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global: aplicação em modelos de interação espacial. 2005. 224f. Tese 
(Doutorado em Engenharia de Produção) – Programa de Pós-Graduação em 
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A complexidade existente na resolução de diversos problemas de otimização global 
vem gerando uma busca incessante dos pesquisadores por métodos numéricos 
capazes de resolvê-los. Dentre as dificuldades, podem-se citar os problemas 
relacionados a mínimos locais que devem ser evitados em métodos de otimização. 
Uma gama de variações de métodos determinísticos e estocásticos pode ser 
encontrada na literatura. Atualmente, pesquisadores buscam tomar proveito do que 
cada método tem de melhor, gerando procedimentos híbridos que aliam métodos 
determinísticos a métodos estocásticos e, também, procedimentos híbridos de 
métodos de mesma classe. Pensando nisso, desenvolveu-se um algoritmo 
evolucionário que combina uma Fórmula de Representação e métodos de descida. 
Fez-se uso da Fórmula de Representação na melhoria da população inicial e 
aplicaram-se à fase de mutação, do algoritmo evolucionário, 6 métodos de descida.  
Os resultados demonstraram uma grande performance do método, com ênfase à 
grande influência da Fórmula de Representação no procedimento, acelerando o 
processo de busca, aumentando a probabilidade de sucesso nos testes realizados e 
causando uma diminuição considerável do número de elementos da população 
inicial.  
 O procedimento numérico foi aplicado à calibração dos modelos de interação 
espacial apresentados por Fotheringham (1983) e Gonçalves (1992). 
Os testes realizados na calibração do modelo de Fotheringham (1983), para 
comparar o desempenho do método proposto com relação a uma estratégia 
evolucionária, validaram a boa performance do mesmo.  
Na aplicação realizada com o modelo de Gonçalves (1992), pode-se verificar, 
empiricamente, utilizando 4 conjuntos de dados, a convergência no processo de 
calibração com um conjunto de parâmetros como default. A não-necessidade de 
variação dos parâmetros envolvidos, com a mudança do conjunto de dados, 
possibilita que o método seja facilmente utilizado por profissionais da área. 
 
Palavras-chave: otimização global; métodos de descida; algoritmos genéticos; 




BEZ, Edson Tadeu. Procedimento de representação de soluções em otimização 
global: aplicação em modelos de interação espacial. 2005. 224f. Tese 
(Doutorado em Engenharia de Produção) – Programa de Pós-Graduação em 
Engenharia de Produção, Universidade Federal de Santa Catarina, Florianópolis. 
 
The complexity in the resolution of various global optimization problems is generating 
an endless search by researchers for numerical methods that are able to solve them. 
Among the difficulties, we can point out to problems related to some local minima 
that should be avoided in optimization methods. A great amount of variations applied 
to deterministic and stochastic methods can be found in literature. Nowadays, 
researchers try to take advantage of the best of each method, generating hybrid 
procedures that ally both deterministic and stochastic methods and also hybrid 
methods of the same class. With this thought, a evolutionary algorithm that combines 
a Representation Formula and descent methods has been developed. The 
Representation Formula has been used in the improvement of the initial population 
and a mutation step of the algorithm was used, 6 methods of descent.  
The results show a great performance of the method, with emphasis of the great 
influence of the Representation Formula on the procedure, accelerating the search 
process, increasing the probability of success in tests and causing a considerable 
diminishing on the number of elements of the initial population.  
The numerical procedure was applied on the calibration of the spatial interaction 
models presented by Fotheringham (1983) and Gonçalves (1992).  
 The tests made on the calibration of the model by Fotheringham (1983), to compare 
the performance of the proposed method in relation to a evolutionary strategy, 
validated its good performance.  
In the application on the model by Gonçalves (1992), it can be verified, empirically, 
using 4 groups of data, the convergence in the process of calibration with a group of 
parameters as default. The lack of necessity of variation of the parameters involved, 
with the change of the group of data, makes it possible for the method to be easily 
used by professionals of the area.  
 
Keywords: global optimization; descent methods; genetic algorithms; stochastic 




1 – INTRODUÇÃO 
 
 
1.1 – CONSIDERAÇÕES INICIAIS 
 
Atualmente, muitos estudos estão focados no desenvolvimento de métodos 
matemáticos robustos que possibilitem resolver problemas importantes na área de 
logística e de transporte. Isso se deve ao fato de que, em muitos casos, esses 
problemas são modelados matematicamente com o objetivo de melhor compreender 
a influência de variáveis que causam impacto na eficiência do sistema como um 
todo. Procura-se analisar, com cuidado, estratégias diferentes de solução macro dos 
problemas, ao invés de buscar uma solução pontual que resolva uma determinada 
situação. Procedimentos desse tipo permitem-nos melhor avaliar o processo de 
tomada de decisão considerando custos e outros fatores inerentes aos processos 
logísticos.  
Nesses modelos, a determinação dos parâmetros envolvidos passa pela 
maximização ou minimização de variáveis, tornando-se necessária a adoção de 
métodos numéricos adequados que permitam resolver tais problemas de forma 
eficaz, com tempos de resolução compatíveis com as necessidades práticas. Boa 
parte dos métodos numéricos atualmente empregados na solução de problemas de 
logística e de transportes, é caracterizada por funções convexas. Entretanto, quando 
se depara com funções caracterizadas pela não convexidade, problemas 
computacionais começam a aparecer. Assim, para resolver problemas de otimização 
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mais complexos, com representação matemática não convexa, torna-se necessário 
desenvolver métodos de solução mais robustos. 
Muitos trabalhos estão focados na determinação de procedimentos robustos que 
combinam, na maioria dos casos, métodos já existentes, gerando procedimentos 
híbridos com o objetivo de aproveitar o que cada um tem de melhor. 
Um dos procedimentos citado na literatura combina algoritmos evolucionários com 
métodos de descida, visando unir vantagens dos métodos evolucionários, como 
eficiência e flexibilidade, à precisão e velocidade de busca de métodos tradicionais 
de descida. 
Pesquisando nessa mesma linha, foi desenvolvido um método híbrido, combinando 
uma Fórmula de Representação do ponto de ótimo global *x  (SOUZA DE CURSI, 
2002, 2003) com um algoritmo evolucionário e métodos de descida. 
A Fórmula de Representação do ponto ótimo global *x  (SOUZA DE CURSI, 2002, 
2003) de uma função Â®Ânf : , contínua, sobre um conjunto fechado e limitado 














onde +ÂÎl , g  é uma função convenientemente escolhida e ( ( , ( )))E xg f xl  é a 
esperança matemática que determina o valor médio de uma distribuição de 
probabilidade, considerando o valor e a probabilidade de ocorrência desta variável. 
Souza de Cursi (2002, 2003) demonstrou que uma possível escolha para g , 
sugerida por M. Pincus, pode ser dada por: 
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.))(,( )( xfexfg ll -=  
 
A idéia de utilizar uma função estritamente decrescente para determinar o valor da 
probabilidade, deve-se ao fato do procedimento ter por objetivo determinar o mínimo 
de uma função. Dessa forma, quanto mais longe do mínimo estiver o ponto, maior é 
o valor de ( )f x  e, conseqüentemente, menor será sua probabilidade de ocorrência. 
 
 
1.2 – OBJETIVOS 
 
1.2.1 – Objetivo Geral 
 
Desenvolver um procedimento híbrido de representação de soluções em otimização 
global e aplicá-lo para calibrar modelos de interação espacial. 
 
1.2.2 – Objetivos Específicos 
 
a) revisar a literatura sobre os métodos numéricos de otimização, com ênfase 
nas  classes dos algoritmos evolucionários e métodos de descida; 
b) analisar a fórmula de representação do ótimo global *x ; 
c) desenvolver o método numérico implementando-o computacionalmente; 
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d) realizar testes numéricos em algumas funções clássicas de otimização 
irrestrita e num problema restrito, para avaliar o desempenho do método 
desenvolvido; 
e) comparar o desempenho do método desenvolvido com uma Estratégia 
Evolucionária utilizada por Diplock; Openshaw (1996) na calibração do 
modelo de interação espacial desenvolvido por Fotheringham (1983, 1986); 
f) aplicar o método à calibração do modelo de interação espacial desenvolvido 
por Gonçalves (1992),  utilizando 4 conjuntos de dados, para determinar um 
conjunto default de parâmetros. 
 
 
1.3 – MOTIVAÇÃO 
 
Durante a pesquisa desenvolvida no mestrado (BEZ, 2000; BEZ; GONÇALVES, 
2002), foi realizado uma ampla análise experimental com matrizes O-D, para 
verificar a influência de certos critérios de calibração na determinação dos 
parâmetros de alguns modelos de distribuição de viagens. Neste estudo, foi feito uso 
de métodos numéricos como Busca de Fibonacci (NOVAES, 1978) e do Método do 
Gradiente adicionado de perturbações aleatórias (POGU; SOUZA DE CURSI, 1994). 
Realizou-se uma análise da robustez destes métodos, que demonstraram uma certa 
fragilidade. Em certos casos, uma má escolha dos parâmetros de inicialização 
dificultava a convergência (BEZ; GONÇALVES, 2001, 2002). Alguns problemas 
constantes na calibração de modelos caracterizavam-se pelo surgimento de over, 
underflows ou ambos, e a não-convexidade da função a ser minimizada (POGU; 
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SOUZA DE CURSI, 1994; DIPLOCK; OPENSHAW, 1996; GONÇALVES; SOUZA 
DE CURSI, 2001). 
Estas dificuldades detectadas proporcionaram a motivação necessária para se 
desenvolver um método numérico robusto capaz de diminuir significativamente os 
problemas de convergência. 
 
 
1.4 – METODOLOGIA 
 
Para a realização deste trabalho foi feito um levantamento dos métodos numéricos 
de otimização existentes. 
Em função dos objetivos propostos, estudou-se a classe de algoritmos 
evolucionários, a Fórmula de Representação do ótimo global *x  (SOUZA DE 
CURSI, 2003) e os métodos de descida, como o gradiente adicionado de 
perturbações aleatórias (POGU; SOUZA DE CURSI, 1994), juntamente com outros 
métodos de descida derivados do gradiente conjugado, tais como, o método de 
Fletcher-Reeves (FLETCHER; REEVES, 1964), o método de Polak-Ribière (POLAK, 
1971), o método de Newton e os métodos quase-newtonianos, como DFP 
(FLETCHER; POWELL, 1963; PRESS, 1992) e BFGS (BROYDEN, 1970; 
FLETCHER, 1970; GOLDFARB, 1970; SHANNO, 1970; PRESS, 1992). 
Foi feito uso na implementação do método do software Microsoft Visual Basic 6.0 e, 
para testar sua eficiência, trabalhou-se com 6 funções clássicas de otimização 
irrestrita, como função de Ackley e Rosenbrock e um problema de otimização 
restrita, considerando uma função objetivo não-linear e um conjunto de restrições de 
desigualdade lineares. 
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Foi realizada uma avaliação comparativa entre o método desenvolvido e um dos 
métodos utilizados por Diplock; Openshaw (1996) na calibração do modelo de 
interação espacial de Fotheringham (1983, 1986). 
Finalmente, o método foi aplicado na calibração no modelo de interação espacial 
desenvolvido por Gonçalves (1992), com o objetivo de determinar um conjunto 
default de parâmetros, para que o mesmo pudesse ser facilmente utilizado por 
profissionais da área de transporte. Para isso, foram utilizados 3 (três) conjuntos de 
dados reais e 1 (um) conjunto de dados hipotéticos. 
 
 
1.5 – ESTRUTURA DO TRABALHO 
 
O presente trabalho está dividido em nove capítulos. No primeiro, apresentam-se 
algumas considerações iniciais sobre o trabalho, seguido dos objetivos, motivação e 
metodologia empregada. 
No segundo capítulo, são apresentadas uma visão geral do problema de otimização 
e as condições necessárias e suficientes de otimalidade dos problemas de 
otimização restrita e irrestrita.  
No terceiro e quarto capítulos, mostra-se uma revisão bibliográfica dos métodos 
determinísticos e dos métodos estocásticos, respectivamente, em problemas de 
otimização irrestrita. 
No quinto capítulo tem-se a revisão bibliográfica dos métodos de otimização com 
restrição. 
No capítulo seis, dada sua importância no método desenvolvido, descreve-se o 
método do gradiente adicionado de perturbações aleatórias (POGU; SOUZA DE 
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CURSI, 1994). A Fórmula de Representação do ótimo global *x  (SOUZA DE 
CURSI, 2003) é discutida, juntamente com o algoritmo desenvolvido, seguidos das 
funções clássicas e do problema com restrições utilizados na realização dos testes.  
No capítulo seguinte, são apresentados os ensaios numéricos realizados, 
juntamente com uma análise. 
No capítulo oito, os modelos de interação espacial, os critérios de calibração 
utilizados e os resultados obtidos nas aplicações, seguidos de uma análise dos 
resultados são apresentados. 
No capítulo nove, descrevem-se algumas conclusões e sugestões para trabalhos 
futuros. 
Finalmente, as referências são relacionadas para identificar as citações no texto. 
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2 – VISÃO GERAL DE OTIMIZAÇÃO 
 
 
2.1 – INTRODUÇÃO 
 
A teoria de otimização, em termos gerais, é um corpo de resultados matemáticos e 
métodos numéricos utilizados na busca e identificação dos melhores candidatos em 
uma coleção de alternativas, sem a necessidade de enumerar-se explicitamente e 
avaliar todas as possibilidades. O processo de otimização encontra-se na raiz da 
Engenharia, uma vez que uma das funções do engenheiro é a busca de sistemas 
mais eficazes, com qualidade e custo reduzido, bem como o desenvolvimento de 
projetos e procedimentos, objetivando melhorias no contexto operacional destes 
sistemas. 
A força dos métodos de otimização em determinar o melhor caso, sem a 
necessidade real de testar todos os possíveis casos, provém do uso de conceitos 
matemáticos e do custo reduzido na execução dos cálculos numéricos, utilizando 
procedimentos ou algoritmos lógicos, claramente bem definidos e com o auxílio de 
computadores nestes processos iterativos.  
 
 
2.2 – PROBLEMA GERAL DE OTIMIZAÇÃO 
 






















i    (2.1) 
 
onde ji hgf e,  são funções definidas em 
nÂ , nS ÂÌ  e x   é um vetor de n  
componentes ),...,,( 21 nxxxx = . O problema a ser solucionado é a determinação dos 
valores das variáveis ix  que satisfaçam as restrições, buscando minimizar o valor da 
função f . A função )(xf  é chamada função objetivo; )(xg i  e )(xh j  são as 
restrições. 
A formulação apresentada em (2.1) refere-se a um problema de minimização sujeito 
a um conjunto de restrições. Problemas que não contemplem restrições são 
denominados de problemas de otimização irrestrita. 
Desta maneira, os problemas de otimização podem ser divididos em duas classes: a 




2.3 – SOLUÇÃO DE OTIMIZAÇÃO LOCAL E OTIMIZAÇÃO GLOBAL 
 
O conceito de otimização pode ser definido como um processo de busca da melhor 
solução dentro de um conjunto de possíveis soluções. A solução de um problema de 
otimização pode ser caracterizada localmente e globalmente da seguinte maneira: 
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Definição: Seja uma função Â®Ânf : e considere o problema de minimizar )(xf , 
Sx Î . Se Sx Î*  e se existe uma vizinhança de *x  contida em S , denotada por 
*)(xV , tal que *)()(*),( xfxfxVx ³Î" , *x  é chamado de mínimo local de f .  
Similarmente, se Sx Î*  e *,*)(*),()( xxxVxxfxf ¹Î"> , então *x  é uma solução 
ótima local estrita de f . Do mesmo modo, um ponto Sx Î*  é a solução ótima global 
de f , ou solução do problema se *)()(, xfxfSx ³Î" . 
 
 
2.4 – PROBLEMAS DE OTIMIZAÇÃO IRRESTRITA 
 
Um problema de otimização é dito sem restrição ou simplesmente irrestrito e é 






     (2.2) 
 
onde Â®Ânf : . Em problemas de otimização irrestrita é comum o uso de um 
intervalo de incerteza, nkxxx kkk ,...1,maxmin =££ , que delimita a região de busca da 
solução ótima. 
 
As condições necessárias, para que *x  seja o ponto de ótimo local de )(xf , são 




Proposição: Seja a função Â®Ânf :  contínua e de derivadas parciais de primeira 
e segunda ordens contínuas. Se *x  é um mínimo local, então 0*)( =Ñ xf  e *)(xH  é 
semidefinida positiva, onde fÑ  é o gradiente de f e H  é a Hessiana de f . 
 
Estas condições necessárias devem ser atendidas em cada solução ótima local. No 
entanto, um ponto, que satisfaça estas condições, não necessariamente se 
caracteriza como sendo um mínimo local. A proposição a seguir dá uma condição 
suficiente de segunda ordem para um mínimo local. 
 
Proposição: Seja a função Â®Ânf : , contínua e de derivadas parciais de primeira 
e segunda ordens contínuas. Se 0*)( =Ñ xf  e *)(xH  é positiva definida, então *x  é 
um mínimo local estrito. 
 
As provas dessas proposições podem ser vistas com detalhes em Bazaraa, Sherali 
e Shetty (1993). 
 
Os problemas de otimização irrestritos podem ser: unidimensionais ou 
multidimensionais, lineares ou não-lineares, não convexos ou convexos, contínuos 
ou descontínuos e diferenciáveis ou não-diferenciáveis. De acordo com as 
características apresentadas, deve-se escolher o método adequado para resolução 
do problema. Podem-se dividir os métodos de otimização em duas famílias: a dos 
métodos determinísticos e a dos métodos estocásticos, que serão apresentadas nos 




2.5 – PROBLEMAS DE OTIMIZAÇÃO COM RESTRIÇÃO 
 























Para que as condições necessárias e suficientes de otimalidade de problemas 
restritos sejam enunciadas, considera-se que ),...,(e),...,(, 11 JI hhhgggf ==  são 
contínuas, com suas derivadas parciais de segunda ordem contínuas. Antes, porém,  
torna-se necessário apresentar algumas definições. 
 
Definição: Seja Rf n ®Â:  e considere o problema de )(min xf  sujeito à nRSx ÌÎ . 
Um ponto Sx Î  é chamado de ponto viável do problema. 
Assim, para o problema (2.1), um ponto x  é viável se satisfaz as restrições 
0)( £xg i ,  jixh j ""= ,,0)(  e Sx Î . 
 
Uma restrição de desigualdade i é considerada ativa, quando 0)( =xg i  ou então 
será considerada inativa, quando 0)( <xg i . 
Definição: Dado um conjunto [ ]{ }mniTmn baaaAbAxxH ÂÎÂÎ=£ÂÎ= ,,,...,,/ 1 . 
Uma restrição é ativa num ponto x  se e somente se, 0=- i
T
i bxa . 
Para o problema (2.1), as restrições jh  são denominadas ativas, ao passo que ig  é 
ativa quando 0)( =xg i . 
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Definição: Um conjunto de vetores nvv ,...,1  é dito linearmente independente (LI) se e 













para algum 0¹ja , os vetores são ditos linearmente dependentes (LD). 
 
Definição: Um ponto x  que satisfaz as equações jxh j "= ,0)(  é regular em relação 
às restrições se e somente se, o conjunto de vetores { })(),...,(1 xhxh JÑÑ  é 
linearmente independente, onde )(xh jÑ  é o gradiente de jh . 
 
Definição: O plano tangente a uma superfície nS ÂÍ  em um ponto nx ÂÎ  é o 
conjunto de vetores de nÂ , que são tangentes em x  a alguma curva diferenciável 
contida em S  e que passa por x . 
 
Definição: Uma matriz A é semidefinida positiva se nT xxAx ÂÎ"³ ,0 . 
Analogamente, A é definida positiva se 0,0 ¹"> xxAxT . 
 
Definição: Seja x  um ponto regular da superfície dada por { }jxhx jn "=ÂÎ ,0)(/ . O 
plano tangente a essa superfície no ponto x  é definido por 
{ }jyxhyT jn "=ÑÂÎ= ,0)(/ . 
 
Torna-se necessário, também, introduzir o conceito de função Lagrangeana L .  












)()()(),,( mlml , onde il  e jm  são escalares 
conhecidos como multiplicadores de Lagrange. 
 
Considere, inicialmente, o caso em que as restrições são de igualdade. 
Condições necessárias de primeira ordem: Seja *x  um mínimo local de f , tal que 
jxh j "= ,0*)(  e *x  é regular. Então, existe 
J
j ÂÎ








* 0*)(*)( m . Os *jm  são os multiplicadores de Lagrange referentes a 
cada uma das J  restrições funcionais h . 
 
Condições necessárias de segunda ordem: Seja *x  um mínimo local de f , regular, 
tal que 0*)( =xh  e { }0)(/ =ÑÂÎ= yxhyT n . Suponha que f  e h  são duas vezes 







jj xhxf m  (vale o resultado da condição de primeira ordem) e 
0*)*,(2 ³Ñ yxLyT m  para todo Ty Î , onde ),( yxL  é a função lagrangeana dada por 
)()(),( xhxfyxL Tm+= , com Jnx ÂÎÂÎ m, . 
 
Condições suficientes de segunda ordem: Seja *x  regular tal que 0*)( =xh  e 






jj xhxf m  e 
0*)*,(2 >Ñ yxLyT m  para todo { }0-ÎTy , então *x  é um mínimo local estrito de f . 
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As condições de Karush-Kuhn-Tucker (KKT) serão enunciadas no caso de 
problemas com restrições de igualdade e desigualdade. 
 
Condições necessárias de primeira ordem (KKT): Seja *x  um ponto viável e regular.  
Seja *)(xK  o conjunto de índices das restrições de desigualdade que estão ativas 
em *x .  Seja PxnkW  a matriz Jacobiana das p  restrições ativas de g  em *x . Se  *x  
é um mínimo local, então existem JÂÎ*m  e PÂÎ*l , tais que 
0**)(**)(*)( =++Ñ lm xWxJxf Tk
T
h , onde *)(xJ h  é a matriz Jacobiana das restrições 
funcionais h  e 0* ³kl  para todo k , tal que Pk ££1 . 
 
Condições necessárias de segunda ordem (KKT): Sejam 2,, Chgf Î , *x  um mínimo 
local e regular. Então, existem JÂÎ*m  e PÂÎ*l , tais que são verificadas as 
condições de primeira ordem 0**)(**)(*)( =++Ñ lm xWxJxf Tk
T
h   e 0
* ³kl  para todo k , 













2*22 *)(*)(*)(*)*,*,( lmlm  
é semidefinida positiva. 
 
Condições suficientes de segunda ordem (KKT): Seja 2,, Chgf Î  e *x  um ponto 












jj xgxhxf lm . Suponha que a matriz *)*,*,(
2 lmxLÑ  é 
definida positiva, ou seja, satisfaz 0*)*,*,(2 >Ñ yxLyT lm  para todo 
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{ }KvyxgeyxJyTy vh Î"=Ñ=ºÎ ,0*)(0*)(/ , onde { }0/*)( * >Î= vxKvK l . Então, 
*x  é um mínimo local estrito de f . 
 
No capítulo seguinte são apresentados alguns métodos determinísticos usados no 
processo de otimização de problemas irrestritos. 
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3.1 – INTRODUÇÃO 
 
Os Métodos Determinísticos são procedimentos que se baseiam na busca sucessiva 
de pontos no espaço de otimização, necessitando para esta busca o conhecimento 
de um vetor direção de decrescimento da função. O processo de busca do ótimo 
utiliza o ponto corrente como ponto de partida para a determinação do ponto 
subseqüente (ÁVILA et al., 2003). 
Uma das maneiras de realizar este processo iterativo é dada por kkkk dxx a+=+1 , 
onde kd  é o vetor direção e ka  é o passo. O valor de ka  é determinado pela 
minimização da função  )( kk dxf a+ , para todo ÂÎa  e 0>a . 
Estes métodos podem ser aplicados em problemas unidimensionais e em problemas 
multidimensionais. Nos dois casos, são conhecidos métodos determinísticos que 
fazem uso de derivadas e métodos que não fazem uso das mesmas. Entre os que 
fazem uso de derivadas, podem-se citar métodos como o de Newton (REKLAITIS, 
RAVINDRAN E RAGSDELL, 1983; BAZARAA, SHERALI, SHETTY, 1993; AOKI, 
1971) e de Armijo (BAZARAA, SHERALI, SHETTY, 1993) para o caso 
unidimensional, e os métodos do gradiente (POGU; SOUZA DE CURSI, 1994; 
BAZARAA, SHERALI, SHETTY, 1993), Quase-Newton (FLETCHER; POWELL, 
1963), Gradiente Conjugado (FLETCHER; REEVES,  1964; FLETCHER, 1987), 
Uzawa (ARROW, HURWICZ , UZAWA, 1958; BRAMBLE,  PASCIAK, VASSILEV, 
1997), entre outros, para o caso multidimensional. 
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Os métodos que não fazem uso de derivadas utilizam algoritmos que têm por 
princípio a redução do intervalo de busca num espaço de otimização pré-definido. 
Entre os que não fazem uso de derivadas, podem-se citar métodos como o da 
Secção Áurea (BAZARAA, SHERALI, SHETTY, 1993, NOVAES, 1978), Busca de 
Fibonacci (NOVAES, 1978), Brent (BRENT, 1973), Dicotomia (CULIOLI, 1994; 
NOVAES, 1978) para o caso unidimensional e os métodos das coordenadas cíclicas 
(BAZARAA, SHERALI, SHETTY, 1993), Nelder e Mead (NELDER, MEAD, 1965), 
Hooke e Jeeves (BAZARAA, SHERALI, SHETTY, 1993; NOVAES, 1978), 
Rosenbrock (BAZARAA, SHERALI, SHETTY, 1993; AOKI, 1971), Powell 
(REKLAITIS, RAVINDRAN E RAGSDELL, 1983), entre outros, para o caso 
multidimensional. 
A seguir, são apresentados alguns desses métodos. 
 
 
3.2 – MÉTODOS DE BUSCA UNIDIMENSIONAL 
 
3.2.1 – Método da Secção Áurea 
 
O método da secção áurea é um método de busca unidimensional, no qual a idéia 
principal é determinar um intervalo ],[ ba  contendo o mínimo de uma função 
unimodal, de tal modo que o mesmo satisfaça a relação e<- ab , onde 0>e  é 










O método pode ser apresentado da seguinte maneira: 
Define-se, inicialmente, um intervalo ],[ ba  (FIG. 1). Em seguida,  são inseridos dois 
pontos dentro deste intervalo definidos por )( abax -+= q  e ))(1( abay --+= q  e, 
no passo seguinte, calcula-se o valor da função nos pontos x  e y . Caso o valor de 
)()( yfxf <  faça ya = . Porém, caso )()( yfxf > , faça xb = . O processo termina 




FIGURA 1 – Método da secção áurea 
 
 
3.2.2 – Método da Dicotomia 
 
O método da dicotomia tem, por característica, a redução do intervalo de busca pela 
metade a cada iteração. 
Para que se possa melhor compreender este método, deve-se supor, inicialmente,  
que se deseje minimizar uma função, e sabendo-se que o ponto de ótimo da função 
pertence ao intervalo [ , ]a b . O método baseia-se na existência de uma tripla 
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1 3 5( , , )x x x  definida convenientemente, tal que 1 3 5( ) ( ) ( )f x f x f x> <  e o ótimo esteja 
localizado entre 1 5[ , ] [ , ]x x a b= . 







Este ponto divide o intervalo 1 5[ , ]x x  em dois subintervalos 1 3[ , ]x x  e 3 5[ , ]x x   de 
mesmo tamanho. 













A geração da nova tripla é dada pela comparação dos novos pontos gerados com os 
já existentes. Se  1 2 3( ) ( ) ( )f x f x f x> < , então a nova tripla será dada por 1 2 3( , , )x x x , 
caso contrário a nova tripla será determinada por 3 4 5( , , )x x x . O processo continua 
até que o intervalo seja menor que um e  pré-determinado. 
 
 
3.2.3 – Busca de Fibonacci 
 
Um método semelhante ao método da secção áurea é a busca de Fibonacci, no qual 
Kiefer (1953) utilizou a seqüência de números de Fibonacci, dada pela série 
21 -- += NNN FFF , onde 110 == FF , na elaboração de uma estratégia para otimização 
de funções convexas, chamada de Busca de Fibonacci (NOVAES, 1978). 
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= - ,     (3.1) 
 
 
onde N é um número inteiro escolhido a priori, 1,...,2,1 -= Nk  e NF  é o número de 
Fibonacci. 
O processo de localização dos pontos que determinam o intervalo de incerteza é o 
seguinte: 
Inicialmente, determinam-se dois pontos iniciais 21 xex , simetricamente a intervalos 
011 )/( IFFI NN ×= -  das extremidades. Em seguida, analisam-se os valores obtidos 
para )()( 21 xfexf , comparando-os. Escolhe-se, então, o intervalo 1I  apropriado e 
continua-se o processo, localizando os pontos a distâncias simétricas iguais a 
022 )/( IFFI NN ×= -  dos extremos e, assim, sucessivamente. 




NF  é o número de Fibonacci. 
Novaes (1978) apresentou uma comparação entre os métodos descritos, levando 
em consideração a precisão do método em função do número de avaliações da 
função, destacando a superioridade dos métodos de Fibonacci e secção áurea com 
relação ao método da dicotomia. Apontou ainda, como mais indicado, o método da 
secção áurea tendo em vista sua facilidade de implementação computacional e a 
proximidade no que se refere à precisão entre este e a busca de Fibonacci. 
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O autor estende o método de Busca de Fibonacci para o caso multivariado. O 
processo baseia-se numa seqüência de buscas de Fibonacci encaixadas umas nas 
outras. Para o caso de função de duas variáveis, o método apresenta-se eficiente. 
No entanto, não é recomendado para o caso de funções com um número maior de 
variáveis (NOVAES, 1978). 
 
 
3.2.4 – Método de Newton 
 
A idéia do método de Newton pode ser entendida da seguinte maneira: seja uma 
função f  e suponha que em kx  é possível determinar )(''e)('),( kkk xfxfxf . Então, 





)).((')()( 2kkkkk xxxfxxxfxfxq -+-+=  
Estima-se 1+kx  determinando o ponto onde a derivada 0)(' =xq . 
 











xx -=+  
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Este procedimento só deve ser aplicado às funções que sejam duas vezes 
diferenciáveis. Outro problema relacionado a este método é que o procedimento só 
é bem definido se 0)('' ¹kxf  para todo k. 
 
 
3.2.5 – Método de Armijo 
 
São muitas as regras que determinam o passo num processo de busca, seja ele 
orientado pelo gradiente ou não. Objetivando evitar problemas na determinação da 
solução, é natural considerarem-se regras baseadas na redução sucessiva do 
passo. Uma das regras mais simples pode ser definida da seguinte maneira: 
Escolhe-se um passo inicial p  e se determina o vetor kk dpx + , onde kd  é uma 
direção de descida. Se )()( kkk xfdpxf ³+ , o valor do passo sofre reduções 
sucessivas até que ocorra uma diminuição no valor de f . 
No método de Armijo, o seguinte procedimento é adotado: 
Seja cb e,p , escalares, tais que 10 << b , 10 << c  e 0>p .  
Faz-se p
kmk
ba = , onde km  é o primeiro inteiro não-negativo que verifica a seguinte 
expressão: 
 
.)'()()( kkmkmkk dxfppdxfxf Ñ-³+- cbb     (3.2) 
 
Os passos determinados por ,...2,1,0, =mpmb  ocorrem de maneira sucessiva até 




3.3 – MÉTODOS DE BUSCA MULTIDIMENSIONAL 
 
3.3.1 – Método das Coordenadas Cíclicas 
 
Este método utiliza os eixos coordenados como direção de busca. O processo é 
realizado ao longo das direções nddd ,....,, 21 , onde jd  é um vetor de zeros, exceto 
por um 1 na j-ésima posição. Assim, na direção de busca jd  a variável jx  é 
alterada, enquanto as demais são mantidas fixas. (BAZARAA; SHERALI; SHETTY, 
1993) 
Este é um método de fácil implementação e pode ser descrito como segue: 
Inicialização: Determina-se um escalar 0>e , que será utilizado para finalizar o 
processo.   
Sejam nddd ,....,, 21 , direções coordenadas.  
Escolha 1x  como ponto inicial e faça 11 xy =  e 1== jk . 
passo 1: Seja jl  a solução ótima do problema )(min jj dyf l+  com ÂÎl , e 
seja jjjj dyy l+=+1 . Se nj < , substituir j por j+1 e repetir o passo 1. 
Senão, se nj = , vá ao passo 2. 
passo 2: Faça 11 ++ = nk yx . Se e<-+ kk xx 1 , PARE. Senão, faça 1,11 == + jxy k . 




3.3.2 – Método de Hooke e Jeeves 
 
O método de Hooke e Jeeves (BAZARAA; SHERALI; SHETTY, 1993), denominado 
de método Busca padrão, é utilizado na minimização de funções multidimensionais. 
Este método consiste na busca de direções prováveis de onde o extremo da função 
se encontra.  
Determina-se um ponto inicial 0x  e, em seguida, é realizada uma pesquisa 
exploratória na vizinhança desse ponto, modificando cada variável por vez. Caso se 
verifique uma direção de pesquisa promissora, realiza-se uma busca nessa direção 
até que não se perceba melhora no valor da função. A partir deste momento, uma 
nova busca exploratória é executada em torno desse novo ponto e o processo 
continua até que uma tolerância pré-estabelecida seja atingida. 
O processo pode ser descrito como segue:  
Inicialização: Define-se um escalar 0>e , que será utilizado para finalizar o 
processo.  Escolha 1x  como ponto inicial e faça 11 xy =  e 1== jk . 
passo 1: Seja jl  a solução ótima do problema )(min jj dyf l+  com ÂÎl , e 
seja jjjj dyy l+=+1 . Se nj < , substituir j por j+1 e repetir o passo 1. 
Senão, se nj = , faça 11 ++ = nk yx . Se e<-+ kk xx 1 , PARE,  caso 
contrário, vá ao passo 2. 
passo 2: Seja kk xxd -= +1  e l  uma solução ótima do problema )(min 1 dxf k l++  
com ÂÎl . Faça 111 =+= + jedxy k l , substitua k por k+1 e repita o 
passo 1.  
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Este método, além de ser considerado eficiente, apresenta como vantagem a não-
necessidade de avaliação das derivadas. 
 
 
3.3.3 – Método de Rosenbrock 
 
Em 1960, Rosenbrock propôs um método de busca direta, em que n direções 
ortogonais e linearmente independentes são pesquisadas a cada ciclo, de maneira 
similar ao movimento exploratório dado por Hooke e Jeeves (AOKI, 1971). 
Este método funciona executando rotações das direções de busca, o que representa 
uma estratégia de cálculo que acelera a convergência. 
O algoritmo que descreve este processo é o seguinte: 
Determina-se um escalar 0>e , que será utilizado para finalizar o processo.  Sejam 
nddd ,....,, 21 , direções coordenadas. Escolha 1x  como ponto inicial e faça 11 xy =  e 
1== jk . 
passo 1: Seja jl  a solução ótima do problema )(min jj dyf l+  com ÂÎl , e 
seja jjjj dyy l+=+1 . Se nj < , substituir j por j+1 e repetir o passo 1. 
Senão, se nj = , faça 11 ++ = nk yx . Se e<-+ kk xx 1 , PARE, caso 
contrário, vá ao passo 2. 
passo 2: Faça 111 == + jexy k , substitua k por k+1 e vá ao passo 3.  
passo 3: Gerar um novo conjunto de direções de busca ortogonais usando o 
procedimento de Gram-Schmidt (BAZARAA; SHERALI; SHETTY, 
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1993). Designar estas direções por nddd ,....,, 21 e voltar ao passo 1. 
 
O método de Powell (POWELL, 1964; REKLAITIS, RAVINDRAN E RAGSDELL, 
1983) é uma variação do método de Rosenbrock. É um método de direções 
conjugadas, que faz uso de buscas unidimensionais na direção de pesquisa. 
Reklaitis, Ravindran e Ragsdell (1983) citam que métodos de busca unidimensional, 
como o de Brent (BRENT, 1973, COSTA, 2001), tornaram o método de Powell mais 
eficiente. 
Novaes (1978)  apresentou detalhadamente este método, mostrando a contribuição 
de Powell (1964)  no método original criado por Rosenbrock (1960). 
 
 
3.3.4 – Métodos de Descida ou Analíticos 
 
Os métodos de descida ou analíticos baseiam-se no conhecimento de uma direção 
de busca. Dos métodos pertencentes a esta categoria pode-se citar o método do 
gradiente (BAZARAA; SHERALI; SHETTY, 1993), o gradiente conjugado 
(FLETCHER; REEVES,  1964; FLETCHER, 1987) e suas variações, e os quase-






3.3.4.1 – Método do Gradiente 
 
Um dos métodos mais antigos, porém, muito usado atualmente, é conhecido como 
método do gradiente ou método de máxima descida, desenvolvido por Cauchy em 
1847.  
A busca do ponto de mínimo de uma função, através do método do gradiente, é feita 
da seguinte maneira: 
Primeiramente, escolhe-se um ponto inicial 0x , que pode ser determinado mediante 
informações prévias, onde o mínimo global desejado deve se encontrar. Em 
seguida, determina-se uma seqüência de pontos 1}{ ³nnx  através da relação de 
recorrência 
 
)(1 nn xQx =+ ,      (3.3) 
onde 
 
0com),()( >Ñ×-= aa xfxxQ      (3.4) 
 
e )(xfÑ  é o gradiente de )(xf .   
 
Em geral, o processo iterativo termina quando a diferença entre os valores obtidos, 
em dois pontos sucessivos, para a função que se deseja minimizar, for menor que 
uma tolerância pré-estabelecida.  
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Este método pode ser implementado com o parâmetro a  fixo, ou seja, o tamanho do 
passo do gradiente é pré-definido no início do processo e permanece o mesmo até o 
fim. Entretanto, determinar o valor do parâmetro a  é um problema neste método, 
haja vista que a opção por um valor muito pequeno para a  pode ocasionar uma  
convergência para o mínimo, de maneira muito lenta. Se optar por um valor alto, 
tem-se, em geral, uma convergência mais rápida, porém o algoritmo poderá  oscilar 
próximo do mínimo.  
Uma forma mais adequada é fazer com que a  seja variável. Para isso basta, por 
exemplo, introduzir um fator de redução 'a , tal que 1' -×= kk aaa  (GONÇALVES; 
SOUZA DE CURSI, 1997, 2001). 
 
 
3.3.4.2 – Método do Gradiente Conjugado 
 
Para apresentar o método do gradiente conjugado é necessário definir direções 
conjugadas. 
Definição: Seja a matriz Q. Dois vetores 10 e dd  são ditos Q-ortogonais ou 
conjugados em relação a Q, se 010 =Qdd
T . 
 
Propriedade: Se Q é definida positiva e { }kddd ,...,, 10  é um conjunto de vetores não 
nulos Q-ortogonal, então estes vetores são linearmente independentes. 
 
Teorema das direções conjugadas:  Seja { }110 ,...,, -nddd  um conjunto de vetores Q-
ortogonais não nulos. Para qualquer nRx Î0 , a seqüência { }kx  dada por: 
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=a   e  bQxg kk -=  
converge para a solução única *x ,  de bQx =  em n passos, ou seja, *xxn = . 
 
O gradiente conjugado faz uso do mesmo princípio do método do gradiente. No 
método do gradiente a direção de descida é dada pelo gradiente da função, 
enquanto que no método do gradiente conjugado, esta é determinada por direções 
conjugadas sucessivas. 
 
Para determinar as direções conjugadas, pode-se seguir o seguinte procedimento: 
Define-se )( 00 xgd -= , onde )()( 00 xfxg Ñ= . 









Hdg 1+=b  
e H é a matriz Hessiana. 
Modificações, como forma de melhorar a velocidade de convergência no método do 
gradiente conjugado, são propostas por Fletcher-Reeves (FLETCHER; REEVES, 





3.3.4.2.1 – Método Fletcher-Reeves (FR) 
 
O algoritmo do gradiente conjugado, apresentado por Fletcher-Reeves, pode ser 
descrito como segue: 
Define-se )( 00 xgd -=  e, em seguida, escolhem-se direções mutuamente 
conjugadas, de tal forma que Nkdgd kkkk ,...,1,11 =+-= ++ b . Este processo nada 
mais é do que o método do gradiente conjugado. A mudança apresentada por 





























= +b      (3.6) 
 
 
3.3.4.2.2 – Método Polak-Ribière (PR) 
 
O método Polak-Ribière também apresenta como modificação do método do 
















= ++b      (3.7) 
 
3.3.4.3 – Método de Newton 
 









xx -=+      (3.8) 
 
para o caso em que a função f a ser minimizada é de apenas uma variável. No caso 
da função ser definida por duas ou mais variáveis, a idéia passa a ser a minimização 
de uma aproximação quadrática da função determinada pela série de Taylor, ou 









k xxxHxxxxxfxfxf --+-Ñ+@ ,  (3.9) 
 
onde )( k
T xfÑ  e )( kxH  são, respectivamente, o transposto do vetor gradiente e a 
matriz Hessiana de )(xf no ponto kx . Fazendo kxxx -=D , sendo xD  a direção de 









k DD+DÑ+@    (3.10) 
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Deve-se, agora, buscar um xD , de forma que o gradiente se anule, ou seja, deve-se 
diferenciar )(xf com relação a xD  e igualar a zero. Assim, obtêm-se: 
 
0)()( =D+Ñ xxHxf kk     (3.11) 
 
ou 
).()( kk xfxxH -Ñ=D      (3.12) 
 
Assumindo que a Hessiana é definida positiva, pode-se multiplicar pela esquerda a 
expressão (3.12)  por )(1 kxH
- , que é  inversa da matriz Hessiana. Assim, 
 
).()()()( 11 kkkk xfxHxxHxH Ñ-=D
--    (3.13) 
 
Como IxHxH kk =
- )()(1 , onde I é a identidade, pode-se escrever (3.13), como 
 
).()(1 kk xfxHx Ñ-=D
-     (3.14) 
 
Agora, fazendo kk xxx -=D +1  e substituindo em (3.14), vem 
 
)()(11 kkkk xfxHxx Ñ-=-
-




).()(11 kkkk xfxHxx Ñ-=
-
+     (3.16) 
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Este método pode ser representado através da seguinte expressão: 
 
)()(11 kkkkk xfxHxx Ñ-=
-
+ l ,   (3.17) 
 
onde 0³kl  é um escalar, utilizado para determinar o tamanho do passo, podendo 
ser calculado através da interpolação quadrática ou cúbica da função, ou outro 
método qualquer.  
De acordo com Novaes (1978), este método é eficiente em funções que se 
aproximem da forma quadrática, desde que a função, a ser minimizada, seja 
derivável duas vezes e que a inversa da matriz Hessiana exista e seja definida 
positiva, garantindo assim sua convergência. 
Uma das desvantagens deste método é o alto número de cálculo de derivadas de 




3.3.4.4 – Métodos Quase-Newton 
 
Inconvenientes relacionados à possibilidade de singularidade da matriz Hessiana, 
impossibilitando o cálculo de sua inversa, são amenizados pelos métodos quase-
Newton, que buscam estimar um valor aproximado para a Hessiana com base em 
informações da derivada de primeira ordem.  A seguir, são apresentados dois destes 




3.3.4.4.1 – Método DFP 
 
Proposto, inicialmente, por Davidon (1959) e desenvolvido, em 1963, por Fletcher e 
Powell,  o método de Davidon-Fletcher-Powell, conhecido na literatura como método 
DFP (FLETCHER; POWELL, 1963; PRESS, 1992), é um método quase-newtoniano 





















-+=+1 ,    (3.18) 
 
onde 
kkk xx -= +1d  e )()( 1 kkk xfxf Ñ-Ñ= +g . 
 
Para melhor compreensão da utilização dessa expressão no método, observe o 
seguinte algoritmo do método DFP: 
passo 1: Determinar um ponto inicial *x , 0=k  e IBk = . 
passo 2: Determinar o valor de ks , que representa a direção, através da 
expressão )( kkk xfBs Ñ-= . 
passo 3:    Calcular o valor de 1+kx  dado pela expressão kkk sxx a+=+1 , de modo  
que )( kk sxf a+  seja mínimo para 0>a . 
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passo 4: Determinar o valor de 1+kB , através da expressão (3.18). 
passo 5: Fazer 1+= kk  e volta ao passo 2. 
 
 
3.3.4.4.2 – Método BFGS 
 
Outro método quase-Newtoniano desenvolvido por Broyden (1970), Fletcher (1970), 
Goldfarb (1970) e Shanno (1970), conhecido por BFGS (PRESS, 1992), possui 
algoritmo similar ao DFP, porém, com um melhor desempenho (ALEKSEEV, 
NAVON, 2004; BAZARAA, SHERALI, SHETTY, 1993). Diferencia-se pela forma de 




































++=+    (3.19) 
 
Na resolução de problemas de otimização irrestrita, além dos métodos 
determinísticos descritos, também são utilizados métodos estocásticos. No próximo 








4.1 – INTRODUÇÃO  
 
Os métodos estocásticos são parte de uma classe de métodos que se baseiam em 
mecanismos probabilísticos. Estes, ao contrário dos métodos determinísticos, não 
necessitam de características como continuidade e diferenciabilidade, requisitadas 
pela maioria dos métodos determinísticos. Por requererem um grande número de 
análises do problema, tendo em vista a necessidade de explorar devidamente todas 
as regiões do universo de busca em que está contida a solução ótima, estas 
técnicas tornaram-se mais populares com a evolução dos computadores. 
Dentre os métodos mais utilizados nesta classe, podem-se citar o Simulated 
Annealing (KIRKPATRICK; GELLAT; VECCHI, 1983; CORTES, 1996), Tabu Search 
(GLOVER, 1986; HU, 1992; GLOVER; LAGUNA, 1995, 1997) e os métodos 
evolucionários (HOLLAND, 1975), os quais serão abordados a seguir. Será dado 
mais ênfase aos métodos evolucionários, mais especificamente aos algoritmos 






4.2 – MÉTODOS EVOLUCIONÁRIOS 
 
Os métodos evolucionários ou evolutivos, assim denominados por serem métodos 
desenvolvidos na área de computação evolutiva (FIG. 2), são métodos estocásticos 
de busca que se baseiam na teoria da evolução natural de Darwin. A não-imposição 
de características como continuidade, convexidade e diferenciabilidade são alguns 
dos fatores que tornam esses métodos populares e interessantes de serem 
utilizados, dadas as características de um grande número de problemas existentes. 
Diferem das técnicas tradicionais de otimização, pois desenvolvem a busca a partir 
da geração de uma população de pontos iniciais e não a partir de um único ponto. 
Operam sobre uma população de soluções potenciais, aplicando o princípio de 
sobrevivência do mais apto para produzir melhores aproximações para uma solução. 
Em cada geração, um novo conjunto de aproximações é criado por um processo de 









































Diversos tipos de representação dos métodos evolucionários são conhecidos e, 
dentre estes, podem-se citar os Algoritmos Genéticos (HOLLAND, 1975, 1992; 
GOLDBERG, 1989), Programação Genética (KOZA, 1992), Colônia de Formigas 
(DORIGO; MANIEZZO; COLORNI, 1991a, 1991b, 1996), Programação Evolutiva. 
Em cada um dos tipos citados, o algoritmo tem como característica a geração de 
uma população inicial de indivíduos. A partir dessa, um processo iterativo é aplicado, 
de modo que os indivíduos que permanecerem na população sejam aqueles de 
maior aptidão. As operações envolvidas e a estrutura dos indivíduos na população 
determinam as diferentes técnicas.  
De forma geral, estes algoritmos necessitam de uma função de avaliação para 
determinar o fitness, ou seja, a aptidão do indivíduo ao meio em questão. Elementos 
denominados como seleção, reprodução e mutação são conhecidos como 
operadores genéticos e se caracterizam por serem responsáveis pela geração da 
nova população. 
Como dito anteriormente, as técnicas evolucionárias diferenciam-se pela 
caracterização dos indivíduos e das operações envolvidas. No caso, por exemplo, 
da Programação Genética, sua representação de indivíduos dá-se por meio de 
árvores sintáticas, ao passo que, nos algoritmos genéticos, esta representação é 
feita através de uma seqüência binária. O operador mutação, usado nos algoritmos 
genéticos, é descartado nesta técnica.  
A seguir, serão abordados alguns dos procedimentos mais conhecidos na 




4.2.1 – Algoritmos Genéticos 
 
4.2.1.1 – Introdução 
 
Charles Darwin, em meados do século XIX, criou uma grande revolução nos 
conceitos até então defendidos sobre a origem humana, dizendo que o ser humano, 
bem como qualquer outro ser vivo, era resultado de uma evolução. Darwin afirmou 
que nem todos os indivíduos nascem, sobrevivem e reproduzem. Salientou que o 
meio ambiente exerce uma forte ação sobre esses indivíduos, fazendo com que 
apenas aqueles mais bem adaptados sobrevivam e, somente esses tenham a 
possibilidade de gerar descendentes, transferindo assim suas características. Por 
vezes, alguns indivíduos apresentam uma nova característica, indivíduos mutantes, 
que os distingue do restante de sua espécie. Caso esta nova característica 
apresente vantagens competitivas em relação aos demais membros da população, 
este indivíduo possui uma probabilidade maior de sobrevivência. Dessa maneira, ele 
se torna apto a reproduzir e, assim, perpetuar suas características. 
Os algoritmos genéticos foram introduzidos por Holland (1975) através de seu livro  
"Adaptation in Natural and Artificial Systems". Eles representam técnicas de busca 
baseadas na Teoria da Evolução por meio da seleção natural, apresentada por 
Charles Darwin em 1858. Goldberg (1989) publicou Genetic Algorithms in Search, 
Optimization and Machine Learning que, juntamente com a obra de Holland (1975), 
são consideradas as obras pioneiras sobre este tema. 
  67
Segundo Goldberg (1989), os algoritmos genéticos diferem dos métodos tradicionais 
de otimização, principalmente, pelos seguintes aspectos: 
a) os algoritmos genéticos utilizam uma codificação do conjunto de parâmetros e 
não os próprios parâmetros; 
b) os algoritmos genéticos fazem uso de uma população de pontos e não de um 
único ponto; 
c) os algoritmos genéticos fazem uso de  informações de custo ou recompensa 
e não de derivadas  ou de outros conhecimentos auxiliares; 
d) os algoritmos genéticos fazem uso de regras de transição probabilísticas e 
não de determinísticas. 
O princípio básico de um algoritmo genético é manter uma população de indivíduos 
que evolui e se modifica por meio de recombinações desses indivíduos e de 
mutações, aplicadas a uma certa parcela dessa população, ocasionadas por 
pequenas alterações do meio.  Como, de acordo com a teoria Darwiniana, os 
indivíduos mais aptos sobrevivem, utiliza-se uma função de aptidão ou avaliação 
responsável pela classificação dos indivíduos pelo grau de sua aptidão.  





FIGURA 3 – Estrutura do algoritmo genético 
 
 
Antes, de dar prosseguimento à apresentação de outros aspectos dos algoritmos 
genéticos, cabe observar alguns conceitos importantes, como Função de aptidão, 
Gene, Fenótipo, Genótipo e Cromossomo, para que se tenha uma melhor 
compreensão do texto a seguir. 
Função de aptidão (ou Fitness): é usada para avaliar as soluções produzidas em 
cada geração do processo. 
Gene: é responsável pela representação de cada parâmetro e, através dele, as 
características são transmitidas. 
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Genótipo: é a constituição genética do indivíduo. Nos algoritmos genéticos, ele é 
responsável pela distribuição dos genes num cromossomo. 
Fenótipo: é o cromossomo codificado. 
Cromossomo: representa uma possível solução. Ele é formado por um conjunto de 
genes e é responsável pela informação genética do indivíduo. 
 
 
4.2.1.2 – Representação dos Algoritmos Genéticos 
 
Os algoritmos genéticos, em sua representação original, possuem uma 
representação binária (zero-um). Porém, atualmente, também podem apresentar 
uma representação decimal ou uma representação baseada na ordem, eficaz na 
resolução de problemas como o do caixeiro viajante. 
Uma representação binária, por exemplo, pode ser do tipo posicional ou não 
posicional. Numa representação do tipo posicional, a posição de cada gene no 
cromossomo influencia diretamente no fenótipo, ou seja, uma representação de um 
indivíduo (cromossomo) dada por 10010010 é diferente da de um indivíduo 
(cromossomo) dada por 10010001, já que o fenótipo do primeiro é 146 (valor do 
cromossomo em decimal), ao passo que o do segundo é 145. Numa representação 
do tipo não posicional, a posição de cada gene é irrelevante. No exemplo anterior, o 






4.2.1.3 – Operadores Genéticos 
 
Os operadores genéticos são os grandes responsáveis pela evolução dos indivíduos 
a cada geração. Sua ausência manteria os elementos inalteráveis, impossibilitando 
sua evolução e, conseqüentemente, sua aplicação em processos de otimização. 
Segundo Goldberg (1989), os operadores conhecidos por seleção, cruzamento e 
mutação apresentam bons resultados em problemas de otimização aplicando 
algoritmos genéticos. Estes operadores são comentados a seguir. 
 
4.2.1.3.1 – Seleção 
 
Esse operador é responsável pela seleção dos indivíduos que deverão compor cada 
nova geração. Entre os  processos de determinação da nova população, podem-se 
destacar o método da roleta e o método elitista. 
O método da roleta funciona da seguinte maneira: inicialmente colocam-se os 
indivíduos na roleta atribuindo a cada um uma parte proporcional à sua aptidão, ou 
seja, indivíduos mais aptos têm uma fatia maior, aumentando assim sua 
probabilidade de permanência ou ingresso na população. Em seguida, roda-se a 
roleta e o indivíduo correspondente à fatia onde a agulha parar permanecerá para a 
próxima geração. A roleta é acionada quantas vezes forem necessárias para gerar a 
quantidade de indivíduos requerida para formar a população. 
O método elitista é um processo que previne a eliminação dos melhores indivíduos. 
Consiste na ordenação de todos os indivíduos em ordem decrescente do valor de 
aptidão, gerando uma lista e, a partir desta, retiram-se os n  primeiros elementos, 
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onde n  é a quantidade de indivíduos requerida para formar a população. Esse 
processo mantém sempre, na população, os indivíduos mais aptos. 
 
 
4.2.1.3.2 – Cruzamento (crossover) 
 
Este operador genético é responsável pela geração de novos descendentes, 
provenientes do acasalamento entre os indivíduos da população. Para determinar 
quais os indivíduos que serão selecionados para cruzamento, alguns procedimentos 
aleatórios são conhecidos e de fácil implementação. 
O cruzamento desses indivíduos, no caso de uma representação binária, consiste 
em dividir os cromossomos (indivíduos) em um certo número de segmentos e, em 
seguida, proceder à troca de segmentos, conforme pode ser observado na FIG. 4. 
 
 
Par de cromossomos 




1010001010  -  1110111100 1 ponto 1110101010  -  1010011100 
1010001010  -  1110111100 2 pontos 1010111010  -  1110001100 
1010001010  -  1110111100 uniforme 1010101010  -  1110011100 
 





4.2.1.3.3 – Mutação 
 
O operador mutação tem como principal objetivo introduzir algumas características 
que não estão presentes na população inicial. Nesse processo, os indivíduos são 
escolhidos aleatoriamente.  
O processo de escolha é de simples compreensão e implementação.  
Consiste em selecionar um ou mais genes de um cromossomo (indivíduo), por meio 
de algum procedimento aleatório e, então, proceder à troca desse gene. Um 




FIGURA 5 – Procedimentos de mutação de 1 indivíduo 
 
 
4.2.1.4 – Parâmetros Genéticos 
 
Como em todos os métodos de otimização, os algoritmos genéticos possuem 
parâmetros que influenciam no comportamento dos mesmos. Entre eles, podem-se 
citar o tamanho da população, a taxa de cruzamento e a taxa de mutação. 
Com relação ao tamanho da população, a utilização de poucos indivíduos acarreta 
uma redução no espaço de busca e problemas de convergência prematura, ao 
passo que a opção por um grande número de indivíduos, compondo a população, 
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fornece uma maior cobertura do espaço de busca, prevenindo a convergência 
prematura. No entanto, acarreta um esforço computacional muito grande. 
Altas taxas de cruzamento ocasionam a inserção rápida de indivíduos na população, 
não indicando, necessariamente, um fator favorável; pois, com isso, pode ocorrer a 
retirada mais rápida da população de indivíduos com alto valor de aptidão, ao passo 
que a utilização de taxas baixas de cruzamento torna o algoritmo lento em função da 
pequena taxa de variação de indivíduos a cada geração.  
Taxas de mutação elevadas podem tornar a busca aleatória, além de aumentar a 
possibilidade de um indivíduo com alto grau de aptidão ser descartado muito cedo, 
enquanto baixas taxas de mutação previnem a estagnação de uma população numa 
certa região e possibilitam que se alcance qualquer ponto do espaço de busca. 
 
 
4.2.2 – Programação Evolutiva 
 
Lawrence J. Fogel foi quem concebeu, em 1960, a formulação original deste ramo 
dos métodos evolucionários, chamado de Programação Evolutiva. O princípio básico 
deste processo de otimização é similar ao dos algoritmos genéticos e difere por não 
realizar operações de crossover  entre seus elementos. 
Segundo Palazzo e Castilho (1997), três são as etapas que fazem parte do algoritmo 
que representa este processo. São elas: 1) Gera-se uma população inicial aleatória; 
2) Aplica-se um processo de mutação aos elementos dessa população gerando seus 
descendentes; 3) Deve-se estabelecer um método de seleção dos elementos que 
farão parte da nova população. 
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Alguns fatores que devem ser considerados dizem respeito ao tamanho da 
população e ao número de descendentes. Estes não precisam, necessariamente, 
serem fixos, podendo variar de acordo com algum critério pré-estabelecido. 
 
 
4.2.3 – Estratégias de Evolução 
 
As estratégias de evolução foram concebidas para tratar problemas de otimização 
global, sendo, até há algum tempo, utilizadas somente em aplicações na área da 
engenharia civil, como uma alternativa aos métodos convencionais.  O processo de 
operação desse método é bem simples de ser entendido, pois opera numa 
proporção do tipo (1+1), ou seja, cada pai gera apenas um filho e este  toma o lugar 
do pai na população se apresentar uma maior aptidão que o pai. Caso contrário, 
nada acontece. O processo é interrompido, quando uma certa condição pré-definida 
é atingida. A estratégia, em sua forma original, do tipo (1+1) que emprega apenas a 
mutação foi estendida para proporções do tipo (m+1) e (m+n) introduzindo, também, 
a recombinação no seu processo (CASTRO, 2001). 
Esse tipo de técnica não precisa de muitas informações sobre o problema em 
questão, possibilitando, assim, facilidade de adaptação desse método a um grande 





4.2.4 – Colônia de Formigas 
 
O surgimento desse procedimento de otimização teve início em aplicações a 
problemas do caixeiro viajante (DORIGO; MANIEZZO; COLORNI, 1991b)  e 
designação quadrática (MANIEZZO; COLORNI;  DORIGO, 1994). 
O princípio básico desta metaheurística está centrado no comportamento das 
formigas, observado no trajeto percorrido do seu ninho até alguma fonte de comida. 
Percebe-se que as formigas tendem sempre a percorrer, a partir de um certo 
momento, o menor caminho. Isto se deve ao fato das mesmas, ao caminharem, 
depositarem uma substância denominada de feromônio e o trajeto escolhido passar 
a ser aquele onde houver um maior acúmulo desta substância. Isto pode ser 
facilmente observado se uma trilha de formigas for interrompida, introduzindo algum 
obstáculo. Durante um certo período as formigas perdem-se e passam a percorrer 
os caminhos possíveis, no entanto, a partir de um certo momento, percebe-se que 
todas passarão a percorrer o mesmo caminho,  sendo ele o mais curto entre o ninho 
e a fonte de comida. Como as formigas saem do ninho com destino à fonte de 
comida e, em seguida, retornam ao ninho e, assim sucessivamente, o trajeto mais 
curto possibilita um maior acúmulo de feromônio, gerando um campo de atração 
para as demais formigas. No caso do obstáculo, deslocam-se no sentido onde é 
percebido o maior acúmulo de feromônio, ou seja, para onde existe uma maior 
concentração de formigas, que é determinado pelo menor trajeto (LORENZONI; 
AHONEN; GOMES DE ALVARENGA, 2001; CASTRO, 2001). 
Segundo Maia; Aloise; Bittencourt (2001), esta estratégia de otimização tem  
mostrado ser bem interessante na aplicação de problemas de otimização 
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combinatória, dos quais se podem citar os Problemas de Roteamento de Veículos,  
Quadrático de Alocação e de Programação de Tarefas. 




FIGURA 6 – Pseudocódigo da colônia de formigas 
 Fonte: Lorenzoni; Ahonen; Gomes de Alvarenga, 2001 
 
4.3 – TABU SEARCH 
 
A Busca Tabu ou Tabu Search (GLOVER, 1986; HU, 1992; GLOVER; LAGUNA, 
1995, 1997) é um método de otimização global estocástica originado, por analogia, 
com a memória do ser humano (COSTA, 2001). 
Tem como características principais o uso de uma memória adaptativa, que faz o 
armazenamento dos elementos mais importantes na história da busca e o uso de 
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estratégias de busca baseadas em memória, utilizadas na exploração de 
características verificadas por boas soluções e em regiões que se mostraram mais 
propícias na busca do ótimo. 
Inicialmente, o método consiste na geração de um ponto x0 e, em seguida, 
movimentos aleatórios são gerados na vizinhança desse ponto, com o objetivo de 
encontrar uma melhor solução para o problema. Os movimentos gerados são 
adicionados a uma lista denominada de Lista Tabu (T), que representa a memória 
do método. O objetivo da lista é  manter um histórico, que tem por finalidade impedir 
a repetição de movimentos recentes com o intuito de evitar a geração de loopings.  
A Lista Tabu, por ser limitada, possibilita que, após um certo número de iterações ou 
um certo tamanho pré-definido para a Lista, esses caminhos, que até então eram 
proibidos de serem percorridos, voltem a serem analisados. Se for delimitado um 
tamanho para a Lista, no momento em que a mesma estiver cheia, um certo número 
de  elementos mais antigos será destacado para que novos elementos sejam 
incluídos nela. 
No caso de se executar a busca na vizinhança de um ponto e for verificado num 
desses movimentos que houve uma melhora, o ponto inicial será substituído por 
este novo ponto encontrado e, a partir dele, o processo continua; ou seja, uma nova 
série de movimentos aleatórios será realizada na vizinhança desse novo ponto 
dando continuidade ao processo. 
Outro fator a ser considerado diz respeito ao tamanho da Lista Tabu. De acordo com 
Blum e Roli (2001), a Lista Tabu, conforme já salientado anteriormente, impede a 
repetição de movimentos recentemente gerados evitando, assim, a ocorrência de 
loopings. O tamanho da Lista é fator de grande influência no processo, pois feita a 
opção por uma Lista de tamanho pequeno, o processo ficará reduzido a pequenas 
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regiões de busca. A utilização de uma Lista de comprimento maior possibilita que a 
busca possa ser realizada em grandes áreas.  




FIGURA 7 – Processo busca tabu  
  Fonte: Costa, 2001 
 
4.4 – SIMULATED ANNEALING 
 
O Simulated Annealing (METROPOLIS et al., 1953; KIRKPATRICK, GELLAT, 
VECCHI, 1983) ou recozimento simulado é uma técnica estocástica que se baseia 
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no processo de recozimento utilizado na metalurgia, no qual se busca obter um 
material sem impureza. 
O processo pode ser entendido da seguinte maneira: em altas temperaturas os 
átomos são distribuídos de forma aleatória mas, no momento em que as 
temperaturas começam a diminuir, estes mesmos átomos tendem a se arranjar em 
um estado cristalino que minimize sua energia. Usando esta analogia, o algoritmo 
gera, aleatoriamente, novas configurações por amostragem da distribuição de 
probabilidade do sistema. Estas novas configurações são aceitas de acordo com 
uma determinada probabilidade da aceitação, dependendo da temperatura. Desta 
forma, o algoritmo pode escapar de mínimos locais de energia, fazendo com que ele 
seja conduzido a um mínimo global da energia, se a temperatura for lentamente 
reduzida. No caso de uma redução brusca na temperatura, o processo é análogo ao 
da têmpera de um metal e, neste caso, o nível de energia baixará rapidamente e os 
átomos vão se encontrar em um estado ainda muito desordenado (NORONHA; DA 
SILVA; ALOISE, 2001). 
Simulated Annealing, como todo método estocástico, tem como característica uma 
busca exploratória estocástica, ou seja, aleatória. A origem desta técnica 
computacional é da mecânica estatística e tem como objetivo principal determinar 
soluções próximas do menor custo global para grandes problemas de otimização 
(CORTES, 1996). 
Este fenômeno da natureza foi primeiramente aplicado ao cálculo numérico por 
Metropolis et al (1953). Kirkpatrick; Gellat; Vecchi (1983) aplicaram esta técnica com 
êxito em problemas de projetos de computadores (CORTES, 1996). Cortes (1996) 
utilizou Simulated Annealing, na implementação de seu modelo, como forma de 
evitar a convergência prematura para ótimos locais. 
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O algoritmo de Metrópolis pode ser descrito como segue (NORONHA; DA SILVA; 
ALOISE, 2001): 
Determine uma solução inicial Yy Î  e uma Temperatura inicial 0>T . 
Enquanto o sistema não estiver resfriado faça: 
Faça 0=i  e determine o valor de it (número de iterações); 
Enquanto iti <  faça 
Escolha um vizinho )( yVk Î ; 
)()( yfkf -=D ; 
Se 0<D , então 
ky = ; 
Se *)()( yfkf < , então 
ky =* ;  ( *y  representa a melhor solução encontrada) 
senão 
   ky =  com a probabilidade Te /D- ; 
Fim Se; 
1+= itit ; 
Fim Enquanto; 
Reduzir a Temperatura T; 
Fim Enquanto. 
 
No capítulo seguinte são apresentados alguns dos métodos que tratam de 
problemas de otimização com restrição. 
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5 – MÉTODOS DE OTIMIZAÇÃO COM RESTRIÇÃO 
 
 
5.1 – INTRODUÇÃO 
  
Foram vistos, até o momento, métodos numéricos utilizados em problemas de 
otimização sem restrição. No entanto, muitos problemas práticos de Engenharia 
possuem restrições exigindo um tratamento diferente do que foi apresentado. 




















i    (5.1) 
 
Certos problemas onde o ponto de ótimo está localizado dentro da região de busca, 
determinada pelo conjunto de restrições, podem ser tratados como irrestritos, 
tornando possível a busca por meio de algum dos métodos descritos anteriormente 
(NOVAES, 1978). Porém, quando o ponto de ótimo está localizado na fronteira, ou 
seja, sobre as restrições do problema, os métodos utilizados possuem outras 
características, que serão apresentadas a seguir.  
Essa classe de métodos será abordada em dois grupos. São eles: grupo de métodos 





5.2 – MÉTODOS DE TRANSFORMAÇÃO OU PENALIZAÇÃO  
 
O grupo de métodos de transformação ou penalização caracteriza-se por 
transformar um problema de otimização com restrição num problema irrestrito. O 
procedimento dá-se através da introdução das restrições na função objetivo, por 
meio de algum artifício.  Nessa categoria de métodos, após a transformação do 
problema com restrição num problema sem restrição, podem-se utilizar, em sua 
resolução, métodos como o DFP (FLETCHER; POWELL, 1963; PRESS, 1992), 
Fletcher-Reeves (FLETCHER; REEVES, 1964), entre outros. 
O princípio básico desta classe de procedimento pode ser entendido ao se 
considerar as seguintes situações problema: 















     (5.2) 
 
Suponha que (5.2) seja alterado para o seguinte problema irrestrito, 
 
( ))()( 2 xhkxfMin + ,     (5.3) 
 
onde 0>k  é um número grande.  
Observa-se que a solução ótima de (5.3) é verificada para 0)(2 ®xh , caso contrário, 
uma penalidade do tipo )(2 xhk  seria atribuída. (BAZARAA; SHERALI; SHETTY, 
1993) 
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     (5.4) 
 
É evidente que a expressão dada em (5.3) não é apropriada, já que a penalidade 
sofreria aumento tanto para 0)( <xg  como para 0)( >xg . 
No caso da expressão (5.4), uma penalidade somente seria aplicada, se x  não 
fosse um ponto viável, ou seja, 0)( >xg . Dessa maneira, uma forma de escrever 
(5.4) como um problema irrestrito seria: 
 
[ ]( ).)(,0max)( xgkxfMin +      (5.5) 
 
Por (5.5), se 0)( £xg , então [ ] 0)(,0max =xg  e nenhuma penalidade é atribuída. 
Entretanto, no caso de 0)( >xg , então [ ] 0)(,0max >xg  e, assim, uma penalidade 
)(xgk  é atribuída. 
Um problema que pode ocorrer em (5.5) é que, para certos pontos onde 0)( =xg , 
(5.5) pode não ser diferenciável. Uma maneira de sanar esse problema é modificar a 
penalidade atribuída em (5.5) pela expressão do tipo [ ]{ }2)(,0max xgk . 
Considere, agora, o caso das restrições serem do tipo Iixg i ,...,1para0)( =£  e 














)()( jfy ,    (5.6) 
 
onde jf e  são funções contínuas satisfazendo as seguintes condições:  
a) se 0£y , então 0)( =yf  e se 0>y , então 0)( >yf ; 
b) se 0=y , então 0)( =yj  e se 0¹y , então 0)( >yf . 
Usualmente, jf e  são da forma [ ]{ }pyy ,0max)( =f  e pyy =)(j , onde p é um inteiro 
positivo. (BAZARAA; SHERALI; SHETTY, 1993) 
 
 
5.2.1 – Método das Penalidades 
 
Este método caracteriza-se pela busca da aproximação de um problema restrito por 
um problema irrestrito.  A obtenção dessa aproximação é feita por meio da adição à  
função objetivo de um termo que penalize a violação das restrições do problema. 
Esse termo está associado a um parâmetro k, responsável pela determinação do 
grau de penalização, e à maneira com que o problema, na forma restrita, se 
aproxima do problema em sua forma original. 
O método é também conhecido como método das penalidades externas (FIACCO; 
McCORMICK, 1968), em razão do processo de busca ser realizado a partir da 
região externa para a região viável (NOVAES, 1978). 
O procedimento consiste no seguinte passo: 















   (5.7) 
 
O método consiste em associar a )(xf  uma função penalidade, transformando-o 
num problema irrestrito, ou seja, 
 
( ))()( xkPxfMin + ,     (5.8) 
 
onde 0k >  é um parâmetro de penalidade associado a função de penalidade )(xP . 
A função penalidade é comumente expressa por: 
 







i xgxP  
 
Assim,  (5.8) pode ser reescrito como: 
 












2)(,0max)( ,    (5.9) 
 
onde )(xP  deve ser contínua, nxxP ÂÎ"³ ,0)(  e xxP Û= 0)(  satisfaz 
mixg i ,...,1,0)( =£ . Uma avaliação mais detalhada dos parâmetros envolvidos nessa 
função penalidade pode ser observada em Fiacco; McCormick (1968) e Novaes 
(1978). 
O valor do parâmetro k  deve ser escolhido de modo a aumentar o peso da violação 
das restrições no método de penalidades externas, e de maneira a diminuir o peso 
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no caso de se utilizar o método de barreira ou ponto interior. Esse parâmetro deve 
ser modificado a cada iteração. 
Na determinação do parâmetro k  considera-se uma seqüência { }itk , tal que 
ititit kkk >> +1e0  com ,...2,1=it . .  Dessa maneira é gerada uma seqüência 
crescente de números reais.  
 
 
5.2.2 – Método das Barreiras 
 
O método das barreiras tem característica similar ao método das penalidades, tendo 
como diferença marcante o processo de busca que, ao contrário do método das 
penalidades, é realizado dentro da região viável, o que faz com que as restrições do 
problema sempre sejam atendidas. A similaridade dos métodos é tanta que, na 
literatura, o método das barreiras é também conhecido como método das 
penalidades internas (FIACCO; McCORMICK, 1968). 














Outra forma de expressar a função barreira é apresentada por Fiacco; McCormick 









i xgxB  
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Um dos grandes problemas na aplicação desse método está relacionado ao 
processo de busca. Como todo o processo é realizado dentro da região viável, o 
ponto inicial também deve ser gerado dentro da mesma, o que nem sempre é um 
procedimento simples. Um processo utilizado para determinar o ponto inicial é o 
método dos centros (REKLAITIS; RAVINDRAN; RAGSDELL, 1983; POLAK, 1971; 
ZANGWILL, 1967). 
Os métodos de penalidades e barreiras, se comparados, apresentam vantagens e 
desvantagens. Com relação ao ponto inicial do processo, o método de barreiras 
necessita que o ponto escolhido seja viável, ao passo que no método de 
penalidades pode ser qualquer ponto inviável. No método de penalidades, em 
soluções localizadas na fronteira, mesmo com um bom nível de precisão, o ótimo 
será localizado na região inviável, ao contrário do método de barreiras que realiza 
uma busca interna, ou seja, os pontos estão sempre dentro da região viável. 
Na apresentação das técnicas, método de penalidades e método de barreiras são 
considerados restrições de desigualdades. No caso das restrições de igualdade, 
somente o método de penalidades pode ser aplicado, tendo em vista que o método 
de barreiras depende da existência de pontos que sejam interiores à região do 







5.2.3 – Método da Lagrangeana Aumentada 
 
O método da Lagrangeana aumentada (MACIEL; SOTTOSANTO, 2002) é similar 
aos métodos de penalidades e de barreiras. Consiste em adicionar um termo a mais 
que penaliza as restrições ao método clássico da função Lagrangeana. 
Para melhor compreensão do método, considere o problema somente com 
restrições de igualdade, Jjxh j ,...,1,0)( == . 









)()(),( ll .     (5.10)  
 






2])([h à expressão (5.10) gera a expressão (5.11), 














])([h)()(),,( ll ,   (5.11)  
 
onde l  é o vetor contendo os multiplicadores de Lagrange e  k  é o parâmetro de 
penalidade.  
A idéia principal do método consiste na resolução de uma série de problemas 
irrestritos. O processo pode ser descrito da seguinte maneira: 
 
passo 1: Determine k  e l , faça 0=cont . 
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passo 2: Aplique algum método de minimização irrestrita em ),,( kxL l  para 
determinar  contx . 
passo 3: Se el <Ñ ),,( kxL contcont , onde e  é uma tolerância pré-estabelecida, 
PARE. Caso contrário, vá ao passo 4. 
passo 4: Atualize l , faça 1+= contcont  e retorne ao passo 2. 
 
Uma regra de atualização do parâmetrol  é dada pelo uso da fórmula de Hestenes e 
Powell. (MACIEL; SOTTOSANTO, 2002) 
Uma das vantagens do método é que o parâmetro k  pode ser pré-fixado, ao 
contrário, por exemplo, do método das penalidades que necessita que ¥®k , 
evitando, assim, possíveis problemas computacionais. 
Cabe lembrar que os métodos de transformação ou penalização, aqui descritos, 
caracterizam-se por transformarem problemas com restrição em problemas 
irrestritos, por meio da adição de uma função penalidade. A resolução desse 
problema pode ser feita por algum método numérico, utilizado em problemas 
irrestritos. A classe apresentada, a seguir, trabalha com problemas com restrição, 
mantendo sua forma original de representação. Entre os métodos que possuem esta 
característica, podem-se citar o método do gradiente projetado (CULIOLI, 1994; 
BOUHADI; ELLAIA; SOUZA DE CURSI, 2000), o método da programação 
quadrática seqüencial (REKLAITIS; RAVINDRAN; RAGSDELL, 1983) e o método do 






5.3 – MÉTODOS DIRETOS 
 
Métodos pertencentes a essa categoria trabalham com o problema com restrição em 
sua forma original. Será realizada uma breve descrição do método de direções 
viáveis (BAZARAA;  SHERALI; SHETTY, 1993)  e de alguns métodos, como o do 
gradiente projetado (CULIOLI, 1994; BOUHADI; ELLAIA; SOUZA DE CURSI, 2000; 
BAZARAA; SHERALI; SHETTY, 1993) e o método da programação quadrática 




5.3.1 – Método de Direções Viáveis 
 
No método de direções viáveis (BAZARAA; SHERALI; SHETTY, 1993), o processo 
de busca baseia-se no deslocamento de um ponto viável para outro ponto viável 
melhorado. Métodos com esta característica são conhecidos por manterem a 
factibilidade durante todo o processo de otimização. 
A estratégia seguinte caracteriza o procedimento de direções viáveis: 
Seja um ponto viável kx .  
Determina-se uma direção kd  viável, tal que para 0>l , kk dx l+  é viável e 
)()( kkk xfdxf £+ l . 
Depois de determinada a direção, passa-se a resolver um problema de otimização 
unidimensional para definir que distância deve-se caminhar na direção de kd .  
Método como de Zoutendijk (BAZARAA; SHERALI; SHETTY, 1993) é utilizado na 
determinação de kd . 
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Isto feito, um novo ponto é determinado e o processo iterativo continua, até que as 
condições de otimalidade sejam satisfeitas. 
 
 
5.3.2 – Método do Gradiente Projetado 
 
O método do gradiente projetado é aplicável tanto para problemas com restrições 
lineares, quanto para restrições não-lineares. Apresenta-se o caso em que as 
restrições são lineares. 
Uma boa maneira de compreender esse método é observando a seguinte situação 
problema: 








onde J define a função objetivo que se deseja minimizar, mtmbbb ÂÎ= ),...,( 1  é um 
vetor, njmiaA ij ££££= 1,1,][  é uma matriz real mxn , e as restrições são lineares. 
A direção de descida, nesse método, corresponde à direção oposta do gradiente que 
é projetado para a região viável do problema por intermédio de uma matriz de 
projeção, formada pelas restrições ativas. 
Cabe, antes de descrever o método, apresentar a construção de uma matriz de 
projeção. Para isso, algumas definições devem ser conhecidas: 
Definição: O espaço nulo de uma matriz mxnA , denotado por )(AN , é o conjunto de 
todas as soluções para 0=Ax , com nx ÂÎ . 
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Definição: Dado um subespaço M  em nÂ  e um vetor Myy n ÏÂÎ com, . Diz-se 
que um vetor Mzz n ÎÂÎ com,  é a projeção ortogonal de y  em M quando se 
decompõe y como zzyy +-= )(  e zy -  é ortogonal a M. 
Definição: O posto ou rank de uma matriz é definido como sendo o número máximo 
de linhas (colunas) linearmente independentes. 
Se os vetores de uma matriz A formam um subespaço vetorial e y  pertence a esse 
subespaço, então y  pode ser escrito como uma combinação linear dos vetores de 
A. 
Definição: Dois subespaços V e W são ditos ortogonais se cada Vv Î  é ortogonal a 
cada Ww Î .  
A construção de uma matriz de projeção de um vetor pode ser feita da seguinte 
maneira: 




i ,...,1, == . 
 
O hiperplano das restrições ativas será gerado pela intersecção dessas restrições. 
O subespaço ortogonal a esse hiperplano será gerado pelo conjunto de restrições 
normais ia . Assim, qualquer vetor y , não pertencente ao hiperplano, pode ser 
decomposto em um componente d que é paralelo ao hiperplano, satisfazendo a 
relação 
midaTi ,...,10 ==  
e um componente p, ortogonal ao hiperplano das restrições expresso como uma 
combinação linear de ia , e u é um vetor de constantes tal que uAp
T= . 
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Dessa maneira, y  pode ser escrito como 
duAdpy T +=+= .    (5.12) 
Multiplicando a expressão (5.12) por A, tem-se 
AduAAAy T += .     (5.13) 
Como 0=Ad  (5.13), pode ser reescrito por  
uAAAy T= , 
assim 
AyAAu T 1)( -= ,     (5.14) 
onde 1)( -TAA  existe se os vetores sai '  são LI’s. 
Substituindo (5.14) em (5.12), 
duAy T +=  
uAyd T-=  
AyAAAyd TT 1)( --=  
PyyAAAAId TT =-= - ))(( 1 , 
onde P é a matriz de projeção do vetor y  na superfície de pontos viáveis. 
Nesse momento, passa-se a descrever a idéia principal desse método: 
Inicialmente, define-se um ponto inicial viável 0x . Em seguida, determina-se uma 
direção de descida que melhore a solução. A direção oposta ao gradiente é uma 
direção que garante o decrescimento. Deve-se considerar um ponto x , tal que 
dxx a-= 0  e, também, observar que quando se caminha na direção de d-  corre-
se o risco de não verificar bAx = , mesmo que se defina um valor para a muito 
pequeno. 
O procedimento seguinte ilustra o funcionamento do método do gradiente projetado. 
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passo 0: Determinar 0 0/x x CÎ , onde 
1




C x E a x b i m
=
= Î - £ =å  
faça 0=k . 
passo 1: Determinar ( ) { :1 ( ) 0}iI x i i m e xh= £ £ = , onde ( ) 0
T
i i ix a x bh = - =  e 
( ) ( ( ))p x cardinalidade I x= . 
passo 2: Caso ( )I x f= , o operador de projeção TÕ  é  I (matriz identidade). Vá 
ao passo 5. 
passo 3: Caso ( )I x f¹ , gerar uma matriz de ordem nxp  denominada AN,, 
formada pelas restrições ativas. 
passo 4: Calcular TÕ operador de projeção, onde 
1( )T TT N N N NI A A A A
-Õ = - . 
passo 5: Calcular kg , onde ( )k kg J x= -Ñ . 
passo 6: Calcular kd  por k T kd g= Õ , onde kd  é o gradiente projetado. 
passo 7: Se 0kd ¹ , então 
a) determinar kh ; 
      0 / [0, ] : k kx d Cd h d h$ > " Î + Î ; 
       kh  ótimo é dado por: argmin{ ( ) : 0 }k kjh h h d= £ £ , onde 
( ) ( )k k kj J x dh h= + ; 
b) calcular k k k ky x dh= + ; 
c) calcular ))((1 kT
y
kkk yJyx ÑP-=+ h  (deve-se calcular novo 
y
kh ); 
d) 1k k= +  e volta ao passo 1; 
senão 
       calcular 1( ) ( )TN N N kr A A A J x
-= Ñ ; 
       Se 2( ) 0 max{ :1 } 0T k iJ x e r r i qÕ Ñ = = £ £ £ , onde ( )Nq rank A= , 
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então 
              PARE, kx  satisfaz  a KKT.; 
       senão 
               faça 1 2( )k kA A linha associada a r+ = - ; 
              1k k= +  e volta ao passo 4; 
       Fim Se; 
Fim Se. 
 
Pontos gerados fora do espaço de restrições são projetados para a fronteira, isto é, 
sobre um plano de projeção formado pelas restrições ativas (BOUHADI; ELLAIA; 
SOUZA DE CURSI, 2000).  
No caso em que as restrições sejam não-lineares, a idéia continua sendo a mesma. 
Entretanto, no caso de pontos gerados fora do espaço de restrições, estes serão 
projetados num plano formado pelo jacobiano das restrições ativas e, em seguida, 
um método de correção é aplicado para conduzir o ponto para a fronteira (SOUZA 
DE CURSI; ELLAIA; BOUHADI, 2003). 
 
 
5.3.3 – Método da Programação Quadrática Seqüencial  
 
O método da Programação Quadrática Seqüencial (PQS) é uma ferramenta utilizada 
para aproximar um problema complexo por um mais simples de ser solucionado, 
reformulando-o sob a forma de um problema quadrático.  
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Em linhas gerais, o método PQS consiste em resolver uma seqüência de problemas 
de programação quadrática para determinar a solução de problemas gerais de 
programação não-linear. 
Antes de apresentar o método deve-se definir função quadrática. 




)( , onde A é uma matriz definida positiva, nb ÂÎ  e ÂÎc . 
Agora, suponha que a função objetiva de (5.1) possui derivadas até segunda ordem 
contínuas. Uma estratégia adequada para resolução do problema (5.1) consiste no 
procedimento a seguir. 
Dado 0x  uma aproximação à solução do problema (5.1) e um método apropriado 
para resolver subproblemas de programação quadrática, como os métodos quase-
newtonianos, faça: 































                            (5.15) 
determinando a direção de descida d . 
passo 2:   Determine dxx kk +=+1  e verifique o critério de parada. Caso o critério 
de parada não seja satisfeito, volte ao passo 1. 
Obs. Um critério de parada pode ser dado por e<d , onde e  é um valor 
muito pequeno, próximo de zero. 
 
Uma forma mais robusta é utilizar a aproximação da função lagrangeana no lugar da 
função objetivo. Para tal, considere apenas as restrições de igualdade. Assim, 
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define-se uma direção de busca d  a cada iterando ),( kkx l  como sendo a solução 















k l    (5.16) 
 
sendo ),( 11 ++ kkx l  obtido através do processo de busca na direção kd , que é obtida 
com a solução de (5.16). 
A função determinada em (5.16) é similar à apresentada em (5.15), sendo que, para 
resolver (5.15), deve-se estimar tão-somente 0x , ao passo que, em (5.16), além de 
estimar 0x , deve-se determinar o vetor de multiplicadores de Lagrange 0l . 
 
Realizada uma breve revisão bibliográfica dos métodos de otimização, será descrito, 
no capítulo seguinte, o procedimento numérico implementado que é objeto desse 
estudo. 
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6 – PROCEDIMENTO NUMÉRICO DESENVOLVIDO 
 
 
6.1 – INTRODUÇÃO 
 
Neste capítulo, apresenta-se a Fórmula de Representação do ponto de ótimo global 
*x  (SOUZA DE CURSI, 2003) e é feito uma breve análise do seu comportamento.  
Destacam-se alguns procedimentos desenvolvidos pelo autor, juntamente com 
alguns resultados obtidos e suas indicações para trabalhos futuros. O método 
numérico, objeto desse estudo, é apresentado e, em seguida, são descritas as 
funções clássicas e o problema restrito. 
Antes, porém, é realizada uma breve apresentação sobre métodos numéricos 
híbridos de otimização, destacando o método do gradiente adicionado de 
perturbações aleatórias (POGU; SOUZA DE CURSI, 1994; BEZ, 2000)  por ser parte 
fundamental do nosso estudo. 
 
 
6.2 – MÉTODO DO GRADIENTE ADICIONADO DE PERTURBAÇÕES 
ALEATÓRIAS 
 
O método do gradiente, apresentado no capítulo 3, é ineficiente no caso da função 
ser não-convexa, pois a seqüência pode convergir para um mínimo local e não para 
um mínimo global, ou seja, não verifica a condição que fxf n min)( ®  (POGU; 
SOUZA DE CURSI, 1994; BEZ, 2000; GONÇALVES; SOUZA DE CURSI, 2001). 
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Com o objetivo de evitar tal situação, Pogu; Souza de Cursi (1994) adicionaram 
perturbações aleatórias adequadas à relação de recorrência apresentada no método 
do gradiente, buscando garantir a convergência independentemente do ponto inicial 
que for tomado, ou seja, 
 




)()( xfxxQ Ñ×-= a      (6.2) 
 
onde nP  é uma perturbação aleatória que decresce lentamente, de modo a evitar a 
convergência para um mínimo local. 
 
O método consiste em, inicialmente, gerar uma seqüência 1}{ ³nnx . 
Em seguida, escolhe-se um número inteiro positivo NR, e no passo n, 1+nx  é obtido 
por 
 






210 =  são NR valores aleatórios de nP . 
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nP Z= x , sendo 1)( ³nnx   uma 





=x ,      (6.4)  
 
em que  a, c e d  são constantes positivas, e )( rnZ  é um vetor gerado através da 
distribuição gaussiana padronizada ),0( IdN , onde Id é uma matriz identidade 
(GONÇALVES; SOUZA DE CURSI, 1997, 2001). 
 
 
6.3 – MÉTODOS HÍBRIDOS 
 
Os métodos determinísticos e os métodos estocásticos, mesmo demonstrando em 
certos casos bons resultados na resolução de problemas de otimização, apresentam 
certas deficiências que colaboram para que, em diversos problemas, a solução não 
seja alcançada. Pensando em reduzir essas deficiências, muitos pesquisadores vêm 
desenvolvendo métodos híbridos que combinam os pontos fortes de determinados 
métodos, gerando um procedimento mais robusto. Existe um número significativo de 
métodos híbridos, no entanto, são citados apenas alguns trabalhos. Dentre eles, 
destacam-se o trabalho apresentado por Souza de Cursi; Cortes (1995), que 
desenvolveram um método de otimização global baseado nos algoritmos genéticos, 
combinando o método do gradiente, responsável por acelerar o processo de busca e 
o simulated annealing utilizado para evitar convergência prematura para mínimos 
locais. A aplicação desse método pode ser vista em Gonçalves; Souza de Cursi 
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(1997, 2001). Esse procedimento, que combina um algoritmo genético com o 
método do gradiente adicionado de perturbações aleatórias (POGU; SOUZA DE 
CURSI, 1994; BEZ, 2000), foi descrito por Souza de Cursi e Cortes (1995) da 
seguinte maneira: 
a) selecionam-se números inteiros positivos NP, NF, NR: uma população inicial 
{ } SxxS NP Ì= 0100 ,...,  e um número real H>0, onde S é o espaço de busca, NP é 
o tamanho da população, NF é o número de filhos gerados e NR determina o 
número de perturbações aleatórias; 
b) gera-se uma seqüência de populações { } { } SxxSS NPnnnnn Ì=³ ,...,, 11  com os 
filhos( nF ) sendo gerados por meio de: 
 







,,, ,, gba são valores aleatórios gerados através da distribuição 
uniforme sobre  [-H,H] e { , }j jn n nx x SÌ , e a mutação é determinada pela 
expressão 
 
},,...,1;,...,0,)({ , NPjNRiPxQM ijn
j









,2,1,0, ,.,,0=  são NR valores aleatórios de Pn. 
 
 A população 1+nS  é formada pelos NP melhores elementos de 
n n n nA S F M= È È : 























Outro método híbrido de otimização global pode ser observado em Autrique; Souza 
de Cursi (1995), que formularam um método combinando perturbações aleatórias 
com algoritmos genéticos e introduziram em um outro método de descida, Newton-
Raphson.  
Moccellin; Santos; Nagano (2001), num problema de otimização discreta, 
combinaram Busca Tabu com Simulated Annealing com o objetivo de minimizar a 
duração total da programação flow shop permutacional.  
Percebe-se, na literatura, que as combinações podem ser geradas entre classes 
diferentes de métodos, como se pode verificar no procedimento descrito por Souza 
de Cursi; Cortes (1995) e, também, em métodos pertencentes à mesma classe como 
o descrito por Moccellin; Santos; Nagano (2001). 
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6.4 – FUNÇÕES TESTE DE OTIMIZAÇÃO IRRESTRITA E O PROBLEMA 
RESTRITO 
 
A literatura apresenta conjuntos de funções-testes em otimização irrestrita cujo ótimo 
global é difícil de ser alcançado usando algoritmos determinísticos. Tais funções, 
caracterizadas pela multimodalidade, são usadas para avaliar a performance de 
novos algoritmos. Nesse trabalho, optou-se por escolher funções, considerando 
diferenças entre a distância de seus pontos e valores de mínimos locais, como se 
observa em funções clássicas como Griewank (GRIEWANK, 1981) e Davis (SOUZA 
DE CURSI, 2003) e, também, pela pouca diferenciação dos valores da função numa 
região ampla (superfície quase plana), como é o caso da função de Rosenbrock 
(SHI; EBERHART, 1999). Outro fator considerado é o de que essas funções são 
contínuas e diferenciáveis até segunda ordem. 
Em virtude de se trabalhar com procedimentos estocásticos, decidiu-se inserir um 
vetor descentrado ),...,3,2,1( nx = , onde n  é a dimensão, com o objetivo de evitar 
tendências ocasionadas na geração de números aleatórios, realizada por uma 
distribuição normal com média zero. As funções-testes utilizadas foram: 
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possui mínimo global 0*)( =xf  em *x x= . Quando * (0,0,0,...,0)x = , diz-se que se 
trata do caso centrado. 
 
 













GRÁFICO 1 – Corte da Função Davis 
 









iiii xxxxnxf p  
 
possui mínimo global 0*)( =xf  em *x x= . Quando * (0,0,0,...,0)x = , diz-se que se 
trata do caso centrado. 
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GRÁFICO 2 – Função Rastringin 
 
 









GRÁFICO 3 – Corte da Função Rastringin 
 
 
Função de Ackley (GRÁF. 4 e 5), expressa por: 
 



































possui mínimo global 0*)( =xf  em *x x= . Quando * (0,0,0,...,0)x = , diz-se que se 




GRÁFICO 4 – Função Ackley 
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GRÁFICO 5 – Corte da Função Ackley 
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GRÁFICO 6 – Corte da Função Griewank 
 
 














ii xxxxf  
 
Essa função possui mínimo global em )1,...,1,1(* =x . 
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GRÁFICO 7 – Função Rosenbrock 
 












GRÁFICO 8 – Corte da Função Rosenbrock 
 
 
A Função de Schwefel (GRÁF. 9) tem mínimo 0*)( =xf  e é expressa por: 








ii xsenxnxf  
 
Essa função possui mínimo global em * (420.96, 420.96,..., 420.96)x = . 
 
 












GRÁFICO 9 – Corte da Função Schwefel 
 
 
Além dessas funções clássicas de otimização irrestrita apresentadas, foram 
realizados alguns experimentos com um problema de otimização restrita. 
 
O problema com restrição é de minimização e foi apresentado em Floudas e 
Pardalos (1999). A função é expressa por 
 
65432111 2325056)( xxxxxxx.x.xf ------=  
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O ponto inicial é dado por [ ]T211001 , com ponto de mínimo em 
[ ]Tx 011060* =  e valor de mínimo 11* -=f . 
 
 
6.5 – FÓRMULA DE REPRESENTAÇÃO DO PONTO ÓTIMO GLOBAL 
 
O foco principal do método desenvolvido neste estudo, está centrado nos trabalhos 
de Souza de Cursi (2002, 2003), que apresentam uma fórmula de representação do 
ponto ótimo global *x  de uma função Â®Ânf : , contínua, sobre um conjunto 












=      (6.5) 
 
onde +ÂÎl , g  é uma função convenientemente escolhida e ( ( , ( )))E xg f xl  é a 
esperança matemática que determina o valor médio de uma distribuição de 
probabilidade, considerando o valor e a probabilidade de ocorrência desta variável. 
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Em seu estudo, Souza de Cursi (2002) demonstrou que uma possível escolha para 
g  pode ser dada por: 
 
.))(,( )( xfexfg ll -=  
 
A idéia de utilizar uma função estritamente decrescente para determinar o valor da 
probabilidade, deve-se ao fato do procedimento ter por objetivo determinar o mínimo 
de uma função. Dessa forma, quanto mais longe do mínimo estiver o ponto, maior é 
o valor de ( )f x  e, conseqüentemente, menor será sua probabilidade de ocorrência. 
A utilização prática da expressão (6.5) exige a construção de uma distribuição de 
probabilidades sobre um conjunto viável S , por exemplo, utilizando um operador de 
projeção proj transformando SxÏ  em Sx proj Î .  
A implementação numérica da expressão (6.5) pode ser feita trocando o limite 
+¥®l  por um valor fixo de l : gera-se uma seqüência ),...,( 1 ntirmxx  de pontos 
























     (6.6) 
 
O exemplo a seguir torna mais claro o funcionamento da Fórmula de 
Representação.  
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Suponha a função 2( )f x x=  com ponto de mínimo em 0* =x , 10l = , 
)())(,( xfexfg ll -=  e pontos aleatórios gerados por meio de uma distribuição 
gaussiana )1,0(N . O primeiro ponto gerado foi 515.1-  e este valor inicial é atribuído 
a )0(*x . Em seguida, gera-se um segundo ponto aleatório 649.0  e o mesmo é 
aplicado à Fórmula de Representação, assim 
 








Neste exemplo, são gerados mais 4 pontos usando )1,0(N . São eles: 
198.0,737.2,393.0 --  e 023.0 . 
Os cálculos seguintes apresentam os valores obtidos com o uso da Fórmula de 
Representação com estes pontos, e se percebe que o valor de *x  aproxima-se cada 
vez mais do ponto de ótimo da função usada neste exemplo. 
 























* (-1,515*1.06e-010) (0.649*0.014) (-0.392*0.214)(4)
1.06e-010 0.014+0.214+2.87e-033+0.673
x + += +
+
 








* (-1,515*1.06e-010) (0.649*0.014) (-0.392*0.214)(5)
1.06e-010 0.014+0.214+2.87e-033+0.673+0.994











Os GRÁF. 10 e 11 apresentam a evolução de uma seqüência de pontos aplicados à 
Fórmula de Representação com as funções de Rastringin e Schwefel. Pode-se 
verificar que, a partir de um certo número de iterações, os novos valores de *x  
encontram-se próximos da solução. O mesmo teste, porém com 3 elementos, pode 
ser verificado no GRÁF. 12, quando foi feito uso da função de Griewank. 
 
 








GRÁFICO 10 – Desempenho da Fórmula de Representação 
(Função de Rastringin com 100 iterações – N(0,5)) 
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GRÁFICO 11 – Desempenho da Fórmula de Representação 
(Função de Schwefel com 200 iterações – N(420,20))  
 
 










GRÁFICO 12 –  Desempenho da Fórmula de Representação 
(Função de Griewank com 100 iterações – N(0,20)) 
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Souza de Cursi (2002) realizou alguns ensaios numéricos para testar esta fórmula 
de representação e, para isso, foram criados alguns algoritmos. 
Os algoritmos trabalham com o parâmetro l  fixo e o processo termina, quando se 
tiver estimado )(*)(* *** eee xffxfexx =»» . 
O primeiro algoritmo apresentado é descrito a seguir: 
passo 1: 
 
Escolhe-se 0>l ; 
Inicializa-se, ncm=número total de iterações e ntirm=número de 




Gera-se um ponto aleatório Sx Î ; 
))(,(1 xfxgs l= ; 
))(,(2 xfgs l= ; 
xxe =
* . 
passo 3: ntir=0. 
passo 4: 
 
ntir = ntir + 1; 
Gera-se um ponto aleatório Sx Î ; 
))(,(11 xfxgss l+= ; 





xe = . 
passo 5: Se ntir < ntirm então volte ao passo 4, senão vá para o passo 6. 
passo 6: Armazena-se *ex ; 
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 1+= ncnc ; 
Se nc < ncm então volte ao passo 3, senão vá para o passo 7. 
passo 7: PARE, )(*)(* *** eee xffxfexx =»» . 
 
 
Souza de Cursi (2002) apontou como uma das principais dificuldades desse 
algoritmo a geração de um ponto aleatório, e citou que um método mais eficaz para 
sanar tal deficiência passa pela combinação da fórmula de representação com um 
outro método de otimização.  
O autor apresentou um segundo algoritmo, combinando a fórmula de representação 




Escolhe-se 0>l ; 
Inicializa-se, nm=número máximo de iterações por ciclo para o 
método do gradiente com perturbações aleatórias, ncm=número total 
de iterações e  ntirm=número de elementos gerados para determinar 
*




Gera-se um ponto aleatório Sx Î ; 
))(,(1 xfxgs l= ; 
))(,(2 xfgs l= ; 
xxe =
* . 
passo 3: ntir=0. 
passo 4: ntir = ntir + 1; 
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Gera-se um ponto aleatório Sx Î ; 
))(,(11 xfxgss l+= ; 





x = ; 
)}(),~({ ** ee xfxfArgMinx = . 
passo 5: Se ntir < ntirm então volte ao passo 4, senão vá para o passo 6. 
passo 6: Inicializa-se *00 exxen == . 
passo 7: 
 
1+= nn ; 
Gera-se )( 1
0
-= nn xQx ; 
)}(),({ *0* ene xfxfArgMinx = . 







ne xfxfArgMinx = . 
passo 9: Se n < nm então volte ao passo 7, senão vá para o passo 10. 
passo 10: 
 
Armazena-se *ex ; 
1+= ncnc ; 
Se nc < ncm então volte ao passo 3, senão vá para o passo 11. 
passo 11: PARE, )(*)(* *** eee xffxfexx =»» . 
 
 
Os ensaios numéricos realizados por Souza de Cursi (2003) demonstraram um bom 
desempenho da Fórmula de Representação e, dentre as análises realizadas, foi 
constatada que a escolha de g  não era única e caberia, como estudo futuro, 
determinar que conjunto de funções poderiam ser escolhidas como g  e qual seria 
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sua influência numérica. Outro fato verificado diz respeito aos melhoramentos na 
performance do algoritmo, quando a Fórmula de Representação foi combinada com 
outros métodos de descida. Esses resultados apontam para uma melhor 
performance se os procedimentos implementados forem combinados a algoritmos 
evolucionários.  




6.6 –  MÉTODO NUMÉRICO DESENVOLVIDO 
 
Calcando-se no trabalho de Souza de Cursi (2002, 2003), decidiu-se desenvolver 
um procedimento híbrido, combinando algoritmos evolucionários, métodos de 
descida e a fórmula de representação do ponto de ótimo global *x . 
Num primeiro momento, conforme pode ser visto em Bez; Souza de Cursi; 
Gonçalves (2003), desenvolveu-se um procedimento híbrido onde a Fórmula de 
Representação de ótimo global *x  (SOUZA DE CURSI, 2003) foi utilizada no 
processo de geração da população inicial de um algoritmo evolucionário, com a 
finalidade de obter uma melhoria da geração da população inicial. Na etapa de 
crossover, foi aplicada uma combinação linear formada por elementos da população 
e valores aleatórios determinados por uma distribuição uniforme (GONÇALVES; 
SOUZA DE CURSI, 2001) e na fase de mutação foi usado o método do gradiente, 
adicionado de perturbações aleatórias (POGU; SOUZA DE CURSI, 1994; 
GONÇALVES; SOUZA DE CURSI, 2001).  
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O  procedimento implementado pode ser descrito como segue: 
1. Seja um número real 0>H  e números inteiros não negativos NP, NF e NR; uma 
população inicial { }NPxxxS 020100 ,...,,= , onde cada  elemento de 0S  é obtido através 
da Fórmula de Representação de ótimo global *x . 
2. Gera-se uma população 1+nS , a partir de nS , fazendo: 
a. Reprodução: determina-se o conjunto 





n gba ,,  são valores aleatórios gerados através da distribuição 
uniforme sobre [ ]HH ,-  e j, k são gerados aleatoriamente; 
nF  contém )*2( NPNF =  elementos; 
Denota-se nnn FSB È= . nB  contém )( NFNPNB +=  elementos; 
b. Mutação: determina-se o conjunto 
{ },,...,1;,...,0::))(( , NBjNRiBxPxQfArgMinxpM njxijnjxinn ==Î+==  







,1,0, ...,,e0=  são NR valores 
aleatórios de nP ; 
c. Seleção: ordena-se os elementos de nnnnnn MFSMBA ÈÈ=È=  em ordem 
crescente do valor da função. A população 1+nS  é formada pelos primeiros NP 
elementos de nA . 
 
Na determinação do tamanho do passo do gradiente, o seguinte procedimento foi 
adotado: o tamanho do passo foi convenientemente definido a cada iteração, na 
busca do passo ótimo. O método do gradiente a passo ótimo consiste em determinar  
)(1 nnnn xftxx Ñ-=+ , onde  tn é definido de modo que seja válida a relação 
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, ondea  delimita o tamanho inicial do vetor gradiente. 
Os testes foram realizados com funções clássicas como Davis, Griewank, Rastringin 
e Rosenbrock e os resultados obtidos demonstraram a boa performance da Fórmula 
de Representação na obtenção da população inicial do algoritmo evolucionário. 
Num segundo momento, foram determinadas algumas funções que poderiam ser 
escolhidas como g , tendo em vista sua não-unicidade (SOUZA DE CURSI, 2003). 
Assim, além da função descrita anteriormente, fez-se uso de mais 5 funções 
decrescentes, sendo esta uma condição necessária na escolha de g . São elas: 
 














l , onde *+ZÎn  e é ímpar; 
1
( , ( ))







, onde *+ZÎn  e é ímpar; 
1






= , onde *+ZÎn  e é ímpar. 
 
Outro fato considerado está relacionado ao método de descida utilizado na fase de 
mutação do algoritmo evolucionário. Além do método do gradiente adicionado de 
perturbações aleatórias, fez-se uso de outros métodos de descida. São eles: Método 
de Fletcher-Reeves com perturbações aleatórias e Método de Polak-Ribière com 
perturbações aleatórias, que são duas derivações do método do gradiente 
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conjugado. Além desses, foram utilizados o Método de Newton, o Método de 
Davidon-Fletcher-Powell (DFP) com perturbações aleatórias e o Método de Broyde-
Fletcher-Goldfarb-Shanno (BFGS) com perturbações aleatórias, estes dois últimos 
métodos quase-newtonianos. 
Ressalta-se que os pontos aleatórios gerados pela Fórmula de Representação 
seguem uma distribuição normal dada por ),( 1smN , ao passo que ),( 2smN  foi 
utilizada na geração dos números usados nas perturbações aleatórias que foram 
adicionadas aos métodos de descida. 
 
No capítulo seguinte são apresentados alguns ensaios numéricos realizados para 
avaliar a performance do método desenvolvido. 
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7 – ENSAIOS NUMÉRICOS PARA AVALIAR O MÉTODO  
 
 
7.1 – INTRODUÇÃO 
 
Na avaliação do método numérico desenvolvido, inúmeros testes foram realizados 
variando os parâmetros envolvidos. O comportamento do método aplicado às 
funções testes será visto nesta seção, entretanto, algumas considerações prévias 
devem ser realizadas. 
Na utilização da Fórmula de Representação, os pontos aleatórios foram gerados 
seguindo uma distribuição normal dada por ),( 1smN , onde m  é a média e 1s  o 
desvio padrão. 
A distribuição gaussiana padronizada )1,0(N , apresentada anteriormente, foi 
substituída por uma distribuição ),( 2smN , tendo em vista que na realização de 
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para a constante d  foi atribuído valor igual a 1. 
 
Foi definido, como regiões de busca, um disco ou um retângulo. Os pontos gerados 
fora da região de busca são projetados para o interior da mesma através dos 
seguintes operadores de projeção: 






























raio i× , posiciona o ponto na fronteira do disco e esse ponto é 
conduzido da fronteira para o interior da região multiplicando este resultado por j . 
 
No caso da região ser um retângulo, definido por,  
 
{ }0e0com,/),...,,( supinfsupinf21 ><££Î== xxxxxRxxxXS inn , 
 
se infxxi < , o ponto é projetado para dentro da região de busca por infxxproj ×=j  e, 
se supxxi > , o ponto é projetado para dentro da região de busca por supxxproj ×=j . 
 
Num segundo momento, decidiu-se avaliar o desempenho do uso da Fórmula de 
Representação na melhoria da população inicial gerada, além de uma melhor 
  125 
análise do procedimento de representação de soluções em otimização global. Para 
isso,  passou-se a gerar a população inicial na fronteira da região de busca e, com 
isso, os seguintes procedimentos passaram a ser adotados: 
Como foi utilizada, na geração da população, uma função distribuição normal 
),( 1smN , dependendo dos valores determinados para média e desvio padrão e o 
tamanho da região de busca definida, os pontos podiam cair dentro, fora ou na 
própria fronteira. Sendo assim, foi estabelecido um procedimento para projetá-los 
para a fronteira.  
Os pontos gerados fora, ou dentro da região de busca foram conduzidos para a 
fronteira da seguinte maneira: 
Caso a região fosse um disco, tanto para o caso do ponto ser gerado no interior ou 

























No caso da região ser um retângulo, o tratamento seguinte foi adotado: 
Neste caso, para tratamento de pontos internos e externos à região de busca, o 
algoritmo seguinte apresenta o procedimento aplicado: 
passo 1: (Geração aleatória de 0S ) 
Inicialmente gera-se uma população { }00 XS =  através de uma função de 
distribuição normal ),( 1smN . 
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jk <  ou sup
,
0 xx
jk > ) 





nkkkk xxxX = , onde k é o número de 
indivíduos da população e n  a dimensão desta, determina-se NÎw , que 




jk <  ou sup
,
0 xx
jk > . 
passo 3:  (Projeção de { }00 XS =  para a fronteira) 
Se 0=w  (ponto interior), determina-se, aleatoriamente, NÎl , sendo 
nl <<0 , tal que l determina a posição da coordenada do elemento kX 0  a 
ser alterada. Novamente, de maneira aleatória, determina-se a 
substituição deste por  xinf  ou  xsup.  
Se 1=w , verifica-se a seguinte condição do elemento jkx ,0 : Se inf
,
0 xx
jk < , 
o ponto é conduzido para a fronteira da região, fazendo inf
,
0 xx




jk > , o mesmo é conduzido para a fronteira, fazendo sup
,
0 xx
jk = . 




jk <  ou sup
,
0 xx
jk > , sofrem a seguinte modificação: Se inf
,
0 xx
jk < , o 
valor de jkx ,0  é substituído por inf
,
0 xx
jk ×= j . No caso sup
,
0 xx
jk > , o valor de 
jkx ,0  é substituído por sup
,
0 xx
jk ×= j , onde j  é gerado através de uma 




jk <  ou sup
,
0 xx
jk >  será substituído por sup
,
0 xx
jk =  ou inf
,
0 xx
jk = .  
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Com o intuito de tornar a leitura menos carregada, resolveu-se utilizar a seguinte 
notação em alguns dos parâmetros: 
Tamanho da população = Tpop; 
Dimensão = dim; 
Número de iterações na FormR = NitFormR; 
Números aleatórios gerados na FormR = NaFormR; 
Números aleatórios gerados na perturbação aleatória = NaPal; 
Valor de lambda (parâmetro da Fórmula de Representação-FormR) = Vlamb; 
Número de iterações = Nit; 
Número de passos no processo de mutação = Nppm; 
Número de perturbações aleatórias = Npal; 
Número de intervalos do passo ótimo = NintPot; 
Valor de a  = Valfa; 
Valor do parâmetro c utilizado na perturbação aleatória = ValC. 
 
Para avaliar o procedimento desenvolvido, foi realizada uma extensa bateria de 
testes em razão dos seguintes aspectos: número de métodos de descida utilizados 
na fase de mutação; funções decrescentes escolhidas como função g  para a 
Fórmula de Representação; grande variedade de parâmetros envolvidos; e 
considerando que, para cada caso, foram realizadas 100 observações. Como os 
testes envolveram todas as funções utilizadas, escolhemos para apresentar, nesta 
seção, alguns resultados relevantes e suficientes para demonstrar a boa 
performance do procedimento de otimização global implementado. Em anexo, são 
apresentados mais resultados. 
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Os primeiros resultados apresentados são referentes aos ensaios numéricos 
realizados com as funções clássicas de otimização irrestrita. No final deste capítulo, 
os resultados obtidos com os testes realizados no problema restrito, bem como 
algumas considerações relevantes, são apresentados. 
 
 
7.2 – RESULTADOS DOS ENSAIOS COM FUNÇÕES CLÁSSICAS DE 
OTIMIZAÇÃO IRRESTRITA 
 
7.2.1 – Avaliação do Desempenho dos Métodos Numéricos Usados na Mutação 
 
Entre os testes realizados para avaliar o desempenho dos métodos de descida, os 
aplicados à função de Schwefel foram mais significativos em virtude da localização 
do ponto de ótimo global e da natureza dos testes. Esses foram executados com 
pontos gerados com população inicial localizada próxima à origem, (0,1)N . Os 
resultados apresentados na TAB. 1 deixam clara a dificuldade de alguns métodos 
que, mesmo adicionados de perturbações aleatórias, não se mostraram eficientes a 
ponto de conduzir a população ao ótimo global. Testes realizados com a função de 
Rosenbrock podem ser vistos no Anexo A. 
Todos os testes foram realizados com uma população de 5 indivíduos, onde a 
escolha do tamanho da população foi baseada na idéia de testar a eficiência do 
método de descida utilizado no processo de mutação. 
Parâmetros utilizados: região de busca à retangular: xinf = -500 e xsup = 500; dim = 
2; NitFormR = 50; NaFormR = (0,1); NaPal = (0,1); Vlamb = 10; Nit  = 50; Nppm = 
10; Npal = 30; NintPot = 100; Valfa = 1; ValC = 1. 
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TABELA 1 – Resultados do desempenho dos métodos de descida (pop=5) 
Método Gradiente FR Newton DFP BFGS PR 
Prob. sucesso 0.76 0.72 0.00 0.01 0.01 0.79 
 
 
7.2.2 – Avaliação do Comportamento da Fórmula de Representação na Geração 
da População Inicial 
 
Os testes realizados, nesta fase, foram feitos com as funções centradas e tinham 
como objetivo avaliar o desempenho da Fórmula de Representação na geração da 
população inicial. Para isso, foram comparados os testes realizados para verificar a 
influência do aumento da população inicial (GRÁF. 13), com o caso de se manter 
uma população fixa de 5 indivíduos, aplicando a Fórmula de Representação na 
mesma (GRÁF. 14).  
O bom desempenho da Fórmula de Representação pode ser verificado no GRÁF. 14 
e se percebe, no GRÁF. 13, que não há uma grande melhoria no valor da função, 
quando se varia o tamanho da população. Cabe salientar que o aumento da 
população acarreta um número maior de avaliações da função, tornando mais lento 
o processo de busca. Testes realizados com a função de Ackley e Griewank podem 
ser vistos no Anexo B. 
Parâmetros utilizados no teste com a função de Rastringin: região de busca à disco 
de raio = 10; dim = 5; Vlamb = 10; NaFormR = N(0,1). 
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Menor valor da função 
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7.2.3 – Influência do Tamanho da População 
 
Nos testes realizados para avaliar a influência do tamanho da população, os pontos 
gerados para população inicial foram obtidos por (0,1)N , objetivando localizar a 
população inicial próxima à origem, com o intuito de melhor avaliar o desempenho 
do método.  
No GRÁF. 15 são apresentadas as probabilidades de sucesso na busca do mínimo 
global da Função de Ackley, para o caso em que a mesma é descentrada, e 
percebe-se que o aumento da população inicial melhora consideravelmente a 
probabilidade de sucesso. Testes realizados com a função de Rastringin e outros 
resultados obtidos para a função de Ackley, podem ser vistos no Anexo C. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 10 ou 
40; NaFormR = N(0,100); NaPal = N(0,0.1); NitFormR = 150; Vlamb = 10; Nit = 50; 
Nppm = 5; Npal = 50; ValC = 0.1; método de descida: método do gradiente 
adicionado de Pert. Aleatórias. 
Neste teste, os parâmetros NintPot e Valfa foram inicializados, respectivamente, 
com 20 e 10. Após 25 iterações, passou-se para Valfa = 0.1 e o NintPot = 100. Este 
procedimento foi adotado em virtude do algoritmo estar oscilando próximo do 
mínimo global. 
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ACKLEY Descentrada (pop=40) 
ACKLEY Descentrada (pop=10) 
 
GRÁFICO 15 – Influência do tamanho da população (Função Ackley) 
 
 
7.2.4 – Influência da Dimensão 
 
Nos testes realizados para verificar a probabilidade de sucesso, com o aumento da 
dimensão da função, observam-se casos em que a mesma é totalmente 
independente da dimensão (GRÁF. 16) e casos onde isto não acontece (GRÁF. 17).  
Observam-se, no GRÁF. 16, os testes realizados com a Função de Davis 
descentrada. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 5; 
NaFormR = N(0,1); NaPal = N(0,1); NitFormR = 50; Vlamb = 10; Nit = 30; Nppm = 
10; Npal = 30; NintPot = 100; ValC = 0.1; método de descida: método do gradiente 
adicionado de Pert. Aleatórias. 
O parâmetro de grande influência nestes testes refere-se ao tamanho do passo do 
gradiente que possui como valor de default Valfa = 1. No caso da função ser 
centrada, não houve problema. No entanto, quando foi adicionado à função o vetor 
descentrado, a partir da dimensão 8, a probabilidade de sucesso caiu a zero. 
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Somente com o aumento do valor de Valfa se conseguiu obter sucesso. Assim, os 
testes foram realizados com Valfa = 100. 
O aumento do valor de Valfa, na função centrada, acelerou a velocidade de 

























Davis Centrada    
Davis Descentrada 
 
GRÁFICO 16 – Influência da dimensão (Função Davis) 
 
 
No  GRÁF. 17, é apresentada a probabilidade de sucesso na busca do mínimo 
global da função de Rosenbrock. Os testes demonstraram que, a partir da dimensão 
28, a probabilidade de sucesso começa a cair e, com dimensão igual ou superior a 
40, esta probabilidade torna-se nula. Testes realizados com a função de Ackley e 
Griewank podem ser vistos no Anexo D. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10; Tpop = 5; 
NaFormR = N(0,0.3); NaPal = N(0,0.5); NitFormR = 200; Vlamb = 5; Nit = 100; Nppm 
= 10; Npal = 50; NintPot = 50; Valfa = 0.5; ValC = 0.1; método de descida: método 
do gradiente adicionado de Pert. Aleatórias. 


























GRÁFICO 17 – Influência da dimensão (Função Rosenbrock)  
 
 
7.2.5 – Influência do Parâmetro Valfa (a ) 
 
No GRÁF.18, observam-se os resultados obtidos quando testada a influência da 
variação do parâmetro a  na obtenção do mínimo global da função de Davis 
descentrada. Verificou-se uma queda significativa no número de iterações, à medida 
que este parâmetro variava. Outros resultados podem ser vistos no Anexo E. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 5; 
NaFormR = N(0,1); NaPal = N(0,1); NitFormR = 50; Vlamb = 10; Nit = 30; Nppm = 
10; Npal = 30; NintPot = 100; ValC = 0.1; método de descida: método do gradiente 
adicionado de Pert. Aleatórias. 
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GRÁFICO 18 – Influência do parâmetro alfa no número de iterações  
(Função Davis)  
 
 
7.2.6 – Influência da Variação do Desvio Padrão 1s  da Fórmula de 
Representação na Probabilidade de Sucesso 
 
No GRÁF. 19, observa-se a influência da variação de 1s , utilizada para gerar 
números aleatórios na FormR, na busca de ótimo global da função de Rastringin. Os 
testes demonstraram que, tomando 1s = 0.1, a probabilidade de sucesso era 
constante e igual a 1, independente da dimensão, e que uma pequena variação 
desse parâmetro ocasionava uma queda na probabilidade de sucesso. Parâmetros 
utilizados no teste: região de busca à disco de raio = 10; Tpop = 5; NaFormR com 
média = 0; NaPal = N(0,0.5); NitFormR = 100; Vlamb = 10; Nit = 50; Nppm = 10; 
Npal = 30; NintPot = 100; Valfa = 1; ValC = 0.1; método de descida: método do 
gradiente adicionado de Pert. Aleatórias. 
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GRÁFICO 19 – Influência do desvio padrão  1s  da FormR (Função Rastringin) 
 
Também se realizaram testes, no caso de dim=8, e variou-se o desvio padrão da 
FormR no intervalo entre 0.1 e 2 com passo 0.1. Os resultados da probabilidade de 
sucesso, nesses testes, podem ser vistos no GRÁF. 20. Percebe-se a queda na 
probabilidade de sucesso, quando se aumenta o valor do desvio padrão. A partir do 
valor de 1s = 2, esta oscilação continua, porém, com menor intensidade.  Outros 
resultados podem ser vistos no Anexo F. 
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7.2.7 – Influência da Escolha de g da Fórmula de Representação 
 
Para melhor visualização dos resultados obtidos nestes testes, as seguintes funções 
são enumeradas como: 


































l = , onde *+ZÎn  e é ímpar 
F6) )())(,( xfexfg ll -=  
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Notação: 
MMOPF = Média dos valores mínimos obtidos com os pontos de fronteira a cada 
observação. 
MMVO    = Média dos valores mínimos obtidos pela Fórmula de Representação a 
cada observação. 
 
Nas TAB. 2 e 3, são apresentados os resultados obtidos, quando se varia a função 
utilizada como g  na Fórmula de Representação. Nesses testes, além de se 
trabalhar com dimensão fixa igual a 5, o parâmetro n  variou, expoente presente na 
maioria das funções, com o objetivo de observar alguma influência deste parâmetro. 
Os testes aqui apresentados foram realizados com a função de Griewank 
descentrada e, nesse caso, o desempenho foi similar.  
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 5; 
NaFormR = N(0,1); NaPal = N(0,1); NitFormR = 100; Vlamb = 10; Nit = 30; Nppm = 
10; Npal = 30; NintPot = 100; Valfa = 1; ValC = 0.1; método de descida: método do 
gradiente adicionado de Pert. Aleatórias. 
 
 
TABELA 2 – Influência da função g (n=3) da FormR (dim=5) 
(Função Griewank) 
 F1 F2 F3 F4 F5 F6 
Prob. sucesso 1 1 1 1 1 1 
MMVO 2,46E-02 -8,62E-03 1,36E-02 1,93E-02 -1,31E-03 1,73E-02 
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TABELA 3 – Influência da função g (n=13) da FormR (dim=5)  
(Função Griewank) 
 F1 F2 F3 F4 F5 F6 
Prob. sucesso 1 1 1 1 1 1 
MMVO 5,73E-02 4,73E-02 4,94E-02 7,07E-02 5,95E-02 5,51E-02 
 
 
Não se pode dizer o mesmo dos testes realizados, por exemplo, com a Função de 
Rastringin descentrada, pois foi observado que a escolha de g  exerce influência na 
busca do ótimo e essa influência é mais acentuada, quando foi feito uso de F1. 
Resultados com a função de Rastringin podem ser vistos no Anexo G. 
 
 
7.2.8 – Avaliação do Comportamento da Fórmula de Representação na Geração 
da População Inicial com Pontos Gerados na Fronteira 
 
Nesses testes, foram gerados pontos na fronteira através de ),( 1smN  e, a partir 
desses pontos, foi introduzida a Fórmula de Representação para melhorá-los e, 
assim, avaliar o desempenho da mesma na geração da população inicial. 
A maioria dos parâmetros de inicialização utilizados nestes testes foram escolhidos 
conforme testes anteriores que verificaram o desempenho do método de acordo com 
a variação da dimensão e crescimento da população, com pontos iniciais gerados no 
interior da região de busca.  
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Foi realizado o processo variando o raio da região de busca e, mais uma vez, pode-
se perceber a eficácia da Fórmula de Representação na melhoria da população 
inicial. Na TAB. 4, são apresentados os resultados obtidos para a função de 
Rosenbrock.  
Parâmetros utilizados no teste: região de busca à disco de raio = 1000; dim = 5; 
Tpop = 5; NaFormR = N(0,0.3); NitFormR = 200; Vlamb = 5. 
 
 
TABELA 4 – Influência da FormR  (Função Rosenbrock)    
 F1 F2 F3 
MMOPF 29716729324343,6 28788613534674,8 29039976147846,3 
MMVO 6,893434 5,331377 5,334916 
 F4 F5 F6 
MMOPF 28780966032768,2 28334726374881 29477634902976,7 
MMVO 5,337157 5,295536 4,958344 
 
 
Testes realizados com a função de Davis, Ackley, Griewank, Rastringin e outros 
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7.2.9 – Avaliação do Comportamento da FormR na Geração da População 
Inicial com Pontos Gerados na Fronteira, Variando a Média m  e o Desvio 
Padrão 1s  
 
Com a idéia de variar o valor da média da distribuição gaussiana, utilizada na 
geração da população inicial, testou-se o comportamento da Fórmula de 
Representação com a função de Schwefel. A escolha desta função teste deu-se em 
virtude da mesma ter, como característica, seu ponto de ótimo global afastado da 
origem. A colocação da média da função de distribuição normal, próxima à solução, 
gerou melhores populações e os resultados obtidos foram os esperados. 
Foram feitos alguns testes variando média e desvio padrão e, como era de se 
esperar, quando se colocou a média próxima à solução, os resultados mostraram-se 
excelentes. O desvio padrão utilizado foi 51 =s  e, nesse caso, a redução desse 
valor melhoraria a solução e agilizaria o processo. Alguns resultados podem ser 
vistos na TAB. 5. Nesse caso, também fica evidente a diferença dos valores obtidos 
em MMVO, quando se fez uso de F1. Outros resultados podem ser vistos no Anexo 
I. Parâmetros utilizados no teste: região de busca à retângulo:  500500 ££- ix ; dim 
= 5; Tpop = 5; NitFormR = 150; Vlamb = 10. 
 
 
TABELA 5 – Influência da FormR  (Função Schwefel) 
 F1 F2 F3 F4 F5 F6 
MMOPF 
249,16186 246,57784 271,86080 256,42554 249,51559 253,76254 
MMVO 1,112746 0,150837 0,127208 0,127884 0,136764 0,255664 
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7.2.10 – Comparação Entre os Valores Obtidos, na Geração da População 
Inicial, com  Pontos Gerados no Interior e na Fronteira 
 
Nesses testes, observa-se a influência da Fórmula de Representação, em pontos 
gerados no interior, confrontando-os com pontos gerados na fronteira. Na TAB. 6, 
são apresentados alguns resultados obtidos em testes realizados com a função de 
Griewank. As funções utilizadas como g , na Fórmula de Representação, tiveram um 
comportamento similar, quando se variou o tamanho da região de busca. Foi 
possível, mais uma vez, perceber o bom desempenho da Fórmula de 
Representação. Parâmetros utilizados no teste: região de busca à disco de raio = 
1000; dim = 10; Tpop = 5; NaFormR = N(0,1); NitFormR = 50; Vlamb = 10. 
 
 
TABELA 6 – Comparação de resultados obtidos com pontos na  
fronteira e no interior – Função Griewank 
 F1               F1 F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 4999,98 -0,739282 4999,98 -0,785935 4999,97 -0,998063 
Interior -0,524360 -0,983064 -0,513285 -0,800210 -0,522269 -0,997557 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 4999,98 -0,998162 4999,97 -0,786618 4999,97 -0,977753 
Interior -0,514664 -0,997483 -0,503526 -0,792500 -0,523846 -0,980505 
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Testes realizados com a função de Rastringin, Rosenbrock, Schwefel e outros 
resultados obtidos para a função de Griewank podem ser vistos no Anexo J. 
 
 
7.2.11 – Resultados para a Função de Schwefel com Pontos Gerados na 
Fronteira, Usando ou Não a Fórmula de Representação 
 
Variou-se o desvio padrão 2s  da função distribuição normal, utilizada na geração 
das perturbações aleatórias adicionadas aos métodos de descida. Observou-se, no 
GRÁF. 21, que a probabilidade de sucesso com pontos gerados na fronteira, sem o 
uso da Fórmula de Representação, cresce à medida que o valor do desvio padrão 
aumenta. Outros resultados podem ser vistos no Anexo K. 
Parâmetros utilizados no teste: região retangular: xinf = -500 e xsup = 500; dim = 5; 
Tpop = 5; números aleatórios gerados na fronteira = N(400,20); NaPal = ),0( 2sN ; Nit 
= 30; Nppm = 5; Npal= 50; NintPot= 100; Valfa = 1; ValC = 0.1; método de descida: 
método do gradiente adicionado de Pert. Aleatórias. 
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GRÁFICO 21 – Influência do desvio padrão 2s , sem FormR  (Função Schwefel) 
 
 
No momento em que se inseriu a Fórmula de Representação, os resultados 
melhoraram consideravelmente e a probabilidade de sucesso foi total. O aumento do 
valor do parâmetro 2s  acelerou o processo.  
 
 
7.2.12 – Influência do Tamanho da População na Probabilidade de Sucesso de 
Pontos Gerados na Fronteira, Com ou Sem o Auxílio da Fórmula de 
Representação 
 
Nos GRÁF. 22 e 23, observou-se o desempenho do procedimento implementado, 
com ou sem o uso da Fórmula de Representação, com populações geradas na 
fronteira. Os testes realizados tinham como objetivo determinar o número médio de 
iterações necessárias na busca do ótimo global, bem como a probabilidade de 
sucesso de acordo com o tamanho da população. Os resultados demonstraram a 
eficiência da Fórmula de Representação na melhoria da população inicial, 
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conduzindo a locais próximos à solução, como pode ser verificado no número 
necessário de iterações para determinação do ótimo global. Testes realizados com a 
função de Schwefel podem ser vistos no Anexo L. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100; dim = 6; 
NaFormR = N(0,1); NaPal = N(0,1); NitFormR = 50; Vlamb = 10; Nit = 30; Nppm = 
10; Npal = 30; NintPot = 100; Valfa = 1; ValC = 0.1; método de descida: método de 
























RASTRINGIN sem FormR 
RASTRINGIN com FormR 
 
GRÁFICO 22 – Influência do aumento da população de pontos gerados na 
fronteira na prob. de sucesso (Função Rastringin) 
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RASTRINGIN sem FormR 
RASTRINGIN com FormR 
 
GRÁFICO 23 – Influência do aumento da população de pontos gerados na 
fronteira na média do Nit (Função Rastringin) 
 
 
7.3 – CONSIDERAÇÕES E RESULTADOS DOS ENSAIOS COM O PROBLEMA 
RESTRITO 
 
Antes de serem apresentados os resultados obtidos com a aplicação do método no 
problema restrito, testado, e o procedimento adotado para o transformar em um 
problema de otimização irrestrita, são feitas algumas considerações sobre os 
estudos realizados anteriormente e que foram fundamentais na decisão do problema  
apresentado neste estudo. 
Objetivando verificar a possibilidade do uso da Fórmula de Representação em 
métodos que trabalham com problemas restritos, trabalhou-se, inicialmente, com o 
método do gradiente projetado apresentado em Bouhadi; Ellaia; Souza de Cursi 
(2000) que, em sua versão, fizeram uso de perturbações aleatórias, com o intuito de 
perturbar a direção de descida, buscando melhorar a convergência do método. 
O método foi implementado e alguns problemas de otimização restrita foram 
utilizados para verificar seu funcionamento. Entre eles, são citados: 
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Problema 1: (HORST; THOAI, 1989; BOUHADI; ELLAIA; SOUZA DE CURSI, 2000) 
 
5.1
54321 )8.075.0667.05.0()(min xxxxxxf ++++-= . 
 

















































































O ponto inicial é dado por [ ]T11111 , com ponto de mínimo em 
[ ]Tx 42.001.66.541.0* =  e valor de mínimo 12.21* -=f . 
 
Problema 2: (FLOUDAS; VISWESWARAN, 1990) 
 
2211)(min xxxxxf -+-= . 
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O ponto inicial é dado por [ ]T5.05.0 , com ponto de mínimo em [ ]Tx 5.31667.0* =  e 
valor de mínimo 0833.3* -=f . 
 









21 )(10)2()(5)10()(min xxxxxxxxxf -+-+-++= . 
 





























































O ponto inicial é dado por [ ]T1013 - , com ponto de mínimo em 
[ ]Tx 14093.00852.01* -=  e valor de mínimo 4338.2* =f . 
 
Problema 4: (FLOUDAS; PARDALOS, 1999)  
 
65432111 2325056)(min xxxxxxx.x.xf ------=  
 
e as restrições são bAx £  e 0³x , onde 
 





















































O ponto inicial é dado por [ ]T211001 , com ponto de mínimo em 
[ ]Tx 011060* =  e valor de mínimo 11* -=f . 
 
Os testes realizados com esses problemas, a exceção do problema 4, validaram o 
bom desempenho do método verificado por Bouhadi; Ellaia; Souza de Cursi (2000).  
Em virtude das dificuldades apresentadas na solução do problema 4, decidiu-se 
incrementar a versão do método do gradiente projetado adicionado de perturbações 
aleatórias, testando a possibilidade de geração de um procedimento evolucionário. 
Alguns procedimentos foram elaborados e, dentre estes, a idéia de utilizar a Fórmula 
de Representação na fase de cruzamento e, na fase de mutação, o gradiente 
projetado adicionado de perturbações aleatórias, mostrou-se mais interessante. 
Na determinação da população inicial, a direção de descida, a partir do ponto inicial, 
era perturbada quantas vezes fosse preciso, para determinar os indivíduos (pontos) 
necessários para compor o tamanho da população previamente definida. A 
necessidade de gerar uma quantidade de pontos superior ao tamanho da população 
deu-se em virtude da infactibilidade de alguns pontos. 
O procedimento implementado é descrito como segue: 
 
Suponha o seguinte problema: 
 









passo1: População inicial (Distribuição de Probabilidade) 














Determina-se uma população inicial { }NPxxS 0100 ,...,= , onde NP é o tamanho da 
população e cada elemento de S0 é dado pela adição a 0x , de um número aleatório, 
gerado por uma distribuição de probabilidade ),0( sN  (a quantidade de números 
aleatórios gerados deve ser tal que se consiga determinar os NP elementos factíveis 
para 0S ). 
Para se obter a população 1+nS  deve-se, a partir de nS , executar os seguintes 
passos: 
passo 2: Cruzamento (Fórmula de Representação) 



























, onde j e k são 
gerados aleatoriamente e jnp  e 
k
np  são as probabilidades de ocorrência de 
j
nx  e 
k
nx , 
respectivamente, dadas por )(. nxfe l- , com 10=l  e )( nxf   o valor da função nos 
pontos jnx  e 
k
nx . 
passo 3: Mutação (Gradiente Projetado com Perturbações Aleatórias) 
Denota-se por nnn FSB È= , sendo que nB  contém )2( NPNPNB +=  elementos. 
Neste passo, o método gradiente projetado, adicionado de perturbações aleatórias, 
é aplicado a cada um dos elementos do conjunto nB . A mutação é dada por: 
  151 








,2,1,0, ,...,,0=  são NR valores aleatórios de nP . Para cada 




n ZP x= , onde 1)( ³nnx  é uma seqüência de 
números reais convergindo para zero e )( inZ  é um vetor gerado por uma distribuição 
de probabilidade. O valor ótimo de na  é determinado por:     
{ } [ ] 0,,0))((minarg , >Î"Î+ÑÕ-= ddaaa comCPxJx kijnjnTkjnn  e TÕ  é o operador 
de projeção, onde 1( )T TT N N N NI A A A A
-Õ = - , sendo AN  a matriz formada pelas 
restrições ativas. 
passo 4: Seleção (Elitismo) 
Ordenam-se os elementos de SFn, onde nnnn MFSSF ÈÈ= , em ordem crescente 
do valor da função. A população 1+nS  é formada pelos primeiros NP  elementos de 
nSF . 
 
Os primeiros testes realizados com este novo procedimento solucionaram os 4 
problemas em questão, e constatou-se que, na verdade, o ponto de mínimo global, 
apresentado na literatura para o problema 4, deve ser um mínimo local, já que em 
testes preliminares um novo ponto foi encontrado através deste  novo procedimento. 
Esse novo ponto de ótimo é dado por [ ]Tx 094.19.2064.30* »  e seu valor de 
mínimo -16.23* =f , diferente do valor apresentado em Floudas; Pardalos (1999). 
Salienta-se que Floudas; Pardalos (1999) determinam o melhor resultado conhecido 
até o momento. 
Baseado nesta nova informação e buscando a validação da mesma, decidiu-se 
utilizar um dos métodos de transformação ou penalização descritos anteriormente, 
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no problema em questão, para que fosse possível aplicar o método numérico 
proposto, já que o mesmo se mostrou eficiente nos testes realizados com as funções 
clássicas de otimização irrestrita. 
Foi feito uso do método das penalidades externas onde a )(xf  é adiconada uma 
penalidade )(xP , relacionada às restrições, gerando um novo problema irrestrito. A 
função a ser minimizada neste caso é da forma 
 













e 0k >  é um parâmetro de penalidade associado à função de penalidade )(xP  e m  
é o número de restrições do problema. 
Como a convergência do método é atingida, quando ¥®k , o mesmo foi inicializado 
com valor de 1=k  e a cada iteração esse parâmetro era incrementado. 
Utilizando como critério de parada o valor da função, tal que 465.15-<G , verificou-
se que o valor do incremento aplicado em k  não determinou muita influência no 
número de iterações, quando estes valores foram de 10, 80 e 200, ao passo que, 
quando k  não foi incrementado, o número de iterações ficou bem abaixo, conforme 
pode ser visto no GRÁF. 24. 
Parâmetros utilizados no teste: critério de parada: valor de 465.15-<G ; região de 
busca à disco de raio = 100; Tpop = 5; NaFormR = N(0,1); NaPal = N(0,1); 
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NitFormR = 100; Vlamb = 10; Nit = 30; Nppm = 10; Npal = 30; NintPot = 1; Valfa = 1; 
ValC = 0.1; valor inicial de 1=k ; incremento de k  = 0, 10, 80 e 200; método de 
descida: método do gradiente adicionado de Pert. Aleatórias. 
 
 


























GRÁFICO 24 – Influência do parâmetro k 
 
 
No entanto, deve-se ter cuidado na escolha desse parâmetro, pois para o caso em 
que o mesmo não sofreu incremento, ter satisfeito o critério de parada com um 
número de iterações muito baixo, não permite que o ponto encontrado seja uma boa 
solução para o problema, como se pode verificar na TAB. 7. 
Tendo sido utilizado como critério de parada para esse teste, o valor da função, o 
mesmo foi satisfeito em poucas iterações, quando k não sofreu variação. No entanto, 
o ponto encontrado para 0=k não satisfaz o conjunto de restrições, e esse se 
encontra bem afastado da solução, ao passo que, quando k foi incrementado a cada 
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iteração o número de iterações, apesar de ser maior, conduziu a solução para o 
ótimo global.  
Cabe salientar que, para esse caso, o critério de parada não se mostra interessante. 




TABELA 7 – Pontos obtidos com a variação do parâmetro k 
 
Valor do incremento Coordenadas do ponto 
0 [ ]t046.00529.1189.4558.2 --  
10 [ ]t0802.170.20557.30  
80 [ ]t0867.1778.2060.30  




O ponto de ótimo obtido, utilizando como critério de parada o número de iterações 
igual a 100 e o valor de 200=k , foi [ ]090.174.20478.30* »x  com valor de 
mínimo da função de  48.15* -=G .  
Quando foi utilizada, como critério de avaliação, a distância do ponto 
[ ]Tx 0834.1721.2126.0382.30* » , obtido com o processo evolucionário, 
envolvendo o gradiente projetado, foi encontrado o ponto 
[ ]Tx 083.1719.2109.039.30* » , com um erro de 210 - . 
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Os resultados obtidos validaram aqueles encontrados com o método que combinou 
um algoritmo evolucionário com a Fórmula de Representação e o gradiente 
projetado adicionado de perturbações aleatórias. 
O fato do método de penalidades externas aproximar-se do ponto de ótimo a partir 
da região inviável do problema e determinar um ponto próximo do ótimo, porém 
infactível, não invalida o uso do método, pois através de uma pequena perturbação 
obtém-se um ponto viável bem próximo do ótimo. 
 
Verificada a boa perfomance do método proposto, em testes realizados com funções 
clássicas, será abordado, no capítulo seguinte, a descrição, os testes e os 
resultados obtidos com o uso deste procedimento numérico na calibração de 2 
modelos de interação espacial. 
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8 – APLICAÇÃO DO PROCEDIMENTO NUMÉRICO NA CALIBRAÇÃO 
DE MODELOS DE INTERAÇÃO ESPACIAL  
 
 
8.1 – INTRODUÇÃO 
 
O conceito de interação pode ser visto como uma ação de reciprocidade entre 
pessoas ou lugares num dado sistema. O termo interação espacial foi introduzido 
por Ullman (1954), que propôs como necessária à interação espacial, três condições 
interdependentes. São elas:  
a) complementariedade: existência de compatibilidade entre oferta e demanda entre 
os locais de interação; 
b) oportunidades interpostas: não-existência de outros locais mais próximos, 
susceptíveis de ofertar ou receber; 
c)  capacidade de transferência: existência de uma infraestrutura capaz de suportar 
as trocas. 
A teoria de interação espacial teve sua origem nos modelos gravitacionais da Física 
Newtoniana, que se baseia no equilíbrio entre a atratividade e a distância.  
A interação espacial, quando aplicada à estrutura urbana, por exemplo, leva em 
conta que a capacidade de geração de fluxos entre duas unidades espaciais é 
diretamente proporcional à capacidade total de geração de fluxos de interação de 
cada uma, e inversamente proporcional à distância que as separa. 
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Os modelos de interação espacial são de fundamental importância no planejamento 
estratégico de sistemas de transportes e, durante décadas, vários modelos 
matemáticos foram desenvolvidos para a etapa de distribuição de viagens. 
Estes procedimentos podem ser enquadrados em dois grupos: os modelos de 
fatores de crescimento e os modelos sintéticos. 
Os modelos de fatores de crescimento baseiam-se  na suposição de que o padrão 
atual de viagem pode ser projetado no futuro, usando-se valores previstos da taxa 
zonal de crescimento (BRUTON, 1979). Esses modelos são aplicados aos 
movimentos interzonais atuais. Entre os mais conhecidos, podem-se citar os 
modelos fator de crescimento uniforme, fator médio de crescimento, Detroit e Fratar. 
Dentre eles, o modelo de Fratar é o mais popular e apresenta, como premissa 
básica, que a distribuição de viagens  futuras, a partir de uma zona, é proporcional à 
distribuição de viagens atuais, alterada pelos fatores de crescimento das zonas 
consideradas (HUTCHINSON, 1979). 
Já os modelos sintéticos, segundo BRUTON (1979), baseiam-se nas seguintes 
proposições: “1. antes que os padrões de viagens futuras possam ser previstos, 
deve-se entender os fatos que causem os movimentos; 2. as relações causais que 
forneçam os padrões de movimento podem ser melhor entendidas se elas forem 
consideradas semelhantes a certas leis de comportamento físico.” 
Dentre os modelos sintéticos contemplados na literatura, os mais conhecidos e 
utilizados são os modelos gravitacionais, em que o fluxo, entre as zonas de origem e 
destino, é função explícita da distância. Outros que recebem destaque na literatura 
são os modelos de oportunidades intervenientes, fundamentados na Teoria de 
Stouffer (1940), segundo o qual o fluxo, entre as zonas, é determinado pela 
potencialidade das oportunidades existentes em certo destino, confrontadas com 
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oportunidades mais acessíveis. Modelos como o de competição de oportunidades, 
do campo eletrostático e modelos híbridos, como o gravitacional de oportunidades 
intervenientes, também devem ser considerados. 
Esses modelos apresentam parâmetros que precisam ser determinados, de modo 
que as estimativas fornecidas por eles sejam as que melhor se ajustem aos dados 
observados. A esse processo de determinação dos parâmetros, visando ao melhor 
ajuste, denomina-se calibração. 
No processo de calibração, deve-se definir que medida será utilizada para avaliar o 
ajuste das estimativas aos dados, isto é, deve-se definir um critério de calibração, 
bem como estabelecer procedimentos computacionais que permitam determinar os 
parâmetros do modelo, de forma a obter o melhor ajuste. 
Dos critérios de calibração, o mais usado baseia-se no princípio estatístico da 
máxima verossimilhança (EVANS, 1971; GONÇALVES; ULYSSÉA-NETO, 1993; 
YUN e SEN, 1994). Outras estatísticas também são utilizadas, como: soma média 
dos erros quadrados (DIPLOCK e OPENSHAW, 1996), estatística Phi-Normalizada 
(SMITH e HUTCHINSON, 1981), entre outras (BEZ; GONÇALVES, 2001). 
Neste capítulo são apresentados os modelos de interação espacial e as medidas 
(critérios) usadas para avaliar o ajuste das estimativas aos dados, no processo de 
calibração. São descritos os conjuntos de dados, os procedimentos numéricos 
adotados e é realizada uma análise comparativa dos resultados obtidos com a 
adoção de métodos numéricos distintos no processo de calibração. Finalizando esse 
capítulo, define-se, empiricamente, um conjunto default dos parâmetros envolvidos 
no procedimento numérico, independentemente do conjunto de dados. 
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8.2 – MODELOS DE INTERAÇÃO ESPACIAL UTILIZADOS NESTE TRABALHO 
 
Dentre os modelos de interação espacial, contemplados na literatura, optou-se para 
utilização, neste trabalho, do modelo gravitacional – de oportunidades 
(GONÇALVES, 1992) e do modelo de Fotheringham (1983,1986), os quais são, 
brevemente, descritos  a seguir. 
 
 
8.2.1 – Modelo Gravitacional – de Oportunidades (GONÇALVES, 1992) 
 
Ao contrário dos modelos gravitacionais, em que a impedância entre as zonas é 
caracterizada, tão-somente, pela separação espacial entre elas e dos modelos de 
oportunidades intervenientes, em que a impedância entre as zonas é caracterizada 
pelas oportunidades intervenientes, Gonçalves (1992) apresenta um modelo híbrido 
que considera que o deslocamento se dá tanto em função da separação espacial 
quanto das oportunidades intervenientes. Deste modo, os efeitos de impedância 
levados em conta nestes modelos podem ser considerados complementares. Esse 
modelo pode ser visto de forma detalhada em Gonçalves (1992). 
Na apresentação do modelo, deve-se considerar a seguinte notação: i representa 
uma zona de origem; j representa uma zona de destino; Oi é uma medida do número 
de viagens que se originam na zona i; Dj é uma medida do número de viagens 
atraídas pela zona j; Tij é o número de viagens que se originam em i e terminam em 
j; wij  é uma medida do número de oportunidades que se interpõe entre as zonas i e 
j; cij é uma medida de separação espacial  entre as zonas i e j;  n representa o 
número de zonas de tráfego da área de estudo. 
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Para aplicação neste estudo, considera-se este modelo em sua forma duplamente 














ijijeOAB 1)( ][ lb ,                                            (8.3) 
 
onde iA  e jB  são os fatores de balanceamento associados à iO  e jD  e b  e l  são 
os parâmetros de impedância associados à separação espacial e às oportunidades 
intervenientes, respectivamente. 
 
Na aplicação realizada, é definido um conjunto default de parâmetros do 




8.2.2 – Modelo de destinos competitivos (FOTHERINGHAM, 1983) 
 
Uma estratégia utilizada, para melhorar a performance de um modelo, é a captura 
dos efeitos espaciais, incorporando medidas relevantes, explicitamente, na 
formulação do modelo. De acordo com Sheppard (1978), a probabilidade de escolha 
de um destino depende de como este está situado em relação às oportunidades 
alternativas. Esta probabilidade seria diferente se este destino fosse o único possível 
em uma distância específica, do que no caso em que ele fosse apenas um dentre 
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um conjunto de oportunidades. Essas idéias foram operacionalizadas por 
Fotheringham (1983) com a determinação do modelo de destinos competitivos. Na 
aproximação dada por este modelo, uma medida de acessibilidade de destinos 
potenciais é adicionada, explicitamente, ao modelo gravitacional tradicional 
(GITLESEN; THORSEN; UBØE, 2004). 









ijeQDA 1)( bd .                                               (8.5) 
 
ijQ  mede a percepção de um indivíduo da origem i da acessibilidade do destino j 
com relação aos outros destinos disponíveis para a origem i. Esta função leva em 











s ,     (8.6) 
 
onde o parâmetro s  mede a importância da distância na determinação da 
percepção de acessibilidade. b  e d  são parâmetros de impedância associados à 
separação espacial e à acessibilidade, respectivamente. 
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8.3 – PROCESSO DE CALIBRAÇÃO 
 
8.3.1 – Introdução  
 
Gonçalves; Souza de Cursi (1997), determinam que o processo de calibração 
consiste em duas etapas: 1) deve-se definir um critério de calibração, isto é, que 
medida será utilizada para avaliar o ajuste das estimativas aos dados; 2) devem ser 
estabelecidos procedimentos computacionais que permitam determinar os 
parâmetros do modelo, de forma a obter o melhor ajuste. 
As medidas de ajuste e os procedimentos computacionais utilizados neste estudo 
são comentados a seguir. 
 
 
8.3.2 – Calibração do modelo de destinos competitivos 
  
Na calibração deste modelo, foi utilizada a estatística índice de dissimilaridade (ID) 







f     (8.7) 
 
O valor do índice de dissimilaridade tem uma variação entre 0 e 100. Considera-se 
que as matrizes de viagens têm um melhor ajuste quando o valor de IDf  for 
pequeno. Conseqüentemente, quanto maior seu valor, pior será o ajuste ou 
proximidade entre as matrizes de viagens observadas e estimadas (BEZ; 
GONÇALVES, 2001). 
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Outra estatística utilizada foi Mean sum of squares error (MSSE), apresentada por 
Diplock; Openshaw (1996) num estudo sobre o uso de algoritmos evolucionários 
para calibração de modelos de distribuição de viagens. 











,     (8.8) 
 
com =ncel  número de células da matriz com fluxo estimado.  
Salienta-se que, quanto menor for o valor determinado por MSSEf , melhor será o 
ajuste entre as matrizes de viagens observadas e estimadas.  
A terceira e última estatística utilizada foi a Phi-Normalizada (NPHI) apresentada por 
Smith; Hutchinson (1981) na calibração de modelos de distribuição de viagens.  



















ln .     (8.9) 
 
Quanto menor for o valor de NPHIf , melhor é o ajuste entre as matrizes de viagens 
observadas e estimadas. Baseada na Teoria de Informação, assume valor igual a 
zero quando as matrizes de viagens observadas e estimadas coincidem.  
São utilizados na minimização da função MSSEf , IDf  e de NPHIf , uma estratégia 
evolucionária (DIPLOCK; OPENSHAW, 1996) e o procedimento numérico proposto 
neste estudo. 
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8.3.3 – Calibração do modelo gravitacional – de oportunidades 
 
Gonçalves; Ulysséa-Neto (1993) aplicaram o princípio estatístico da máxima 
verossimilhança para a determinação dos parâmetros do modelo gravitacional – de 
oportunidades duplamente restrito (Equação 8.1), obtendo resultados análogos aos 
obtidos por Evans (1971) para o modelo gravitacional. Os fatores de balanceamento 
iA  e jB  devem garantir as restrições de consistência de fluxos, enquanto os 
parâmetros de impedância são determinados de forma a reproduzir o custo médio e 
o número médio de oportunidades intervenientes observados, respectivamente. As 























* .                                                      (8.13) 
 
Neste trabalho, os parâmetros de impedância b e l, para o modelo gravitacional – de 
oportunidades, são determinados de forma a reproduzir o custo médio de viagens 
observado e o número médio observado de oportunidades intervenientes por 
viagem, através da minimização da função  
 












































= .                                   (8.15) 
 
Os fatores de balanceamento iA  e jB  foram determinados usando as equações 
(8.10) e (8.11) através do método de equilíbrio de matrizes de Furness. 




8.3.4 – Algoritmos utilizados 
 
Dos procedimentos numéricos utilizados na calibração dos modelos de interação 
espacial, cabe, neste momento, somente apresentar a estratégia evolucionária 
utilizada por Diplock; Openshaw (1996). Os autores, em seu artigo, utilizam na 
calibração dos modelos, além da estratégia evolucionária, um método quase-
newtoniano (NAG, 1991) e um algoritmo genético básico (DIPLOCK; OPENSHAW,  
1996). Eles citam que uma das razões para a escolha da estratégia evolucionária foi 
o trabalho desenvolvido por Schwefel (1995) que verificou, empiricamente, a boa 
performance do mesmo, comparado com onze métodos de otimização 
convencionais sobre vinte e oito problemas teste. No artigo de Diplock; Openshaw 
(1996) o mesmo bom desempenho, desse método, foi observado na aplicação. 
O algoritmo que descreve esta estratégia envolve os seguintes passos: 
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passo 1: Determinar os valores para os parâmetros de inicialização, como: 
tamanho da população, número de mutações, número máximo de 
iterações e o desvio padrão inicial para os pais. 
passo 2: Mutação – Gerar o descendente: este processo envolve a adição de 
números pseudo-aleatórios extraídos de uma distribuição normal 
centrada no valor do pai para um dado desvio padrão. 
passo 3: Se o valor do descendente for melhor que o do pai, deve-se transformar 
este descendente em pai para a próxima geração. 
passo 4: Repetir os passos 2 e 3 para n  mutações e contar quantos valores 
melhores foram encontrados sobre as n10  mutações precedentes. Se  
esta quantidade for maior que n2 , então deve-se reduzir o desvio padrão 
por 0.85; senão aumenta-se (dividindo por 0.85).  
passo 5: Voltar ao passo 2 até que nenhuma mudança aconteça nas n10  
mutações, em duas ocasiões consecutivas. 
 
Este algoritmo foi utilizado nos testes de calibração do modelo de destinos 
competitivos (FOTHERINGHAM, 1983). 
 
 
8.4 – RESULTADOS E ANÁLISE DOS TESTES 
 
Num primeiro momento, são apresentados os resultados obtidos num teste 
comparativo entre os métodos numéricos de otimização, na calibração do modelo de 
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Fotheringham (1983). Em seguida, o método numérico proposto neste estudo é 
aplicado no modelo de Gonçalves (1992), para determinar, empiricamente, um 
conjunto default de parâmetros para calibrar este modelo. 
 
 
8.4.1 – Resultados da aplicação com o modelo de Fotheringham (1983) 
 
Na realização dos testes, para avaliar a eficiência dos métodos numéricos na 
calibração do modelo de Fotheringham (1983), foi utilizado um conjunto de dados 
hipotéticos apresentado por Kühlkamp (2003). Esses dados foram determinados 
dentro de uma área de estudo, com 30 zonas de tráfego. Kühlkamp (2003) fez uso 
desses dados  para analisar o modelo de oportunidades intervenientes desenvolvido 
por Schneider (1959). 
Os testes, utilizando o método proposto, foram realizados com o seguinte conjunto 
de parâmetros:  região de busca à disco de raio = 10; Tpop = 5; NaFormR = )1,0(N ; 
NaPal = )1,0(N ; NitFormR = 100; Vlamb = 10; Nit = 50; Nppm = 1; Npal = 5; NintPot 
= 10; Valfa = 0.7; ValC = 0.1; método de descida: método do gradiente adicionado 
de Pert. Aleatórias. O critério de parada foi o número de iterações. 
Para a estratégia evolucionária foi definida uma população de 100 indivíduos e 
)1,0(N  foi utilizada na fase de mutação. 
Na definição destes conjuntos de parâmetros, foram realizados inúmeros testes, 
verificando a influência de alguns parâmetros envolvidos nos dois métodos.  
Os testes realizados verificaram, entre outras coisas, o número de avaliações da 
função, a evolução do valor da função de acordo com o método numérico aplicado e 
a influência da Fórmula de Representação no desempenho do método proposto. 
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Nos QUAD. 1, 2 e 3 são apresentados os parâmetros estimados com o uso dos 
critérios considerados, utilizando os métodos descritos anteriormente. As variações 




QUADRO 1 – Estimativa de parâmetros com  IDf   
 Parâmetros estimados c/ IDf   
 b  s  d  val. de IDf  
Método proposto -5,45E-02 0,40 -0,12 15,57 




QUADRO 2 – Estimativa de parâmetros com MSSEf  
 Parâmetros estimados c/ MSSEf   
 b  s  d  val. de MSSEf  
Método proposto -8.40E-02 0.12 -2.48 10679.30 
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QUADRO 3 – Estimativa de parâmetros com NPHIf  
 Parâmetros estimados c/ NPHIf   
 b  s  d  val. de NPHIf  
Método proposto -5,12E-02 0,71 -6,77E-02 0,244 
Estratégia evolucionária -5,23E-02 0,67 -7,03E-02 0,244 
 
 
No entanto, a diferenciação mais significativa pode ser verificada nos GRÁF. 25, 26, 
27 e 28. Percebe-se que o método proposto apresenta uma melhor performance, 
tendo em vista que o valor ótimo da função é alcançado num número 
significativamente menor de iterações (GRÁF. 26 e 28). Uma das causas para este 
sucesso deve-se à inserção da Fórmula de Representação na melhoria da 
população inicial. No GRÁF. 27, o desempenho do método proposto também se 
mostra mais vantajoso.  
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) com método proposto         
com estratégia evolucionária
 
GRÁFICO 25 – Média dos valores da função a cada iteração ( IDf ) 
 
 






















com método proposto         
com estratégia evolucionária
 
GRÁFICO 26 – Valor mínimo da função a cada iteração ( IDf ) 
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GRÁFICO 27 – Valor mínimo da função a cada iteração ( MSSEf ) 
 
 
























com método proposto         
com estratégia evolucionária
 
GRÁFICO 28 – Valor mínimo da função a cada iteração ( NPHIf ) 
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Outro fato a ser considerado é que o método proposto faz uso de uma pequena 
população de indivíduos. Sabe-se que uma boa população inicial, aliada à robustez 
do método, faz com que seja necessário um número menor de avaliações da função. 
A evolução do valor da função com relação ao número de avaliações da função 


























com método proposto         
com estratégia evolucionária
 
GRÁFICO 29 – Evolução do valor da função com relação ao número de 
avaliações da função ( IDf ) 
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com método proposto         
com estratégia evolucionária
 
GRÁFICO 30 – Evolução do valor da função com relação ao número de 
avaliações da função ( NPHIf ) 
 
 
A análise do desempenho do procedimento numérico proposto com relação a uma 
estratégia evolucionária na calibração do modelo de Fotheringham (1983), validou a 
boa performance do mesmo, neste modelo. 
 
 
8.4.2 – Resultados da aplicação com o modelo de Gonçalves (1992) 
 
Para a realização deste estudo, foram utilizados 3 conjuntos de dados reais e 1 
conjunto de dados hipotéticos. 
Foram usados dois conjuntos de dados reais que correspondem às viagens 
intermunicipais de passageiros por ônibus, em uma região formada por 77 
municípios. Desse conjunto, foi extraído um subconjunto de 44 municípios, obtendo-
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se um novo conjunto de dados. Detalhes desses bancos de dados podem ser vistos 
em Gonçalves (1992). Outro conjunto de dados reais foi apresentado em Almeida 
(1999), e corresponde à movimentação de estudantes para as escolas. A região de 
estudo está situada na cidade de Londrina, no Estado do Paraná, Brasil e 
compreende 29 escolas distribuídas em 12 zonas. Por fim, utilizou-se o conjunto de 
dados hipotéticos, apresentado em Kühlkamp (2003).  
A função em questão possui representação matemática não convexa, conforme 
pode ser visto nas FIG. 8 e 9. Na FIG. 10, percebe-se a dificuldade de minimização 
dessa função, com a utilização do conjunto de dados hipotéticos gerado por 
Kühlkamp (2003),  caracterizada pela grande diferenciação do valor da função numa 




FIGURA 8 – Corte da superfície ),( lbf : reta  bl 2=   
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FIGURA 9 – Função definida pelo critério da máxima  
verossimilhança  – 12 zonas (BEZ, 2000; BEZ; GONÇALVES, 2002) 
 
 
No estudo desenvolvido por Gonçalves; Souza de Cursi (2001), o algoritmo ERPG 
(Evolutionary version of the random perturbations of the gradient) foi aplicado ao 
modelo gravitacional – de oportunidades (GONÇALVES, 1992). A variação de 
parâmetros, como tamanho da população, perturbações aleatórias adicionadas ao 
método do gradiente, número de iterações, definição do erro (GONÇALVES; SOUZA 
DE CURSI, 2001) a ser aplicado ao método de Furness, entre outros, foram testados 
e avaliados. O critério de parada do método de Furness, na prática, é determinado 
com um número finito de iterações (GONÇALVES; SOUZA DE CURSI, 2001). Neste 
estudo foi considerado um número máximo de 100 iterações. 
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FIGURA 10 – Função definida pelo critério da máxima  
verossimilhança  – 30 zonas 
 
 
Na aplicação do método proposto neste estudo, o mesmo bom desempenho, 
verificado nos testes aplicados às funções clássicas, foi verificado na calibração do 
modelo gravitacional – de oportunidades (GONÇALVES, 1992). A aplicação da 
Fórmula de Representação na melhoria da população inicial demonstrou um 
aumento na velocidade de convergência do método, conduzindo os indivíduos da 
população inicial para próximo da região de localização do ponto de ótimo global. No 
QUAD. 4, observa-se o valor médio da função obtido após a execução de 100 
testes, com e sem a utilização da Fórmula de Representação. Os resultados 
demonstraram a queda significativa destes valores com a aplicação desta Fórmula. 
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Todos os testes foram realizados utilizando o seguinte conjunto de parâmetros como 
default: Tpop = 2; NitFormR = 100; Npal = 5; NaFormR = )5.0,0(N ; NaPal = 
)2.0,0(N ; NintPot = 20; ValC = 0.1; Valfa = 0.7. Critério de parada do método de 
Furness: número de iterações = 100 ou um erro de 310 - ; critério de parada 
310),( -<lbf .  
Para obtenção dos valores do QUAD. 4, foi utilizada uma distribuição gaussiana 
N(0,0.5).   No uso da Fórmula de Representação, para cada teste, foram gerados 
100 pontos aleatórios. 
 
 
QUADRO 4 – Média dos valores da função (100 testes) (Equação 8.14) 
 Gonçalves 
(1992) 77 zonas 
Gonçalves 




(2003) 30 zonas 
s/ FormR 70745.27 11178.77 257.27 52648.36 
c/ FormR 22.94 7.96 1.13 43.32 
 
 
A utilização da Fórmula de Representação, na melhoria da população inicial, 
contribuiu no aumento da velocidade de convergência, ocasionando um menor 
número de iterações e, conseqüentemente, a redução do número de avaliações da 
função, conforme pode ser verificado nos resultados apresentados no QUAD. 5. 
Os valores do QUAD. 5 foram determinados após a execução de 100 testes 
realizados com cada conjunto de dados. 
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QUADRO 5 – Número médio de avaliações da função (100 testes)  
(Equação 8.14) 
 Gonçalves 
(1992) 77 zonas 
Gonçalves 




(2003) 30 zonas 
s/ FormR 8800 6720 1960 3720 
c/ FormR 5960 2120 1160 2440 
 
 
No GRÁF. 31, observa-se o desempenho do procedimento numérico com ou sem o 
uso da Fórmula e, com ou sem o uso do passo ótimo. O melhor desempenho do 
método fica evidente quando fazemos uso da Fórmula de Representação e do passo 
ótimo no procedimento. Os mesmos testes foram aplicados a todos os conjuntos de 
dados utilizados e os resultados obtidos apresentaram a mesma tendência.  
 
 


















Com FormR e Com passo ótimo
Sem FormR e Sem passo ótimo
Sem FormR e Com passo ótimo
 
GRÁFICO 31 – Influência da Fórmula de Representação e do uso do passo 
ótimo – conjunto de dados com 44 zonas (GONÇALVES, 1992) 
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No capítulo seguinte são apresentadas algumas conclusões e sugestões para 
trabalhos futuros. 
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9.1 – CONCLUSÕES 
 
Neste estudo foi desenvolvido um procedimento de otimização global estocástico, do 
tipo evolucionário, utilizando métodos de descida na fase de mutação e uma 
Fórmula de Representação do ótimo global *x  na determinação da população 
inicial. 
 
A geração de uma população inicial num algoritmo evolucionário é um dos aspectos 
principais para um bom desempenho do método e a inserção da Fórmula de 
Representação demonstrou um efeito extremamente positivo. 
 
Os métodos de descida, à exceção do método de Newton, demonstraram eficiência 
na fase de mutação, aumentando a velocidade de convergência e auxiliando na fuga 
de mínimos locais, por intermédio da adição de termos estocásticos na sua fórmula 
de recorrência. 
 
Os testes, também, tornaram evidente a afirmação feita por Souza de Cursi (2003) 
que, a escolha da função g, da Fórmula de Representação, não é única. Verificou-se 
que a escolha de outras funções para g manteve um desempenho similar da 
Fórmula. 
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Outro fato a ser destacado foi que, na maioria dos casos, quando se utilizou a 
Fórmula de Representação na melhoria da população inicial, não houve a 
necessidade do uso de um grande número de indivíduos (pontos) evitando, assim, 
um número excessivo de avaliações da função e, conseqüentemente, o aumento do 
tempo de processamento.  
 
No problema restrito apresentado nesse estudo, foi possível observar uma melhoria 
no processo de convergência quando se optou por um algoritmo do tipo 
evolucionário. Testes preliminares solucionaram o problema 4 e se pode constatar a 
existência de um novo ponto de ótimo global. 
 
A utilização do método das penalidades externas validou os resultados obtidos, 
anteriormente, para o problema 4. O ponto de ótimo determinado ficou bem próximo 
do encontrado, quando se fez uso do algoritmo do tipo evolucionário no problema 
com restrição.  
 
Independentemente da estatística utilizada como critério de calibração do modelo de 
Fotheringham (1983), pode-se verificar que o método proposto se mostrou bem 
eficiente comparado à estratégia evolucionária apresentada por Diplock; Openshaw 
(1996). O uso da Fórmula de Representação na melhoria da população inicial foi 
uma das causas desse sucesso. 
 
No processo de calibração do modelo de Gonçalves (1992), a utilização da Fórmula 
de Representação, na melhoria da população inicial, fez com que os indivíduos  
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ficassem posicionados próximos da região de localização do ponto de ótimo global 
e, assim, ocasionando uma redução no número de iterações e, conseqüentemente, 
um menor número de avaliações da função.  
 
Com os resultados obtidos nos testes realizados na calibração do modelo de 
Gonçalves (1992) foi possível determinar, empiricamente, um conjunto default de 
parâmetros para o método, o que o torna mais atraente para ser utilizado por 
profissionais da área de planejamento de transportes. 
 
 
9.2 – RECOMENDAÇÕES PARA TRABALHOS FUTUROS 
 
Tendo a estratégia evolucionária demonstrado ser um método eficiente em 
otimização global, como pode ser visto em testes realizados por Schwefel (1995), 
Diplock; Openshaw (1996) e mesmo neste estudo, cabe uma tentativa de combinar 
este método na fase de mutação do procedimento proposto. 
 
Foi utilizado o método de Furness, nesse estudo, na determinação dos sAi '  e sB j '  
do modelo gravitacional – de oportunidades, versão duplamente restrita 
(GONÇALVES; ULYSSÉA-NETO, 1993). Esse procedimento, apesar de ser robusto 
e de fácil implementação apresenta, na prática, alguns problemas de convergência 
(GONÇALVES; SOUZA DE CURSI, 2001). Esse fato é observado, principalmente, 
quando o ponto está distante do ótimo. Pensando em reduzir esse problema, 
recomenda-se a continuação dos estudos com o método do gradiente projetado para 
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problemas com restrições não lineares (SOUZA DE CURSI; ELLAIA; BOUHADI, 
2003). 
 
No mesmo âmbito de pesquisa, buscar a geração de um algoritmo tipo evolucionário 
utilizando o método do gradiente projetado na fase de mutação, e verificar a 
possibilidade de inserção da Fórmula de Representação neste procedimento. Estes 
testes, já iniciados pelo autor, merecem um estudo mais criterioso. 
 
Verificar a possibilidade de trabalhar com métodos de transformação ou 
penalização, tipo Lagrangeana aumentada, na calibração de modelos de interação 
espacial e na determinação de pontos viáveis para estes problemas. A opção pela 
Lagrangeana aumentada dá-se em razão das restrições destes modelos de 
interação espacial serem compostos de restrições de igualdade. 
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ANEXO A – Avaliação do Desempenho dos Métodos Numéricos Usados na 
Mutação 
 
Teste realizado com a função de Rosenbrock, levando em conta a característica de 
sua superfície. A TAB. A1 apresenta a probabilidade de sucesso na busca do 
mínimo global e, neste caso, apenas com o método de Newton não se obteve um 
bom desempenho. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10; dim = 5; 
NaFormR = N(0,0.3); NaPal = N(0,0.5); NitFormR = 200; Vlamb = 5; Nit = 100; Nppm 
= 10; Npal = 50; NintPot = 50; Valfa = 0.5; ValC = 0.1. 
 
TABELA A1 – Resultados do desempenho dos métodos de descida ( pop=5) 
Método Gradiente FR Newton DFP BFGS PR 
Prob. sucesso 1.00 1.00 0.69 1.00 1.00 1.00 
 
 
ANEXO B – Avaliação do Comportamento da Fórmula de Representação na 
Geração da População Inicial 
 
Parâmetros utilizados no teste com a função de Ackley e Griewank: região de busca 
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GRÁFICO B2 – Função Ackley (utilizando FormR) 
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GRÁFICO B4 – Função Griewank (utilizando FormR) 
 
 
ANEXO C – Influência do Tamanho da População 
 
Esse teste realizado com a função de Rastringin (TAB. C1) demonstra bem a 
influência do tamanho da população. Percebe-se que, quando se testa a influência 
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da Fórmula de Representação no número de iterações necessárias para 
determinação do ótimo global da função e se varia 1s , desvio padrão da distribuição 
normal, utilizada para gerar números aleatórios na FormR, a probabilidade de 
sucesso diminui quando se aumenta este valor.  
Parâmetros utilizados no teste: região de busca à disco de raio = 10; dim = 8; 
NitFormR = 100; NaPal = N(0,0.5);  Vlamb = 10; Nit  = 50; Nppm = 10; Npal = 30; 
NintPot = 100; Valfa = 1; ValC = 0.1; método de descida: método do gradiente 
adicionado de Pert. Aleatórias; NaFormR, com µ= 0 e 1s  = 0.1, 0.5, 1, 5, 10, 100. 
 
TABELA C1 – Influência do aumento da população na  
probabilidade de sucesso (dim=8) 
População 1s = 0,1 1s = 0,5 1s = 1 1s = 5 1s = 10 1s = 100 
5 P = 1 P = 0,88 p = 0,74 p = 0,60 p = 0,60 p = 0,59 
30 P = 1 p = 1 p = 1 p = 1 p = 1 p = 1 
 
 
Na TAB. C2 é apresentada a probabilidade de sucesso na busca do mínimo global 
da Função de Ackley, para o caso em que a mesma é descentrada, e percebe-se 
que o aumento da população inicial melhora, consideravelmente, a probabilidade de 
sucesso.  
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 10 ou 
40; NaFormR = N(0,100); NaPal = N(0,0.1); NitFormR = 150; Vlamb = 10; Nit = 50; 
Nppm = 5; Npal = 50; ValC = 0.1; método de descida: método do gradiente 
adicionado de Pert. Aleatórias. 
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Nesse teste, os parâmetros NintPot e Valfa foram inicializados, respectivamente, 
com 20 e 10 e, após 25 iterações, passou-se para Valfa = 0.1 e o NintPot = 100. 
Esse procedimento foi adotado em virtude do algoritmo estar oscilando próximo do 
mínimo global. 
 
TABELA C2 – Influência do tamanho da população na probabilidade de 
sucesso  
Dimensão 4 5 8 10 14 15 17 20 25 26 
Prob. Sucesso (pop=10) 1.00 0.95 0.76 0.88 0.96 0.93 0.96 0.85 0.30 0.06 
Prob. Sucesso (pop=40) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.78 0.57 
 
 
ANEXO D – Influência da Dimensão 
 
Os testes realizados com a função de Griewank também demonstraram que a 
mesma, independente da dimensão, teve probabilidade de sucesso total, conforme 
pode ser verificado no GRÁF. D1. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 5; 
NaFormR = N(0,1); NaPal = N(0,1); NitFormR = 50; Vlamb = 10; Nit = 30; Nppm = 
10; Npal = 30; NintPot = 100; ValC = 0.1; método de descida: método do gradiente 
adicionado de Pert. Aleatórias. 
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Griewank Centrada    
Griewank Descentrada 
 
GRÁFICO D1 – Influência da dimensão (Função Griewank) 
 
 
No GRÁF. D2, observa-se a probabilidade de sucesso na busca do mínimo global da 
função de Ackley, para o caso em que a mesma é centrada e descentrada. Testes 
demonstraram, no caso descentrado; que, a partir de dimensão 25, a probabilidade 
de sucesso começa a cair e, com dimensão 30 em diante, esta probabilidade torna-
se nula. 
Os parâmetros NintPot e Valfa foram inicializados, respectivamente, com 20 e 10 e, 
após 25 iterações, passou-se para Valfa = 0.1 e NintPot = 100. Este procedimento 
foi adotado por se optar em caminhar rapidamente na direção do ótimo. Entretanto, 
num certo momento, o que era de se esperar, o algoritmo passava a oscilar próximo 
do mínimo global e, neste momento, o passo era reduzido e o número de intervalos 
do passo ótimo era aumentado. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100; Tpop = 5 
(centrada) ou 40 (descentrada); NaFormR = N(0,100); NaPal = N(0,0.1); NitFormR = 
150; Vlamb = 10; Nit = 50; Nppm = 5; Npal = 50; ValC = 0.1; método de descida: 
método do gradiente adicionado de Pert. Aleatórias. 
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ACKLEY Centrada    
ACKLEY Descentrada 
 
GRÁFICO D2 – Influência da dimensão (Função Ackley) 
 
ANEXO E – Influência do Parâmetro Valfa (a ) 
 
No GRÁF. E1, são observados os resultados obtidos, quando a influência da 
variação do parâmetro a  na obtenção do mínimo global da função de Davis 
descentrada foi testada e, se verifica que, a partir de Valfa = 3.5, a probabilidade de 
sucesso é constante e igual a 1. Parâmetros utilizados no teste: região de busca à 
disco de raio = 100; Tpop = 5; NaFormR = N(0,1); NaPal = N(0,1); NitFormR = 50; 
Vlamb = 10; Nit = 30; Nppm = 10; Npal = 30; NintPot = 100; ValC = 0.1; método de 
descida: método do gradiente adicionado de Pert. Aleatórias. 
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GRÁFICO E1 – Influência do parâmetro alfa (Função Davis) 
 
ANEXO F – Influência da Variação do Desvio Padrão 1s  da Fórmula de 
Representação na Probabilidade de Sucesso 
 
Na TAB. F1, observa-se a influência da variação de 1s , utilizada para gerar números 
aleatórios na FormR, na busca de ótimo global da função de Rastringin. Parâmetros 
utilizados no teste: região de busca à disco de raio = 10; Tpop = 5; NaFormR com 
média = 0; NaPal = N(0,0.5); NitFormR = 100; Vlamb = 10; Nit = 50; Nppm = 10; 
Npal = 30; NintPot = 100; Valfa = 1; ValC = 0.1; método de descida: método do 
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TABELA F1 – Influência do desvio padrão  1s  da FormR (Função Rastringin) 
Probabilidade de Sucesso 
Dimensão 
1s = 0,1 1s = 0,5 
5 1 1 
8 1 0.88 
10 1 1 
12 1 0.68 
16 1 0.91 
20 1 0.81 
24 1 0.98 
50 1 1 
100 1 1 
 
 
Foram realizados, também, testes no caso da dimensão=8, variando o desvio 
padrão da FormR no intervalo entre 0.1 e 2 com incremento 0.1. Foi apresentado, 
também, na TAB. F2, valores para o caso em que 1s =5, 1s =10 e 1s =100.  
 
TABELA F2 – Influência do desvio padrão da FormR (Função Rastringin) 
desvio padrão 
1s = 0,1 1s = 0,5 1s = 1 1s = 2 1s = 5 1s = 10 1s = 100 
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ANEXO G – Influência da Escolha de g da Fórmula de Representação 
 
Observa-se nas TAB. G1 a G3, em testes realizados com a Função de Rastringin 
descentrada, que a escolha de g  exerce influência na busca do ótimo e esta é mais 
acentuada quando se faz uso de F1. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10; Tpop = 5; 
NaFormR = N(0,0.5); NaPal = N(0,0.5); NitFormR = 100; Vlamb = 10; Nit = 50; Nppm 
= 10; Npal = 30; NintPot = 100; Valfa = 1; ValC = 0.1; método de descida: método do 
gradiente adicionado de Pert. Aleatórias. 
 
TABELA G1 – Influência da função g (n=3) da FormR (dim=12)  
(Função Rastringin)  
 F1 F2 F3 F4 F5 F6 
Prob. sucesso 0.79 0.93 0.96 0.96 0.96 0.87 
MMVO 10,30025 6,061697 4,064132 3,349788 3,930278 3,506185 
 
 
TABELA G2 –Influência da função g (n=5) da FormR (dim=12)  
(Função Rastringin)  
 F1 F2 F3 F4 F5 F6 
Prob. sucesso 0.88 0.99 1 1 0.97 0.94 
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TABELA G3 – Influência da função g (n=15) da FormR (dim=12)  
(Função Rastringin)  
 F1 F2 F3 F4 F5 F6 
Prob. sucesso 0.88 0.97 0.96 0.98 1 0.99 
MMVO 9,132993 4,428443 6,109814 4,619285 3,371363 4,283093 
 
 
ANEXO H – Avaliação do Comportamento da Fórmula de Representação na 
Geração da População Inicial com Pontos Gerados na Fronteira 
 
Nas TAB. H1 e H2 são apresentados os resultados obtidos para a função de 
Rosenbrock.  
Parâmetros utilizados no teste: região de busca à disco de raio = 10, 100 e 1000; 
dim = 5; Tpop = 5; NaFormR = N(0,0.3); NitFormR = 200; Vlamb = 5. 
 
TABELA H1 – Influência da FormR (raio do disco=10)  
(Função Rosenbrock)    
 F1 F2 F3 F4 F5 F6 
MMOPF 278682,1 275946,8 285727,6 273520,3 288451,7 276216,7 
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TABELA H2 – Influência da FormR (raio do disco=100)  
(Função Rosenbrock)    
 F1 F2 F3 
MMOPF 2927511704,68 2886683940,01 2875762561,63 
MMVO 6,630110 5,299280 5,315651 
 F4 F5 F6 
MMOPF 2924432525,57 2889205050,10 2858970455,57 
MMVO 5,354516 5,311440 4,961791 
 
 
Nas TAB. H3 a H8 são apresentados os resultados obtidos, quando a função de 
Davis centrada e descentrada foi testada. Variou-se, neste caso, o raio do disco 
responsável pela delimitação da região de busca, com o intuito de verificar a 
capacidade da Fórmula de Representação em conduzir, da fronteira, os pontos para 
uma região mais próxima da solução. O desempenho da Fórmula de Representação 
é notório em todas as situações, mesmo com uma quantidade, a princípio, pequena 
do número de iterações da FormR. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10, 100 e 1000; 
dim = 5; Tpop = 5; NaFormR = N(0,1); NitFormR = 50; Vlamb = 10. 
 
TABELA H3 – Influência da FormR (raio do disco=10)  
(Função Davis Centrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 0,331371 0,331371 0,331371 0,331371 0,331371 0,331371 
MMVO 8,70E-03 9,91E-03 0,010144 9,924E-03 9,89E-03 1,001E-02 
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TABELA H4 – Influência da FormR (raio do disco=100)  
(Função Davis Centrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 0,497986 0,497986 0,497986 0,497986 0,497986 0,497986 
MMVO 1,01E-02 9,89E-03 9,753E-03 9,751E-03 9,882E-03 1,030E-02 
 
 
TABELA H5 – Influência da FormR (raio do disco=1000) 
(Função Davis Centrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 0,500001 0,500001 0,5000001 0,5000001 0,5000001 0,5000001 
MMVO 1,03E-02 1,027E-02 1,052E-02 1,033E-02 9,982E-03 1,005E-02 
 
 
TABELA H6 – Influência da FormR (raio do disco=10) 
(Função Davis Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 0,192935 0,192114 0,207709 0,182128 0,194343 0,179962 
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TABELA H7 – Influência da FormR (raio do disco=100)  
(Função Davis Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 0,496987 0,496455 0,496468 0,496866 0,496588 0,496503 
MMVO 3,804E-02 3,80E-02 3,866E-02 3,796E-02 3,75E-02 3,79E-02 
 
 
TABELA H8 – Influência da FormR (raio do disco=1000) 
(Função Davis Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 0,4999995 0,4999995 0,4999995 0,4999995 0,4999995 0,4999995 
MMVO 3,853E-02 3,765E-02 3,876E-02 3,916E-02 3,770E-02 3,797E-02 
 
 
Para a função de Ackley foram testados, também, casos em que a função é 
centrada e descentrada. As TAB. H9 a H11 apresentam alguns resultados obtidos. 
Nesse caso, foi aplicado o mesmo procedimento adotado para a função de Davis 
com relação à região de busca. O bom desempenho da Fórmula de Representação, 
nesse caso, também é verificado. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10, 100 e 1000; 
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TABELA H9 – Influência da FormR (raio do disco=10)  
(Função Ackley Descentrada)  
 F1 F2 F3 F4 F5 F6 
MMOPF 10,665516 10,692700 10,666640 10,498490 10,705246 10,605822 
MMVO 6,013794 6,069938 6,028336 6,090101 6,156665 6,147829 
 
 
TABELA H10 – Influência da FormR (raio do disco=100)  
(Função Ackley Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 20,811267 20,757357 20,760393 20,777762 20,752786 20,784406 
MMVO 5,771671 5,334149 5,532203 5,445457 5,551434 5,719324 
 
 
TABELA H11 – Influência da FormR (raio do disco=1000)  
(Função Ackley Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 20,797626 20,770266 20,742676 20,727701 20,733046 20,821210 
MMVO 6,959755 6,704044 6,690500 6,677724 6,790070 4,292553 
 
 
Um bom desempenho pode ser verificado nas TAB. H12 a H14, através dos 
resultados obtidos para a função de Griewank. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10, 100 e 1000; 
dim = 5; Tpop = 5; NaFormR = N(0,1); NitFormR = 50; Vlamb = 10. 
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TABELA H12 – Influência da FormR (raio do disco=1000) 
(Função Griewank Centrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 4999,79 4999,81 4999,82 4999,82 4999,80 4999,81 
MMVO -0,927463 -0,93063 -0,998375 -0,998086 -0,939506 -0,992129 
 
 
TABELA H13 – Influência da FormR (raio do disco=100)  
(Função Griewank Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 47,282721 47,115073 47,183335 47,161428 47,030740 46,899571 
MMVO 6,810E-02 6,510E-02 6,597E-02 6,332E-02 5,533E-02 8,060E-02 
 
 
TABELA H14 – Influência da FormR (raio do disco=1000)  
(Função Griewank Descentrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 4967,52 4968,59 4969,69 4966,79 4969,40 4967,94 
MMVO 6,117E-02 5,301E-02 6,51E-02 4,936E-02 5,20E-02 6,83E-02 
 
 
Para a função de Rastringin, os resultados não se mostraram diferentes, exceto 
quando foi feito uso de F1 no caso centrado, onde os valores de mínimo ficaram 
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distantes dos obtidos com o uso das outras funções, conforme pode-se verificar nas 
TAB. H15 e H16.  
Parâmetros utilizados no teste: região de busca à disco de raio = 10, 100 e 1000; 
dim = 5; Tpop = 5; NaFormR = N(0,0.5); NitFormR = 100; Vlamb = 10. 
 
 
TABELA H15 – Influência da FormR (raio do disco=10) 
(Função Rastringin Centrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 110,09363 109,24783 109,42893 109,35847 109,08499 109,15053 
MMVO 3,412021 0,375742 0,313168 0,385351 0,362112 6,002E-02 
 
 
TABELA H16 – Influência da FormR (raio do disco=1000)  
(Função Rastringin Centrada) 
 F1 F2 F3 F4 F5 F6 
MMOPF 1000009,3 1000009,8 1000009,4 1000009,4 1000009,3 1000009,01 
MMVO 3,458401 0,394728 0,377054 0,406554 0,419886 4,826E-02 
 
 
TABELA H17 – Influência da FormR (raio do disco=1000)  
(Função Rastringin Descentrada)  
 F1 F2 F3 F4 F5 F6 
MMOPF 993618,68 993588,57 994251,44 993996,69 993645,06 993974,92 
MMVO 49,336242 49,747153 49,513737 49,079298 50,763918 50,291540 
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ANEXO I – Avaliação do Comportamento da FormR na Geração da População 
Inicial com Pontos Gerados na Fronteira, Variando a Média m  e o Desvio 
Padrão 1s  
 
Com a idéia de variar o valor da média da distribuição gaussiana, utilizada na 
geração da população inicial, foi testado o comportamento da Fórmula de 
Representação com a função de Schwefel. A escolha dessa função-teste deu-se em 
virtude da mesma ter, como característica, seu ponto de ótimo global afastado da 
origem. A colocação da média da função de distribuição normal, próxima à solução, 
gerou melhores populações e os resultados obtidos vieram de encontro ao que se 
esperava. 
Foram realizados alguns testes variando média e desvio padrão e, como era de 
esperar, quando se colocou a média próxima à solução os resultados mostraram-se 
excelentes. O desvio padrão utilizado foi 51 =s  e, neste caso, a redução deste valor 
melhoraria a solução e agilizaria o processo. Os resultados podem ser vistos nas 
TAB. I1 e I2. Nesse caso, também, fica evidente a diferença dos valores obtidos em 
MMVO, quando foi feito uso de F1. 
Parâmetros utilizados no teste: região de busca à retângulo: 450450 ££- ix , 
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TABELA I1 – Influência da FormR – região: 450450 ££- ix  e )5,420(N  
 (Função Schwefel) 
 F1 F2 F3 F4 F5 F6 
MMOPF 129,44688 135,84584 135,99161 116,58929 156,33253 123,63734 
MMVO 1,069286 0,1364007 0,141613 0,138038 0,156719 0,240648 
 
 
TABELA I2 – Influência da FormR – região: 475475 ££- ix  e )5,420(N  
(Função Schwefel) 
 F1 F2 F3 F4 F5 F6 
MMOPF 344,33544 337,49538 339,13825 343,62127 339,03790 340,70885 
MMVO 1,068227 0,153086 0,137536 0,149056 0,159166 0,272255 
 
 
ANEXO J – Comparação Entre os Valores Obtidos, na Geração da População 
Inicial, com  Pontos Gerados no Interior e na Fronteira 
 
Nesses testes observa-se a influência da Fórmula de Representação em pontos 
gerados no interior, confrontando-os com pontos gerados na fronteira. Na TAB. J1 
são apresentados os resultados obtidos em testes realizados com a função de 
Griewank. As funções utilizadas como g  na Fórmula de Representação tiveram um 
comportamento similar quando se variou o tamanho da região de busca. Foi 
possível, mais uma vez, perceber o bom desempenho da Fórmula de 
Representação. 
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Parâmetros utilizados no teste: região de busca à disco de raio = 100 e 1000; dim = 
10; Tpop = 5; NaFormR = N(0,1); NitFormR = 50; Vlamb = 10. 
 
 
TABELA J1 – Comparação de resultados obtidos com pontos na  
fronteira e no interior (raio do disco = 100) – (Função Griewank) 
 F1               F1 F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 49,979622 -0,750198 49,980523 -0,798181 49,965229 -0,997567 
Interior -0,456345 -0,987171 -0,447078 -0,792259 -0,482452 -0,997886 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 49,967180 -0,997770 49,980584 -0,811911 49,980993 -0,979279 
Interior -0,491393 -0,998172 -0,498101 -0,808777 -0,439798 -0,980937 
 
 
Testes similares foram realizados com a função de Rastringin e seus resultados 
podem ser observados nas TAB. J2 e J3. Novamente, a Fórmula de Representação 
mostrou-se eficiente na geração da população inicial. Nos testes realizados foram 
verificados, também, para este caso, valores discrepantes quando se utilizou F1 
como g . Esses valores são mais acentuados quando os pontos iniciais são gerados 
na fronteira. 
Parâmetros utilizados no teste: região de busca à disco de raio = 10 e 1000; dim = 
10; Tpop = 5; NaFormR = N(0,1); NitFormR = 100; Vlamb = 10. 
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TABELA J2 – Comparação de resultados obtidos com pontos na  
fronteira e no interior (raio do disco = 10) – (Função Rastringin) 
 F1               F1 F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 122,32909 18,606221 122,41903 0,881308 122,72683 0,886038 
Interior 29,546788 1,048445 30,220447 0,781466 30,669950 0,874123 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 122,44472 0,890044 122,25615 0,840233 122,17130 0,220739 
Interior 30,107408 0,703526 29,218421 0,771722 28,925475 0,180447 
 
 
TABELA J3 – Comparação de resultados obtidos com pontos na  
fronteira e no interior (raio do disco = 1000) – (Função Rastringin) 
 F1               F1 F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 1000021,77 19,380769 1000021,74 0,823773 1000022,96 0,862694 
Interior 30,086936 1,031706 30,663967 0,878343 29,252876 0,909054 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 1000021,94 0,862130 1000022,08 0,847946 1000022,39 0,241654 
Interior 30,402215 0,743075 29,534116 0,691210 31,018967 0,139965 
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Nas TAB. J4 e J5, observam-se testes realizados com a função de Rosenbrock. O 
mesmo problema verificado com a função de Rastringin, com relação ao uso de F1 
como g  na Fórmula de Representação, foi verificado nestes testes. 
Parâmetros utilizados no teste: região de busca à disco de raio = 100 e 1000; dim = 
10; Tpop = 5; NaFormR = N(0,0.3); NitFormR = 200; Vlamb = 5. 
 
 
TABELA J4 – Comparação de resultados obtidos com pontos na  
fronteira e no interior (raio do disco = 100) – (Função Rosenbrock) 
 F1               F1 F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 1.7027E+9 22,854961 1.6999E+9 10,824909 1.695E+9 10,85285 
Interior 49,165791 14,751549 48,912044 11,015657 51,32093 11,11725 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 1.6925 E+9 10,653386 1.697 E+9 10,740915 1.695 E+9 9,92290 
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TABELA J5 – Comparação de resultados obtidos com pontos na  
fronteira e no interior (raio do disco = 1000) – (Função Rosenbrock) 
 F1               F1    F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 1.65E+13 23,53768 1.71E+13 11,0938 1.68E+13 11,14136 
Interior 49,22402 12,81557 49,39077 10,9392 50,24379 10,84246 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 1.70E+13 10,74373 1.70E+13 10,7173 1.67E+13 9,92196 
Interior 52,22807 10,59768 48,30806 10,7399 50,08891 9,92398 
 
 
No caso da função de Schwefel, variou-se a média conduzindo-a para próximo do 
ponto de ótimo global da função, e os resultados dos testes podem ser vistos na 
TAB. J6. Nesses testes, também ficou evidenciada a necessidade da aplicação da 
Fórmula de Representação na geração da população inicial. Novamente, valores 
não satisfatórios foram verificados com o uso de F1, quando comparados com os 
determinados pelas demais funções.  
Parâmetros utilizados no teste: região de busca à retângulo: 500500 ££- ix ; dim = 
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TABELA J6 – Comparação de resultados obtidos com pontos na  
fronteira e no interior ( 500500 ££- ix ) – (Função Schwefel) 
 F1               F1 F2               F2 F3                F3 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 270,78886 7,305270 267,58237 0,651341 270,90197 0,675045 
Interior 17,518407 1,369332 17,488155 0,722108 17,407153 0,666894 
 F4               F4 F5              F5 F6                F6 
Localização MMOPF MMVO MMOPF MMVO MMOPF MMVO 
Fronteira 269,55888 0,680833 270,83836 0,677800 262,87947 0,863075 
Interior 18,302059 0,726902 18,971927 0,690192 17,380750 0,809740 
 
 
ANEXO K – Resultados para a Função de Schwefel com Pontos Gerados na 
Fronteira, Usando ou Não a Fórmula de Representação. 
 
Parâmetros utilizados no teste: região retangular: xinf = -500 e xsup = 500; dim = 5; 
Tpop = 5; números aleatórios gerados na fronteira = N(400,20); NaPal = ),0( 2sN , 
variamos 2s ; Nit = 30; Nppm = 5; Npal= 50; NintPot= 100; Valfa = 1; ValC = 0.1; 
método de descida: método do gradiente adicionado de Pert. Aleatórias. 
A TAB. K1 apresenta o número de iterações necessárias para atingir o ótimo global.  
Os  parâmetros utilizados na Fórmula de Representação são os seguintes: 
NaFormR = N(400,20); NitFormR = 50; Vlamb = 10. 
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TABELA K1 – Função Schwefel – Influência do desvio padrão 2s , com FormR, 
no número médio de iterações (dim=5, Nppm=5 e  Npal=50) 
desvio padrão F1 F2 F3 F4 F5 F6 
2s = 1 5,59 5,5 5,31 5,6 5,6 5,54 
2s =5 3,69 3,55 3,72 3,72 3,76 3,62 
2s =10 2,8 2,8 2,82 2,76 2,73 2,75 
 
 
Uma variação dos parâmetros Nppm, de 5 para 10 e Npal, de 50 para 30, reduziu o 
número de iterações, conforme pode-se observar na TAB. K2. 
 
TABELA K2 – Influência do desvio padrão 2s , com FormR, no número médio 
de iterações (dim=5, Nppm=10 e  Npal=30) – (Função Schwefel) 
desvio padrão F1 F2 F3 F4 F5 F6 
2s = 1 3,02 2,96 2,85 2,97 2,97 3,06 
2s =5 2 2 1,99 2,01 2 2 
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ANEXO L – Influência do Tamanho da População na Probabilidade de Sucesso 
de Pontos Gerados  na Fronteira, com ou sem o Auxílio da Fórmula de 
Representação 
 
Para 2s = 1 e 2s = 5 os resultados demonstraram a grande eficiência da FormR, 
qualificando a necessidade de sua utilização. A função utilizada como g , F2, foi 
escolhida aleatoriamente. Tanto para 2s = 1 quanto 2s = 5, a probabilidade de 
sucesso foi total e os números médios de iterações necessárias para obtenção do 
ótimo global foram de 6,22 e 4,06, respectivamente. Resultados desses testes 
podem ser vistos na TAB. L1 e GRÁF. L1 e L2. 
Parâmetros utilizados no teste: região de busca à retangular: xinf = -500 e xsup = 
500; dim = 5; NaFormR = N(400,20); NaPal = N(0,5); NitFormR = 50; Vlamb = 10; Nit 
= 30; Nppm = 10; Npal = 50; NintPot = 100; Valfa = 1; ValC = 0.1; método de 
descida: método de gradiente  adicionado de Pert. Aleatórias. 
 
TABELA L1 – Influência do aumento da população de pontos gerados na 
fronteira, sem FormR (Função Schwefel) 
População 1 4 7 10 13 17 20 
Prob. sucesso 0.34 0.76 0.89 0.99 0.96 1.00 1.00 
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GRÁFICO L1 – Influência do aumento da população de pontos gerados na 
fronteira, sem FormR, na prob. de sucesso (Função Schwefel) 
 
 



























GRÁFICO L2 – Influência do aumento da população de pontos gerados na 
fronteira, sem FormR, na média do Nit (Função Schwefel) 
 
