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Abstract
We propose a new annotated corpus for
metaphor interpretation by paraphrase, and a
novel DNN model for performing this task.
Our corpus consists of 200 sets of 5 sen-
tences, with each set containing one reference
metaphorical sentence, and four ranked candi-
date paraphrases. Our model is trained for a
binary classification of paraphrase candidates,
and then used to predict graded paraphrase ac-
ceptability. It reaches an encouraging 75% ac-
curacy on the binary classification task, and
high Pearson (.75) and Spearman (.68) correla-
tions on the gradient judgment prediction task.
1 Introduction
Metaphor is an increasingly studied phenomenon
in computational linguistics. But while metaphor
detection has received considerable attention in
the NLP literature (Dunn et al., 2014; Veale et al.,
2016) and in corpus linguistics (Krennmayr, 2015)
in recent years, not much work has focused on
the task of metaphor paraphrasing - assigning an
appropriate interpretation to a metaphorical ex-
pression. Moreover, there are few (if any) anno-
tated corpora of metaphor paraphrases (Shutova
and Teufel, 2010). The main papers in this area
are Shutova (2010), and Bollegala and Shutova
(2013). The first applies a supervised method
combining WordNet and distributional word vec-
tors to produce the best paraphrase of a single verb
used metaphorically in a sentence. The second ap-
proach, conceptually related to the first, builds an
unsupervised system that, given a sentence with
a single metaphorical verb and a set of poten-
tial paraphrases, selects the most accurate candi-
date through a combination of mutual information
scores and distributional similarity.
Despite the computational and linguistic inter-
est of this task, little research has been devoted to
it.
Some quantitative analyses of figurative lan-
guage have involved metaphor interpretation and
paraphrasing. These focus on integrating para-
phrase into automatic Textual Entailment frames
(Agerri, 2008), to explore the properties of distri-
butional semantics in larger-than-word structures
(Turney, 2013). Alternatively, they study the sen-
timent features of metaphor usage (Mohammad
et al., 2016; Kozareva, 2015). This last aspect
of figurative interpretation is considered a par-
ticularly hard task and has generated several ap-
proaches
The task of metaphor interpretation is a partic-
ular case of paraphrase detection, although this
characterization is not unproblematic, as we will
see in Section 6.
In Bollegala and Shutova (2013), metaphor
paraphrase is treated as a ranking problem. Given
a metaphorical usage of a verb in a short sen-
tence, several candidate literal sentences are re-
trieved from the Web and ranked. This approach
requires the authors to create a gradient score to
label their paraphrases, a perspective that is now
gaining currency in broader semantic similarity
tasks (Xu et al., 2015; Agirre et al., 2016).
Mohammad et al. (2016) resort to metaphor
paraphrasing in order to perform a quantitative
study on the emotions associated with the usage
of metaphors. They create a small corpus of para-
phrase pairs formed from a metaphorical expres-
sion and a literal equivalent. They ask candidates
to judge the degree of ”emotionality” conveyed
by the metaphorical and the literal expressions.
While the study has shown that metaphorical para-
phrases are generally perceived as more emotion-
ally charged than their literal equivalents, a corpus
of this kind has not been used to train a computa-
tional model for metaphor paraphrase scoring.
In this paper we present a new dataset for
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metaphor paraphrase identification and ranking.
In our corpus, paraphrase recognition is treated as
an ordering problem, where sets of sentences are
ranked with respect to a reference metaphor sen-
tence.
The main difference with respect to existing
work in this field consists in the syntactic and
semantic diversity covered by our dataset. The
metaphors in our corpus are not confined to a sin-
gle part of speech. We introduce metaphorical ex-
amples of nouns, adjectives, verbs and a number
of multi-word metaphors.
Our corpus is, to the best of our knowledge, the
largest existing dataset for metaphor paraphrase
detection and ranking.
As we describe in Section 2, it is composed of
groups of five sentences: one metaphor, and four
candidates that can be ranked as its literal para-
phrases.
The inspiration for the structure of our dataset
comes from a recent work on paraphrase (Bizzoni
and Lappin, 2017), where a similarly organized
dataset was introduced to deal with paraphrase de-
tection.
In our work, we use an analogous structure to
model metaphor paraphrase. Also, while Bizzoni
and Lappin (2017) present a corpus annotated by
a single human, each paraphrase set in our cor-
pus was judged by 20 different Amazon Mechani-
cal Turk (AMT) annotators, making the grading of
our sentences more robust and reliable (see Sec-
tion 2.1).
We use this corpus to test a neural net-
work model formed by a combination of Con-
volutional Neural Networks (CNNs) and Long
Short Term Memory Recurrent Neural Networks
(LSTM RNNs). We test this model on two clas-
sification problems: (i) binary paraphrase classifi-
cation and (ii) paraphrase ranking. We show that
our system can achieve significant correlation with
human judgments on the ranking task as a by-
product of supervised binary learning. To the best
of our knowledge, this is the first work in metaphor
paraphrasing to use supervised gradient represen-
tations.
2 A New Corpus for Metaphor
Paraphrase Evaluation
We present a dataset for metaphor paraphrase de-
signed to allow users to rank non-metaphorical
candidates as paraphrases of a metaphorical sen-
tence or expression. Our corpus is formed of 200
sets of five sentence paraphrase candidates for a
metaphorical sentence or expression.1
In each set, the first sentence contains a
metaphor, and it provides the reference sentence to
be paraphrased. The remaining four sentences are
labeled on a 1-4 scale based on the degree to which
they paraphrase the reference sentence. This is
on analogy with the annotation frame used for
SemEval Semantic Similarity tasks (Agirre et al.,
2016). Broadly, our labels represent the following
categories:
1 Two sentences cannot be considered para-
phrases.
2 Two sentences cannot be considered para-
phrase, but they show a degree of semantic
similarity.
3 Two sentences could be considered para-
phrases, although they present some impor-
tant difference in style or content (they are
not strong paraphrases).
4 Two sentences are strong paraphrases.
On average, every group of five sentences con-
tains a strong paraphrase, a loose paraphrase and
two non-paraphrases, one of which may use some
relevant words from the metaphor in question.2
The following examples illustrate these ranking
labels.
• Metaphor: The crowd was a river in the street
– The crowd was large and impetuous in
the street. Score: 4
– There were a lot of people in the street.
Score: 3
– There were few people in the street.
Score: 2
– We reached a river at the end of the
street. Score: 1
We believe that this annotation scheme is use-
ful. While it sustains graded semantic similarity
labels, it also provides sets of semantically related
1Our annotated data set and the code for our model is
available at https://github.com/yuri-bizzoni/
Metaphor-Paraphrase .
2Some of the problems raised by the concept of para-
phrase in figurative language are discussed in Section 6.
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elements, each one of which can be scored or or-
dered independently of the others. Therefore, the
metaphorical sentence can be tested separately for
each literal candidate in the set in a binary classi-
fication task.
In the test phase, the annotation scheme allows
us to observe how a system represents the similar-
ity between a metaphorical and a literal sentence
by taking the scores of two candidates as points of
relative proximity to the metaphor.
It can be argued that a good literal paraphrase of
a metaphor needs to compensate to some extent for
the expressive or sentimental bias that a metaphor
usually supplies, as argued in Mohammad et al.
(2016). In general a binary classification can be
misleading because it conceals the different levels
of similarity between competing candidates.
For example, the literal sentence Republican
candidates during the convention were terrible
can be considered to be a loose paraphrase of
the metaphor The Republican convention was a
horror show, or alternatively, as a semantically
related non-paraphrase. Which of these conclu-
sions we adopt depends on our decision concern-
ing how much interpretative content a literal sen-
tence needs to provide in order to qualify as a valid
paraphrase of a metaphor. The question whether
the two sentences are acceptable paraphrases or
not can be hard to answer. By contrast, it would be
far fetched to suggest that The Republican conven-
tion was a joy to follow is a better or even equally
strong literal paraphrase for The Republican con-
vention was a horror show.
In this sense, the sentences Her new occupa-
tion was a dream come true and She liked her
new occupation can be considered to be loose
paraphrases, in that the term liked can be judged an
acceptable, but not ideal interpretation of the more
intense metaphorical expression a dream come
true. By contrast, She hated her new occupation
cannot be plausibly regarded as more similar in
meaning than She liked her new occupation to Her
new occupation was a dream come true.
Our training dataset is divided into four main
sections:
1. Noun phrase Metaphors : My lawyer is an
angel.
2. Adjective Metaphors : The rich man had a
cold heart.
3. Verb Metaphors : She cut him down with her
words.
4. Multi-word Metaphors : The seeds of change
were planted in 1943.
All these sentences and their candidates were
manually produced to insure that for each group
we have a strong literal paraphrase, a loose lit-
eral paraphrase and two semantically related non-
paraphrases. Here “semantically related” can in-
dicate either a re-use of the metaphorical words
to express a different meaning, or an unacceptable
interpretation of the reference metaphor.
Although the paraphrases were gener-
ated freely and cover a number of possible
(mis)interpretations, we did take several issues
into account. For example, for sentiment related
metaphors two opposite interpretations are often
proposed, forcing the system to make a choice
between two sentiment poles when ranking the
paraphrases (I love my job – I hate my job for
My job is a dream). In general, antonymous
interpretations (Time passes very fast – Time is
slow for Time flies) are listed, when possible,
among the four competing choices.
Our corpus has the advantage of being suitable
for both binary classification and gradient para-
phrase judgment prediction. For the former, we
map every score over a given gradient threshold la-
bel to 1, and scores below that threshold to 0. For
gradient classification, we use all the scoring la-
bels to test the correlation between the system’s or-
dered predictions and human judgments. We will
show how, once a model has been trained for a
binary detection task, we can evaluate its perfor-
mance on the gradient ordering task.
We stress that our corpus is under development.
As far as we know it is unique for the kind of task
we are discussing. The main difficulty in build-
ing this corpus is that there is no obvious way to
collect the data automatically. Even if there were
a procedure to extract pairs of paraphrases con-
taining a metaphoric element semi-automatically,
it does not seem possible to generate alternative
paraphrase candidates automatically.
The reference sentences we chose were either
selected from published sources or created man-
ually by the authors. In all cases, the paraphrase
candidates had to be crafted manually. We tried
to keep a balanced diversity inside the corpus.
The dataset is divided among metaphorically used
Nouns, Adjectives and Verbs, plus a section of
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Multi Word metaphors. The corpus is an attempt
to represent metaphor in different parts of speech.
A native speaker of English independently
checked all the sentences for acceptability.
2.1 Collecting judgments through AMT
Originally, one author individually annotated the
entire corpus. The difference between strong and
loose literal paraphrases can be a matter of indi-
vidual sensibility.
While such annotations could be used as the
basis for a preliminary study, we needed more
judgments to build a statistically reliable annotated
dataset. Therefore we used crowd sourcing to so-
licit judgments from large numbers of annotators.
We collected human judgments on the degree of
paraphrasehood for each pair of sentences in a set
(with the reference metaphor sentence in the pair)
through Amazon Mechanical Turk (AMT).
Annotators were presented with four metaphor
- candidate paraphrase pairs, all relating to the
same metaphor. They were asked to express
a judgment between 1 and 4, according to the
scheme given above.
We collected 20 human judgments for each pair
metaphor - candidate paraphrase. Analyzing in-
dividual annotators’ response patterns, we were
able to filter out a small number of “rogue” anno-
tators (less than 10%). This filtering process was
based on annotators’ answers to some control el-
ements inserted in the corpus, and evaluation of
their overall performance. For example, an anno-
tator who consistently assigned the same score to
all sentences is classified as “rogue”.
We then computed the mean judgment for each
sentence pair and compared it with the original
judgments expressed by one of the authors. We
found a high Pearson correlation between the an-
notators’ mean judgments and the author’s judg-
ment of close to 0.93.
The annotators’ understanding of the problem
and their evaluation of the sentence pairs seem, on
average, to correspond very closely to that of our
original single annotator. The high correlation also
suggests a small level of variation from the mean
across AMT annotators. Finally, a similar corre-
lation strengthens the hypothesis that paraphrase
detection is better modeled as an ordering, rather
than a binary, task. If this had not been the case,
we would expect more polarized judgments tend-
ing towards the highest and lowest scores, instead
of the more evenly distributed judgment patterns
that we observed.
These mean judgments appear to provide reli-
able data for supervision of a machine learning
model. We thus set the upper bound for the per-
formance of a machine learning algorithm trained
on this data to be around .9, on the basis of the
Pearson correlation with the original single anno-
tator scores. In what follows, we refer to the mean
judgments of AMT annotators as our gold stan-
dard when evaluating our results, unless otherwise
indicated.
3 A DNN for Metaphor Para-
phrase Classification
For classification and gradient judgment predic-
tion we constructed a deep neural network. Its ar-
chitecture consists of three main components:
1. Two encoders that learn the representation of
two sentences separately
2. A unified layer that merges the output of the
encoders
3. A final set of fully connected layers that op-
erate on the merged representation of the two
sentences to generate a judgment.
The encoder for each pair of sentences taken as
input is composed of two parallel Convolutional
Neural Networks (CNNs) and LSTM RNNs, feed-
ing two sequenced fully connected layers. We use
an ”Atrous” CNN (Chen et al., 2016). Interest-
ingly, classical CNNs only decrease our accuracy
by approximately two points and reach a good F1
score, as Table 1 indicates.
Using a CNN (we apply 25 filters of length
5) as a first layer proved to be an efficient strat-
egy. While CNNs were originally introduced in
the field of computer vision, they have been suc-
cessfully applied to problems in computational se-
mantics, such as text classification and sentiment
analysis (Lai et al., 2015), as well as to paraphrase
recognition (Socher et al., 2011). In NLP applica-
tions, CNNs usually abstract over a series of word-
or character-level embeddings, instead of pixels.
In this part of our model, the encoder learns a more
compact representation of the sentence, with re-
duced vector space dimensions and features. This
permits the entire DNN to focus on the informa-
tion most relevant to paraphrase identification.
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The output of each CNN is passed through a
max pooling layer to an LSTM RNN. Since the
CNN and the max pooling layer perform discrim-
inative reduction of the input’s dimensions, we
can run a relatively small LSTM RNN model (20
hidden units). In this phase, the vector dimen-
sions of the sentence representation are further re-
duced, with relevant information conserved and
highlighted, particularly for the sequential struc-
ture of the data. Each encoder is completed by
two successive fully connected layers, of dimen-
sions 15 and 10 respectively, the first one having a
0.5 dropout rate.
Figure 1: Example of an encoder. Input is passed to a
CNN, a max pooling layer, an LSTM RNN, and finally
two fully connected layers, the first having a dropout
rate of .5. The input’s and output’s shape is indicated
in brackets for each layer
Each sentence is thus transformed to a 10 di-
mensional vector. To perform the final compari-
son, these two low dimensional vectors are passed
to a layer that merges them into a single vector.
We tried several ways of merging the encoders’
outputs, and we found that simple vector concate-
nation was the best option. We produce a 20 di-
mensional two-sentence vector as the final output
of the DNN.
We do not apply any special mechanism for
”comparison” or ”alignment” in this phase. To
measure the similarity of two sequences our model
makes use only of the information contained in the
merged vector that the encoders produce. We did
not use a device in the merging phase to assess
similarity between the two sequences. This allows
a high degree of freedom in the interpretation pat-
terns we are trying to model, but it also involves
a fair amount of noise, which increases the risk of
error.
The merging layer feeds the concatenated input
to a final fully connected layer. The last layer
applies a sigmoid function to produce the judg-
ments. The advantage of using a sigmoid func-
tion in this case is that, while it performs well for
binary classification, it returns a gradient over its
input, thus generating an ordering of values appro-
priate for the ranking task. The combination of
these three kinds of Neural Networks in this or-
der (CNN, LSTM RNN and fully connected lay-
ers) has been explored in other works, with inter-
esting results (Sainath et al., 2015). This research
has indicated that these architectures can comple-
ment each other in complex semantic tasks, such
as sentiment analysis (Wang et al., 2016) and text
representation (Vosoughi et al., 2016).
The fundamental idea here is that these three
kinds of Neural Network capture information in
different ways that can be combined to achieve
a better global representation of sentence input.
While a CNN can reduce the spectral variance of
input, an LSTM RNN is designed to model its se-
quential temporal dimension. At the same time,
an LSTM RNN’s performance can be strongly im-
proved by providing it with better features (Pas-
canu et al., 2014), such as the ones produced by
a CNN, as happens in our case. The densely con-
nected layers contribute a clearer, more separable
final vector representation of one sentence.
To encode the original sentences we used
Word2Vec embeddings pre-trained on the very
large Google News dataset (Mikolov et al., 2013).
We used these embeddings to create the input se-
quences for our model.
We take as a baseline for evaluating our model
the cosine similarity of the sentence vectors, ob-
tained through combining their respective pre-
trained lexical embeddings. This baseline gives
very low accuracy and F1 scores.
4 Binary Classification Task
As discussed above, our corpus can be applied to
model two sub-problems: binary classification and
paraphrase ordering.
To use our corpus for a binary classification task
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Model Accuracy F1
Baseline (cosine similarity) 50.8 10.1
Our model 75.2 74.6
Encoders without LSTM 64.4 64.9
Encoders without ACNN 62.6 61.5
Using CNN instead of ACNN 61.0 61.6
ACNN with 10 filters 73.4 71.7
LSTM with 10 filters 72.3 70.6
Merging via multiplication 53.4 69.6
Aligner 49.4 61.6
Aligner + our model 73.4 75.
Table 1: Accuracy for different versions of the model,
and the baseline. Each version ran on our standard
train and test data, without performing cross-validation.
We use as a baseline the cosine similarity between the
mean of the word vectors composing each sentence.
we map each set of five sentences into a series of
pairs, where the first element is the metaphor we
want to interpret and the second element is one of
its four literal candidates.
Gradient labels are then replaced by binary
ones. We consider all labels higher than 2 as pos-
itive judgments (Paraphrase) and all labels less
than or equal to 2 as negative judgments (Non-
Paraphrase), reflecting the ranking discussed in
Section 2. We train our model with these labels
for a binary metaphor paraphrase detection task.
Keeping the order of the input fixed (we will
discuss this issue below), we ran the training phase
for 15 epochs.
We reached an average accuracy of 67% for 12
fold cross-validation.
Interestingly, when trained on the pre-defined
training set only, our model reaches the higher ac-
curacy of 75%.
We strongly suspect that this discrepancy in per-
formance is due to the small training and test sets
created by the partitions of the 12 fold cross vali-
dation process.
In general, this task is particularly hard, both be-
cause of the complexity of the semantic properties
involved in accurate paraphrase (see 4.1), and the
limited size of the training set. It seems to us that
an average accuracy of 67% on a 12 fold partition-
ing of training and test sets is a reasonable result,
given the size of our corpus.
We observe that our architecture learned to rec-
ognize different semantic phenomena related to
metaphor interpretation with a promising level of
accuracy, but such phenomena need to be repre-
sented in the training set.
In light of the fact that previous work in this
field is concerned with single verb paraphrase
ranking (Bollegala and Shutova, 2013), where
the metaphorical element is explicitly identified,
and the candidates don’t contain any syntactic-
semantic expansion, our results are encouraging.3
Although a small corpus may cause instability
in results, our DNN seems able to generalize with
relative consistency on the following patterns:
• Sentiment. My life in California was a night-
mare – My life in California was terrible. Our
system seems able to discriminate the right
sentiment polarity of a metaphor by picking
the right paraphrase, even when some can-
didates contain sentiment words of opposite
polarity, which are usually very similar in a
distributional space
• Non metaphorical word re-use. Our sys-
tem seems able, in several cases, to discrim-
inate the correct paraphrase for a metaphor,
even when some candidates re-use the words
of the metaphor to convey a (wrong) literal
meaning. My life in California was a dream
– I lived in California and had a dream
• Cases of multi-word metaphor Although
well represented in our corpus, multi-word
metaphors are in some respects the most dif-
ficult to correctly paraphrase, since the inter-
pretation has to be extended to a number of
words. Nonetheless, our model was able to
correctly handle these in a number of situa-
tions. You can plant the seeds of anger – You
can act in a way that will engender rage
However, our model had trouble with several
others cases.
It seems to have particular difficulty in discrim-
inating sentiment intensity, with assignment of
higher scores to paraphrases that value the sen-
timent intensity of the metaphor, which creates
problems in several instances. Also, cases of
metaphoric exaggeration (My roommate is a sport
maniac – My roommate is a sport person), nega-
tion (My roommate was not an eagle – My room-
mate was dumb.) and syntactic inversions pose
difficulties for our models.
We found that our model is able to abstract over
specific patterns, but, predictably, it has difficulty
in learning when the semantic focus of an interpre-
tation consists in a phrase that is under represented
in the training data.
3It should be noted that Bollegala and Shutova (2013) em-
ploy an unsupervised approach.
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In some cases, the effect of data scarcity can
be observed in an ”overfit weighting” of specific
terms. Some words that were seen in the data only
once are associated with a high or low score inde-
pendently of their context, degrading the overall
performance of the model. We believe that these
idiosyncrasies, can be overcome through training
on a larger data set.
4.1 The gray areas of interpretation
We observe that, on occasion, the model’s errors
fall into a gray area between clear paraphrase and
clear non-paraphrase. Here the correctness of a
label is not obvious.
These cases are particularly important in
metaphor paraphrasing, since this task requires an
interpretative leap from the metaphor to its literal
equivalent. For example, the pair I was home
watching the days slip by from my window – I
was home thinking about the time I was wasting
can be considered as a loose paraphrase pair. Al-
ternatively, it can be regarded as a case of non-
paraphrase, since the second element introduces
some interpretative elements (I was thinking about
the time) that are not in the original.
In our test set we labeled it as 3 (loose para-
phrase), but if our system fails to label it correctly
in a binary task, it is not entirely clear that it is
making an error. For these cases, the approach
presented in the next section is particularly useful.
5 Paraphrase Ordering Task
The high degree of correlation we found between
the AMT annotations and our single annotator’s
judgments indicate that we can use this dataset
for an ordering task as well. Since the human
judgments we collected about the “degree of para-
phrasehood” are quite consistent, it is reasonable
to pursue a non-binary approach.
Once the DNN has learned representations for
binary classification, we can apply it to rank the
sentences of the test set in order of similarity.
We apply the sigmoid value distribution for the
candidate sentences in a set of five (the reference
and four candidates) to determine the ranking.
To do this we use the original structure of our
dataset, composed of sets of five sentences. First,
we assign a similarity score to all pairs of sen-
tences (reference sentence and candidate para-
phrase) in a set. This is the similarity score learned
in the binary task, so it is determined by the sig-
moid function applied on the output.
The following is an example of an ordered set
with strong correlation between the model’s pre-
dictions (marked in bold) and our annotations
(given in italics)
• The candidate is a fox
– 0.13 1 The candidate owns a fox
– 0.30 2 The candidate is stupid
– 0.41 3 The candidate is intelligent
– 0.64 4 The candidate is a cunning person
We compute the average Pearson and Spearman
correlations on all sets of the test corpus, to check
the extent to which the ranking that our DNN pro-
duces matches our mean crowd source human an-
notations.
While Pearson correlation measures the rela-
tionship between two continuous variables, Spear-
man correlation evaluates the monotonic relation
between two variables, continuous or ordinal.
Since the first of our variables, the model’s
judgment, is continuous, while the second one, the
human labels, is ordinal, both measures are of in-
terest.
We found comparable and meaningful correla-
tions between mean AMT rankings and the order-
ing that our model predicts, on both metrics. On
the balanced training and test set, we achieve an
average Pearson correlation of 0.75 and an aver-
age Spearman correlation of 0.68. On a twelve
fold cross-validation frame, we achieve an average
Pearson correlation of 0.55 and an average Spear-
man correlation of 0.54. We chose a twelve fold
cross-validation because it is the smallest partition
we can use to get meaningful results. We conjec-
ture that the average cross fold validation perfor-
mance is lower because of the small size of the
training data in each fold. These results are dis-
played in Table 2.4
These correlations indicate that our model
achieves an encouraging level of accuracy in pre-
dicting our gradient annotations for the candidate
sentences in a set when trained for a binary classi-
fication task.
This task differs from the binary classification
task in several important respects. In one way,
4As discussed above, the upper bound for our model’s per-
formance can be set at 0.9, the correlation between our single
annotator’s and the mean crowd sourced judgments.
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it is easier. A non-paraphrase can be misjudged
as a paraphrase and still appear in the right or-
der within a ranking. In another sense, it is more
difficult. Strict paraphrases, loose paraphrases,
and various kinds of semantically similar non-
paraphrases have to be ordered in accord with hu-
man judgment patterns, which is a more complex
task than simple binary classification.
We should consider to what extent this task is
different from a multi-class categorization prob-
lem. Broadly, multi-class categorization requires
a system for linking a pair of sentences to a spe-
cific class of similarity. This is dependent upon
the classes defined by the annotator and presented
in the training phase. In several cases determin-
ing these ranked categories might be problem-
atic. A class corresponding to our label ”3”, for
example, could contain many different phenom-
ena related to metaphor paraphrase: expansions,
reformulations, reduction in the expressivity of
the sentence, or particular interpretations of the
metaphor’s meaning. Our way of formulating the
ordering task allows us to overcome this problem.
A paraphrase containing an expansion and a para-
phrase involving some information loss, both la-
beled as ”3”, might have quite different scoring,
but they still fall between all ”2” elements and all
”4” elements in a ranking.
We can see that our gradient ranking system
provides a more nuanced view of the paraphrase
relation than a binary classification.
Consider the following example:
• My life in California was a dream
– 0.03 1 I had a dream once
– 0.05 2 While living in California I had a
dream
– 0.11 3 My life in California was nice, I
enjoyed it
– 0.58 4 My life in California was abso-
lutely great
The human annotators consider the pair My life
in California was a dream – My life in California
was nice, I enjoyed it as loose paraphrases, while
the model scored it very low. But the difference
in sentiment intensity between the metaphor and
the literal candidate renders the semantic relation
between the two sentences less than perspicuous.
Such intensity is instead present in My life in Cal-
ifornia was absolutely great, marked as a more
valid paraphrase (score 4).
Measure 12-fold value Baseline
Accuracy 67 51
Pearson correlation 0.553 0.151
Spearman correlation 0.545 0.113
Table 2: Accuracy and ranking correlation for Twelve
Fold Cross-Validation. It can be seen that the simple
cosine similarity between the mean vectors of the two
sentences, which we use as baseline, returns a low cor-
relation with human judgments.
On the other hand, it is clear that in the choice
between While living in California I had a dream
and My life in California was nice, I enjoyed it,
the latter is a more reasonable interpretation of the
metaphor.
The annotators relative mean ranking has been
sustained by our model, even if its absolute scor-
ing involves an error in binary classification.
The correlation between AMT annotation or-
dering and our model’s predictions is a by-product
of supervised binary learning. Since we are re-
using the predictions of a binary classification
task, we consider it a form of transfer learning
from a supervised binary context to an unsuper-
vised ordering task. In this case, our corpus al-
lows us to perform double transfer learning. First,
we used pretrained word embeddings trained to
maximize single words’ contextual similarity, in
order to train on a supervised binary paraphrase
dataset. Then, we use the representations acquired
in this way to perform an ordering task for which
the DNN had not been trained.
The fact that ranked correlations are sustained
through binary paraphrase classification is not an
obvious result. In principle, a model trained on
{0,1} labels could ”polarize” its scores to the point
where no meaningful ordering would be available.
Had this happened, a good performance in a bi-
nary task would actually conceal the loss of im-
portant semantic information. The fact that there
is no necessary connection between binary classi-
fication and prediction of gradient labels, and that
an increase in one can even produce a loss in the
other, is pointed out in Xu et al. (2015), who dis-
cuss the relation of paraphrase identification to the
recognition of semantic similarity.
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6 The Nature of the Metaphor In-
terpretation Task
Although this task resembles a particular case of
paraphrase detection, in many respects it is some-
thing different. While paraphrase detection con-
cerns learning content identity or strong cases of
semantic similarity, our task involves the interpre-
tation of figurative language.
In a traditional paraphrase task, we should
maintain that “The candidate is a fox” and “The
candidate is cunning” are invalid paraphrases.
First, the superficial informational content of the
two sentences is different. Second, without fur-
ther context we might assume that the candidate is
an actual fox. We ignore the context of the phrase.
In this task the frame is different. We assume
that the first sentence contains a metaphor. We
summarize this task by the following question.
Given that X is a metaphor, which one of the
given candidates would be its best literal interpre-
tation?
We trained our model to move along a similar
learning pattern. This training frame can produce
the apparent, but false paradox that two acceptable
paraphrases such as The Council is on fire and The
Council is burning are assigned a low score by our
model. If the first element is a metaphor, the sec-
ond element is, in fact, a bad literal interpretation.
A higher score is correctly assigned to the candi-
date People in the Council are very excited.
7 Conclusions
We present a new kind of corpus to evaluate
metaphor paraphrase detection, following the ap-
proach presented in Bizzoni and Lappin (2017) for
paraphrase grading, and we construct a novel type
of DNN architecture for a set of metaphor inter-
pretation tasks. We show that our model learns an
effective representation of sentences, starting from
the distributional representations of their words.
Using word embeddings trained on very large cor-
pora proved to be a fruitful strategy. Our model is
able to retrieve from the original semantic spaces
not only the primary meaning or denotation of
words, but also some of the more subtle semantic
aspects involved in the metaphorical use of terms.
We based our corpus’ design on the view that
paraphrase ranking is a useful way to approach the
metaphor interpretation problem.
We show how this kind of corpus can be used
for both supervised learning of binary classifica-
tion, and for gradient judgment prediction.
The neural network architecture that we pro-
pose encodes each sentence in a 10 dimen-
sional vector representation, combining a CNN,
an LSTM RNN, and two densely connected neu-
ral layers. The two input representations are
merged through concatenation and fed to a series
of densely connected layers.
We show that such an architecture is able, to an
extent, to learn metaphor-to-literal paraphrase.
While binary classification is learned in the
training phase, it yields a robust correlation in the
ordering task through the softmax sigmoid distri-
butions generated for binary classification. The
model learns to classify a sentence as a valid or in-
valid literal interpretation of a given metaphor, and
it retains enough information to assign a gradient
value to sets of sentences in a way that correlates
with our crowd source annotation.
Our model doesn’t use any ”alignment” of the
data. The encoders’ representations are simply
concatenated. This gives our DNN consider-
able flexibility in modeling interpretation patterns.
It can also create complications where a simple
alignment of two sentences might suffice to iden-
tify a similarity. We have considered several possi-
ble alternative versions of this model to tackle this
issue.
In future we will expand the size and variety of
our corpus. We will perform a detailed error anal-
ysis of our model’s predictions, and we will further
explore different kinds of neural network designs
for paraphrase detection and ordering. Finally, we
intend to study this task “the other way around” by
detecting the most appropriate metaphor to para-
phrase a literal reference sentence or phrase.
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