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COMPUTING THE P-ADIC LOGARITHM IN THE QUADRATIC
EXTENSIONS OF QP
ABSOS ALI SHAIKH1 AND MABUD ALI SARKAR2
Abstract. The main objective of this paper is to compute the images of the quadratic field
extensions of the p-adic field Qp under the p-adic logarithmic series induced by 1-dimesional
multiplicative formal group law. We have developped the formal group law theory and added
few new results. Finally and more importantly we have computed p-adic logarithm on the 7
quadratic extensions of the 2-adic feild Q2 and 3 quadratic extensions of the Qp for p ≥ 3.
1. Introduction
Consider the field Qp of p-adic numbers, the completion of the rational field Q. The ring of
integers of Qp is the field Zp, its maximal ideal pZp and the residue field Zp/pZp denoted by Fp
and which is just the familiar finite field with p elements, also written as Z/pZ.
Let K be a finite extension of the p-adic field Qp, then it has ring of integers O = OK,
definable as integral closure in K of Zp. If [K : Qp] = n, then OK is a Zp-module of rank n
and it is actually a free Zp-module. This O has its unique maximal ideal m = mK , which may
be defined as the integral closure of pZp in K. The field OK/mK is called the residue field of
K or of O and it is denoted by κK .
We also have the standard p-adic additive valuation vp : Qp → Z∪{∞}, measuring divisibility
by p, so that any non-zero z ∈ Qp may be written as z = pvp(z)z0, with z0 ∈ Zp \ pZp. This
set, Zp \ pZp, is usually called the “units” of Zp: the elements with reciprocal also in Zp. It is
frequently denoted by Z×p .
We extend the valuation vp on Qp to the finite extension K denoted by v = Vp that makes
Vp(z) = vp(z) whenever z ∈ Qp by the following formula
Vp(λ) =
1
[K : Qp]
vp
(
NQKp (λ)
)
,
where NQKp is the field-theoretic norm, the multiplicative mapping from K× to Qp. We can
check that the restrition of Vp to Qp is the original valuation vp.
0
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The essential properties of v = Vp are summed up in
v(z) ∈ Q ∪ {∞},
v(zw) = v(z) + v(w),
v(z + w) ≥ min{v(z), v(w)}.
Once we have defined v = Vp, there is another characterization of OK and mK , namely OK =
{z ∈ K : v(z) ≥ 0} and mK = {z ∈ K : v(z) > 0}.
The valuation group of a local field K is the additive group Vp(K
×) ⊂ Q. Let us denote
this group by V (K). If Qp ⊂ K ⊂ L is a chain of finite extensions of Qp, then we have
Z ⊂ V (K) ⊂ V (L). Then the ramification index of L over K is the number [V (L) : V (K)], the
group theoretic index. It is denoted by eLK . We will omit the subscript and superscripts often.
Under the same hypotheses on K and L, we can show that there is a natural homomorphism
from κK to κL, which may be considered an inclusion, so that we can speak on the number
[κL : κK ], the residue field extension degree. It is usually denoted by f
L
k and we omit the
subscripts and super-scripts and simply write f . Both the ramification index and the residue
field extension degree are functorial in the sense that if Qp ⊂ K ⊂ E ⊂ L are fields with
[L : Qp] <∞, then
eLK = e
L
Ee
E
K and f
L
K = f
L
Ef
E
K .
And we have an important theorem saying that if [L : K] = n <∞, then ef = n. As a result,
if e = n, then we call the extension as totally ramified and if f = n we call the extension as
unramified, just opposite of the previous extension.
The whole paper is oriented in the following way. In section 1, the introduction is given. In
section 2, we have studied formal group laws and few results while in section 3 we have studied
the valuation function and found few original results. Finally and more importantly, in section
4 we have studied the quadratic extensions of p-adic field Qp with producing mains results of
the papers using the concepts of previous three sections. Finally we have given conclusion.
2. Formal Group Laws and Results
Definition 2.1. [1] A one dimensional formal group law over a ring R is a power series
F (X, Y ) ∈ R[[X, Y ]] having the properties
(i) F (X, Y ) = X + Y + higher degree term,
(ii) F (X,F (Y, Z)) = F (F (X, Y ), Z).
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The formal group law F is called commutative if F (X, Y ) = F (Y,X). As long as R has no
elements that are both torsion and nilpotent, the commutativity property follows immediately.
For a formal group law F over a ring R, the identity and inverse axiom hold, i.e., F (X, 0) = X
and F (0, Y ) = Y, and there is a unique power series ι(t) ∈ R[[t]] such that F (X, ι(X)) =
F (ι(Y ), Y ). Next we discuss maps between formal group laws.
Definition 2.2. Let F, F ′ be two formal group laws over the ring R. A homomorphism φ :
F → F ′ over R is a power series having no constant term φ(t) ∈ R[[t]] satisfying
φ(F (X, Y )) = F ′(φ(X), φ(Y )).
If further there exists another homomorphism ψ ∈ R[[t]], ψ : F → F ′ such that
φ(ψ(t)) = ψ(φ(t)) = t,
then we say that F and F ′ are isomorphic over R where φ is an isomorphism over R.
The formal logarithmic series induced by the formal group law F over Ok is defined by
Log(t) = logF (t) = logp(1 + t) = t+
b2
2
t2 +
b3
3
t3 + · · · , bi ∈ Ok.
Now we selectively consider the one dimentional multiplicative formal group law M(x, y) =
x + y + xy over the ring of integers Ok. Then this formal group law M induces a logarithmic
series L satisfying
(i) L(x) = x+ · · · ∈ ok[[x]],
(ii) L(M(x, y)) = L(x) + L(y),
which we call as the p-adic logarithm and is defined by
L(x) = Log(x) = logM(x) = logp(1 + x) = x−
x2
2
+
x3
3
− · · · .
Lemma 2.1. Let K be a finite extension of Qp, with ring of integers O = OK and maximal
ideal m = mK . Let also F be a formal group over O. Then the set m becomes a group under
the formal group law F , where the law of combination is α +F β = F (α, β).
Proof. Using the fact that the completeness of the maximal ideal m gurantees that the infinite
series with respect to the formula F (α, β) will be convergent, the proof follows. 
Under the hypotheses of the preceding Lemma, an O-endomorphism is a series φ(x) ∈ O[[x]]
with no constant term that satisfies the condition φ(F (x, y)) = F (φ(x), φ(y)). The set of all
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this is denoted by EndO(F ). According to the definition of formal group, there is a series
ιF (x) ∈ O[[x]] such that F (ιF (x), x) = 0. We check that ιF ∈ EndO(F ).
Indeed the set of O-endomorphisms of F is in fact a ring, with addition φ(x) +F ψ(x) and
multiplication φ ◦ ψ. There is nothing guaranteeing that this multiplication is commutative,
and in fact it is usually non-commutative in characteristic p > 0. But in our model field Qp of
characteristic 0, the above composition law is commutative and in fact, it is a theorem.
We may also map n→ [n]F the ordinary integers Z into the ring of endomorphisms EndO(F )
defined by the following recursive relation:
(i) [0]F = 0 and for n ≥ 0, [n+ 1]F (x) = F ([n]F (x), x),
(ii) [n]F = ιF ◦ [−n]F , if n < 0.
This map is infact a ring homomorphism. Now for the logarithmic series L induced from the
formal group F satisfies LF ([n]F (x)) = nLF (x), for n ∈ Z. We may substitute any element of
m. This holds true, in particular, for F =M, our formal group M(x, y) = x+ y + xy.
The relation between M and the multiplicative group 1 + m giving the following surprising
results:
Lemma 2.2. We have the following easy consequences,
(i) M(−2,−2) = [2]M(−2) = 0.
(ii) L(−2) = 0.
(iii) L(2) = 0.
(iv) M(2, 2) = [2]M(2) = 0.
Proof. Hardly needs a proof, we can see these at glance as follows:
(i) We have the formal group lawM(x, y) = x+y+xy. Then,M(−2,−2) = −2−2+4 = 0.
(ii) It follows from (i).
(iii) 2L(2) = L([2](−2)) = 0.
(iv) It follows from (iii).

3. Newton polygon, Copolygon or valuation function and results
In this section we have studied the valuation function which may be known as Newton
copolygon because its graph is in some sense dual diagram of Newton polygon. Let us remember
when z and w are elements of Qp or indeed of any non-Archimedean ring, and if |z| > |w|, then
|z + w| = |z|. In other words, if v(z) < v(w), then v(z + w) = v(z).
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The above principle extends to sums of many terms: if in the sum z1 + z2 + · · ·+ zn, one of
the sums (say zm) has v-value than all the others, then v(z1 + z2 + · · ·+ zn) = v(zm). This is
even true for infinite sums, so long as the associated series is convergent.
Lets look at some specific polynomials over Qp. first, consider the monomial f(x) = px
2, as
a function into which we may make substitutions for the variable x. When β is an element
of Qp or some algebraic extension of this, with v(β) = b, then valuation, v(f(β)) = 2b + 1,
without exception. Now look at the binomial expression, say f(x) = p2−px2, and substitute β
for x here. Then the v-value of the first monomial is 2, while the v-value of the second is again
2b + 1, assumng b = v(β). When one of the numbers 2 and 2b + 1 is smaller than the other,
that is the v-value of f(β). Since 2 = 2b+1 exactly when b = 1
2
, when v(β) < 1
2
, 2b+1 < 2 and
v(f(β)) = 2b+ 1 = 2v(β) + 1, while when v(β) > 1
2
, then 2 < 2b+ 1 and v(f(β)) = 2. Indeed,
for β =
√
p, we know that the f(β) = 0, so has infinite v-value. Let us look at the following
graphs of valuation functions:
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Figure 3.1. Valuation function of p2 − px2
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Figure 3.2. Valuation function of p2 + p2x− px2
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In Figure 1, We have drawn exactly the behavior we have described in the preceding discus-
sion; in Figure 2, we have added the monomial to give the polynomial f(x) = p2 + p2x− px2.
In these pictures, we have labeled the horizontal axis ξ instead of x and vertical axis η instead
of y. In terms of these, both the valuation functions are the same, we call them as ψf , and
we see that ψf (ξ) = 2ξ + 1 if ξ ≤ 12 , while ψf(ξ) = 2 if ξ ≥ 12 . Our point in looking at the
polynomial p2 + p2x− px2 is to emphasize the following result:
Theorem 3.1. Every monomial of polynomial do not have an effect on the valuation function.
Proof. The selective proof is accumulated in the above discussion. 
Indeed, we see that the valuation functions graph is the boundary of the unbounded convex
polygon ∩m≥0{(ξ, η) : η ≤ v(cm) +mξ} if the polynomial is f(x) =
∑
m≥0 cmx
m. That is, there
is a convex body described as the intersection of half-planes, and the valuation function’s graph
is the boundary of this body. Let us, then, make a formal definition:
Definition 3.1. Let K be a finite extension of Qp, with additive valuation v = Vp, and
let 0 6= 0f(x) = ∑∞m=0 cmxm ∈ K[[x]]. For each m ≥ 0, let Hm be the closed half-plane
Hm = {(ξ, η) ∈ R2 : η ≤ mξ + v(cm)}. Let ψ be the closed convex set ∩mHm. Finally, if ψ is
not empty, we define ψf to be the real-valued function whose graph is the boundary of ψ. This
ψf is the valuation function of f .
The domain of ψf is a closed subset of R. Few examples are given. At first, if f is a
polynomial, then the domain of ψf is the whole of R. But if f(x) =
∑∞
0 x
m, so that every
v(cm) = 0, then you see that ψ is the whole 4
th quadrant of (ξ, η)-space, and the domain of
ψf is the closed half-line [0,∞). Consider, however, the series f(x) =
∑
m≥1 p
−m2xm. then Hm
is the half-plane to the right of the line η = mξ − m2, whose ξ-intercept is the point (m, 0).
We see in this case that the intersection of the half-planes Hm is empty. There is a connection
between the domain of ψf and the set of α in an algebraic closure of K for which the series
f(α) is convergent.
For our purposes, the most important series to construct the valuation function for the
logarithm L induced by the one-dimensional formal group M(x, y) = x + y + xy, i.e., L(x) =
LogM(x) = log(1 + x) = −
∑
n≥1
(−x)n
n
, which we have been considering in this paper.
Theorem 3.2. The only monomials that affect the graph of ψL are those of degree p
s, for all
s ≥ 0.
COMPUTING THE P-ADIC LOGARITHM IN THE QUADRATIC EXTENSIONS OF QP 7
Proof. We instantly see that the lines η = psξ − s have segments on the boundary of ψ and
others don’t have. This demonstrate the proof. 
Now we will present an important theorem on the valuation function of the p-adic logarithm
obtained from formal group. This theorem have been used in section 4.
Theorem 3.3. Let L be the logarithm of the formal group M(x, y) = x+ y + xy, defined over
Qp, and let ψ be its valuation function. Then the graph of ψ has the only vertices(
1
ps−1(p− 1) ,
1
p− 1 + 1− s
)
, s ≥ 1.
Proof. The rightmost segment, extending infinitely to the right, is given by η = ξ, while to its
left, the second segment is given by η = pξ − 1, so that their intersection point is
(
1
p−1 ,
1
p−1
)
.
This verifies our claim for s = 1.
For general s, we need the intersection of η = psξ − s and η = ps+1ξ − s − 1. The first
coordinate is 1
ps−1(p−1) and the second coordinate directly come from this. 
4. Qudratic extensions of Qp and results
This section is the main goal of this paper. The seven quadratic extensions of Q2 are Q2(
√
d)
for d = −6,−3,−2,−1, 2, 3, 6. Each of these has multiple equally-good descriptions, for instance
Q2(
√−3) = Q2(
√
5). Of these seven, Q2(
√−3) is the unramified extension and Q2(
√−1) is
the extension with additional 2-power roots of unity.
Now for prime p > 2, Qp has three quadratic extensions Qp(
√
p), Qp(
√
n), Qp(
√
np). Par-
ticularly for p = 3, Q3 has three quadratic extensions Q3(
√
3), Q3(
√−3) and Q3(
√−1). The
later one is the only unramified extension while the other two are ramified extensions. Let us
introduce some notations. Cn refers the cyclic group of order n. We can think of it as the
additive group Z/nZ, but in many cases, the group will be written multiplicatively. Next, k is
any finite extension of Q2, the ring of integers in k is denoted o and the maximal ideal of thsi
ring is denoted by m. The residue class field o/m is denoted by κ.
Lemma 4.1. Let k be a finite extension of Q2. Then the Log series is convergent on the
maximal ideal m and maps the set 2m onto itself in one-to-one way.
Proof. We have discussed before that the logarithm is convergent throughout the maximal ideal.
For the second claim, looking at the power series
L(x) = 1
2
Log(2x) = x− x2 + 4x
3
3
− 2x4 + 16x
5
5
− 16x
6
3
+ · · · ,
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whose coefficients are all in Z2. Since L has its first-degree coefficient in Z×2 , the units of Z2, it
has an inverse power series, L−1 = x + x2 + · · · ∈ Z2[[x]], of course we know that this inverse
function is 1
2
(exp(2x)− 1). This inverse function is also convergent for xm. Thus we have two
series in Z2[[x]], inverse to each other and thus Log is one-to-one and onto 2m. 
Lemma 4.2. The image of 4Z2 under 2-adic logarithm L is 4Z2. Furthermore, if z = 2
mu
for a 2-adic unit u and with m ≥ 2, then L(z) = 2mu′ for a 2-adic unit u′. In other words, if
v2(z) ≥ 2, then v2(L(z)) = v2(z).
Proof. Applying Lemma (4.1) the proof follows. This Lemma says that L maps 2 · 2Z2 onto
itself in a one-to-one fashion. 
Lemma 4.3. For p > 2, the Qp-series
1
p
L(px) has all coefficients in Zp and all but first degree
coefficients are in pZp.
Proof. Writing out the series
1
p
L(px) = x− px
2
2
+
p2x3
3
− · · · ,
and looking at the denominator, the n-th denominator in the coefficient has vp(n) ≤ logp(n),
while the numerator has vp(p
n−1) = n− 1. Since, for p > 2 and n > 1, we have the inequality
n > logp(n) + 1, the result follows. 
Lemma 4.4. Let p be a prime greater than 2. Then the image of pZp under the p-adic logarithm
is pZp. Furthermore, if z = p
mu for a p-adic unit u with m ≥ 1, then L(z) = pmu′ for a p-adic
unit u′. In other words, if vp(z) ≥ 1, then vp(L(z)) = vp(z).
Proof. Applying previous Lemma (4.3), the result follows. 
Lemma 4.5. Let k be a quadratic extension of Q2, its ring of integers o, and the maximal ideal
of that m = pio. Then, in the additive group o, the subgroup o/2o has order 4, and the factor
group o/2o has the structure C2 ⊕ C2. The same is true of the groups m and 2m. Under the
formal group addition +M, the subgroup 2m of m still has index 4.
Proof. Using the structure theorem of finitey generated module over a principal ideal domain,
we see that a finitely generated module over Z2 will have the decomposition Z
m
2 ⊕ F , where
the first part Zm2 is the free part, which is torsion free and F is direct sum of modules of the
form Z2/2
mZ2, which is torsion group. Thus o ∼= Zm2 for some m, the maximal cardinality of a
Z2- linearly independent subset of o. But such a set is also a basis of the quadratic extension
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k over Q2.
Thus we have o/2o ∼= Z22/2Z22 ∼= (Z2/2Z2)2, the second relation can be proved using the function
f : Z22 → (Z2/2Z2)2 with kernel (2Z2)2. Also C22 = (Z2/2Z2)2 and hence o/2o ∼= C22 ∼= C2⊕C2.
This proves the first assertion. Now if m = pio, then multiplication by pi is a Z2-homomorphism
from o onto pio and next assertion follows.
The structure of m under the addition +Mmay be different to the familiar additive structure,
but at least 2m is still a subgroup of m of index four. For, if k is ramified extension over Q2,
then m = pio, m2 = pi2o, and m3 = pi · pi2o = pi · 2o, since pi2o = 2o. Then [piio : pii+1o] = 2, for
i ≥ 0, because o/pio = o/m = κ = F2.
If k is an unramified extension of Q2, we take the basis {1, ω} of o over Z2, where ω is the
primitive cube root of unity, i.e., 1 + ω + ω2 = 0. Then,
2 +M 2ω = 2 + 2ω + 4ω ≡ 2 + 2ω (mod 4o).
Now,


For, z = 2, 2 +M 2 =M(2, 2) ≡ 0 (mod 4o),
F or, z = 2ω, 2ω +M 2ω =M(2ω, ω) ≡ 0 (mod 4o),
F or, z = 2 + 2ω, (2 + 2ω) +M (2 + 2ω) =M(2 + 2ω, 2 + 2ω) ≡ 0 (mod 4o).
Thus we get z+Mz ≡ 0 (mod 4o) and hence the factor group o/2o has the structure C2⊕C2. 
We will use the above two lemmas to analyse Log(m) in all seven quadratic extensions of Q2.
Lemma 4.6. Every nonzero element of Q2 is congruent, multiplicatively modulo squares, to one
of ±6,±3,±2,±1. Accordingly, the seven quadratic extensions of Q2 is obtained by adjoining the
square roots of ±6,±3,±2,±1, respectively. All these extensions except Q2(
√−3) are ramified.
Proof. We see that among the units, i.e., elements of the form 1 + 2z, for z ∈ Z2, ±1,±3
represents all numbers modulo squares. Every nonunit is congruent modulo squares either to a
unit or to a number of form 2u for u a unit. The numbers 2u are congruent to one of 2 · (±1),
2 · (±3). The minimal polynomials for ±6 and ±2 are X2 ∓ 6 and X2 ∓ 2 respectively, all of
which are Eisenstein and hence these yield ramified quadratic extensions of Q2. For, Q2(
√−1)
is ramfied as the minimal polynomial for i−1 is (X+1)2+1 = X2+2X+2, which is Eisenstein.
Similarly the minimal polynomial for
√
3− 1 is (X + 1)2 − 3 = X2 + 2X − 2, which is also an
Eisenstein polynomial. Thus both are ramified. On the other hand, the minimal polynomial for
ω = −1+
√−3
2
is X2+X+1, which makes it clear that the residue field in the case of Q2(
√−3) is
F4, which is the quadratic extension of F2. Therefore the extension Q2(
√−3) is unramified. 
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Lemma 4.7. Take K = Q2, o = Z2, m = 2Z2, pi = 2. Then L(2o) = Log(2o) = Log(2m) =
2m = 4o.
Proof. We must show that if z ∈ 2Z2, then L(z) ∈ 4Z2; and that if w ∈ 4Z2, then there is
z ∈ 2Z2 with L(z) = w.
We start with z ∈ 2Z2. We also know that if z ∈ 4Z2, then L(z) ∈ 4Z2, by Lemma (3.2),
so that we need to consider only the case where z ≡ 0( mod 2) but z 6≡ 0( mod 4): in other
words, z ≡ 2( mod 4). Now consider w = z +M (−2) = z − 2 − 2z ≡ z − 2 ≡ ( mod 4). We
have L(w) ∈ 4Z2 by Lemma (3.1), and at the same time L(w) = L(z) +L(−2) = L(z) because
L(−2) = 0. So L(z) ∈ 4Z2.
The other direction is trivial: if w ∈ 4Z2, then w = L(z) for z ∈ Z2, and since 4Z2 ⊂ 2Z2,
we are done.

Second proof: What is to be proved is that Log(2Z2) = Log(4Z2). What the proof depends
on is the fact that Log(2) = 4u for u a Z2-unit, in other words, that v2(Log(2)) = 2. For this,
do a direct computation using the series expansion for Log: the first two terms, 2 and −22/2,
cancel each other, and the most interesting one is −24/4 = −4. All other terms have v2-value
at least 3, so the claim about v2(Log(2)) is verified.
Now suppose v(z) = 1, then z+M2 = z+2+2z, in which z ≡ 2( mod 4) so that v(z+2) ≡ 0(
mod 4), and hence it follows that v(z+M2) ≥ 2. Now, we have Log(z) = Log(z+M2)−Log(2),
in which both elements on the right-hand side have v-value 2, so that their difference on the
left has v-value ≥ 2.
Third proof: Suppose z ∈ Z2 with v(z) = 1. Then we get z +M (−2) = z − 2 − 2z,
so that again z − 2 ≡ −2 ≡ 2( mod 4), showing that v(z +M (−2)) ≥ 2. Once again,
Log(z) = Log(z +M (−2))− Log(−2) = Log(z +M (−2)) ≥ 2.
Now, in case k is quadratic ramified over Q2, with ring of integers o and maximal ideal
m = pio, we have the chain of multiplicative subgroups of 1 +m:
1 + 2m = 1 + pi2m = 1 + pi3o ⊂ 1 + pim = 1 + pi2o ⊂ 1 +m = 1 + pio,
where the inclusions are strict, and each index [pim0 : pim+1o] = 2. Translating to the group
structure of m furnished by +M, we see the same inclusions:
2m = pi2m = pi3o ⊂ pim = pi2o ⊂ m = pio.
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Now we will associate here Log(pi) with Log(m). We know that Log(2m) = 2m, and since in
the +M-group structure a representative of the nonzero element of pim/2m is −2, which has
the property that Log(−2) = 0, we can say that Log(pim) = 2m.
There is another efficient method to show Log(pim) = 2m as we included in the following
Lemma.
Lemma 4.8. For the uniformizer pi ∈ Q2, we have Log(pim) = 2m.
Proof. We do know that Log(2m) = 2m. An element of pim either has v-value 1 or greater; in
the latter case, it will be in 2m. So, let’s take z ∈ pim, in other words, v(z) ≥ 1. We need only
consider the case of equality, v(z) = 1. Now, as above, v(z/2) = 0, so that z/2 ≡ 1( mod m).
(Here we use the fact that the residue-class field is F2 = Z/2Z.) And of course −2/2 = −1 ≡ 1(
mod m). Thus (z − 2)/2 ≡ 0( mod m), and z − 2 ≡ 0( mod 2m). The last congruence says
v(z − 2) ≥ 3
2
. Now we get z +M (−2) = z − 2− 2z, in which V2(z − 2) ≥ 32 and v(−2z) ≥ 2, so
that v(z +M (−2)) ≥ 32 . So we observe
Log(z) = Log(z +M (−2))− Log(−2) = Log(z +M (−2)) ≥ 3
2
,
which says that Log(z) ∈ 2m. So Log(pim) = 2m. 
In these ramified cases, thus, we need only determine Log(pi) to identify Log(m) because we
already know Log(pim) = 2m and since the group index [m : pim] is equal to 2 with respect to
the group structure furnished by +M, we can look at this as saying that the cosets of m modulo
pim are two in number, namely pim and pi +M pim and when we apply Log, these two cosets go
over to Log(pim) = 2m and Log(pi +M pim) = Log(pi) + Log(pim) = Log(pi) + 2m.
Lemma 4.9. Let d be one of {±6,±2}, and pi = √d. Then Log(pi) is one of the form upi+2z,
with a unit of Z2 and z ∈ Z2. Further, in the case d = 2, z = 0.
Proof. In most cases, we can tell vp(Log(w)) from the knowledge of vp(w), unless vp(w) is the
ξ-coordinate of a vertex of the Newton copolygon of Log. The fact that the ξ-coordinates of
the vertices of the copolygon, in the case p = 2, are all at the numbers 1
2n
for n ≥ 0 by Theorem
(3.3).
In each case under consideration here, we see that the terms pi
2
2
and pi
2
4
has v-value equal to 0.
This means that we can not ascertain the value of Log(pi) without some dit=rect calculation. We
see, however, that the first term in the series Log(pi), namely, pi, dominates. This demonstrate
the first claim.
For the special situation d = 2, we use Galois theory, looking at the Q2-automorphism of
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k = Q2(
√
2), which sends pi =
√
2 to −pi. We denote this automorphism by w → w¯. Because
the coefficients of Log all are in Q2, we have the relation Log(w¯) = Log(w) whenever w ∈ m.
In particular, Log(−pi) = Log(pi). But we claim that pi +M (−pi) = −2: indeed
pi +M (−pi) =M(pi,−pi) = pi + (−pi) + pi(−pi) = −pi2 = −2.
Now from the homomorphism property of Log, we get Log(pi) + Log(−pi) = Log(−2) = 0,
leading to the conclusion that Log(−pi) = −Log(pi). For an element α + β√2 with α, β ∈ Q2,
when w¯ = −w so that α− β√2 = −(α+ β√2), we conclude α = 0, since {1,√2} is a Q2-basis
of k. Or using Log(pi) = upi + 2z with both u and z in Z2, since the conjugate of Log(pi) is
−Log(pi) in this case, the 2-component has to be zero. 
Lemma 4.10. Let d = 3, pi = −1 +√3. Then v2(Log(pi)) = 1, and Log(pi) ∈ Z2.
Proof. The evaluation of v2(Log(pi)) is computational, and depends only on the monomials
pi − pi2
2
− pi4
4
− pi8
8
in the evaluation of the Log, since all others have v2-value ≥ 32 .
Using the relation pi2+2pi−2 = 0, we have pi2 = 2−2pi and pi4 = 4−8pi+4pi2 = 4−8pi+8−8pi =
12− 16pi. Thus pi − pi2
2
− pi4 − 4 = pi − 1 + pi − 3 + 4pi = −4 + 6pi, which has v2-value 32 . Since
v2(
pi8
8
) = 1, this term dominates, and the v-value of Log(pi) is 1.
The easest way to prove the second claim is to look at the elements of 1+m corresponding to pi
and p¯i. These are 1 + pi =
√
3 and −√3, whose quotient is −1, a number whose log is 0. Thus
pi −M p¯i = −2, and when we take logarithms, we get Log(pi) + Log(p¯i) = Log(pi) + ¯Log(pi) = 0,
so that Log(pi) is its own conjugate and hence in Q2, the fixed field of conjugation. 
Lemma 4.11. Let d = −1, pi = −1+ i. Then Log(pi) = 0. For d = −1, Log(m) has basis equal
to the basis of 2m.
Proof. The element of 1+m corresponding to pi is 1+pi = i, multiplicatively of order 4, so that
its log is 0. Therefore Log(pi) = 0. In another way, since pi = −1+ i, we have pi2+2pi = 2. Now
2Log(pi) = log(pi +M pi) = Log(pi + pi + pi
2) = Log(2pi + pi2) = Log(−2) = 0.
Next, the conclusion is just another way of saying that Log(m) = 2m. we know that Log(pim) =
2m. Consider z ∈ m now, then as before, v(z/pi) ≡ 1( mod m), and thus z/pi+1 ≡ 0( mod m),
again using the fact that the residue field is F2. As a result, z + pi ≡ 0( mod pim). Again we
calculate z+M pi = z+pi+piz in which both z+pi and piz are in pim, so that z+M pi ∈ pim.Now
we see that:
Log(z) = Log(z +M pi)− Log(pi) = Log(z +M pi) ∈ Log(pim) = 2m.
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Hence Log(m) has basis equal to the basis of 2m for d = −1. 
We are now ready to describe Log(m) in the 6 ramified cases d = −1,±2, 3,±6. We will use
the device of describing this set, which is a free Z2-module of rank 2 by giving a basis {α, β}.
We know that Log(m) is a group containing Log(pim) = Log(2m) = 2m, with the associated
index being 2.Here we note that in ramified extensions, we have a Z2-basis {1, pi} for o and to
get a Z2-basis of pi
m
o, we just take {pim, pim+1}. In case m = 2r is even, an equally good basis
will be {2r, 2rpi}, and in case m = 2r + 1 is odd, an equally good basis will be {2rpi, 2r+1}. We
will Use the basis {2pi, 4} for 2m to see how it extends when we adjoin Log(pi) as well.
Theorem 4.12. Setting k = Q2(
√
d) for d = −1,±2, 3,±6, pi = √d in case of even d and
pi = −1 +√d for odd d, we have the results:
(1) For d = −1, Log(m) has basis {2pi, 4}.
(2) For d = −2, Log(m) has basis {piu+ 2z, 4} with z ∈ Z2.
(3) For d = 2, Log(m) has basis {pi, 4}.
(4) For d = 3, Log(m) has basis {2pi, 2}.
(5) For d = −6, Log(m) has basis {pi + 2z, 4} with z ∈ Z2.
(6) For d = 6, Log(m) has basis {pi + 2z, 4}, with z ∈ Z2.
Proof. (1) Using Lemma (3.11), the proof of (1) is fine.
(3) We have already seen, in case k = Q2(
√
2), that Log(pi) = upi where u is a Z2-unit. We
also know that Log(pim) = 2m, which has basis {2pi, 4}. Since the “new” element of
Log(m) is Log(pi) = upi, there’s also an element of m, namely w = [u−1]M(upi) whose
Log is pi =
√
2. Also Log([2]M(w)) = 2pi, which belong to Log(m). This demonstrate
the basis {pi, 4}.
(4) For the case d = 3, where pi =
√
3 − 1, we have already seen that Log(pi) = 2u, where
u is a Z2-unit. In this case, also, Log(pim) = 2m, which has basis {2pi, 4}. The “new”
element of Log(m) is Log(pi), so that a “new” element of Log(m) is 2, giving as basis of
Log(m) the pair {2pi, 2}.
The proofs of (2), (5) and (6) follows from above lemmas. 
It only remains to dispose of the single unramified case, k = Q2(
√−3) which is proved in
the following theorem:
Theorem 4.13. A Z2-basis of Log(m) is {2, 4ω} in the unramified case k = Q2(ω), where
ω2 + ω + 1 = 0.
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Proof. Here, 2 is a prime, but the residue field is F4 = F2(ω) with ω
2 + ω + 1 = 0. Back here
in characteristic zero, there is still an ω ∈ o, ω2 + ω + 1 = 0, and we may take ω = −1+
√−3
2
, a
cube root of unity.
We still have the result that Log(2m) = 2m, but since o has basis {1, ω} and m = 2ω, the
module 2m has Z2-basis {4, 4ω}. Since m has basis {2, 2ω}, we have [m : 2m] = 4. Let us use
our knowledge that Log(−2) = 0 to say that [Log(m) : Log(2m)] ≤ 2. The only question is
what Log(2ω) might be. We get
Log(2ω) = 2ω − 4ω
2
2
+
8ω3
3
− 16ω
4
4
+ · · ·
= 2ω − 2ω2 + 8ω
3
3
− 16ω
4
4
+ · · · ,
where the missing terms all have v2-value greater than 1. Indeed, the only terms that interest
us are 2ω − 2ω2. But ω2 = −ω − 1, the v-value of 2 + 4ω is 1, so that Log(m) in this case has
basis {2, 4ω}. 
5. Conclusion
We have studied formal group laws with few results. Then we have presented the valuation
fnction or Newton copolygon and few original results. Using these tools to some extent we have
computed the images, in terms of basis, of the seven qudratic field extenstions of the 2-adic
field Q2 under the p-adic logarithm obtained from the one dimensional multiplicative formal
group law over the ring Zp of p-adic integer.
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