The optical properties of perylene-based pigments are arising from the interplay between neutral molecular excitations and charge transfer between adjacent molecules. In the crystalline phase, these excitations are coupled via electron and hole transfer, two quantities relating directly to the width of the conduction and valence band in the crystalline phase. Based on the crystal structure determined by x-ray diffraction, densityfunctional theory ͑DFT͒ and Hartree-Fock are used for the calculation of the electronic states of a dimer of stacked molecules. The resulting transfer parameters for electron and hole are used in an exciton model for the coupling between Frenkel excitons and charge-transfer states. The deformation of the positively or negatively charged molecular ions with respect to the neutral ground state is calculated with DFT and the geometry in the optically excited state is deduced from time-dependent DFT and constrained DFT. All of these deformations are interpreted in terms of the elongation of an effective internal vibration which is used subsequently in the exciton model for the crystalline phase. A comparison between the calculated dielectric function and the observed optical spectra allows to deduce the relative energetic position of Frenkel excitons and the chargetransfer state involving stack neighbors, a key parameter for various electronic and optoelectronic device applications. For five out of six perylene pigments studied in the present work, this exciton model results in excellent agreement between calculated and observed optical properties.
I. INTRODUCTION
Due to their vivid colors and their long-term chemical stability, various perylene-based pigments have found applications as high quality varnish with an excellent light fastness. 1, 2 Moreover, the semiconducting properties of these materials have resulted in device applications including field effect transistors, 3 sensors, 4 photovoltaic applications, 5 erasable optical disks, 6 xerographic photoreceptors, 7 and holeconducting layers in light-emitting diodes. 8 In solution, several of these chromophores show similar absorption spectra, with clear evidence for a strong coupling between internal vibrations and optical excitation. [9] [10] [11] [12] The large variation between the optical properties of the corresponding molecular crystals demonstrates that the influence of the side groups on the geometric arrangement of adjacent molecules has a strong influence on intermolecular interactions, defining eventually a specific color shade of each pigment. The attempts to relate the color of perylene diimides to the geometry in the crystalline phase have started from purely phenomenological parametrizations. 13 In simplified model geometries for stacked molecules, the size and sign of electron and hole transfer were calculated determining in turn the width of the conduction and valence band, respectively.
14 However, as the optical properties depend mainly on neutral molecular excitations and their transfer between adjacent molecules, 15 the relation between the transfer of charges and the spectroscopic observables has still remained unclear.
The influence of the mixing between neutral molecular excitations and charge-transfer ͑CT͒ states on the absorption spectra was first recognized in exciton models for dimers 16, 17 and one-dimensional stacks. 18, 19 For PTCDA ͑3,4,9,10-perylene tetracarboxylic dianhydride͒, the exciton transfer between different basis molecules of the crystal lattice results in different shapes of the diagonal elements of the dielectric function, 20, 21 in qualitative agreement with ellipsometry data obtained on single crystals. 22 The influence of Frenkel ͑F͒ and CT states on the electroabsorption of this material was investigated in a simplified F-CT model, 23 but the approach used did not take into account the redistribution of oscillator strength between different vibronic sublevels of the Frenkel exciton manifold, a phenomenon required to fulfill elementary sum rules. [24] [25] [26] Based on a more sophisticated approach to the deformation of excited or charged molecules, it was found that a theoretical analysis of the optical spectra obtained on Me-PTCDI ͑N,NЈ-dimethyl-3,4,9,10-perylenetetracarboxylic diimide͒ requires a mixing between Frenkel and CT states. 19 For PTCDA, on the other hand, Frenkel excitons and CT states result in independent photoluminescence ͑PL͒ features, 27 where the interpretation of PL from CT states requires the investigation of self-trapped CT excitons in deformed dimer geometries. 28 A model including only Frenkel excitons has allowed to quantify the anisotropic dielectric tensor, PL at low temperatures, and the dependence of electron-energyloss spectra on the momentum transfer. [20] [21] [22] [29] [30] [31] Previous microscopic calculations of dielectric function and PL spectra raise the fundamental question under which conditions separate F and CT states or their mixing via electron or hole transfer determine the optical observables. In the following, we extend a Frenkel-CT approach developed earlier for a one-dimensional stack to a crystal model accounting for both basis molecules in the unit cell, combining two key ingredients applied earlier to the calculation of the anisotropic optical response of perylene compounds. [18] [19] [20] [21] The deformation of each molecule in its anionic, cationic, and optically excited states is deduced from DFT calculations, parametrized in terms of the elongation of an effective internal vibration. DFT and Hartree-Fock ͑HF͒ calculations applied to a pair of stacked molecules reveal intermolecular parameters such as electron transfer and hole transfer. In such a stacked dimer, the transition dipole between the electronic ground state and the CT state and the transition dipole of neutral molecular excitations can be derived from DFT and time-dependent DFT ͑TD-DFT͒ calculations. The transfer of a neutral molecular excitation toward different sites is constrained by a sum rule relating the center of mass of the absorption band to the molecular deformation and excitation transfer, so that the required transfer parameter can be deduced in a controlled way from the observed spectra. [24] [25] [26] Based on these constraints for the quantities entering the exciton model, we use the energies of neutral excitations and CT states as the only free parameters. Our approach is limited to transitions arising from the highest molecular orbital ͑HOMO͒ and lowest occupied molecular orbitals ͑LUMO͒. For diindeno-perylene, higher transitions and the respective CT states seem to have a minor influence on the lowest absorption band, 32 but for the other perylene compounds investigated in the present work, we found little evidence for a similar phenomenon.
In Sec. II we describe the perylene compounds studied in this work including calculations of their deformation patterns and a comparison between observed and calculated vibronic progressions. Based on an analysis of the crystal geometry, Sec. III discusses DFT and Hartree-Fock calculations for dimers of stacked molecules yielding ab initio assignments for electron transfer, hole transfer, and the transition dipole toward the CT state. Section IV presents the exciton model applied in Secs. VII and VIII to calculations of the dielectric function and the complex refractive index. For all perylene compounds, we use molecular and intermolecular parameters derived from DFT or Hartree-Fock, but we adjust the calculated line shapes to the observed spectra by varying the energies of neutral molecular excitations and CT states. The energetic difference between these two types of crystal excitations turns out to have a sensitive influence on the shape of the optical response. Therefore, our calculations allow deriving this key parameter for optoelectronic device applications directly from the observed spectra. The main achievements of this work are summarized in Sec. IX.
II. PERYLENE COMPOUNDS STUDIED IN PRESENT WORK
In order to validate our exciton model, we apply it to six different molecular crystals: PTCDA, also known as red pigment PR224, Me-PTCDI ͑red pigment PR179͒, N,NЈ-bis͑3,5-xylyl͒ perylene-3,4,9,10-bis͑dicarboximide͒ ͑red pigment PR149͒, N,NЈ-bis͑2-phenylethyl͒perylene-3,4,9,10-bis͑dicarboximide͒ ͑black pigment PB31͒, 3,4,9,10-perylene-bis͑dicarboximide͒ ͑PTCDI, violet pigment PV29͒ and diindenoperylene ͑DIP͒, compare Fig. 1 . In the following, the names of two of these molecules will be abbreviated by their pigment names PB31 and PR149.
All molecules except for DIP share similar geometric features: a perylene core surrounded by four carboxylic groups and two identical functional groups consisting of oxygen ͑PTCDA͒ or of an imide group with a side group of varying size, ranging from hydrogen ͑PTCDI͒ toward -CH 2 -CH 2 -phenyl ͑PB31͒. In all cases, both HOMO and LUMO have a node plane along the long axis so that the size of the functional group has only a marginal influence on the optical properties of the respective chromophore; compare Fig. 2 for the frontier orbitals of Me-PTCDI. In DIP, on the other hand, the planar aromatic region is completed by two indeno groups so that both HOMO and LUMO spread over the entire molecular plane. 32 Nevertheless, this larger extension of the frontier orbitals does not result in a substantial redshift with respect to the other perylene compounds.
A. Spectroscopic features of dissolved chromophores
In this section, we analyze published absorption spectra of five out of the six model compounds obtained at low concentrations in different solvents. 11, 12, 32 As long as the concentration of the dissolved chromophores is sufficiently low, a significant influence of aggregation on the observed spectra can be excluded, with the possible exception of PTCDA. 9, 12 The distinct subbands of the absorption spectra are assigned to a progression over an effective internal vibration with energy ប. For a single molecule, the normalized transition probability P n from the lowest vibrational level ͉0 g ͘ in the electronic ground state toward the nth vibronic level ͉n e ͘ in the excited potential is given by a Poisson progression determined by the effective Huang-Rhys factor S,
The contribution of each sublevel to the dielectric function of a dilute solution is modeled by a normalized Gaussian,
͑Color online͒ Compounds studied in the present work consisting each of a perylene core and two identical end groups surrounding the core. Upper row: PTCDA, Me-PTCDI, PB31 ͓ N,NЈ -bis͑2-phenylethyl͒perylene-3, 4, 9, 10-bis͑dicarboximide͔͒, lower row: PTCDI, PR149 ͓N,NЈ-bis͑3,5-xylyl͒perylene-3,4,9,10-bis͑dicarboximide͔͒, and DIP, as annotated.
At low concentration, the influence of the dissolved chromophores on the refractive index of the solution is very small, so that the observed absorption coefficient can be obtained as
The fitting procedure gives vibronic subbands which are approximately equally spaced, E 0n Ϸ E 00 + nប, and the effective mode reported in Table I is defined as ប = ͑E 02 − E 00 ͒ / 2. The fits of the observed spectra demonstrate that the side groups have only a marginal influence on the optical response; compare Table I .
B. Optimization of molecular geometry in different electronic configurations
In the following, all calculations of molecular properties are performed with the B3LYP three parameter hybrid functional 33 because this approach gives excellent agreement with observed molecular geometries and measured frequencies of vibrational modes. 34, 35 For investigations of a single molecule, we use a well converged triple-͑TZ͒ variational basis for the electronic orbitals. 36 DFT calculations for the electronic ground state and TD-DFT optimizations of the relaxed excited geometry have been performed with the respective routines implemented in the TURBOMOLE 5.7 program package. [37] [38] [39] From a comparison with the observed spectra in Table I , we found that an optimization of the excited state geometry with the constraint n HOMO = n LUMO =1 is more reliable than the geometry obtained with TD-DFT. As the excited state with this modified electronic configuration is the ground state of the corresponding symmetry, this way of using DFT is covered by the Hohenberg-Kohn theorem. 40 In our model compounds, the lowest optical transition is always dominated by the HOMO-LUMO excitation, so that constrained DFT and TD-DFT are expected to be equivalent. Indeed, both approaches yield similar deformation patterns in the relaxed excited geometry, but in all cases the deformation deduced from TD-DFT is significantly smaller. The geometry of positively and negatively charged ionized molecules is obtained with DFT. Each charged or excited state conserves the molecular symmetry, so that the point group remains the same as in the electronic ground state, i.e., D 2h for PTCDA, PTCDI and DIP, or C 2h for the other compounds.
͑Color online͒ LUMO ͑top͒ and HOMO ͑middle͒ of Me-PTCDI. Bottom: deformation in the relaxed excited geometry ͑open circles, deformation increased by a factor of 30͒, together with the geometry in the electronic ground state ͑solid circles͒. The relaxed excited geometry underlying this visualization has been calculated with the constraint n HOMO = n LUMO = 1 at the B3LYP/TZ level. The vibrational modes in the electronic ground state of each molecule are calculated with B3LYP/TZ. The deformation patterns for anionic, cationic, and excited molecules are projected onto the complete set of vibrational eigenvectors giving in each case the vibronic coupling constants. An elongation of an internal vibration with energy ប k can only occur for breathing modes with A g symmetry, resulting in a reorganization energy k of each mode defining its HuangRhys factor,
where the latter is sometimes expressed in terms of the vibronic coupling constant g k as S k = g k 2 .
For each vibration, S k defines a Poisson progression for its contribution to the optical spectra, compare Eq. ͑1͒, and the intensities of mixed harmonics of different modes are given by the product of the respective transition probabilities P n ͑S k ͒. For the mode frequencies, we apply a scaling factor of 0.973 adequate for the B3LYP functional, 35 but we conserve the reorganization energies k deduced from the potential energy surface, so that the Huang-Rhys factors S k are increased by a factor of 1/0.973. As an example, Table II reports the internal vibrations of PTCDA together with the Huang-Rhys factors S k − for the molecular anion, S k + for the cation, and S k for the excited molecule. In the latter case, we compare the deformation pattern obtained under the constraint n HOMO = n LUMO = 1 with the results of TD-DFT, giving in both cases a set of mode elongations compatible with the relative size of the cross sections observed in resonant Raman spectra. 41, 42 The Huang-Rhys factors related to neutral excitation of the model compounds are visualized in Fig. 3 , and for PTCDA, PTCDI, and Me-PTCDI, the mode frequencies and Huang-Rhys factors are compatible with observed resonant Raman cross sections. [41] [42] [43] [44] 
D. Effective vibrational mode
In the observed spectra of dissolved chromophores, the various internal vibrations are not resolved, but due to the large Gaussian broadening arising from a fluctuating shell of surrounding solvent molecules, they merge into a single vibronic progression. Therefore, we compress the detailed information obtained from the projection of the deformation patterns onto the vibrational eigenvectors into an effective mode with an effective Huang-Rhys factor,
where the sums are calculated over the range 900-1800 cm −1 . As the deformation patterns of ionized and excited states are qualitatively similar, the energies of the effective modes deduced from the different deformation patterns deviate only by a few percent. Nevertheless, the effective Huang-Rhys factors in Table II differ strongly because the deformations of the ionized molecules are significantly smaller. When comparing the effective Huang-Rhys factors for neutral excitation with the experimental results reported in Table I , it turns out that TD-DFT underestimates the deformation of the excited molecules substantially, as opposed to the constrained DFT calculation with n HOMO = n LUMO =1, yielding good agreement with the observed intensity ratios of the vibronic subbands: The calculated Huang-Rhys factors are overestimated by less than 10% with respect to the values fitted to the observed spectra; compare Table I . Therefore, in the exciton model discussed in Sec. IV, the elongation of the effective mode will be parametrized according to the constrained DFT calculation. The calculated Huang-Rhys factors in the different charge states and in the relaxed excited geometry are summarized in Table III , with the energy of the effective mode according to the constrained DFT calculation of the excited state. For the anionic and cationic coupling constants, information on perylene compounds are rather scarce. In all cases, we find that the reorganization energy of the positively charged ionized state is smaller than for the anionic state, and that the relaxed excited state is deformed even more, fulfilling S + Ͻ S − Ͻ S and the approximate sum rule S + + S − Ϸ S. From earlier calculations for PTCDA, the resulting values S + = 0.72 and S − = 0.34 have indicated the opposite behavior, S + Ͼ S − . 23 In previous attempts to assign the spectra of PTCDA and Me-PTCDI with a Frenkel-CT model, both compounds were parametrized with S = 0.77 fitted to solution spectra, assuming that both ionized states are governed by half of this Huang-Rhys factor, S + = S − = S / 2. 19 Photoionization spectra of pentacene have been interpreted with DFT, 45 and as our computational scheme reproduces these results for the cationic state together with a larger deformation of the anionic molecule, we are confident that the B3LYP functional is well suited for ionized perylene compounds as well. In the exciton model discussed below, the deformations of the charged molecules and the deformation in the optically excited state will be parametrized according to the values in Table III .
III. CRYSTAL STRUCTURE OF PERYLENE PIGMENTS

A. Crystal geometry and dielectric response
In the crystalline phases of the various perylene compounds, the stacking geometry is determined by the Coulomb interaction between charged regions of the molecules, van der Waals attraction favoring a large geometric overlap of adjacent perylene cores, and the steric hindrance introduced by side groups of different size. For PTCDA and Me-PTCDI, the Coulomb attraction between the oppositely charged carbon and oxygen atoms in the carboxylic groups of stack neighbors plays a dominant role, so that the stacking vector remains rather close to the molecular normal. The pigments PR149 and PB31 realize the opposite limit because the large side groups enforce a strong deviation between the stacking direction and the normal of the molecular planes.
All six compounds have a monoclinic phase crystallizing in the space group P2 1 / c with two basis molecules in the crystal unit cell; compare Table IV. In the case of PTCDA, the present work will concentrate on the ␣ phase because detailed optical investigations of the pure ␤ phase are still lacking and x-ray characterizations of thin films prove that the ␣ phase dominates. 46 ,51 PB31 and DIP can crystallize in a space group with four basis molecules, 6, 47, 50 but in order to demonstrate the transferability of our exciton model among compounds realizing the same space group, these more com- TABLE IV. Crystal structures for the six model compounds ordered according to the length of the stacking vector ͑highlighted, a for all compounds except for PR149, where the stacking vector is b͒. In the monoclinic space group P2 1 / c, the lattice vector b is orthogonal to the other two, a Ќ b Ќ c, ␤ is the angle between the lattice vectors a and c, and V 0 is the volume of the unit cell.
Compound
Ref. plicated cases will not be discussed in the following.
In the space group P2 1 / c, the b lattice vector defines a C 2 axis followed by a shift of ͑b + c͒ / 2, with the important consequence that all second-order tensors decouple into a 1 ϫ 1 block for this direction and a 2 ϫ 2 block governing the plane spanned by the lattice vectors a and c. The transition dipole of the HOMO-LUMO transition of each molecule is oriented along its long axis. In the following, we shall use the convention that the transition dipoles A and B of the two basis molecules form an angle below 90°with the b lattice vector, so that their sum ͑ A + B ͒ / ͱ 2 is oriented along b, whereas the difference ͑ A − B ͒ / ͱ 2 is located in the ac plane. Discarding the small contributions of intermolecular transition dipoles toward CT states, this allows deducing the relative strength of the dielectric response along these orthogonal directions,
where ⑀ yy denotes the diagonal component of the dielectric tensor along b and ⑀ xx stands for the response along the di- 
B. Geometric arrangement of stack neighbors
For five of the six model compounds, the stacking distance measured along the molecular normal remains close to the value of 3.35 Å for graphite; compare Table VI. In DIP, the transverse offset between stack neighbors is so large that their aromatic cores hardly overlap, and as a result, the distance measured along the molecular normal is much smaller, close to the sum of the van der Waals radii of carbon and hydrogen. In all cases, the stacking vector is much longer than the distance between the molecular planes producing substantial projections onto the long axis and the short axis of the molecule.
C. Electron and hole transfer along stacking direction
The stacking geometry determines the size and sign of the transfer parameters t e for an electron and t h for a hole. For simplified model geometries where the stacked molecules are displaced exclusively along the long axis or along the short axis, it turned out that the signs of these transfer parameters depend critically on the specific stack geometry.
14 However, as the crystal phases of the six model compounds realize a sliding both along the long axis and along the short axis, compare Table VI, the signs of the transfer parameters may differ from the simplified geometries used in this seminal work.
The values for the transfer parameters can be deduced from a DFT or HF calculation for a pair of stacked molecules in a geometry compatible with the crystalline phase. The pairs of frontier orbitals are governed by simple Hamiltonians such as
with eigenstates defined by symmetric or antisymmetric superpositions of the molecular orbitals, 1.00 TABLE VI. Geometric arrangement of chromophores with respect to each other: lattice vector along the stacking direction and projections into the Cartesian reference frame of the molecule defined by its long axis, short axis, and molecular normal. Only for large angles between the long axes of the two basis molecules, the dielectric tensor has substantial contributions along two orthogonal directions; compare 
Therefore, the sign of the transfer parameter t L can easily be obtained from visual inspection of the frontier orbitals in the dimer, compare Fig. 4 for Me-PTCDI: the LUMO turns out to be the state LUMO + with the eigenvalue E LUMO + = E L + t L , so that t L has to be negative in order to have E LUMO + as the lower eigenvalue. Similarly, the HOMO in Fig. 4 is the state HOMO + defined in analogy to Eq. ͑10͒, with the eigenvalue E HOMO + = E H + t H and positive t H . From a second quantized Hamiltonian based on creation and annihilation of an electron in the HOMO or LUMO, it follows that the electron transfer is given by t e = t L , but the hole transfer has the opposite sign with respect to the transfer between the HOMO orbitals on two adjacent stack neighbors, or t h =−t H .
In the following, the signs of t e and t h as a function of the stacking geometry are analyzed with the B3LYP functional and a double-͑DZ͒ basis. The model geometries consist of two planar D 2h -symmetric PTCDI molecules optimized at the same B3LYP/DZ level, choosing a stacking distance of 3.4 Å along the molecular normal, in the same range as the values reported in Table VI . For this reference distance, the sign changes of the transfer parameters are determined by displacing the two molecules both along their long and short axes; compare Figs. 5 and 6.
For the electron transfer t e , the sign can easily be related to the node pattern of the LUMO orbital in Fig. 2 , but for the hole transfer, the situation is more complex. The node plane of the HOMO along the long axis of the molecule induces a sign change of t h at a lateral displacement of about 2 Å, and the node planes of this orbital parallel to the short axis result in sign changes of t h at longitudinal displacements around 1.3 and 3.9 Å. As the contour lines for vanishing t h cannot cross, the node pattern is particularly complicated along equal longitudinal and transverse displacements around 2 Å.
The sign of the transfer parameters in each pigment can be estimated from a stack of PTCDI molecules in a geometry resembling the arrangement in a specific crystal. In all pigments, the signs of the transfer parameters in Figs. 5 and 6 are well defined because the stacking geometries are never close to t h =0 or t e = 0. The visualization of the stacking ge- ometries in the various pigments indicates that the center of a molecule avoids a position above the center of a hexagon in the underlying molecule, a situation resembling graphite.
In order to keep track of the small influence of the side groups and the specific geometry of the perylene core in each compound, the values of the transfer parameters have to be recalculated for molecule pairs coinciding with the precise stacking geometry realized in the corresponding crystal.
2,46-50 Table VII compares the results of HF and B3LYP calculations, using in each case a double-basis ͑DZ͒ and a triple-͑TZ͒ basis for the electronic states. The signs of the transfer parameters are independent of the computational approach and the variational basis set, but in several cases, the values obtained at the HF/TZ level are significantly larger than for the hybrid functional B3LYP/TZ. This indicates that the correlation included in the B3LYP functional produces more localized orbitals, so that the intermolecular transfer matrix elements are somewhat reduced. The results do not depend strongly on the variational basis set, so that we consider them to be reasonably well converged. Experimental information on the transfer parameters is restricted to the valence bandwidth 4͉t h ͉ for two perylene compounds indicating a hole transfer of ͉t h ͉ = 0.05 eV for PTCDA and ͉t h ͉ = 0.04 eV for Me-PTCDI. 52, 53 These experimental references do not allow to decide whether HF or DFT with the B3LYP functional is quantitatively more reliable: for PTCDA, HF seems to be slightly better, but the observed valence bandwidth of Me-PTCDI is clearly in favor of B3LYP. As interactions between the two basis molecules may contribute to the band dispersion, any comparison between observed bandwidth and a calculation restricted to the stack neighbors has to remain provisional.
Based on the transfer parameters reported in Table VII , in the exciton model discussed below we use values close to the results obtained at the B3LYP/TZ level. However, in selected cases, some deviations from these reference values seem to be unavoidable; compare Secs. VII and VIII for more details.
The electronic band structure arising from transfer along the stacking direction has the following dispersion:
For the six model compounds, Fig. 7 visualizes the resulting valence band E HOMO ͑k͒ and the conduction band E LUMO ͑k͒ over the first Brillouin zone. The energies E H and E L are defined as the average energies of the pairs of frontier orbitals in a stack with a geometry compatible to the crystalline phase and the transfer parameters correspond to half of their splitting calculated with B3LYP/TZ; compare Table VII. PTCDA is the only material where the two transfer parameters t H and t L have the same sign, so that the gap between valence and conduction band has a particularly small dispersion. In a single particle picture, optical excitations correspond to vertical transitions between valence and conduction band with the following first and second moments: 
Electronic band structure of the six model compounds based on B3LYP/TZ calculations for a stacked dimer in a geometry compatible with the respective crystalline phase.
In Sec. VI A, we shall discuss sum rules arising from our exciton model and compare them with Eqs. ͑14͒ and ͑15͒.
D. Transition dipoles of CT states
In a pair of stacked molecules, the frontier orbitals are linear superpositions of the respective states of a monomer, compare Eq. ͑10͒, with splittings given by twice the transfer parameters tabulated in Table VII. In the monoclinic space group of the pigments, the site symmetry of each molecule still contains the inversion and so does the point group of a stacked dimer. Therefore, instead of describing the transition energies in a dimer by a Hamiltonian based on the states of the monomers,
it is suitable to decouple this Hamiltonian into subblocks of opposite parity, with
for the dipole-allowed and
for the dipole-forbidden transitions. Besides the fermionic transfer parameters t e and t h , the above Hamiltonian allows for the transfer of a neutral molecular excitation via the matrix element W between the transition charge densities of the neutral excitations on each site, and for the transfer between the two CT states via the matrix element V. For a pair of stacked molecules, the transition energies and the transition dipoles can be obtained from different computational schemes including configuration interaction of singles ͑CIS͒, time-dependent Hartree-Fock ͑TD-HF͒, or TD-DFT, as reported in Table VIII for ␣-PTCDA. The two Hartree-Fock-based schemes place the CT states well above the neutral excitation with the large oscillator strength, whereas TD-DFT with the B3LYP hybrid functional results in a CT transition below the neutral excitation. From the exciton model discussed in Secs. IV, VII, and VIII, in all six model compounds we find the CT states within a range of about Ϯ0.25 eV around the neutral excitations. From the large differences between the ab initio schemes applied to the computation of the transition energies, it is clear that all three attempts to compare a calculation for a pair of molecules to the crystalline phase have their weaknesses resulting both from the incomplete geometric model and from known systematic deficiencies of the methods used.
Inside the crystal, the polarization of the surroundings induces a redshift of CT transitions by about 2 eV with respect to an isolated dimer. [54] [55] [56] Moreover, the neutral molecular excitations in the crystal are redshifted by nearly 0.5 eV with respect to a monomer in weakly interacting surroundings 57 and with TD-DFT it can be investigated how different neighbors contribute to this effect. 28 For any microscopic investigation of a stacked dimer, the resulting transition energies will necessarily suffer from large energetic offsets with respect to a more complete description of the crystalline phase, so that approaches such as CIS, TD-HF, and TD-DFT can only generate raw data which will require further interpretation.
For TD-DFT, it is well known that the wrong asymptotics of the exchange-correlation functional is responsible for a distance dependence of the CT energy deviating from the −1 / r behavior expected from the Coulomb interaction. 58 However, from Table VIII, it is clear that this systematic deficiency of TD-DFT together with the missing polarizable surroundings brings the weakly absorbing CT states rather close to the strongly absorbing neutral excitation, resembling the situation in the crystal discussed in Secs. VII and VIII. Due to this compensation of errors, TD-DFT calculations of an isolated dimer become a quantitatively meaningful approach for an investigation of basic features of neutral excitations and CT states in the crystalline phase. Moreover, they have the advantage that the transitions of interest are well approximated by the HOMO-LUMO-based Hamiltonian ͑16͒, whereas in the HF-based schemes, one of the lowest dipole-allowed transitions has more than 10% admixture of transitions arising from other pairs of molecular orbitals.
In Table IX , we report the transition energies in stacked dimers of different perylene compounds obtained with TD-DFT at the B3LYP/TZ level. Among the two transitions of each parity, the lower is always dominated by CT transitions and the higher by neutral molecular excitations in keeping with the large difference between the respective oscillator strengths of the dipole-allowed transitions. Together with the Control calculations based on Hamiltonian ͑17͒ reveal that the size and direction of the transition dipole of the neutral molecular excitation is not sensitive to the incompleteness of this Hamiltonian with respect to the numerical TD-DFT results, but the small CT transition dipoles are more strongly affected. Irrespective of the type of analysis, the ratio CT 2 / F 2 of the dipolar coupling strengths never exceeds 0.02. In all compounds except for PTCDA, both dipole-allowed transitions in Table IX derive the main part of their oscillator strength from the large transition dipoles of the neutral molecular excitations. Thus, in general the weaker among the two dipole-allowed transitions is not a suitable measure for the transition dipole of the CT states. For Me-PTCDI, the four coplanar transition dipoles in Fig. 8 reveal the specific linear superpositions of F and CT realized in the dimer transitions in Table IX . The orientation of the transition dipoles follows intuitive expectations: for the strong molecular transitions, they are aligned with the long axis of the molecule, just like the molecular HOMO-LUMO transition dipole, whereas the transition dipole of the CT state has an orientation rather close to the stacking direction.
In DIP, the transition dipole of the CT state is very small, and as opposed to the other compounds, it forms a rather large angle with the stacking direction, two features arising from the small geometric overlap between the molecules in the stack. Residual deviations from the ideal orientation of the transition dipoles for neutral excitation can be related to the incomplete covering of the lowest transitions found in TD-DFT by the four states underlying Eqs. ͑16͒-͑18͒: on average, for the molecules included in Table X , about 3% of the higher dipole-allowed transition arise from other pairs of Kohn-Sham orbitals modifying the direction of the resulting transition dipole by a small angle. In PR149 dimers, the specific orientation of the functional groups mixes transitions based on HOMO and LUMO of the monomers with transitions involving HOMO-1 and HOMO-2 states, so that an assignment of the transition dipoles from the B3LYP/TZ TD-DFT calculations would require a larger model Hamiltonian than Eq. ͑16͒. As this problem is less disturbing in a smaller DZ variational basis, we have analyzed this specific compound with TD-DFT calculations at the B3LYP/DZ level. In the exciton model developed in the following, the ratio of the transition dipoles CT / F will be taken from the values in Table X . Concerning the direction of these dipoles, we shall assume that the neutral excitation has a transition dipole oriented exactly along the long axis of the molecule, whereas the CT states are handled with an orientation of their transition dipoles deduced from TD-DFT. As will be explained in Secs. VII and VIII in more detail, absolute values of the transition dipoles in the exciton model will be determined from a comparison to spectroscopic observations.
IV. EXCITON MODEL
A. Model Hamiltonian
For the perylene compounds studied in the present work, there is clear evidence that interactions between stack neighbors are dominating. Moreover, in all cases the HOMO-LUMO transition is rather strong and well separated from a weak transition at about 3.2 eV, so that is seems reasonable to restrict the exciton model to neutral excitations and CT states involving only the frontier orbitals. The fermionic transfer parameters t e and t h allow for a mixing between neutral molecular excitations and CT states on the same stack as visualized in Fig. 9 .
In addition, the interaction between the dipolar transition densities of neutral excitations on different molecules can transfer these neutral excitations between the respective sites, 15 a mechanism investigated previously for the excitonic band structure of PTCDA and Me-PTCDI. [18] [19] [20] [21] The TD-DFT studies of molecule pairs described in Sec. III D have demonstrated that the transfer parameter V between the two CT states on the same pair of molecules is much smaller than the transfer of a neutral excitation, so that it will be neglected in the following.
For different types of molecular crystals, including especially polyacenes, the fermionic transfers between the two basis molecules may be particularly large. 59 In these cases, the exciton model developed in the following should be extended to CT states involving both basis molecules, but for the compounds studied in the present work, we do not expect a significant influence of similar phenomena.
The model Hamiltonian can be divided into three parts: Frenkel ͑F͒ excitons based on neutral molecular excitations, CT states, and the interactions between them,
Each molecule can occur in its electronic ground state, in an excited electronic state, and in positively or negatively charged ionized states. The electronic ground state shall be described as the lowest level of an effective internal vibration, so that the Born-Oppenheimer approximation results in a factorized wave function,
with a ground-state electron configuration ͉ n␣ g ͘ and a wave function ͉ n␣ 0 g ͘ corresponding to the lowest vibrational level on the basis molecule ␣ in unit cell n. The states visualized in Fig. 9 can be obtained by defining suitable excitation operators acting on the electronic ground state. An excitation toward the vibronic level e of a neutral excited molecule shall be described by a creation operator
where ͉ n␣ e ͘ denotes the excited electronic configuration and ͉ n␣ e ͘ the vibronic level e in the excited potential; compare the stack visualized in the middle of Fig. 9 . The creation of a CT state involves two neighboring molecules,
with an anionic electronic configuration ͉ n␣ − ͘ and a cationic state ͉ n+1,␣ + ͘ on the neighboring site R n + a, together with the vibronic levels − and ␥ + on the respective molecules; compare the left-hand side of Fig. 9 . In this notation for the CT excitation, we use the convention that the basis molecule ␣ in unit cell n shall carry an excess electron transferred from the neighboring molecule at the lattice vector R n + a which is losing an electron. Similarly, a charge separation in the opposite direction can be described as corresponding to the right-hand side of Fig. 9 , shifted by one lattice vector. The excitations described by the creation operators in Eqs. ͑21͒-͑23͒ are the only states with a transition dipole toward the electronic ground state, whereas states involving vibronic excitations at sites differing from the molecules with modified electronic configurations cannot be excited from the electronic ground state, so that they will be ignored in the following. Depending on the Huang-Rhys factor of the effective mode, these states without dipolar coupling produce an additional energetic spreading of the transitions with dipolar coupling, 19 a phenomenon we shall include phenomenologically as an increased Gaussian broadening of higher vibronic levels.
The pure Frenkel part of the Hamiltonian in Eq. ͑19͒ describes neutral excitations of molecules and their transfer between different crystal sites, 
͑24͒
where E 0 g e F = E 0 g 0 e F + e ប is the molecular transition energy between the electronic and vibrational ground state and the vibronic level e in the excited potential, using an effective internal vibration with energy ប in accordance to the DFT values in Table III . In this notation, the gas-to-crystal shift shall be included by a suitable choice of the lowest molecular transition energy E 0 g 0 e F .
The matrix element t n␣ e ;m␤ e represents the transfer of an excitation from molecule ␣ in unit cell n at vibronic level e toward molecule ␤ in unit cell m at vibronic level e . This matrix element can be expressed as an electronic part arising from the interaction between the dipolar transition densities on both sites and vibronic Franck-Condon factors, t n␣ e ;m␤ e = ͗gb n␣ e ͉H F ͉b m␤ e † g͘ ͑ 25͒
=T n␣;m␤ S 0 g e S 0 g e . ͑26͒
The Franck-Condon factors are defined via the Poisson progression over the transition probabilities,
with the effective Huang-Rhys factor S for a neutral excited molecule from 
͑30͒ t e Ј = t e S e ␥ + S 0 g − ,
͑31͒
with S e − = ͗ e ͉ − ͘, 
. ͑33͒
With these Huang-Rhys factors, the vibronic overlap factors can be expressed as
͑34͒
and the overlap factors S e ␥ + relating cation and excited state can be calculated similarly.
B. Block diagonalization by Fourier transform
In a periodic system, we can perform a Fourier transformation of all operators into wave vector representation 60 allowing for a block diagonalization of the model Hamiltonian. From the operators b n␣ e † describing a neutral excitation of a specific molecule, we go over to the excitation of a Bloch wave with wave vector k defined as a superposition of neutral excitations at specific sites,
where R n␣ = R n + r ␣ is the position of the basis molecule ␣ in the crystal unit cell n. In analogy to this expression for the creation of a Frenkel exciton with wave vector k, we transform the CT excitations into their wave vector representation, 
͑k͒. ͑38͒
With respect to the two basis molecules A and B, this Hamiltonian has the following block structure: is the Fourier transform of the excitation transfer and R n␣;m␤ = R n␣ − R m␤ the distance vector between two molecules. Since the monoclinic space group of the molecular crystals investigated has a center of inversion, the exciton transfer matrix elements T ␣␤ ͑k͒ are real and symmetric with respect to the indices of the basis molecules A and B, 15 resulting in T AA ͑k͒ = T BB ͑k͒ and T AB ͑k͒ = T BA ͑k͒.
As we have assumed that the transfer of a CT state can be neglected, the subblocks H AA CT ͑k͒ = H BB CT ͑k͒ consist only of diagonal elements E ␥ + − CT for each vibronic level. The offdiagonal blocks mixing the vibronic levels e of a Frenkel exciton and the vibronic levels − and ␥ + on the anionic and cationic site of a CT Bloch wave involve contributions from different localized excitations. Restricting the following discussion to states according to the left-hand side of Fig. 9 , the relevant localized CT excitations mixing with a neutral excitation on site n are described by the operators c n␣ − ;n+1,␣␥ + † and c n−1␣ − ;n,␣␥ + † , where, in the first case, the previously neutrally excited site n␣ is acquiring a negative charge, so that the hole is transferred, and in the second case, the molecule n␣ loses an electron, which is transferred to basis molecule ␣ in unit cell n − 1. As a result, the mixing of a Frenkel exciton with a Bloch wave of CT states contains an interference of electron and hole transfer, so that the mixing of neutral and charged excitation reads In terms of the creation operators of Frenkel excitons, this further block diagonalization can be expressed by a superposition of Bloch waves involving A or B basis molecules:
͒. ͑44͒
Accordingly, a similar procedure applied to the CT states reads
where = y governed by the upper sign represents Bloch waves with transition dipoles exclusively along y, coinciding with the screw axis in the monoclinic space group, and the difference indexed = x has molecular transition dipoles along x and CT transition dipoles in the xz plane. After expressing the Hamiltonian with these new operators, the two decoupled subblocks read
The vibronic levels included in the model Hamiltonian are restricted to the ones with contributions above 10 −6 to the Poisson progressions obtained from the Huang-Rhys factors in Table III . Using the largest Huang-Rhys factors occurring, this restricts the range of the vibronic levels required to 0-9 for neutral excitations, 0-8 for anionic states, and 0-6 for cationic states. The product space needed for each type of CT state contains therefore 63 vibronic levels including several with relative weight below the threshold of 10 −6 . We did not attempt to eliminate the respective basis states, and the diagonalization of Hamiltonian ͑46͒ was performed numerically with LAPACK routines.
C. Optical properties
After diagonalization of the model Hamiltonian for vanishing wave vector k = 0, the elements of the dielectric tensor can be related to the respective transition dipoles. We denote the transition dipoles of the eigenstates as d 0j , where = y , x describes the two kinds of eigenstates contributing to ⑀ yy along the lattice vector b or to the elements of the dielectric tensor in the ac plane, respectively, and the last index j counts the eigenstates obtained. In the more general case of the ac plane, the 2 ϫ 2 dielectric tensor can be obtained as
where an infinitesimal damping ⌫ guarantees causality and the frequency-dependent In the comparison with the experimental data in Sec. VIII, we shall only discuss the element ⑀ xx ͑͒ dominated by neutral excitation of molecules, disregarding the small contributions to other tensor elements arising from the orientation of the CT transition dipole, but in principle, these tensor elements are contained in our calculations. The part of the CT transition dipole along x gives a small contribution to ⑀ xx ͑͒ which will be included in the comparison with the measured data. The transition dipoles d 0yj are oriented along y so that a construction similar to Eq. ͑47͒ gives just the element ⑀ yy of the dielectric tensor.
Due to elongations of low-frequency internal vibrations and external phonons, the contribution of each eigenstate j to the dielectric tensor will be subject to a Gaussian broadening. These broadenings will be chosen according to the observed absorption coefficient or dielectric function, so that in Eq. ͑47͒ the contribution of each eigenstate j to the imaginary part will be replaced by a suitable normalized Gaussian and the real part will be obtained from a Kramers-Kronig transform.
V. DATA ANALYSIS
As information on both components of the dielectric tensor is only available in exceptional cases, 22, 32, 61 we start with the analysis of published information concerning optical density and reflectivity of thin films or single crystals before proceeding to the parametrization of the Frenkel-CT model. Optical density and reflectivity R provide complementary information on real and imaginary part of the refractive index. The optical density is defined as the logarithm of the transmission T, OD = − log 10 T. ͑48͒
Ignoring interference effects, the transmission is given by
where ␣ =2͑ / c͒I͑n͒ is the absorption coefficient proportional to the extinction coefficient I͑n͒ and R is the reflectivity. When the organic film is grown on a substrate like glass, this formula can be generalized to different reflectivities of the front and rear surfaces of the film. In the following, such differences will be ignored. From the exponential in the definition of T, one expects the optical density to be proportional to the extinction coefficient, but the correction factor ͑1−R͒ 2 generates energy-dependent deviations. Moreover, published values for the optical density tend to suppress an energy-dependent slope in order to have a closer analogy to the extinction coefficient.
For the reference case of Me-PTCDI films studied at room temperature, digitized published data for the optical density and the reflectivity are presented in Fig. 10 . 11 In the fitting procedure, we have defined a Kramers-Kronig consistent model function for the complex refractive index n and then we have optimized all parameters involved. The extinction coefficient I͑n͒ was modeled as a sum of Gaussians, and in order to facilitate an analytical Kramers-Kronig transform, each Gaussian was replaced by a suitable superposition of absorptive Lorentzians, with weights and relative widths kept at the same values with respect to a normalized Gaussian. Moreover, the model for the real part of the refractive index R͑n͒ accounts for a frequency-dependent background arising from a sharp transition at much higher energy, similar to the background contribution to R͑⑀͒ in Eq. ͑47͒, so that this background function does not generate a contribution to I͑n͒ in the energetic range of interest. We found clear evidence that the published optical density was corrected for a frequency-dependent background, compare Fig. 10 , and we assumed that this background was described by a linear dependence on energy. The area and broadening of the different subbands can easily be obtained from the optical density, but without additional information on the reflectivity, it would not be possible to determine reliable values for the background of R͑n͒. Therefore, we alternated between fits of the Gaussian subbands contributing to I͑n͒ and an adjustment of the background of R͑n͒. As a result of this fitting procedure, we have determined a Kramers-Kronig consistent model for the complex refractive index n, and as visualized in Fig. 10 , optical density and reflectivity calculated from this model give excellent agreement with the observed data.
The optical density was measured on a polycrystalline film with random azimuthal orientation of the crystallites, so that about 90% of the absorption arises from the large diagonal component ⑀ yy of the dielectric tensor and 10% from the small component ⑀ xx ; compare Table V. In the fit, we have assumed that both components have the same energy dependence. The modulation of the calculated reflectivity curve for a thick crystal depends on the film thickness assumed in the fit of the measured optical density, and we found the best agreement at the reflectivity extrema occurring at 2.12 and 3.10 eV for a fixed film thickness of 86 nm in the fit of the optical density, in reasonable agreement with the experimental estimate of about 100 nm. Our best value for the film thickness was based on visual inspection of the agreement between calculated and measured reflectivity curve, as opposed to a fit of a free thickness parameter. Therefore, we give a conservative estimate of d =86Ϯ 5 nm for the film thickness underlying our analysis excluding uncertainties of the absolute scale of the measured data which were not reported. Figure 10 demonstrates that the reflectivity corrections in the definition of the optical density are responsible for significant deviations between the shape of the observed optical density and the underlying extinction coefficient I͑n͒.
VI. APPROXIMATE PARAMETERS FOR FRENKEL EXCITONS
In the F-CT model described in Sec. IV, there are four groups of parameters: internal deformations treated with the effective mode energies and Huang-Rhys factors summarized in Table III , fermionic transfer parameters t e and t h mixing F and CT excitations, with numerical values as discussed in Sec. III C, transfer of neutral molecular excitations, and energies of neutral excitations and CT states. In this section, we shall provide starting values for the three parameters describing the Frenkel exciton manifold, i.e., the energy of the lowest molecular transition E 00 F , and the two transfer parameters T AA ͑k = 0͒ and T AB ͑k = 0͒, the latter governing the Davydov splitting between the vibronic subbands observed in the diagonal components ⑀ xx and ⑀ yy of the dielectric tensor. In the following, the large gas-to-crystal shift occurring in molecular crystals 9, 57 shall be included in the chosen value of E 00 F . Therefore, due to different requirements of the models discussed in Secs. VI and VII, a suitable value of the lowest molecular transition E 00 F depends on the specific context.
A. Sum rules for exciton transfer
The Kramers-Kronig consistent model for the refractive index allows to calculate the underlying dielectric function as R͑⑀͒ = ͓R͑n͔͒ 2 − ͓I͑n͔͒ 2 and I͑⑀͒ =2R͑n͒I͑n͒. In a pure Frenkel exciton model accounting only for the transfer of neutral molecular excitations between different sites, it can be shown that the average transition energy depends in a very simple way on the lowest molecular transition E 00 F , the internal reorganization energy = Sប, and the transfer of excitons: [24] [25] [26] 
where T = T AA ͑0͒ Ϯ T AB ͑0͒ is the transfer matrix element for a specific component of the dielectric tensor and the energy average ͗E͘ is calculated from the line shape of I͑⑀͒. For pure CT states, the average transition energy corresponds to
In a mixed Frenkel-CT model, the average transition energy has to account for the weight of each type of transition according to the respective transition dipoles discussed in Sec. III D, and the mixing of Frenkel and CT states via H F−CT does not result in any modification. In a pure Frenkel model, it was shown previously that the second moment of the optical response does not depend on exciton transfer
In the limit of vanishing transition dipole of the CT states, our mixed Frenkel-CT model gives a particularly simple formula for the increase in the second moment,
where the contribution arising from electron and hole transfer reproduces the second moment obtained in a single particle picture; compare Eq. ͑15͒.
B. Line shape obtained from Frenkel excitons
As the results of the full model will be discussed in the next section, here we provide only Frenkel exciton parameters determined from a comparison of Eq. ͑50͒ with the average transition energy. The lowest transition contributing to the dielectric function corresponds to the lowest dispersion branch at the ⌫ point of the Brillouin zone, E 00 F ͑0͒, not to the molecular parameter E 00 F occurring in the sum rule Eq. ͑50͒. Using a pure Frenkel exciton model, the difference between these two values can easily be obtained numerically.
In Fig. 11 we compare the dielectric tensor element I͑⑀ yy ͒ of Me-PTCDI with the result of a Frenkel exciton model based on parameters giving the same average transition energy ͗E͘ together with the observed value for the lowest subband which is assigned to E 00 F ͑0͒. This procedure allows to determine an approximate exciton transfer T = T AA ͑0͒ + T AB ͑0͒ governing this element of the dielectric tensor. As the only evidence for the shape of the other diagonal element ⑀ xx is restricted to a reflectivity curve with similar shape as the one included in Fig. 10 , but with reduced modulation, we assume that both tensor elements ⑀ xx and ⑀ yy coincide except for the size related to the respective dipolar coupling strength. This corresponds to a vanishing Davydov splitting or a vanishing exciton transfer T AB ͑0͒ = 0 between the two basis molecules.
The parameters derived for the pure Frenkel exciton model reproduce the observed values ͗E͘ and the position of the lowest subband E 00 F ͑0͒, compare Table XI , but as visualized in Fig. 11 , the model is not flexible enough for obtaining a quantitative agreement with the observed intensities of the various subbands, so that the second moment remains far below the respective value deduced from the observed line shape. According to Eq. ͑53͒, the too narrow absorption band arising from the pure Frenkel exciton model reveals the need to account for the interference of Frenkel and CT transitions via electron and hole transfer. Notwithstanding the obvious deficiencies visualized in Fig. 11 , the pure Frenkel exciton model can be used for the definition of suitable starting values for E 00 F and the matrix element governing the transfer of neutral excitations. Moreover, for PTCDA, the anisotropy of the optical observables measured by spectroscopic ellipsometry allows to determine values of both T AA ͑0͒ and T AB ͑0͒. 22,61
C. Temperature dependence of optical observables
Previous studies of the temperature dependence of the lattice vectors have revealed that the stacking vector of Me-PTCDI and PR149 shrinks by at least 1% when going from room temperature to low temperature. 11 At room temperature, the anisotropic thermal expansion coefficients are of the order of 1 ϫ 10 −4 K −1 , and for PTCDA, the expansion coefficient along the stacking vector even exceeds this value. 11, 63 Assuming that the temperature dependence of the stacking vector in PTCDA remains particularly large when cooling the material, it can be estimated that its reduction should be around 1.5% when going to very low temperature. The calculated dependence of the CT transition energy on the stacking vector of 0.5 eV Å −1 ͑Ref. 28͒ gives an estimate of about 0.02-0.03 eV for the resulting redshift of the CT transition. Energetic shifts in this range are consistent with the pressure dependence and the temperature dependence of photoluminescence from CT states. 64, 65 Concerning absorption spectra of PTCDA, a line shape analysis of lowtemperature spectra reveals a redshift of the lowest Frenkel subband by about 0.02 eV with respect to ellipsometry or absorption obtained at room temperature 18, 22, 66, 67 indicating that the temperature dependence of CT states and neutral excitations is similar.
For Me-PTCDI, the observed optical density at T =20 K contains sharper structures consistent with a redshift of the neutral molecular excitation by about 0.02 eV and a reduced broadening; compare Table XI. For simplicity, we assume that neutral molecular excitations and CT transitions shift in the same way as a function of temperature, or by −0.02 eV when reducing the temperature to T =20 K.
In the following, we shall analyze room-temperature optical data for most materials, but in addition, for Me-PTCDI, 11 . ͑Color online͒ Imaginary part of the dielectric tensor element ⑀ yy derived from the measured optical density at T =20 K ͑Ref. 11͒ ͑black͒, and calculation based on a pure Frenkel exciton model ͑green dashed͒, with parameters chosen according to the sum rule in Eq. ͑50͒; compare Table XI.   TABLE XI . Model parameters for a pure Frenkel exciton model. The effective mode and its Huang-Rhys factor S are taken from Table III, and the exciton transfer parameters are determined according to the sum rule in Eq. ͑50͒ and the lowest observed subband, assigned to E 00 F ͑0͒ at ⌫. The average observed excitation energy ͗E͘ of the HOMO-LUMO transition is obtained from an analysis of measured spectra, excluding the higher transition around 3.3 eV. The parameter T AB ͑0͒ responsible for Davydov splitting can only be addressed for PTCDA where a pronounced anisotropy of the dielectric tensor was observed ͑Refs. 22 and 61͒. the availability of temperature-dependent observables will be addressed explicitly. For PB31 and PR149, observables at low temperature show somewhat sharper structures, so that they are better suited for an assignment of the parameters required in the exciton model. Therefore, for these specific materials, we shall restrict the discussion to low-temperature data.
VII. INTERFERENCE OF FRENKEL EXCITONS AND CT TRANSITIONS
In the previous section, a pure Frenkel exciton model with parameters chosen according to the sum rule in Eq. ͑50͒ was able to reproduce the energy of the lowest vibronic subband and the average transition energy ͗E͘, but from the poor agreement with the dielectric function of Me-PTCDI visualized in Fig. 11 , it is obvious that the second moment of the calculated line shape is much too narrow. This indicates that the pure Frenkel model is ignoring a fundamental interaction mechanism leading to an additional spreading of the calculated dielectric function over a larger energetic range. In the following, it will be demonstrated that the Frenkel-CT interference via electron and hole transfer can account quantitatively for these features.
In the Frenkel-CT model, if the CT energy is above the molecular transition energy, the interaction between both types of excitations pushes the lowest vibronic subband of the Frenkel exciton down in energy. Therefore, the lowest molecular transition E 00 F has to be chosen at a higher energy with respect to Table XI. Accordingly, the exciton transfer T AA ͑0͒ has to be reduced in order to avoid a calculated average transition energy ͗E͘ exceeding the observed value. Both modifications of the model parameters will be more pronounced for materials with particularly large electron and hole transfer. PTCDA differs from this behavior in two respects: first, E 00 CT is placed below E 00 F , and second, the parameters for electron and hole transfer are particularly small, so that the preliminary parameters in Table XI are expected to remain rather reliable. As the energetic ordering of the two basic types of excitations differs from the other materials, the Frenkel-CT interference will push the lowest subband of the Frenkel exciton upward so that the respective model parameter E 00 F has to be chosen at a value slightly below the respective entry of Table XI .
From the discussion in Sec. III D, it became clear that TD-DFT applied to pairs of molecules does not allow deducing realistic energies for the CT transitions. Hence, the lowest CT subband E 00 CT will be treated as a free fitting parameter and the inclusion of Frenkel-CT mixing with electron and hole transfer matrix elements resembling the entries in Table  VII will induce systematic shifts of the parameters describing the Frenkel part of the model with respect to the values in Table XI. The final model parameters for the six perylene compounds are summarized in Table XII . For all materials, electron and hole transfer parameters close to the B3LYP/TZ values in Table VII yield an excellent agreement with observed line shapes of the refractive index or dielectric tensor. The detailed reasons for some deviations from the B3LYP/TZ values for t h and t e will be explained in the next section. The transition dipoles in Table XII are obtained from the area under the observed dielectric function according to Eqs. ͑7͒ and ͑8͒ and visual inspection of the agreement between calculated and observed line shapes.
From simple arguments relying on a parallel plate condensator with opposite charges on both plates, it is expected that the CT energy depends linearly on the stacking vector.
14 However, as the HOMO-LUMO transition energy in the diimides depends weakly on the type of side group, it is suitable to subtract the reference value E 00 F before analyzing E 00 CT . As visualized in Fig. 12 , the difference ⌬ 00 = E 00 CT − E 00 F is a monotonous function of the length of the stacking vector a. Excluding PTCDA, for the other perylene pigments this energy difference follows a linear slope of about ‫͑ץ‬E 00 CT − E 00 F ͒ / ‫ץ‬a Ϸ 0.06 eV/Å. Some scatter of this difference around a linear dependence on the lattice vector may arise from different values for the effective dielectric function along the stacking vector. For PTCDA, the presence of the anhydride groups induces stronger hydrogen bridges between adjacent molecules and larger quadrupole moments of each molecule. Albeit, it remains unclear how the increased intermolecular interactions determine the deviation of the CT energy from the trend observed in the other perylene compounds. 
VIII. CALCULATED LINE SHAPES
In this section, we compare the calculated dielectric tensor elements with ellipsometry spectra or with a KramersKronig consistent analysis of published experimental data as described in Sec. VI.
A. PTCDA
Previous optical studies of PTCDA have shown that Frenkel excitons and CT states mix only weakly, so that they result in quite different features in photoluminescence, 21, 27, 28 an interpretation corroborated by the small values of the transfer parameters t e and t h . PTCDA is one of the exceptional cases where information on the anisotropy of the optical response is available, 22, 61 and in contrast to DIP, 32 the large angle between the transition dipoles of the two basis molecules yields oscillator strengths of similar size for both components of the dielectric tensor; compare Tables V and  VI . Therefore, it is particularly interesting to analyze the impact of the relatively small mixing between Frenkel and CT states onto the optical response of this model compound. Applying second-order perturbation theory to the small offdiagonal matrix elements according to Eqs. ͑39͒-͑42͒, we find that t e and t h produce shifts of the Frenkel exciton transitions below 0.03 eV, so that the parameters of a pure Frenkel model as given in Table XI should remain reliable up to small modifications in the same range.
In Figs. 13 and 14 , we present the best fits of the revised analysis of earlier ellipsometry investigations. 22, 61, 68 Both for ⑀ xx and ⑀ yy , the calculation reproduces the key features appearing in the experimental spectra, including in each case position and relative height of the lowest vibronic subband and the main band at about 2.5 eV. The transition dipoles from Table XII used in the calculated line shapes are close to the TD-DFT value of 6.93 D; compare Table X. Small deviations between the chosen transition dipoles can be related to an energy-dependent slope contained in the observed data which may arise from unknown contributions such as nonspecular diffuse reflection, so that the data analysis of spectroscopic ellipsometry gives a small positive value I͑⑀͒ in specific energetic regions where no Frenkel or CT transitions are expected, e.g., around 3 eV.
In the full F-CT model, the F-CT mixing shifts the lowest transitions by a few meV below E 00 CT = 1.95 eV; compare Figs. 13 and 14. The dipolar coupling strength of these transitions arises mainly from the small CT transition dipole obtained from TD-DFT, so that it remains much smaller than the strength of transitions at higher energy dominated by the large transition dipole of neutral excitations. Even though these tiny calculated absorption features are hardly visible in Figs. 13 and 14, recent PL excitation studies have demonstrated that excitation in this energetic region can selectively produce PL from CT states confirming that our value of E 00 CT is realistic. 65 Moreover, at room temperature, in the region around the first excited vibronic level of the CT transition at E 01 CT = E 00 CT + ប = 2.12 eV, PL excitation spectra show a resonance allowing selective excitation of PL from excimers, 9, 65 a further indication that weakly absorbing CT transitions play a key role for the excitation of PL from self-trapped CT excitons.
Using the parameters for the pure Frenkel excitons according to the sum rules discussed in Sec. VI and CT − E 00 F between the lowest vibronic subband of the CT transition and of the neutral molecular excitation on the stacking vector of the six perylene compounds, together with a linear slope fitted through the values of all compounds except for PTCDA. FIG. 14. ͑Color online͒ As in Fig. 13 , but for tensor element ⑀ yy , obtained with plane of incidence parallel to the b lattice vector ͑Ref. 61͒.
the full F-CT model still improves the calculated shapes for both elements of the dielectric tensor. The sensitivity of the calculated line shape on the energetic difference E 00
CT − E 00 F is visualized in Fig. 17 , where E 00 F = 2.17 eV was kept fixed, but E 00 CT was modified by Ϯ0.07 eV. From the significant deviation between the calculated line shapes for I͑⑀ xx ͒ and the observed data we conclude that our exciton model allows to determine the CT energy within an uncertainty range of E 00 CT = 1.95Ϯ 0.07 eV, or less than half of the effective internal vibration.
In summary, for PTCDA, the availability of the anisotropic dielectric tensor allows to deduce the parameters for transfer of neutral excitations T AA ͑0͒ and T AB ͑0͒ in a model relying exclusively on Frenkel excitons. In a second step, a refined model including the mixing between Frenkel excitons and CT states determines the energetic position of the CT transition within a precision of better than 0.07 eV resulting in a remarkable agreement between calculated and measured anisotropy of the dielectric tensor. Due to the smallness of electron transfer t e and hole transfer t h , the full model does not require large changes of the Frenkel parameters determined beforehand.
PTCDA seems to be the only perylene compound where the CT transition E 00 CT is placed significantly below the neutral excitation of a molecule in the crystalline phase, E 00 F . Therefore, PL bands arising from self-trapped CT states occur below recombination from the dispersion minimum of the lowest dispersion branch of the Frenkel exciton, E 00 F ͑k͒. 21, 27, 28 Moreover, weak transitions around 1.95 eV and 2.12 eV arising from E 00
CT and E 01 CT , respectively, allow the selective excitation of PL from CT states. 9, 65 The value of E 00 CT = 1.95Ϯ 0.07 eV deduced from the Frenkel-CT model corresponds to an average CT transition energy of ͗E CT ͘ = E 00 CT + ͑S + + S − ͒ប = 2.12Ϯ 0.07 eV, in good agreement with an earlier estimate based on excimer PL arising from a selftrapped CT exciton modeled as a deformed dimer, indicating a value in the range ͗E CT ͘ = 2.14Ϯ 0.08 eV for the undeformed crystal.
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B. Me-PTCDI
Among the six compounds studied, Me-PTCDI has the largest electron transfer parameter t e , so that the calculated line shape I͑⑀ yy ͒ in Fig. 11 obtained from a pure Frenkel exciton model deviates strongly from the reference curve deduced from the experimental observations. The particularly large energetic difference between the strongest observed features at about 2.12 and 2.5 eV indicates that the charge transfer breaks the entire line shape into two well separated bands, with some weaker features in between. We found empirically that the B3LYP/TZ values of t e = −0.104 eV and t h = −0.041 eV are slightly too large in absolute size, irrespective of the position of the CT transition E 00 CT . As shown in Fig. 18 , slightly smaller parameters for elec- tron transfer of t e = −0.090 eV and hole transfer of t h = −0.020 eV provide a line shape in good agreement with the experimental curve when Frenkel and CT transitions are close to degenerate, ⌬ 00 = E 00 CT − E 00 F = 0.06 eV. From Eqs. ͑30͒-͑33͒ and Eq. ͑42͒, it can be deduced that at k = 0, the off-diagonal matrix element between these two transitions is determined by the sum t h Ј+ t e Ј. The deformation parameters in Table III together with t e = −0.090 eV and t h = −0.020 eV yield t e Ј= t e S 0 e 0 + S 0 g 0 − = −0.062 eV and t h Ј= t h S 0 e 0 − S 0 g 0 + = −0.017 eV, or t h Ј+ t e Ј= −0.079 eV. In contrast to the simpler Frenkel exciton model, the lowest observed subband is no more placed slightly above the lowest molecular transition E 00 F . Instead, the particularly large interaction between Frenkel and CT manifold pushes it to 0.08 eV below E 00 F , but it still derives the main part of its oscillator strength from this molecular transition. According to the sum rule Eq. ͑50͒, the increase in E 00 F by 0.13 eV with respect to the value estimated in the pure Frenkel model corresponds to a reduction in T AA ͑0͒ by a similar amount, so that the F-CT model is now based on a much smaller exciton transfer parameter T AA ͑0͒ = 0.08 eV. Therefore, Me-PTCDI can serve as a prototype for a material where the mixing between Frenkel and CT states has the largest influence on the line shape of the optical response, as opposed to PTCDA, where the transfer of neutral excitations represents the most important intermolecular interaction.
The transition dipole F = 5.98 D used for the calculated line shape is below a previous experimental estimate of 6.8Ϯ 0.7 D ͑Ref. 18͒ and our TD-DFT value of 7.42 D; compare Tables X and XII. Such a rather large deviation indicates a questionable absolute scale of the reflectivity and optical density underlying our experimental model lines shape of ⑀ yy , 11 compare Sec. V for details of the data analysis.
In the region of the first valley in the imaginary part of the dielectric function around 2.2 eV, the exciton model cannot provide an optical response of similar size. At the present stage, we do not know if this reveals a principal limitation of our approach or contributions from a slightly different crystal phase to the measured spectra, e.g., based on different orientations of the methyl groups. 69 Similarly to the opposite limit of very small electron and hole transfer parameters realized for PTCDA, the position of the lowest CT transition can be determined quite accurately. In Fig. 19 , the deviation of the calculated spectra from the experimental reference curve obtained for variations in the CT energy by Ϯ0.05 eV demonstrates that an uncertainty range of E 00 CT = 2.24Ϯ 0.05 eV at low temperature or E 00 CT = 2.26Ϯ 0.05 eV at room temperature is a conservative estimate. Recently, Kramers-Kronig consistent values for the dielectric function of polycrystalline Me-PTCDI films have been derived from spectroscopic ellipsometry. 70 Our exciton model can reproduce these observations, but the calculation requires transition energies which are blueshifted by 0.02 eV with respect to previous measurements of the optical density at room temperature reported in the present work. 11 The small differences in the energetic positions of the dielectric response indicate an influence of strain on the optical observables of thin films grown under different conditions.
11,70
C. PB31
The spectrum of PB31 resembles the one of Me-PTCDI, but in PB31, the very large splitting between the two strongest features at 2.01 and 2.64 eV is realized by an extraordinarily large hole transfer parameter interfering constructively with a somewhat smaller electron transfer. In contrast to Me-PTCDI, the relatively large angle between the two long axes of the two basis molecules in the PB31 unit cell assigns substantial coupling strengths both to ⑀ xx and to ⑀ yy ; compare Table V . The published data for the optical density were measured on polycrystalline films, so that both diagonal elements of the calculated dielectric tensor have to be averaged.
Based on the values t h = 0.144 eV and t e = 0.053 eV, the latter slightly reduced with respect to the B3LYP/TZ reference, our model can reproduce the experimental line shape quite well; compare Fig. 20 . Together with the deformation parameters from Table III , we obtain t h Ј= 0.131 eV and t e Ј = 0.034 eV, interfering constructively as t h Ј+ t e Ј= 0.165 eV in the off-diagonal matrix element between E 00
CT and E 00 F . Therefore, the lowest subband contributing to the dielectric function has again mixed Frenkel-CT character. The resulting line shape of the average between ⑀ xx and to ⑀ yy is visualized in Fig. 20 reproducing all details of the experimental reference. The best agreement with the experimental line shape is found if the CT transitions are significantly above the neutral excitations, with a difference of E 00
CT − E 00 F = 0.13 eV. From modi- Table XII presumably due to a problem in the determination of the measured film thickness of 100 nm underlying our data analysis. 11 The black color of PB31 is a direct consequence of the exceptionally large contribution of t e + t h to the second moment of I͑⑀͒ according to Eq. ͑53͒, so that this material absorbs over a quite wide energetic region covering the entire visible range of the spectrum.
D. PTCDI
The optical absorbance of PTCDI shows a fairly large broadening of the lowest subband with a full width at half maximum corresponding roughly to the energy of the calculated effective internal mode of 0.175 eV, compare Table  III , 62 indicating rather large elongations of external librational phonons after optical excitation.
As shown in Fig. 21 , we found the best agreement with the measured line shape when using t h = 0.076 eV and t e = 0.019 eV, where the larger parameter is somewhat smaller than the B3LYP/TZ reference. Due to the constructive interference of these transfer parameters, the off-diagonal matrix element between E 00
CT and E 00 F is still as large as t h Ј+ t e Ј = 0.079 eV. In absolute, this matrix element is of similar size as in Me-PTCDI, but the larger splitting of E 00 CT − E 00 F = 0.13 eV reduces the influence of F-CT interaction onto the relative strength of adjacent vibrational subbands. Moreover, the larger broadening does not allow to resolve distinct features in the valley region between the two main bands.
E. PR149
Using parameters rather close to the B3LYP/TZ values for electron transfer and hole transfer, the agreement of the model calculation in Fig. 22 with the dielectric function deduced from experimental data is fairly good, but the shape of the lowest vibronic subband cannot be reproduced quantitatively. This failure might indicate that charge transfer between the two basis molecules results in a substantial redistribution of oscillator strength between the lowest two subbands, an interaction mechanism not included in our approach. A model calculation with modified Huang-Rhys factors can improve on this situation, but we do not think such modified parameters can still have a sound microscopic foundation. Instead, from the TD-DFT results of the stacked dimer, we found that other low-lying dipole-active transitions occur rather close to the HOMO-LUMO transition. Therefore, it seems that a more complicated exciton model based on several molecular transitions would be required in order to improve the agreement between calculated and measured line shapes.
F. DIP
Since the geometric overlap between adjacent DIP molecules in the thin film phase is almost negligible, in keeping with a quite large stacking vector of a = 7.17 Å, all intermolecular parameters are particularly small; compare Tables VII and XII. The largest element of the observed dielectric tensor shown in Fig. 23 resembles a vibronic progression with a Huang-Rhys factor around S = 1. As discussed elsewhere in more detail, a pure Frenkel model cannot reproduce the ob- ͑Color online͒ Model calculation of the out-of-plane dielectric function for DIP in its thin film phase ͑red dashed, blue dash-dotted͒, superimposed to the respective element of the dielectric tensor determined from spectroscopic ellipsometry ͑black͒. 32 In the calculated curves, the tilting of the long axis of the DIP molecules against the substrate normal by = 19.8 0 has been included through a reduction factor of cos 2 .
served dielectric function, so that the mixing of Frenkel and CT states via the small values for electron and hole transfer is required for an interpretation of the observed line shape. 32 In the present work, the effective mode underlying the calculated line shape is determined from DFT in contrast to an effective mode fitted to solution spectra used earlier. 32 Moreover, we found that in the previous calculation based on the same Frenkel-CT model, we have used the wrong sign for the hole transfer. Now, with values of t e = −0.033 eV and t h = −0.056 eV close to the B3LYP/TZ reference, the agreement between calculated and measured line shape improves significantly; compare Fig. 23 .
IX. CONCLUSION
In the present work, we have demonstrated that an exciton model accounting for the interference between Frenkel excitons and charge-transfer transitions can quantitatively reproduce the observed optical spectra of several perylene compounds. These model calculations rely on internal molecular deformations of excited or charged molecules obtained with DFT and intermolecular electron and hole transfer along the stacking direction close to the respective values deduced from DFT and Hartree-Fock. In a subsequent parametrization step addressing exclusively Frenkel excitons, a reasonable range for the energy of the lowest molecular transition and for the transfer of neutral excitations can be obtained from a sum rule applied to the observed dielectric function. For compounds with relatively small electron and hole transfer such as PTCDA and DIP, the small mixing of Frenkel and CT states results only in marginal modifications of the neutral molecular excitation energy and the respective transfer matrix elements derived from the sum rule. In the opposite limit of strong mixing of Frenkel and CT features realized in the other four perylene compounds studied, the complete exciton model is required for quantifying the nontrivial progression over the various vibronic subbands, and the preliminary parameters obtained in the Frenkel model are subject to substantial modifications. A new sum rule for the second moment of the observed line shape can be applied to measured data in order to assess the importance of the interference between Frenkel excitons and CT states via electron or hole transfer.
For materials with large electron or hole transfer, the exciton model allows to determine the energies of CT transitions along the stacking direction within a precision better than 0.05 eV, an uncertainty range far below systematic deviations occurring in HF, DFT, or microelectrostatic calculations. In the future, these improved values for the CT energies should allow a deeper understanding of device-related observables such as photocurrents and a refinement of existing microscopic models for photoluminescence.
