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Complete measurements of quantum observables
Juha-Pekka Pellonpa¨a¨∗
Turku Centre for Quantum Physics, Department of Physics and Astronomy, University of Turku, FI-20014 Turku, Finland
We define a complete measurement of a quantum observable (POVM) as a measurement of the
maximally refined version of the POVM. Complete measurements give information from the mul-
tiplicities of the measurement outcomes and can be viewed as state preparation procedures. We
show that any POVM can be measured completely by using sequential measurements or maximally
refinable instruments. Moreover, the ancillary space of a complete measurement can be chosen to
be minimal.
PACS numbers: 03.65.Ta, 03.67.–a
I. INTRODUCTION
Suppose that we want to perform a measurement of
a quantum observable. The observable can be, e.g. the
energy (Hamiltonian) H of an atom or the position Q
of a particle. The spectrum of H may be degenerate or
the particle may have a nonzero spin. Then, intuitively,
any measurement of H cannot be seen complete since it
does not give ‘information’ about degeneracies of energy
states. Similarly, if we measure position Q, we do not
know the spin of the particle. Obviously, in both cases,
a complete measurement would be a measurement of the
maximally refined version of the observable in question
since then the outcome space contains also degeneracies
or multiplicities of the measurement outcomes. Then, the
first question is how one can measure maximally refined
observables. As we will see, a solution to this problem is
to measure the observable and some other ‘multiplicity’
observable sequentially. For example, one could measure
Q first and then a spin observable.
A quantum measurement process starts with the
preparation of the system in some state (density matrix).
Then an observable or several observables are measured
sequentially. What happens if some of the measurements
are complete in the above sense? We will show that a
complete measurement can be viewed as a new prepara-
tion procedure, i.e. the measurement process ‘ends’ in a
complete measurement (and possibly a new process starts
if there are measurements left to be performed).
Any observable allows ‘preparative’ measurements but
only for rank-1 observables all measurements are com-
plete. Hence, if we know that an observable is rank-1
then we know that its measurement can be seen as a
preparation of a new measurement even if the specific
form of the measurement interaction is not known. More-
over, any observable has a rank-1 refinement so that one
can define a complete measurement of an observable as
a measurement of its maximally refined version. Recall
that many important observables are already of rank-1:
position and momentum observables (of a spin 0 particle
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moving on a space manifold), rotated quadratures, phase
space observables generated by pure states, the canonical
phase observable of a single mode electromagnetic field,
and many discrete observables such that Hamiltonians
with nondegenerate discrete spectra.
We show that there is a special class of instruments, so-
called maximally refinable instruments, related to mea-
surements of an observable which can be directly inter-
preted as complete measurements. The arise from mea-
surement models of the observable only by changing (re-
fining) the pointer observable of the ancillary system.
We also study minimality of the ancillary spaces of a
fixed instrument, or an observable, and show that, to
measure an observable, the ancillary space must be at
least the space of wave functions related to the observ-
able. The pointer is then the ‘position’ observable.
Before one can study these questions theoretically in
the most general context of infinite dimensional Hilbert
spaces and continuous outcome spaces, one must define
quantum observables and their measurement models rig-
orously enough. This will be done next.
II. OBSERVABLES, INSTRUMENTS, AND
MEASUREMENT MODELS
Let us briefly recall the mathematical description of
quantum observables via normalized positive operator
valued measures (POVMs) [1–4]. Consider a quantum
system with a (possibly infinite dimensional) Hilbert
space H and suppose that the measurement outcomes
form a set Ω. A POVM is a function M which associates
to each (measurable [15]) subset X ⊆ Ω a positive op-
erator M(X) acting on H. It is required that for every
state (a density matrix) ̺, the mapping X 7→ pM̺ (X) =
tr [̺M(X)] is a probability distribution. Especially, M
satisfies the normalization condition M(Ω) = I (the iden-
tity operator). The number tr [̺M(X)] is the probability
of getting a measurement outcome x belonging to X ,
when the system is in the state ̺ and a measurement of
M is performed.
A POVM M is called a projection valued measure
(PVM), a sharp POVM, or a spectral measure, if
M(X)2 ≡ M(X). In the case Ω = R, spectral measures
correspond to self-adjoint operators. Sharp POVMs have
2many important properties. For example, a PVM is al-
ways preprocessing clean, i.e. it cannot be obtained by
(irreversibly) manipulating the state before the measure-
ment and then measuring some other POVM [5].
Davies and Lewis [6] introduced the concept of in-
strument which turned out to be crucial in developing
quantum measurement theory since, besides measure-
ment statistics pM̺ , it also describes the conditional state
changes ̺ 7→ ̺X due to a quantum measuring process
(see also [1–3]). Recall thatM is a Heisenberg instrument
if it associates to each (measurable) set X a completely
positive map [16] B 7→ M(X,B) on the set of bounded
operators on H and X 7→ M(X,B) is a positive operator
valued measure for any B ≥ 0. In addition,M(Ω, I) = I
so that X 7→ M(X, I) is the associate POVM of M. We
say that M is M-compatible if M is the associate POVM
ofM, i.e.M(X, I) ≡ M(X). Any Heisenberg instrument
M defines a Schro¨dinger instrument I =M∗ by
tr [M∗(X, ̺)B] ≡ tr [̺M(X,B)]
and vice versa (i.e. I∗ = M). Especially, pM̺ (X) =
tr [M∗(X, ̺)], where M is the associate POVM of M,
and one may define a conditional output state
̺X =M∗(X, ̺)/tr [M∗(X, ̺)]
corresponding to a set X of outcomes which describes the
state of the subensemble of the measured system in which
the outcomes of the measurement lie in X .
Recall that a measurement model M of a POVM M
is a 4-tuple M = 〈H′,P, σ, U〉 consisting of a Hilbert
space H′ attached to the probe system, a PVM P acting
on H′ (the pointer observable), an initial state σ of H′,
and a unitary operator U on H ⊗H′ (the measurement
interaction) satisfying the relation
tr [̺M(X)] ≡ tr
[
U(̺⊗ σ)U∗
(
I ⊗ P(X)
)]
.
Moreover, M is pure if σ = |ξ 〉〈 ξ| for some unit vector
ξ ∈ H′. A measurement model M = 〈H′,P, σ, U〉 of M
defines an M-compatible instrument M by
M∗(X, ̺) = trH′
[
U(̺⊗ σ)U∗
(
I ⊗ P(X)
)]
(1)
so that tr [̺M(X)] = tr [M∗(X, ̺)]. Ozawa [7] showed
that any instrument M can be realized as a pure mea-
surement model of the associate POVM M of M, i.e.
there exists an M = 〈H′,P, σ = |ξ 〉〈 ξ|, U〉 such that (1)
holds for M. Recently, the structure of POVMs and in-
struments (and their measurement models) is thoroughly
analyzed by the author [5, 8].
Assume then that we measure POVMs M and N (of
the same Hilbert space H but possibly different outcome
sets ΩM and ΩN) by performing their measurements se-
quentially (first M and then the next N). This leads to
the instrument J defined by
J (X × Y,B) =M
(
X,N (Y,B)
)
, X × Y ⊆ ΩM × ΩN,
where M and N are M- and N-compatible instruments
describing the measurements. It defines a sequential joint
POVM J with the value space ΩM×ΩN, and whose mar-
gins are POVMs
X 7→ J(X × ΩN, I) = M(X),
Y 7→ J(ΩM × Y, I) =M1
(
ΩM,N(Y )
)
where the channel M
(
ΩM, •) operates to N, that is, the
first measurement disturbs the subsequent one [3]. More-
over,
J∗(X × Y, ̺) = N∗
(
Y,M∗(X, ̺)
)
.
For example, if we measure the position of a particle and
then its spin, the measuring process can be viewed as a
sequential measurement and the observable measured is
the corresponding sequential joint POVM.
In the next section, we study the properties of discrete
POVMs and their measurement models. In Section IV,
we generalize the results obtained in Section III to the
general (nondiscrete) case.
III. DISCRETE POVMS
In the case of a discrete POVM M one may choose
Ω = {x1, x2, . . .} such that Mi = M({xi}) 6= 0. Note that
the number #Ω of the elements of Ω and dimH can be
infinite. For all X ⊆ Ω,
M(X) =
∑
i (xi∈X)
Mi,
and for any i there exists a linearly independent vectors
{dik}
mi
k=1 and {gik}
mi
k=1 of H such that
Mi =
mi∑
k=1
|dik〉〈dik |
wheremi is the rank of the effect Mi or the multiplicity of
the outcome xi and vectors gik satisfy the biorthogonality
condition 〈dik|giℓ〉 = δkℓ [5, 11].
We say that M is of rank 1 if mi ≡ 1. Any M can
be maximally refined into rank-1 POVM M1 whose value
space ΩM consists of pairs (xi, k) where xi ∈ Ω and 1 ≤
k < mi + 1. Now
M
1
ik = M
1
(
{(xi, k)}
)
= |dik〉〈dik|.
Hence, M can be trivially obtained from M1 by relabeling
of outcomes (xi, k) of M
1, i.e. by giving the same label
xi to all outcomes (xi, k), k = 1, 2, . . . [9].
By Theorem 1 of Section IV, an arbitrary M-
compatible (Heisenberg) instrument M is always of the
form
M(X,B) =
∑
i (xi∈X)
Mi(B)
3with Mi(B) =M({xi}, B) and
Mi(B) =
mi∑
k,l=1
ri∑
s=1
〈ϕiks|Bϕils〉|dik〉〈dil| =
ri∑
s=1
A
∗
isBAis
where vectors ϕiks ∈ H satisfy the condition
ri∑
s=1
〈ϕiks|ϕils〉 = δkl
and ri is the rank of the completely positive map Mi
with the (minimal [17]) Kraus operators
Ais =
mi∑
k=1
|ϕiks 〉〈 dik|
which completely determineM andM via vectors dik and
ϕiks, respectively. We say that i is the outcome index of
M, k is its multiplicity index, and s is the Kraus rank
index of M. Now M is of rank 1 if ri ≡ 1.
The corresponding Schro¨dinger instrument is
M∗(X, ̺) =
∑
i (xi∈X)
M∗i(̺)
where M∗i(̺) =
∑ri
s=1 Ais̺A
∗
is or
M∗i(̺) =
mi∑
k,l=1
〈dil|̺|dik〉
ri∑
s=1
|ϕils〉〈ϕiks|
so that the probability of getting the outcome xi, when
the system is prepared in the state ̺, is
pi̺ = tr [̺Mi] = tr [M∗i(̺)] =
mi∑
k=1
〈dik|̺|dik〉
and the conditional output state corresponding to the set
{xi} (or the point xi) is
̺i = ̺{xi} =
1
pi̺
mi∑
k,l=1
〈dil|̺|dik〉
ri∑
s=1
|ϕils〉〈ϕiks|.
Example 1 (PVMs). Suppose that M is a PVM or
equivalently {dik} is an orthonormal (ON) basis of H.
Then 〈dik|djl〉 = δijδkl and one sees immediately that
Mi(B) = MiΦ(B)Mi
where Φ is a quantum channel defined by Φ(B) =
M(Ω, B). Note that the commutator [Φ(B),Mi] = 0.
Example 2 (Rank-1 POVMs). Assume that M is rank-
1, i.e. mi ≡ 1. Then, by denoting di = di1 and defining
a rank-ri state σi =
∑ri
s=1 |ϕi1s 〉〈ϕi1s| we get
Mi(B) = tr [Bσi] |di〉〈di| = tr [Bσi]Mi
and M∗i(̺) = 〈di|̺|di〉σi = pi̺σi so that the post mea-
surement state ̺i = σi for all states ̺, i.e. they do not de-
pend on ̺. Physically this means that the instrumentM
describes a complete measurement of M in the sense that
the posterior or output states ̺i are completely known
whatever the input state ̺ is. If xi is registered then the
state σi is obtained, and if one measures other POVM N
after M one gets its measurement outcome probabilities
pNσi(Y ) = tr [σiN(Y )] and conditional output states which
do not depend on ̺. Thus M can be viewed as a ‘state
preparator’ since it prepares states σi with probabilities
pi̺ = tr [̺Mi]. One can measure N in the fixed state σj
simply by preparing the system in some state ̺ and then
first measuring M (with the above M), and then select-
ing only states with correspond to the value xj , i.e. one
measures M and N sequentially to get the joint POVM J
which gives
tr [̺J({xj} × Y )] = tr [̺Mj(N(Y ))] = p
N
σj
(Y )pj̺
from where the probabilities pNσj (Y ) can be obtained.
Now the conditional states of the joint measurement with
the postselection x = xj are
̺{xj}×Y = N∗(Y, σj)/tr [N∗(Y, σj)]
where N is the instrument implementing N.
Obviously, when σi ≡ σ (a trivial instrument), poste-
rior states ̺i = σ for all i, i.e. they do not depend on the
measurement of M in any way. This instrument can be
obtained from M∗i(̺) = pi̺σi trivially by adding a ‘con-
stant’ channel which maps any state (especially σi) to
σ. Hence, we have seen that the measurements of rank-1
POVMs really complete the chain of measurements (and
start new chains by preparing states σi by postselection).
It is easy to show that, if all M-compatible instruments
M are of the above formMi(B) = tr [Bσi]Mi (where σi
are states) then M is necessarily a rank-1 POVM [10]. To
conclude, a POVM admits only complete measurements
if and only if it is rank-1.
Example 3 (Rank-1 instruments). LetM be rank-1, i.e.
ri ≡ 1. By denoting ϕik = ϕik1 we have 〈ϕik|ϕil〉 = δkl,
Mi(B) =
mi∑
k,l=1
〈ϕik|Bϕil〉|dik〉〈dil| = A
∗
iBAi
where Ai =
∑mi
k=1 |ϕik〉〈dik| and
M∗i(̺) =
mi∑
k,l=1
〈dil|̺|dik〉|ϕil〉〈ϕik| = Ai̺A
∗
i .
Hence, if ̺ = |ψ 〉〈ψ| is pure then all posterior states ̺i =
‖Aiψ‖−2|Aiψ 〉〈Aiψ| are pure. This is the characteristic
feature of rank-1 instruments.
If both M and M are of rank 1 then, by the preceding
example,
Mi(B) = 〈ϕi|Bϕi〉|di〉〈di|, M∗i(̺) = 〈di|̺|di〉|ϕi〉〈ϕi|
4where ϕi = ϕi1, ‖ϕi‖ = 1. Now posterior states ̺i =
|ϕi 〉〈ϕi| are pure for all states ̺ and they do not depend
on ̺.
Example 4 (Refinable instruments). From Example 2
we see that, for any POVM M, every M1-compatible in-
strument is of the form
M
1
ik(B) = tr [Bσik] |dik〉〈dik|
where σik are states. It defines an M-compatible instru-
ment M, a compression of M
1
, by
Mi(B) =
mi∑
k=1
tr [Bσik] |dik〉〈dik|.
Conversely, if M is an M-compatible instrument de-
fined by vectors ϕiks one can define states σik =∑ri
s=1 |ϕiks 〉〈ϕiks| and an M
1-compatible instrument
M
1
ik(B) = tr [Bσik] |dik〉〈dik| =
ri∑
s=1
〈ϕiks|Bϕiks〉|dik〉〈dik|
whose compression
Mi(B) =
mi∑
k=1
ri∑
s=1
〈ϕiks|Bϕiks〉|dik〉〈dik |
is not necessarily M. If M = M we say that M is
refinable. Thus, M1-compatible instruments correspond
to refinable M-compatible instruments.
Example 5 (Maximally refinable instruments). Simi-
larly to M also its compatible instrumentM can be max-
imally refined into a rank-1 instrument M1. Instead of
ΩM, it must be defined on ΩM which contains all pairs
(xi, s), xi ∈ Ω, 1 ≤ s < ri + 1. Now
M1is(B) =M
1
(
{(xi, s)}, B
)
= A∗isBAis
whose associate POVM
M1is(I) = A
∗
isAis =
mi∑
a,b=1
〈ϕias|ϕibs〉|dia〉〈dib|
is defined on ΩM. We say thatM is maximally refinable
M-compatible instrument if the associate POVM of M1
can be identified with M1, that is, ΩM = ΩM and, for
any (xi, k) ∈ ΩM there exists a unique (xi, sk) ∈ ΩM and
M1isk(I) = M
1
ik. But this means that ri ≡ mi and
〈ϕiask |ϕibsk 〉 = δakδbk,
mi∑
s=1
〈ϕiks|ϕils〉 = δkl
which can hold only if ϕiks = δsskϕik where ϕik ∈ H,
‖ϕik‖ = 1. Clearly, without restricting generality, we
may assume that sk = k. Hence, maximally refinable
instruments are of the form
Mi(B) =
mi∑
k=1
〈ϕik|Bϕik〉|dik〉〈dik|
=
mi∑
k=1
tr [B |ϕik 〉〈ϕik|] |dik〉〈dik|
and thus refinable. They define rank-1 M1-compatible
instruments
M1ik(B) = tr [B |ϕik 〉〈ϕik|] |dik〉〈dik|.
Hence, rank-1 M1-compatible instruments correspond to
maximally refinable M-compatible instruments.
Note that the posterior states ̺ik = |ϕik 〉〈ϕik| of the
above instrument M1 are pure for all states ̺ (see Ex-
ample 3).
A. Measurement models
In this subsection, we consider measurement model re-
alizations of M-compatible instruments M with the vec-
tors dik and ϕiks (see boxed equations above).
Let L be an infinite dimensional Hilbert space with a
fixed ON basis {bs}∞s=1 and Hn an n-dimensional Hilbert
space spanned by vectors bs, 1 ≤ s ≤ n (and H∞ = L
if n = ∞). Define an ancillary Hilbert space H′ which
consists of sequences
ζ = (ζj)
#Ω
j=1, ζj ∈ Hrj
such that
∑#Ω
j=1 ‖ζj‖
2 < ∞ and the inner product is
〈ζ|ζ′〉 =
∑#Ω
j=1〈ζj |ζ
′
j〉. Obviously, the vectors bis =
(bis|1, bis|2, . . .) ∈ H
′, 1 ≤ i < #Ω + 1, 1 ≤ s < ri + 1,
defined by
bis|j = δijbs
form an ON basis of H′, i.e.
ζ =
∑
i,s
〈bs|ζi〉bis,
and dimH′ =
∑#Ω
i=1 ri.
Fix any unit vector ξ ∈ H′ and define a unitary mea-
surement coupling U : H⊗H′ → H⊗H′ by
U(ψ ⊗ ξ) =
#Ω∑
i=1
ri∑
s=1
mi∑
k=1
〈dik|ψ〉ϕiks ⊗ bis
=
#Ω∑
i=1
ri∑
s=1
Aisψ ⊗ bis
that is, 〈ϕ ⊗ bis|U(ψ ⊗ ξ)〉 = tr [|ψ 〉〈ϕ|Ais] , and by ex-
tending U to the whole space H ⊗ H′. Note that the
extension is not unique.
5Finally, define a pointer PVM
P(X) =
∑
i (xi∈X)
ri∑
s=1
|bis〉〈bis|
of the ancillary space H′. By denoting the projection
P({xi}) =
∑
s |bis〉〈bis| by Pi one sees that
trH′
[
U(̺⊗ |ξ 〉〈 ξ|)U∗(I ⊗ Pi)
]
=Mi∗(̺)
i.e. the pure measurement model M = 〈H′,P, |ξ 〉〈 ξ|, U〉
of M realizes the M-compatible instrument M. In-
deed, the ancillary space H′ is the ‘smallest’ possible
Hilbert space for the (pure) realization of M [8]. If
M = 〈H
′
,P, |ξ 〉〈 ξ|, U〉 is another realization of M there
exists an isometry H′ → H
′
and hence H′ can be embed-
ded in H
′
. Then P can be seen as a projection of P to the
subspace H′. The minimal M is unique (up to obvious
unitary transformations and the choice of the spectrum
of P which can be, e.g. any {yj}
#Ω
j=1 ⊂ R so that
∑
j yjPj
is a self-adjoint operator).
Suppose then that one wants to measure a POVM M,
i.e. to construct its pure measurement model M, such
that the ancillary spaceH′ is the smallest possible Hilbert
space. Then there are no unnecessary degrees of freedom
in the measurement. But this means that one needs to
find anM-compatible instrumentM such that its realiza-
tion M is minimal. Since dimH′ =
∑#Ω
i=1 ri the minimal
instrument must be of rank 1 (i.e. ri ≡ 1).
Example 6 (Rank-1 instruments). LetM be rank-1, i.e
Mi(B) =
∑mi
k,l=1〈ϕik|Bϕil〉|dik〉〈dil| = A
∗
iBAi (see Ex-
ample 3). Since Hn=1 = Cb1 ∼= C we we may choose
H′ = ℓ2(Ω), the Hilbert space of square summable com-
plex sequences (cj)
#Ω
j=1, and put b1 = 1 above. The
standard ON basis {ei}
#Ω
i=1 of ℓ
2(Ω) consists of sequences
e1 = (1, 0, 0, . . .), e2 = (0, 1, 0, . . .), etc. Thus, bi1 = ei
and the pointer observable is P(X) =
∑
i (xi∈X)
|ei〉〈ei|
showing that its ‘eigenvalues’ are not degenerate. More-
over,
U(ψ ⊗ ξ) =
#Ω∑
i=1
mi∑
k=1
〈dik|ψ〉ϕik ⊗ ei =
#Ω∑
i=1
Aiψ ⊗ ei
and, if ̺ ⊗ |ξ 〉〈 ξ| is the factorized initial state of the
compound ‘object-apparatus’ system before the measure-
ment, the entangled state after the measurement inter-
action is
ω̺ = U(̺⊗ |ξ 〉〈 ξ|)U
∗ =
#Ω∑
i,j=1
Ai̺A
∗
j ⊗ |ei 〉〈 ej |
whose subsystem states are the following partial traces:
trH′ [ω̺] =
#Ω∑
i=1
Ai̺A
∗
i =M(Ω, ̺) =
#Ω∑
i=1
pi̺̺i,
trH[ω̺] =
#Ω∑
i,j=1
tr
[
Ai̺A
∗
j
]
|ei 〉〈 ej |.
Clearly, the probability reproducibility condition
pi̺ = tr [̺Mi] ≡ tr
[
ω̺
(
I ⊗ Pi
)]
= tr [trH[ω̺]Pi]
holds. Here Mi = A
∗
iAi and Pi = |ei 〉〈 ei| as before.
Often it is assumed (the projection postulate) that the
object-apparatus state after registering and reading a
value xi of P is
ωi̺ =
1
pi̺
(I ⊗ Pi)ω̺(I ⊗ Pi) =
1
pi̺
Ai̺A
∗
i ⊗ |ei 〉〈 ei|
with the subsystem states
trH′ [ω
i
̺] =
1
pi̺
Ai̺A
∗
i =
1
pi̺
Mi∗(̺) = ̺i,
trH[ω
i
̺] = |ei 〉〈 ei|
i.e. the ‘state of the apparatus has collapsed into the
eigenstate’ |ei 〉〈 ei|, the object system is in the poste-
rior state ̺i determined by the instrument M and the
total state is factorized.
If M is a PVM then U is determined by
U(dik ⊗ ξ) = ϕik ⊗ ei.
The choice ϕik = dik gives the von Neumann-Lu¨ders (vN-
L) instrument
M(B) = MiBMi, M∗i(̺) = Mi̺Mi
since Ai = Mi. (Now Φ(B) = B in Example 1.)
The vN-L instruments have many important properties.
For instance, they are ideal and strongly repeatable [2].
Recall that an instrument M is strongly repeatable if
Mi
(
Mj(B)
)
≡ δijMi(B), that is, the repetition of M
does not lead to a new result.
If both M and M are rank-1 then it follows that the
interaction
U(ψ ⊗ ξ) =
#Ω∑
i=1
〈di|ψ〉ϕi ⊗ ei (2)
where ϕi = ϕi1, ‖ϕi‖ = 1 (see Example 3).
Example 7 (Maximally refinable instruments). Let M
be a maximally refinable M-compatible instrument (see
Example 5), i.e. ri ≡ mi, ϕiks = ϕikδks, ‖ϕik‖ = 1, and
Mi(B) =
mi∑
k=1
〈ϕik|Bϕik〉|dik〉〈dik |.
Note that generally now 〈ϕik|ϕil〉 6= δkl and, ifM is also
rank-1 then M must be rank-1. Comparing
U(ψ ⊗ ξ) =
#Ω∑
i=1
mi∑
k=1
〈dik|ψ〉ϕik ⊗ bik
6to Eq. (2) we see that U can be used for measuring both
M-compatible M and an M1-compatible rank-1 instru-
ment
M1ik(B) = tr [B |ϕik 〉〈ϕik|] |dik〉〈dik|.
The only difference is in the pointer observables. For M
the pointer observable is Pi =
∑ri
k=1 |bik〉〈bik| whereas
for M1 it is P1ik = |bik〉〈bik|, the maximally refined P.
In conclusion, if one can realize some maximally refin-
able M-compatible instrument (and hence measure M) as
a pure measurement model M then one can measure the
maximally refined M1 only by changing the pointer PVM
of M, i.e. by ‘reading’ the multiplicities k of the mea-
surement outcomes xi.
Choose then ϕik = g
1
ik = gik/‖gik‖ where vectors gik
satisfy the biorthogonality condition 〈dik|giℓ〉 = δkℓ. (In
the case of a PVM, gik = dik = g
1
ik.) Now
M∗i
(
|g1iℓ 〉〈 g
1
iℓ|
)
= ‖giℓ‖
−2|g1iℓ 〉〈 g
1
iℓ|
so that, if the system is prepared in the pure state ̺iℓ =
|g1iℓ 〉〈 g
1
iℓ|, one gets an outcome xi with the probability
pi̺iℓ =
mi∑
k=1
〈dik|̺iℓ|dik〉 = ‖giℓ‖
−2,
and if xi is registered then the output state is the same
̺iℓ. Hence we have obtained a kind of ‘very weak re-
peatability condition.’ Note that now Ais = |g1is 〉〈 dis|
and AisAit = δst‖gis‖−1Ais.
B. Complete sequential measurements
As we have seen in Example 7, it is possible to measure
M
1 of a POVM M by using a measurement model of M
and by changing the pointer observable P. Next we show
that M1 can be measured by first measuring M and then
performing the vN-L measurement of a discrete PVM.
LetMi be a POVMwith vectors dik, k < mi+1, andK
the largest multiplicity mi (or ∞ if supi{mi} =∞). Let
{Nk}Kk=1 be any projections such that NkNℓ = δkℓNk so
that they form a PVM N if one defines N0 = I−
∑K
k=1 Nk.
Note that projections Nk can be any projections asso-
ciated to some PVM (or a self-adjoint operator) whose
spectrum contains a discrete part which is large enough
(the spectrum may also contain a ‘continuous’ part). De-
fine the vN-L instrument B 7→ Nk(B) = NkBNk imple-
menting the PVM N.
Suppose then that one measures M and N sequentially.
Since any M-compatible instrument is of the form
Mi(B) =
mi∑
k,l=1
ri∑
s=1
〈ϕiks|Bϕils〉|dik〉〈dil|
the joint instrument is
Jik(B) = Mi
(
Nk(B)
)
=
mi∑
a,b=1
ri∑
s=1
〈Nkϕias|BNkϕibs〉|dia〉〈dib|.
On the other hand, any M1-compatible instrument is of
the form
M
1
ik(B) = tr [Bσik] |dik〉〈dik|
where σik are states (see Example 4). Now
Jik(B) ≡M
1
ik(B)
exactly when
ri∑
s=1
|Nkϕibs〉〈Nkϕias| ≡ δakδbkσik
so that we must have σik = NkσikNk, i.e. σik can be
viewed as a state of the subspace NkH.
Choose Kraus ranks ri and vectors such that ϕiks ∈
NkH for all i, s,
∑ri
s=1 ‖ϕiks‖
2 = 1, and
∑
s csϕiks = 0
for all k implies that cs ≡ 0. By choosing states σik =∑ri
s=1 |ϕiks 〉〈ϕiks| we get Jik(B) ≡ M
1
ik(B). Obviously
such vectors always exist:
For example, pick a unit vector φk from NkH (im-
plying 〈φk|φl〉 = δkl) and define ϕiks = ciksφk where∑ri
s=1 |ciks|
2 = 1 and
∑
s csciks = 0 for all k implies that
cs ≡ 0. Then σik = |φk 〉〈φk| andM
1
is rank-1. We have
two interesting special cases:
1. M is rank-1 so that ϕik1 = ϕik = φk, i.e. cik1 = 1.
Then M∗i(̺) =
∑mi
k,l=1〈dil|̺|dik〉|φl〉〈φk| and
N∗k
(
M∗i(̺)
)
= NkM∗i(̺)Nk = 〈dik|̺|dik〉|φk〉〈φk|
describes a complete measurement of M where, af-
ter the measurements of M and N, the state of
the system is collapsed to the eigenstate |φk〉〈φk|
if k is registered. The probability of getting (xi, k),
k < mi + 1, is 〈dik|̺|dik〉 (and 0 if k > mi).
2. M is maximally refinable, that is, ri = mi and
ϕiks = δksϕik = δksφk or ciks = δks. NowMi(̺) =∑mi
k=1〈dik|̺|dik〉|φk〉〈φk| giving the same complete
measurement N∗k
(
M∗i(̺)
)
= 〈dik|̺|dik〉|φk〉〈φk|
as above.
IV. ARBITRARY POVMS
In this section, we assume that M is an arbitrary
POVM with an arbitrary value space Ω and generalize
the results of the preceding section for M. It is shown in
[5, 11] that
M(X) =
∫
X
m(x)∑
k=1
|dk(x)〉〈dk(x)|dµ(x)
where, for all x, generalized vectors {dk(x)}k=1 are lin-
early independent [18] and µ is some positive measure.
It can always be chosen to be a probability measure
7µ(X) = tr [̺0M(X)] where ̺0 is any state with (only)
positive eigenvalues. We say that vectors dk(x) are gen-
eralized coherent states of M [12]. Note that m(x) ≤
dimH. In addition, there are (linearly independent) vec-
tors {gℓ(x)}
m(x)
ℓ=1 such that 〈dk(x)|gℓ(x)〉 = δkℓ [11]. If M
is a PVM then formally 〈dk(x)|dℓ(y)〉 = δkℓδy(x) where
δy(x) is the ‘Dirac’s delta’ concentrated on y. If M is
the spectral measure of a self-adjoint operator S then
Sdk(x) = xdk(x) if x ∈ R belongs to the spectrum
of S [11]. Hence, we call m(x) the multiplicity of the
measurement outcome x. Note that solutions dk(x) of
Sdk(x) = xdk(x) turn out to be useful for determining
M of S in many practical situations.
Theorem 1. Any M-compatible instrument M is of the
form
M(X,B) =
∫
X
r(x)∑
s=1
As(x)
∗BAs(x)dµ(x)
=
∫
X
m(x)∑
k,l=1
r(x)∑
s=1
〈ϕks(x)|Bϕls(x)〉|dk(x)〉〈dl(x)|dµ(x)
where the Kraus rank r(x) is minimal, that is, the
Kraus operators As(x) =
∑m(x)
k=1 |ϕks(x) 〉〈 dk(x)| are lin-
early independent for any fixed x ∈ Ω. In addition,∑r(x)
s=1 〈ϕks(x)|ϕls(x)〉 = δkl.
Proof. Define (possibly unbounded) operators A(x) =∑m(x)
k=1 |bk 〉〈 dk(x)| where {bk} can be chosen to be an
ON basis of H. From Theorem 3 of [8] follows that
M(X,B) ≡
∫
X
A(x)∗Tx(B)A(x)dµ(x).
where Tx is a completely positive channel thus having a
minimal Kraus decomposition
Tx(B) =
r(x)∑
s=1
A
T
s (x)
∗BATs (x).
By defining As(x) = A
T
s (x)A(x) and ϕks(x) = A
T
s (x)bk,
Theorem follows.
If M is discrete, i.e. concentrated on points xi, then µ
can be chosen to be a sum of Dirac deltas (point mea-
sures), µ =
∑
i δxi . Then, for instance,
M(X) =
∫
X
m(x)∑
k=1
|dk(x)〉〈dk(x)|dµ(x)
=
∑
i (xi∈X)
m(xi)∑
k=1
|dk(xi)〉〈dk(xi)|.
By denoting mi = m(xi), dik = dk(xi), ri = r(xi),
Ais = As(xi), and ϕiks = ϕks(xi), we obtain the boxed
equations of Section III. But this works also conversely.
Namely, by doing the above replacements and replacing
sums
∑
i by integrals
∫
X
(· · · )dµ(x) one can generalize all
definitions and results of Section III to arbitrary POVMs
and instruments (see general results and methods from
[8]). Note that the subindex i is removed and replaced
by adding (x).
For example, if M is rank-1, i.e. m(x) = 1 (or 0), then
M(X) =
∫
X
|d(x)〉〈d(x)|dµ(x)
and every M-compatible instrument is of the form
M(X,B) =
∫
X
tr [Bσ(x)] |d(x)〉〈d(x)|dµ(x)
orM∗(X, ̺) =
∫
X
σ(x)tr [̺M(dx)] where σ(x) are states.
For any POVM M, its maximally refined rank-1 POVM
is now
M
1(X × {k}) =
∫
X
|dk(x)〉〈dk(x)|dµ(x)
where x ∈ Ω and 1 ≤ k < m(x) + 1, so that every
instrument implementing M1 is of the form
M
1
(X × {k}, B) =
∫
X
tr [Bσk(x)] |dk(x) 〉〈 dk(x)|dµ(x),
where σk(x) are states, and is rank-1 if and only if
σk(x) = |ϕk(x) 〉〈ϕk(x)|. The compression of M
1
is
M(X,B) =
∫
X
m(x)∑
k=1
tr [Bσk(x)] |dk(x) 〉〈 dk(x)|dµ(x)
and M is maximally refinable if
M(X,B) =
∫
X
m(x)∑
k=1
〈ϕk(x)|Bϕk(x)〉|dk(x) 〉〈 dk(x)|dµ(x)
corresponding to a rank-1 M1-compatible instrument.
Now r(x) = m(x), ϕks(x) = ϕk(x)δks, and ‖ϕk(x)‖ =
1 in Theorem 1. For example, the choice ϕk(x) =
gk(x)/‖gk(x)‖ gives As(x) = ‖gs(x)‖−1|gs(x) 〉〈 ds(x)|
and As(x)At(x) = δst‖gs(x)‖−1As(x) as in Example 7.
In the case of a rank-1 M compatible instrument M,
r(x) = 1, ϕk1(x) = ϕk(x), and 〈ϕk(x)|ϕl(x)〉 = δkl so
that then
M(X,B) =
∫
X
A1(x)
∗BA1(x)dµ(x)
=
∫
X
m(x)∑
k,l=1
〈ϕk(x)|Bϕl(x)〉|dk(x)〉〈dl(x)|dµ(x).
Next we consider posterior states.
Let ̺ be an initial state of the system before the mea-
surement of M described by an M-compatible instrument
M. Then the measurement outcome probabilities are
pM̺ (X) = tr [̺M(X)] = tr [̺M(X, I)] = tr [M∗(X, ̺)] .
8Denote by w̺ the density (or weight function) of p
M
̺ with
respect to µ, i.e. dpM̺ (x) = w̺(x)dµ(x). If w̺(x) 6= 0,
then a posterior state [8, 13, 14] corresponding to the
outcome x ∈ Ω is
̺x = w̺(x)
−1
r(x)∑
k=1
As(x)̺As(x)
∗.
Sometimes ̺x is interpreted as a final state of the sys-
tem after the value x is observed. This interpretation
is problematic since, on the first hand, ̺x is not neces-
sarily unique. On the other hand, it may happen that
µ({x}) = 0 (e.g. position observables). Then it is better
to define the conditional output state
̺X =M∗(X, ̺)/tr [M∗(X, ̺)]
corresponding to a set X of outcomes. Since
̺X = p
M
̺ (X)
−1
∫
X
̺xdp
M
̺ (x)
is a ‘continuous’ mixture of the states ̺x we have an
obvious interpretation:
Prepare the system in the fixed state ̺. Do the mea-
surement to get some value x1 and a (possibly unknown)
output or posterior state ̺x1 corresponding to the out-
come x1. Repeat the process N times to get the se-
quences {x1, x2, . . . , xN} and {̺x1, ̺x2 , . . . , ̺xN}. Let
NX be the number of results x
j which belong to X ⊆ Ω.
Then
lim
N→∞
NX
N
= pM̺ (X)
and the limit mean value
lim
N→∞
1
NX
∑
xj∈X
̺xj = lim
N→∞
(
NX
N
)−1 ∗∑
xj∈X
̺xj
N{xj}
N
= pM̺ (X)
−1
∫
X
̺xdp
M
̺ (x) = ̺X
where
∑∗ means that the sum is taken over distinct val-
ues xj only. Note that in the discrete case ̺{xi} = ̺xi =
̺i if M({xi}) 6= 0.
Let M = 〈H′,P, σ = |ξ 〉〈 ξ|, U〉 be a measurement
model of a POVM M and M the related M-compatible
instrument, i.e. M is a pure realization ofM. The struc-
ture of measurement models is completely determined in
[8] so that we consider only a special case where H′ is
the smallest possible ancillary Hilbert space. It can be
shown [8] that it is (unitarily equivalent with) L2(µ), the
space of (square integrable) wave functions Ψ : Ω → C,
so that we choose H′ = L2(µ). Now M is rank-1 and
P(X)Ψ = χ
X
Ψ (where χ
X
(x) = 1 if x ∈ X and 0 oth-
erwise) so that the pointer PVM P is the usual ‘position
observable’ on Ω. Finally, the measurement interaction
on H⊗ L2(µ) is some extension of
[
U(ψ ⊗ ξ)
]
(x) =
m(x)∑
k=1
〈dk(x)|ψ〉ϕk(x) ⊗ 1
where ψ ∈ H. Now vectors ϕk(x) determine rank-1 M
as before.
To end this section we note that, similarly as in the
discrete case, the M-compatible instruments
M(X,B) =
∫
X
tr [Bσ(x)] dM(x)
can be seen as preparators of (statistical mixtures of)
states σ(x). Note that
pM̺ (X)̺X =M∗(X, ̺) =
∫
X
σ(x)dpM̺ (x) =
∫
X
̺xdp
M
̺ (x)
so that ̺x = σ(x) (almost all x). If M is rank-1 then all
its instruments (and thus measurement models or mea-
surements) can be seen as such preparators. If we know
that M is rank-1 then we know that any measurement of
M gives (approximately) some fixed output state σ(x) by
post selection whatever the input state ̺ is. The final task
is to show that, for any POVM M, we can measure its
maximally refined rank-1 version M1. Similarly as in the
discrete case one can measure M1 by using a measure-
ment model realizing maximally refinable M-compatible
instrument M. One just changes the pointer observable
P to its maximally refined P1 or performs a sequential
measurement with a discrete self-adjoint operator as be-
fore. Next we consider the last option in the case of a
rank-1 instrument M.
Let K be the largest multiplicity m(x) of M and
{Nk}Kk=0 some PVM. Pick some unit vectors φk ∈ NkH
and define an M-compatible instrument M(X,B) =∫
X
∑m(x)
k,l=1〈φk|Bφl〉|dk(x) 〉〈 dl(x)|dµ(x). Then
J (X × {k}, B) = M(X,NkBNk)
=
∫
X
〈φk|Bφk〉|dk(x) 〉〈 dk(x)|dµ(x)
implements M1, that is,
M
1(X×{k}) =
∫
X
|dk(x) 〉〈 dk(x)|dµ(x) = J (X×{k}, I).
Note that, if the ‘multiplicity’ k is obtained in the last
vN-L measurement of N then the input state ̺ is col-
lapsed into φk and the measurement is completed.
V. CONCLUSION
We have seen that the maximally refined version M1
of a POVM M can be measured by using a (maximally
refinable) measurement model for M and then changing
the pointer observable. Another way to measure M1 is to
choose a quite arbitrary discrete PVM N and a suitable
measurement model of M and then perform a sequential
measurement of M and N. The instrument M of the
first measurement can be chosen to be rank-1, i.e. it is
minimal.
9We call a measurement of M1 complete since it also
gives information from multiplicities of the outcomes of
a POVM M. Moreover, a complete measurement can be
viewed as a state preparation procedure.
Although the maximally refinable instrument of M can
be interpreted as a minimal (i.e. rank-1) instrument of
M
1 it is not a minimal instrument of M (if ri = ni > 1).
Hence, considered as instruments ofM, the realizations of
maximally refinable instruments have unnecessarily large
ancillary Hilbert space H′. This problem can be over-
come by measuring M and N sequentially. If M is of rank
1 then M1 = M and its maximally refinable instruments
are automatically minimal.
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