Abstract. Characteristic cycles and leading term cycles of irreducible highest weight HarishChandra modules of regular integral infinitesimal character are determined. In the simply laced cases they are irreducible, but in the nonsimply laced cases they are more complicated.
Introduction
Characteristic cycles play an important role in the representation theory of real reductive Lie groups. For example they arise in the study of primitive ideals, the associated variety and character theory (e.g., [5] , [14] and [15] ). In this article the characteristic cycles of highest weight HarishChandra modules having regular integral infinitesimal character are given explicitly.
The Harish-Chandra module of each irreducible representation X of a reductive group G R has a 'support' associated to it. This support is the support of the D-module on the flag variety B given by the localization of X ( [3] , [10] ); it is the closure of a K-orbit in the flag variety B, where K is the complexification of a maximal compact subgroup of G R . The support may also be described in terms of the Langlands classification. The characteristic cycle of X is an element of top degree in Borel-Moore homology of the conormal variety for the action of K on B:
with the sum over K-orbits Q in B. The 'multiplicities' m Q are nonnegative integers. The characteristic cycle of X may be defined in terms of filtrations of the corresponding D-module ( [5] ). Through the Riemann-Hilbert correspondence this is equivalent to the characteristic cycle of an IC sheaf associated to supp(X) ( [11] ). The characteristic cycle depends on the singularities of supp(X) ⊂ B.
Boe and Fu ( [4] ) have computed characteristic cycles of IC sheaves for Schubert varieties in certain generalized grassmannian flag varieties for classical groups. They carry out explicit geometric computations and use the combinatorics of the Kazhdan-Lusztig polynomials to obtain characteristic cycles. They find that in the simply laced cases the characteristic cycles are irreducible (i.e., just one term appears in (1.1)), otherwise they give a procedure to find the characteristic cycles. It turns out that this work is related to computing characteristic cycles of highest weight Harish-Chandra modules (in a somewhat indirect way).
In the case of G R = Sp(2n, R), the most difficult case, the computation of characteristic cycles of highest weight Harish-Chandra modules is contained in [2] . The methods are quite different from those of [4] and the results are stated in a much different way (and it is not clear how to match up the statements).
The first theorem in this article is the following Theorem 1.2. If G R is a simple group of hermitian type with simply laced Lie algebra, then for any irreducible highest weight Harish-Chandra module X of regular integral infinitesimal character
where Q = supp(X).
In the classical cases this follows from [4] ; we explain this in Section 3. The proofs in the exceptional cases are contained in Section 4. In the nonsimply laced cases the characteristic cycle can contain more that one term. The case of G R = Sp(2n, R), as mentioned above, is contained in [2] . Here we state the result as a very simple algorithm. In Appendix B we use this algorithm to compute the fraction of highest weight Harish-Chandra modules (of a given regular integral infinitesimal character) having irreducible characteristic cycle. We see that this fraction is very small as the rank increases. For SO e (2, 2n − 1), we find the characteristic cycles and see that they are either irreducible or a sum of two terms, each with multiplicity one (Section 5).
The methods used here are to apply a number of well-known general facts about characteristic cycles, Harish-Chandra cells and Weyl group representations, along with explicit computations. We also compute certain singularities that occur in Q for several K-orbits Q in B.
Preliminaries
The arguments in this article depend on a number of known general facts about highest weight Harish-Chandra modules and characteristic cycles. In this section we gather together the information needed.
A highest weight Harish-Chandra module is an irreducible Harish-Chandra module having a vector annihilated by all root vectors X α for α in some positive system of roots (for some Cartan subalgebra). The simple groups for which infinite dimensional highest weight Harish-Chandra modules occur are those groups of hermitian type.
Let G R be one of the simple groups of hermitian type. Let g be the complexification of its Lie algebra and let θ be a Cartan involution. Complexifying θ gives the complexified Cartan decomposition g = k ⊕ p. We let K be the complexification of the corresponding maximal compact subgroup (so Lie(K) = k). It is a fact that for hermitian type groups rank(k) = rank(g), so we may fix a Cartan subalgebra h of g that is contained in k. The set of roots of h in g (resp., k) is denoted by ∆ (resp., ∆ c ). The Weyl group of g (resp., k) is denoted by W (resp., W c ). The flag variety of g is denoted by B. The nilpotent cone in g is denoted by N . We denote by G the adjoint group for g. Given a positive system ∆ + in ∆ we use the usual notation of ρ for half the sum of the positive roots.
An equivalent condition for a simple group G R to be of hermitian type is that p decomposes into the direct sum of two irreducible Ad(K)-subrepresentations. This is written as p = p + ⊕ p − . It is well-known that a highest weight Harish-Chandra module is highest weight with respect to a positive system (for Cartan subalgebra h) of the form ∆ + c ∪ ∆(p ± ), where ∆(p ± ) := {α ∈ ∆ : g (α) ⊂ p ± } and ∆ + c is any positive system for ∆ c . Since there is no loss of generality, we assume our highest weight Harish-Chandra modules have highest weight with respect to ∆ + = ∆ + c ∪ ∆(p + ). Therefore, each highest weight Harish-Chandra module is the irreducible quotient of a generalized Verma module
with F λ an irreducible representation of k of highest weight λ (with respect to ∆ + c ). Those of infinitesimal character ρ may be written as L w , with λ = −wρ − ρ, for w in
It is well-known that the associated variety of any highest weight Harish-Chandra module is contained in p + ( [13] ). The K-orbits in p + are O j , j = 0, 1, 2, . . . , r := rank R (G R ):
where {γ 1 , . . . , γ r } is a maximal set of strongly orthogonal roots in p + and X γ ∈ g is a γ-root vector. For example, when G R = Sp(2n, R), p + ≃ Sym(n, C) and O j is the set of rank j symmetric matrices. In general these orbits have the following inclusion relations
It follows that each highest weight Harish-Chandra module has associated variety equal to one of the O j .
Now we state some general facts about characteristic cycles. By the translation principle, in order to determine the characteristic cycles of highest weight Harish-Chandra modules of regular integral infinitesimal character, it suffices to consider only those of infinitesimal character ρ, that is, the L w , w ∈ W. Thus, we work with these representations.
The first observation is that the L w , w ∈ W, may be studied in either the category M ρ (g, K) of Harish-Chandra modules of infinitesimal character ρ or in M ρ (g, B), a category of highest weight (g, B)-modules of infinitesimal character ρ, where B is the Borel subgroup corresponding to the positive system ∆ + = ∆ + c ∪ ∆(p + ). Characteristic cycles in both settings are studied simultaneously in [5] . For Harish-Chandra modules the characteristic cycles are in terms of the conormal variety for the K-action on B, as stated above. In M ρ (g, B) the support of the irreducible module L w is the Schubert variety Z w = Bw · b and the characteristic cycle is of the form
where
an orbital variety. These are general statements. For highest weight Harish-Chandra modules one sees that the geometric objects arising in the two categories coincide, as the following shows. Recall that B is a Borel subgroup corresponding to ∆ + = ∆ (1) Z w = B w is the closure of a K-orbit in B.
Therefore we may give our statements and computations for highest weight Harish-Chandra modules in terms of either K-orbits in B and in N ∩ p or in terms of Schubert varieties and orbital varieties.
We now review facts we need about characteristic cycles. A reference for much of this is [5] . Theorem 2.3. If X is an irreducible Harish-Chandra module with support Q, then
, with the multiplicities satisfying
A similar statement holds for irreducibles in M ρ (g, B).
The associated variety A(X) of X ( [18] ) is given in terms of the characteristic cycle by the following formulas. Let µ : T * B → N be the moment map. Then
and
This is an equidimensional affine variety (in N ∩ p). The leading term cycle ([17]) is
,
Observation 2.5. If AV (X) is known, then (2.4) excludes Q ′ from occuring in CC(X) (with
Another way to exclude certain potential terms from ocuring in the characteristic cycle is by the τ -invarant, a subset of the set of simple roots Π. This is best expressed in terms of M ρ (g, B). The τ -invariant of w ∈ W is defined as
Another statement involving the τ -invariant will be used. This is stated in terms of the T αβ -operators. Let α and β be two simple roots of the same length so that α , β = 0. One says that w is in the domain of T αβ if α / ∈ τ (w) and β ∈ τ (w). When w is in the domain of T αβ , then
(When α and β have unequal lengths the situation is slightly more complicated; this case is omitted here since we do not need it.) This will give us good information about several CC(L T αβ (w) ) once we know CC(L w ).
The notion of Harish-Chandra cell naturally arises. The (finite) set of irreducible Harish-Chandra modules of infinitesimal character ρ is partitioned into Harish-Chandra cells by an equivalence relation ∼. We say that X ∼ Y when X ≺ Y and Y ≺ X, for the partial order ≺ generated by X ≺ Y when X occurs as a subquotient in Y ⊗ F , for some finite dimensional representation F that is isomorphic to a subrepresentation of the tensor algebra of g. It easily follows that two representations in a Harish-Chandra cell have the same associated variety.
If C is a Harish-Chandra cell, then V C := span{X : X ∈ C} may be identified with a subquotient of the coherent continuation representation of W acting on the Grothendieck group of M ρ (g, K). This 'cell representation' need not be irreducible, but it always contains a 'special' representation. This constituent may be described as follows. The associated variety of the annihilator of some X ∈ C is the closure of a single nilpotent G-orbit O C ⊂ N ( [18] ). It is a fact that AV (ann(X)) is the same orbit closure for all X ∈ C and if O is an irreducible component of
, the irreducible representation of W corresponding to O C under the Springer correspondence; this representation is special in the sense of Lusztig. There are tables giving the Springer correspondence and indicating which representations are special (e.g., [6] ).
Classical simply laced cases
Let G R be one of the simple classical groups of hermitian type for which g is simply laced. These are SU (p, q), SO e (2, 2n − 2) and SO * (2n).
Consider the Schubert varieties in the generalized flag variety F := G/KP + , that is the closures of the B-orbits in F . As mentioned in the introduction, it is shown in [4] that the characteristic cycles of the IC sheaves for these Schubert varietes are irreducible. We may use this to show that all characteristic cycles of highest weight Harish-Chandra modules for the groups in (3.1) are irreducible.
To accomplish this we need several facts. Let π : B → F be the natural fiber bundle.
Lemma 3.2. Let w ∈ W . Then w ∈ W if and only if w −1 is maximal in its W c -coset.
Proof. We first show that w is maximal in its W c -coset if and only if w∆ We make use of several general facts.
(1) If y ∈ W is maximal in its W c coset, then π| Zy : Z y → π(Z y ) is a fibration with smooth fiber. The IC sheaf for Z y has irreducible characteristic cycle if and only if the same holds for the IC sheaf for π(Z y ).
(2) The characteristic cycle of the IC sheaf for Z y is CC(L y ), for any y ∈ W ( [11] Proof. Let w ∈ W. It follows from [4] that the characteristic cycle of the IC sheaf for π(Z w −1 ) is irreducible. By points (1) and (2), CC(L w −1 ) is irreducible. Now, by (3), CC(L w ) is irreducible.
4. E 6 and E 7
As in the classical simply laced cases, the characteristic cycles of highest weight Harish-Chandra modules are irreducible in the two exceptional cases. This is proved by using Proposition 2.7 that relates the T αβ -operators to the characteristic cycle.
, for all w ∈ W.
First consider the E 6 case. Then K = C × ×Spin(10, C) and the number of highest weight HarishChandra modules is 27. The simple roots are given the usual numbering and α 1 is the noncompact simple root. The elements of W are listed as w 1 , . . . , w 27 in Table 3 in the appendix.
In Table 1 we list the corresponding τ -invariants (by giving sets of indices of simple roots), the dimension of the support, the associated variety and what we call the 'possible' characteristic cycles (expressed by giving a set of indices k for which T * Bw k B could occur in CC(L wi )). By 'possible' we mean those conormal bundle closures that cannot be excluded from the characteristic cycle by considering columns 2-4 and Theorem 2.3, Observation 2.5 (along with (2.1)) and Proposition 2.6. The Table 2 gives the T αβ operators. Using the usual numbering of simple roots, the pairs of consecutive simple roots are (α 1 , α 3 ), (α 2 , α 4 ), (α 3 , α 4 ), (α 4 , α 5 ), and (α 5 , α 6 ). For each pair, the table lists those w ∈ W that are in the domain of T αiαj (written as T ij ) and T αiαj (w). An entry of the table is a natural number i which is short for w i . w T 13 (w) w T 34 (w) w T 24 (w) w T 45 (w) w T 56 (w)   1  2  2  3  4  3  3  4  4  6  11  9  9  7  6  7  7  5  5  7   14  12  12  10  8  10  10  12  12  9  17  15  15  17  19  17  17  14  14  11   19  20  20  18  20  18  18  16  16  13  21  22  22  24  23  24  24  25  25  26   Table 2 . T αβ 's for E 6
Now we may apply Proposition 2.7 to see that all characteristic cycles are irreducible. For this first note that, by the last column of Table 1 ,
B does not occur in any CC(L w ) (other than CC(L w4 )). By considering T 24 , T 3 does not occur in characteristic cycles for w 7 , w 10 , w 17 and w 18 . This is because, for example, w 4 , w 6 are in the domain of T 24 , so m w3,w7 = m T24(w4),T24(w6) = m w4,w6 = 0. By the last column of Table 1 , this means that T 3 does not occur anywhere (other than in CC(L w3 )). Now this fact along with the same reasoning applied to T 34 tells us that T 2 does not occur anywhere. Similarly, from T 12 , we see that T 1 only occurs in CC(L w1 ). The last column of Table 1 shows that T 7 only occurs in CC(L w7 ), Therefore T 5 occurs only in CC(L w5 ) (by looking at T 45 ). One excludes T 10 , T 8 and T 15 similarly by considering T 45 , T 24 and T 13 (respectively).
For E 7 , K = C × × E 6 and #W = 56. The elements of W are given in Table 4 in Appendix A.
The necessary information for E 7 is listed in remaining tables in Appendix A. These tables are easily generated by Maple. It is easy to check that the same argument for irreducibility of characteristic cycles as given in the previous paragraph also applies to the E 7 case.
SO e (2, 2n − 1)
We take the simple roots to be
The number of highest weight Harish-Chandra modules is # (W/W c ) = 2n.
Since the action of K on p + is by scalars and by the usual action of SO(2n−1, C) on p + = C 2n−1 , the orbits are
for some K-invariant symmetric form , on p + . The partition associated to the complex orbit O
is not special. Alternatively, one may conclude the same by computing the Springer correspondence, as given in [6] . It is shown in [1] that annihilators of irreducible Harish-Chandra modules have associated varieties that are closures of special orbits. Therefore, associated varieties of the highest weight Harish-Chandra modules are O 2 , except for the trivial representation, which has associated variety O 0 .
The highest weight Harish-Chandra modules are {L w , w ∈ W}, with W described as follows. For k = 1, 2, . . . , n, letw k be the permutation (1, 2, 3 , . . . , n − k + 1), written in cycle notation. Let w 0 be the long element of W (w 0 = −Id on h * ) and let σ ε1 be the reflection in ε 1 . Set
.
One easily checks the following.
Lemma 5.1. For k = 1, 2, . . . , n the following hold.
(a) ℓ(w
The last statement may be seen from part (c) and noticing when n∩n w lies in {X ∈ p + : X , X = 0}.
By considering the τ -invariant, the closure relations of the Schubert varieties and the moment map images (and applying Theorem 2.3, Observation 2.5 and Proposition 2.6) we see that
Note that since µ(T w We now show that m k = 1, for each k = 1, 2, . . . , n. and consider the singularity at 0.
Suppose that SO(2n + 1, C) is defined by the symmetric matrix
, so so(2n + 1, C) has Cartan subalgebra h = {diag(t 1 , t 2 , . . . , t n , 0, −t n , . . . , −t 2 , −t 1 )}. Then, by part (c) of Lemma 5.1, exp(n ∩ n w − 2 ) consists of matrices of the form
. . .
The slice is S = exp(n ∩ n . The realization we are using for SO(2n + 1, C) gives a natural embedding of W in W (A 2n ) = S 2n+1 . Then we may write
Following [9] , for any w ∈ W (written in this form as a permutation in S 2n+1 ) we let N p,q (w) = #{i ≤ p : w(i) ≤ q}, then
Many of the inequalities are often redundant; in fact just one is needed for w = w + 1 . We have
In the n = 5 example, elements of S are
Such a matrix is in Z w
if and only if the span of the first n + 2 = 7 columns contains e 1 , i.e.,
This hold if and only if x 1 = x 2 = x 3 = 0 and x , x = 0. For arbitrary n the computation is virtually the same and we get
It is known (e.g., the sl(2, C) case of [8, Corollary 3.3] ) that the multiplicity of the IC sheaf of N at {0} is 1. We conclude that m 1 = 1.
Theorem 5.3. For G R = SO e (2, 2n − 1) the characteristic cycles and leading term cycles of the highest weight Harish-Chandra modules are
Sp(2n, R)
The characteristic cycles of highest weight Harish-Chandra modules were computed in [2] in an inductive manner. Here we state the result in a slightly more concise way.
It is convenient to label the highest weight Harish-Chandra modules of infinitesimal character ρ by clans. In general, clans parametrize the K-orbits in B. A highest weight Harish-Chandra module is thus associated to the clan that specifies the closure of its support. Of course, only certain K-orbit closures occur as the support of highest weight Harish-Chandra modules. The set of clans for such orbits will be denoted by Cℓ(n) (as in [2] ). The elements of Cℓ(n) take the form c = (c 1 c 2 c 3 . . . c n ), with c i = + or c i ∈ N.
It is understood that the values of c i ∈ N are immaterial, so two clans with natural numbers in the same places are considered the same. Let Q c be the K-orbit corresponding to a clan c ∈ Cℓ(n). We denote by L c the highest weight Harish-Chandra module of infinitesimal character ρ having Q c as support. It is explained in [2, §2.2] how to easily pass between Cℓ(n) and W, that is, how to determine the w ∈ W so that L c has highest weight −wρ − ρ.
In order to describe the characteristic cycles we first describe
. . , r; we refer to this set as a 'geometric cell'. For each c ∈ Cℓ(n) define (h 1 , h 2 , . . . , h n ) as follows:
Then define the others inductively by
By Lemma 28 and equation (30) 
Suppose that D(c ′ ) is known, then for c = (+ c ′ ),
and for c = (1 c ′ ) there are two cases:
(n − 1) and (6.1b)
It follows that the characteristic cycle of L c is irreducible exactly when there is no j = 1, 2, . . . , n−1 so that h j+1 = h j = j, with j odd (6.2a) or equivalently, there is no j = 1, 2, . . . , n − 1 so that h j = j and c n−j =∈ N with j odd (6.2b) (and necessarily c j = +). If we let J(c) be the set of j = 1, 2, . . . , n − 1 satisfying (6.2), then the number of terms in CC(L c ) is 2 #J(c) , in fact
In the above example, h 4 = h 3 = 3 and h 6 = h The description of characteristic cycles given above allows us to prove the following proposition; the proof is given in Appendix B. When n = 2l, the proportion of highest weight Harish-Chandra modules with irreducible characteristic cycle is
Appendix A. Data for the exceptional cases
Here we give the relevant data for the computations of Section 4. The elements of W are given in Table 3 by specifying w 1 , . . . , w 27 ∈ W for E 6 by giving each w i as the long element of W c followed by the product of the simple reflections listed. The remaining two tables list the relevant data for the E 7 case. 11  10  12  10  9  10  10  12  12  15  15  18  13  17  15  17  20  17  17  14  14  17  17  21   16  21  18  21  24  21  21  24  24  20  20  24  19  25  22  25  27  29  25  28  26  23  23  26   35  29  32  29  28  25  29  26  28  31  31  27  39  33  36  33  31  33  33  30  30  33  33  29   42  37  40  37  34  37  37  40  40  36  36  32  45  45  43  45  47  45  45  42  42  39  39  35   47  46  48  46  48  46  46  44  44  41  41  38  49  52  50  52  51  52  52  53  53  54  54  55   Table 6 . T α,β 's for E 7
Rearranging slightly (by moving the odd entries up and inserting a node on the far right) this is the number of paths through
• . . . տ • ւ • with l + 1 nodes across the top.
Let N (n, j) be the number of c ∈ C n g (j) so that CC(L c ) is irreducible. Then N (n) = n j=1 N (n, j). When n is even N (n, j) is the number of paths in the above diagram from the upper rightmost node to node j in column #n.
Lemma B.1. For n = 2l, N (n, n) = 1 l + 2 2l + 2 l + 1 , the Catalan number c(l + 1).
Proof. To count the paths from the rightmost node to the top node in the leftmost column, we may omit part of the array and consider only For example, when n = 4 (l = 2) the array is
There are five paths.
