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The lvell known Least Square WIethOd fOr the estilnatiOn of parameters in Linear
Regression Models depends on the histOric data which is a collectiOn of an previous
observations
The Truncated Least Square Method presented here depends on a truncated data
which is a coHection of the last h/1 observations.Here,Wf is any number greater than
N which is a number Of unkno、vn parameters in a regression model.The method also
includes a exponential forgettilag factor.
The efficiency of the derived algorithm is examined by simulation studies of a first
order system.
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1, 1よじめに
最小二乗法は、パラメータに関して線形なシステムの
推定法として最も基本的なものであることは良く知られ
ているが、適応推定法としては収東性が悪くその改善の
ために多くの工夫がなされている。い～。)
本論では、最小二乗法の評価を修正した Truncated
Lcast Squa「e Hcthodによる道応アルゴリズムを提案し、
実際にこのアルゴリズムを用いる場合の注意すべき点を
記す。
提案するアルゴリズムは、過去Mステップに限定した
観測データに関する最小二乗推定として導かれる。さら
に忘却パラメータλを併せて導入することが可能である。
このMとλの値によリアルゴリズムの収東性が大きく影
響される。アルゴリズムの収東性は、システムの線形モ
デル化の方法によつても左右されることがわかつた。こ
れらのことを、アルゴリズムの初期設定の仕方と併せて
1次系を例としてシミュレーションにより検討した。
2.問題の記述と最小二乗法
対象とするシステムは未知パラメータに関して線形で、
yk=θiVktt vak,   k=0,1,2,・―        (1)
と表されるとする。ここにykはステップkにおける出力、
θはN次元未知パラメータベクトル、VkはN次元既知信
号ベクトル、v。には既知のスカラー関数とする。問題は、
(1)式に対するθの推定値として、まず、
,k=θk-lTVkttvok            (2)
を与え、kステップまでの情報から
θk=θk_1+」θk                (3)
'を求めるアルゴリズムを導出することである。
最小二乗法は、評1西
h室葉 1(庁Ⅵ Tθ)全    ①
を最小とするθをつkとすることであり、そのオンライン
化もよく知られている。
3.TLSM
(4)式の評価を修正して
,       (5〉h=卓か'(y山~VLドθ滓≧N,0<λ≦1M
現時点kから過去を最小にすることを考える。これは、
Mステップまでの情報のみに関する最小二乗法であり、
可動窓関数フイルタ付きの最小二乗法といえる。人は忘
却係数(forgetting factor)である。M=k, λ=1とす
ると(5)式は(4)式と一致する。(5)式を最小とするθkの
逐次形式は以下のようである。
[適応アルゴリズム ]
wik=Qk―iVk
stk=VkTw口k
s,k=Vk'wik
dk =(1-λ"~l sak)(λl s2k)+λ"~1(s lk)つ
gik=QkVI
(6)
(7)
(8〉
(,)
=((1入"=I sak)Wik+λh i slkWok)/dk  (10)
g2k=QkVk―H
=((λls2k)Wok―slkWik)/dk       (11〉
ek =yk―V T θぃI               (12)
chk=yk_“一Vk_HT θk_1            (13)
どθk=gikek一λh g2k eHk           (14)
Qk =(Qk―,一g‖wik了十λh~igぞ(wok')/λ   (15)
Wak41=QkVk―H・1              (16〉
Sok,1=Vk HコTwokⅢ             (17〉
then, k=k十二
3.1アルゴリズムの導出
(5)式をθに関して微分すると、次の正堀方程式
(粋iヤkJ Vい1)θ =壇λiVk引ytti  ⑩
が得られる。ここで
Qρ=杜μ Vrivr「    Q"
と定義すると
Q正1=λQkt~1 +VkVkT―λい  HVk ttT    (20)
が求まる。次によく知られた逆行列の補題
tA■bcT)~t =「l―(1+Citti b)1「lbcTA~1      (21)
を拡張して
(Afbcイ+bacar)コ=lAD+baCaT)~1
=AO■一(1+col+AO~l ba)~1れ
~l bacOTAD~1
=「1-洋     位ゆ
NI=((1+cDTA~lbO)A~1卜(caT「lb)「ibolC打庁 [
+((1+cr「1。
「
lbo―(cT「ibo)「ib'coT(1 (22-1〉
Dl=(1■cT「lb)(1+coT「ibO)―(coT「ib)(cT「lbo)(22-2)
が成立する。この結果を(20)式に用いると、
Qk=(Qk-1-N/D〉/入           (23)
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N=((1-λ口'Vk_"TQk-lVk")Qk iVャ
+λ"~1(Vレ_柄TQk_iVk)Qk‐lV″H)VkT Qk_1
-λH l((λttVkT Qk‐IVk)Qk lVk郎
+(VkT Qk_lVに,")Qk-lVk,Vk"TQk_1  (231)
D=(八十VkT QャtーVk)(1-λ匈~l Vk ttTQ″_lVk―
")
十λ"1(Vk―"T Qk-lVr)? (23-2)
となる。ここで
Wok=Qk-l Vk II,s ak=Vk hTwOャ,Wik=Qk―iVk
sl,=VkT wOk, S ek=VkT Wi″
とおくと、
Qk =(Qレ_1-giLWlレT十λm-l gttwokl)/λ   (24)
glャ=((1‐λⅢ lsDk)Wik+入匈~l sl,Wak)/dk (241)
g?″=((λl s2k)wDk~SikWlk)/dk     (24-2)
dk ユ(1-λh―i sat)(λ tt sぞ´)十八H~1(slk)2    (24-3)
さらに、若干の計算によつて
Qk Vk=g,,                  (25)
QkVk Ⅲ=g2,              (26)
も成立する。一方、Q″が正則であるとして、(18)式より
θk=QkΣλiVレ_iyⅢi         (27)
=Q,(入Qk, lθレl十Vkyk―λHVk_Hyk")
=Qk((Qk l―VマVkT十八hV「HVk_HF)θk l
十Vkyk一λ"Vk Ⅲyk")
=θk lキQkVke,一λHQkVに一"e"k
et =yk一Vャrθk_1
e ttk=yk_"―V Ⅲl θに1
(28)
(29)
(30)
(31)
が求まる。以上を整理するとアルゴリズム(6)―(17)式が
得られる。
3.2 初期設定
アルゴリズム(6)―(17)式を実行するための初期設定と
してはQO,θ□,V,(1-M≦j≦0)とyの初期条件が必要
となる。θolよ未知パラメータθの初期推定値であり何ら
かの情報から与えられているとする。このときQD,V,の
与え方として次の2通りが考えられる。
32.1 本論の適応アルゴリズムは未知パラメータθの突
変に対しても有効である。これより、ステップk≦0まで
は
'oで
あり、0<kに対してθに突変したと考える。従
つて、与えられたy。から逆算してθ=θ。|こ対して(1)式
を満たすようにVk, vak, k≦0,を任意に構成する。
これからk=0の(19)式よりQDを求めることができる。
322 通常の最小二乗法のように
Qo=αI, I:単位行列 (32)
として、αを十分大きくとる。これは3.2.1に比べてはる
かに簡単であり、最短ステップでの真値への収束は保証
されないが、実用的には十分であろう。
ただし、
V,=0
と,‐る。
1-M≦j≦0 (33)
33アルゴリズムの性質
[性質1]アルゴリズム(6)―(17)式は、3.2,1に記した初
期設定のもとで正規方程式(18)式を満たしθ匈=θとなる。
(証明)(28)式の関係を繰り返し用いることにより
θk=Q,(λ"Qk正lθ牛 H十七 大 'Vk,yri
一人側選かivk"―iyk～H_1)
=Qk(語かiVk‐iyk i
十 λ
匈(Qk M‐lθ″ 競一
語 か
IVⅢ H iy貯
"-1)) (34)
となり、これが(27)式と一致するための必要十分条件は、
Qk‖1'k―蘭=Σ ttI V,情
となる。ここで
θk‐柄=θE
yに"i=Vk卜Iθロ
と仮定すると
iy佐
"洵
, 0≦k≦M
, 0≦i≦M-1
(35)
(36)
(37)
撮かiVk"lyk"_i =(琵かiVヤーⅢ―iVk_h if〉θo (38)
であり、一方(19)式より
Qk―H lθk"=Q・H iθo
=(ΣλlVk_H iVk"iF)θ。    (39)
となり、(35)式が成立する。すなわち(36)1(37〉の設定
のもとで正規方程式(18)式が満たされ、k≧Mに対して
θk=θとなる。最短ステップはk=Mである。ただし、
QMが正則であるとする。
[性質2]Qkが正則である必要十分条件は(24-3)式の
dk≠0である。
(証明)(20〉式より
Qk lQk‐1 =λI+Vk VkI Qk_l λttVk_‖Vk_HI Qk_1(40)
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ここでT=Zつ十ti z+t2,Q=z tt q とすると(50)式は、となる。ここで、Qk-11よ正則であるがQk(従つてQk~1)
は正則でないとする。すると(40)式の両辺の行列式をと
る こ と に よ り行 列 λ"Vk―柄Vk ttTQk l―VkVkT Qk_1は入 を
その固有値としてもつことがわかる。これより
(λhVk―柄Vk HTQk_1-VkVkTQk_1)X=λX
従つて
λ"(Vk hTQk-lX)Vk―ぃ―(VkTQk―IX)Vk=λx  (41)
が、あるベクトルx(≠0)に対して成立する。(41)武より
x tt αVkttβVk―蘭
α=―(VkT Qk一IX)//λ
β=λ蘭~1(Vk―"TQk-lX)
とおくことができる。(42)式を(43),(44)式に代入して
(λttVkT Qk―iVk〉α十(VkT Qk-lVk")β=0   (45)
(λ"Vk―HT Qk-lVk)α十(λhVk―HTQk iVk―h一人〉β=0(46)
(45),(46)が非自明な解 (α,β)をもつためにはこれら
の係数行列の行列式が0でなければならない。
すなわち、
(λttVkT Qk-lVk)(λttVk_HT Qに一iVk一
"―
λ)
―(VkT Qk-lVk―Ⅲ)(λ口Vk―ぃTQにlVk〉=0(47)
となる。これはdk=0であることを示している。
3.4 システムモデル
(1)式で表されるシステムには、
いま、次の線形系を考える。
Py=Ru
種々のものがあるが、
ここにP,Rは次数n,mの2の多項式で、
クとする。すると、
(48)
Pはモニッ
zny=(zn_P)ytt R u
と変形して(1)式の形に帰若できる。
Ty=(T―QP)yttQR u
なる表現も(48)式と等価である。ここに、T,
ック多項式で、TとQPの次数を等しくとる。
Qの定め方が、推定特性に影響する。
ところで、(50)式の場合には、N=n tt mであるが、
実際のシステムを扱う場合には、種々の不確定性の影響
が避けられない。そこで、(1)式のθ,Vkの次数をN+1
とし、(Vk)NやI=1,とした拡大系を考えることができる。
これは、ステップ状タト乱に対して有効である。
4.シミュレーシコンによる検討
次式の簡単な1次系を例題とする。
(z tt p)y =ru              (51)
となる。(N=2)であるので、 (1)式に対応して
θI=(p,r)
V「=(一二隼キ翠壁y,一望写各主u)
取 =甲 y
となる。(N■=3)の場合には、
θI=(p, r,ω)
V∬=←半 y,伴 u,1)
取 =甲 y
となる。以下のシミュレーシコンで用いた(p,r)の値は
次の3通りである。
(Pl)  p=-0.81194,
(P2)  p=-0.81194,
p=-0.4,
(P3)  p=0.81194,
p=0.005k-1.01194
p=0.41194
r=0.25491
r==0.65431
tl,t2,qの値は、特に明記しない限り0とする。
次に、初期設定であるが、3.2.1節の方法に従つて、N
=2の場合に、初期値yO,初期推定値θoT=(po,ra)に対
して解くと1例として
蝕=■(1子長;すユ|
X=yDttpo y l―t _1              (5')
が求まる。ここに、
uコ=(yo■pay_1)/ro       (60)
u-2=y_1/rD (61〉
である。この時の(N=2),(P2)に対するパラメータ応答
を [図1][図2]に示す。それぞれM,λの値を変えてい
る。このように確定的状況下では、理論通り、M=2のと
き、k=2の最短ステップで真値に到達している。これら
のパラメータ応答は、システムの入力信号に大きく依存
することは、よく知られているが、本論では、
(62)
y=ptty+rttu十甲 y6め
(53)
(54)
(55)
(56)
(57)
(58)
r=0.25431   0≦k
r=0.25431   0≦k≦40
r=0.65431  40<k
0≦k≦40
40<k≦120
120<k
O≦k≦80
80<k
u=ustt u n
としu6=0.3のステップ入力、uHlま、あるM系列信号4)
で大きさは0.1(u"=0.1と記す。)である。
(42)
(43〉
(44)
(49〉
しかしよリー 般に、
(50)
Qはモニ
このT,
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[図2](N=2),(P2),
λ=(1)1.0,(2)
?
?
?
?
?
?
?
?
?
?
?
?
?
?
[図1](N=2),(P2),ue=0.3,
(2)5,(3)10,(4)20,(5)
40             60            80
〔step]
uド0,1,λ il,M」(1)2,
30,(6)40,(7)60
-12
0 ∞     etn
tetep】
λ=1,M=(1)2,
40,(7)60
[図3](N=2),(P2),us=0.3,u‖=01,
(2〉5,(3)10,(4)20,(5)30,(6)
(8)∞
次に、3.2.2節の方法に従って初期設定をするとα=106
のときの(N=2),(P2)に対する応答を [図3],[図4]
に示す。αが十分大きいとM=2の最短ステップの場合と
精度的に等価な応答が得られる。応答において遜色がな
く、また設定の容易さからも以下の数値例ではこの設定
法を用いることにする。
以上の図はパラメータの突変(P2)に対するものである
が、徐々に変化するパラメータpと、突変するパラメー
タrとを組み合わせた(P3)に対する応答を [図5]～[
図10]に示す。これらの結果から、Mを小さくすること
と、λを小さくすることとは同じ傾向を示していること
がわかる。このことは、その評価式からも当然のことで
あるが、いま、λiが0.1以上の時1,0.1以下の時0,と近
似すると、λ=0,95でM=45,λ=0.9でM=22,λ=0.8
でM=11,としたことに相当している。Mに関しては整定
時間を明確にすることができ、また応答も全体としてよ
り好ましいものとなっている。一方入を、 1以下にする
と、パラメータの突変に対する立ち上がりが改善される。
従つてこれらを組み合わせた [図9],E図10]がよりす
1.を
0              20             40
〔図1](N=2),(P2),ue=03,u"=0,
入=(1)1,0,(2)0,9,(3)OBす
∞
tstep】
1,M ∞,
(4)06(5)04
ぐれた応答として認められる。ただし、M,λともにあま
り小さくし過ぎると、推定パラメータに大きな乱れが生
じるので、道当なところで妥協しなければならない。
[外乱による影響]ところで、実際のシステムには、種
々の不確定性が存在する。そこで入力外乱としてDus,
D uH, 出力外乱としてD yHがそれぞれ加わつていると
する。ここにDusはステップ状外乱、Du",D yHはそ
れぞれあるM系列外乱とする。まずステップ状外乱が支
配的な場合を考える。D us=0.1に対する応答を〔図■]
,[図12]に示す。明らかに推定パラメータは、真値に一
致しない。そこで34節で記したようにシステムモデルの
次数を1増やした(N■=3)とすると推定パラメータは真値
に一致する [図19],E図14]。ただしこの場合の最短ス
テップはM=3である。このように確定外乱に対してはシ
ステムモデルの次数を上げることは有効である。
次に最も一般的な入出力にそれぞれ雑音D uh,Dy"
が加わつた場合を調べてみる。D us,Du",D yh すべて
大きさが0.01の場合の(N=2)(P2)に対する結果を [図1
us=0 3 ti H‐0 1,M=OO,
0.3,(3) 0.6,(4) 0 4
?
?
?
「
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???』???
?
?
?
?
?
?
?
?
?
「
?
?
?
「
?
?
?
?
?
?
?
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[図5](N=2〉,(P3),us=0.3,u柄= 1,λ=1,M=8
:step】
[図7](N=2),(P3〉us=0.3,u“=0.1,λ=0.9,M=∞
〔step】
[図9](N=2),(P3),us=0.3,uM=0.1,λ9,M=8
5]～[図18]に示す。問題となるのは真値の近傍への速
応性(過渡特性)と定常状態での真値のまわりのバラツキ
(定常特性)である。この2つの特性は一方をよくすれば、
他方は悪化し、結局、そのトレードオフをとることにな
る。これらの数値例からわかるように、Mの値を定常状
態でのバラツキが許容範囲に入るように大きくとり、さ
らにλを1より若干小さくすることにより速応性を改善す
tstep〕
[図6](N=2),(P3),us=0.3,uド=0,1,λ1,M=15
tstep〕
[図8](N=2).(P3),us=03,u"=0.1,λ.8,M=∞
a      n0     30     1約     160
〔step】
[図10](N=2〉,(P3),us=0.3,u"=0.1,λ=0,8,M=8
るのがよい方法であると思われる [図19]。[図20]は
同じ条件での(N■=3〉に対する結果であり、自色雑音あ
るいはそれに近い一般的な雑音に対しては、(N=2)より
も性能が悪い。しかし、偏りの大きい雑音、例えば、
Dus=0.05,D uH=Dy"=0.005 に対しては、(N■=3)
の方が長好である [図21][図22]。この例では、雑音
D us,Du‖,Dy" のうち最も支配的なものはD yHであ
??????‐?」??
?
???
?
?
?
?
?
?〓
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
??
?
?
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〕
?
?
?
?
?
?
「
?
?
?
「
〔step】
[図11](N=2),(P2),us=0.3,u"=0.1,D us=0.1,
D um=0,Dy"=o,λ=1,M=10
tstep】
[図133(N■=3),(P2),us=0,3,uぃ=0.1,D us=0.1,
D uM=0,D yH=0,λ=1,M=10
る。そこで、このD yHの大きさを、変化させたものが、
[図23]～[図25]である。最後の [図25]に対して、
入力uHを大きくしたのが [図26]であり、ほば、 [図2
3]と等価なものとなつている。このように、外乱による
影響は、入力信号との相対的な関係にあり、M. λの決
定も、入力信号によつて左右されることがわかる。
[入力信号uの影響]以上のシミュレーションでは、
入力信号uとしてステップ入力usとM系列信号uHの和
を用いてきたが、uH=oのステップ入力usのみとすると
Mの有限値、スはλ(1に対して、一旦真値に到違するも
その後、真値からの剥離が生ずる。ただしM=∞の場合
には真値の持続が確認される。ところでステップ入力us
の大きさは、いわゅるS―N比の問題となり、あまり小
さすぎると、推定不可能となる [図27][図28]。しか
し稼働中のシステムのパラメータ推定に対して、大きな
試験信号を加えることは望ましくないのが普通である。
そこでus=0,001に対して(52)式のTをT=z‐1,8z■
としたのが [図29]である。u=usが小さいとyの変動
も傲小であり、しかもすぐ一定値となり、Vkの変化がみ
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0
幻 6
-1.2
0
Ist,p]
[図12](N=2),(P2),us=0.3,uH=0.1,Du。=0 1
D uM=0,D yH=o,λ=0.3 M=∞
(step】
[図14〕(N■=3),(P2),usiO,3,uH=0.1,D us=0,1,
Duド0,Dy"=0,λ=0.8,Mi∞
られないことになるが、T=z‐1.8z+1 とするとu,y
は一定値となっても、Vkの各要素はある定常振動するこ
ととなり、その振幅もu,yに比べて大きな値となつてい
ることが理由である。ただし残念なことにこれはパラメ
ータが固定の場合に対してのみ有効である。
5 まとめ
可変未知パラメータを推定するための道応アメレゴリズ
ムとして、Truncatedしたデータに基づく最小二乗法を提
案した。このアルゴリズムの評価は、考慮すべき過去の
データ数Mと、忘却係数ともいわれている指数重み入を
合んでいる。M=∞のとき、このアルゴリズムは、指数
重み付き最小二乗法と一致し、さらに入=1のとき、よ
く知られた最小二乗法と同一となる。すなわち、提案す
るアルゴリズムは、従来の方法をその特別な場合として
含む一般的なアルゴリズムであり、Mと入がその設計パ
ラメータとなる。近似的にはMとλは、類似的な役割を
なし、いずれも、推定パラメータの真値への収束を改善
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[図15](N二2),(P2),us=0,3,u‖=0.1,
Dus tDuH=Dy睛=0,01,λ=1,M=8
[図17](N=2),(P2),us二〇3,u"=0.1,
D us・Du口=D yH=0.01,λ= ,9,M=∞
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tstep】
[図19](N=2),(P2〉,uε=0.3,uげ01,
DusiDu柄=Dy口=001,λ二〇9,M=20
する働きをする。とくに、Mは真値への収東ステップ致
を表すので、λに優先して、Mの値を小さく選ぶのが、
得策である,一方λを1より小さくすると、未知パラメ
ータの変化に対する推定パラメータの立ち上がりが、M
に比べてすぐれている。これら♂)特性を考慮して、Mと
λを決定することになるが、これらの具体的な数値は、
実際のシステムに介在する雑音などの不確定性によつて、
〔stepJ
[図16](N=2),(P2),us=0,3,u"=0 1,
D us=Du"=D yH=0,01,λ二1,M=20
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〔ste。】
[図18](N=2),(P2),us・0 3,uⅢ=0.1,
DusiDu柄二Dy出=0.01,λ=08,M=∞
Ч26
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tstep〕
[図20](N十二=3〉,(P2),us・0,3,uH=01,
D us=Du"=D yH=0.01,λ=09,M=20
大きく影響される。4章では、いろいろな場合を想定 し
たシミ,レー ションを行つた。不確定性が存在 しない理
想的な場合には、最短ステップでの真値への収束が示さ
れている。実システムに不可避な外乱として、例えば、
ステップ状タト乱のような確定外乱に対しては、システム
モデルに外乱同定項を追加することにより、 うまく処理
できることがわかつた。よリー般的なラングムな外乱に
0刊.6
-12
0
〔step】
[図21](N=2),(P2),us=0,3,un=0.1,D us=0,05,
Du‖=D yh=o.005,入=0.9,M=20
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[図23](N=2〉,(P2),us=0.3,uh=0.1,
D us=Du"=0,D yH=0,01,λ=0,9,M=20
-06
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[step]
[図25](N=2),(P2),us=0.3,u“=o.1,
D us=Du山=0,DyH=0,05,λ=09 M=20
対しては、Mの値を大きくすることにより、定常状態で
の変動幅を減少させることができる。しかしこれは未知
パラメータの変動に対する追従特性 (過渡特性)を悪化
させることとなり、そのトレード ォフの問題となる。
結局、定常特性をみたす範囲でMを小さくとり、そして、
入を若干小さめ (0.9あたり)に選ぶのが、最良な方法と
思われる。Mの値は、外乱の程度に依存するのみでなく、
鳥 取 大 学 工 学 部 研 究 報 告 第 20巻
0
[図22]
40      80      1劉   1∞
〔step】
(N■1 3),(P2),us=0,3,uH=0,1,D us=0.05,
Du"=Dy"=o.005,λ=0。9,M=20
?
?
?
?
?
?
?
???????
0       40      30      120      1Fe
tstel)】
[図24](N=2),(P2),us=0 3,u"=0.1,
D us=Du晰=0,Dy憫=0.03,λ=0,9,M=20
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[図26](N=2),(P2),us=0,u"=0.5,
D us‐Du出=0,D yH・0.05,入=0,9,M=20
同定のための入力信号にも影響されることを示した。
ところで、提案するアルゴリズムの初期設定として2
つの方法が考えられた。321節に示した方法は、このア
ルゴリズムの方法に従った初期設定であり、途中での未
知パラメータの突変と同様に、未知パラメータが初期推
定値θoから真値θへ突変したと考えることにより設定さ
れている。 しかし、この方法は、次数が大きくなると、
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〔step】
[図27](N=2),(Pl),uH=Dus=Duぃ=Dy"=0.
λ=1,M=∞,us=(1)0,(2)00001,(3)0,001
(4)0,01
[図29](N=2).(Pl),uH=Dus iD uM=D yH
λ=1,M=20,us=0.001
T=z2■,8z+1,Q=Z
前もつての計算が厄介である。一方、3.22節に示した方
法はすでによく知られた方法である。αの値を十分に大
きくとれば、実用的に十分であり、また、Mの大きい値
に対しては、かえつてこの方法が良好である。
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〔step]
[図28」 (N=2),(Pl),uM=D us=D uh=Dy‖=0,
λ=1,M=20,ue=(1〉0,(2)0.0001,(3)0,001
(4)0,01
[図30]M系列信号
付録 M系列信号について
本論で用いた3種類のM系列信号は、次のようにし
て生成した。
A(0,0)=1
FOR I=l TO a   ,A(1,0)と0
FOR I=l TO a-1 ,A(1+1,k)=A(I,k-1)
A(0,【)=A(も,k-1) XOR A(c,k-1)
D=D―A(1,N)*2D
Dがその大きさを示し、a, b, cの値によつて種々の
M系列信号が生成される。本論では、
u"   i  a=6, b=5, c=6
D yh i  a=5, b=4, c=5
D um :  a=4, b=2, c i4
を用いた(図30)。同期は
u側:126,D yH:62,Du瞬30
である。
