Abstract
Introduction
With the emergence of parallel computing architectures with many processing elements (e.g., SMP systems with many processors, multicore chips with many cores, and CPUs featuring hardware accelerators such as the Cell processor [1, 17] ), it is now widely recognized that commonly used dense linear algebra libraries like LAPACK will need to be reimplemented, possibly from scratch. In this paper, we explore algorithmic modifications to the LU factorization with pivoting that support an algorithm-by-blocks. It is shown that this algorithm-by-blocks exhibits a high degree of parallelism that can be exploited by multithreaded architectures. This adds to a body of work that provides insights into how linear algebra algorithms in general can be rewritten to better utilize the compute power of systems with many processing cores [4, 5, 6, 7, 8, 21, 23] .
The challenge we confront in this paper is that of developing a high performance LU factorization algorithm with pivoting while keeping the implementation simple. The contributions of this paper include:
• A demonstration that dense linear algebra operations can attain high performance even when coded at a high level of abstraction and even when targeting complex environments such as manythreaded architectures.
• A study that compares and contrasts traditional blocked algorithms for the LU factorization, which extract parallelism within the Basic Linear Algebra Subprograms (BLAS) [9, 10, 18] , to the pure algorithmby-blocks first proposed in [15] . This algorithm is similar to the algorithm-by-blocks for the QR factorization proposed in [13] , for which multithreaded parallel implementations are given in [5, 21] .
• Further examples of how (a) the FLASH extension of FLAME/C supports storage by blocks for these types of algorithms and (b) the SuperMatrix runtime system supports, via programmer-friendly abstractions, outof-order computation on blocks.
• An analysis which reveals that the extra work associated with the algorithm-by-blocks represents a lower order cost term, in contrast to a claim in [5] , and performance that rivals that of an algorithm-by-blocks for the QR factorization.
The remainder of the paper is structured as follows: Sections 2 and 3, respectively, review the LAPACK algorithm for the LU factorization with partial pivoting and introduce our algorithm-by-blocks for the LU factorization with incremental pivoting. Section 4 provides an overview of various tools and methods derived from the FLAME project which were used in the implementation. Performance results can be found in Section 5, related work is discussed in Section 6, and concluding remarks follow in the final section.
We adopt the following conventions: matrices, vectors, and scalars are denoted by upper-case, lower-case, and lower-case Greek letters, respectively. Algorithms are presented in a notation that we have developed as part of the FLAME project [2, 12] . If one keeps in mind that the thick lines in the partitioned matrices and vectors indicate how far the computation has proceeded, we believe the notation is mostly intuitive.
The LU Factorization with Partial Pivoting
Consider an m × n matrix A and its LU factorization with partial pivoting
where P is a permutation matrix, L is lower trapezoidal, and U is upper triangular. The LU factorization is obtained by means of a triangularization procedure also known as Gaussian elimination [11] . Here, a sequence of permutation matrices and Gauss elimination matrices are computed to reduce matrix A to upper triangular form. In practice, the factors L and U overwrite matrix A and the pivots are stored in an array of min(m, n) elements. Blocked variants of the LU factorization cast the bulk of their computation in terms of matrix-matrix multiplication and inherently attain high performance on modern architectures [16] . LAPACK unblocked and blocked algorithms for the LU factorization with partial pivoting are given in Figures 1 and 2 , respectively. Provided the (inner) block size b n, a major part of the computation in the blocked algorithm is cast in terms of the matrix product that updates A 22 .
Implementations of these algorithms, whether unblocked or blocked, are typically written to perform linear algebra operations, such as matrix-vector and matrix-matrix multiplication, via calls to the Basic Linear Algebra Subprograms (BLAS).
Parallelism can be attained from these implementations within each invocation of a BLAS routine. The key benefit to this approach is that it allows speedup within legacy libraries without modifying the library source code. However, this benefit comes with three major drawbacks.
• The degree of parallelism achieved is potentially limited by the efficiency of the underlying multithreaded BLAS implementation.
whereα11 is a scalar and π1 is a scalar Figure 1 . LAPACK unblocked algorithm for the LU factorization. Function PIVOT swaps α 11 and the element of largest magnitude in the input vector, returning its index in π 1 . P (π 1 ) refers to the corresponding permutation matrix.
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• The end of each BLAS routine invocation becomes an implicit synchronization point (or barrier) for the threads.
• Many instances of level-3 BLAS operations, such as triangular solves with relatively few right-hand sides, inherently do not parallelize well and thus contribute to poor parallel efficiency.
In the next section we propose an algorithm to overcome these hurdles.
An Algorithm-By-Blocks
In [20, 22] it is shown how the insight gained from studying the problem of updating an existing LU factorization yields the algorithm-by-blocks for the LU factorization Figure 2 . LAPACK blocked algorithm for the LU factorization. P (p 1 ) refers to a permutation matrix.
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with incremental pivoting described next. (The algorithm was first introduced in [15] , as an out-of-core algorithm-bytiles.) Throughout this section we will consider a matrix A of dimension n × n.
Assume for simplicity that n = Nt, where N is an integer, and consider a partitioning of A into N ×N blocksĀ ij , i, j = 0, 1, . . . , N −1, of dimension t×t each (t is the outer block size). Then, the algorithm in Figure 3 The key insight that allows the computational expense to be roughly the same as the standard LU factorization with pivoting lies with a careful orchestration of computation and pivoting so that the block on the diagonal, after being factored, does not incur fill-in as it is being used to zero elements in the blocks below it. The algorithms to achieve this are shown in detail in Figures 4 and 5. In these algorithms, b is the inner block size which satisfies b t.
Provided b t, t n, and neglecting lower order terms, the total number of flops performed by the algorithm-
A ij endfor endfor endfor by-blocks is approximately given by
In [5] it is claimed that a similar algorithm-by-blocks requires 50% additional flops. Our analysis shows this overhead can be avoided [15, 22] . Notice that there is some flexibility in the order in which the loops are arranged in Figure 3 . Indeed, the SuperMatrix runtime system, described in the next section, rearranges the operations and therefore the exact order of the loops is not important.
The algorithm-by-blocks for the LU factorization with incremental pivoting carries out a sequence of row permutations (corresponding to the application of pivots) which are different from those that would be performed in an LU factorization with partial pivoting. Therefore, the numerical stability of this algorithm is also different. An analysis of the stability of the algorithm-by-blocks and further details Algorithm: of the factorization procedure are given in [22] .
U T L U T R 0 U BR ←   U 00 U 01 U 02 0 U 11 U 12 0 0 U 22   , D L D R ← D 0 D 1 D 2 , L T L B ←    L 0 L 1 L 2     , r T r B ←   r 0 r 1 r 2   endwhile
Tools
In this section we briefly review some of the tools that the FLAME project puts at our disposal: high level APIs to both code linear algebra algorithms (FLAME/C) and handle matrices stored by blocks (FLASH), and a runtime system to schedule tasks to threads as dependencies are fulfilled (SuperMatrix).
The algorithm presented in this paper requires extensive modifications to the standard implementations. The FLAME/C API allows the algorithms given in Figures 1, 2 , 4, and 5 to be coded in the C programming language such that the code closely reflects these algorithms [3] , thereby greatly reducing the time required for development of library routines. To illustrate this, consider the similarity between the blocked FLAME/C code for the LU factorization with partial pivoting in Figure 6 and the corresponding algorithm in Figure 2 . The code is easily written using the Spark site at http://www.cs.utexas.edu/users/ flame/Spark. We have observed that, conceptually, one naturally thinks of a matrix stored by blocks as a matrix of submatrices. As a result, if the API encapsulates information that describes a matrix in an object, as FLAME/C does, and allows while ( FLA_Obj_width(ATL) < FLA_Obj_width(A) ) { b = min( FLA_Obj_length(ABR), nb_alg ); FLA_Repart_2x2_to_3x3( ATL, / ** / ATR, &A00, / ** / &A01, &A02, / * ************* * / / * ******************** * / &A10, / ** / &A11, &A12, ABL, / ** / ABR, &A20, / ** / &A21, &A22, b, b, FLA_BR ); FLA_Repart_2x1_to_3x1( pT, &p0, / * ** * / / * ** * / &p1, pB, &p2, b, FLA_BOTTOM ); 
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L T L B ←    L 0 L 1 L 2     , D L D R ← D 0 D 1 D 2 , r T r B ←   r 0 r 1 r 2   , C T C B ←   C 0 C 1 C 2   , endwhile/ * ---------------------------------------------* / FLA_LUP_unb( A11,
A22 ); / * ---------------------------------------------* / FLA_Cont_with_3x3_to_2x2(
&ATL, / ** / &ATR, A00, A01, / ** / A02, A10, A11, / ** / A12, / * *************** * / / * ****************** * / &ABL, / ** / &ABR, A20, A21, / ** / A22, FLA_TL ); FLA_Cont_with_3x1_to_2x1( &pT, p0, p1, / * ** * / / * ** * / &pB, p2, FLA_TOP ); } return FLA_SUCCESS; } Figure 6 . FLAME/C implementation of the blocked algorithm in Figure 2 .
an element in a matrix to itself be a matrix object, then algorithms over matrices stored by blocks can be represented in code at the same high level of abstraction. This layering may be instantiated recursively if the matrix hierarchy consists of multiple levels. We call this extension to FLAME/C the FLASH API [19] . The FLASH code for the LU factorization with partial pivoting does not differ substantially from that given in Figure 6 . Examples of how simpler operations can be transformed from FLAME to FLASH implementations can be found in [6, 8] .
Finally, we observe that, given an API that views matrices as composed of unit blocks and an algorithm implemented using this API, the inner workings of the library can be changed so that instead of immediately executing operations over blocks, sub-operations enqueue themselves as tasks, which are subsequently assembled into a directed acyclic graph (DAG) that represents dependencies between sub-operations. The DAG can then be exploited by a runtime system that dynamically schedules tasks for execution as dependencies are fulfilled. These two phasesconstructing the DAG (analyzer) and scheduling the tasks (scheduler/dispatcher)-can take place "behind the scenes" regardless of the algorithm used in the library routine.
To accomplish this, the calls to dense linear algebra kernels within the sequential algorithm are replaced with function invocations that enqueue all pertinent information about the sub-operation on a global task queue. For example, during the first phase of the execution of the code in Figure 6 , the calls to kernels like FLA LUP unb merely enqueue the corresponding operation in the global task queue. Once all tasks are enqueued, the DAG is complete, and a separate function call initiates parallel execution. During this second phase, tasks with all operands available are marked as ready by enqueueing them into the execution queue. Idle threads dequeue tasks from the head of this second queue until all tasks have been executed (i.e. when the global task queue is empty). When a thread finishes executing a task, all tasks that use blocks updated by the recently completed task are "notified". So, if task A produces a result needed by task B, then the thread executing task A, upon completion, will update the status of task B in the global task queue to signal that the necessary operand is now available. Once a task has all of its operands available, it is enqueued at the tail of the execution queue. We call this extension to FLASH the SuperMatrix runtime system since it allows out-of-order computation similar to machine instructions within superscalar architectures [14] . The application of SuperMatrix to other dense linear algebra operations is explored in [6, 7, 8, 21, 22, 23] .
Experiments
In this section, we examine the two approaches for the LU factorization in order to assess the potential performance benefits offered by the algorithm-by-blocks on multithreaded architectures.
All experiments were performed using double-precision floating-point arithmetic. Details of the platforms employed in the experimental evaluation are given in Table 1 . Both architectures consist of a total of 16 CPUs: SET is a cc-NUMA platform with 16 processors while NEUMANN is an SMP of 8 processors with 2 cores each. The peak performance is 96 GFLOPS (96 × 10 9 flops per second) for SET and 70.4 GFLOPS for NEUMANN. We report the performance of the following four parallel implementations of the LU factorization:
• LAPACK dgetrf + multithreaded MKL. LA-PACK 3.0 routine dgetrf (LU factorization) linked to multithreaded BLAS in MKL.
• Multithreaded MKL dgetrf. Multithreaded implementation of routine dgetrf in MKL.
• AB + serial MKL. Our implementation of the algorithm-by-blocks, with matrices stored in traditional column-major order so that blocks are not contiguous, tasks scheduled using the SuperMatrix runtime system, and linked to serial BLAS in MKL.
• AB + serial MKL + contiguous blocks. Our implementation of the algorithm-by-blocks, with matrices stored in contiguous blocks, tasks scheduled using the SuperMatrix runtime system, and linked to serial BLAS in MKL.
No attempt was made to tune the runtime system for the architectures under consideration. (Note the different specifications of set and neumann, which are cc-NUMA and SMP platforms, respectively.) In particular, data locality is not exploited in the cc-NUMA platform, as pending tasks in the DAG represented by the global execution queue are scheduled by idle threads on demand. Though we chose not to for these experiments, we recognize it would be possible to improve performance by developing and optimizing a particular runtime implementation for each architecture. Also, our SuperMatrix runtime system uses the OpenMP implementation provided by the Intel compilers to create and manage threads.
The GFLOPS rate attained by the different implementations are reported in Figure 7 . Performance for all algorithms was computed using a flop count of 2n 3 flops. The matrix size (m = n) is reflected along the x-axis while the y-axis is scaled such that the top of the graph represents the theoretical peak performance of the system. An effort was made to determine the best values of the inner and outer block sizes, b and t respectively, for all combinations of parallel implementations and BLAS. An inner The results show that the algorithm-by-blocks clearly outperforms the LAPACK implementation for all problem sizes on both platforms. Only on NEUMANN and starting from problem dimensions over 6,000, the multithreaded MKL implementation of dgetrf attains a higher performance than our algorithm-by-blocks. Possible sources of performance loss for our algorithm-by-blocks include:
• The overhead associated with building the DAG and using it to schedule tasks.
• The extra flop count incurred by the algorithm-byblocks.
• The lower GFLOPS rate attained by operations on small b × b blocks.
The results demonstrate that these issues are largely overcome by the higher degree of parallelism found in the algorithm-by-blocks. Nevertheless, ongoing work is focused on decreasing the impact of these sources of overhead.
Related work
Other software efforts pursue similar objectives to FLAME. Cilk (http://supertech.csail.mit. edu/cilk) is a general-purpose parallel programming language extension to C in which the user employs keywords to mark parallelizable sub-tasks for execution by a runtime scheduler. Cell superscalar (CellSs, http: //www.bsc.es/plantillaG.php?cat_id=179) facilitates the automatic exploitation of functional parallelism within a sequential program, targeting the Cell BE architecture. A fundamental difference between FLAME and these two projects is the scope of the problems under considerations. While Cilk and CellSs propose generalpurpose solutions for multithreaded architectures, FLAME focuses on the domain of dense linear algbra operations. The regularity of FLAME code allows us to propose simpler solutions (e.g., we do not need to use a compiler to transform the code for execution by the runtime system) which, we believe, are more efficient.
The LAPACK project has investigated techniques similar to those described here, though they still code routines in a traditional manner [4, 5] . We believe the high-level of abstractions supported by FLAME yields simpler and more elegant solutions. In our experience, the slight overhead incurred by these programming abstractions pays significant dividends in the form of increased productivity which often translates to higher performance.
Conclusions
With this study, we have demonstrated the benefits of algorithms-by-blocks, coupled with the SuperMatrix runtime system, for all three major (dense and banded) factorization operations: the Cholesky factorization [6, 23] , the QR factorization [21] , and now the LU factorization. Altogether, these papers suggest the broad applicability of this approach toward the goal of retargeting libraries such as LAPACK and FLAME to multithreaded architectures.
Possibly the most important contribution of this and previous related work is a practical demonstration of the reduced programming burden required for implementing algorithms such as the one discussed in this paper. With the tools provided by FLAME/C, FLASH, and SuperMatrix, the time required to take an algorithm from whiteboard to high-performance parallel implementation may be measured in days rather than weeks or months.
For the particular operation studied in this paper, the LU factorization of a dense matrix, we have shown that an algorithm-by-blocks first developed for out-of-core computation can be converted to a parallel algorithm that targets multithreaded architectures. By executing the algorithm with the SuperMatrix runtime system on matrices stored by blocks, remarkable performance was attained relative to the LAPACK implementations of routine dgetrf.
