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Abstract
We present a stochastic approach for the description of the quantum dynamics of open system in a
fermionic environment (bath). The full quantum evolution as provided by the Schrodinger equation
is reformulated exactly as a probabilistic average over the so-called dressed quantum trajectories.
The latter are defined as follows. The fermionic environment can be represented as a fermi sea
whose “surface” is covered by the ripples of quantum fluctuations. If we consider these fluctuations
in the basis of the particle-hole coherent states, then these fluctuations produce a classical particle-
hole noise. The probability distribution of this noise is provided by the generalized particle-hole
Husimi function of the vacuum. Then we define the dressed quantum trajectory as the evolution
of the open system and the bath which is conditioned on a particular particle-hole noise sample.
The resulting description resembles the non-Markovian quantum state diffusion for the bosonic
bath. Therefore, we expect that our fermionic approach will share its favourable propeties like
the possibility to carry out Monte-Carlo simulations of non-Markovian quantum dynamics on long
times.
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I. INTRODUCTION
During the last decades, the stochastic description of the dynamics of open quantum
systems (OQS) in a bosonic non-Markovian bath [1, 2] receives increasing attention. There
are several reasons for this. First of all, such stochastic methods as the non-Markovian
stochastic Schrodinger equations (NMSSE) [3–6], the hierarchy of the pure states methods
(HOPS) [7], and the recently proposed approach of the dressed quantum trajectories [8],
showed themselves as very promising approaches for the computations on large times and in
the cases of strong couplings [9]. Second, these stochastic descriptions are being considered
as a possible approach to the continous measurement problem [10] and to the interpretation
of the quantum mechanics [11, 12].
At the same time for OQS in a fermionic environment the research on stochastic descrip-
tion is in its infancy: there only a recent work [13] in which a way of approximate mapping of
the grassman numbers to c-numbers is proposed. There are two reasons for such a dramatic
difference between the cases of the bosonic and fermionic bath. The first reason is that the
bosonic environment in a Gaussian state has the same Wick theorem as a classical Gaussian
process. This allows one to represent the quantum bosonic fluctuations as a classical noise.
This fact is heavily exploited in the derivation of the NMSSE and HOPS. At the same time,
the Wick theom for a fermionic environment is not equivalent to any classical stochastic
process. This hinders the derivation of the fermionic analogs of NMSSE and HOPS.
The second reason is that in the conventional theory of open systems, OQS is considered
to be a local part of the bath, whose internal degress of freedom commute with the bath’s
degrees of freedom [14]. Physical motivation is that a local change of the internal state of
OQS is not expected to directly affect the amplidutes of the distant bath regions. Otherwise
it will be conceptually and computationally difficult to draw a border between OQS and
the environment. However, in the case of a fermionic OQS in a fermionic bath (e.g. the
Anderson imputiry model (AIM)) exactly this difficulty happens: whatever far we go into
the bath, its degrees of freedom anticommute with the OQS internal ones.
In this work we present a solution to the aforementioned two problems of the fermionic
bath case, and derive a fermionic variant of the quantum state diffusion, namely of its variant
called the dressed quantum trajectories [8].
The first problem, how to represent the fermionic fluctuations as a classical noise, is solved
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by considering the particle-hole coherent states and their Husimi function [15–18]. It turns
out that the Husimi function of the fermi sea (the vacuum) leads to a classical probability
distribution for the particle-hole noise.
The second problem, that internal DOF of fermionic OQS anticommute with the DOF of
the bath, is solved by noting that this problem is an artifact of this approximate OQS model:
on a fundamental level, there is no fermionic nonlinearities in Nature: fermionic interactions
are mediated by bosonic force fields. As a consequence, there is no such problem on a
fundamental level, if we consider all the fermions as a part of the integral and undivisible
bath, and identify the OQS with the states of these mediating bosonic fields. Operationally
this means that we need to bosonize the fermionic nonlinearity term in the OQS.
While in this work we present the derivation of the formalism, we expect it to yield
novel efficient Monte Carlo simulation techniques as it happens in the bosonic case. Let
us briefly recapitulate the reasoning benind this [8]. According to the method of dressed
quantum trajectories, we represent the bath evolution as the master equation for its Husimi
function. This master equation is solved by first sampling stochastically from the initial
Husimi function of the vacuum (i.e. by sampling the classical particle-hole noise of the
fermionic vacuum fluctuations). For each noise sample, we obtain a joint OQS-bath state
which is conditioned on this sample. This pair of the noise sample and the condtional
OQS-bath state is called the quantum trajectory. Then, the quantum trajectory is self-
consistently propagated in time. The average over all the ensemble of quantum trajectories
yields an exact evolution as provided by the solution of the full Schrodinger equation for the
joint OQS-bath wavefunction. Each individual quantum trajectory is expected to have much
less complexity then the full joint OQS-bath wavefunction. This is because the conditional
state is the state which is projected on a partical-hole coherent state. With respect to
this projection operation, the quantum field of the bath is divided into the two parts: the
observable field of irreversibly emitted quanta, which contribute to the projection, and the
virtual field of quanta which were emitted by the open system, but later will be reabsorbed
by the open system, so that they do not contirubute to the projection. The idea is that
the observable field may be highly populated and correlated, but it has classical statistics,
which follows from the Husimi function master equation. Therefore, its dynamics may be
simulated by Monte Carlo methods. On the contrary, the virtual field, which is inherently
quantum object, is expected to have bounded population with time, since physically it is
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a retarded polarization of the bath around the open system. Therefore, the dynamics of
virtual field can be calculated in a truncated Fock space, which is expected to has uniform
convergence on large time scales.
This work is structured as follows. In sec II we discuss the vacuum of the fermionic bath
(the fermi sea) and the coherent states as its displacements. We introduce the classical
particle-hole field which is carried by these states. In sec. III we introduce the particle-hole
Husimi function as the probability measure for the random samples of the partile-hole field.
The vacuum fluctuations of this field are derived. The master equation for the particle-
hole Husimi function is presented, and it is shown that non-zero expected values of the
OQS coupling operators lead to a deterministic drift of the particle-hole field. In sec. IV
we present the equations of motion for the dressed quantum trajectories. A numerical
Monte Carlo simulation algorithm is presented in sec. V. In sec. VI a discretization of
the continuous (infinite) bath is discussed. In sec. VII we discuss the bosonization of the
Anderson impurity problem. We conclude in sec. VIII. In appendix A we present the
derivation of the volume element in the phase space of particle-hole fields. In appendix
B we derive differential correspondences for the particle-hole coherent states. In appendix
C we derive the dressed Hamiltonian which guides the temporal evolution of the quantum
trajectory.
II. FERMIONIC VACUUM AND PARTICLE-HOLE COHERENT STATES
A. Reference (vacuum) state of the environment
The quantum states of the environment are specified with respect to a certain reference
(vacuum) state. In the simplest case (considered here) it is also assumed to be the initial
state (at time moment t = 0) of the environment. We define this reference state as follows.
Suppose that there are in total M modes of the environment (different spin direction are
counted as different modes: M is even). We will present equations for a finite M , and
later discuss the limit M → ∞. We assume that all the states below εF (the number of
which Mh) are occupied. All the states above εF (the number of which is Mp) are free. In
total we have: M = Mh +Mp. We denote this state as |vac〉. Then, we have the standard
creation/annihilation operators ĉ†kσ and ĉkσ in the mode labeled k with the spin direction σ
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with the canonical anticommutation relations{
ĉkσ, ĉ
†
k′σ′
}
= δσσ′δkk′. (1)
We introduce the hole and particle operators:
ĉkσ =
ĉ
p
kσ for εk ≥ εF ,
ĉh†kσ for εk < εF .
(2)
Below we will also employ the greek multiindices to denote the pair of the mode and spin
index e.g. γ = (kσ) . For particles there are Mp different values of multiindex γ, and
for holes there are Mh different values of multiindex γ. We denote by kF the mode which
corresponds to εF : ε (kF ) = εF . Sometimes in order to make the notation compact, we will
employ the notation εγ ≡ εkσ ≡ εk.
B. Model of Open System in a Fermionic Environment
1. Hamiltonian of the Kondo model
The symmetry transformations of the reference state follow from the Hamiltonian of the
joint open system + bath. For example, the Kondo model has the Hamiltonian
Ĥ =
∑
k
εkĉ
†
kσ ĉkσ − J
∑
a
∑
kk′σσ′
ĉ†kσσ
a
σσ′ ĉk′σ′ σ̂
a, (3)
where a = x, y, z; σ =↓, ↑; σaσσ′ are the Pauli matrices with matrix elements σ and σ′. σ̂a are
the operators in the impurity (open system) Hilbert space. J is a scalar coupling coefficient.
We rewrite this Hamiltonian with respect to the chosen reference state:
Ĥ =
∑
k≥kF
εkĉ
p†
kσĉ
p
kσ −
∑
k<kF
εkĉ
h†
kσĉ
h
kσ + 2
∑
εk<εF
εk
− J
∑
aσσ′
∑
k ≥ kF
k′ ≥ kF
ĉp†kσσ
a
σσ′ ĉ
p
k′σ′ σ̂
a + J
∑
aσσ′
∑
k < kF
k′ < kF
ĉh†kσσ
a∗
σσ′ ĉ
h
k′σ′ σ̂
a
− J
∑
aσσ′
∑
k ≥ kF
k′ < kF
ĉp†kσσ
a
σσ′ ĉ
h†
k′σ′ σ̂
a − J
∑
aσσ′
∑
k < kF
k′ ≥ kF
ĉhkσσ
a
σσ′ ĉ
p
k′σ′ σ̂
a. (4)
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Discarding the constant 2
∑
εk<εF
εk, the Kondo model Hamiltonian has the general form
Ĥ = Ĥs + Ĥb +
∑
γγ′
ĥppγγ′ ĉ
p†
γ ĉ
p
γ′ −
∑
γγ′
ĥhhγγ′ ĉ
h†
γ ĉ
h
γ′
+
∑
γγ′
ĥphγγ′ ĉ
p†
γ ĉ
h†
γ′ +
∑
γγ′
ĥph†γγ′ ĉ
h
γ ĉ
p
γ′ , (5)
where Ĥs is the Hamiltonian of the impurity (open system); Ĥb is a free bath Hamiltonian
Ĥb =
∑
kσ
εpkĉ
p†
kσ ĉ
p
kσ −
∑
kσ
εhkĉ
h†
kσ ĉ
h
kσ. (6)
For simplicity of notation, we adopt the convention of the impicitly assumed ranges (e.g.
in the γ = (kσ) for a hole creation operator it is assumed that k < kF ) . The coupling
operators ĥppγγ′ , ĥ
hh
γγ′ , and ĥ
ph
γγ′ act in the impurity Hilbert space. Additionally, the operators
ĥppγγ′ and ĥ
hh
γγ′ are supposed to satisfy the “generalized Hermiticity” property
ĥppγγ′ = ĥ
pp†
γ′γ and ĥ
hh
γγ′ = ĥ
hh†
γ′γ . (7)
2. Interaction picture with respect to the bath
For the following, it will be convenient to switch to the interaction picture with respect
to the free bath Ĥb:
ĉpkσ → ĉpkσ (t) = ĉpkσ exp (−iεpkt) , ĉhkσ → ĉhkσ (t) = ĉhkσ exp
(
+iεhkt
)
. (8)
It will be convenient to change the notation so that the time dependent exponential factors
are transfered from bath operators to open system coupling operators: in the interaction
picture the Hamiltonian (5) assumes the form
Ĥ (t) = Ĥs + Ĥint (t) , (9)
where the coupling term
Ĥint (t) = ĥ
pp
kσk′σ′ (t) ĉ
p†
kσĉ
p
k′σ′ − ĥhhkσk′σ′ (t) ĉh†kσĉhk′σ′
+ ĥphkσk′σ′ (t) ĉ
p†
kσĉ
h†
k′σ′ + ĥ
ph†
kσk′σ′ (t) ĉ
h
kσ ĉ
p
k′σ′ , (10)
and
ĥppkσk′σ′ (t) = ĥ
pp
kσk′σ′e
it(εpk−ε
p
k′), ĥhhkσk′σ′ (t) = ĥ
hh
kσk′σ′e
it(−εhk+εhk′), (11)
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ĥphkσk′σ′ (t) = ĥ
ph
kσk′σ′e
it(εpk−εhk′). (12)
It is seen that the “generalized Hermicitity” property (7) is still satisfied by ĥppkσk′σ′ (t) and
ĥhhkσk′σ′ (t).
Hereinafter we always assume the interaction picture with respect to the bath.
C. The Quantum Phase Space of The Fermionic Bath
The Hamiltonian is composed of the M2p elements ĉ
p†
α ĉ
p
α′ , of the M
2
h elements ĉ
h†
α ĉ
h
α′ , and
of the “anomaleous” terms ĉp†α ĉ
h†
α′ and ĉ
h
αĉ
p
α′ . If we consider an arbitrary Hamiltonian ĝ which
is composed of these terms, we obtain a group G of unitary evolutions exp (−iĝ). This group
is known to be isomorphic to the unitary matrix group U (M) in the space of dimension
M [15]. If the bath is initially in the reference state |vac〉, the action of the group G will in
general tranform |vac〉 into some other reference state |vac′〉:
|vac′〉 = exp (−iĝ) |vac〉 . (13)
Such a displaced reference states are called the particle-hole coherent states. The appear-
ance of the unitary group U (M) can be understood that the evolution under arbitrary
Hamiltonian ĝ leads to a certain unitary rotation of all the particle and hole orbitals.
Let us recall the case of the bosonic bath: the dispaced vacuum state |z〉 corresponds to
a classical signal z, which is the desired classical noise of the bosonic quantum fluctuations.
Then we conclude that in our case of the fermionic bath, the displaced state (13) also
contains some classical signal. The procedure of how to extract such a signal is known [15].
First we study the symmetry group of |vac〉 i.e. we describe the subgoup H of all such
quantum evolutions in G which leave the vacuum invariant up to a phase factor:
exp
(
−iĥ
)
|vac〉 = exp (−iφ) |vac〉 for all exp
(
−iĥ
)
in H. (14)
Evidently, such displacements do not lead to any classical signal. It can be seen that such
a group H of “zero classical signal” is generated by all the Hamiltonians composed of the
terms ĉp†α ĉ
p
α′ and ĉ
h†
α ĉ
h
α′ . It is known that such a group is isomorphic to arbitrary independent
separate unitary rotations of the hole and of the particle orbitals U (Mp)⊗U (Mh) [15]. The
dispacements outside H lead to non-zero classical signal. However, they are in a many-
to-one correspondence: if exp
(
−ik̂
)
|vac〉 has non-zero classical signal ξ, then any other
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state of the form exp
(
−ik̂
)
exp
(
−iĥ
)
|vac〉 corresponds to the same signal ξ, provided
exp
(
−iĥ
)
belongs to “zero-signal” subgroup H . We obtain an equivalence relation in the
group G: displacements are equivalent if they lead to the same classical signal. In other
words, the displacements are equivalent if they differ by a factor exp
(
−iĥ
)
on the right.
Such a construction is called the coset space and denoted as
Γ = U (Mp +Mh) /U (Mp)⊗ U (Mh) . (15)
It is known that Γ can be interpreted as a curved space whose points are labeled by the
signals ξ, which actually play the role of a coordinate system on Γ. Expcicitly, each point ξ
in Γ corresponds to a unique transformation of the vacuum
|ξ〉 = N−1/2 (ξ, ξ†) exp(ĉh†ξ†ĉp†) |vac〉 , (16)
where the classial signal ξ† is found to be a Mh × Mpcomplex matrix; N
(
ξ, ξ†
)
is the
normalization factor of the state
‖ξ〉 = exp
(
ĉ
h†
ξ†ĉ
p†
)
|vac〉 , (17)
namely
N (ξ, ξ†) = 〈ξ ‖ξ 〉 = det (Ih + ξ†ξ) = det (Ip + ξξ†) , (18)
where Ih is the Mh ×Mh identity matrix, and Ip is the Mp ×Mp identity matrix.
Surprisingly enough for anyone who is not familiar with the theory of general coherent
states, the logarithm of this normalization factor,
K
(
ξ, ξ†
)
= lnN (ξ, ξ†) = ln det (Ih + ξ†ξ) = ln det (Ip + ξξ†) , (19)
also called the Kï¿œhler potential, completely determines the geometry of the space Γ. In
particular, the complex metric tensor of the space Γ is
gαα′,ββ′ =
∂2
∂ξαα′∂ξ
∗
ββ′
K
(
ξ, ξ†
)
=
(
Ip + ξ
∗ξT
)−1
αβ
(
Ih + ξ
†ξ
)−1
α′β′
, (20)
which is important because it defines the volume element for the probability distributions
on Γ:
dµ
(
ξ, ξ†
)
= det
[
gαα′,ββ′
]∏
γγ′
dξγγ′dξ
∗
γγ′ , (21)
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where
det
[
gαα′,ββ′
]
= det
(
Ih + ξ
†ξ
)−M
= det
(
Ip + ξξ
†
)−M
. (22)
See Appendix A for the calculations.
Analogously to the case of the bosonic coherent states, the fermionic particle-hole states
also possess the resolution of identity property:
V −1
ˆ
|ξ〉 〈ξ| dµ (ξ) = 1̂bath, (23)
where 1̂bath is the identity operator in the number-conserving (i.e. with equal number
of particles and holes) Hilbert subspace of the discretized fermionic bath; V is irrelevant
normalization constant.
III. CLASSICAL STATISTICS OF OBSERVABLE QUANTUM FLUCTUATIONS:
THE HUSIMI FUNCTION
A. Husimi function
Now we know what are the states |ξ〉 of the fermi bath which bear a classical signal
ξ. Our next step is to answer the question: given a joint OQS-bath wavefunction |Ψ (t)〉
from the number-conserving Hilbert space, what is the probability of observing a particular
instance of the signal ξ? This is provided by the particle-hole Husimi function
Q
(
ξ, ξ†
)
= det
[
gαα′,ββ′
]
Trs
{
|ξ〉 〈ξ| ⊗ 1̂s × |Ψ (t)〉 〈Ψ (t)|
}
, (24)
so that the probability to observe a signal instance in an infinitesimal volume dV =∏
γγ′ dξγγ′dξ
∗
γγ′ centered at ξ is Q
(
ξ, ξ†
)
dV .
B. Master equation for Husimi function
In order to simulate the time evolution of the observable quantum field statistics, we
need to find the master equation for the Husimi function (24). We do this by differentiating
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Q
(
ξ, ξ†
)
with respect to time:
∂tQ
(
ξ, ξ†; t
)
= det gα,βTr
{
|ξ〉 〈ξ| ⊗ 1̂s ×
(
−i
[
Ĥs + Ĥint (t) , |Ψ (t)〉 〈Ψ (t)|
])}
= Tr
{
+i
[
Ĥint (t) , det gα,β |ξ〉 〈ξ| ⊗ 1̂s
]
× |Ψ (t)〉 〈Ψ (t)|
}
, (25)
where we have employed the cyclic trace property
Tr {A [B,C]} = Tr {[A,B]C} . (26)
Before we continue the calcualtions in (25), let us discuss what we want to achieve. We
need to obtain a causal master equation which can be interpreted as a one-time probability
distribution of a certain stochastic process. Otherwise we can neither interpret the non-
Markovian quantum dissipative evolution classically nor to perform Monte Carlo calculations
of observables. We have tree types of probabilistic master equations: (i) convection (drift),
(ii) diffusion, and (iii) jumps. The terms of types (ii) and (iii) are not compatible with the
time-reversal symmetry of the Schrodinger equation. Therefore, the desired form is
∂tQ
(
ξ, ξ†; t
)
= ∂ξαβ
{
iAαβ
(
ξ, ξ†; t
)
Q
(
ξ, ξ†; t
)}
+ ∂ξ∗
αβ
{
(−i)A∗αβ
(
ξ, ξ†; t
)
Q
(
ξ, ξ†; t
)}
,
(27)
where Aαβ
(
ξ, ξ†; t
)
is a convection velocity field on Γ. In order to arrive at this convec-
tion form, we employ the fact that the commutators of the Hamiltonian terms with the
projections
p̂
(
ξ, ξ†
)
= det gα,β |ξ〉 〈ξ| (28)
can be represented as a differential operators. In Appendix B it is shown that
i
[
Ĥint (t) , p̂
(
ξ, ξ†
)]
= i∂ξαβ
{
Âαβ (ξ; t) p̂
(
ξ, ξ†
)}− i∂ξ∗
αβ
{
Â†αβ (ξ; t) p̂
(
ξ, ξ†
)}
, (29)
where Âαβ is an operator in an impurity Hilbert space, whose explicit form is
Âαβ (ξ; t) = −ĥphαβ (t) + ξγβĥppγα (t)− ξαγĥhhγβ (t) + ξγβξαδĥphγδ (t) . (30)
We substitute (29) into (25) and find:
∂tQ
(
ξ, ξ†; t
)
= i∂ξαβ
〈
Âαβ
〉u
Q
(
ξ, ξ†; t
)− i∂ξ∗
αβ
〈
Âαβ
〉u∗
Q
(
ξ, ξ†; t
)
, (31)
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where the unnormalized Husimi average
〈
Âαβ
〉u
Q
of operator Âαβ is
Auαβ
(
ξ, ξ†; t
)
= Tr
{
p̂
(
ξ, ξ†
) Âαβ (ξ; t) |Ψ (t)〉 〈Ψ (t)|} . (32)
By introducing the normalized Husimi averages
〈ô〉Q
(
ξ, ξ†; t
)
=
〈
Tr
{
p̂
(
ξ, ξ†
)
ô (t) |Ψ (t)〉 〈Ψ (t)|}〉
Tr
{
p̂
(
ξ, ξ†
) |Ψ (t)〉 〈Ψ (t)|} , (33)
we obtain the desired result (27), where the convection is
Aαβ
(
ξ, ξ†; t
)
= −
〈
ĥphαβ
〉
Q
(
ξ, ξ†; t
)
+ ξγβ
〈
ĥppγα
〉
Q
(
ξ, ξ†; t
)
− ξαγ
〈
ĥhhγβ
〉
Q
(
ξ, ξ†; t
)
+ ξγβξαδ
〈
ĥphγδ
〉
Q
(
ξ, ξ†; t
)
. (34)
C. Stochastic interpretation of the Husimi master equation
The master equation (27) has the form of the convection equation in the space ξ with
velocity field Aαβ
(
ξ, ξ†; t
)
. That means we can simulate the evolution of the observable field
by sampling stochastically the initial conditions ξ (0) from the probability distribution
P (ξ (0)) ∝ det gα,βN−1
(
ξ (0) , ξ† (0)
)
= det
(
Ih + ξ
† (0) ξ (0)
)−M−1
= det
(
Ip + ξ (0) ξ
† (0)
)−M−1
.
(35)
Then, each ξ is propagated in time according to
ξ˙αβ (t) = iAαβ (ξ, ξ∗; t) . (36)
The average over the Husimi function of an arbitrary function O
(
ξ, ξ†
)
at a time moment
t is provided by the stochastic sampling:
O =
ˆ ∏
γγ′
dξγγ′dξ
∗
γγ′Q
(
ξ, ξ†; t
)
O
(
ξ, ξ†
)
=
{
O
(
ξ (t) , ξ† (t)
)}
ξ(0)
, (37)
where ξ (t) is a solution of (36).
Physical interpretation of this result is that there are vacuum fluctuations of the envi-
ronment which manifest themselves as a fluctuating classical partile-hole noise ξαβ (0). Each
noise instance is propagated in time classically due to interaction with the QOS through its
averaged observables (34).
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IV. DRESSED QUANTUM TRAJECTORIES: VIRTUAL FIELD
A. Dressed quantum state
In order to solve the drift equation (36), we need to know the projections
|Ψ (ξ; t)〉 = 〈ξ ‖Ψ (t)〉 . (38)
Therefore, the Husimi master equation is not a closed set of equations. Some additional
(virtual) degrees of freedom are coupled to the observable field statistics. Using the definition
of coherent states, we write
〈ξ ‖Ψ (t)〉 = 〈vac |Ψdress (ξ; t)〉 , (39)
where the dressed state in introduced as
|Ψdress (ξ; t)〉 = exp
(
ĉ
p
ξĉ
h
)
|Ψ (t)〉 . (40)
Meaning of the last two equations is the following. To reach the time moment t, we evolve
the joint wavefunction up to this time moment. Then, sitting in the phase space Γ at the
measurement outcome (classical signal) ξ, we “center” the wavefunction at this outcome by
applying the operation exp
(
ĉ
p
ξĉ
h
)
. All the quanta which “stick out” from this center (i.e.
incompatible with the outcome ξ) are discarded by the vacuum projection in Eq. (39). Such
quanta do not contribute to the measurement: if they were emitted, the only way for them
to contribute to the dynamics is to be reabsorbed by the open system. These quanta are
called “virtual quanta”, and the wavefunction centered at the phase space outcome ξ is called
the dressed quantum state corresponding to outcome ξ (an open system state dressed by
unobservable quanta (incompatible with the outcome ξ)).
So, the Husimi master equations are coupled to the quantum dynamics of virtual quanta.
The Husimi master equations must be supplemented by the equations for |Ψdress (ξ; t)〉. Let
us find the latter:
∂t |Ψdress (ξ; t)〉 = exp
(
ĉ
p
ξĉ
h
)
Ĥ (t) |Ψ (t)〉
= exp
(
ĉ
p
ξĉ
h
)
Ĥ (t) exp
(
−ĉpξĉh
)
exp
(
ĉ
p
ξĉ
h
)
|Ψ (t)〉 . (41)
Denoting the dressed Hamiltonian as
Ĥdress (ξ; t) = exp
(
ĉ
p
ξĉ
h
)
Ĥ (t) exp
(
−ĉpξĉh
)
, (42)
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we find
∂t |Ψdress (ξ; t)〉 = −iĤdress (ξ; t) |Ψdress (ξ; t)〉 . (43)
In appendix C it is shown that
Ĥdress (ξ; t) =
{
ĥppkσk′σ′ + ĥ
ph
kσγξk′σ′,γe
it(εpk′−ε
h
γ)
}
ĉp†kσ (t) ĉ
p
k′σ′ (t)
+
{
ĥphγkσξγ,k′σ′e
it(εpγ−εhk′) − ĥhhkσk′σ′
}
ĉh†kσ (t) ĉ
h
k′σ′ (t)
+
{
ĥph†kσk′σ′ − ĥppγk′σ′ξγ,kσeit(ε
p
γ−ε
h
k) + ĥhhγkσξk′σ′,γ + ĥ
ph
γδξγ,kσe
it(εpγ−εhk)ξk′σ′,δe
it(εpk′−ε
h
δ)
}
ĉhkσ (t) ĉ
p
k′σ′ (t)
+ ĥphkσk′σ′
{
ĉp†kσ (t) ĉ
h†
k′σ′ (t)− ξkσ,k′σ′eiτ(ε
p
k
−εh
k′)
}
. (44)
B. Dressed quantum trajectory
Since ξ (t) is evolving according to the drift equation (36), the total time derivative of
the dressed wavefunction is
∂t |Ψdress (ξ (t) ; t)〉 =
− iĤdress (ξ (t) ; t) |Ψdress (ξ (t) ; t)〉+ ξ˙αβ (t) ∂
∂ξαβ (t)
|Ψdress (ξ (t) ; t)〉
= −i
{
Ĥdress (ξ (t) ; t)−Aαβ (ξ, ξ∗; t) ∂
∂ξαβ (t)
}
|Ψdress (ξ (t) ; t)〉 (45)
Evaluating the derivative term in the last line
∂
∂ξαβ (t)
|Ψdress (ξ (t) ; t)〉 = ∂
∂ξαβ
exp
(
ĉ
p
ξĉ
h
)
|Ψ (t)〉 = ĉpαĉhβ |Ψdress (ξ; t)〉 , (46)
we present the equation (45) in the form
∂t |Ψdress (ξ (t) ; t)〉 = −iĤ ′dress (ξ (t) ; t) |Ψdress (ξ (t) ; t)〉 , (47)
where the self-consistent dressed Hamiltonian Ĥ ′dress (ξ (t) ; t) is
Ĥ ′dress (ξ (t) ; t) =
{
ĥppkσk′σ′ + ĥ
ph
kσγξk′σ′,γ (t) e
it(εpk′−ε
h
γ)
}
ĉp†kσ (t) ĉ
p
k′σ′ (t)
+
{
ĥphγkσξγ,k′σ′ (t) e
it(εpγ−εhk′) − ĥhhkσk′σ′
}
ĉh†kσ (t) ĉ
h
k′σ′ (t)
+
{
ĥph†kσk′σ′ − ĥppγk′σ′ξγ,kσ (t) eit(ε
p
γ−ε
h
k) + ĥhhγkσξk′σ′,γ
+ĥphγδξγ,kσ (t) e
it(εpγ−εhk)ξk′σ′,δ (t) e
it(εpk′−ε
h
δ) +Ak′σ′kσ
(
ξ, ξ†; t
)}
ĉhkσ (t) ĉ
p
k′σ′ (t)
+ ĥphkσk′σ′
{
ĉp†kσ (t) ĉ
h†
k′σ′ (t)− ξkσ,k′σ′ (t) eit(ε
p
k
−εh
k′)
}
. (48)
Here we use the notation: if δ = (kσ), then εhδ := ε
h
k. We call the self-consistent evolution of
the pair|Ψdress (ξ (t) ; t)〉 and ξ (t) the Husimi dressed quantum trajectory.
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V. NUMERICAL SIMULATION FOR A FINITE BATH DISCRETIZATION
We generate random ξ (0) from the distribution (35), which we repreat here:
P (ξαβ (0)) ∝ det
(
Ih + ξ
† (0) ξ (0)
)−M−1
= det
(
Ip + ξ (0) ξ
† (0)
)−M−1
. (49)
Then, starting from the initial condition
|Ψdress (ξ (0) ; 0)〉 = |φ〉sys ⊗ |vac〉 , (50)
we solve the Schrodinger equation
∂t |Ψdress (ξ (t) ; t)〉 = −iĤ ′dress (ξ (t) ; t) |Ψdress (ξ (t) ; t)〉 , (51)
where the Hamiltonian Ĥ ′dress (ξ (t) ; t) is eq. (48), which we repeat here:
Ĥ ′dress (ξ (t) ; t) =
{
ĥppkσk′σ′ + ĥ
ph
kσγξk′σ′,γe
it(εpk′−ε
h
γ)
}
ĉp†kσ (t) ĉ
p
k′σ′ (t)
+
{
ĥphγkσξγ,k′σ′e
it(εpγ−εhk′) − ĥhhkσk′σ′
}
ĉh†kσ (t) ĉ
h
k′σ′ (t)
+
{
ĥph†kσk′σ′ − ĥppγk′σ′ξγ,kσeit(ε
p
γ−ε
h
k) + ĥhhγkσξk′σ′,γ
+ĥphγδξγ,kσe
it(εpγ−εhk)ξk′σ′,δe
it(εpk′−ε
h
δ) +Ak′σ′kσ
(
ξ, ξ†; t
)}
ĉhkσ (t) ĉ
p
k′σ′ (t)
+ ĥphkσk′σ′
{
ĉp†kσ (t) ĉ
h†
k′σ′ (t)− ξkσ,k′σ′eit(ε
p
k
−εh
k′)
}
. (52)
The classical signal ξ (t) is evolved in time according to the drift equation (36):
− iξ˙αβ (t) = −
〈
ĥphαβ
〉
Q
(
ξ, ξ†; t
)
+ ξγβ
〈
ĥppγα
〉
Q
(
ξ, ξ†; t
)
− ξαγ
〈
ĥhhγβ
〉
Q
(
ξ, ξ†; t
)
+ ξγβξαδ
〈
ĥphγδ
〉
Q
(
ξ, ξ†; t
)
(53)
where the normalized averages of the system coupling operators are defined as
〈ô〉Q
(
ξ, ξ†; t
)
=
〈Ψdress (ξ (t) ; t)| vac〉 ô 〈vac |Ψdress (ξ (t) ; t)〉
‖〈vac |Ψdress (ξ (t) ; t)〉‖2
. (54)
The average values s (t) for the impurity (OQS) observables ŝ are computed by averaging
over many instances of the signal initial values ξ1 (0) . . . ξM (0):
s (t) =
1
N
N∑
i=1
〈ŝ〉Q
(
ξ (t) , ξ† (t) ; t
)∣∣∣
ξ(0)=ξi(0)
. (55)
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VI. DISCRETIZATION OF A CONTINUOUS BATH
A. Discretization of Hamiltonian
In this section we remember that our M-mode Hamiltonian (5) is a result of the dis-
cretization of an infinite bath with a continuous specral density. In the simplest case, given
a certain mode range [kmin, kmax], we discretize it with a grid of M values ki with a step
∆k. Then, a continuous-mode creation/annihlation operators ĉσ (k) are substituted with
the discrete ones ĉkσ via the rule
√
∆kĉσ (ki)→ ĉkiσ, (56)
so that the free bath part is discretized asˆ
k≥kF
dkεkĉ
p†
σ (k) ĉ
p
σ (k)→
∑
k≥kF
εkĉ
p†
kσĉ
p
kσ, (57)
and the coupling terms are discretized asˆ
k,k′≥kF
dkdk′ĥppσσ′ (k, k
′) ĉp†σ (k) ĉ
p
σ (k)→ ∆k
∑
k,k′≥kF
ĥppσσ′ (k, k
′) ĉp†kσĉ
p
k′σ′ . (58)
That means that the terms ĥppγγ′ , ĥ
hh
γγ′ , ĥ
ph
γγ′ , and ĥ
ph
γγ′ in the Hamiltonian (5) have the scale
of ∆k:
ĥppγγ′ , . . . ∝ ∆k ∝M−1kmax. (59)
B. Discretization of the vacuum noise probability distribution
The continuous probability distribution for the vacuum noise fluctuations P (ξ (0)), eq.
(35), can be written as
P (ξ (0)) ∝ lim
M→∞
det
(
Ih + ξ
† (0) ξ (0)
)−M−1
= lim
M→∞
e−(M+1)Tr ln(Ih+ξ
†(0)ξ(0)). (60)
In order to have a non-vanishing limit, the Frobenius norm of the matrix ξ† (0) ξ (0) should
scale with M as
Trξ† (0) ξ (0) ∝M−1, (61)
which follows from the Taylor expansion of the logarithm in (60):
Tr ln
(
Ih + ξ
† (0) ξ (0)
) ≈ Trξ† (0) ξ (0) +O (M−2) , (62)
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where O (M−2) is a consequence of the inequality
Tr
[(
ξ† (0) ξ (0)
)q] ≤ (Trξ† (0) ξ (0))q (63)
for any integer q > 0. From this we conjecture that in the continuum limit, the noise of the
fermionic fluctuations becomes Gaussian, with a probability distribution
P (ξ (0)) ∝ lim
M→∞
exp
(
MTrξ† (0) ξ (0)
)
. (64)
In a numerical Monte Carlo simulation, this amounts to generating Mh×Mp complex inde-
pendent random numbers ξγγ′ (0) which have a complex normal distribution with a variance
ξγγ′ (0) ξ
∗
γγ′ (0) = M
−1 (65)
VII. ANDERSON IMPURITY PROBLEM
A. Model of the Fermionic Open System
In this section we deal with the second problem mention in the introduction, namely
the description of fermionic OQS in a fermionic bath. As a typical model we consider the
Anderson impurity model (AIM), with the following Hamiltonian
Ĥ = εdd̂
†
σd̂σ + Ud̂
†
↑d̂↑d̂
†
↓d̂↓ + εkĉ
†
kσ ĉkσ + Vkd̂
†
σĉkσ + V
∗
k ĉ
†
kσd̂σ. (66)
The index k runs over the modes of the conduction band. The label d denotes the impurity
degrees of freedom. As a free “bath” we consider the term
Ĥb = εkĉ
†
kσĉkσ. (67)
As the open system we consider the Hamiltonian
Ĥs = εdd̂
†
σd̂σ + Ud̂
†
↑d̂↑d̂
†
↓d̂↓. (68)
The coupling term is
Ĥint = Vkd̂
†
σ ĉkσ + V
∗
k ĉ
†
kσd̂σ. (69)
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B. The difficulty of the Fermionic Open System
The Anderson impurity is a more difficult case. The reason is the non-locality of the
fermion vacuum. Indeed, in the bosonic case, when there is a local degree of freedom b̂, and
“distant” degrees of freedom f̂k, then if we create locally some excitation, distant part does
not feel it. This is reflected in the commutation relations:[
b̂†, f̂k
]
= 0,
[
b̂†, f̂ †k
]
= 0. (70)
In the same way, a local bosonic degree of freedom is also independent of the fermionic
distant modes. However, the local fermionic mode ĉ is always entangled to fermionic modes
f̂ whatever far they are. This is reflected in the non-zero commutation relations[
ĉ†, f̂k
]
= 2ĉ†f̂k,
[
ĉ†, f̂ †k
]
= 2ĉ†f̂ †k . (71)
Physically, this means that whereas the bosonic vacuum is dynamically “divisible”, i.e. we
can factorize it as a tensor product of “subvacuums” (with the ensuing factorization of their
evolution generators), the fermionic vacuum is an integral entity, we cannot divide it into
parts.
On a formal level, this leads to the impossibility of deriving a closed probabilistic Husimi
master equation for such kind of systems.
C. The Proposed Approach
Of course, at a first glance this is a bad news for the open system theory: we cannot break
off a piece of fermi vacuum which carries the open system, so as to devise a reduced descrip-
tion (i.e. to forget about the remaining degrees of freedom). However, we can learn a lesson
from the previous section: everything dynamically local in physics is bosonic; everything
dynamically global is fermionic. If we want to obtain a local dynamical description of the
open system, we should do it in the bosonic terms. Therefore, our strategy is not to break
the fermi vacuum. Instead, while keeping its integrity, we factor it out: let us represent the
open system dynamics as a bosonic one on top of the free fermionic vacuum. Then, the
dynamics of the fermion vacuum can be simulated stochastically by means of the previous
section. And the local open system bosonic evolution will be described by a truncated basis
dressed Schrodinger equation.
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After all, there are no fermionic non-linearities in the Nature: it is enough to look at the
Lagrangian of the standard model. Every interaction between the fermions is mediated by
a bosonic force field. Fermionic nonlinearities may be considered as the artifacts of the way
we are formulating our approximations. In this respect, the bosonization of the non-linear
fermionic open systems may be considered as the “repair” of a certain important physical
structure which is broken by low-energy approximate models like AIM.
Let us realize this proposal. There are numeruous ways [] to bosonize the interaction
term in AIM: some of them may be more or less suitable for the stochastic simulation. Here
we present one way of doing it as a prove-of-concept. We reformulate the Anderson impurity
Hamiltonian by introducing the “global background vacuum” fermionic degrees of freedom
ĉdσ, (d is a label, not index) and the local bosonic ones b̂σ. Explicitly, we decompose
d̂σ = ĉdσ b̂σ. (72)
Then, we obtain that in the original Anderson impurity model (67)-(69), the interaction
term becomes
Ĥint = Vk b̂
†
σ ĉ
†
dσ ĉkσ + V
∗
k ĉ
†
kσĉdσ b̂σ (73)
and the OQS term becomes
Ĥs = εdĉ
†
dσ ĉdσ b̂
†
σ b̂σ + Uĉ
†
d↑ĉd↑ĉ
†
d↓ĉd↓b̂
†
↑b̂↑b̂
†
↓b̂↓. (74)
Such a decomposition is valid in the invariant “physical” subspace Ls spanned by the states
|0〉↓− ⊗ |0〉↓+ , |1〉↓− ⊗ |1〉↓+ , |0〉↑− ⊗ |0〉↑+ , |1〉↑− ⊗ |1〉↑+ . (75)
Here “-” means the fermionic species (created by ĉdσ), and “+” the bosonic ones (created by
b̂σ). In other words, if the number of fermionic species σ was equal to the number of bosonic
species σ at a certain time, then it will be so at any later time. Moreover, in this subspace
we have identities:
ĉ†dσ ĉdσ b̂
†
σ b̂σ = ĉ
†
dσ ĉdσ = b̂
†
σ b̂σ, (76)
and
ĉ†d↑ĉd↑ĉ
†
d↓ĉd↓b̂
†
↑b̂↑b̂
†
↓b̂↓ = ĉ
†
d↑ĉd↑ĉ
†
d↓ĉd↓ = b̂
†
↑b̂↑b̂
†
↓b̂↓ = ĉ
†
d↓ĉd↓b̂
†
↑b̂↑ = ĉ
†
d↑ĉd↑b̂
†
↓b̂↓. (77)
Therefore, we can choose the following form of Hamiltonian terms:
Ĥs → Ĥ ′s = εdb̂†σ b̂σ + Ub̂†↑b̂↑b̂†↓b̂↓. (78)
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or:
Ĥs → Ĥ ′s = εdĉ†dσ ĉdσ + Ub̂†↑b̂↑b̂†↓b̂↓. (79)
The isomorphism between the original system and its bosonised form is established by
assigning the states
|0〉σ → |0〉σ− ⊗ |0〉σ+ , |1〉σ → |1〉σ− ⊗ |1〉σ+ , (80)
and by changing the canonical operators
d̂σ → ĉdσ b̂σ. (81)
Then, the matrix elements (in the global space) are the same under such a mapping:
〈vac−| ĉk1σ1 . . . ĉkpσp d̂ς1 . . . d̂ςq
{
d̂σ
}
d̂†ς′r . . . d̂
†
ς′
1
ĉk′sσ′s . . . ĉk′1σ′1 |vac−〉
= {0 if set ς ∪ σ is not equal to the set ς ′}
× 〈vac−| ĉk1σ1 . . . ĉkpσp d̂ς1 . . . d̂ςq
{
d̂σ
}
d̂†ς′r . . . d̂
†
ς′
1
ĉ†k′sσ′s . . . ĉ
†
k′
1
σ′
1
|vac−〉
=
〈
vac+
∣∣∣̂bς1 . . . b̂ςq b̂σ b̂†ς′r . . . b̂†ς′1∣∣∣ vac+〉
× 〈vac−| ĉk1σ1 . . . ĉkpσp d̂ς1 . . . d̂ςq
{
d̂σ
}
d̂†ς′r . . . d̂
†
ς′
1
ĉ†k′sσ′s . . . ĉ
†
k′
1
σ′
1
|vac−〉
= 〈vac+| 〈vac−| ĉk1σ1 . . . ĉkpσp b̂ς1 d̂ς1 . . . b̂ςq d̂ςq
{
b̂σ d̂σ
}
b̂†ς′r d̂
†
ς′r
. . . b̂†ς′
1
d̂†ς′
1
ĉ†k′sσ′s . . . ĉ
†
k′
1
σ′
1
|vac+〉 |vac−〉 .
(82)
Every number-conserving impurity Hamiltonian can be cast into such a bosonized form.
D. Computing averages
Since the physical space Ls is invariant, then, given that an inital bosonized state of the
impurity and the bath is physical, it will be so at any later time, e.g. it will be orthogonal
to the unphysical components like
|0〉↓− ⊗ |1〉↓+ or |1〉↓− ⊗ |0〉↓+ . (83)
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This means that when computing the averages, we can take the trace over the all Hilbert
space: unphysical components will not contribute:
〈
d̂†σd̂σ′ (t)
〉
= Tr+Tr−
{
ĉ†dσ ĉdσ′ |Ψ (t)〉 〈Ψ (t)|
}
= Tr+Tr−
{
b̂†σ b̂σ′ |Ψ (t)〉 〈Ψ (t)|
}
= Tr+Tr−
{
b̂†σ b̂σ′ ĉ
†
dσ ĉdσ′ |Ψ (t)〉 〈Ψ (t)|
}
, (84)
where
|Ψ (t)〉 = exp
(
−itĤ ′s
)
|Ψ (0)〉 , with |Ψ (0)〉 ∈ Ls. (85)
all the three averages are equivalent in Eq. (84) when the calculations are exact. However,
when approximations are done, their performance may differ.
E. The resulting Hamiltonian is Kondo-like
Here we again state the resulting bosonized Hamiltonian
Ĥ = Ub̂†↑b̂↑b̂
†
↓b̂↓ + Vkb̂
†
σ ĉ
†
dσ ĉkσ + V
∗
k ĉ
†
kσ ĉdσ b̂σ + εdĉ
†
dσ ĉdσ + εkĉ
†
kσĉkσ. (86)
We see this Hamiltonian has the Kondo-like form. We consider b̂σ as the open system degrees
of freedom, and ĉkσ, ĉdσ as the bath. Then, we can simulate this dynamics of this model by
applying the formalism of section V.
VIII. CONCLUSION
In this work we propose a solution to the long standing problem of a stochastic description
of non-Markovian dissipative processes in a fermionic bath. This is the problem of creating
a formalism of stochastic non-Markovian quantum state diffusion in a fermionic bath. At
the heart of such a description is the indentification of quantum states of environment which
carry classical signals. In the bosonic case such an indentification is easy: the coherent
states. In this work we propose to consider the particle-hole coherent states as carrying the
signal of a particle-hole field. Then, the Husimi function leads to a representation of the bath
quantum state as a classical probability ensemble of partile-hole field samples. The master
equation for Husimi turns out to be a classical convection equation, which we believe allows
20
for Monte Carlo simulation methods for real-time non-Markovian open system quantum
dynamics.
The probability measure of the vacuum fluctuations of the particle-hole field is highly
non-Gaussian for a finite number of the bath modes. However it is conjectured to become
Gaussian in the infinite-bath limit.
Here we present a mathematical derivation of the approach. Numerical evaluation is an
ongoing work and will be published elsewhere.
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Appendix A: Derivation of the metric tensor and volume element
Let us evaluate (20):
gα,β =
∂
∂ξα
(
det
(
Ih + ξ
†ξ
)−1 ∂
∂ξ∗β
det
(
Ih + ξ
†ξ
))
=
∂
∂ξα
(
det
(
Ih + ξ
†ξ
)−1
det
(
Ih + ξ
†ξ
)
Tr
((
Ih + ξ
†ξ
)−1 |l′ς ′〉 〈lς| ξ))
=
∂
∂ξα
〈lς| ξ (Ih + ξ†ξ)−1 |l′ς ′〉
= δklδσς 〈k′σ′|
(
Ih + ξ
†ξ
)−1 |l′ς ′〉 − 〈lς| ξ (Ih + ξ†ξ)−1 ξ† |kσ〉 〈k′σ′| (Ih + ξ†ξ)−1 |l′ς ′〉
=
(
Ip − ξ
(
Ih + ξ
†ξ
)−1
ξ†
)
lς,kσ
(
Ih + ξ
†ξ
)−1
k′σ′,l′ς′
=
(
Ip − ξ
(
I − ξ†ξ + (ξ†ξ)2 + . . .+ (−ξ†ξ)k) ξ†)
lς,kσ
(
Ih + ξ
†ξ
)−1
k′σ′,l′ς′
=
(
Ip − ξξ† + ξξ†ξξ† + . . .+
(−ξξ†)k+1 + . . .)
lς,kσ
(
Ih + ξ
†ξ
)−1
k′σ′,l′ς′
=
(
Ip + ξξ
†
)−1
lς,kσ
(
Ih + ξ
†ξ
)−1
k′σ′,l′ς′
. (A1)
The metric is
ds2 = Tr
{
dξ†
(
Ip + ξξ
†
)−1
dξ
(
Ih + ξ
†ξ
)−1}
, (A2)
so that
g(kσ,k′σ′),(lς,l′ς′) =
(
Ip + ξξ
†
)−1
lς,kσ
(
Ih + ξ
†ξ
)−1
k′σ′,l′ς′
=
(
Ip + ξ
∗ξT
)−1
kσ,lς
(
Ih + ξ
†ξ
)−1
k′σ′,l′ς′
=
{(
Ip + ξ
∗ξT
)−1 ⊗ (Ih + ξ†ξ)−1}
(kσ,lς),(k′σ′,l′ς′)
, (A3)
where in the last line the operation ⊗ is a kronecker product.
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The volume element is provided by
√
g = det gα,β
= det
{(
Ip + ξ
∗ξT
)−1 ⊗ (Ih + ξ†ξ)−1}
= det
{(
Ip + ξ
∗ξT
)−1}Mh
det
{(
Ih + ξ
†ξ
)−1}Mp
(determinant of kronecker product)
= det
{(
Ip + ξξ
†
)−T}Mh
det
{(
Ih + ξ
†ξ
)−1}Mp
= det
{(
Ip + ξξ
†
)−1}Mh
det
{(
Ih + ξ
†ξ
)−1}Mp
= det
{(
Ih + ξ
†ξ
)−1}Mh
det
{(
Ih + ξ
†ξ
)−1}Mp
(by Sylvester’s theorem)
= det
{(
Ih + ξ
†ξ
)−1}M
.
Appendix B: Differential correspondences for the commutator
Here we provice the detailed calculations of the differential correspondences for the
particle-hole coherent state projections.
1. D-algebra of unnormalized coherent states
We have:
〈ξ‖ ĉp†kσ ĉpk′σ′ = 〈vac| exp
(
ĉ
p
ξĉ
h
)
ĉp†kσ ĉ
p
k′σ′
= 〈vac|
{(
ĉp†kσ −
∑
β
ξkσ,β ĉ
h
β
)
ĉpk′σ′
}
exp
(
ĉ
p
ξĉ
h
)
=
∑
β
ξkσ,β 〈vac|
{
ĉpk′σ′ ĉ
h
β
}
exp
(
ĉ
p
ξĉ
h
)
=
∑
β
ξkσ,β
∂
∂ξk′σ′β
〈ξ‖ , (B1)
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〈ξ‖ ĉh†kσ ĉhk′σ′ = 〈vac| exp
(
ĉ
p
ξĉ
h
)
ĉh†kσ ĉ
h
k′σ′
= 〈vac|
{(
ĉh†kσ +
∑
α
ĉpαξα,kσ
)
ĉhk′σ′
}
exp
(
ĉ
p
ξĉ
h
)
=
∑
α
ξα,kσ 〈vac|
{
ĉpαĉ
h
k′σ′
}
exp
(
ĉ
p
ξĉ
h
)
=
∑
α
ξα,kσ
∂
∂ξαk′σ′
〈ξ‖ , (B2)
〈ξ‖ ĉp†kσ ĉh†k′σ′ = 〈vac| exp
(
ĉ
p
ξĉ
h
)
ĉp†kσ ĉ
h†
k′σ′
= 〈vac|
{(
ĉp†kσ −
∑
β
ξkσ,β ĉ
h
β
)(
ĉh†k′σ′ +
∑
α
ĉpαξα,k′σ′
)}
exp
(
ĉ
p
ξĉ
h
)
=
∑
β
ξkσ,β
∑
α
ξα,k′σ′ 〈vac|
{
ĉpαĉ
h
β
}
exp
(
ĉ
p
ξĉ
h
)
− ξkσ,k′σ′ 〈ξ‖
=
{∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
}
〈ξ‖
=
{ ∑
α6=kσ,β 6=k′σ′
ξα,k′σ′ξkσ,β
∂
∂ξαβ
+ ξkσ,k′σ′
(
ξkσ,k′σ′
∂
∂ξξkσ,k′σ′
− 1
)}
〈ξ‖ , (B3)
〈ξ‖ ĉhkσ ĉpk′σ′ = −
∂
∂ξk′σ′,kσ
〈ξ‖ . (B4)
2. Action of Hamiltonian on unnormalized coherent states
Therefore, the general Hamiltonian
Ĥ = hppkσk′σ′ ĉ
p†
kσ ĉ
p
k′σ′ − hhhkσk′σ′ ĉh†kσĉhk′σ′
+ hphkσk′σ′ ĉ
p†
kσ ĉ
h†
k′σ′ + h
ph†
kσk′σ′ ĉ
h
kσ ĉ
p
k′σ′ (B5)
acts on the coherent state as
〈ξ‖ Ĥ
=
{
hppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
− hhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
+hphkσk′σ′
[∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
]
− hph†kσk′σ′
∂
∂ξk′σ′,kσ
}
〈ξ‖ . (B6)
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3. D-algebra for normalized coherent states
We have the relation:
N−1 (ξ) ∂
∂ξαβ
=
∂
∂ξαβ
N−1 (ξ)−
(
∂
∂ξαβ
N−1 (ξ)
)
=
∂
∂ξαβ
N−1 (ξ)−
(
∂
∂ξαβ
det
([
Ih + ξ
†ξ
]−1))
=
∂
∂ξαβ
N−1 (ξ) +N−1 (ξ) 〈β| [Ih + ξ†ξ]−1 ξ† |α〉 (B7)
and, alternatively,
N−1 (ξ) ∂
∂ξαβ
=
∂
∂ξαβ
N−1 (ξ)−
(
∂
∂ξαβ
det
([
Ip + ξξ
†
]−1))
=
∂
∂ξαβ
N−1 (ξ) +N−1 (ξ) 〈β| ξ† [Ip + ξξ†]−1 |α〉 . (B8)
Therefore,
hppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
→ hppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
+ hppkσk′σ′
∑
β
ξkσ,β 〈β| ξ†
[
Ip + ξξ
†
]−1 |k′σ′〉
= hppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
+ hppkσk′σ′ 〈kσ| ξξ†
[
Ip + ξξ
†
]−1 |k′σ′〉
= hppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
+ Tr
{
hppTξξ†
[
Ip + ξξ
†
]−1}
. (B9)
Next,
hhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
→ hhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
+ hhhkσk′σ′
∑
α
ξα,kσ 〈k′σ′|
[
Ih + ξ
†ξ
]−1
ξ† |α〉
= hhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
+ hhhkσk′σ′ 〈k′σ′|
[
Ih + ξ
†ξ
]−1
ξ†ξ |kσ〉
= hhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
+ Tr
{
hhh
[
Ih + ξ
†ξ
]−1
ξ†ξ
}
. (B10)
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Next,
hph†kσk′σ′
∂
∂ξk′σ′,kσ
→ hph†kσk′σ′
∂
∂ξk′σ′,kσ
+hph†kσk′σ′ 〈kσ|
[
Ih + ξ
†ξ
]−1
ξ† |k′σ′〉 = hph†kσk′σ′
∂
∂ξk′σ′,kσ
+Tr
{
hph∗
[
Ih + ξ
†ξ
]−1
ξ†
}
or −→ hph†kσk′σ′
∂
∂ξk′σ′,kσ
+ Tr
{
hph∗ξ†
[
Ip + ξξ
†
]−1}
. (B11)
Next,
hphkσk′σ′
[∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
]
−→ hphkσk′σ′
[∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
]
+ hphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′ 〈β|
[
Ih + ξ
†ξ
]−1
ξ† |α〉
= hphkσk′σ′
[∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
]
+ hphkσk′σ′ 〈kσ| ξ
[
Ih + ξ
†ξ
]−1
ξ†ξ |k′σ′〉
= hphkσk′σ′
[∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
]
+ Tr
{
hphTξ
[
Ih + ξ
†ξ
]−1
ξ†ξ
}
= hphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
+ Tr
{
hphTξ
[
Ih + ξ
†ξ
]−1
ξ†ξ
}
− Tr{hphTξ}
= hphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
+ Tr
{
hphTξ
([
Ih + ξ
†ξ
]−1
ξ†ξ − Ih
)}
= hphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− Tr
{
hphTξ
[
Ih + ξ
†ξ
]−1}
. (B12)
Therefore, the Hermitian conjugate term corresponds to
− hph†kσk′σ′
∂
∂ξk′σ′,kσ
+ hphkσk′σ′
[∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ξkσ,k′σ′
]
−→ −hph†kσk′σ′
∂
∂ξk′σ′,kσ
+ hphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− Tr
{
hphTξ
[
Ih + ξ
†ξ
]−1}− Tr{[Ih + ξ†ξ]−1 ξ†hphT †} . (B13)
4. D-algebra for commutators with projections on normalized coherent states
We have:
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∂∂ξ∗αβ
det
([
Ih + ξ
†ξ
]−1)
=
∂
∂ξ†βα
det
([
Ih + ξ
†ξ
]−1)
= −det
([
Ih + ξ
†ξ
]−1) 〈α| ξ [Ih + ξ†ξ]−1 |β〉
and
∂
∂ξ∗αβ
det
([
Ip + ξξ
†
]−1)
=
∂
∂ξ†βα
det
([
Ip + ξξ
†
]−1)
= −det
([
Ip + ξξ
†
]−1) 〈α| [Ip + ξξ†]−1 ξ |β〉
The conjugate correspondences:
ĉp†k′σ′ ĉ
p
kσ |ξ〉 =
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
|ξ〉 , (B14)
hpp∗kσk′σ′ ĉ
p†
k′σ′ ĉ
p
kσ |ξ〉 = hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
|ξ〉 , (B15)
hpp∗kσk′σ′ ĉ
p†
k′σ′ ĉ
p
kσN−1 (ξ) |ξ〉
=
{
hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
−N (ξ) hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
det
([
Ip + ξξ
†
]−1)}N−1 (ξ) |ξ〉
=
{
hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
+ hpp∗kσk′σ′
∑
β
ξ∗kσ,β 〈k′σ′|
[
Ip + ξξ
†
]−1
ξ |β〉
}
N−1 (ξ) |ξ〉
=
{
hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
+ hpp∗kσk′σ′ 〈k′σ′|
[
Ip + ξξ
†
]−1
ξξ† |kσ〉
}
N−1 (ξ) |ξ〉
=
{
hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
+ Tr
{
hpp∗
[
Ip + ξξ
†
]−1
ξξ†
}}
N−1 (ξ) |ξ〉
=
{
hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
+ Tr
{
hpp†∗
[
Ip + ξξ
†
]−1
ξξ†
}}
N−1 (ξ) |ξ〉
=
{
hpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
+ Tr
{
hppTξξ†
[
Ip + ξξ
†
]−1}}N−1 (ξ) |ξ〉 . (B16)
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Therefore, the commutator
− i
[
hppkσk′σ′ ĉ
p†
kσĉ
p
k′σ′ ,
|ξ〉 〈ξ|
N (ξ)
]
=
{
−ihpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
− iTr
{
hppTξξ†
[
Ip + ξξ
†
]−1}
+ihppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
+ iTr
{
hppTξξ†
[
Ip + ξξ
†
]−1}} |ξ〉 〈ξ|
N (ξ)
=
{
−ihpp∗kσk′σ′
∑
β
ξ∗kσ,β
∂
∂ξ∗k′σ′β
+ ihppkσk′σ′
∑
β
ξkσ,β
∂
∂ξk′σ′β
}
|ξ〉 〈ξ|
N (ξ) . (B17)
Next,
ĉh†k′σ′ ĉ
h
kσ |ξ〉 =
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
|ξ〉 , (B18)
hhh∗kσk′σ′ ĉ
h†
k′σ′ ĉ
h
kσ |ξ〉 = hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
|ξ〉 , (B19)
hhh∗kσk′σ′ ĉ
h†
k′σ′ ĉ
h
kσN−1 (ξ) |ξ〉
=
{
hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
−N (ξ) hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
det
([
Ih + ξ
†ξ
]−1)}N−1 (ξ) |ξ〉
=
{
hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
+ hhh∗kσk′σ′
∑
α
ξ∗α,kσ 〈α| ξ
[
Ih + ξ
†ξ
]−1 |k′σ′〉}N−1 (ξ) |ξ〉
=
{
hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
+ hhh∗kσk′σ′ 〈kσ| ξ†ξ
[
Ih + ξ
†ξ
]−1 |k′σ′〉}N−1 (ξ) |ξ〉
=
{
hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
+ Tr
{
hhh†ξ†ξ
[
Ih + ξ
†ξ
]−1}}N−1 (ξ) |ξ〉
=
{
hhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
+ Tr
{
hhh
[
Ih + ξ
†ξ
]−1
ξ†ξ
}}
N−1 (ξ) |ξ〉 . (B20)
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Therefore, the commutator is
− i
[
hhhkσk′σ′ ĉ
h†
kσĉ
h
k′σ′ ,
|ξ〉 〈ξ|
N (ξ)
]
=
{
−ihhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
− iTr
{
hhh
[
Ih + ξ
†ξ
]−1
ξ†ξ
}
+ihhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
+ iTr
{
hhh
[
Ih + ξ
†ξ
]−1
ξ†ξ
}} |ξ〉 〈ξ|
N (ξ)
=
{
−ihhh∗kσk′σ′
∑
α
ξ∗α,kσ
∂
∂ξ∗αk′σ′
+ ihhhkσk′σ′
∑
α
ξα,kσ
∂
∂ξαk′σ′
}
|ξ〉 〈ξ|
N (ξ) . (B21)
Next,
hph†∗kσk′σ′ ĉ
p†
k′σ′ ĉ
h†
kσ |ξ〉 = −hph†∗kσk′σ′
∂
∂ξ∗k′σ′,kσ
|ξ〉 , (B22)
hph†∗kσk′σ′ ĉ
p†
k′σ′ ĉ
h†
kσN−1 (ξ) |ξ〉 =
[
−hph†∗kσk′σ′
∂
∂ξ∗k′σ′,kσ
− Tr
{
hph
[
Ih + ξ
Tξ∗
]−1
ξT
}]
N−1 (ξ) |ξ〉
=
[
−hph†∗kσk′σ′
∂
∂ξ∗k′σ′,kσ
− Tr
{[
Ih + ξ
Tξ∗
]−1
ξThph
}]
N−1 (ξ) |ξ〉
=
[
−hph†∗kσk′σ′
∂
∂ξ∗k′σ′,kσ
− Tr
{
hphTξ
[
Ih + ξ
†ξ
]−1}]N−1 (ξ) |ξ〉 . (B23)
Next,
hph∗kσk′σ′ ĉ
h
k′σ′ ĉ
p
kσN−1 (ξ) |ξ〉 =
(
hph∗kσk′σ′
∑
αβ
ξ∗kσ,βξ
∗
α,k′σ′
∂
∂ξ∗αβ
− Tr
{
hphT∗ξ∗
[
Ih + ξ
†∗ξ∗
]−1})N−1 (ξ) |ξ〉
=
(
hph∗kσk′σ′
∑
αβ
ξ∗kσ,βξ
∗
α,k′σ′
∂
∂ξ∗αβ
− Tr
{[
Ih + ξ
†ξ
]−1
ξ†hphT †
})
N−1 (ξ) |ξ〉 . (B24)
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Therefore, the commutator is:
− i
[
hphkσk′σ′ ĉ
p†
kσĉ
h†
k′σ′ + h
ph†
kσk′σ′ ĉ
h
kσĉ
p
k′σ′ ,
|ξ〉 〈ξ|
N (ξ)
]
=
{
−ihph∗kσk′σ′
∑
αβ
ξ∗kσ,βξ
∗
α,k′σ′
∂
∂ξ∗αβ
+ iTr
{[
Ih + ξ
†ξ
]−1
ξ†hphT †
}
+ ihph†∗kσk′σ′
∂
∂ξ∗k′σ′,kσ
+ iTr
{
hphTξ
[
Ih + ξ
†ξ
]−1}
+ ihphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− iTr
{
hphTξ
[
Ih + ξ
†ξ
]−1}
−ihph†kσk′σ′
∂
∂ξk′σ′,kσ
− iTr
{[
Ih + ξ
†ξ
]−1
ξ†hphT †
}} |ξ〉 〈ξ|
N (ξ)
=
{
−ihph∗kσk′σ′
∑
αβ
ξ∗kσ,βξ
∗
α,k′σ′
∂
∂ξ∗αβ
+ ihph†∗kσk′σ′
∂
∂ξ∗k′σ′,kσ
+hphkσk′σ′
∑
αβ
ξkσ,βξα,k′σ′
∂
∂ξαβ
− ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
|ξ〉 〈ξ|
N (ξ) . (B25)
a. Change the order of derivatives and coefficients
We have for commutators with the reordered derivatives:
− i
[
hppkσk′σ′ ĉ
p†
kσĉ
p
k′σ′ ,
|ξ〉 〈ξ|
N (ξ)
]
=
{
−i ∂
∂ξ∗k′σ′β
hpp∗kσk′σ′ξ
∗
kσ,β + i
∂
∂ξk′σ′β
hppkσk′σ′
∑
β
ξkσ,β
}
|ξ〉 〈ξ|
N (ξ)
+ {ihpp∗kσkσMh − ihppkσkσMh}
|ξ〉 〈ξ|
N (ξ)
(the last line is zero since diagonal elements are real for Hermitian matrix)
=
{
−i ∂
∂ξ∗k′σ′β
hpp∗kσk′σ′ξ
∗
kσ,β + i
∂
∂ξk′σ′β
hppkσk′σ′
∑
β
ξkσ,β
}
|ξ〉 〈ξ|
N (ξ) . (B26)
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Next,
− i
[
hhhkσk′σ′ ĉ
h†
kσĉ
h
k′σ′ ,
|ξ〉 〈ξ|
N (ξ)
]
=
{
−i ∂
∂ξ∗αk′σ′
hhh∗kσk′σ′ξ
∗
α,kσ + i
∂
∂ξαk′σ′
hhhkσk′σ′ξα,kσ
} |ξ〉 〈ξ|
N (ξ)
+
{
ihhh∗kσkσMp − ihhhkσkσMp
} |ξ〉 〈ξ|
N (ξ)
=
{
−i ∂
∂ξ∗αk′σ′
hhh∗kσk′σ′ξ
∗
α,kσ + i
∂
∂ξαk′σ′
hhhkσk′σ′ξα,kσ
} |ξ〉 〈ξ|
N (ξ) . (B27)
Next,
− i
[
hphkσk′σ′ ĉ
p†
kσĉ
h†
k′σ′ + h
ph†
kσk′σ′ ĉ
h
kσĉ
p
k′σ′ ,
|ξ〉 〈ξ|
N (ξ)
]
=
{
−i
∑
αβ
∂
∂ξ∗αβ
hph∗kσk′σ′ξ
∗
kσ,βξ
∗
α,k′σ′ + ih
ph†∗
kσk′σ′
∂
∂ξ∗k′σ′,kσ
+i
∑
αβ
∂
∂ξαβ
hphkσk′σ′ξkσ,βξα,k′σ′ − ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
|ξ〉 〈ξ|
N (ξ)
+
{
ihph∗kσk′σ′ξ
∗
kσ,k′σ′Mh + ih
ph∗
kσk′σ′ξ
∗
kσ,k′σ′Mp − ihphkσk′σ′ξkσ,k′σ′Mh − ihphkσk′σ′ξkσ,k′σ′Mp
} |ξ〉 〈ξ|
N (ξ)
=
{
−i
∑
αβ
∂
∂ξ∗αβ
hph∗kσk′σ′ξ
∗
kσ,βξ
∗
α,k′σ′ + ih
ph†∗
kσk′σ′
∂
∂ξ∗k′σ′,kσ
+i
∑
αβ
∂
∂ξαβ
hphkσk′σ′ξkσ,βξα,k′σ′ − ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
|ξ〉 〈ξ|
N (ξ)
+Mi
{
hph∗kσk′σ′ξ
∗
kσ,k′σ′ − hphkσk′σ′ξkσ,k′σ′
} |ξ〉 〈ξ|
N (ξ) . (B28)
5. Covariant form of the differential correspondences for commutators
Now we should reorder
det gα,β = det
{(
Ih + ξ
†ξ
)−1}M
= det
{(
Ip + ξξ
†
)−1}M
. (B29)
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and the partial derivatives. We have:
det gα,β
∂
∂ξαβ
=
∂
∂ξαβ
det gα,β −
(
∂
∂ξαβ
det gα,β
)
=
∂
∂ξαβ
det gα,β −
(
∂
∂ξαβ
det
{(
Ih + ξ
†ξ
)−1}M)
=
∂
∂ξαβ
det gα,β −
(
∂
∂ξαβ
{N−1 (ξ)}M)
=
∂
∂ξαβ
det gα,β −M
{N−1 (ξ)}M−1( ∂
∂ξαβ
N−1 (ξ)
)
=
∂
∂ξαβ
det gα,β +M
{N−1 (ξ)}M−1N−1 (ξ) 〈β| [Ih + ξ†ξ]−1 ξ† |α〉
=
∂
∂ξαβ
det gα,β +M det gα,β 〈β|
[
Ih + ξ
†ξ
]−1
ξ† |α〉 . (B30)
Or:
det gα,β
∂
∂ξαβ
=
∂
∂ξαβ
det gα,β + 2M det gα,β 〈β| ξ†
[
Ip + ξξ
†
]−1 |α〉 . (B31)
The conjugated equality:
det gα,β
∂
∂ξ∗αβ
=
∂
∂ξ∗αβ
det gα,β −
(
∂
∂ξ∗αβ
det gα,β
)
=
∂
∂ξ∗αβ
det gα,β −M
{N−1 (ξ)}M−1( ∂
∂ξ∗αβ
N−1 (ξ)
)
=
∂
∂ξ∗αβ
det gα,β +M det gα,β 〈α| ξ
[
Ih + ξ
†ξ
]−1 |β〉 , (B32)
or
det gα,β
∂
∂ξ∗αβ
=
∂
∂ξ∗αβ
det gα,β +M det gα,β 〈α|
[
Ip + ξξ
†
]−1
ξ |β〉 . (B33)
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We substitute these to the equations for the commutators:
− i
[
hppkσk′σ′ ĉ
p†
kσĉ
p
k′σ′ , det gα,β
|ξ〉 〈ξ|
N (ξ)
]
=
{
−i ∂
∂ξ∗k′σ′β
hpp∗kσk′σ′ξ
∗
kσ,β + i
∂
∂ξk′σ′β
hppkσk′σ′ξkσ,β
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−hpp∗kσk′σ′ξ∗kσ,β 〈k′σ′|
[
Ip + ξξ
†
]−1
ξ |β〉+ hppkσk′σ′ξkσ,β 〈β| ξ†
[
Ip + ξξ
†
]−1 |k′σ′〉} det gα,β |ξ〉 〈ξ|N (ξ)
=
{
−i ∂
∂ξ∗k′σ′β
hpp∗kσk′σ′ξ
∗
kσ,β + i
∂
∂ξk′σ′β
hppkσk′σ′ξkσ,β
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−hpp∗kσk′σ′ 〈k′σ′|
[
Ip + ξξ
†
]−1
ξξ† |kσ〉+ hppkσk′σ′ 〈kσ| ξξ†
[
Ip + ξξ
†
]−1 |k′σ′〉} det gα,β |ξ〉 〈ξ|N (ξ)
=
{
−i ∂
∂ξ∗k′σ′β
hpp∗kσk′σ′ξ
∗
kσ,β + i
∂
∂ξk′σ′β
hppkσk′σ′ξkσ,β
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−Tr
{
hpp∗
[
Ip + ξξ
†
]−1
ξξ†
}
+ Tr
{
ξξ†
[
Ip + ξξ
†
]−1
hpp∗
}}
det gα,β
|ξ〉 〈ξ|
N (ξ)
=
{
−i ∂
∂ξ∗k′σ′β
hpp∗kσk′σ′ξ
∗
kσ,β + i
∂
∂ξk′σ′β
hppkσk′σ′ξkσ,β
}
det gα,β
|ξ〉 〈ξ|
N (ξ) . (B34)
Next:
− i
[
hhhkσk′σ′ ĉ
h†
kσĉ
h
k′σ′ , det gα,β
|ξ〉 〈ξ|
N (ξ)
]
=
{
−i ∂
∂ξ∗αk′σ′
hhh∗kσk′σ′ξ
∗
α,kσ + i
∂
∂ξαk′σ′
hhhkσk′σ′ξα,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−hhh∗kσk′σ′ξ∗α,kσ 〈α| ξ
[
Ih + ξ
†ξ
]−1 |k′σ′〉+ hhhkσk′σ′ξα,kσ 〈k′σ′| [Ih + ξ†ξ]−1 ξ† |α〉} det gα,β |ξ〉 〈ξ|N (ξ)
=
{
−i ∂
∂ξ∗αk′σ′
hhh∗kσk′σ′ξ
∗
α,kσ + i
∂
∂ξαk′σ′
hhhkσk′σ′ξα,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−hhh∗kσk′σ′ 〈kσ| ξ†ξ
[
Ih + ξ
†ξ
]−1 |k′σ′〉+ hhhkσk′σ′ 〈k′σ′| [Ih + ξ†ξ]−1 ξ†ξ |kσ〉} det gα,β |ξ〉 〈ξ|N (ξ)
=
{
−i ∂
∂ξ∗αk′σ′
hhh∗kσk′σ′ξ
∗
α,kσ + i
∂
∂ξαk′σ′
hhhkσk′σ′ξα,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−Tr
{
ξ†ξ
[
Ih + ξ
†ξ
]−1
hhh†
}
+ Tr
{
hhh
[
Ih + ξ
†ξ
]−1
ξ†ξ
}}
det gα,β
|ξ〉 〈ξ|
N (ξ)
=
{
−i ∂
∂ξ∗αk′σ′
hhh∗kσk′σ′ξ
∗
α,kσ + i
∂
∂ξαk′σ′
hhhkσk′σ′ξα,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ) . (B35)
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The most difficult commutator:
− i
[
hphkσk′σ′ ĉ
p†
kσĉ
h†
k′σ′ + h
ph†
kσk′σ′ ĉ
h
kσĉ
p
k′σ′ , det gα,β
|ξ〉 〈ξ|
N (ξ)
]
=
{
−i
∑
αβ
∂
∂ξ∗αβ
hph∗kσk′σ′ξ
∗
kσ,βξ
∗
α,k′σ′ + ih
ph†∗
kσk′σ′
∂
∂ξ∗k′σ′,kσ
+i
∑
αβ
∂
∂ξαβ
hphkσk′σ′ξkσ,βξα,k′σ′ − ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
hph∗kσk′σ′ξ
∗
kσ,k′σ′ − hphkσk′σ′ξkσ,k′σ′
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
−hph∗kσk′σ′ξ∗kσ,βξ∗α,k′σ′ 〈α| ξ
[
Ih + ξ
†ξ
]−1 |β〉+ hph†∗kσk′σ′ 〈k′σ′| ξ [Ih + ξ†ξ]−1 |kσ〉} det gα,β |ξ〉 〈ξ|N (ξ)
+Mi
{
hphkσk′σ′ξkσ,βξα,k′σ′ 〈β|
[
Ih + ξ
†ξ
]−1
ξ† |α〉 − hph†kσk′σ′ 〈kσ|
[
Ih + ξ
†ξ
]−1
ξ† |k′σ′〉
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
=
{
−i
∑
αβ
∂
∂ξ∗αβ
hph∗kσk′σ′ξ
∗
kσ,βξ
∗
α,k′σ′ + ih
ph†∗
kσk′σ′
∂
∂ξ∗k′σ′,kσ
+i
∑
αβ
∂
∂ξαβ
hphkσk′σ′ξkσ,βξα,k′σ′ − ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
Tr
{
hph∗ξ†
}− Tr{hph∗†ξ}} det gα,β |ξ〉 〈ξ|N (ξ)
+Mi
{
−Tr
{
hph∗ξ†ξ
[
Ih + ξ
†ξ
]−1
ξ†
}
+ Tr
{
hph∗†ξ
[
Ih + ξ
†ξ
]−1}}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
Tr
{
hph∗†ξ
[
Ih + ξ
†ξ
]−1
ξ†ξ
}
− Tr
{
hph∗
[
Ih + ξ
†ξ
]−1
ξ†
}}
det gα,β
|ξ〉 〈ξ|
N (ξ)
=
{
−i
∑
αβ
∂
∂ξ∗αβ
hph∗kσk′σ′ξ
∗
kσ,βξ
∗
α,k′σ′ + ih
ph†∗
kσk′σ′
∂
∂ξ∗k′σ′,kσ
+i
∑
αβ
∂
∂ξαβ
hphkσk′σ′ξkσ,βξα,k′σ′ − ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ)
+Mi
{
Tr
{
hph∗ξ†
}− Tr{hph∗†ξ}} det gα,β |ξ〉 〈ξ|N (ξ)
+Mi
{
−Tr
{
hph∗
(
Ih + ξ
†ξ
) [
Ih + ξ
†ξ
]−1
ξ†
}
+ Tr
{
hph∗†ξ
[
Ih + ξ
†ξ
]−1 (
Ih + ξ
†ξ
)}}
det gα,β
|ξ〉 〈ξ|
N (ξ)
=
{
−i
∑
αβ
∂
∂ξ∗αβ
hph∗kσk′σ′ξ
∗
kσ,βξ
∗
α,k′σ′ + ih
ph†∗
kσk′σ′
∂
∂ξ∗k′σ′,kσ
+i
∑
αβ
∂
∂ξαβ
hphkσk′σ′ξkσ,βξα,k′σ′ − ihph†kσk′σ′
∂
∂ξk′σ′,kσ
}
det gα,β
|ξ〉 〈ξ|
N (ξ) . (B36)
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6. Application to the Husimi master equation
We employ these differential correspondences in the commutator of equation (25):
− i
[
Ĥint (t) , det gα,βN−1 (ξ) |ξ〉 〈ξ| ⊗ 1̂s
]
= −i
{
∂
∂ξ∗k′σ′β
ĥpp†kσk′σ′ (t) ξ
∗
kσ,β −
∂
∂ξk′σ′β
ĥppkσk′σ′ (t) ξkσ,β
}
det gα,βN−1 (ξ) |ξ〉 〈ξ| ⊗ 1̂s
+ i
{
∂
∂ξ∗αk′σ′
ĥhh†kσk′σ′ (t) ξ
∗
α,kσ −
∂
∂ξαk′σ′
ĥhhkσk′σ′ (t) ξα,kσ
}
det gα,βN−1 (ξ) |ξ〉 〈ξ| ⊗ 1̂s
− i
{∑
αβ
∂
∂ξ∗αβ
ĥph†kσk′σ′ (t) ξ
∗
kσ,βξ
∗
α,k′σ′ − ĥphk′σ′kσ (t)
∂
∂ξ∗k′σ′,kσ
−
∑
αβ
∂
∂ξαβ
ĥphkσk′σ′ (t) ξkσ,βξα,k′σ′ + ĥ
ph†
k′σ′kσ (t)
∂
∂ξk′σ′,kσ
}
det gα,βN−1 (ξ) |ξ〉 〈ξ| ⊗ 1̂s. (B37)
Therefore, we obtain:
∂tQ (ξ, ξ
∗; t)
= i
∂
∂ξ∗k′σ′β
ξ∗kσ,β
〈
Ψ (ξ; t)
∣∣∣ĥpp†kσk′σ′ (t)∣∣∣Ψ (ξ; t)〉 det gα,βN−1 (ξ)
− i ∂
∂ξk′σ′β
ξkσ,β
〈
Ψ (ξ; t)
∣∣∣ĥppkσk′σ′ (t)∣∣∣Ψ (ξ; t)〉 det gα,βN−1 (ξ)
− i ∂
∂ξ∗αk′σ′
ξ∗α,kσ
〈
Ψ (ξ; t)
∣∣∣ĥhh†kσk′σ′ (t)∣∣∣Ψ (ξ; t)〉det gα,βN−1 (ξ)
+ i
∂
∂ξαk′σ′
ξα,kσ
〈
Ψ (ξ; t)
∣∣∣ĥhhkσk′σ′ (t)∣∣∣Ψ (ξ; t)〉det gα,βN−1 (ξ)
+ i
∂
∂ξ∗αβ
ξ∗kσ,βξ
∗
α,k′σ′
〈
Ψ (ξ; t)
∣∣∣ĥph†kσk′σ′ (t)∣∣∣Ψ (ξ; t)〉 det gα,βN−1 (ξ)
− i ∂
∂ξαβ
ξkσ,βξα,k′σ′
〈
Ψ (ξ; t)
∣∣∣ĥphkσk′σ′ (t)∣∣∣Ψ (ξ; t)〉det gα,βN−1 (ξ)
− i ∂
∂ξ∗k′σ′,kσ
〈
Ψ (ξ; t)
∣∣∣ĥphk′σ′kσ (t)∣∣∣Ψ (ξ; t)〉det gα,βN−1 (ξ)
+ i
∂
∂ξk′σ′,kσ
〈
Ψ (ξ; t)
∣∣∣ĥph†k′σ′kσ (t)∣∣∣Ψ (ξ; t)〉det gα,βN−1 (ξ) . (B38)
Or, if we introduce the normalized open system averages
〈ô〉Q (ξ, ξ∗; t) =
〈Ψ (ξ; t) |ô (t)|Ψ (ξ; t)〉
‖Ψ (ξ; t)‖2 , (B39)
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we get the Husimi master equation:
∂tQ (ξ, ξ
∗; t)
= i
∂
∂ξ∗k′σ′β
ξ∗kσ,β
〈
ĥppkσk′σ′
〉∗
Q
(ξ, ξ∗; t)Q (ξ, ξ∗; t) + c.c.
− i ∂
∂ξ∗αk′σ′
ξ∗α,kσ
〈
ĥhhkσk′σ′
〉
Q
(ξ, ξ∗; t)Q (ξ, ξ∗; t) + c.c.
+ i
∂
∂ξ∗αβ
ξ∗kσ,βξ
∗
α,k′σ′
〈
ĥphkσk′σ′
〉∗
Q
(ξ, ξ∗; t)Q (ξ, ξ∗; t) + c.c.
− i ∂
∂ξ∗k′σ′,kσ
〈
hphk′σ′kσ
〉
Q
(ξ, ξ∗; t)Q (ξ, ξ∗; t) + c.c.
The resulting drift vector is
Aαβ (ξ, ξ∗; t) = −
〈
hphαβ
〉
Q
(ξ, ξ∗; t)+ξγβ
〈
hppγα
〉
Q
(ξ, ξ∗; t)−ξαγ
〈
hhhγβ
〉
Q
(ξ, ξ∗; t)+ξγβξαδ
〈
hphγδ
〉
Q
(ξ, ξ∗; t) .
(B40)
Appendix C: CALCULATION OF THE DRESSED HAMILTONIAN
We need to compute commutators with
exp
(
ĉ
p
ξĉ
h
)
. (C1)
For this purpose, it is enough to compute
d̂pkσ = exp
(
+ĉpξĉh
)
ĉpkσ exp
(
−ĉpξĉh
)
= ĉpkσ, (C2)
d̂hkσ = exp
(
+ĉpξĉh
)
ĉhkσ exp
(
−ĉpξĉh
)
= ĉhkσ, (C3)
and
d̂p+kσ = exp
(
+ĉpξĉh
)
ĉp†kσ exp
(
−ĉpξĉh
)
, (C4)
d̂h+kσ = exp
(
+ĉpξĉh
)
ĉh†kσ exp
(
−ĉpξĉh
)
. (C5)
In order to compute the latter two operators, we introduce the parametrized operators
d̂p+kσ (θ) = exp
(
+θĉpξĉh
)
ĉp†kσ exp
(
−θĉpξĉh
)
, (C6)
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d̂h+kσ (θ) = exp
(
+θĉpξĉh
)
ĉh†kσ exp
(
−θĉpξĉh
)
, (C7)
which obey to the differential equations
∂θd̂
p+
kσ (θ) = E (θ) ĉ
p
ξĉ
hĉp†kσE (−θ)− E (θ) ĉp†kσĉpξĉhE (−θ)
= E (θ) ĉpξĉhE (−θ)E (θ) ĉp†kσE (−θ)−E (θ) ĉp†kσE (−θ)E (θ) ĉpξĉhE (−θ)
= +
[
ĉ
p (θ) ξĉh (θ) , ĉp†kσ (θ)
]
=
=
∑
α,β
{
ĉpα (θ) ξαβ ĉ
h
β (θ) ĉ
p†
kσ (θ)− ĉp†kσ (θ) ĉpα (θ) ξαβ ĉhβ (θ)
}
= −
∑
α,β
{
ĉpα (θ) ξαβ ĉ
p†
kσ (θ) ĉ
h
β (θ) + ĉ
p†
kσ (θ) ĉ
p
α (θ) ξαβ ĉ
h
β (θ)
}
= −
∑
α,β
{
ĉpα (θ) , ĉ
p†
kσ (θ)
}
ξαβ ĉ
h
β (θ) = −
∑
β
ξkσ,β ĉ
h
β (θ) = −
∑
β
ξkσ,β ĉ
h
β, (C8)
were E (θ) = exp
(
θĉpξĉh
)
and β = (lς) is a multiindex which runs over modes and spin
directions, and
∂θd̂
h+
kσ (θ) = E (θ) ĉ
p
ξĉ
hĉh†kσE (−θ)− E (θ) ĉh†kσĉpξĉhE (−θ)
=
∑
α,β
{
ĉpα (θ) ξαβ ĉ
h
β (θ) ĉ
h†
kσ (θ)− ĉh†kσ (θ) ĉpα (θ) ξαβ ĉhβ (θ)
}
=
∑
α,β
{
ĉpα (θ) ξαβ ĉ
h
β (θ) ĉ
h†
kσ (θ) + ĉ
p
α (θ) ξαβ ĉ
h†
kσ (θ) ĉ
h
β (θ)
}
=
∑
α,β
ĉpα (θ) ξαβ
{
ĉhβ (θ) , ĉ
h†
kσ (θ)
}
=
∑
α
ĉpα (θ) ξα,kσ =
∑
α
ĉpαξα,kσ. (C9)
Therefore, integrating over θ from 0 to 1, we get:
d̂p+kσ = ĉ
p†
kσ −
∑
β
ξkσ,β ĉ
h
β, (C10)
d̂h+kσ = ĉ
h†
kσ +
∑
α
ĉpαξα,kσ. (C11)
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1. The Dressed Hamiltonian
Ĥdress (t) = exp
(
ĉ
p
ξĉ
h
)
Ĥ (t) exp
(
−ĉpξĉh
)
= ĥppkσk′σ′ (t) ĉ
p†
kσĉ
p
k′σ′ − ĥhhkσk′σ′ (t) ĉh†kσĉhk′σ′
+ ĥphkσk′σ′ (t) ĉ
p†
kσ ĉ
h†
k′σ′ + ĥ
ph†
kσk′σ′ (t) ĉ
h
kσĉ
p
k′σ′
= ĥppkσk′σ′ (t)
{
ĉp†kσ − ξkσ,β ĉhβ
}
ĉpk′σ′ − ĥhhkσk′σ′ (t)
{
ĉh†kσ + ĉ
p
αξα,kσ
}
ĉhk′σ′
+ ĥphkσk′σ′ (t)
{
ĉp†kσ − ξkσ,β ĉhβ
}{
ĉh†k′σ′ + ĉ
p
αξα,k′σ′
}
+ ĥph†kσk′σ′ (t) ĉ
h
kσ ĉ
p
k′σ′
=
{
ĥppkσk′σ′ (t) + ĥ
ph
kσγ (t) ξk′σ′,γ
}
ĉp†kσ ĉ
p
k′σ′
+
{
ĥphγkσ (t) ξγ,k′σ′ − ĥhhkσk′σ′ (t)
}
ĉh†kσĉ
h
k′σ′
+
{
ĥph†kσk′σ′ (t)− ĥppγk′σ′ (t) ξγ,kσ + ĥhhγkσ (t) ξk′σ′,γ + ĥphγδ (t) ξγ,kσξk′σ′,δ
}
ĉhkσĉ
p
k′σ′
+ ĥphkσk′σ′ (t)
{
ĉp†kσĉ
h†
k′σ′ − ξkσ,k′σ′
}
. (C12)
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