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Intrigued by a recent experiment [J.L. Ville et al., Phys. Rev. Lett. 121, 145301 (2018)], we
study the sound propagation in a two-dimensional weakly interacting uniform Bose gas. Using the
classical fields approximation we first successfully reproduce original experimental results and next,
we analyze in detail the nature of generated density waves. Playing with a spatial resolution of
our (numerical) imaging system, we identify observed structures as quasisolitons and uncover their
internal complexity. Quasisolitons break into vortex pairs as time progresses, eventually reaching
an equilibrium state. We find this state, characterized by only fluctuating in time averaged number
of pairs of opposite charge vortices and by appearance of quasi-long-range order, as the Berezinskii-
Kosterlitz-Thouless (BKT) phase.
Sound waves carry information on both thermody-
namic and transport properties of a medium they prop-
agate through. In classical hydrodynamics, measuring
the speed of sound waves and their attenuation gives an
access to characteristics of the medium such as the com-
pressibility and viscosity. In quantum hydrodynamics,
with superfluids present, the picture is more complex [1].
For example, liquid helium and weakly interacting Bose
gas respond to local perturbation in a qualitatively dif-
ferent ways.
Many experiments exploring the phenomenon of sound
propagation in ultracold atomic systems have been al-
ready performed. Sound waves were studied in harmoni-
cally trapped three-dimensional bosonic gases at very low
[2, 3] as well as at higher [4] temperatures. Sound veloc-
ity was measured at resonance in a mixture of fermionic
lithium atoms [5]. Two sound modes propagating at dif-
ferent speeds, according to predictions of two-fluid hy-
drodynamics, were observed in a resonant Fermi gas [6].
The sound diffusion in a unitary three-dimensional Fermi
gas was investigated and a universal quantum limit of dif-
fusivity was observed in Ref. [7]. Recently, sound prop-
agation and damping were studied in two-dimensional
systems – a weakly interacting Bose [8, 9] and strongly
interacting Fermi [10] gases.
In [8], a gas of rubidium-87 atoms is confined inside a
quasi-2D rectangular potential with hard walls. A den-
sity perturbation is introduced by applying a repulsive
potential to the cloud of atoms. This additional poten-
tial creates a density dip along one direction which prop-
agates at constant speed when the laser is switched off.
During this evolution the density perturbation bounces
several times off the walls of the box and its velocity is
found to be close to the Bogoliubov sound speed. Several
attempts have been already undertaken to reproduce re-
sults of this experiment [11–13]. They all support exper-
imental observation that below the BKT transition the
generated sound waves propagate with velocities close to
the speed of second sound, predicted by two-fluid hy-
drodynamic model. They also predict that sound waves
can propagate above the BKT transition, in agreement
with experiment and in opposition to what is predicted
by two-fluid hydrodynamic model with respect to second
sound [14, 15].
In our numerical simulations we first model the experi-
ment [8]. With the help of Metropolis algorithm [13, 16–
21] we create an ensemble of initial states, ψ(r), for a two-
dimensional Bose gas confined in a box potential with pe-
riodic boundary conditions. We do this for various tem-
peratures in order to have temperature-dependent anal-
ysis. Next, we follow a disturbance protocol described
in [8]: we create a dip in density in one direction. This
dip is characterized by two parameters: the width (w)
and the depth (d). Such disturbance, a kind of density
imprinting, is then evolved according to the classical field
approximation (CFA) equations [22]. In our case the per-
turbation is initially located at the center of the box, not
on a side of it. As a consequence we have two density
patterns propagating symmetrically outward as in the ex-
periment of [2], not only in one direction as in the original
setup. Integrating density along the direction transverse
to the sound propagation we are able to identify traveling
waves and compare their speeds to experimental values.
In Fig. 1 we show results, coming from our simulations,
corresponding to the one presented in Fig. 1 of Ref. [8]
(the interaction strength g = 0.16 ~2/m, the temperature
T/Tc = 0.37, where Tc = 2pin~2/[mkB ln (380 ~2/mg)]
[23], and the two-dimensional density is n = 29µm−2).
Our numerical experiment resembles the real one [8]
– initial central depletion (which in our case splits into
two density dips) evolves with a constant speed. Already
early stages of the evolution are enough to determine the
velocity of a density wave. In Fig. 1 we show the re-
sponse of the system to two perturbations: the depth of
a density dip is the same in both cases and equals about
1/3 of an unperturbed density and the width is w = 0.25
(w = 0.1) for upper (lower) frame, in units of the box
length L. Hence, upper frame corresponds to Fig. 1 in
[8]. It turns out that density dips propagate with very
similar velocities, v = 71.2 ~/mL (v = 72.4 ~/mL) for up-
per (lower) case. Simultaneously, the Bogoliubov speed
calculated as cB =
√
gN/L2m equals cB = 79.2 ~/mL
since the number of atoms remaining in the box after
switching off blue laser is N = 39234 for the upper frame
and cB = 81.3 ~/mL for lower frame (here, the number
of remaining atoms is 41372). In both cases the resulting
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2FIG. 1: Propagation of sound waves in a box potential. Here,
at each time two-dimensional density is integrated along the
direction perpendicular to the sound propagation and then
averaged over a hundred realizations. The effective one-
dimensional density is shown as a function of time. The
width of the density depletion equals w = 0.25 (upper frame)
and w = 0.1 (lower frame) both in units of the box length
L, and the depth of a density dip is 5/16 of initial density
(N = 42275 in both cases). The temperature is T = 0.37Tc.
Total evolution time t = 0.05mL2/~ corresponds to 100ms
for L = 38µm. Insets present a single realization results. The
spatial resolution here is 0.76µm which is 1.58 of the healing
length ξ = ~/√mng.
density waves are traveling with velocities close to the
Bogoliubov sound speed (v = 0.90cB in the first case and
v = 0.89cB in the second). These two examples might
suggest that the velocity of created density dips do not
depend on details of perturbation. However, as discussed
below, this is not the case – stronger initial disturbance
actually decreases the speed of a density wave.
To get the velocities of density waves we follow the
procedure presented in the experimental paper: we de-
compose the density integrated along the direction per-
pendicular to the wave propagation, let’s say y axis, via
the Fourier transform at each instant of time
n(x, t) = 〈n〉+
∑
j=±1,±2,...
Aj(t) exp(j 2pix/L) , (1)
where 〈n〉 is the average density along x axis. Then we
do time analysis of Aj(t)/Aj(0) coefficients – we fit real
(or imaginary) part of them to an exponentially damped
sinusoidal function
e−Γjt/2 [Γj/(2ωj) sin(ωjt) + cos(ωjt)] . (2)
Focusing on lower energy modes we obtain the velocity of
density waves as v = ωj/kj , where kj is the wave vector
(kj = ±j2pi/L, since periodic boundary conditions are
applied in our case). For data presented in Fig. 1 lower
energy modes lead to almost the same velocity v.
In Fig. 2 we summarize our results. Two sets of equi-
librium states, corresponding to different values of chem-
ical potential (as indicated in the legend), are used for
FIG. 2: Speed of sound normalized to the Bogoliubov sound
speed (at zero temperature) shown as a function of T/Tc.
Black and brown bullets (obtained at different values of chem-
ical potential, in units of ~2/mL2, as indicated in the legend)
come from numerical simulations whereas red squares are ex-
perimental results [8]. Numerical results are obtained within
weak perturbation scheme, with w ≈ 0.25 and d . 5/16.
Open circles represent numerical data for stronger distur-
bance, w < 0.25 and d  5/16. Crosses are the outcome
of two-fluid model [1, 14], showing the speed of second sound.
the analysis. Numerical values of the speed of sound
waves (black and brown bullets, black circles) remain in
a good agreement with experimental data (red squares)
in the whole range of studied temperatures [8]. Most of
the data in Fig. 2 were obtained assuming a density im-
printing parameters: w = 0.25 and d = 5/16 (as in the
case of Fig. 1 in [8]). Some of the points (brown bullets)
were calculated in the regime of very weak perturbation,
d = 1/16. Close to the transition and for the normal
phase we double results showing also the response of the
system to stronger initial disturbance (black circles, for
which d  5/16). Numerical data clearly demonstrate
that the response of the system depends on the strength
of initial density imprinting. Similar observation was re-
ported in Ref. [3], where the wave fronts propagation
through the condensate was studied after it was split
by a strong laser beam. The reason why the authors
of Ref. [8] do not observe such a dependence, we believe,
is mostly related to the spatial resolution of the imaging
system they use.
Additionally, we put in Fig. 2 values of the speed of
second sound, coming from the two-fluid model [1, 14,
15]. Within this framework one can calculate a value of
the speed of second sound, c2, from the equation
c4 −
(
1
mnκS
+
nsT s˜
2
nnc˜V
)
c2 +
nsT s˜
2
nnc˜V
1
mnκT
= 0 , (3)
where ns, nn, and n (= ns + nn) are superfluid, normal,
and total densities, respectively. κT (κS) is the isother-
mal (adiabatic) compressibility, s˜ is the entropy, and c˜V –
the specific heat at constant volume, both per unit mass.
3For temperatures such that kBT > g n, a good approx-
imation to the velocity of second sound is given by the
expression c2 =
√
ns/n/
√
mnκT [14]. Within CFA we
can calculate both the superfluid density (from current-
current correlations [21]) and the isothermal compress-
ibility. The latter is obtained from the fluctuation-
dissipation relation (〈N2〉 − 〈N〉2)/〈N〉2 = kBTκT /V
[24]. The speed of second sound, as a function of T/Tc,
is plotted in Fig. 2 by black crosses and the values are
close to experimental (and CFA) results.
In CFA approach the classical field is expanded in the
basis of modes which are macroscopically occupied – in
our case these are simply the plane waves [22]. Dynamical
equations for modes amplitudes (expansion coefficients)
can be written in the form of a set of nonlinear differen-
tial equations. At each instant of time, these amplitudes
determine fully the classical field. Hence, we can watch
the density (square modulus of the classical field) with
arbitrary high spatial resolution. In particular, this res-
olution can be high enough to resolve the healing length
scale, not accessible in the experiment [8].
Indeed, with high resolution employed, new observa-
tions are possible. In particular, interesting things hap-
pen when the density imprinting parameters, the width
(w) and the depth (d) of the initial depletion region, are
being significantly changed. For some choice of these pa-
rameters we note that the response of the system starts
to differ, which is in contrary to what is reported in [8].
First of all, we find that the visible density waves, in fact,
consist of several thinner structures, which are character-
ized by slightly different velocities, see Fig. 3. Only for
weak initial perturbations (both in the width and depth;
d & 14/16) they travel with the same speed and form a
single beam (as in Fig. 1), provided low spatial resolution
is used for imaging. Moreover, for the same width and
bigger depth of initial disturbance we clearly see signs
of nonlinear behavior – lines in time-position plots (Fig.
3, right column) are no longer straight. Also, internal
structures separate each other and travel with slightly
different velocities. To conclude, stronger initial pertur-
bation leads to nonlinear effects – multiple density dips
travel with different velocities, yet accelerate during the
motion. At the same time, larger the width of initial per-
turbation w bigger the number of created waves. Such
behavior can not be described by an approach of Ref.
[11], combining the Boltzmann transport equation with
linear response theory as well as by direct solution of the
linearized Landau-Vlasov equation as in Ref. [12].
In Fig. 3 we apply the spatial resolution equal to 1.0 ξ,
where ξ is the healing length. In the experiment [8] the
size of a single CCD camera pixel is 1.18µm [25], i.e.
2.46 ξ for the case of Fig. 3. This is certainly not high
enough resolution to distinguish structures we show in
Fig. 3, right column. Experimental resolution enables to
observe the response of the system only in a form of a
single line (in time-position plots).
The number of internal thin waves visible inside broad
dips in Fig. 3 is well described by the formula w/(4ξ),
FIG. 3: Time evolution of initially perturbed equilibrium
state. Two-dimensional density of the system is first inte-
grated along one direction, next averaged over approximately
100 realizations, and then shown as a function of time. Per-
turbation parameters, the width (w) and depth (d) are given
in the frames. Temperature is T = 0.37Tc. Total evolution
time t = 0.025mL2/~ corresponds to 50ms for L = 38µm.
Here, the spatial resolution is the healing length.
where w is the width of initial perturbation. Factor 4
arises from a typical width of these structures, see Fig.
3, which turns out to be about 4ξ.
Structures presented in Fig. 1 and 3 survive several
crossings and exhibit a moderate change of shapes dur-
ing the evolution, so one can try to assign some soli-
tonic properties to them. Below we exam numerically
obtained densities by comparing their profiles with ana-
lytical formulas for a single soliton solution of a nonlinear
Schrödinger equation, known as Zakharov-Shabat solu-
tions with the nonlinear term corresponding to repulsive
interactions [26]
|φZS(x, t)|2 =
n0
[
q˙2
c2B
+
(
1− q˙
2
c2B
)
tanh2
(
x− q
ξ
√
1− q˙
2
c2B
)]
.
(4)
4FIG. 4: Upper row: Density cuts for week initial perturbation
(w = 2/50, d = 5/16, which corresponds to the first frame in
Fig. 3) together with fits according to dissipative Zakharov-
Shabat solution, Eq. (5), for different times. For frames (a)
and (b), i.e. before the first collision, Γ = 126 and Γ =
169, respectively. Lower row: Density cuts for stronger initial
perturbation (w = 2/50 , d = 14/16, which corresponds to
the second frame in Fig. 3) together with fits according to
“accelarating” solutions of Eq. (4), for different times (q˙ =
0.77 cB for (c) and q˙ = 0.90 cB for (d)).
Here, n0 is the density of the medium far away from the
soliton dip, q and q˙ are the position and velocity of the
soliton, respectively. The healing length ξ = ~/√mn0g
and cB =
√
n0g/m. The width and the depth of soli-
tonic solution (4) is solely determined by soliton velocity,
q˙. For weak perturbations (upper left frame in Fig. 3)
density dips propagate with constant velocity but they
get shallower in time (due to snake instabilities [27–31]).
Hence, additional damping factor has to be included in
Eq. (4) and then a dissipative Zakharov-Shabat solution
takes the form
|ψ(x, t)|2 = exp(−Γ(t) t)|φZS(x, t)|2 . (5)
On the other hand, for strong perturbations (right col-
umn in Fig. 3) the density waves accelerate in time. In
this case, the parameter q˙ in Eq. (4) should depend on
time.
To verify this concept we analyze first the simplest
case – a small initial perturbation in both w and d which
leads to single wave moving with constant velocity. In
Fig. 4, frames (a) and (b), we compare numerically
obtained density cuts for various times with Eq. (5),
where q˙ is fixed by the value of v we get from the time-
dependent analysis of A1(t) coefficient (from Eq. (2) we
have v = 74.45 ~/mL = 0.90 cB). It turns out that both
densities match perfectly up to first collision, after which
the agreement slowly degrades. Surprisingly, Eq. (4)
works well also for strong perturbation, although in this
case one has to consider rather an accelerating soliton
solutions of (4), i.e. a solution with time-dependent q˙.
Frames (c) and (d) prove that an agreement is good, here
w = 2/50 and d = 14/16. Hence, we will be naming ob-
FIG. 5: Left column: 2D time-snapshots of a density (aver-
aged over 170 realizations) for t = 0.0025 and t = 0.005. Right
column: 2D density for a single realization, with marked cir-
cles surrounding vortex pairs. Here, w = 4/50, d = 14/16,
and T = 0.37Tc, which corresponds to the middle right frame
in Fig. 3. The spatial resolution here is 0.76µm which is 1.58
of the healing length.
served structures as quasisolitons. Surprisingly, Eq. (4)
also works for weak perturbations at longer times, i.e. af-
ter first collision of density waves. Density dips become,
as time progresses, broader and shallower and their ve-
locity increases towards speed of Bogoliubov sound (simi-
larly to dissipative dynamics of solitons already observed
in early experiments on dark solitons created by phase
imprinting technique [32] and theoretically discussed in
[33]).
As observed in simulations, quasisolitons dissipate and
eventually breake into vortex pairs. It is illustrated in
Fig. 5, right column, where densities for single realiza-
tions are shown. Almost no trace of density waves is visi-
ble, although, while averaged over a hundred realizations,
density dips are still there (left column). Additionally,
positions of pairs of opposite charge vortices are marked
by color circles. The number of vortex pairs changes in
time but finally a thermal equilibrium is established, see
Fig. 6 (lower frame), exhibiting only fluctuating, after
averaging over a hundred realizations, number of vortex
pairs. The final number of vortex pairs depends on the
strength of initial density perturbation, the stronger dis-
turbance the larger number of pairs.
Production of vortex-antivortex pairs in two-
dimensional condensates, due to snake instability
of initially imprinted dark soliton, was thoroughly
discussed in [34]. As demonstrated theoretically in
[35], creation of vortex-antivortex pairs is expected to
occur in a laser-stirred two-dimensional Bose gas, as
5FIG. 6: Upper frame: Superfluid fraction as a function of
temperature (black dots) for µ = 2500 ~2/mL2 (from [21]).
Initially, i.e. before perturbation, the system is prepared at
temperature T/Tc = 0.56 (vertical dotted line, most left).
After density imprinting with the depth d = 14/16 and the
widths w = (2, 4, 8, 10, 12)/34 the system’s relative tempera-
ture is shifted up (shown by successive vertical lines). Lower
frame: number of pairs of opposite charge vortices (averaged
over 100 realizations) versus time, for various perturbations as
in upper frame. Stronger perturbation leads to larger number
of vortices at equilibrium, i.e. at longer times. Total evolution
time t = 0.20mL2/~ corresponds to 400ms for L = 38µm.
in the experiment of [36]. There, an additional energy
is pumped into the system due to stirring the gas.
Increasing energy, after thermalization, results in higher
temperature of the system and makes the system to be
closer to the transition point. Hence, pairs of opposite
sign vortices should appear in the gas as predicted by
the BKT theory [37, 38].
In experiment [8], as opposed to [36], the energy of
the system is preserved during the evolution. In numeri-
cal simulations, we initially prepare the sample of undis-
turbed Bose gas and next we remove suddenly some part
of the atomic cloud. Hence, in our case the total en-
ergy of the system is even decreased but the energy per
particle is preserved. However, a two-dimensional Bose
gas is shifted towards the transition point because the
transition temperature is reduced (since the atomic den-
sity gets lower, see [23]). Indeed, as visible in Fig. 6,
the number of vortex pairs increases with the strength
of perturbation. Upper frame in Fig. 6 shows effective
ratio T/Tc after disturbance. Occurence of vortices could
be related to the appearance of the BKT phase [39, 40].
To clarify the situation we calculate the first-order cor-
relation function g(1)(r, r′), defined as a normalized av-
erage g(1)(r, r′) = 〈ψ?(r)ψ(r′)〉 / 〈ψ?(r)〉 〈ψ(r′)〉 over the
grand canonical ensemble, while the system evolves. We
find that at t ≈ 0.05mL2/~ the first-order correlation
function already decays algebraically, although with dif-
ferent exponents in x and y directions. However, for
t & 0.10mL2/~ the system starts exhibiting the quasi-
long-range order, i.e. g(1)(r, 0) drops algebraically with
a distance, here with exponent equal to ≈ 0.13. Hence,
the system enters the BKT phase.
In summary, following a recent experiment [8], we have
studied the propagation of sound in a two-dimensional
weakly interacting uniform Bose gas. The velocities of
density waves, we obtain from numerical simulations,
agree with the experimentally measured (see Fig. 2).
We find, however, that the response of the system is
much richer than reported in Ref. [8]. Indeed, we iden-
tify patterns of multiple density dips, propagating with
slightly different velocities, when stronger disturbance of
initial state is chosen. Size of these structures is of submi-
cron and their shape coincides with dissipative Zakharov-
Shabat profile. These structures (quasisolitons) dissi-
pate, changing into pairs of opposite charge vortices. Fi-
nally, the equilibrium is reached and the system enters
the BKT phase at higher T/Tc ratio. Such an induced
BKT phase appears here not because an additional en-
ergy is pumped into the system but rather because the
critical temperature is reduced since the atomic density
is depleted.
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