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We examine edge t,ra.nsit,ivit,y o:f direct,ed gra.ph . The cla.ss ot'
loca.l compara.bilit,y graphs is de:fined a.s t,he underlying graphs
ot' locally edge t,ra.nsit,ive digra.phs- The la.t,t,er generalize
edge t,ransit.ive orient.a.t.ions. while loca.l comparabilit.y gra.phs
include compara.bilit.y. a.nt,i-compara.bilit,y a.nd circle graphs.
Recognizing local comparabilit.y graphs is NP-complet.e. however
t,hey a.re differences of comparabilit.y gra.phs. We define
dimension so a.s t,o genera.lize t,ha.t. o:f an edge t.ra.nsit.ive
digraph. Connect,ed proper int.erval graphs are charact.erized as
exact.ly t.he class of local comparability graphs of dimension
one. Finally. a charact,erizat.ion o:f circle graphs is given also
in t.erms of edge t,ra.nsit.ivit.y.
RESUMO
Examinamos t-ransit-ividade em arest-as de graIos direcionados.
A classe dos graIos de comparabilidade local e' deIinida como
os graIos subjacent-es dos digraIos localment-e t-ransit-ivos em
arest-as. Est-es ult-imos generalizam orient-acoes t-ransit-ivas em
ares as. enquant-o que graIos de comparabilidade local incluem
os de comparabilidade, ant-i-comparabilidade e circulares.
Reconhecer graIos de comparabilidade local e' NP-comple o,
cont-udo eles const-it-uem diIerencas de gra os de
comparabilidadQ. De inimos dimQnsao de modo a generalizar a de
um digraIo t-ransi ivo em arest-as. O& graIos conexos de
in ervalo proprio sao carac erizados exa amen e como a classe
dos de comparabilidade local de dimensao um. Finalmen e. uma
caract-erizacao dos gra:t'os circulares e' apresent-ada em t-ermos




We e:xamine a special orient.at.ion o:f an undirect.ed graph.
called locally edge lransilive. a generalizalion of
edge lransit.ive orient.at.ion. F'or simplicit.y. we writ.e
inst.ead. locally t.ransit.ive and t.ransit.ive orient.at.ion.
re5PQct.ivQly. ThQ graphs admit.ing such an oriQnt.at.ion 10rm t.hQ
cla55 o:f local comparabilit.y graph5. ThQy includQ
! comparabilit.y. ant.i-comparabilit.y and circle graphs. As a
mot.ivat.ion. we ment.ion t.hat. t.here are special met.hods 10r
-linding t.he maximum clique and count.ing t.he number 01 maximal
,\
and maximum cliques o:f a local comparabilit.y graph. given a
locally t.ransit.ive orient.at.ion o:f it. [14). Bot.h t.hese problems
can be solved by algorithms requiring a number of steps of the
order of lhe product. of t.he sizes of t.he vert.ex and edge set.s
o:f t.hQ graph. Clearly. in general :finding a maximum cliquQ is a
clas5ical NP-hard problQm [3). while t.hQ enumQrat.ion problem is
#P-complQt.Q [16). It. is wort.h not.ing t.hat. t.hQ numbQr 01 maximum
cliques o:f a local compar bilit.y graph can grow exponQnt.i lly
wit.h t.he number of vert.ices. In :fact.. t.he e:xamples o:f Moon and
Moser [g) o:f graphs having a maximum (exponent.ial) number o:f
ma.ximum cliques are circle graphs.
The recognit.ion problem for local comparabilit.y graphs is
NP-complet.e. It. might. then be dif'ficult. t.o find a good
charact.erizat.ion :for t.he clas5. However. every graph o:f it. can
  bQ obt.ainQd as t.hQ dif':fQrence o:f t.wo suit.able comparabilit.y
graphs. This is t.he subject. of' Sact.ion 3. F'urt.her, we considQr
  t.he dimension o:f a local comparabilit.y graph. a gQneralizat.ion
of par"t.ially ordered set. dimension. In Sect.ion 4. we describe a
charact.erizat.ion o:f proper int.erval graphs in lerms of
dimensions. Tha"t. is. proper int.erval graphs are e:xact.ly t.he
local comparabilit.y graphs of dimension one. Ot.her
charact.erizat.ions of proper int.erval graphs have been described
by Duchet. [4). F'ishburn [6) and Robert.s [13). Next.. we consider
circle graph5. Read. RotQm and Urrut.ia [12) proved t.hat. t.hQ




subset, of' vert,ices <v.w) is t,ransit,ive. f'or all edges (v.w) E
E( ). II'1 t,his case. G is .a  oca  com.pa.rabi ity graph. F'or
ex.ample. f'igures l(b) and 1(c) .are orient,.at,ions of' t,he graph of'
1(a). That, of' 1(c) is locally t,ransit,ive. ""hile 1(b) is not,.
Hence l(a) is a local comparabilit,y graph.
In part,icular. if'   is t,ransit,ive so is every of' it,s induced
subgraphs. Theref'ore every comparabilit,y graph is local
comparabilit,y. On t,he ot,her hand. if'   is an ant,i-t,ransit,ive
G orient,at,ion of' G lhen <v.w> = {v.w}. f'or every edge (v.w) E
E(G). It, f'ollo""s t,hat, G is locally lransit,ive. In addit,ion. ""e
  know t,hal G does not, conlain t,riangles. olherwise G would have
a.n edge implied by t,ra.nsitivity. Conversely. if G is a.
lriangleless loca.l comparabilily graph lhen any loc.ally
lransilive orient,at,ion of' it, is ant,i-t,ransilive- Ot,herwise.  
""ould coI'1t,ain an edgQ (v."") implied by lransit.ivit.y. t.hat. is
I<v.",,> I > 2 and any v-w pat,h of' lengt,h great.er lhaI'1 2 ""ould
correspond t.o a t.riangle in G. a cont,radiclion. There1ore. t.hQ
cl.asses 01 ant,i-comparabilit,y graphs and lriangleless local
comparabilit,y graphs coincide. Recogni:zing ant.i-comparability
graphs is NP-complet,e (Neset,ril and Rodl [11)). Consequen ly.
lhe s.ame is t.rue lar local comparabili y ones.
From the above observalion il Iollows lhal il mighl be
di1.f'icult. lo 1ormulale good charact.eri:zat.ions lar local
comparabilit,y graphs. A nQCQ5 ary condit.ion is givQn bQlow.
Theorem. f: Let, G be a loc.al comparabilily graph. Then G is lhe
 
di1ference of l""o comparabi.lily graphs.
  Proof: Since G is a local comparabilily graph it admils a
locally t,ransilive orienlalion  . Lel   be t.he t,ransilive
1
closure of G and C =   -G. Clearly. C is a comparabilily
2 1 1
graph. We show lhal lhe same is lrue .f'or C. Lel (v.w).(w.:z) E
2
E(C ). Then (v.w).("".:z) E E(  ). That, is. G conlains bot,h v-w
2 1
and w-:z pat,hs. i.e. w 6 <v.:z)... Because   is lransi iv&. il
a 1
folloW5 (V.2)   E(  ). If (V.2)   E( ) t.h8 fact. (v.W).(W.2)  
J.





In  his sec ion W& discuss aspec s o  circle graphs. rela ed
 o QdgQ  ran i ivi y.
ThQ following is a nQcessary condi ion for circlQ graphs. in
lerms o  locally  ransit,íve oríent,at,íons.
Theorem. 3 ([14]): Let, G be a circle graph. S an in erval
represen at,íon of it, and G lhe orient,at,ion of G canonícal for
S. Then G is loc.ally tr.ansitive.
HQncQ circlQ graphs arQ local comparabili y.
The nQxt,  heorem is ano her necessary condí ion.
Theorem 4 CRead. Ro em and Urrut,ía [1a]): Le  G be a círcle
graph. Then t.here exíst,s an edge dísjoínt, par it,íon G = Q U I
of i s complemen  G and a linear ordering R o  ils vert,ices
such  hat,  he orien a íons Q. i índuced by R sa is y:
for i < j < k.
C i) ( v. v) e EC i) ..C v. v) e EC i)
I. J i. k
( i i) C v. v) e E( Q) and C v. v) e E( Q) ...( v. .v) e E( Q)
I. J J k I. k
I  follows  ha   hQ complQmQn  of a circlQ graph is an QdgQ
disjoin  union of a PQrmu a ion and  he complement, o  an
in erval graph.
  Next,. we show  hat, adding rest,rict,ions  o  heorem 4 gives
necessary and sufficient, condit,ions for circle graphs.
..
Theorem 5: G is a circle gra.ph i  a.nd only i  t,here exís s an
edge disjoint, par i ion G = Q U I of ít,s complement, G and a
linQa.r ord8ring R o  it,s ver ices such  hat,  he oriQn a ions  .
Q and i índuced by R sa is y:
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f'or i < j < k.
(i) (v .v) e E(í) ..(v. .v) e E(í)
\. J \. k
( i i) ( v, .v) e E( Q) and ( v. v) e E( Q) ..( v. v) e E( Q)
\. J J k i. k
( i i i) ( v, .v) e E( G) and ( v. .v) e E( G) ..( v, .v)   E( Q)
\. J J k \. k
(iv) (v. .v) e E(G) and (v,.v ) e E(í) ..(v .v) e E(í)
\. J J k i. k
( V) ( v, .v) e E( ô.) and ( v. v) e E(  ) ..( v. v)   E( í)
\. J J k \. k
Proo.f: ( ..) Let. G be a circle gr aph. S an int.erval
representat.ion of' it. and v v a canonical ordering of' its
s. n
vQrt.ices. Split. t.hQ QdgQS (V .v,) -E(G) int.o subgraphs Q and
L J
I. as f'ollows:
(v,.v) e E(Q) if'f' s(v..) < s(v..)
L j j i.
(V .v) e E(I) if'f' s(v..) < s(v')
\. J \. J
Let.  . Q and í be t.he corresponding orient.at.ions of' G. Q and
I which are induced by S- Then (i)-(ii) are t.rue because t.hey
are t.heorem 4. To show (iii). not.e that. (V .v) e E(G) and
i. j
(v.v) e E( ) implies t.hat. s(v. ) > s(v..) and s(v..) > s(v..) .
J k J \. k j
That. is. s(v ) > s(v .). i. e. (Vi..Vk)   E(ô.). Ne:xt... we prove
(iv). If' (v,.v.) t8 E( ) and (v,.v) 6 E(r) thQn s(V..) < s(v..)
L J J k i. j
and s(v..) < S(V k.). That. is. s(v..) < s(v'). i. e. (v,.v) 6
J L k \. k
E( í) .Fi nall y. consi dQr i mpl i cat.i on ( v) .LQt. ( v. .v.) & E( Ô;) a.nd
\. J
(v..v) e E( ). Then s(v..) < s(v..) a.nd s(v.) < s(v..). Hence
J k J \. k j
s(v.) < s(v..). meanin g t.hat. (v .v) .2 E(í).k i. i. k -
(   ) Let. G be a graph. G = Q U I and such t.hat. there exists
an ordering v v of its vertices for which the induced
  n
  orient.a.t,ions  . Q and í sat.isf'y (i)-(v). WQ prove tha.t, G must,
bQ a. circlQ graph. ThQ a.rgumQnt, is by induction on n. If' n = 1
.t.hQr8 is not,hing to provQ. Th8 induct,ion hypot.hQsis is t.ha.t, W8
ca.n const,r uct, i nt,Qr va.l s [ v   .v . ] .such t.ha. t,
\. \.
f'or i < j < n
(1) (v, .v) e E(G) if'f' s(v') < s(v..) < s(v..)
\. J j i. j
(2) (v .v) e E(t) if'f' s(v..) < s(v') .
i. j i. j
8
As a consequence o  (1)-(2) i   ollows:
(3) (v..v.) E E(Q) if'f' s(v..) < s(v..).
I. J J I.
Implica ions Ci)-(v) all remain valid when we rest.rict. t.o
inducQd subgraphs o  G U G. ThQrQ orQ WQ can apply t.hQ
induct.ion hypot.he i  t.o G-v and const.ruct. a set. o  in ervals
T'\
S-v. wi h in ervals corre ponding t.o t.hQ vQrt.ices v vT'\ i  
and such  hat. (1)-C2) are sat.is ied. Next. we obt.ain a new se 
o  in ervals S by properly insert.ing in S-v a new in erval
  ...
[v. .v..J corresponding t.o vert.ex v. wi hou  changing t.he
T'\ ...T'I
relat.ive posit.ions o  t.he ot.her int.ervals. as  ollcws.
.
(a): Position of v.: Insert. v. as  c be t.he le  mcs  possible
n ...
Qxtreme poin  at. t.he righ  o  v. , such  ha  no poin 
T'\- 
v... Cv .v) E E(f) .liQS a  t.hQ righ  o  v. .
l I. n T'\
Cb): Position of v..: InsQr  v'. as t.o bQ  he le t.most. possible
n n
extreme point. at. t.he righ  o  v. .such t.hat. no poin  v...
n I.
(v..v) E E(G). lies at.  he righ  o  v...
I. T'I n
We prove t.hat. t.he induc icn hypot.hesis is valid  or graphs
wi h n ver ices. Tha  is. we show  hat. S sat.is ies:
(4) (v..v) E E(G) if'f' s(v.) < s(v..) < s(v..)
I. n n I. T'\
C6) (v..v) E E(f) i   s(v..) <  (v.).
I. n I. n
Proollor <:4.>: ( ...) A.ç umQ (v.v )   E( ). I   (v.) < s(v..)
I. T'\ n \.
< s(v..) is  alse. since (b) asures s(v.) < s(v..) it..  cllows
n n T'\
tI s( v..) < s( v. ) or s( v..) < s( v..) .The 1 a t.er doQS nc  occur by
i. ...n I.
Cb) and we show next  hat. neit..her t.he  ormer does. There are
 '): t.wo possi bi 1 i  i Qs:
Case 1: s(v..) < s(v. )
i. n-S
Then by (2) of'  he induc ion hypo hesis. (v..v ) E E(:t).
I. n-S
Using (i). W8 know  hat. (v..v ) E E(:t) implies (v.v ) E
I. n-  I. n
E(:t). a con radic icn. Theref'ore  his casQ can no  cccur.
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CasB 2: sC v..) > sC v. )
i. n- 
Then by C a) t.here exi st.s v.. such t.hat. C v. v) e EC :r) and
J J n
sC v..) < sC v..) < sC v. ) .
i. j n
Case 2.f: i < j
If' s(v.) < s(v..) t.hen bV (1). (v .v) E E( ). In addit.ion.
j i. -i. j
because of' (iv) we conclude t.hat. (v .v) e E(r). a
i. n
cont.radict.1on. Ot.herwise. s(v.) > s(v..) and by (2.) it. f'ollows
J 1.
(v.v) E ECr). Because of' (i) t.he lat.t.er implies (v.v ) E
I. J I. n
E(.f). a cont.radict.ion.
Case 2.2: i > j
By (3) it. f'ollows (v..v) E E(Q) and by (v) we conclude that.
J I.
(v..v)   E(r) .a cont.radict.ion.
J n
Theref'ore case 2 can also nol occur and the only possibilily
is s(v.) < s(v..) < s(v..).
n i. n
( ..) Conversely. assume lhal s(v.) < s(v..) < s(v. ) and lel
n I. n
U5 5how lhat. Cv.v ) G EC ). SUPPOSQ t.h& lat.t.Qr is nol lru&.
I. n
ThQn by Cb) WQ know lhat. S cont.ains a.n ex:t.reme point. v.. such
J
lha.t. Cv.v ) 6 E(a) a.nd s(v.) < sCv..) < sCv. ) < 5CV..). TherQ
J n n I. J n
are lwo possibilit.ies. below discussed. We show lhat. neilher of'
them can occur. This implies t.hat. Cv.v ) E EC ).
I. n
Case 1: i < j
Then by (1). (v.v.) E EC ). Using (iii). we conclude lhal
1. J
ei lher ( V. .V) e E(  ) or ( v. .v) E E( r) .Nei t.her of' lhese
1. n I. n
allernatives can occur. lhe f'ormer because of' lhe inilial
a5sumpt.ion and t.he lat.t.er by (a).
Cas  2: i > j
Then by ( 3) .( v. .v. ) E E( Q) .Si nce ( V. V) e E( G) and usi ng
J 1. J n
(ii) il f'ollows (v..v)   ECô). However. by lhe const.ruct.ion
1. n
Ca) we know lhat. Cv..v)   ECr). Theref'ore. t.h& only
1. n
10
possibilit.y is (v.v ) e E( ). cont.rary t.o thQ assumpt.ion.
I. n
This complet.es  he proo  o  (4).
Proof for (5):
( ..) AssumQ ( v. v) e E( .t) .Then by ( a) .s( v..) < s( v. ) .
I. n I. n
( ..) Suppose s(v..) < s(v.) and le  us show  ha  (v..v ) E
I. n I. n
E(.t). Consider t-he t-wo cases below.
Case 1: s( v..) < s( v. )
i. n-t
Then i i%' n -1 and by (2). (v.v ) e E(.t). Using (i). it-
I. n-s
 ollows (v.v ) e E(.t).
I. n
Case 2: s( v..) > s( v)
i. n-s
Assume (v.v )   E(.t). Then by (a) t-here exis s an ext.remQ
I. n
point. v.. such t-ha  (v..v ) e E(:t) and s(v..) < s(v..) < s(v.). WQ
J J n I. J n
discuss t.he f"ollowing al erna ives-
Case 2.1: i < j
I  s(v.) < s(v..)  hen (v. .v.) E E( ) by (1) .a.nd using (iv)
J I. \. J
we conclude t,ha.  (v..v) E E(.t). a. cont,ra.dict.ion. There ore
I. n
s(v.) ) s(v..) .In t-he la.  er possibili y (v .v.) E E(.t) .by
J I. I. J
(2). Beca.use o  Ci) it,  ollows Cv.v ) E EC.t). a. cont,ra.dict.ion.
I. n
Case 2. 2: i) j
 
ThQn by ( 3) .( v. .v) -E( Ô) .I   ( v. v) G E( Ô) t-hQn bQcausQ
J I. I. n
.o  (ii) it. f"ollows (v.v ) E ECQ). a. cont.ra.dict.ion. There ore
J n
(v..v) E E( ). In t,he la. t,er possibili y. Cv) implies t-ha 
\. n
Cv..v )   E(i) .a.lso a. cont,radict.ion.
J n
There ore ca.se 2 does not. occur.




Hence the induction hypo hesis remains true for graphs with n
vQrtices. In particular. (1) implies that G is a circle graph.
We have  hQn proved  hQorem 5. o
6. Conclusions
We have considered  he class o  local comparabili y graphs. a
generaliza ion of comparabili y. an i-comparabili y and circle
The  ollowing ques ions are rela ed.gr.a.phs.
(i) The in ersec ion and overlap graphs o   he in ervals o  a
line are t..he in erval and circle graphs. respec ively. The
in ersQc ion graphs o   hQ in Qrvals t..aken on a  reQ are pa h
graphs. Which are  he ov8rlap graphs or t..he in 8rvals or a
t..ree ?
Cii) The graphs which admi  a  ransi ive orien a ion having a
tree as its Hasse diagram are those no  con aining an induced
p nor C [1). Which are  he graphs having a loccally
4 4
Lransi ive orien aLion whose Hasse diagram is a Lree ?
(iii) Local comparabili y graphs o  dimension 1 are lhe
proper in erval graphs. while i  is NP-comple e  o recognize
local comparabili y graphs o  dimension 3. Which are t-he local
comparabili y graphs o  dimQnsion 2 ?
(iv) Giv&n a 10cally t.ransit.ive ori&nt.a.t.ion  . is t.here an
e11icient. met.hod 1or 1inding t.he maximum independent. set. 01 G.
and al So t.he number 01 maxi mum and maxi mal 01 t.hese set.s ?
Cv) Which are t-he graphs having an acyclic orient,at,ion such
t-hat- t-he dist-ance from each vert-ex t-o any of it-s descendant-s is
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