Let B(X) be the algebra of all bounded linear operators on a complex Banach space X. We give the concrete form of every unital surjective map ϕ on B(X) such that AB is a non-zero idempotent if and only if ϕ(A)ϕ(B) is for all A, B ∈ B(X) when the dimension of X is at least 3.
Introduction
The problem of characterizing linear or additive maps on operator algebras preserving certain properties, subsets or relations has attracted the attention of many authors in the last decades (cf. [1, 4, 6, 9, 10] ). Many results which have been obtained on this topic reveal both algebraic and geometric structures of the operator algebras from some new aspects. Very recently, some preserver problems concerning certain properties of products of operators have been considered (cf. [3, 5, 7] ). In [7] , maps preserving the nilpotency of products of operators are considered. As we know, both of the set of nilpotent operators and the set of idempotents are very important. Motivated by this point, we consider maps preserving idempotency of products of operators.
Let X be a complex Banach space and let B(X) be the algebra of all bounded linear operators on X. X denotes the dual space of X and A is the dual operator of A ∈ B(X). Let I(X) = {P ∈ B(X) : P 2 = P } be the set of all idempotents and let N(X) = {N ∈ B(X) : N k = 0 for some positive integer k} be the set of all nilpotent operators. We denote by I 1 (X) and N 1 (X) the set of all rank-1 idempotents and the set of all rank-1 nilpotent operators in B(X) respectively. If X has dimension n with 3 n < ∞, then B(X) is identified with the algebra M n of n × n complex matrices and I n (X) refers the set of idempotent matrices in M n . In [7] , authors characterized the structure of surjective maps ϕ : B(X) → B(X) having the property that for every pair A, B ∈ B(X),
AB ∈ N(X) ⇔ ϕ(A)ϕ(B) ∈ N(X).
We now are interested in determining the structure of unital surjective maps ϕ : B(X) → B(X) having the property that
AB ∈ I(X)\{0} ⇔ ϕ(A)ϕ(B) ∈ I(X)\{0} (∀A, B ∈ B(X)).
(*)
The aim of this paper is to prove the following Theorems. We recall some notations. Let M be a subspace of X, we denote the dimension of M by dim M. For an operator T ∈ B(X), ker T denotes the kernel of T . Let F 1 (X) denotes the set of rank-1 operators in B(X) and I is the identity of B(X). For every non-zero x ∈ X and f ∈ X , the symbol x ⊗ f stands for the rank-1 bounded linear operator on X defined by (x ⊗ f )y = f (y)x for any y ∈ X. Note that every rank-1 operator in B(X) can be written in this way. The rank-1 operator x ⊗ f is an idempotent if and only if f (x) = 1 and x ⊗ f is nilpotent if and only if f (x) = 0. Let x ⊗ f and y ⊗ g be two rank-one operators, we say that x ⊗ f ∼ y ⊗ g if x and y are linearly dependent or f and g are linearly dependent. Given P , Q ∈ I(X), we say P Q if P Q = QP = P and we say P < Q if P Q and P / = Q. In addition, we say that P and Q are orthogonal if P Q = QP = 0. For any vectors x and y in a complex linear space, we denote by Gcv{x, y} = {λx + (1 − λ)y : λ ∈ C} the generalized convex combination of x and y, where C denotes the complex plane.
Preliminary results
In this section, we assume that X is a complex Banach space with dimension at least 3. We consider some elementary results which are useful in the proofs of main theorems. Lemma 2.1. Let A, B ∈ B(X) be non-zero operators. Then the following are equivalent:
(ii) For every T ∈ B(X), AT ∈ I(X)\{0} if and only if BT ∈ I(X)\{0}.
(iii) For every T ∈ B(X), AT ∈ I(X)\{0} whenever BT ∈ I(X)\{0}.
Proof. In order to complete the proof, it is sufficient to prove that (iii) implies (i). For every pair x ∈ X, f ∈ X such that f (Bx) = 1 put T = x ⊗ f . Then BT ∈ I(X)\{0}. It follows from (iii) that AT ∈ I(X)\{0} which implies that f (Ax) = 1. In particular, for any x ∈ X such that Bx / = 0, we have that Ax and Bx are linearly independent or that Ax = Bx. If there exists an x ∈ X such that Ax and Bx are linearly independent, then there exits an f ∈ X such that f (Bx) = 1 but f (Ax) = 0. This is a contradiction. Hence for any x ∈ X such that Bx / = 0, we have Ax = Bx. Assume Bx = 0. There is a vector y ∈ X such that By / = 0 and B(x + y) / = 0 since B / = 0. Then by the proof above we have Ay = By and A(x + y) = B(x + y), which means that Ax = 0. Thus A = B. The proof is complete.
Lemma 2.2.
Let A, B ∈ B(X) be non-scalar operators. Suppose that for every such x ∈ X that x and Ax are linearly independent or that x = Ax, Bx ∈ Gcv{x, Ax}.
Proof. Assume first that the operators A, B and I are linearly dependent. Then αB + βA + γ I = 0 for some complex scalar α, β and γ with not all zero. Note that αβ / = 0. Otherwise either A or B is a scalar operator, which is a contradiction. It follows that B = − β α A − γ α I . Take any x ∈ X such that x and Ax are linearly independent. Then, for such an x, we have that Bx ∈ Gcv{x, Ax}, which implies that − β α + − γ α = 1. In order to complete the proof we have to show that the assumption that A, B and I are linearly independent leads to a contradiction. Assume that A, B and I are linearly independent. Because dim X 3, the identity has rank at least 3. With this observation and the assumptions on A, B and I , we can apply Theorem 2.4 in [8] to conclude that there exist α, β, γ ∈ C such that αB + βA + γ I = z ⊗ f for some rank-one operator z ⊗ f ∈ B(X). There are two cases to be considered. Case 1. α / = 0. We first claim that x, Ax and z are linearly dependent for all x ∈ X. Indeed, if x and Ax are linearly dependent, then the claim is proved. Otherwise, if x and Ax are linearly independent, then Bx ∈ Gcv{x, Ax}. Thus there is a λ x ∈ C such that f (
Assume that there exists an x 0 ∈ X such that x 0 , Ax 0 and z are linearly independent. Then, f (x 0 ) = 0. Taking u ∈ X such that f (u) / = 0, there is a non-zero complex number μ such that x 0 + μu, A(x 0 + μu) and z are linearly independent by Lemma 2.1 in [2] . Thus, 
= 0, we have that λ z 1 = λ = 1 and B = I + z ⊗ h. If z 1 and z are linearly dependent, then there exists z 1 ∈ ker(h) such that z 1 and z are linearly independent since dim ker(h) 2. By Lemma 2.1 in [2] , we can get that μz 1 + z 1 and z are linearly independent for all but finitely many values of μ ∈ C. Taking a μ ∈ C\{0} such that g(μz 1 + z 1 ) / = 0, we have that A(μz 1 + z 1 ) and μz 1 + z 1 are linearly independent. So, B(μz 1 
Once the mentioned vectors z 1 and z 2 exist, we know that at least one of z 1 and z 2 is linearly independent of z saying z 1 . By Lemma 2.1 in [2] , we have that tz 2 + z 1 and z are linearly independent for all but finitely values of t ∈ C. Since A(tz 2 
)z, we know that tz 2 + z 1 and A(tz 2 + z 1 ) are linearly independent. It follows that there exists a λ t ∈ C such that B(tz 2 
for all but finitely many values of t ∈ C. Therefore, δ = 1 and A = I + z ⊗ g. For every x ∈ ker(g) we have that Ax = x, which implies that Bx = x + h(x)z ∈ Gcv{x, Ax} by the assumption. It follows that h(x) = 0 in this case. Thus ker(g) ⊆ ker(h). However this contradicts to the fact that z 2 ∈ ker(g) with h(z 2 ) / = 0. Then, we have that ker(g) ker(h) if there exists a z 1 ∈ ker(h) such that g(z 1 ) / = 0. Hence, ker(h) = X and B = λI . This is a contradiction too. Hence, z 1 satisfying z 1 ∈ ker(h) but g(z 1 ) / = 0 does not exist. We now get that ker(h) ⊆ ker(g). Since g / = 0, we know that ker(g) = ker(h) and h = ηg for some non-zero complex number η. Then A = δI + z ⊗ g and B = λI + ηz ⊗ g. This is a contradiction since A, B and I are linearly independent.
Case 2. α = 0. In this case, we have β / = 0 and
Then there exists a z 0 ∈ X such that f (z 0 ) / = 0 and z 0 and z are linearly independent. Thus z 0 and Az 0 are linearly independent, which implies that Bz 0 = λ z 0 z 0 + (1 − λ z 0 )Az 0 for some λ z 0 ∈ C. For every fixed x ∈ ker(f ), we know that tz 0 + x and z are linearly independent for all but finitely many values of t ∈ C by Lemma 2.1 in [2] . Thus,
Ax by similar way as above. Therefore,
Take an x 0 such that g(x 0 ) = 1. Then Atx 0 = tx 0 + tg(x 0 )z for all non-zero constants t ∈ C. We then have that
On the other hand, we easily have Bx = Ax = x for any x ∈ ker(g). Hence B(tx 0 + x) = (I + (1 − λ x 0 )z ⊗ g)(tx 0 + x) for all t ∈ C and x ∈ ker(g), which means that B = I + (1 − λ x 0 )z ⊗ g. This contradicts to the linear independence of A, B and I , since
for all x, y ∈ X. Let x, y ∈ ker(g) be linearly independent. Then λ x+y − λ x = λ x+y − λ y = 0 and λ x+y = λ x = λ y . So, there is a λ ∈ C such that λ x = λ for all x ∈ ker(g). Let y / ∈ ker(g), then there exists such x ∈ ker(g) that x and (1 − a)y − g(y)z are linearly independent. Thus, we can get that λ x+y − λ x = λ x+y − λ y = 0 and λ y = λ for all y / ∈ ker(g). Hence, λ x = λ for all x ∈ X. This implies that B = λI + (1 − λ)A. This contradicts to the linear independence of A, B and I , too.
Therefore, B = λI
The proof is complete.
Proof. We note that for any pair x ∈ X and f ∈ X such that f (x) = f (Ax) = 1, P = x ⊗ f and AP = Ax ⊗ f are rank-1 idempotents, thus BP ∈ I(X)\{0} and f (Bx) = 1. We now prove that A and B satisfy the condition of Lemma 2.2. Case 1. Let x ∈ X such that x and Ax are linearly independent. If Bx / ∈ span{x, Ax}, then x, x − Ax and Bx are linearly independent. Thus, there exists an f ∈ X such that f (x) = 1 and
This is a contradiction by the preceding note. Then Bx = αx + βAx for some α, β ∈ C. It is easily known that x and x − Ax are linearly independent, so there exists a g ∈ X such that g(x) = 1 and g(x − Ax) = 0, that is, g(x) = g(Ax) = 1. By preceding proof again, we have g(Bx) = α + β = 1, which is what we desired.
Case 2. Let x ∈ X such that x = Ax. If x and Bx are linearly independent, then there exists a g 1 ∈ X such that g 1 (x) = 1 and g 1 
This is a contradiction. Then Bx = αx for some α ∈ C. Take any g 2 ∈ X such that g 2 
Therefore we have B = λI + (1 − λ)A for some λ ∈ C\{1} by Lemma 2.2. The proof is complete.
By Proposition 2.3, we easily have the following corollary. Corollary 2.4. Let A, B ∈ B(X) be non-scalar operators. If AP ∈ I(X)\{0} implies BP ∈ I(X)\{0} for every P ∈ I(X)\{0}, then B = λI + (1 − λ)A for some λ ∈ C\{1}. Lemma 2.5. Let P , Q ∈ I(X)\{0} and λ ∈ C \ {0, 1}. Then λP + (1 − λ)Q ∈ I(X)\{0} if and
Proof. We note that λP
Corollary 2.6. Let λ ∈ C\{0, 1} and P , Q ∈ I(X)\{0}. If P Q ∈ I(X)\{0} and (λI
Proof. Since P Q ∈ I(X)\{0} and (λI + (1 − λ)P )Q ∈ I(X)\{0}, we have that Q = QP Q by Lemma 2.5. It is clear that rank Q rank P .
We recall that x ⊗ f ∼ y ⊗ g if x and y are linearly dependent or f and g are linearly dependent.
Proposition 2.7. Let A 1 and A 2 be linearly independent rank-1 operators. Then the following are equivalent:
(ii) There exists a B ∈ F 1 (X) such that B is linearly independent of A k (k = 1, 2) and for every T ∈ B(X) we have A k T ∈ I(X)\{0} (k = 1, 2) imply BT ∈ I(X)\{0}. To prove the other direction, assume that A 1 = x ⊗ f and A 2 = y ⊗ g are rank-1 operators such that x and y as well as f and g are linearly independent. Suppose also that there exists a B = u ⊗ k satisfying the second condition. We will show that k is a linear combination of f and g. If f , g and k are linearly independent, then so are f , k and f − g and there exists a z ∈ X such that f (z) = 1 and
Proof. Let
and u are linearly independent, then we can find a T ∈ B(X) such that T x = T y = T u = z. It is known that f (T x) = g(T y) = 1 and k(T u) = 0. Then A k T ∈ I(X)\{0} (k = 1, 2) and BT / ∈ I(X)\{0}. This contradicts to the assumption. If u = tx + sy for some t, s ∈ C, then we can also find a T ∈ B(X) such that T x = T y = z. We also have f (T x) = g(T y) = 1 and k(T u) = k(T (tx + sy)) = (t + s)k(z) = 0, which implies that A k T ∈ I(X)\{0}(k = 1, 2) and BT / ∈ I(X)\{0}. This is a contradiction again. Hence, k = λf + μg for some complex numbers λ, μ ∈ C.
Next, we show that u is a linear combination of x and y. Assume that u, x and y are linearly independent. Since there exist z 1 , z 2 ∈ X such that f (z 1 ) = 1 and g(z 2 ) = 1, we can find a T ∈ B(X) such that T x = z 1 , T y = z 2 and
. This contradiction implies that u = αx + βy for some complex numbers α, β ∈ C. Hence, B = (αx + βy) ⊗ (λf + μg). Let η and ν be any complex numbers. As f and g are linearly independent, there exist w 1 , w 2 ∈ X such that f (w 1 ) = 1, f (w 2 ) = η, g(w 1 ) = ν and g(w 2 ) = 1. Since x and y are linearly independent, we can find a R ∈ B(X) satisfying Rx = w 1 and Ry = w 2 . Then, f (Rx) = g(Ry) = 1, which means that A k R(k = 1, 2) are non-zero idempotents. Thus so is BR, which implies that k(Ru) = (λf + μg)(R(αx + βy)) = λα + λβν + αμη + βμ = 1. Note that η and ν are arbitrary, we get that
which implies that
It follows that B is a multiple of either A 1 or A 2 , a contradiction. Hence A 1 ∼ A 2 . The proof is complete.
Proofs of main theorems
We continue to assume that X is a complex Banach space with dim X 3 and ϕ is a unital (that is, ϕ(I ) = I ) surjective map on B(X) satisfying
AB ∈ I(X)\{0} ⇔ ϕ(A)ϕ(B) ∈ I(X)\{0} (∀A, B ∈ B(X)).
Lemma 3.1. Let ϕ be as above. Then (i) ϕ(0) = 0. (ii) ϕ is injective. (iii) ϕ(I(X)) = I(X). (iv) There is a bijective function κ(λ) on
C satisfying κ(0) = 0, κ(1) = 1 and κ(λ −1 ) = κ(λ) −1 for all λ / = 0 such that ϕ(λI ) = k(λ)I for all λ ∈ C.
Proof. (i) Let A ∈ B(X). Then A = 0 if and only if AT / ∈ I(X)\{0} for every T ∈ B(X). Note that ϕ is surjective, we easily have that ϕ(0)ϕ(T ) /
∈ I(X)\{0} for every ϕ(T ) ∈ B(X). Thus ϕ(0) = 0.
(ii) This follows from Lemma 2.
(iii) For every non-zero idempotent P = I P ∈ I(X)\{0}, we have ϕ(I )ϕ(P ) = ϕ(P ) ∈ I (X)\{0} since ϕ(I ) = I . Thus, ϕ(I(X)) ⊆ I(X). On the other hand, we know that the inverse ϕ −1 is also a unital map on B(X) satisfying condition ( * ). Then we have ϕ(I(X)) = I(X).
(iv) Note that A ∈ C * I if and only if AP / ∈ I(X)\{0} for every P ∈ I(X)\{0}, where C * = C\{0, 1}. Then it easily follows from (i) and (ii) that ϕ(C * I ) = C * I . Thus there is a bijective function κ(λ) on C satisfying κ(0) = 0 and κ(1) = 1 such that ϕ(λI ) = κ(λ)I for all λ ∈ C. It is trivial that κ(λ)κ(λ −1 ) = 1. The proof is completed.
We now know that both ϕ and ϕ −1 satisfy condition ( * ).
Lemma 3.2. Let A ∈ B(X). Then ϕ(Gcv{I, A}) = Gcv{I, ϕ(A)}.
Proof. Let A λ = λI + (1 − λ)A ∈ Gcv{I, A} for some λ ∈ C. Then, there exists a λ 0 ∈ C\{0, 1} such that A λ 0 is invertible. For every P ∈ I(X)\{0}, A λ 0 P ∈ I(X)\{0} implies that A λ 0 P A λ 0 P = A λ 0 P and then P A λ 0 P = P . So, P = P A λ 0 P = λ 0 P + (1 − λ 0 )P AP . Thus, P AP = P and (AP ) 2 = AP . By Lemma 2.5, we know that A λ P = λP + (1 − λ)AP ∈ I(X)\{0} for any λ ∈ C.
On the other hand, for any Q ∈ I(X)\{0} there exists a P ∈ I(X)\{0} such that ϕ(P ) = Q. If ϕ(A λ 0 )Q = ϕ(A λ 0 )ϕ(P ) ∈ I(X)\{0}, then A λ 0 P ∈ I(X)\{0}. By the preceding note, A λ P ∈ I(X)\{0} for any λ ∈ C. Thus we have that ϕ(A λ )ϕ(P ) = ϕ(A λ )Q ∈ I(X)\{0} for all λ ∈ C. It follows that ϕ(A λ ) ∈ Gcv{I, ϕ(A λ 0 )} from Corollary 2.4. In particular, ϕ(A 0 ) = ϕ(A) ∈ Gcv{I, ϕ(A λ 0 )} and so ϕ(A λ ) ∈ Gcv{I, ϕ(A)} for any λ ∈ C. Hence, ϕ(Gcv{I, A}) ⊆ Gcv{I, ϕ(A)}. Moreover, ϕ −1 has the same property of ϕ. Therefore, ϕ(Gcv{I, A}) = Gcv{I, ϕ(A)}. The proof is complete.
Lemma 3.3. ϕ preserves rank-n idempotents in both directions.
Proof. Note that ϕ preserves idempotents in both direction from Lemma 3.1. We use the induction to complete the proof. We first prove that ϕ preserves rank-1 idempotents in both direction.
Let P = x ⊗ f for some x ∈ X, f ∈ X with f (x) = 1. Then, ϕ(P ) is a non-zero idempotent. If rank ϕ(P ) 2, then (λI + (1 − λ)ϕ(P ))Q are non-zero idempotents for all non-zero idempotents Q < ϕ(P ) and for all λ ∈ C. Thus so are (λI + (1 − λ)P )ϕ −1 (Q) for all λ ∈ C by Lemma 3.2. In particular, both ϕ −1 (Q) and P ϕ −1 (Q) are non-zero idempotents. By Lemma 2.5, we know that ϕ −1 (Q) = ϕ −1 (Q)P ϕ −1 (Q) ∈ I 1 (X). Let ϕ −1 (Q) = y ⊗ g for some y ∈ X and g ∈ X with g(y) = 1. Then we easily have that f (y)g(x) = 1, which implies that (μI + (1 − μ)ϕ −1 (Q))P are non-zero idempotents for all μ ∈ C. It now follows that (μI + (1 − μ)Q)ϕ(P ) are non-zero idempotents for all μ ∈ C by Lemma 3.2 again. Note that (μI
. This is a contradiction. Hence ϕ(P ) is of rank-1. By considering ϕ −1 , we have ϕ preserves rank-1 idempotents in both direction.
We assume that ϕ preserves rank-k idempotents in both directions for any k < n and we now prove that ϕ preserves rank-n idempotents in both directions. Let P be a rank-n idempotent. Then ϕ(P ) is an at least rank-n idempotent. Assume that rank ϕ(P ) > n. Then we have a rank-n idempotent Q < ϕ(P ). Then ϕ −1 (Q) is also an at least rank-n idempotent by the assumption. Since (λI + (1 − λ)ϕ(P ))Q = Q for all λ ∈ C, it follows that (λI + (1 − λ)P )ϕ −1 (Q) are nonzero idempotents for all λ ∈ C by Lemma 3.2. Thus we have that ϕ −1 (Q) is of rank-n by Corollary 2.6. In particular, P ϕ −1 (Q) ∈ I(X)\{0} and ϕ −1 (Q) = ϕ −1 (Q)P ϕ −1 (Q), which implies that both P ϕ −1 (Q) and ϕ −1 (Q)P are rank-n idempotents. On the other hand, (P ϕ −1 (Q)P ) 2 = P ϕ −1 (Q)P P ϕ −1 (Q)P = P ϕ −1 (Q)P ϕ −1 (Q)P = P ϕ −1 (Q)P and P P ϕ −1 (Q)P = P ϕ −1 (Q) P P = P ϕ −1 (Q)P . That is, P ϕ −1 (Q)P is an idempotent with P ϕ −1 (Q)P P . Noting that P ϕ −1 (Q)P ϕ −1 (Q) = P ϕ −1 (Q) is of rank-n, so we get that P ϕ −1 (Q)P is a rank-n idempotent. Therefore P ϕ −1 (Q)P = P since P is of rank-n. Thus, (λI + (1 − λ)ϕ −1 (Q))P ∈ I(X)\{0} by Lemma 2.5. It follows that (λI + (1 − λ)Q)ϕ(P ) ∈ I(X)\{0} for any λ ∈ C by Lemma 3.2. However, we have (λI
, which can not be idempotents for all λ / = 1. This contradiction implies that ϕ(P ) is of rank-n. Thus ϕ preserves rank-n idempotents and so does ϕ −1 . The proof is complete.
Lemma 3.4. ϕ preserves rank-1 operators in both directions.
Proof. Let A = e ⊗ f for some e ∈ X and f ∈ X and B = ϕ(A). Since AP ∈ I(X)\{0} is equivalent to P A ∈ I(X)\{0} for every P ∈ I(X)\{0}, Bϕ(P ) ∈ I(X)\{0} is equivalent to ϕ(P )B ∈ I(X)\{0} for every P ∈ I(X)\{0}. Moreover, ϕ(I(X)\{0}) = I(X)\{0} and ϕ is a bijective map. We know that BQ ∈ I(X)\{0} is equivalent to QB ∈ I(X)\{0} for every Q ∈ I(X)\{0}. Since dim X 3, there exist x, y ∈ X such that e, x and y are linearly independent such that f (x) = 1. Under the direct sum decomposition X = span{e, x, y} ⊕ X 1 , we may define a bounded linear operator P 1 on X in the way that P 1 e = x, P 1 x = x, P 1 y = y and P 1 (X 1 ) = 0. Then, P 1 is a rank-2 idempotent and (e ⊗ f )P 1 ∈ I(X)\{0}. Then, rank ϕ(P 1 ) = 2 by Lemma 3.3 and Bϕ(P 1 ) ∈ I(X)\{0}. In fact, ϕ(P 1 )Bϕ(P 1 ) / = ϕ(P 1 ). Assume that ϕ(P 1 )Bϕ(P 1 ) = ϕ(P 1 ), then the fact that Bϕ(P 1 ) ∈ I(X)\{0} and Lemma 2.5 ensure that (λI + (1 − λ) B)ϕ(P 1 ) ∈ I(X)\{0} for all λ ∈ C. Thus, (λI + (1 − λ)A)P 1 ∈ I(X)\{0} for all μ ∈ C by Lemma 3.2. So, rank P 1 rank P 1 AP 1 rank A = 1 by Corollary 2.6. This is a contradiction. Then ϕ(P 1 )Bϕ (P 1 ) / = ϕ(P 1 ). On the other hand, it is known that ϕ(P 1 )Bϕ(P 1 ) is a non-zero idempotent from the fact Bϕ(P 1 ) ∈ I(X)\{0} and ϕ(P 1 Since Bϕ(P 1 ) ∈ I(X)\{0} and Bϕ(P 1 ) ∈ I(X)\{0} is equivalent to ϕ(P 1 )B ∈ I(X)\{0}, we get that B 23 = B 32 = 0. On the other hand, 
is not nilpotent. On the other hand, ϕ −1 has the same property of ϕ. Therefore, ϕ preserves the rank-1 nilpotent operators in both directions. Proof. In order to complete the proof, we divide the proof into two steps.
Step 1. ϕ(λP ) = κ(λ)ϕ(P ) for every rank-1 idempotent P and all λ ∈ C.
Since P is a rank-1 idempotent and λP λ −1 I ∈ I(X)\{0} for any λ ∈ C\{0}, we know that ϕ(λP )ϕ(λ −1 I ) ∈ I(X)\{0}. Then, ϕ(λP )ϕ(λ −1 I ) = Q λ for some Q λ ∈ I 1 (X) by Lemmas 3.1 and 3.4. Then ϕ(λP ) = κ(λ)Q λ . We claim that Q λ = ϕ(P ) for all λ ∈ C\{0, 1}. Suppose there is a λ ∈ C\{0, 1} such that
There are two cases to be discussed. Case 1. ξ and η are linearly dependent. We may assume that ξ = η if we replace h by a multiple of h. Then g and h are linear independent. Otherwise if h = βg for some β ∈ C, then η ⊗ h = βξ ⊗ g = ξ ⊗ g since both ξ ⊗ g and η ⊗ g are idempotents. This contradicts to the assumption. Hence g and h are linearly independent. Thus there exists an x ∈ X such that g(x) = 1 and
) are non-zero idempotents, we get that both ϕ −1 (x ⊗ g)P and ϕ −1 (x ⊗ g)(λP ) are non-zero idempotents. This is a contradiction since λ ∈ C\{0, 1}.
Case 2. ξ and η are linearly independent. If g and h are linearly dependent, then we may assume that g = h and ϕ(P ) = ξ ⊗ g and Q λ = η ⊗ g. Since there exists an f ∈ X such that f (ξ) = 1 and f (η) = κ(λ) −1 , we know that (ξ ⊗ f )(ξ ⊗ g) and (ξ ⊗ f )(κ(λ)η ⊗ g) are nonzero idempotents. We get that ϕ −1 (ξ ⊗ f )P and ϕ −1 (ξ ⊗ f )(λP ) are non-zero idempotents. This is a contradiction again since λ ∈ C\{0, 1}. Next we assume that g and h are linearly independent. If h(ξ ) / = 0, then there exists an f ∈ X such that f (ξ) = 1 and f (η) = (κ(λ)h(ξ )) −1 . Since both (ξ ⊗ f )(ξ ⊗ g) and (ξ ⊗ f )(κ(λ)η ⊗ h) are non-zero idempotents, we get that both ϕ −1 (ξ ⊗ f )P and ϕ −1 (ξ ⊗ f )(λP ) are non-zero idempotents. This is a contradiction since λ ∈ C\{0, 1}. We may similarly get a contradiction when g(η) / = 0. If h(ξ ) = g(η) = 0 and let B = ξ ⊗ g + (κ(λ)) −1 η ⊗ h, then both B(ξ ⊗ g) and B(κ(λ)Q λ ) are non-zero idempotents. Thus so are ϕ −1 (B)P and ϕ −1 (B)(λP ). Hence, we get a contradiction again since λ ∈ C\{0, 1}. Therefore, ϕ(λP ) = κ(λ)ϕ(P ) for every rank-1 idempotent P .
Step 2. ϕ(λN ) = κ(λ)ϕ(N ) for every rank-1 nilpotent operator N and any λ ∈ C\{0, 1}. We first prove that ϕ(N) and ϕ(λN ) are linearly dependent for every λ ∈ C\{0, 1}. Suppose there is a λ ∈ C\{0, 1} such that ϕ(N) and ϕ(λN ) are linearly independent and let ϕ(N) = x ⊗ f and ϕ(λN ) = y ⊗ g for some x, y ∈ X and f, g ∈ X with f (x) = g(y) = 0. Case 1. x and y are linearly dependent. We may assume that x = y. Then f and g are linearly independent. We know there is an h ∈ X such that h(x) = 1. Clearly, f , g and h are linearly independent. Thus there is a z ∈ X such that h(z) = 0 and
. This is a contradiction.
Case 2. x and y are linearly independent. If f and g are linearly dependent, we similarly have a contradiction as Case 1. So we assume that f and g are linearly independent. If f (y)g(x) / = 0 and let
) −1 (x + y) ⊗ g are idempotents, which will leads to a contradiction since ϕ −1 (A)N and λϕ −1 (A)N can not be idempotents at the same time. Thus we must have
It is known that x, y and z are linearly independent and g(z) / = 0. It follows that there is an h ∈ X such that h(x) = 1, h(y) = (g(z)) −1 and h(z) = 0. Let A = z ⊗ h. Then both A(x ⊗ f ) and A(y ⊗ g) are non-zero idempotents, which will lead to a contradiction again. By use of the same method, it is known that f (y) / = 0 and g(x) = 0 can not hold at the same time. Thus we have f (y) = f (x) = g(x) = g(y) = 0. If dim X = 3, then ker(f ) = ker(g), which implies that f and g are linearly dependent. This contradicts to the assumption. If dim X 4, then there is a z, w ∈ X such that f (w) = g(z) = 0 but f (z) = g(w) = 1. It is clear that x, y, z and w are linearly independent. Let h i ∈ X (i = 1, 2) such that h 1 
Then both A(x ⊗ f ) and A(y ⊗ g) are non-zero idempotents, which still leads to a contradiction. Hence ϕ(N) and ϕ(λN ) are linearly dependent.
We now show that ϕ(λN ) = κ(λ)ϕ(N ) for every rank-1 nilpotent operator N . Let N = x ⊗ f for any pair x ∈ X and f ∈ X with f (x) = 0. Then, there exists a P ∈ I 1 (X) such that P N ∈ I 1 (X). So, (λ −1 P )(λN ) ∈ I 1 (X) and therefore ϕ(λ −1 P )ϕ(λN ) are non-zero idempotents for all λ ∈ C\{0, 1}. Moreover, for any fixed λ ∈ C\{0, 1}, ϕ(λP ) = κ(λ)ϕ(P ) and ϕ(λN ) = μϕ(N ) for some μ ∈ C\{0, 1}. Thus, μκ(λ −1 )ϕ(P )ϕ(N ) ∈ I 1 (X) and μκ(λ −1 ) = 1. Hence, ϕ(λN ) = κ(λ)ϕ(N ) for every rank-1 nilpotent operator N and any λ ∈ C\{0, 1}. The proof is complete.
Proof. Since A 1 ∼ A 2 . By Proposition 2.7, there exists a B ∈ F 1 (X) such that B is linearly independent of A k (k = 1, 2) and for every T ∈ B(X) we have A k T ∈ I(X)\{0}(k = 1, 2) imply that BT ∈ I(X)\{0}. According to Lemma 3.6, we get that ϕ(B) is linearly independent of ϕ(A k )(k = 1, 2). Moreover, for every T ∈ B(X) we have ϕ(A k )ϕ(T ) ∈ I(X)\{0}(k = 1, 2) imply that ϕ(B)ϕ(T ) ∈ I(X)\{0}. Using Proposition 2.7 again and the surjection of ϕ, we have that ϕ(A 1 ) ∼ ϕ(A 2 ). By considering ϕ −1 , the converse is similar. The proof is complete.
The following lemma was proved in [7] . Proof of Theorem 1.1. The sufficiency part is clear. Suppose ϕ : B(X) → B(X) is a unital surjective map satisfying for every pair A, B ∈ B(X) AB ∈ I(X)\{0} if and only if ϕ(A)ϕ(B) ∈ I(X)\{0}. Then, ϕ preserves rank-1 idempotents in both directions by Lemma 3.3 and ϕ preserves rank-1 nilpotent operators in both directions by Lemma 3.5. Moreover, applying Lemma 3.7 and Lemma 3.8, we know that ϕ preserves the orthogonality of rank-1 idempotents in both directions. By Theorem 2.4 in [10] , either there exists a bounded invertible linear or conjugate-linear operator S : X → X such that ϕ(P ) = SP S −1 for every rank-1 idempotent P , or X is reflexive and there exists a bounded invertible linear or conjugate-linear operator S : X → X such that ϕ(P ) = SP S −1 for every rank-1 idempotent P . We will show that only the first possibility occur. The following proof needs dividing into several steps.
Step 1. ϕ(A) = SAS −1 for every rank-1 nilpotent operator A. Let A ∈ N 1 (X). For any rank-1 idempotent P , we have that AP ∈ I(X)\{0} ⇔ S(AP )S −1 ∈ I(X)\{0}
⇔ SAS −1 SP S −1 ∈ I(X)\{0} ⇔ SAS −1 ϕ(P ) ∈ I(X)\{0}
⇔ ϕ(A)ϕ(P ) ∈ I(X)\{0}.
Then, ϕ(A) = λI + (1 − λ)SAS −1 for some λ ∈ C\{1} by Proposition 2.3 and ϕ(A) ∈ N 1 (X) by Lemma 3.5. Since σ (ϕ(A)) = λ + (1 − λ)σ (SAS −1 ) and σ (ϕ(A)) = {0}, we get that λ = 0 and ϕ(A) = SAS −1 .
Step 2. ϕ(A) = SAS −1 for every non-scalar operator A ∈ B(X). Let A, B ∈ B(X) be any non-scalar operator A ∈ B(X). Then the fact that AR ∈ I(X)\{0} ⇔ BR ∈ I(X)\{0} for every R ∈ I 1 (X) ∪ N 1 (X), implies A = B. Indeed, from the fact that AR ∈ I(X)\{0} ⇔ BR ∈ I(X)\{0} for every R ∈ I 1 (X)\{0}, we know that B = λI + (1 − λ)A for some λ ∈ C\{1} by Proposition 2.3. Choose an x ∈ X such that x and Ax are linear independent. Then there is an f ∈ X such that f (x) = 0 and f (Ax) = 1. Then R = x ⊗ f ∈ N 1 (X) and AR ∈ I(X)\{0}. Thus we have that BR ∈ I(X)\{0}, which implies that f (Bx) = λf (x) + (1 − λ)f (Ax) = 1 − λ = 1. That is, λ = 0. Hence, A = B. Since AR ∈ I(X)\{0} ⇔ S(AR)S −1 ∈ I(X)\{0}
⇔ SAS −1 ϕ(R) ∈ I(X)\{0} ⇔ ϕ(A)ϕ(R) ∈ I(X)\{0}
for every R ∈ I 1 (X) ∪ N 1 (X), we have that ϕ(A) = SAS −1 .
Step 3. ϕ(λI ) = S(λI )S −1 for any λ ∈ C\{0, 1}. As we know that ϕ(λP ) = κ(λ)ϕ(P ) for any rank-1 idempotent P and any λ ∈ C\{0, 1}, it follows that S(λP )S −1 is κ(λ)SP S −1 if S is linear or κ(λ)SP S −1 if S is conjugate-linear. Thus κ(λ) = λ or κ(λ) =λ for any λ ∈ C\{0, 1}. In both cases, we have ϕ(λI ) = S(λI )S −1 for any λ ∈ C\{0, 1}. Therefore, the desired conclusion follows. Now we show that the second case can not occur. In fact, we know that for any A ∈ B(X) and any rank-1 operator R, AR ∈ I(X)\{0} if and only if RA ∈ I(X)\{0}. Then by a similar way we may show that ϕ(A) = SA S −1 for all A ∈ B(X) if the second possibility occurs. However, since dim X 3, ϕ with this form does not satisfy the condition ( * ). Thus this case can not occur. The proof is complete.
Proof of Theorem 1.2. It is similar to that of Theorem 1 by applying Theorem 2.3 in [10] .
