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Abstract
This paper studies the optimal path problem for travelers driving with vehicles of a limited range, such as most battery electric
vehicles currently available in the market. The optimal path in this problem often consists of several relay points, where the vehicles
can be refueled to extend its range. We propose a stochastic optimal path problem with relays (SOPPR), which aims at minimizing
a general expected cost while maintaining a reasonable arrival probability. To account for uncertainty in the road network, the travel
speed on a road segment is treated as a discrete random variable, which determines the total energy required to traverse the segment.
SOPPR is formulated in two stages in this paper. In the ﬁrst stage, an optimal routing problem is solved repeatedly to obtain the
expected costs and arrival probabilities from any node to all refueling nodes and the destination. With this information, the second
stage constructs an auxiliary network, on which the sequence of refueling decisions can be obtained by solving another optimal
path problem. Label-correcting algorithms are developed to solve the routing problems in both stages. Numerical experiments are
conducted to compare the stochastic and deterministic models, to examine the impact of diﬀerent parameters on the routing results,
and to evaluate the computational performance of the proposed algorithms.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Scientiﬁc Committee of ISTTT21.
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1. Introduction
This paper is concerned with the problem of ﬁnding an optimal path between a given pair of nodes for travelers
driving with vehicles that have a limited range. If the minimum distance between the node pair exceeds the range
limit, the vehicle must be refueled at designated stations. Since a feasible path may thus consist of several relays, the
problem is called the optimal path problemwith relays (OPPR). OPPR ﬁnds applications in crew scheduling, rostering,
aircraft routing and telecommunications (Smith et al., 2012). In transportation, OPPR has attracted attention recently
thanks to its role in supporting the transition to alternative fuel vehicles (AFV) (e.g. Laporte and Pascoal, 2011; Jiang
et al., 2012; Adler et al., 2012). A primary challenge to the adoption of most AFV is that the lack of a dense network
of refueling stations causes “range anxiety”, i.e. the drivers’ worries of running out of fuel en route. A long term
solution to the problem of range anxiety is to optimize the design of the refueling stations (e.g. Lim and Kuby, 2010;
Wang and Wang, 2010; Mak et al., 2013; Nie and Ghamami, 2013; He et al., 2013). In the foreseeable future, however,
the drivers of most AFV would still face limited refueling options. In this circumstance, careful routing decisions that
integrate travel cost minimization and relay requirements will contribute to the positive user experience (hence the
adoption) of AFV.
∗ Corresponding author. Tel.: +1-847-467-0502 ; fax: +1-847-491-4011.
E-mail address: y-nie@northwestern.edu
 015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons. rg/licenses/by-nc-nd/4.0/).
Selection and peer-review under responsibility of Kobe University
130   Peng (Will) Chen and Yu (Marco) Nie /  Transportation Research Procedia  7 ( 2015 )  129 – 148 
The literature on OPPR is relatively sparse. Most existing studies tackle OPPR by taking advantage of the fact
that an optimal path must consist of a sequence of optimal subpaths between relay nodes (Lawler, 2001; Cabral,
2005; Adler et al., 2012). Accordingly, this approach divides the original problem into two stages. In the ﬁrst stage,
the optimal paths between each relay node pair are obtained by solving a weight constrained shortest path problem
(WCSPP), and then used to create an auxiliary network that contains only the relay nodes. In the second stage, the
optimal refueling decision is determined by solving a standard shortest path problem on the auxiliary network. The
computational challenge here is to solve WCSPP eﬃciently, which has been studied extensively in the literature and
is known as NP hard (e.g. Gary and Johnson, 1979; Handler and Zang, 1980; Desrosiers et al., 1995; Dumitrescu
and Boland, 2003; Chen and Nie, 2013). Adler et al. (2012) consider a special case of OPPR in which the cost to be
minimized coincides with the weight constraint, and show that it can be solved in polynomial time. Recently, Laporte
and Pascoal (2011) propose a one-stage labeling algorithm for a variant of OPPR where all costs and weights are
assumed to be non-negative integers. Their algorithm makes use of the property that the number of labels needed
at any node is bounded by the weight limit. Smith et al. (2012) develop both two-stage and one-stage algorithms
for OPPR and compare their performance. Their one-stage label-correcting algorithm is built on the preprocessing
techniques of Dumitrescu and Boland (2003), and their two-stage algorithm adopts a variation of A* algorithm.
According to the numerical experiments, OPPR can be solved eﬃciently by these algorithms, and their one-stage
algorithm is the more eﬃcient of the two in general.
The fuel eﬃciency, hence the maximum range of a vehicle, depends on the average driving speed (Barth et al.,
1996, 2000), which in turn is highly correlated with the prevailing speed of the road on which the vehicle is operated.
Consequently, the vehicle’s range is also aﬀected by traﬃc conditions, which vary substantially due to unexpected
demand surge and supply disruptions (FHWA, 2006). Optimal path ﬁnding under such uncertainty has been well
documented, especially along the line of optimizing travel time reliability (Miller-Hooks and Mahmassani, 2000;
Waller and Ziliaskopoulos, 2002; Fan et al., 2005; Nie and Wu, 2009; Xing and Zhou, 2011; Wu and Nie, 2011; Huang
and Gao, 2012). Yet, uncertainty could have much worse consequences for AFV drivers than longer-than-expected
delays. Speciﬁcally, a sub-optimal route obtained without considering the impact of uncertainty could substantially
increase the risk of failing to reach the next relay point. To the best of our knowledge, few had examined how this risk
may be incorporated into ﬁnding optimal paths with relays. In He et al. (2014), the range of battery electric vehicles is
allowed to vary with traﬃc conditions. Yet, their work excludes stochasticity, and focuses on deriving user equilibrium
conditions for BEV drivers rather than optimal path ﬁnding. de Weerdt et al. (2013) consider routing electric vehicles
in a time-dependent and stochastic network. While they develop a dynamic programming formulation that aims at
maximizing path utility, the risk of failing to reach the destination is not addressed. Fontana (2013) uses a robust
optimization approach to solve the optimal route problem for electric vehicles facing uncertainty in traﬃc conditions.
However, they do not consider the recharging of the electric vehicles. Thus, their algorithm may only be used for
short trips.
In light of the above gap, this paper proposes a stochastic optimal path problem with relays (SOPPR), which
aims at minimizing a general expected cost while maintaining a reasonable probability of arriving at the destination.
The problem is formulated in two separate stages. In the ﬁrst stage, an all-to-one optimal routing problem is solved
repeatedly to obtain the expected costs and arrival probabilities associated with non-dominated routing policies from
any node to all refueling nodes and the destination. Importantly, the ﬁrst stage does not yield explicit paths, but rather
adaptive routing policies. With this information, the second stage constructs an auxiliary network, for which another
all-to-one optimal path problem is solved. The optimal paths resulted from the second stage problem connects the
origin and the destination through a sequence of refueling nodes. The complete optimal routing policies can then be
retrieved by combining the results from both stages.
The rest of the paper is organized as follows. A range-speed model for electric vehicles is described in Section 2.
Section 3 presents the stochastic routing model, followed by the discussion of the solution algorithm given in Section
4. Numerical results are reported in Section 5. Section 6 concludes the paper.
2. The range-speed model
It is well known that the total power required to drive a vehicle can be modeled as a function of driving speed and
acceleration (see e.g. the widely used Comprehensive Modal Emissions Model (CMEM) developed by Barth et al.,
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1996). While CMEM has been been adapted in various eco-routing models, the impact of acceleration on energy
consumption is often ignored (Bektas¸ and Laporte, 2011) or approximated (Nie and Li, 2012). In this paper, a range-
speed model developed for electric vehicles (Fontana, 2013) will be employed. We focus on electric vehicles because
(1) electric vehicles are the most representative among the range-limited vehicles; (2) the energy consumption of
electric vehicles is not aﬀected as much by acceleration as conventional vehicles. Speciﬁcally, we model the energy
consumption per unit distance, denoted as f (v), as a function of the prevailing driving speed v, i.e.
f (v) =
1
η
(
1
2
ρCwAf v2 + μmg cosα + mg sinα
)
+ Pacc
1
v
, (1)
where
• ρ = air density (kg/m3)
• Cw = coeﬃcient of drag (dimensionless)
• Af = frontal area of the car (m2)
• v = the velocity of the vehicle (m/s)
• μ = coeﬃcient of friction (dimensionless)
• m = mass of the vehicle (kg)
• g = gravitational constant (m/s2)
• α = the angle of the road (− π2 ≤ α ≤ π2 , in radians)• η = an eﬃciency parameter to account for all complexities of the battery and various losses when transferring
energy from the battery to the wheels (dimensionless)
• Pacc = the power required to run the accessory loads, which include heating or air conditioning, headlights, and
the radio (W).
Note that the ﬁrst item in Equation (1) has to do with the tractive power used to move vehicle (assuming zero accel-
eration), and the second is related to the power draw of accessories. Because of the high eﬃciency of regenerative
braking, total energy consumption from acceleration is relatively small for electric vehicles. Fontana (2013) also
shows that, under some simplifying assumptions, net energy consumption related to acceleration is close to zero over
a path. Based on Equation (1), for a ﬁxed-capacity battery with maximum energy Em, the range-speed relationship
for the electric vehicle can be obtained as
R(v) =
Em
f (v)
(2)
Typically, the range R(v) is a concave function of speed v with realistic parameter values. Figure 1 depicts the
relationship using the following values: ρ = 1.2kg/m3,Cw = 0.29, Af = 2.27m2, μ = 0.012,m = 1500kg, g =
9.81m/s2, α = 0, η = 0.9, Pacc = 2kW, E = 25kWh. In the plot the units of distance and speed have been converted to
miles and miles per hour (mph) to be consistent with the US customary system. The ﬁgure shows that the maximum
range reaches the peak value of more than 120 miles at v  30 mph, almost three times as high as the lowest range
achieved at the very low or very high speeds. We note that the actual shape of the range-speed curve may be aﬀected
by many features of the vehicle, and could deviate from what is illustrated in Figure 1. Suﬃce it to say here that the
range is indeed aﬀected by driving speeds substantially and that this relationship should be taken into account when
planning relay and routing decisions for range-limited vehicles. The proposed modeling framework can accommodate
any range-speed model. With proper modiﬁcations, it may also capture the impacts of acceleration approximately,
along the line of Nie and Li (2012).
Let v∗ denote the optimal speed that maximizes the range. Accordingly, R(v∗) is called the range limit. In reality,
the vehicle’s speed is dictated by the speed limit or traﬃc conditions and may deviate from v∗. Accordingly, the actual
maximum range of a vehicle varies and is always no greater than R(v∗). For modeling convenience, we deﬁne the
ideal distance corresponding to a distance of d traveled at speed v as
d˜ =
R(v∗)
R(v)
d =
f (v)
f (v∗)
d ≥ d. (3)
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Fig. 1. Range Speed Relationship
It can be interpreted as the equivalent distance traveled at the optimal speed v∗ with the same energy consumption.
Note that the ratio between ideal distance d˜ and the range limit R(v∗) measures the percentage of energy consumed
by d. Also, when a vehicle starts with full energy, its maximum ideal distance always equals R(v∗).
3. Optimal routing model
Consider a directed network represented by a graphG(N, A) where N and A are sets of nodes and links, respectively.
Let C ⊆ N be the set of designated “refueling nodes”, where a driver can refuel to extend his/her vehicle’s range. Let
vi j denote the driving speed on link i j ∈ A, and Oi be the set of nodes such that for any j ∈ Oi, i j is a valid link in the
network (i.e. the forward star node set of i).
For any link i j ∈ A, di j and ti j are used to denote the distance and travel time on the link. According to the deﬁnition
in Equation (3), the ideal distance for link i j with a speed vi j is
d˜i j =
f (vi j)
f (v∗)
di j ≥ di j. (4)
Since d˜i j measures the consumption of energy, the general cost of traversing a path k may be deﬁned as:
ck = αe
∑
i j∈k
d˜i j + αt
∑
i j∈k
ti j = αe
∑
i j∈k
f (vi j)
f (v∗)
di j + αt
∑
i j∈k
di j
vi j
, (5)
where αe is the energy cost per unit ideal distance and αt is the value of time.
We assume that vi j is a discrete random variable that may take one of the values deﬁned in the set {vli j|l = 1, 2, ...,m}
with an associated probability pli j, where
∑m
l=1 p
l
i j = 1,∀i j ∈ A. No correlations are considered between the speed
distributions on diﬀerent links.
Let R denote the ideal range of a vehicle with any energy level between 0 and Em. Note that R ≤ R(v∗), the range
limit. Similar to Laporte and Pascoal (2011), we assume that R can only take discrete values iδ, where δ = R(v∗)/n, i =
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0, 1, ..., n. n is a predetermined integer parameter. Accordingly, for each link i j ∈ A and a speed realization l, deﬁne
the normalized ideal distance measured in the unit of δ
dˆli j =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢
d˜li j
δ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢
f (vli j)
f (v∗)
di j
δ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ , (6)
where 
a represents the smallest integer no smaller than a. Clearly, a larger value of n corresponds to a more accurate
discretization scheme but in the meanwhile leads to higher computational overhead.
Finally, we assume that, if the vehicle needs to be refueled at node x ∈ C, it is always refueled to its maximum
energy level (or the range limit). In addition, the cost for each refueling is deﬁned as
γ = γ0 + αtz, (7)
where γ0 is a ﬁxed cost and z is the refueling time, which is assumed to be a linear function of the ideal distance to be
refueled. Note that the energy cost is not considered in γ since it is already counted in the cost function (5).
3.1. Choice of the modeling approach
Now consider a trip between an origin r and a destination s that may not be completed even for a vehicle with an
initial range R = R(v∗). The problem of interest here is to ﬁnd an optimal routing and relay policy such that the overall
cost is minimized while the probability of arriving at s is equal to or greater than a given threshold Plb. The problem
may be formulated in two ways.
In the ﬁrst approach, the decisions regarding routing and refueling are made simultaneously and fully adaptive.
That is, at each node, a driver has to decide whether a refueling is feasible and desirable, how much to refuel if it is,
and which node to visit next based on the range. The second approach decomposes the relay and routing decisions.
Speciﬁcally, the driver will ﬁrst decide how to route optimally between each pair of refueling stations, between r and
each refueling station, and between each refueling station and s. Then, drivers will decide which sequence of refueling
stations to visit along the journey between r and s. It is well understood that for the deterministic optimal path problem
with relays, these two approaches are equivalent (Laporte and Pascoal, 2011; Smith et al., 2012). Such an equivalence
has not been proven or disproved for the stochastic version considered in this paper, although our preliminary analysis
indicates that it may not hold. This paper will adopt the second approach, because, as we shall explain later, that
the ﬁrst approach may lead to unnecessary cycling that makes it diﬃcult to develop an eﬃcient solution algorithm.
Accordingly, we will formulate and solve the problem in two separate stages, as explained in detail below.
3.2. Stage I model
The Stage I problem is an all-to-one optimal routing problem for each node x ∈ C ∪ s. Let u ji (R) and F ji (R) denote
the expected cost and probability of arriving at the node x, starting from node i via node j ∈ Oi, with a remaining ideal
range R. We emphasize that refueling is not allowed until the node x is reached in Stage I, even if a refueling station
is traversed along the path. The key notations used in the Stage I model are summarized in Table 1 for convenience.
Deﬁnition 1 (Dominated routing decision). At node i and for an ideal range R, a routing decision j ∈ Oi is said to
be dominated by k ∈ Oi, denoted as k  j, if uki (R) ≤ u ji (R), Fki (R) ≥ F ji (R) and at least one of the inequalities is strict.
Deﬁnition 2 (Non-dominated routing set). 1 A non-empty subset of Oi is a non-dominated routing set at i, denoted
as Ωi, if and only if it includes all j ∈ Oi for which k ∈ Oi such that k  j.
Let
uh¯i (R) = minj∈Ωi
{
u ji (R)
}
, Fhˆi (R) = maxj∈Ωi
{
F ji (R)
}
(8)
1 Non-dominated path is a widely used concept, see e.g. Loui (1983); Miller-Hooks (1997); Nie and Wu (2009).
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Table 1. Notations used in the Stage I model
Notation Interpretation
r the origin
s the destination
C the set of refueling nodes
Plb arrival probability threshold
u ji (R) expected cost of arriving at node x ∈ C ∪ s, starting from node i via node j, with a remaining ideal range R
F ji (R) probability of arriving at node x ∈ C ∪ s, starting from node i via node j, with a remaining ideal range R
Ωi non-dominated routing set at node i
uh¯i (R) minimum cost at node i in the non-dominated routing set Ωi with a remaining ideal range R
Fhˆi (R) maximum arrival probability at node i in the non-dominated routing set Ωi with a remaining ideal range R
rh¯i (R) expected ideal travel distance starting from node i to node x with a remaining ideal range R
Γi(R) optimal routing policy at node i with a remaining ideal range R
We emphasize that h¯ and hˆ, which respectively optimize the cost and the arrival probability from the non-dominated
routing set, may or may not be the same.
The cost and arrival probability at node i are updated for each of its outgoing link i j, j ∈ Oi, as follows:
u ji (R) =
⎧⎪⎪⎨⎪⎪⎩
1
Pi j
∑
l∈Lf p
l
i j
[
uh¯j (R − δdˆli j) + cli j
]
, i j ∈ A, Lf  ∅
∞ otherwise (9)
F ji (R) =
{∑
l∈Lf p
l
i jF
hˆ
j (R − δdˆli j), i j ∈ A, Lf  ∅
0 otherwise
(10)
where
Lf =
{
l|l = 1, 2, ...,m,R − δdˆli j ≥ 0, Fhˆj (R − δdˆli j) ≥ Plb
}
, (11)
Pi j =
∑
l∈Lf
pli j, (12)
cli j = αed˜
l
i j + αt
di j
vli j
. (13)
Note that u ji (R) is deﬁned as the expected cost conditional on arriving at the node x via j with the desired probability
Plb or better. To complete the deﬁnition, we note that at node x (i.e. the destination for the Stage I problem), we have
Fhˆx(R) = 1.0; u
h¯
x(R) = 0.0; ∀R (14)
Let us use Γi(R) ≡
(
h¯, uh¯i (R), F
h¯
i (R)
)
,∀i,R to denote the policy deﬁned by Equations (8) to (14). Expected ideal
travel distance associated with the routing policy Γi(R), denoted as rh¯i (R), can be computed using a similar recursive
relationship as follows:
rh¯i (R) =
⎧⎪⎪⎨⎪⎪⎩
1
Pi j
∑
l∈Lf p
l
i j
[
rh¯j (R − δdˆli j) + d˜li j
]
, i j ∈ A, Lf  ∅
∞ otherwise (15)
rh¯i (R) will be used for estimating refueling cost in the Stage II problem.
The following important property holds for Γi(R).
Proposition 1 (Optimality). The routing policy Γi(R) is optimal, i.e. h  h¯ and h ∈ Oi such that uhi (R) < uh¯i (R) and
Fhi (R) ≥ Plb.
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Proof: we claim that uh¯i (R) = min j∈Ωi
{
u ji (R)
}
is optimal provided all the routing policies at downstream node of i is
optimal. To see this, note that, since Ωi is a non-dominated set, there is no h  h¯ and h ∈ Oi such that uhi (R) < uh¯i (R)
and Fhi (R) ≥ Plb. Otherwise h ∈ Ωi and h¯ would not minimize the cost in Ωi. Now, based on Bellman’s principle of
optimality, we only need to establish that the sub-policy of an optimal policy is also optimal. That is, if the policy of
choosing j from node i with ideal range R is optimal, then at node j, the routing decision k and the associated cost
ukj(R − δdˆli j) is also optimal for any l ∈ Lf . We prove this by contradiction. Suppose ukj(R − δdˆli j) is not optimal for
one l, then we can ﬁnd another route r  k such that urj(R − δdˆli j) < ukj(R − δdˆli j) and Frj(R − δdˆli j) ≥ Plb. This is so
because, at j, the optimal solution is always choosing among the feasible options the one that has the smallest cost.
Here “feasible” means the arrival probability is always larger than or equal to the lower bound. Accordingly, we have
r ∈ Ω j for ideal range R − δdˆli j, and since r gives a lower cost, h¯ at j for range R − δdˆli j is r rather than k. It follows
from Equation (9) that the original uji (R) can be reduced with r being included, which contradicts with the assumption
that uji (R) is optimal. This completes the proof.  .
Would Γi(R) lead to a cyclic path? While a formal proof is not given here, we believe that cyclic paths are possible
for our problem deﬁnition. To see this, ﬁrst note that the cost cli j is not monotone with the vehicle range R, mainly
due to the speed range relationship depicted in Figure 1 (See Appendix A for a numerical example). Thus, uh¯i (R) is
also not monotone with respect to R. Now, suppose that a driver starts from i and takes a cycle path that reduces the
range of its vehicle to R1 before returning to i. As long as the cycle does not reduce the arrival probability below
the threshold, the driver may ﬁnd the diﬀerence uh¯i (R) − uh¯i (R1) can even oﬀset the extra cost wasted on the cycle. In
reality, such a scenario is unlikely to arise, but it cannot be ruled out in theory.
Remark: For the single-stage formulation that combines refueling and routing decisions, the cycle problem could
become much more severe for a diﬀerent reason: as refueling can increase the arrival probability, cycling back to a
refueling station may create non-dominated routing decisions that grow exponentially. This issue in the single-stage
formulation will be discussed later.
3.3. Stage II model
After the Stage I problem is solved, the optimal cost and arrival probability are obtained between all feasible nodes
and each x ∈ C∪ s. Feasible nodes are those nodes from which vehicle can start with full energy and arrive at x ∈ C∪ s
without refueling and having the arrival probability above the threshold. With this information, an auxiliary network
can be built. The link in the new network represents the optimal routing policy in the original network, and may be
one of the following four types: (1) links from a feasible node to x ∈ C; (2) links from x1 ∈ C to x2 ∈ C; (3) links
from x ∈ C to s and (4) links from a feasible node to s. Note that no link will be created between two regular nodes,
which ensures that the optimal path generated from the new network should not violate the range constraint.
Denote the auxiliary network as G(N′, A′). For each link i j ∈ A′, let vi j be the optimal expected cost conditional
on arriving at node j from node i with a full range nδ and gi j be the optimal arriving probability from node i to node
j. Note that vi j and gi j can be obtained from the results of the Stage I problem. Let Δ j be the set of non-dominated
labels at j, each label contains a pair (Vkj ,G
k
j), where V
k
j denotes the expected cost to the destination s and G
k
j denotes
the probability of arriving from node j to the destination s, Gkj ≥ Plb, k ∈ Ω j. Similar to Stage I, let
Vh¯j = mink∈Ω j
{
Vkj
}
,Ghˆj = maxk∈Ω j
{
Gkj
}
. (16)
Then the cost and arrival probability at node i is updated for each of its outgoing link i j, j ∈ Oi, as follows:
V ji = vi j + V
h¯
j + γ j, i j ∈ A′, (17)
Gji = gi jG
hˆ
j , i j ∈ A′. (18)
In the above equations, γ j is the refueling cost and calculated as
γ j =
{
γ0 + αtβrri j, if j ∈ C,
0, otherwise, (19)
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where γ0 is a ﬁxed cost for each refueling, ri j is the expected ideal travel distance on link i j (which can be computed
from Equation (15)) and βr is the refueling time per mile. Δi contains all non-dominated labels in (V
j
i ,G
j
i ), i j ∈ A′,
such that Gji ≥ Plb. The problem is then to ﬁnd Δi for all i, which has a similar structure as the Stage I problem. Once
all Δi is found, the optimal policy is simply
Γi = argmin
j∈Ωi
V ji ,∀i ∈ N′. (20)
3.4. Illustrative example
For the purpose of illustration, a small example network taken from Adler et al. (2012), shown in Figure 2(a), is
presented here. In this small network, nodes r and s are the origin and the destination, respectively. Nodes 5, 9, 11,
and 13 are refueling stations.
To see how the auxiliary network is constructed for Stage II, the links associated with the relay node 13 and the
destination node s in this network are shown in Figure 2. In Figure 2(b), a link is created between node 4 and node 13
in the new network, which means that the driver can reach node 13 from node 4 without refueling with a probability
above the threshold at least when the vehicle has the maximum range. Moreover, the link from node 4 to node 13 is
a Type 1 link and the link from node 5 to node 13 is a Type 2 link. In Figure 2(c), the link from node 11 to node s is
a Type 3 link and the link from node 10 to node s is a Type 4 link. Similarly, these links represent optimal adaptive
routing policies in the original network. Numerical results will be reported on this example in Section 5.
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Fig. 2. An illustrative example taken from Adler et al. (2012)
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3.5. Cycle problem in the single-stage formulation
A single-stage formulation for SOPPR would be similar to the Stage I problem discussed in Section 3.2, except
that (1) only the destination s will be considered, and (2) refueling is allowed whenever the vehicle passes a refueling
station. However, such a formulation leads to cycle problems as illustrated in the following simple example.
In Figure 3, node A is a relay node, node B is a regular node adjacent to node A, and node S is the destination node.
In this example, the desired arrival probability Plb is set to 0.8 and the range limit of the vehicle R(v∗) is 10. Table 2
shows the initial labels (expected costs and arrival probabilities) for node B, updated backwards from the destination
node S . We proceed to update the labels for node A, the refueling station. For simplicity, we use the ideal travel
distance as a surrogate for cost (see Figure 3 for the discrete distribution of the ideal travel distances on link AB).
Accordingly, the expected cost and arrival probability for R = 10 at node A are calculated as
uBA(10) = 0.2 × (1 + 10) + 0.6 × (2 + 9) + 0.2 × (3 + 8) = 11,
PBA(10) = 0.2 × 1.0 + 0.6 × 0.9 + 0.2 × 0.8 = 0.9.
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Fig. 3. Cycle problem illustration
Table 2. Expected costs and arrival probabilities at node B after being updated from S
Range (R) Expected cost (uSB(R)) Arrival probability (P
S
B(R))
10 10 1.0
9 10 1.0
8 9 0.9
7 8 0.8
... ... ...
Since node A is updated and node B can reach node A, node B needs to be updated again. Essentially, this means
that we need to check if a driver should return to the refueling station A from B after s/he had just driven from A
to B. Note that we only need to consider range 7 at node B, because the arrival probability with R = 10 for node
A is 0.9 ≤ 0.9, which is the arrival probability corresponding to range 8 at B. In other words, with a range of 8 or
larger at node B, no driver would have an incentive to return to A for refueling because it would neither increase the
arrival probability nor reduce the cost. If the remaining range is 7, then by returning to A, the driver’s cost and arrival
probability would become (we ignore the refueling cost here because it has no eﬀects on the results)
uAB(7) = 0.2 × (1 + 11) + 0.6 × (2 + 11) + 0.2 × (3 + 11) = 13,
PAB(7) = 0.2 × 0.9 + 0.6 × 0.9 + 0.2 × 0.9 = 0.9.
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Intuitively, because drivers can refuel to gain the maximum range at A and have another chance to arrive at B with
a higher remaining range (8 or 9), returning to A results in a higher arrival probability. Clearly (uAB(7), P
A
B(7)) is not
dominated by (uSB(7), P
S
B(7)), since P
A
B(7) > P
S
B(7).
Now with this new non-dominated label, hˆ at B for R = 7 has changed from S to A, so node A needs to be updated
as per Equation (10). The reader can verify that in the next update uBA(10) will not be changed (since the minimum
cost at B remains unchanged) but PBA(10) will increase from 0.9 to 0.92, which will in turn make it necessary to update
labels at B for both ranges 8 and 7. This back and forth updating process between B and A would continue until
PBA(10), P
A
B(7) and P
A
B(8) all become 1.0. This implies that a driver starting at A with a full range will actually have an
arrival probability of 1 since s/he has unlimited number of chances to try to reach B with a range that guarantees the
perfect arrival probability.
Interestingly, the cycles revealed from the above analysis do not seem to change the optimal routing policy in this
example. With Plb = 0.8, a driver leaving node A with R = 10 will always arrive at node B with a remaining range
of 9, 8, or 7. Since the minimum cost associated with any of the range is obtained without a cycle, the best cost at A
with R = 10 is always 11, and there is no need to consider all the cycling policies as they merely increase the arrival
probability beyond Plb. Some may wonder why then one should keep the cyclic policies in the ﬁrst place. The main
reason is that keeping these cyclic policies may aﬀect the feasibility of upstream labels (with respect to the arrival
probability), which may ultimately impact the optimal solution. For example, if cyclic policies are excluded, then
PBA(9) = 0.2 × 0.9 + 0.6 × 0.8 = 0.66. With the cyclic policies, PBA(9) = 0.2 + 0.6 = 0.8. Thus, starting at A at a range
of 9 would be infeasible for Plb = 0.8 if the possibility of cycling is not considered. However, if cycles around the
refueling stations are allowed, it will become feasible.
We note that the type of cycles revealed above is prohibited in the two-stage formulation since refueling decisions
are only considered in the second stage, and cycling between two refueling stations is clearly dominated by acyclic
policies. While this observation suggests the two-stage and one-stage formulations are not equivalent for SOPPR, we
caution that it is not a rigorous proof. It is also unclear to what extent such diﬀerences will aﬀect the actual routing
policies in real-world applications. Our conjecture, based on preliminary numerical results, is that such impacts
may be rather small, if not negligible, in large networks. It is however beyond the scope of this paper to verify this
conjecture due to the computational diﬃculties associated with storing all cyclic policies.
4. Solution algorithm
In this section, we present two label-correcting algorithms for solving the Stage I and Stage II problems. The Stage
I algorithm (See Algorithm 1) will be performed for each node x ∈ C ∪ s. For each run, the label updating process
will start from node x and go backwards to update other nodes according to Equations (8) to (15). Due to the range
limit, the nodes far from node x may violate the probability constraint, thus no labels will be created for such nodes.
Therefore, depending on the range limit R(v∗), only nodes close enough to node x will have labels in the Stage I
algorithm. The Stage I algorithm will stop as soon as no labels are updated for any node. Thus, a substantial amount
of computation time is saved. In Algorithm 1, Lik(i ∈ N, k = 0, 1, ..., n) denotes the label list of node i with remaining
range kδ. B( j) denotes a set of nodes i such that i j ∈ A.
The Stage II algorithm (See Algorithm 2) has a similar updating process, although it operates on the auxiliary
network. It starts from the destination node and then go backwards to perform the update. Unlike the Stage I algorithm,
the Stage II algorithm will search the entire network because the node far from the destination can be connected
through a sequence of refueling nodes, thus the probability constraint may be satisﬁed. In Algorithm 2, Li denotes the
label pair list for the node i ∈ N′, and Li j denotes the label pair for the link i j ∈ A′. B( j) denotes a set of nodes i such
that i j ∈ A′.
In Stage I algorithm, the optimal routing policies associated with the refueling stations can be computed once
and used for any destination nodes. In our implementation, we pre-compute and store these policies to improve
computation eﬃciency. When one wants to solve the SOPPR with a new destination, the Stage I algorithm is only
run once for the new destination, and the results associated with the new destination will be integrated with the
preprocessed results to form the auxiliary network.
Finally, both algorithms keep non-dominated routing sets at each node, which can grow exponentially with the
problem size (see e.g. Proposition 7 in Nie and Wu, 2009, for a discussion on the complexity of non-dominated path
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sets). In other words, these algorithms do not have a polynomial bound on the computational complexity in theory.
Yet, as we shall see later, numerical experiments reveal that they scale rather well.
Algorithm 1 Labeling algorithm in the ﬁrst stage
1: Input: node x ∈ C ∪ s
2: Output: an optimal path tree with a non-dominated label list on each node
3:
4: initialize:
5: Set Lxk = {(0, 1)}, Lik = ∅, k = 0, 1, ..., n, ∀i ∈ N \ x; Q = {x}.
6: while Q  ∅ do
7: Select a node j in Q and remove it from Q.
8: for each i ∈ B( j) (backward-star node set of node j) do
9: Set k− = min
l
dˆli j.
10: for k = k−, ..., n do
11: Set L = (0, 0), Pi j = 0
12: for l = 1, ...,m do
13: Set kl = k − dˆli j
14: if kl > 0 and Ljkl  ∅ then
15: Set Pi j = Pi j + pli j
16: Let umin = min lp[1], ∀lp ∈ Ljkl
17: Let pmax = max lp[2], ∀lp ∈ Ljkl
18: Set L[1] = L[1] + pli j(umin + c
l
i j)
19: Set L[2] = L[2] + pli j pmax
20: end if
21: end for
22: Set L[1] = L[1]/Pi j
23: Add L into Lik if L[2] ≥ Plb and it is not dominated by any pair in Lik
24: Remove pairs in Lik dominated by L
25: if Lik is updated then
26: Add i into Q if it is currently not in Q
27: end if
28: end for
29: end for
30: end while
5. Numerical experiments
In this section, numerical experiments are conducted to test the algorithms proposed in the previous section. The
algorithms are coded using TNM, a C++ library for network applications (Nie, 2006), and tested on a desktop with
Windows 7 Professional, Intel(R) Core(TM) i5-3570 CPU@3.40GHz and 16.0 GB memory. Two networks are tested:
a small hypothetical network and a sketch network of the Chicago region (called Chicago Sketch hereafter). Unless
otherwise speciﬁed, we set the default parameters as follows. The time value αt = $15/h and the electricity cost
αe = $0.03/mile, assuming that the cost of the electricity is 15 cents per kilowatt hour and the energy consumed per
unit ideal distance is 0.2 kilowatt hour per mile, which can be calculated from f (v∗). The ﬁxed cost for each refueling
is $5. The variable refueling cost is $0.15/mile, assuming that refueling time has a linear relationship with the refuel-
ing miles and it takes one hour to refuel 100 miles. The threshold of arrival probability is set to Plb = 0.8. The number
of discrete range intervals is set to n = 25 for the small network and n = 100 for the Chicago Sketch network. For sim-
plicity, the same speed distribution is used on all links. We assume that the speed can take the following 8 discrete val-
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Algorithm 2 Labeling algorithm in the second stage
1: Input: destination node s, new network G(N′, A′)
2: Output: an optimal path tree from all other nodes to the destination node s
3:
4: initialize:
5: Set Ls = {(0, 1)}; Q = {s}.
6: while Q  ∅ do
7: Select a node j in Q and remove it from Q.
8: for each i ∈ B( j) (backward-star node set of node j) do
9: Let umin = min lp[1], ∀lp ∈ Lj
10: Let pmax = max lp[2], ∀lp ∈ Lj
11: Set L[1] = Li j[1] + umin + γ j
12: Set L[2] = Li j[2]pmax
13: Add label L into Li if L[2] ≥ Plb and it is not dominated by any pair in Li
14: and remove pairs in Li dominated by label L
15: if Li is updated then
16: Add i into Q if it is currently not in Q
17: end if
18: end for
19: end while
ues: 10, 20, 30, 40, 50, 60, 70, 80mph. The corresponding probabilities are 0.05, 0.05, 0.15, 0.20, 0.25, 0.20, 0.05, 0.05,
respectively.
5.1. A small network
The network shown in Figure 2(a), which has 18 nodes and 74 links, is used as our ﬁrst example. We solve the
optimal path problem for both the deterministic and the stochastic cases, with range limit being set to 25 miles. In the
deterministic case, the vehicle travels at the optimal speed 30 miles per hour. In the stochastic case, the speed follows
a discrete distribution as speciﬁed before.
The optimal refueling paths are shown in Figure 4(a). In the deterministic case, the total cost is 30.48 and the
vehicle only needs to be refueled once in the trip. In the stochastic case, the total cost is 35.06, with an arrival
probability of 0.9108. Importantly, the vehicle must be refueled twice for the journey. Clearly, the consideration of
stochastic travel speeds increases the expected cost, mostly because the driver has to refuel one more time in order to
to meet the arrival probability of 0.8.
We note that the paths from node r to node 9, node 9 to node 11, and node 11 to node s are all adaptive policies
that depend on the remaining range when the vehicle arrives at each node. To demonstrate this, take a realization of
the adaptive path between node r and node 9 as an example, shown in Figure 4(b). In the ﬁgure, a driver starts with
full range at node r, and moves to node 1 based on the optimal policy given by the ﬁrst stage algorithm (shown in the
ﬁgure). The actual distance from node r to node 1 is 3 miles. Due to stochastic traﬃc conditions, the ideal distance
could be larger than 3 miles. In this example, the driver arrives at node 1 with a remaining range of 21 miles, i.e., the
ideal distance between between node r and node 1 is 4 miles. According to the optimal policies at node 1, the driver
should continue to nodes 4 and 5 the next, and eventually arrives at the refueling node 9 with a remaining range of 8.
Then, the vehicle will be refueled to full range and and the driver will continue to follow the adaptive policy to travel
from node 9 to node 11. Worth emphasizing here is that since the ideal distance varies with random speeds, many
possible paths from node r to node 9 could emerge according to diﬀerent realizations of speeds. The path shown in
the ﬁgure is just one possibility.
This small example demonstrates how the optimal policies generated from solving SOPPR may be used to pro-
duce routing and refueling decisions for the drivers of alternative fuel vehicles. It also highlights the importance of
considering uncertainty, because it could completely change these decisions.
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(a) Optimal refueling paths
(b) Illustration of an adaptive path between nodes r and 9
Fig. 4. Results for the small network
5.2. Chicago Sketch network
5.2.1. Routing results
The Chicago Sketch network, which has 933 nodes and 2950 links, is a realistic yet highly aggregated representa-
tion of the Chicago region (see Figure 5(a)). This case study is constructed with the application by drivers of currently
available electric vehicles in mind. Since chargers are often available at dealers that sell electric vehicles and given
the popularity of Nissan Leaf, we choose the Nissan dealers in the Chicago area as potential refueling locations (see
Figure 5(b)). Note that each dealer location is obtained from the Google Map and is manually mapped to a node in
Chicago Sketch network without strict geo-reference. Nodes r and s in Figure 5(b) mark the origin and the destination,
respectively. The range limit of the vehicle is set to 50 miles.
We again solve the optimal path problem for both the deterministic and stochastic cases. In the deterministic case,
the vehicle travels at the optimal speed 30 miles per hour. In the stochastic case, the link speeds follow the same
discrete distribution as in the ﬁrst example. The optimal refueling paths, as well as the costs and arrival probabilities
are reported in Figure 6. In the deterministic case, the vehicle needs two refuels, while for the stochastic case, it needs
three to satisfy the probability constraint. We retrieved the information of Path 1 in the stochastic case and found that
the arrival probabilities of going from r to 9 and from 12 to s are both below the probability threshold. Clearly, if the
driver uses Path 1 (ignoring uncertainty), s/he is running a high risk of not being able to arrive at the destination. This
again conﬁrms the importance of considering uncertainty.
Next, we examine the sensitivity of the optimal refueling paths with respect to diﬀerent parameter settings. Table 3
shows the routing results as the probability threshold varies while other parameters are kept unchanged. As expected,
the vehicle needs to refuel more frequently to satisfy the stricter probability constraint, which also increases the
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(a) Network topology (b) Charging locations
Fig. 5. Topology and charging locations for Chicago Sketch Network
expected cost. However, when the threshold increases from 0.5 to 0.7, the refueling decisions remain intact, while
both the cost and the arrival probability degrade slightly. This result seems to be caused by the fact that higher
probability requirement reduces the feasible routing choices, which, in the absence of additional refueling, worsens
both the cost and arrival probability. When the threshold increases to 0.8 and higher, additional refueling is required,
which increases the cost signiﬁcantly, but in the meanwhile also increases the arrival probability.
Table 4 shows the routing results as the range limit varies while other parameters are kept unchanged. In general,
a shorter range limit leads to more refueling and higher costs in order to meet the same probability constraint. As
the range limit increases, the expected cost drops signiﬁcantly thanks to the ﬂexibility enabled by the higher range.
Interestingly, the optimal arrival probability is not aﬀected by the range limit at all, likely because the probability
threshold is identical.
Table 3. Sensitivity results with respect to probability threshold
Probability Threshold Optimal Path Expected Cost Arrival Probability
0.5 r → 7→ 14→ s 68.07 0.9166
0.6 r → 7→ 14→ s 68.12 0.8634
0.7 r → 7→ 14→ s 68.18 0.8470
0.8 r → 8→ 2→ 11→ s 76.05 1
0.9 r → 8→ 2→ 11→ 19→ s 84.45 1
To better understand the cost sensitivity with respect to diﬀerent parameter settings. Figure 7 plots the average
expected cost of the 15 randomly-chosen OD pair versus diﬀerent probability thresholds and range limits. Figure 7(a)
shows that average expected cost remains ﬂat when the probability threshold is less than 0.7 but increases quickly as
the threshold grows beyond 0.7. Figure 7(b) shows that the average expected cost increases nonlinearly and almost
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(a) Path 1: optimal path in the deterministic case: arrival probabil-
ity = 1.0, cost = 71.34
(b) Path 2: optimal path in the stochastic case: arrival probability
= 1.0, cost = 76.05
Fig. 6. Optimal paths in deterministic and stochastic cases
Table 4. Sensitivity results with respect to range limit
Range Limit Optimal Path Expected Cost Arrival Probability
40 r → 8→ 7→ 3→ 11→ 19→ s 90.91 0.9999
50 r → 8→ 2→ 11→ s 76.05 1
60 r → 7→ 14→ s 68.03 1
70 r → 9→ 12→ s 64.77 0.9996
80 r → 12→ s 58.31 0.9906
90 r → 9→ s 57.23 1
100 r → 7→ s 56.06 1
monotonically when the range limit decreases from 100 to 40. Comparing the two plots seems to indicate that the
optimal user cost is more sensitive to the range limit than to the probability threshold.
5.2.2. Computational performance
In this section, experiments are conducted to test how the computational performance of the proposed algorithms
varies with respect to key input parameters, including the probability threshold Plb, the number of discrete speed
values (m), and the range limit R(v∗). In our tests, the Stage II algorithm almost consumed no CPU time compared to
what it takes to run the Stage I algorithm because the Stage II algorithm operates on a much smaller network. For this
reason we only report the average performance measures for running the Stage I algorithm once. Note that to get the
optimal solution for a unique destination we actually need to solve the Stage I problem at least |C|+ 1 times (|C| times
for |C| refueling stations and one time for the destination). However, since each run takes roughly the same time, and
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Fig. 7. Average expected cost with respect to diﬀerent parameters
we can pre-calculate and store the result for each refueling station, it suﬃces to report the CPU time of a single run.
In each test, the CPU time and the average size of non-dominated labels are reported. The results are the average of
20 runs. Note that the average label size in the ﬁrst stage is calculated as the average per node per range interval, i.e.,
total number of label pairs
total number of nodes × n . (21)
Since not all nodes and range intervals will be labeled due to the range limit and probability constraint in the ﬁrst
stage, the resulting average label size is much smaller than 1. Generally speaking, the smaller the average label size
is, the less computational time is required.
Figure 8(a) shows that the CPU time drops as the probability threshold increases. The reason is that fewer nodes
can satisfy the probability constraint as the probability threshold increases. The average label size, shown in Figure
8(b), also decreases when the probability threshold increases. Figure 8(c) shows that the CPU time increases with m
(number of discrete speed values), while the average label size decreases (Figure 8(d)) as m increases. The increase
of CPU time is likely a result of the calculation involved in the main recursion (9 - 10). Finally, from Figure 8(e) and
Figure 8(f) we can see that the CPU time and the average label size in the ﬁrst stage increase almost linearly with the
range limit. This is expected because more nodes and range intervals will satisfy the probability constraint with the
greater range limit.
To summarize, the computational performance of the proposed algorithms does not seem to be very sensitive to the
input parameters tested in this experiment. Importantly, the average size of the non-dominated labels does not seem to
increase exponentially with these parameters, although in theory they could. If the pre-calculation time is excluded,
the total CPU time for the Chicago sketch network never exceeds a couple of seconds in all tested scenarios.
6. Conclusions
In this paper, we propose a routing model to optimize drivers’ refueling and routing decisions, with explicit consid-
eration of uncertainty in road traﬃc conditions. Such a model ﬁnds applications in many areas, but especially useful
for those who drive alternative fuel vehicles limited by range (such as battery electric vehicle) and have no access to
a dense network of refueling stations.
A physical model from the literature is adopted to derive the relationship between the vehicle range and its travel
speed, which suggests that the range is a concave function of travel speed, and peaks at a medium speed. The proposed
stochastic optimal path problem with relays is formulated in two stages. In the ﬁrst stage, an all-to-one optimal routing
problem is solved repeatedly to obtain the expected costs and arrival probabilities associated with non-dominated
routing policies from any node to all refueling nodes and the destination. The second stage then utilizes the outputs
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Fig. 8. Computational performance with respect to diﬀerent parameters
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from the ﬁrst stage to ﬁnd the optimal refueling decisions over an auxiliary network. The problems in both stages are
solved using a label-correcting algorithm that stores labels associated with non-dominated decisions. The algorithms
are tested on both a hypothetical network and a realistic road network. Main ﬁndings from the numerical experiments
are:
• The deterministic and stochastic models lead to quite diﬀerent refueling decisions, which highlights the impact
of uncertainty and the consideration of arrival probability.
• Diﬀerent probability thresholds and range limits may lead to diﬀerent optimal paths. In general, the range limit
has a greater impact on the expected travel cost than the probability threshold.
• Although the optimal path problem in both stages involve non-dominated decisions, the label-correcting algo-
rithms scale quite well. Notably, the size of the non-dominated labels kept by the label-correcting algorithm is
relatively small even for the Chicago Sketch network, and is not very sensitive to the input parameters such as
the arrival probability threshold and the vehicle range limit.
The work presented in this paper may be extended in several directions. First, as explained in Section 3.5, it
remains an open question whether a single-stage formulation is equivalent to the two-stage formulation for SOPPR.
It is useful to determine how much diﬀerence, if any, the two formulations would produce with respect to optimal
routing decisions in real applications. That would demand the ability to solve the one-stage formulation eﬃciently.
Second, the proposed model assumes that drivers always refuel to the full range and that the refueling time is linear
with the extended range. Such assumptions, which may lead to sub-optimal decisions, can be relaxed in a future study.
Finally, an interesting question is how the optimal refueling and routing decisions given by the proposed models would
interact with the location of refueling stations. Properly understanding such an interaction calls for integrating routing
and facility location models, which is a challenging problem worth further investigation.
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Appendix A.
An example is given here to illustrate that the optimal expected cost uh¯i (R) may not be monotone with respect to the
remaining ideal range R. Consider the network shown in Figure A.9 that consists of a single link with a length of 10
miles connecting the origin A with the destination B. The ideal distance on link AB corresponding to diﬀerent speeds
are shown in Table A.5. Assuming that the range limit for the vehicle is 15 miles, the time value αt = $15/h and the
electricity cost αe = $0.03/mile. According to Equations (8) to (14), the expected costs and arrival probabilities for
remaining ideal ranges 15, 14, 13 miles at the origin A are calculated as
u(15) =
1
1
0.25 × (0.03 × 15 + 15 × 10
20
) + 0.25 × (0.03 × 10 + 15 × 10
30
)+
0.25 × (0.03 × 12 + 15 × 10
40
) + 0.25 × (0.03 × 14 + 15 × 10
50
)]
= 5.195,
F(15) = 0.25 × 1 + 0.25 × 1 + 0.25 × 1 + 0.25 × 1 = 1,
u(14) =
1
0.75
[0.25 × (0.03 × 10 + 15 × 10
30
) + 0.25 × (0.03 × 12 + 15 × 10
40
)+
0.25 × (0.03 × 14 + 15 × 10
50
)]
= 4.277,
F(14) = 0.25 × 1 + 0.25 × 1 + 0.25 × 1 = 0.75,
u(13) =
1
0.5
[0.25 × (0.03 × 10 + 15 × 10
30
) + 0.25 × (0.03 × 12 + 15 × 10
40
)]
= 4.705,
F(13) = 0.25 × 1 + 0.25 × 1 = 0.5. (A.1)
The above results are summarized in Table A.6. Clearly, the expected cost is not monotone with the remaining ideal
range.
Table A.5. Ideal distance with respect to diﬀerent speeds
Speed (mph) Ideal Travel Distance d˜ (miles) Probability
20 15 0.25
30 10 0.25
40 12 0.25
50 14 0.25
Table A.6. Expected cost with respect to diﬀerent ranges
Range (miles) Expected Cost ($) Arrival Probability
15 5.195 1.00
14 4.277 0.75
13 4.705 0.50
 	

Fig. A.9. A one-link example
