In regression analysis, the response is often transformed to remove heteroscedastici ty and/or skewness.
• parametric transformation family such as power transformations en the transformation can be estimated by maximum likelihood.
however is very sensitive to outliers.
In this article, we In regression analysis, the response y is often transformed for two di stinct purposes, to induce normally di stributed, homoscedastic errors and to improve the fit to some simple model involving explanatory variables x. In many si tuations, however, y is already believed to fit a known model f(~;!) 6 being a p-uimensional parameter vector. If a transformation of y is still needed to remove skewness and/or heteroscedasticity, then one can transform both y and f(~;!) in the same manner.
Specifically, let y(~) be a transformation indexed by the parameter~and assume that for some value ofỹ~~) = f (~) (x; B) + e-€. 
then F must have finite support whenever~~O. 
where -a..s.x~a is the support of F. Ruppert and Carroll (1986) discuss estimation of (4) and (5). E(ylx) is easily estimated by Duan's (1983)~ "smearing" estimate, which estimates F by the empirical distribution of the residuals; see section 5.
Many data sets we examined have substantial outliers in the untransformed response y, but not in the residuals y (~) -f (~) (~;!) ; the transformation has accommodated, or explained, the outlying y's. There is still the danger, however, that a few outliers in y can greatly affect
x and J3. outliers should not be automatically deleted or downweighted, especially when they appear to be part of the normal variation in the response, but it should be standard practice to detect and scrutinize influential cases and when outliers are present to compare the MLE with a robust estimtor.
In this paper we propose a diagnostic and a "boundedinfluence" estimator which can be used together for detecting influential cases and for robustly estimating~and !.
Case deletion diagnostics ·e Belsley, Kuh, and Welsch (1980) for linear regression and Cook and Wei sberg are di scussed in (1982) , and have been extended to the response transformation model (2) by Cook and Wang (1983) and Atkinson (1986) . The last two papers approximate the change in~as single cases or subsets of cases are deleted. Subset deletion can be unwieldly because of the large number of possible subsets. If influential subsets are to be detected, one needs some strategy to searching for them. Alternatively, one can examine weights from a robust estimator with good breakdown properties.
Bounded-influence regression estimators, so-called because they place a bound on the influence of. each observation, have been proposed by Krasker (1980 ), Hampel (1978 , and Krasker and Welsch (1982) , and this last paper provides a good overview. Carroll and Ruppert (1985) proposed tit bounded influence transformation (BIT) estimator extending the KraskerWelsch estimator to the response transformation model (2).
In this paper we adapt Atkinson's (1986) estimator to the "transform both sides" model.
diagnostics and the BIT e
The basic technique is to linearize the model (1) by a Taylor approximation at the MLE, and then to apply ordinary regression diagnostics and bounded-influence estimates.
Our methods are designed to be easily implemented on standard software. All our computations were performed on the SAS package using PROC NLIN and rather simple data manipulations in PROC MATRIX and DATA steps. The computations would also be straightforward on other software packages.
Our computational techniques can be applied to a boundedinfluence estimate for the response-transformation model (2) , thus eliminating the need for a lengthy FORTRAN program used in Carroll and Ruppert (1985) .
e·

MAXIMUM LIKELIHOOD ESTIMATION
Throughout this paper y(~) is the modified power transformation (3).
Under model (1) the log-likelihood is ( 6 ) maximizes L(.!!,~,cr) in cr. Thus, the MLE of B and~maximizes
where y is the geometric mean of Yl' ..• IY N. Therefore, B and~minimize
Following Box and Cox (1964) (11) z()..,!)
Sometimes we will write z(y,~;!,)..) instead of z(!,)..) to emphasize the dependence on y and x. The same holds for w()..,!) and~()..,!). Also let z = z()..,!), w = w()..,!), and~=~()..,!). Then (11) is approximated by
If we fit equation (12) to the full data, then of course ).. =).. and
If instead we fit (12) with the ith case deleted, then we obtain "'Q tki nson IS (1986) II quick estimate II approx ima tioD, which we ca 11 ).. ( i) and In the example in section 5 and in other examples that we will not report, ;\~. were often considerably different, which is surprising since the quick estimate is reasonably accurate when y alone is transformed (Atkinson 1986 ). The difference is that here u depends oñ and 13.
The approximation ;\~.Q does indicate cases with relatively .
-1 large val ues of ;\~., and ;\~. Q seems adequate for diagnostic purposes.
To obtain a single measure of joint influence for (~,!) one can
( Belsley, Kuh, and Welsch (1980) ) for the
ROBUST ESTIMATION
A general approach to robust estimation is to minimize asymptotic variance subject to a bound on the gross-error sensitivity. This approach was begun by Hampel <1968, 1974), appl ied to regression by Hampel (1978) , Krasker (1980) and Krasker and Welsch (1982) , and used in the response transformation problem by Carroll and Ruppert (1985) .
Here we will find an estimator bounding the influence for the parameters \ and!. We will ignore~, which can be estimated separately wi th a robus t scale functional, e. g. the MAD, appl ied to the residuals. The MLE is highly sensitive to cases with large values of z(\,!), w()..,,!), or~()..,,!) corresponding to response outliers, high leverdge ')ints for \, and high leverage points for !, respectively.
where W is a scalar weight function such that wt is bounded. The optimal choice of W was first studied by Hampel (1968 Hampel ( , 1974 In the defini tion of B on page 5 of Carroll and Ruppert (1985) , W is incorrectly squared. In that article, but not here, t = 1. The asymptotic covariance matrix of
An intuitively reasonable way to norm wt is to use the asymptotic covariance; discussion.
see Krasker and Welsch (1982) for further motivation and
The resultant measure of influence, the so-called selfstandardized gross-error sensitivity is max i
_~Pte that w 2 has been incorrectly omitted from the last term in equation C15) of Carroll and Ruppert (1985) .
Y2 mus t be at least Cp+l) t . From experience wi th other problems we suggest bounding Y2 by a Cp+l) t, where "a" is between 1.1 and 1.5, and a = 1.2 or 1.3 has generally been satisfactory.
To bound Y 2 by a(p+l)t, we use the weighting function
BereA is defined implicitly since it depends upon Wand vice versa. In practice, >.-, !, and A are estimated iteratively.
We used a simple iterative scheme:
(1) Fix a>l. Let C be the total number of cycles. Set c=l. Let >'-p and p be preliminary estimates, probably the MLEs.
In t use the weighted geometric mean y \ \ = exp(l w,lOgy.ILw.). 1.
1.
1.
(3) Update the weights:
stop.
and 13 =!, c=c+l and return to (2).
, -p
If c=C then
In the examples discussed in section 5 and other examples that we ewill not report, ).. and 13 stabilized at C=2. Therefore, we recommend C=2, or perhaps C=3 for small N or data sets with extremely influential points.
In fact C=l seems adequate, at least for diagnostic purposes.
We calculated step (3) with a short program in PROC MATRIX and step (4) was performed in PROC NLIN. PROC MATRIX is needed only to invert A, and the program should be easily modified when PROC MATRIX is replaced by an interactive matrix language. Undoubtedly, the computations would also be easy on other packages. We will call the final estimate the BITBS.
This iterative method can also be used for the response transformation model. Instead of using (3) one sets
It should be noted that this approach differs from the BIT estimate of Carroll and Ruppert (1985) , since the BIT estimates 0-simultaneously. An h value exceeding 2p/N = 6/28 = .214 is considered high by Hoaglin and Welsch (1978) . Since h S = .23, case #5 is also a leverage point by this criterion.
In figure 3 , the residuals e
[R~U-f(~) (S. ,a)] = e. are plotted against S aWl though #12 stands out, Carr (1960) analyzed in Box and Hill (1974) and Carroll and Ruppert (1984) , the Atlantic menhaden spawner-recruit data in Carroll and Ruppert :1985) , and the "population A" spawner-recruit data in Ruppert and .arrOll (1986 To 8~e . the influence of case #12 on m(R/S) and E(R/S), these estimates were calculated both wi th and without case #12. When #12 is tit deleted then not only are \ and B set equal to the MLE without #12, but 4ILlso the averaging in (15) is over i¥12.
The changes in the estimated median and mean caused by deletion of case #12 are graphed in figure 4 . As might be expected, deleting #12
caused the estimated median and mean recruitment to increase for small S, especially for S near 300-400. The most dramatic change when deleting #12 is a decrease in estimated median and mean recrui tment for large S.
This decrease is largely brought about by the decrease in B 2 , since B 2 controls the shape of the Ricker curve.
The "transform both sides" model is certainly not the only model that would be appropriate for this example. Since R is heteroscedastic
but not greatly skewed one should consider heteroscedastic models such as
where the variance of R is propor.tional to a power of S or of f. In Ruppert and Carroll (1986) , the model
was fit to the Skeena River data, with case #12 included. The MLE was \ = •75 and oc = . 5. However, both H . oc = 0 and H • \ = 1 are accepted o· o· by 1 ikel ihood ratio tests at level .10, so models ( 4 ) and (16) both appear reasonable for these data, though a re-analysis wi thout case #12 would be of interest. We plan to study diagnostics and robust estimation for model (17) in the future.
SUMMARY
When a response y is thought to fit a model f(~~!), but y is heteroscedastic and/or nonnormally distributed, then y and f(~~!) can be transformed in the same manner to induce approximately homoscedi-istic, normal errors while retaining the model f(~~!) for the conditional median of y. Often outliers in the original response are accommodated by transformation~that is, the outliers are seen to be the resul t of the skewness or heteroscedasticity in the untransformed data.
In some situations, an outlier will indicate a substantially different transformation than that fitting the bulk of the data. In our example with 28 observations, case #12 is a response outlier associated with a small value of the conditional median (and mean) response. 4ItT
herefore, case #12 counter-indicates the severe heteroscedastici ty in the rest of the data, and deleting #12 changes the estimated power transformation from \ = .3 to \ = -.2.
Influential cases should be detected and scrutinized as a matter of standard good statistical practice. In some situations, such as with case #12 in our example, there are good reasons for removing an influential case. In other cases, the appropriate treatment of the outliers will be less clear-cut.
In this paper, we propose an approximation to the sample influence curve. Although the approximation is not highly accurate it is an effective diagnostic for influence cases. We also propose a bounded :nfluence estimator, which can be used to pinpoint influencial cases, or to accommodate them, or both.
The diagnostic and the robust estimator e can both be computed with standard software. . (iii) Use the estimate from model (10 ) treated as a nonlinear regression problem. Also there is a fourth method which only estimates the covariance matrix of 6. Suppose we followed the In Carroll and Ruppert (1984) we show that methods (i) and ( where all quanti ties on the right hand side are evaluated at (!, >.-) .
It is not difficult to numerically compute the derivatives of (zu) and (zw) ith respect to! and~.
In t12 N = j\ u(y.,x.;a,Uw(y.,x.;B,~)
Then the estimated covariance matrix of (!,) .,) by method (iii) is s2 t .here s2 is the mean square error. Now as N~0) e- e'" 
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