INTRODUCTION
Coefficient of variation (C.V) is powerful statistical tool which is extensively used in sampling theory, quality control, biological studies, biometric and agricultural experiments and economic studies for measuring the fluctuations, stability and inequality. Coefficient of variation is a unitlessrelative measure of dispersion. Therefore it is widely used for the comparison of various data sets having different measurement units. Coefficient of variation has almost stable rate of change from one survey to another. Hence sometimes it is used as prior information in sampling theory for estimating population parameters. The coefficient of variation expressed in percentages indicates quickly the extent of variability present in the data. The C.V is also common in applied probability fields such as renewal theory, queuing theory and reliability theory. The C.V is also used in multiple time scales and the life time (Kordonsky and Gertsbakh(1997) 
The research on C.V dates back to the work of McKay (1932) , Pearson(1932) , and Fieller(1932) where they have studied a numerical approximation to the distribution of the sample C.V (in the case of normality). Later on it was extended by Hendrick and Robey (1936) and Koopmans et al.(1964) . Nairy and Rao (2003) and the references cited there discusses the various tests for testing the equality of C.V's of independent normal distributions. The research work on the C.V of the normal distribution is fast growing and one of the recent references is that of Mahmoudvand Hassani (2007) who proposed two new confidence intervals for the C.V in a normal distribution. Compared to the research work on C.V of the normal distribution, research on C.V of a finite population is of recent origin. The estimation of C.V in finite population was initially discussed by Das and Tripathi (1981a, b) . Since then various researchers have attempted the estimation of C.V which include the works of 
II. Notations and Methodology
Consider a finite population U = {U 1, U 2 …U N } of N distinct and identifiable units. Let (Y, X) be the study and auxiliary variable respectively. Suppose that we are given a set of n paired observations obtained through simple random sampling procedure on two characteristics Y and X. It is assumed that x i andy i for the i th sampling unit are recorded instead of true values X i and Y i . The observational or measurement errors are defined as
which are assumed to be stochastic with mean zero but possibly different variances σ u 2 and σ v 2 .
Let the population means of (X,Y) characteristics be (μ X , μ Y ) and population variances be (σ X 2 , σ Y 2 ) respectively. Further, let ρ be the population correlation coefficient between X and Y. Let Such that E(e 0 ) = E(e 1 )) = E(e 2 ) = E(e 
IV. Proposed Estimator under Measurement Errors
Archana and Rao (2011), has given the following estimator for estimating population coefficient of variation as, 
= Regression coefficient
Estimator (6) can also be expressed as,
Now, the denominator y + b 1 (μ X − x ), can be expressed as, 
Proof: Taking expectation in equation (9) 
Proof: Squaring equation (9)and taking expectation both sides we get the MSE C Y 1 upto the first order approximation, 
MSE( C Y 1 ) can also be expressed as,
V.Theoretical Efficiency Comparison
The proposed estimator C Y 1 will be more efficient than the usual estimatorC Y if
which gives optimality condition
If any data set satisfies the condition (13) , then the proposed estimator C Y 1 will be more efficient than the usual estimator C Y for that data set.
VI .Simulation Study
We demonstrate the performances of both estimators through simulation study by generating a sample from Normal distribution using R software. The auxiliary information on variable X has been generated by N (5, 10) population. This type of population is very relevant in most socio-economic situations with one interest and one auxiliary variable.
The description of this data is as follows (ii) Percent relative efficiencies of both estimators show that the proposed estimator C Y 1 is 116% more efficient than the usual coefficient of variation estimator C Y in presence of measurement errors.
