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INSTANTONS ON CONNECTED SUMS AND THE BAR
CONSTRUCTION
JOA˜O PAULO SANTOS
Abstract. Let Mr
k
X denote the moduli space of based SU(r) instantons on
a 4-manifold X with second Chern class k and let MrX =
∐
k
Mr
k
X. When X
and Y are connected sums of projective planes we show that, for k = 1, 2, we
have homotopy equivalences betwen Mr
k
(X#Y ) and the degree k components
of both Bar(MrX,MrS4,MrY ) and Bar
(
MrS4, (MrS4)n, (MrP2)n
)
, where
n equals the second Betti number of X#Y . An analogous result holds in the
limit when k → ∞. As an application we obtain bounds to the Atiyah-Jones
map in the rank-stable limit.
1. Introduction
In this paper we will study moduli spaces of based instantons over connected
sums of projective planes. Let S4 = C2 ∪ {x∞} and P2 = C2 ∪ P1 be the 4-sphere
and the projective plane seen as compactifications of C2. Denote by L∞ ⊂ P2 the
rational curve at infinity. Given a finite set I ⊂ C2, let C˜2I and P˜
2
I = C˜
2
I ∪L∞ be the
blowups of C2 and P2 along I, and let #IP2 = C˜
2
I ∪{x∞}, which is a connected sum
of projective planes with reversed orientation. It was shown in [6] and [14] that the
moduli space MI rI of SU(r) instantons on #IP
2 is isomorphic as a real analytic
space to the moduli space M rI of rank r holomorphic bundles E on P˜
2
I with first
Chern class c1(E) = 0, trivialized at L∞. We will mostly work with this last moduli
space. For J ⊂ I, pullback of bundles induces a map π∗J,I : M
r
J → M
r
I . Write
MrI =
∐
kM
r
I,k where M
r
I,k denotes the component with second Chern class k. For
k = 1, 2 we obtain a description of the moduli space MrI in terms of the moduli
spacesMr∅ and M
r
{x}, with x ∈ I: LetM
r
I =
∐
kM
r
I,k whereM
r
I,k = M
r
I,k for k ≤ 2
and M rI,k = ∗ for k > 2. Then, using results in [18], we construct degree preserving
maps ⊞ : M rI1 × · · · × M
r
In
→ M rI1∪···∪In for any disjoint finite sets I1, . . . , In ⊂
C2. These maps are compatible with pullback and give rise, in a standard way,
to bar constructions Bar(M rI ,M
r
∅ ,M
r
J) and Bar
(
M r∅ ,
∏
iM
r
∅ ,
∏
iM
r
xi
)
(where I =
{x1, . . . , xq}).
Theorem 1.1. Let I = {x1, . . . , xq} ⊂ C
2. Then:
(1) The map ⊞ : M r∅ ×
(∏
iM
r
xi
)
→M rI induces a map
h⊞ : Bar
(
M r∅ ,
∏
iM
r
∅ ,
∏
iM
r
xi
)
→M rI
which is a homotopy equivalence in the k = 1, 2 components.
(2) If I = J ∪K, with J ∩K = ∅, then the map ⊞ : M rJ ×M
r
K →M
r
I induces
a map Bar(M rJ ,M
r
∅ ,M
r
K) → M
r
I which is a homotopy equivalence in the
degree k = 1, 2 components.
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Direct sum with a trivial rank r′ − r bundle induces a map MrI → M
r′
I and
we let M∞I = colimM
r
I . In [12], [17], [4] it was shown that we have homotopy
equivalences M∞∅ ≃
∐
k BU(k) and M
∞
x ≃
∐
BU(k) × BU(k) (with x ∈ C2).
Combining the maps π∗J,I with Whitney sum allows us to define, for each I ⊂ C
2,
a bar construction, which we denote by:
‖BI‖ = Bar
(
M∞∅ ,
∏
x∈I
M∞∅ ,
∏
x∈I
M∞x
)
,
and a map: hI : ‖BI‖ → M
∞
I . The second Chern class of the bundles gives a
grading of the spaces ‖BI‖ and we write ‖BI,k‖, hI,k for the degree k components.
For the k = 1, 2 components, in the limit when r → ∞ the maps ⊞ become
Whitney sum so Theorem 1.1 implies that hI,1 and hI,2 are homotopy equivalences
(see Theorem 6.2).
Conjecture 1. The map hI : ‖BI‖ →M∞I is a homotopy equivalence.
For each k, it is enough to check Conjecture 1 for finite sets I with cardinality
#I ≤ k:
Theorem 1.2. If, for every finite set J ⊂ I with #J ≤ k, the map hJ,k is a
homotopy equivalence, then hI,k is a homotopy equivalence.
Now consider again the finite rank case. There is an analogous result to Theo-
rem 1.1 in the limit when k →∞. Let C rI,k denote the space of all connections mod
gauge equivalence, which is homotopically equivalent to Map∗
(
#IP2, BSU(r)
)
.
There is a natural inclusion ık : MI rI,k → C
r
I,k and in [20], Taubes described, for
k′ > k, maps of pairs
(
MI rI,k,C
r
I,k
)
→
(
MI rI,k′ ,C
r
I,k′
)
such that the maps on
C rI,k are homotopy equivalences, and showed that in the direct limit the inclusions
ık induce a homotopy equivalence MI
r
I,∞
≃
−→ C rI,∞ ≃ Map∗
(
#IP2, BSU(r)
)
. In
particular, we have MIr∅,∞ ≃ Ω
4BSU(r).
Theorem 1.3. The map #IP
2 →
(∨
x∈I P
2
)
∨ S4, obtained by pinching n copies
of S3 induces a map
Bar
(
C
r
∅,∞,
∏
x∈I
C
r
∅,∞,
∏
x∈I
C
r
x,∞
)
→ C rI,∞
which is a homotopy equivalence.
In particular, Conjecture 1 holds in the limit when k → ∞. As an application,
we study the image in homology of the map ık : MI rI,k → C
r
I,k. This map was
first studied by Atiyah and Jones in [1]. They conjectured that ık induces an
isomorphism in homology and homotopy through a range that grows with k. The
original conjecture (over S4) was proven in [3] [12], [21] and generalizations were
proven in [10], [9]. We compute the homology of ‖BI‖ and show that the map
‖BI,k‖ → C
∞
I,k is an isomorphism in homology (and also in homotopy since the
spaces are simply connected) up to degree 2k + 1. As a corollary we show that:
Theorem 1.4. In the rank-stable limit, the map ık induces surjective homomor-
phisms in homology and homotopy up to degree 2k + 1. Furthermore, let bi be the
Betti numbers of BUn+1, let c2i be the coefficients of the power series:
∞∑
i=0
c2iq
i =
(
∞∑
i=0
b2iq
i
)(
2n(qk+1 + · · ·+ q2k−n+2) + (2n − 1)q2k−n+3
)
,
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and set ci = 0 for i odd. Then the dimension of the cokernel of the map (ık)∗ : Hi(MI∞I,k)→
Hi(C
∞
I,k) is less or equal than ci for i ≤ 4k − 2n+ 7, provided 2 ≤ n ≤ k + 1.
The paper is organized as follows: In section 2 we describe the moduli spacesMrI
and, in the limit when r →∞, give them the structure of E∞-spaces. In sections 3
and 4 we describe the bar constructions in the limit when r → ∞. For disjoint
finite sets I and J we have (see Proposition 4.5):
(1.1) Bar
(
‖BI‖,M∅, ‖BJ‖
)
≃ ‖BI∪J‖ .
Assuming Conjecture 1 holds, it follows that MI∪J ≃ Bar(MI ,M∅,MJ). Also,
from the finite rank version of equation (1.1) we see that parts (1) and (2) of
Theorem 1.1 are equivalent. In section 5 we prove Theorem 1.2. This theorem is a
consequence of the following fact: the space MI,k is the colimit of MJ,k taken over
the subsets J ⊂ I with #J ≤ k. Theorem 1.2, together with equation (1.1), implies
Theorem 1.1 for k = 1. In section 6 we prove Theorem 1.1 for k = 2 and use it to
show that hI,2 is a homotopy equivalence. In section 7 we prove Theorem 1.3. In
section 8 we compute the homology of ‖BI‖ and prove Theorem 1.4. In appendix A
we gather some technical proofs concerning the bar construction. In appendix B we
prove some results needed in section 6 using the monad descriptions of holomorphic
bundles introduced in [8], [11].
2. Moduli spaces of holomorphic bundles
In this section we give the moduli space of holomorphic bundles the structure of
an algebra over the linear isometries operad using the machine from [2], [16]. We
will work with the following construction of the moduli space:
Definition 2.1. Let V be a complex hermitian vector space of dimension r and let
E → P˜2I be a rank r smooth complex vector bundle with first Chern class c1(E) =
0. A holomorphic structure on E is a semi-connection ∂¯E : Ω
0(E) → Ω0,1(E)
satisfying the integrability condition ∂¯ 2E = 0. Let C(I, E, V ) be the space of pairs
(∂¯E , φ) where ∂¯E is a holomorphic structure on E holomorphically trivial on L∞ and
φ : E|L∞ → V ×L∞ is a holomorphic trivialization. Let Aut(E) denote the group of
smooth bundle automorphisms of E. Then we letM(I, E, V ) = C(I, E, V )/Aut(E).
In [13], it was shown that the group Aut(E) acts freely on C(I, E, V ) and the
quotient has the structure of a finite dimensional Hausdorff complex analytic space.
Proposition 2.1. Let E1, E2 → P˜2I be two isomorphic smooth complex vector bun-
dles. Then there is a canonical isomorphism M(I, E1, V ) ∼= M(I, E2, V ).
Proof. Given an isomorphism ψ : E1 → E2 define a map ψ∗ : C(I, E1, V ) →
C(I, E2, V ) by ψ∗(∂¯, φ) = (ψ ◦ ∂¯ ◦ψ−1, φ ◦ψ−1). This map descends to the quotient
to give a homeomorphism M(I, E1, V )→M(I, E2, V ) which is independent of the
choice of isomorphism ψ. 
Since the isomorphism class of E is completely determined by c2(E) = k and
rkE = dimV , we will use the notation MVI,k = M(I, E, V ). Let M
V
I =
∞∐
k=0
MVI,k.
Consider the following maps:
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(1) Let ω : C(I, E1, V1) × C(I, E2, V2) → C(I, E1 ⊕ E2, V1 ⊕ V2) be the map
defined by ω
(
(∂¯1, φ1), (∂¯2, φ2)
)
= (∂¯1 ⊕ ∂¯2, φ1 ⊕ φ2). This map descends to
the quotient to give a map
ω : MV1I ×M
V2
I →M
V1⊕V2
I .
(2) Given finite sets J ⊂ I ⊂ C2, let πJ,I : P˜2I → P˜
2
J be the blowup of P˜
2
J along I\
J . Then pullback of holomorphic bundles induces a map π∗J,I : C(J,E, V )→
C(I, π∗J,IE, V ). This map descends to the quotient to give a map
π∗J,I : M
V
J →M
V
I .
(3) Let α : V → W be an isometry. Let ǫα be the trivial bundle over P˜2I with
fiber α(V )⊥ ⊂W and denote by ∂¯ the canonical holomorphic structure on
ǫα. We define the map Cα : C(I, E, V )→ C(I, E⊕ǫα,W ) by sending (∂¯E , φ)
to
(
∂¯E ⊕ ∂¯, (α ◦ φ)⊕ 1
)
. This map descends to the quotient to give a map
MIα : M
V
I →M
W
I .
Lemma 2.2. The map MIα is a closed embedding.
Proof. It follows easily from the monad description of MVI in [7]. 
Lemma 2.3. The assignement α 7→ MIα defines a continuous map betwen the
space of linear isometries L(V,W ) from V toW and the space of mapsMap(MVI ,M
W
I ).
Proof. We divide the proof into two steps:
(1) When dimV = dimW , Cα is the map (∂¯E , φ) 7→ (∂¯E , α ◦ φ) and the result
is clear.
(2) We assume dimW > dimV . Fix α0 ∈ L(V,W ); we will show continuity at
α0. Let V0 = α0(V )
⊥ and let ρ : L(V ⊕V0,W )→ L(V,W ) be the principal
bundle map adjoint to the canonical inclusion i : V → V ⊕ V0. Let θ be a
local section of ρ on a neighbourhood U of α0. Given α ∈ U , the restriction
of θ(α) to V0 gives an isomorphism θ(α)|V0 : V0 → α(V )
⊥ which induces an
isomorphism of holomorphic bundles ψα : E ⊕ ǫα0 → E ⊕ ǫα. We have the
commutative diagram:
C(I, E, V )
Ci //
Cα

C(I, E ⊕ ǫα0 , V ⊕ V0)
Cθ(α)

C(I, E ⊕ ǫα,W ) C(I, E ⊕ ǫα0 ,W )
ψα
∼=
oo
and hence, the restriction of the map α 7→ MIα to the neighbourhood
U ⊂ L(V,W ) of α0 is given by the composition:
L(V,W )
θ // L(V ⊕ V0,W )
MI · // Map
(
M
V⊕V0
I ,M
W
I
)
// Map
(
MVI ,M
W
I
)
where the last map is induced by the canonical inclusion i : V → V ⊕V0. The
result then follows because, by Step 1, the middle map MI · is continuous
since dim(V ⊕ V0) = dimW . 
Using the terminology of [16], the pair (MI , ω) is an L∗-functor. That is:
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Proposition 2.4. Let L∗ denote the graded category whose objects are the finite
dimensional complex hermitian vector spaces and whose morphisms are the linear
isometries. Let ⊕ : L∗×L∗ → L∗ be the direct sum functor. Then the assignements
V 7→ MVI and α 7→ MIα define a continuous functor MI from L∗ to Top and
ω : MI ×MI → MI ◦ ⊕ is a natural transformation satisfying ω(x, ∗) = x, where
∗ ∈M0 is the basepoint.
Proof. We’ve already shown in Lemma 2.3 that the functor is continuous. The
other statements are straightforward. 
Proposition 2.5. Let L denote the category whose objects are the finite or count-
ably infinite hermitian vector spaces and whose morphisms are the isometries. Then
MI extends to a functor MI : L → Top and ω extends to a natural transformation
MI ×MI →M ◦ ⊕
Proof. We can extend MI to infinite dimensional vector spaces H by letting M
H
I =
colimMVI where the colimit is taken over the finite dimensional subspaces V ⊂ H.
See [16] for details. 
We call a countably infinite complex hermitian vector space H a universe.
Proposition 2.6. Let L H be the complex linear isometries operad over H. Then
ω induces an L H-algebra structure on MHI . Furthermore, a morphism of universes
α : H1 → H2 induces a map of L H-algebras Mα : M
H1
I → M
H2
I which is a homeo-
morphism when α is an isomorphism.
Proof. See [16]. 
For J ⊂ I, the map π∗J,I passes to the colimit to give a map π
∗
J,I : M
H
J →M
H
I .
Proposition 2.7. Let C be the category of finite subsets of C2 with morphisms the
inclusions. Then the assignements I 7→ MHI and (J ⊂ I) 7→ π
∗
J,I define a functor
betwen C and the category of L H-spaces.
Proof. We can easily check that π∗J,I is a natural transformation betwen the functors
MI and MJ which commutes with ω. The result follows. 
Remark 2.2. For J ⊂ I, the space MHI has the structure of a module over the L
H-
algebra MHJ , induced by the map π
∗
J,I : M
H
J → M
H
I and the L
H-algebra structure
on MHI .
3. The bar construction
Let P be an E∞ operad and let A be a P-algebra. We begin by generalizing
the notion of a module M over A. We start with a module PM over P with the
spaces PM (n) modeled on Map(M × An,M) ∼= Map
(
An,End(M)
)
. Besides the
maps ◦i : PM (k) × P(j) → PM (k + j − 1), composition on End(M) gives PM the
structure of a graded associative monoid.
Definition 3.1. Let P be an E∞ operad with composition γ(θ; θ1, . . . , θk) = θ ◦
(θ1, . . . , θk) and unit 1 ∈ P(1). Then:
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(1) A monoidal module PM over P is anE∞ module overP such that
⊕
n PM (n)
is a graded associative monoid with unit 1M ∈ PM (0); that is, we have con-
tinuous maps
γM : PM (k)× PM (j0)× P(j1)× . . .× P(jk)→ PM (j0 + . . .+ jk),
which we represented by γM (θ; θ0, θ1, . . . , θk) = θ ◦
M
(θ0, θ1, . . . , θk), satisfy-
ing the associativity relation
θ ◦
M
(
θ0 ◦
M
(θ00, θ01, . . . , θ0k0), θ1 ◦ (θ11, . . . , θ1k1), . . . , θj ◦ (θj1 , . . . , θjkj )
)
=
(
θ ◦
M
(θ0, θ1, . . . , θj)
)
◦
M
(θ00, θ01, . . . , θ0k0 , θ11, . . . , θ1k1 , . . . , θj1 , . . . , θjkj )
and the unit relation 1M ◦ θ = θ ◦ (1M ,1, . . . ,1) = θ. A morphism of
pairs (ψM , ψ) : (PM1,P1) → (PM2,P2) is a collection of continuous maps
ψ(k) : P1(k) → P2(k) and ψM (k) : PM1(k) → PM2(k) such that ψ is a
morphism of operads and (ψMθ) ◦M (ψMθ0, ψθ1, . . . , ψθk) = ψM
(
θ ◦M
(θ0, . . . , θk)
)
.
(2) A PM -module over a P-algebra A is a topological space M together with
maps PM (k)×M ×Ak →M such that the following diagram is commuta-
tive:
(M ×Aj0)×Aj1 × · · · ×Ajk =M ×Aj
θ◦(θ0,θ1,...,θk)
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
θ0×θ1···×θk

M ×Ak
θ // M
A morphism of pairs (fM , f) : (M1, A1) → (M2, A2) is a pair of maps
(fM , f) such that f : A1 → A2 is a map of P-algebras and fM : M1 →M2 is
a continuous map such that, for any θ ∈ PM (k), we have fM
(
θ(m, a1, . . . , ak)
)
=
θ(fM (m), f(a1), . . . , f(ak)
)
.
We are interested in the following examples:
Example 3.2. Let P be an E∞-operad and, for each n ≥ 0, let P+(n) = P(n+ 1).
Then P+ is a monoidal module over P and the P+-modules over a P-algebra A are
the modules over A.
Example 3.3. Given countably infinite complex hermitian vector spaces V and W ,
let L be the linear isometries operad over V and let LM (n) = L(W ⊕ V n,W ).
Then LM is a monoidal module over L . Notice that, when V = W , we have
LM = L+.
We now define the bar construction.
Definition 3.4. (1) Given an E∞ operad P and monoidal modules PL, PR
over P , we call (PL,P ,PR) an operad triple. A morphism of triples (PL1,P1,PR1)→
(PL2,P2,PR2) is a triple (ψL, ψ, ψR) such that (ψL, ψ) : (PL1,P1)→ (PL2,P2)
and (ψR, ψ) : (PR1,P1)→ (PR2,P2) are morphisms of pairs.
(2) Let ∆ be the simplicial category. Given an operad triple P = (PL,P ,PR),
let ∆(P) be the category with the same objects as ∆ and whose morphisms
are defined as follows: For each morphism µ ∈ ∆(m,n) let
∆(P)(µ) = PL(µ0)×
[
m∏
α=1
P(µα − µα−1)
]
× PR(n− µm) ;
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Then, the space of morphisms is defined to be:
∆(P)(m,n) =
∐
µ∈∆(m,n)
∆(P)(µ) .
Composition of morphisms: ∆(P)(µ) × ∆(P)(ν) → ∆(P)(ν ◦ µ) is done
using the operad data:
γL : PL(µ0)× PL(ν0)×
µ0∏
β=1
P(νβ − νβ−1)→ PL(νµ0 ) ;
γ : P(µα − µα−1)×
µα∏
β=µα−1+1
P(νβ − νβ−1)→ P(νµα − νµα−1) ;
γR : PR(n− µm)× PR(p− νn)×
n∏
β=µm+1
P(νβ − νβ−1)→ PR(p− νµm) .
From the associativity of the operad data it is straightforward to prove that
this composition law is associative.
(3) Given spaces XL, X and XR, we say (XL, X,XR) is a P-triple if X is a
P-algebra andXL, XR are respectively PL and PR-modules overX . A mor-
phism of P-triples (XL1, X1, XR1)→ (XL2, X2, XR2) is a triple (fL, f, fR)
where (fL, f) : (XL1, X1)→ (XL2, X2) and (fR, f) : (XR1, X1)→ (XR2, X2)
are maps of pairs.
(4) Given a P-triple X = (XL, X,XR), let B(X) : ∆(P)
op → Top be the
functor defined on objects by the assignement
n 7→ XL ×X
n ×XR
and defined on morphisms as follows: Given µ ∈ ∆(m,n) and f ∈ ∆(P)(µ)
we can write
XL ×X
n ×XR = (XL ×X
µ0)×
(
n∏
α=1
Xµα−µα−1
)
×
(
Xn−µm ×XR
)
.
Then the maps
PL(µ0)×XL ×X
µ0 −→ XL
P(µα − µα−1)×X
µα−µα−1 −→ X
PR(n− µm)×X
n−µm ×XR −→ XR
induce the desired map XL ×Xn ×XR → XL ×Xm ×XR.
(5) We define the bar construction by taking the homotopy colimit:
Bar(XL, X,XR) = ‖B(X)‖ = hcolim
∆(P)op
B(X) .
3.1. Maps from the bar construction. We now wish to define maps ‖B(X)‖ →
Y for some space Y . The idea is to replace Y with a homotopically equivalent space.
We will need, for each k ≥ 0, spaces P˜(k) modeled on Map(XL ×Xk ×XR, Y ).
Definition 3.5. Let P = (PL,P ,PR) be an operad triple. A module P˜ over P is
a collection of contractible based spaces P˜(n), one for each n ≥ 0, together with
continuous maps
γ˜ : P˜(k)×PL(jL)×P(j1)×. . .×P(jk)×PR(jR)→ P˜(j) (j = jL+j1+. . .+jk+jR)
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which we represent by γ˜(θ˜; θL, θ1, . . . , θk, θR) = θ˜◦˜(θL, θ1, . . . , θk, θR), satisfying the
associativity relation
θ˜◦˜
(
θL ◦
M
(θL0, . . . , θLkL), θ1◦(θ11, . . . , θ1k1), . . . , θj◦(θj1 , . . . , θjkj ), θR ◦
M
(θR0, . . . , θRkR)
)
=
(
θ˜ ◦
M
(θL, θ1, . . . , θj , θR)
)
◦˜(θL0, θL1, . . . , θLkL , θ11, . . . , θ1k1 , . . . , θR1, . . . , θRkR , θR0) .
We call (P ; P˜) an operad 4-tuple. Given a P-triple X = (XL, X,XR) and a
space Y , we say that (X;Y ) is a (P;Y ) 4-tuple if there are, for each k, maps
P˜(k)×XL ×X ×XR → Y such that the following diagram commutes:
(XL ×XjL)×Aj1 × · · · ×Xjk × (XjR ×XR) = XL ×Xj ×XR
θ˜◦(θL,θ1,...,θk,θR)
++❳❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
θL×θ1×···×θk×θR

XL ×X × · · · ×X ×XR = XL ×Xk ×X
θ˜
// Y
We are interested in the following example:
Example 3.6. Given countably infinite complex hermitian vector spaces V , W1, W2
and U , let L be the linear isometries operad over V and let Li(n) = L(Wi ⊕
V n,Wi), for i = 1, 2 (see Example 3.3); also let L˜ (n) = L(W1 ⊕ V n ⊕ W2, U).
Then (L1,L ,L2; L˜ ) is an operad 4-tuple. Note that, when W2 = V and W1 = U ,
we have L2 = L+ and L˜ = L1+.
We now define a space homotopically equivalent to Y .
Definition 3.7. Let ∆˜ denote the category whose objects are the sets [n] =
{0, 1, . . . , n} ⊂ Z plus the empty set and whose morphisms are the order preserving
maps. We denote the emptyset by [−1] ∈ ∆˜. Let ∆ ⊂ ∆˜ be the simplicial category.
(1) Given an operad 4-tuple (P ; P˜) = (PL,P ,PR; P˜), we define a category
∆˜(P; P˜) equivalent to ∆˜ as follows: For m,n 6= [−1], the spaces of mor-
phisms coincide with those of ∆(P). For m = −1 we let ∆˜(P ; P˜)(−1, n) =
P˜(n). Given µ ∈ ∆(m,n), composition of morphisms
∆˜(P ; P˜)(−1,m)×∆(P)(µ)→ ∆˜(P ; P˜)(−1, n)
is done using the operad data:
γ˜ : P˜(m)× PL(µ0)×
[
m∏
α=1
P(µα − µα−1)
]
× PR(n− µm)→ P˜(n) .
(2) Given a (P ; P˜) 4-tuple of spaces (X, X˜) = (XL, X,XR;Y ), let B˜(X;Y ) : ∆˜(P; P˜)op →
Top be the functor extending B(X), sending the object [−1] to Y and de-
fined on morphisms by the map
P˜(n)×XL ×X
n ×XR → Y .
We let ‖B˜(X;Y )‖ = hcolim
∆(P;P˜)
B˜(X;Y ).
Proposition 3.1. Let (P; P˜) = (PL,P ,PR; P˜) be an operad 4-tuple and let (X;Y ) =
(XL, X,XR;Y ) be a (P; P˜) 4-tuple of spaces. Then the inclusion [−1]→ ∆˜ induces
a map Y → ‖B˜(X;Y )‖ which is a homotopy equivalence.
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Proof. It is enough to observe that [−1] is an initial object. 
Definition 3.8. We represent by hX,Y : ‖B(X)‖ → Y the map in hTop induced
by the diagram:
‖B(XL, X,XR)‖ // ‖B˜(XL, X,XR;Y )‖ Y .
≃oo
Proposition 3.2. Let PL be a monoidal module over an operad P and let XL be a
PL-module over a P-algebra X. Let PL+(n) = PL(n+ 1). Then (PL,P ,P+;PL+)
is an operad 4-tuple, (XL, X,X ;XL) is a (PL,P ,P+;PL+) 4-tuple and the map
hX,XL : ‖B(XL, X,X)‖ → XL is a homotopy equivalence.
Proof. It follows imediatelly from Lemma A.3 in appendix A. 
4. The space ‖BI‖
Recall that L H denotes the linear isometries operad on a countably infinite
complex hermitian vector space H, which we call a universe.
Definition 4.1. Given a finite set I ⊂ C2 let HI =
⊕
x∈I
H and, for each non-negative
integer n, let
L
H
I (n) = L
(
H⊕ (HI)n,H
)
, L H,I(n) =
∏
x∈I
L
H(n) .
Also, let L HI+(n) = L
H
I (n+ 1) and L
H,I
+ (n) = L
H,I(n+ 1).
In Example 3.6 we obwerved that (L HI ,L
(HI )
,L
(HI )
+ ;L
H
I+) is an operad 4-
tuple. Since L H,I sits inside L (H
I ) as the subspace of bloc diagonal matrices,(
L
H
I ,L
H,I ,L H,I+ ;L
H
I+
)
is also an operad 4-tuple.
Now we give
(
MH∅ ,
∏
x∈I M
H
∅ ,
∏
x∈I M
H
x ;M
H
I ) the structure of a
(
L
H
I ,L
H,I ,L H,I+ ;L
H
I+
)
4-tuple. The spaces
∏
x∈I M
H
∅ and
∏
x∈I M
H
x are L
H,I -algebras and the pullback
maps π∅,x : M
H
∅ → M
H
x make
∏
MHx into a L
H,I
+ -module over
∏
MH∅ . Also, M
H
∅ is
a L HI -module over
∏
MH∅ . Finally, given f ∈ L
H
I+(n) we have the map:
M∅×(
∏
M∅)
n×(
∏
M∅)
π∗
−→MI×(
∏
MI)
n×(
∏
MI) = MI×(
∏
MI)
n+1 f−→MI .
Definition 4.2. We write:
∆˜HI = ∆˜(L
H
I ,L
H,I ,L H,I+ ;L
H
I+) ; B˜
H
I = B˜
(
MH∅ ,
∏
x∈I
MH∅ ,
∏
x∈I
MHx ;M
H
I
)
;
∆HI = ∆(L
H
I ,L
H,I ,L H,I+ ) ; B
H
I = B
(
MH∅ ,
∏
x∈I
MH∅ ,
∏
x∈I
MHx
)
.
We represent the map of Definition 3.8 by hI : ‖BHI ‖ →M
H
I .
Now Proposition 3.2 tells us that:
Proposition 4.1. The maps h∅, hx are homotopy equivalences.
Given finite sets J ⊂ I ⊂ C2, the projection L H,I(n) → L H,J(n) and the
map L HI (n) → L
H
J (n) adjoint to the inclusion H ⊕ (H
J)n → H ⊕ (HI)n induce
equivalences of categories ∆i : ∆
H
I → ∆
H
J and ∆˜i : ∆˜
H
I → ∆˜
H
J , and hence homotopy
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equivalences ∆i : ‖∆∗iB
H
J ‖ → ‖B
H
J‖ and ∆˜i : ‖∆˜
∗
i B˜
H
J ‖ → ‖B˜
H
J‖. The inclusions of
based spaces:
MH∅ →M
H
∅ ,
∏
x∈J
MH∅ →
∏
x∈I
MH∅ ,
∏
x∈J
MHx →
∏
x∈I
MHx ,
together with the pullback map π∗J,I : M
H
J → M
H
I induce maps B˜i : ‖∆˜
∗
i B˜
H
J ‖ →
‖B˜HI ‖ and Bi : ‖∆
∗
iB
H
J ‖ → ‖B
H
I ‖.
Proposition 4.2. Let C denote the category of finite subsets of C2 with morphisms
the inclusions. Given a morphism i : J → I, let ‖∆i‖−1, ‖∆˜i‖−1 denote the homo-
topy inverses of the maps ‖∆i‖ and ‖∆˜i‖ in the homotopy category hTop. Then:
(1) The assignements I 7→ ‖BHI ‖ and (i : J → I) 7→ ‖Bi‖ ◦ ‖∆i‖
−1 define a
functor ‖B‖ : C→ hTop.
(2) The assignements I 7→ ‖B˜HI ‖ and (i : J → I) 7→ ‖B˜i‖ ◦ ‖∆˜i‖
−1 define a
functor ‖B˜‖ : C→ hTop.
(3) The assignements I 7→ MHI and (J → I) 7→ π
∗
J,I define a functor M : C →
hTop and the maps hI : ‖BHI ‖ → M
H
I define a natural transformation be-
twen the functors ‖B‖,M : C→ hTop.
Proof. We drop the H to simplify the notation. Given finite sets I, J,K ⊂ C2 and
inclusions i : I → J and j : J → K, we need to show that
‖Bj◦i‖ ◦ ‖∆j◦i‖
−1 =
(
‖Bj‖ ◦ ‖∆j‖
−1
)
◦
(
‖Bi‖ ◦ ‖∆i‖
−1
)
.
We have ∆j◦i = ∆i ◦∆j and, for each non-negative integer n, we have Bi◦j(n) =
Bi(n) ◦Bj(n). We then have a commutative diagram:
hcolim
∆op
I
BI hcolim
∆op
J
∆∗iBI
∆i
≃
oo Bi // hcolim
∆op
J
BJ
hcolim
∆op
K
∆∗j◦iBI
∆j◦i
≃
ff▼▼▼▼▼▼▼▼▼▼▼
≃ ∆j
OO
Bi //
Bj◦i ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
hcolim
∆op
J
∆∗jBJ
≃ ∆j
OO
Bj

hcolim
∆op
K
BK
which concludes the proof of (1). The proof of (2) is completely analogous. To
prove (3) it is enough to observe that, given i : J → I, we have a commutative
diagram:
‖BJ‖ // ‖B˜J‖ MJoo
=
‖∆∗iBJ‖
≃
OO
//

‖∆˜∗i B˜J‖
≃
OO

MJoo

‖BI‖ // ‖B˜I‖ MIoo

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Remark 4.3. If we consider only subsets of a fixed I we can get a functor to Top
instead of hTop. For each J ⊂ I we replace the functors BJ by the functors ∆∗jBJ :
∆I → Top where j : J → I is the unique morphism, and given a morphism i : J1 →
J2, the natural transformationBi : ∆
∗
iBJ1 → BJ2 induces a natural transformation
∆∗j1BJ1 = ∆
∗
j2
∆∗iBJ1 → ∆
∗
j2
BJ2 . If we let CI be the full subcategory of C whose
objects are the subsets of I, geometric realization gives a functor CI → Top. We
will come back to this construction in section 5.
We will now show that ‖B˜I‖ and ‖BI‖ are L+-modules over M∅.
Proposition 4.3. An isometry α : H1 → H2 induces homotopy equivalences
‖B˜H1I ‖ ≃ ‖B˜
H2
I ‖ and ‖B
H1
I ‖ ≃ ‖B
H2
I ‖ which are homeomorphisms if α is an iso-
morphism.
Proof. The isomorphism α induces a map of operads L H1 → L H2 and, for any J ∈
C, homotopy equivalences MH1J →M
H2
J . Thus, we get an equivalence of categories
∆α : ∆
H1
I → ∆
H2
I and a weak equivalence of functors Bα : ∆
∗
αB
H2
I → B
H1
I . Thus
we have homotopy equivalences
‖BH1I ‖
‖Bα‖ // ‖∆∗αB
H1
I ‖
‖∆α‖ // ‖BH2I ‖
which concludes the proof that ‖BH1I ‖ ≃ ‖B
H2
I ‖. The proof that ‖B˜
H1
I ‖ ≃ ‖B˜
H2
I ‖
is completely analogous. 
Given universes H0, H1, we have canonical operad maps ij : L
Hj → L H0⊗H1
(with j = 0, 1): the map i0 maps f ∈ L H0(n) to the isometry f⊗1 : (H
⊕n
0 )⊗H1 →
H0 ⊗ H1 and similarly for i1. If X is a L H0⊗H1 -space, then each ij gives X the
structure of a L Hj -space.
Proposition 4.4. Let H∅, HI be universes, let H = H∅⊗HI and let iI : L
HI → L H
be the canonical map of operads. Then ‖i∗IB˜
H
I ‖ and ‖i
∗
IB
H
I ‖ are L
H∅
+ -modules over
the L H∅-algebra MH∅ .
Proof. Given f ∈ L H∅+ (n) the map (M
H
∅ )
n × ‖i∗IB˜
H
I ‖ → ‖i
∗
IB˜
H
I ‖ will be defined by
the natural transformation (MH∅ )
n × i∗IB˜
H
I → i
∗
IB˜
H
I given by the maps:
(MH∅ )
n × B˜HI (m) = (M
H
∅ )
n+1 ×
(∏
MH∅
)m
×
(∏
MHx
)
f
−→MH∅ ×
(∏
MH∅
)m
×
(∏
MHx
)
= B˜HI (m) (m 6= −1)
(MH∅ )
n × B˜HI (−1) = (M
H
∅ )
n ×MI
π∗∅,I
−−→ (MHI )
n+1 f−→MHI = B˜
H
I (−1)
The fact that this is a natural transformation follows from the commutativity of
the following diagram, where f ∈ L H∅(n+ 1) and g ∈ L HI (k + 1):
(MHJ )
n ×MHJ × (M
H
J )
k
i∅(f)×1//
1×iI(g)

MHJ × (M
H
J )
k
iI (g)

(MHJ )
n ×MHJ
i∅(f) //MHJ
The structure on (‖i∗IB
H
I ‖,M
H
∅ ) is obtained by restriction of the structure on
(‖i∗IB˜
H
I ‖,M
H
∅ ). 
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In the next proposition we use the notationBH(· · · ) to indicate in which universe
the functor is defined.
Proposition 4.5. Let I, J ⊂ C2 be finite disjoint sets. Fix universes HIJ ,H∅ and
let H = HIJ ⊗ H∅. Let i : L
HIJ → L H be the canonical operad map. Then, on
hTop, we have a commutative diagram:
‖BH∅(‖i∗BHI ‖,M
H
∅ , ‖i
∗BHJ ‖)‖
//
≃

‖BH(MHI ,M
H
∅ ,M
H
J )‖

‖BHI∪J‖
hI∪J //MHI∪J
where the left vertical map is a homotopy equivalence and the top horizontal map
is the map induced by hI and hJ .
The proof will be done in appendix A. It is essentially the observation that
Bar
(
Bar
( ∏
x∈I
Mx,
∏
x∈I
M∅,M∅
)
,M∅,Bar(M∅,
∏
x∈J
M∅,
∏
x∈J
Mx
))
≃ Bar
( ∏
x∈I∪J
Mx,
∏
x∈I∪J
M∅,M∅
)
.
5. Proof of Theorem 1.2
In this section we fix a universe H and write M, B instead of MH, BH. For
each n ∈ ∆˜I and J ∈ C, the topological space B˜J (n) is naturally graded as a
product of graded spaces, and given a morphism f ∈ ∆˜(m,n), the induced map
B˜J(n) → B˜J (m) preserves the grading. Denote by B˜J,k : ∆˜J → Top the functor
obtained by taking the degree k component of BJ . The objective of this section is
to prove Theorem 1.2, which we now restate:
Theorem 1.2. If, for every J ⊂ I with cardinality #J ≤ k, the map hJ,k is a
homotopy equivalence, then hI,k is a homotopy equivalence.
We first need the following result, which was proven in [18]:
Lemma 5.1. Let CI,k be the full subcategory of C whose objects are the subsets
J ⊂ I with #J ≤ k and let Mk : C → Top denote the degree k component of the
functor M. Then the restriction of Mk to CI,k is homeomorphic to the nerve of an
open cover of MI,k
We now turn to the proof of Theorem 1.2
Proof. It is enough to show that the map ‖BI,k‖ → ‖B˜I,k‖ is a homotopy equiv-
alence. For each morphism j : J → I, it will be convenient to replace the func-
tor B˜J with the functor ∆
∗
j B˜J : ∆˜I → Top. Let ∆
∗B˜k : ∆˜
op
I × CI,k → Top be
the functor defined on objects by ∆∗B˜k(n, J) = ∆
∗
jB˜J,k(n); given morphisms
i : (J1, j1) → (J2, j2) and f ∈ ∆˜I(m,n), we define ∆∗B˜(f, i) by the commuta-
tive diagram:
∆∗j1B˜J1(n)
f //
i

∆∗j1B˜J1(m)
i

∆∗j2B˜J2(n)
f // ∆∗j2B˜J2(m)
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We define the functor ∆∗B : ∆opI × CI,k → Top by restricting ∆
∗B˜k. We claim
that the maps
hcolim
CI,k
(
hcolim
∆op
I
∆∗Bk
)
→ hcolim
∆op
I
BI,k ,(5.1)
hcolim
CI,k
(
hcolim
∆op
I
∆∗B˜k
)
→ hcolim
∆op
I
B˜I,k(5.1a)
induced by the maps ∆∗j B˜J,k → B˜I,k are homotopical equivalences; the theorem
will follow since we then have a commutative diagram:
hcolim
CI,k
‖∆∗Bk‖ //
≃

hcolim
CI,k
‖∆∗B˜k‖
≃

‖BI,k‖ // ‖B˜I,k‖
and by hypothesis the top horizontal map is a homotopy equivalence. We first prove
that the map in equation (5.1) is a homotopy equivalence. It is enough to show that
hcolimCI,k ∆
∗Bk ≃BI,k which we now prove. Let Zk ⊂ Z× Z(n+1)I be the subset
of tuples of non-negative integers whose sum is k. We write an element k ∈ Zk as
k =
(
k0 , (kαx)x∈I
α=0,...,n
)
. Then, for n ≥ 0 we have BI,k(n) =
∐
k
BI,k(n) where
BI,k(n) = M∅,k∅ ×
( ∏
α=1,...,n
x∈I
M∅,kαx
)
×
(∏
x∈I
Mx,k0x
)
.
Let suppk ⊂ I be the set of points such that there is an α for which kαx > 0. If
we let
BJ,k(n) =
{
Bk(n), if suppk ⊂ J ;
∅, if suppk 6⊂ J ,
then BJ,k(n) ∼=
∐
k
BJ,k(n) and under this isomorphism the map BJ,k(n) →
BI,k(n) corresponds to inclusion. If DI,k ⊂ CI,k denotes the full subcategory
whose objects J satisfy suppk ⊂ J , then(
hcolim
CI,k
∆∗Bk
)
(n) ∼=
∐
k∈Zk
hcolim
DI,k
BI,k(n) ∼=
∐
k∈Zk
BDI,k ×BI,k(n) ≃BI,k(n)
because DI,k has an initial element, namely: suppk. To complete the proof we
need to show that the map in equation (5.1a) is a homotopy equivalence. We just
need to show that
(
hcolimCI,k ∆
∗B˜k
)
(−1) ≃ B˜I,k(−1). This imediatelly follows
from Lemma 5.1. 
6. The case k = 2
We begin by proving Theorem 1.1. Let V be a finite dimensional complex hermit-
ian vector space. Let MVI =
∐
kM
V
I,k where M
V
I,k = M
V
I,k for k ≤ 2 and M
V
I,k = ∗
for k > 2.
Proposition 6.1. Let I1, . . . , In ⊂ C2 be finite disjoint sets and write I = (I1, . . . , Ik)
and I =
⋃
j Ij. Then there are maps ⊞I : M
V
I1
× · · · ×MVIn →M
V
I such that:
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(1) Given any J = (J1, . . . , Jk) with Ji ⊂ Ii for any i, we have
π∗J,I ◦⊞J = ⊞I ◦
(
π∗J1,I1 × · · · × π
∗
Jk,Ik
)
(where J =
⋃
i Ji).
(2) For any f ∈ L V (m) we have a commutative diagram:∏
MV
m
Ii
⊞I //
f×...×f

MV
m
I
f
∏
MVIi
⊞I // MVI
(3) Let ıi : V → V m be inclusion onto the i-th component, let ω be the map
induced by Whitney sum. Then we have a commutative diagram∏
MVIi
ω //
∏
ıi

MV
m
I
∏
MV
m
Ii
⊞I
::✈✈✈✈✈✈✈✈✈
Proof. To define ⊞I it is enough to construct maps M
V
I1,1
× MVI2,1 → M
V
I1∪I2,2
,
and using Lemma 5.1 we can reduce to the case where I1 and I2 are either empty
or have only one element. The proposition now follows from Proposition B.4 in
appendix B. 
For each finite set I ⊂ C2 we have a simplicial space BVI : ∆
op → Top with
BVI (n) =M
V
∅ ×
(∏
x∈IM
V
∅
)n
×
(∏
x∈IM
V
x
)
and a map from its geometric realiza-
tion: h : |BVI | → M
V
I induced by the maps of Proposition 6.1. We can now prove
Theorem 1.1, which we restate here:
Theorem 1.1. Let I = {x1, . . . , xq} ⊂ C2. Then:
(1) The map ⊞∅,x1,...,xq : M
V
∅ ×
(∏
iM
V
xi
)
→ MVI induces a map h⊞ : |B
V
I | →
MVI which is a homotopy equivalence in the k = 1, 2 components.
(2) If I = J∪K, with J∩K = ∅, then the map ⊞J,K : MVJ ×M
V
K →M
V
I induces
a map Bar(MVJ ,M
V
∅ ,M
V
K )→ M
V
I which is a homotopy equivalence in the
degree k = 1, 2 components.
Proof. Assume I = J ∪K with J ∩K = ∅. Then, by the same arguments as in the
proof of Proposition 4.5 we have a commutative diagram:
(6.1) Bar
(
|BVJ |,M
V
∅ , |B
V
K |
)
//
≃

Bar(MVJ ,M
V
∅ ,M
V
K )

|BVI |
// MVI
where the left vertical map is a homotopy equivalence. It follows that part (2) of
the theorem is a consequence of part (1), which we now prove. Let MVk : C→ Top
be the functor defined on objects by MVk (I) = M
V
I,k and defined on morphisms
by pullback. Also, let BVk : C × ∆
op → Top be the functor defined on objects by
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BVk (n, J) = B
V
J (n). The same arguments as in the proof of Theorem 1.2 show that
we have a commutative diagram:
hcolim
CI,k
BVk
//
≃

hcolim
CI,k
MVk
≃

|BVI,k|
// MVI,k
Thus, for k = 1 we only need to consider the trivial case when I = {x}, and for
k = 2, we only need to consider the case when I = {x, y} ⊂ C2 which we now
analize. Now consider diagram (6.1) in the case where J = {x} and K = {y} and
hence I = {x, y}. The maps |BVx | →M
V
x are trivially homotopy equivalences hence
the top horizontal map is a homotopy equivalence. Thus we only have to show that
the right vertical map in diagram (6.1) is a homotopy equivalence. The maps π∗x,I ,
π∗y,I and the maps of Proposition 6.1 are open embeddings (see [18]) and their
images form an open cover of MVI,2 (see Proposition B.3 and [18], section 4). It is
then a direct verification that the simplicial spaceBVI,2 is homeomorphic to the nerve
of this open cover. It follows that we have a homotopy equivalence |BVI,2| ≃ M
V
I,2,
which concludes the proof of the theorem. 
Taking the limit when dimV →∞ we can now prove:
Theorem 6.2. Let H be a countably infinite complex hermitian vector space. Then
the map hI,2 : ‖BHI ‖ →M
H
I is a homotopy equivalence.
Proof. The maps in Proposition 6.1 pass to the colimit to define maps ⊞I : M
H
I1
×
· · · × MHIn → M
H
I . We need to see how these maps are related with the action
of the linear isometries operad L H. Let ıα : H → Hn be inclusion onto the α-th
component. Let P be the operad where P(n) is the space of complex linear maps
f : Hn → H such that f ◦ ıα is an isometry for all α = 1, . . . , n, with operad data
given by composition. Clearly P contains the linear isometries operad L . We fix
basepoints ∗ ∈ P(n) given in matrix notation by
∗ = [ 1 · · · 1 ] : Hn → H .
For any f ∈ P(n) and each α = 1, . . . , n, let fα = f ◦ ıα. Given finite disjoint sets
J1, . . . , Jn we define a map ⊞J,f as the composition:
(6.2) ⊞J,f :
n∏
α=1
MHJα
∏
fα
−−−→
n∏
α=1
MHJα .
⊞J−−→MHJ
Note that, for f = ∗, we have ⊞J,f = ⊞J. The maps ⊞J,f are compatible with
the operad data in the following sense: Let j1, . . . , jn be non-negative integers and
let j =
∑
ji; let f ∈ P(n) and gi ∈ P(ji); consider finite disjoint sets Jα, with
α = 1, . . . , j and for each i = 1, . . . , n, let si = j1 + · · ·+ ji and let:
Ji = (Jsi−1+1, . . . , Jsi) , Ki =
si⋃
α=si−1+1
Jα (i = 1, . . . , n) ;
also, let:
J = (J1, . . . , Jj) , K = (K1, . . . ,Kn) , J =
n⋃
i=1
Ki =
j⋃
α=1
Jα .
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Then we have:
(6.3) ⊞J,f◦
∏
gi = ⊞K,f ◦
n∏
i=1
⊞Ji,gi .
To prove this last statement, let ıα : H → Hji (with α = 1, . . . , j) be inclusion
into the α − si−1 component and let fi = f ◦ ıi and giα = gi ◦ ıα. Equation (6.3)
then follows from the commutativity of the following diagram (the lower triangle is
commutative by Proposition 6.1):
n∏
i=1
 si∏
α=si−1+1
MHJα
 ∏i∏α fi◦giα //
∏
i
∏
α
giα

n∏
i=1
 si∏
α=si−1+1
MHJα
 ⊞ //
∏
i
⊞
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
MHJ
n∏
i=1
 si∏
α=si−1+1
MHJα
 ∏
i
⊞
//
∏
i
∏
α
fi
77♥♥♥♥♥♥♥♥♥♥♥♥
n∏
i=1
MHJi ∏
i
fi
//
n∏
i=1
MHJi
⊞
OO
Let q = #I, let PI(n) = P(1+nq), PI(n) =
∏
I P(n) and P
I
+(n) = P
I(n+1) (com-
pare with Definition 4.1). Then we can define a functor FI : ∆(PI ,PI ,PI+)
op →
Top by letting FI(n) = MH∅ ×
(∏
MH∅
)n
×
(∏
MHx
)
and defining the morphisms
using the maps ⊞J,f in equation (6.2). The inclusion of operads L
H ⊂ P induces
an equivalence of categories ∆I → ∆(PI ,P
I ,PI+). For f ∈ L
H(n) ⊂ P(n) we have
the commutative diagram (see Proposition 6.1):
n∏
α=1
MHJα
∏
ıα //
⊕◦π∗ ##●
●●
●●
●●
●●
n∏
α=1
MH
n
Jα
∏
f //
⊞

n∏
α=1
MHJα
⊞

MH
n
J
f // MHJ
so the restriction of FI to ∆I is precisely BI . To finish the proof we observe
that the inclusion of the base point in P(n) induces an equivalence of categories
∆ → ∆(PI ,PI ,PI+) and the restriction of FI to ∆ equals the simplicial space
BI . The functor FI extends to a functor F˜I : ∆˜(PI ,PI ,PI+;PI+) → Top and BI
extends to a functor B˜I : ∆˜ → Top by letting F˜I(−1) = BI(−1) = MHI , and we
have a commutative diagram
BI

≃ // FI

BI
≃

≃oo
B˜I
≃ // F˜I B˜I
≃oo
which completes the proof. 
7. The limit when k →∞
In this section we will prove Theorem 1.3. Recall that the moduli space MVk
over the blowup of P2 at n points is isomorphic to the moduli space MIVk of
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based SU(V ) instantons over a connected sum #nP
2 of n copies of P2, and Taubes
showed that, by taking the colimit when k → ∞, we get a homotopy equivalence
MIV∞ ≃ Map∗
(
#nP
2, BSU(V )
)
.
In this section I denotes the unit interval: I = [0, 1] ⊂ R. Given a based
topological space (X, ∗) letM∗X represent the space of compactly supported maps
f : [0,+∞)× I3 → X such that f(t,x) = ∗ whenever x ∈ ∂(I3).
(1) Using Moore loops, we identify Ω4X with the subspace of maps f ∈M∗X
such that f(0,x) = ∗ for any x ∈ I3.
(2) Let H : I3 → S2 be the composition of the projection I3 → I3/∂I3 with the
Hopf map. We identify Map∗
(
P2, X
)
with the supspace of maps f ∈M∗X
whose restriction to 0× I3 factors through H . Restriction to 0× I3 induces
a map ρ : Map∗
(
P
2, X
)
→ Ω2X .
(3) Let x = (x1, x2, x3) ∈ I3. We identify Map∗
(
#nP
2, X
)
with the supspace
of maps f ∈M∗X such that:
(a) f(0, i/n, x2, x3) = ∗ for i = 0, . . . , n and any x2, x3 ∈ I;
(b) for each i = 1, . . . , n, the restiction of f to 0×
[
(i−1)/n, i/n
]
×I2 ∼= I3
factors through H : I3 → S2.
We have a map ρ = (ρ1, . . . , ρn) : Map∗
(
#nP
2, X
)
→ (Ω2X)n whose com-
ponents ρi are induced by restriction to 0 ×
[
(i − 1)/n, i/n
]
× I2, for
i = 1, . . . , n.
We will now give (Ω4X)n the structure of an associative monoid and define actions
of (Ω4X)n on (Map∗(P
2, X))n and Ω4X .
(4) First we define a right action of Ω4X onM∗X . Given a function f ∈M∗X
we let sf be the infimum of the set of t ∈ [0,+∞) such that f(s,x) = ∗ for
any s ≥ t and any x ∈ I3. Then, given g ∈ Ω4X we define f · g ∈ M∗X by:
f · g(t,x) =
{
f(t,x), if t ≤ sf ;
g(t− sf ,x), if t > sf .
Clearly, (f · g1) · g2 = f · (g1 · g2). This action preserves the subspaces Ω4X ,
Map∗(P
2, X) and Map∗(#nP
2, X). Since (M∗X)n ∼= M∗(Xn), we get an
associative product on (Ω4X)n and a right action of (Ω4X)n on (M∗X)
n.
(5) We now define a map ω : (M∗X)n →M∗X by concatenation in the second
variable. Given f = (f1, . . . , fn) ∈ (M∗X)n, for each i = 1, . . . , n and
x1 ∈ [(i − 1)/n, i/n], we let ω(f)(t, x1, x2, x3) = fi(t, nx1 − i + 1, x2, x3).
Then, given f ∈ (M∗X)n and g ∈ (Ω4X)n, we have ω(f · g) = ω(f) · ω(g).
The map ω restricts to define maps (Ω4X)n → Ω4X and
(
Map∗(P
2, X)
)n
→
Map∗
(
#nP
2, X
)
. We define a left action of (Ω4X)n on Ω4X by g · f =
ω(g) · f .
Consider the bar construction Bar
(
(Map∗(P
2, X))n, (Ω4X)n,Ω4X
)
induced by the
actions in (4) and (5). We now restate and prove Theorem 1.3:
Theorem 1.3. The maps
(
Map∗(P
2, X)
)n
×
(
(Ω4X)n
)k
×Ω4X → Map∗
(
#nP
2, X
)
sending (f , f1, . . . , fk, h) to ω(f · f1 · · · · · fk) · h induce a map
h : Bar
(
(Map∗(P
2, X))n, (Ω4X)n,Ω4X
)
→ Map∗
(
#nP
2, X
)
which is a homotopy equivalence.
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Proof. We have a commutative diagram:
Bar
(
(Ω4X)n, (Ω4X)n,Ω4X
) h
≃
//
i

Ω4X
i

Bar
(
(Map∗(P
2, X))n, (Ω4X)n,Ω4X
) h //
ρ

Map∗(#nP
2, X)
ρ

(Ω2X)n
=
(Ω2X)n
The maps i are inclusions and the maps ρ, ρ are the ones defined above in (2) and
(3). The right vertical maps are induced by the cofibration S2 → P2 → S4, and
hence they form a fibration. Since the top row is a homotopy equivalence, to finish
the proof we only have to show that the left vertical maps form a fibration sequence.
The map ρ = ρ ◦ h is induced by the restriction map ρ : Map∗(P
2, X) → Ω2X
and hence, from Corollary 11.6 in [15] we see that the homotopy fiber of ρ ◦ h is
Bar
(
Fn, (Ω4X)n,Ω4X
)
, where F is the homotopy fiber of the map Map∗(P
2, X)→
Ω2X . Since the inclusion Ω4X → F is a homotopic equivalence, it follows from
Proposition A.1 in [19] that the map
Bar
(
(Ω4X)n, (Ω4X)n,Ω4X
)
→ Bar
(
Fn, (Ω4X)n,Ω4X
)
is a homotopic equivalence. This concludes the proof. 
8. Homology
In this section we will prove Theorem 1.4. We’ll always work with a fixed
countably infinite vector space H which we omit from the notation. We begin
by computing the homology of ‖BI‖. Fix a point x ∈ C2 and consider the ho-
mology rings R = H∗(M∅) and M = H∗(Mx). It was shown in [12], [17], [4]
that M∅ ≃
∐
k≥0BU(k) and Mx ≃
∐
k≥0BU(k)× BU(k) as E∞-spaces; pullback
π∗ : M∅ →Mx is induced by the diagonal inclusions ∆k : BU(k)→ BU(k)×BU(k).
Thus we have R =
⊕
Rk and M =
⊕
Mk where Rk ∼= H∗
(
BU(k)
)
and Mk ∼=
H∗
(
BU(k) × BU(k)
)
∼= Rk ⊗ Rk. Both Rk and Mk are graded by homological
degree so R and M are bigraded rings. If we write
R = Z[ri; i = 0, 1, 2, . . . ]
where ri has homological degree 2i, then Rk is the Z-submodule of homogeneous
polynomials of degree k. The inclusion
∐(
BU(k) × BU(k)
)
→
(∐
BU(k)
)
×(∐
BU(k)
)
induces an inclusion
M =
⊕
k
Rk ⊗Rk ⊂ R⊗R = Z[xi, yj ; i, j ≥ 0]
(where xi and yi have homological degree 2i); namely,M is the subring generated by
xiyj, with i, j ≥ 0. The diagonal inclusions ∆k : BU(k)→ BU(k)×BU(k) induce
a homomorphism ∆∗ : R→M of bigraded rings with ∆∗(rk) =
∑
i+j=k xiyj, which
makes M into an R-module.
Proposition 8.1. Let Tk ⊂ Z[xi; i ≥ k] be the Z-submodule of homogeneous poly-
nomials of degree k, let Nk = Tk ⊗ Rk ⊂ Mk and let N =
⊕
kNk ⊂ M . Then M
is a free module over R with basis N .
INSTANTONS AND THE BAR CONSTRUCTION 19
Proof. Let φ : R ⊗N → M be the homomorphism of bigraded Z-modules induced
by ∆∗. We want to show that φ is an isomorphism. We begin by showing that φ is
surjective. First we need to establish some notation. Let A, B be eventually zero
sequences of non-negative integers:
A = (a0, a1, . . . , an, . . . ) , B = (b0, b1 . . . , bn, . . . ) .
We order these sequences by lexicographic order. Let
xAyB = xa00 x
a1
1 . . . x
an
n . . . y
b0
0 . . . y
bn
n . . . ∈ R⊗R ,
and let |A| =
∑
k ak and |B| =
∑
k bk. Then x
AyB ∈ M if and only if |A| = |B|,
and these monomials form a Z-basis for M . We define a total order on the set of
monomials xAyB as follows:
xA1yB1 > xA2yB2 if and only if |A1| > |A2|, or
|A1| = |A2| and A1 > A2, or
A1 = A2 and B1 < B2
(notice the reversed order on the B’s). We will show by induction on the ordering of
the monomials that any monomial xAyB ∈M is in the image of φ. The statement
is clearly true for 1 ∈ M and whenever xAyB ∈ Nn for some n, so fix a monomial
xA1yB1 ∈ Mn \ Nn and assume, by induction hypothesis, that every monomial
xA2yB2 strictly smaller than xA1yB1 is in the image of φ. Since xA1yB1 /∈ Nn,
there is a k ≤ n and a sequence A with |A| = n− 1 such that xA1 = xk−1xA. Also,
since k ≤ n, we can write yB1 = yn1yn2−1 . . . ynk−k+1y
B with n1 < n2 < · · · < nk
and B a sequence with |B| = n − k. Set xq = yq = 0 for q < 0 and consider the
following expression:
d = xAyB det

yn1 . . . ynk
yn1−1 . . . ynk−1
...
. . .
...
yn1−k+2 . . . ynk−k+2
rn1 . . . rnk

(where, by abuse of notation, we write ri instead of ∆∗ri). Using Laplace’s for-
mula in the last row we find that d =
∑k
i=0 rnipi with pi ∈ Mn−1. In particular,
all monomials in each polynomial pi are strictly smaller than x
A1yB1 so, by the
induction hypothesis, we have d ∈ Imφ. Now using the identities rni =
∑
xℓyni−ℓ
in the last row we find that:
d =
∞∑
ℓ=0
xℓx
AyB det

yn1 . . . ynk
yn1−1 . . . ynk−1
...
. . .
...
yn1−k+2 . . . ynk−k+2
yn1−ℓ . . . ynk−ℓ
 .
Notice that the terms in the sum vanish for ℓ = 0, . . . , k − 2 and xℓxA < xk−1xA
for ℓ ≥ k. Also, for ℓ = k − 1, the leading term on the determinant is the product
of the main diagonal. Thus we can write
d = xk−1x
AyByn1yn2−1 . . . ynk−k+1 + p = x
A1yB1 + p ∈ Im φ
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where p is a finite sum of monomials strictly smaller than xA1yB1 . Using the
induction hypothesis we conclude that xA1yB1 ∈ Imφ, which finishes the proof of
the surjectivity of φ. Since R⊗N and M are free Z-modules, finitely generated in
each bidegree component, to show that φ is an isomorphism we only need to check
that the dimensions over Z match, which we will prove in Lemma 8.3 below. 
Before we continue we will introduce some notation. Let (t; q)n =
∏n−1
i=0 (1− tq
i)
denote the q-Pochhammer symbol and let (q)n = (q; q)n. Also consider the q-
multinomial (
k
i1, . . . , in
)
q
=
(q)k∏n
j=1(q)in
(k = i1 + · · ·+ in)
and let
(
k
i
)
q
=
(
k
i,k−i
)
q
be the q-binomial.
Lemma 8.2. For any n, j ∈ Z with n ≥ j ≥ 0 we have
An,j =
n−j∑
k=0
(q)n
(q)k+j
(
n− j
k
)
q
qk
2+kj = 1 .
Proof. The proof is by induction on n− j. The result is clear for n = j. Using the
relations
(
n
k
)
q
=
(
n−1
k
)
q
+ qn−k
(
n−k
k−1
)
q
and (q)n = (1− qn)(q)n−1, we get:
An,j =
n−j−1∑
k=0
(q)n
(q)k+j
(
n− j − 1
k
)
q
qk
2+kj +
n−j∑
k=1
(q)n
(q)k+j
qn−j−k
(
n− j − 1
k − 1
)
q
qk
2+kj
= (1− qn)An−1,j +
n−j−1∑
k=0
(q)n
(q)k+j+1
(
n− j − 1
k
)
q
qn−j−k−1q(k+1)
2+(k+1)j
= (1− qn)An−1,j + q
nAn,j−1
which equals one by the induction hypothesis. 
Consider the bigrading in the Z-modules R, M and N where the bidegree (i, k)
components consist of the elements in Rk, Mk, Nk with homological degree 2i
(in particular deg ri = (i, 1) and deg xiyj = (i + j, 1)). Write the Hilbert series
as P (q, t) =
∑
dikq
itk where dik is the dimension over Z of the bidegree (i, k)
component.
Lemma 8.3. The Hilbert series of R, M and N are respectively:
PR(q, t) =
∞∑
n=0
tn
(q)n
; PM (q, t) =
∞∑
k=0
tn(
(q)n
)2 ; PN (q, t) = ∞∑
k=0
qn
2
tn(
(q)n
)2 ,
and we have PM (q, t) = PR(q, t)PN (q, t).
Remark 8.1. Lemma 8.3 shows that the Hilbert series of R ⊗ N equals PR⊗N =
PRPN = PM which concludes the proof of Proposition 8.1.
Proof. Since Rk ∼= H∗
(
BU(k)
)
= Z[c1, . . . , ck] with deg ci = (i, 1), and Mk =
Rk ⊗ Rk, the Hilbert series of Rk and Mk are respectivelly 1/(q)n and 1/(q)2n
from which the formulas for PR and PM imediatelly follow. The Hilbert series of
Z[xi; i ≥ k] ∼= Z[xk]⊗ Z[xk+1]⊗ · · · , where xi has bidegree (1, i), is
∞∏
i=k
1
1− tqi
= (tqk; q)∞ =
∞∑
n=0
(tqk)n
(q)n
.
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Taking n = k we see that the Hilbert series of Tk ⊂ Z[xi; i ≥ k] is qk
2
/(q)k so
the Hilbert series of Nk = Tk ⊗ Rk is qk
2
/(q)2k, from which we get the formula for
PN (q, t). Writing PM , PR and PN as power series in t and multiplying the series
we see that the identity PM = PRPN is equivalent to the identity
n∑
k=0
qk
2(
(q)k
)2
(q)n−k
=
1(
(q)n
)2
which follows imediatelly from Lemma 8.2 by taking j = 0. 
Proposition 8.4. Given a finite set I ⊂ C2 with cardinality #I = n, we have
H∗
(
‖BI‖
)
=M ⊗R · · · ⊗R M︸ ︷︷ ︸
n
= N⊗n ⊗R .
Proof. Consider the equivalence of categories F : ∆I → ∆ and let Fh∗BI : ∆op →
Top be Segal’s homotopy pushdown construction (see [19], appendix B). Then ‖BI‖
is homotopically equivalent to the geometrical realization |Fh∗BI | of the simplicial
space Fh∗BI . If 1 : ∆I → ∆I denotes the identity functor, then we have weak
equivalences F ∗Fh∗BI ← 1∗1h∗BI → BI so Segal’s spectral sequence converging
to the homology of |Fh∗BI |, has E2 term given by TorR
⊗n
∗,∗ (M
⊗n, R). By Proposi-
tion 8.1, M⊗n is a free module over R⊗n with basis N⊗n so the spectral sequence
collapses and we find that
H∗
(
‖BI‖
)
∼=M⊗n ⊗R⊗n R ∼= N
⊗n ⊗R ∼=M ⊗R · · · ⊗R M
which concludes the proof. 
Lemma 8.5. Let I ⊂ C2 be a finite set with cardinality n. Then the Hilbert series
of H∗
(
‖BI‖
)
is given by the q-series:
(8.1) PI(q, t) =
∞∑
k=0
pn,k(q)
(q)2k
tk , where pn,k =
∑
i1+···+in=k
qi
2
2+···+i
2
n
(
k
i1, . . . , in
)2
q
.
The polynomials pn,k satisfy:
(1) p1,k = 1, p2,k =
(
2k
k
)
q
, pn,1 = 1 + (n− 1)q and
pn,2 = 1 + (n− 1)q +
1
2 (n− 1)(n+ 2)q
2 + (n− 1)2q3 + 12n(n− 1)q
4 ;
(2) For any n, k we have (q)n−1∞ pn,k = 1 +O(q
k+1);
(3) For 2 ≤ n ≤ k + 1 we have
(q)n−1∞ pn,k = 1− (2
n − 2)
2k−n+2∑
i=k+1
qi − (2n − 3)q2k−n+3 +O(q2k−n+4) .
Proof. By Proposition 8.4, the homology of ‖BI‖ is isomorphic to the tensor prod-
uct M ⊗N⊗(n−1) so its Hilbert series is given by
PI(q, t) =
(
∞∑
k=0
tk
(q)2k
)(
∞∑
k=0
qk
2
tk
(q)2k
)n−1
=
∞∑
k=0
pn,k
(q)2k
tk
with pn,k as in equation (8.1). The cases k = 1, 2 and n = 1 are easily computed,
while the case n = 2 is a special case of the q-Vandermonde identities.
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We prove statement (2) by induction in n. Statement (2) holds for n = 1, 2
since, by (1), we have (q)∞p2,k = (q
k+1)∞(q
k+1)k. Assume (2) holds for n−1. The
polynomials pn,k satisfy the recurrence relation:
pn,k =
1
(q)2k
k∑
i=0
qi
2
(
k
i
)2
q
pn−1,k−i
so we find that
(q)n−2∞ pn,k =
k∑
a=0
qa
2
(
k
a
)2
q
(q)n−2∞ pn−1,k−a =
k∑
a=0
qa
2
(
k
a
)2
q
(
1 +O(qk−a+1)
)
.
Given power series s1, s2 ∈ Z[[q]] we write s1 = s2 +O(qm) with the meaning that
s1 = s2 in Z[[q]]/〈qm〉. Then, since a2 − a ≥ 0, we get:
(q)n−1∞ pn,k = (q)∞
k∑
a=0
qa
2
(
k
a
)2
q
+O(qk+1) = (q)∞p2,k +O(q
k+1) = 1 +O(qk+1)
which finishes the proof of (2). We now prove (3) by induction in n. For n = 2
we have (q)∞p2,k = (q
k+1)∞(q
k+1)k and the result follows. Assume (3) holds for
n− 1. Then
(q)n−2∞ pn,k =
k∑
a=0
qa
2
(
k
a
)2
q
(q)n−2∞ pn−1,k−a
=
k∑
a=0
qa
2
(
k
a
)2
q
(
1− (2n−1 − 2)
2k−2a−n+3∑
i=k−a+1
qi +O(q2k−2a−n+4)
)
.
For a 6= 1 we have a2 + 2k − 2a− n+ 3 = (a− 1)2 + 2k − n+ 2 ≥ 2k − n+ 3, so:
qa
2
2k−2a−n+3∑
i=k−a+1
qi = qa
2−a
2k−n+3∑
i=k+1
qi +O(q2k−n+4)
while for a = 1 we have, by the induction hypothesis,
q(q)n−2∞ pn−1,k−1 = 1− (2
n−1 − 2)
2k−n+3∑
i=k+1
qi + q2k−n+3 +O(q2k−n+4)
Thus we have:
(q)n−2∞ pn,k =
k∑
a=0
qa
2
(
k
a
)2
q
− (2n−1 − 2)
2k−n+3∑
i=k+1
qi
k∑
a=0
qa
2−a
(
k
a
)2
q
+ q2k−n+3 +O(q2k−n+4) .
Now, using the q-Vandermonde identities we get:
k∑
a=0
qa
2−a
(
k
a
)2
q
=
k−1∑
a=0
qa
2
(
k
a
)
q
(
k − 1
a
)
q
+
k∑
a=1
qa
2−a
(
k
a
)
q
(
k − 1
a− 1
)
q
= 2
(
2k − 1
k
)
q
and substituting above we get
(q)n−2∞ pn,k = p2,k − (2
n − 4)
(
2k − 1
k
)
q
2k−n+3∑
i=k+1
qi + q2k−n+3 +O(q2k−n+4) .
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Multiplying by (q)∞ and observing that (q)∞
(
2k−1
k
)
q
= (qk)k(q
k+1)∞ = 1 +O(qk)
we get
(q)n−1∞ pn,k = (q)∞p2,k − (2
n − 4)
2k−n+3∑
i=k+1
qi + q2k−n+3 +O(q2k−n+4) .
The result now easily follows. 
Let I ⊂ C2 be a finite set with cardinality #I = n. The space C rI,k of all connec-
tions on #nP
2 mod gauge equivalence is, in the limit when r →∞, homotopically
equivalent to BUn+1. Let ık : MI∞I,k → C
∞
I,k be the natural inclusion map. We are
ready to prove Theorem 1.4, which we now restate:
Theorem 1.4. In the rank stable limit the map ık induces surjective homomor-
phisms in homology and homotopy up to degree 2k + 1. Furthermore, let bi be the
Betti numbers of BUn+1, let c2i be the coefficients of the power series:
∞∑
i=0
c2iq
i =
(
∞∑
i=0
b2iq
i
)(
2n(qk+1 + · · ·+ q2k−n+2) + (2n − 1)q2k−n+3
)
,
and set ci = 0 for i odd. Then the dimension of the cokernel of the map (ık)∗ : Hi(MI∞I,k)→
Hi(C
∞
I,k) is less or equal than ci for i ≤ 4k − 2n+ 7, provided 2 ≤ n ≤ k + 1.
Proof. The inclusions MI → CI are maps of L -spaces which induce a map of the
bar constructions
BI = B
(∏
Mx,
∏
M∅,M∅
)
→ B
(∏
Cx,
∏
C∅,C∅
)
and we get a commutative diagram
‖BI‖ //
hI

∥∥B(∏Cx,∏C∅,C∅)∥∥

MI // CI
From Theorem 1.3 and the compatibility of loop sum with Whitney sum, it follows
that the right vertical map is a homotopy equivalence. We claim that the top
horizontal map is injective in homology. Let R = H∗(C∅) ∼= H∗(BU × Z) and
M = H∗(Cx) ∼= H∗(BU×BU×Z). Then R andM are respectivelly the localizations
of R and M with respect to Z[r0]: R = R[r
−1
0 ] and M = M [r
−1
0 ]. Also M is free
over R and:
H∗
(
‖B(
∏
Cx,
∏
C∅,C∅)‖
)
∼=M ⊗R · · · ⊗R M
∼= (M ⊗R · · · ⊗R M)[r
−1
0 ].
SinceM⊗R· · ·⊗RM is torsion free, the mapM⊗R· · ·⊗RM → (M⊗R· · ·⊗RM)[r
−1
0 ]
is injective as claimed. It follows that the map H∗(‖BI‖) → H∗(MI) → H∗(CI)
is one to one and its image is contained in the image of (ık)∗. The ring H∗(C
∞
I,k)
is graded by half the homology degree with Hilbert series
∑
i b2iq
i =
∑
i q
i/(q)n+1∞
and the Hilbert series of H∗(‖BI,k‖) was computed in Lemma 8.5. Subtracting the
coefficients of the Hilbert series we obtain:
1
(q)n+1∞
−
pn,k
(q)2k
=
1− (qk+1)2∞(q)
n−1
∞ pn,k
(q)n+1∞
=
(
∞∑
i=0
b2iq
i
)(
1− (qk+1)2∞(q)
n−1
∞ pn,k
)
.
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The theorem now follows from Lemma 8.5, parts (2) and (3), observing that
(qk+1)2∞ = 1− 2(q
q+1 + · · ·+ q2k+1) +O(q2k+2). 
Appendix A. Bar construction
In this appendix we prove propositions 3.2 and 4.5. First we need to prove some
lemmas. The identity XL ×Xn ×X = XL ×Xn+1 leads us to make the following
definition:
Definition A.1. We represent by ∆ and ∆̂ the categories whose objects are the
same as the objects of ∆˜ (with ∅ = [−1]) and such that ∆(m,n) ⊂ ∆(m+1, n+1) is
the set of order preserving maps µ : {0, . . . ,m+1} → {0, . . . , n+1} with µ(m+1) =
n + 1, and ∆̂(m,n) is the set of order preserving maps µ̂ : {−1, 0, . . . ,m + 1} →
{−1, 0, . . . , n+ 1} with µ̂(m+ 1) = n+ 1 and µ̂(−1) = −1.
Remark A.2. The categories ∆ and ∆˜ are subcategories of ∆ since we can extend
any morphism [m] → [n] uniquely to a morphism [m + 1] → [n + 1] by sending
m+ 1 to n + 1. In a similar way, ∆ is a subcategory of ∆̂. Also observe that, for
m 6= −1, restriction gives an isomorphism of sets ∆(m,n) ∼= ∆(m,n+ 1).
Lemma A.1. The object [−1] is an initial (and final) object of both ∆ and ∆̂ and
the inclusion functors F : ∆op → ∆op and F̂ : ∆op → ∆̂op are cofinal.
Proof. We first show that F is cofinal. It is enough to show that, for any [n] ∈ ∆,
the undercategory [n] ↓ F has an inicial element. This is the element (I, [n +
1]), where I corresponds to the identity map under the isomorphism ∆op(n, n +
1) ∼= ∆(n + 1, n + 1). Indeed, given any object (µ¯, [m]) in [n] ↓ F , there is a
unique morphism µ : (I, [n+ 1])→ (µ¯, [m]), namely, µ corresponds to µ¯ under the
isomorphism ∆op(n+ 1,m) ∼= ∆(n,m).
The proof for F̂ is similar. Let f ∈ ∆̂op(n, n+1) be the map f : {−1, . . . , n+2} →
{−1, . . . , n+1} with f(−1) = −1 and f(i) = i−1 for i = 0, . . . , n+1. We will show
that (f, [n + 1] is an initial object of [n] ↓ F̂ : given a map µ̂ : {−1, . . . ,m + 1} →
{−1, . . . , n+1} there is a unique map µ : {0, . . . ,m+1} → {0, . . . , n+2} such that
µ̂ = f ◦ µ, namely: µ(i) = µ̂(i) + 1. This completes the proof. 
Definition A.3. We denote by ∆(PL,P) the topological category equivalent to ∆
whose morphisms are defined as follows: for each µ ∈ ∆(m+ 1, n+ 1) let
∆µ(PL,P) = PL(µ0)×
m+1∏
α=1
P(µα − µα−1)
and define ∆(PL,P)(m,n) =
∐
µ∈∆(m,n)
∆µ(PL,P).
Notice that, for µm ≤ n, we haveP+(n−µm) = P(µm+1−µm) hence ∆(PL,P ,P+)
and ∆˜(PL,P ,P+;PL+) are canonicaly subcategories of ∆(PL,P).
Lemma A.2. The functor B˜(XL, X,X ;XL) can be extended to a functorB(XL, X) :
∆(PL,P)op → Top.
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Proof. Given µ ∈ ∆(m+ 1, n+ 1) with µm+1 = n+ 1 the map
XL ×X
n+1 = XL ×X
µ0 ×
m+1∏
α=1
Xµα−µα−1 −→ XL ×X
m+1
is induced by the maps
PL(µ0)×XL ×X
µ0 → XL
P(µα − µα−1)×X
µα−µα−1 → X 
Proposition 3.2 is now a direct consequence of the following lemma:
Lemma A.3. We have a commutative diagram
‖B(XL, X,X)‖

// ‖B(XL, X)‖
‖B˜(XL, X,X ;XL)‖
66❧❧❧❧❧❧❧❧❧❧❧❧❧
XL
[−1]oo
[−1]
OO
where every map is a homotopy equivalence.
Proof. It is enough to show that the inclusion functor ∆(PL,P ,P+)
op → ∆(PL,P)
op
and the functors ⋆ → ∆˜(PL,P ,P+;PL+)
op and ⋆ → ∆(PL,P)
op which send ⋆ to
[−1] are cofinal. This follows from the commutative diagrams
∆(PL,P ,P+) //

∆

∆(PL,P) // ∆
⋆
=

⋆

∆(PL,P) // ∆
(and a similar diagram for ∆˜(PL,P ,P+;PL+)) where the horizontal maps are equiv-
alences of categories and the right vertical map is cofinal. 
We now turn to the proof of Proposition 4.5, which we restate here:
Proposition 4.5. Let I, J ⊂ C2 be finite disjoint sets. Fix universes HIJ ,H∅ and
let H = HIJ ⊗ H∅. Let i : L
HIJ → L H be the canonical operad map. Then, on
hTop, we have a commutative diagram:
‖BH∅(‖i∗BHI ‖,M
H
∅ , ‖i
∗BHJ ‖)‖
//
≃

‖BH(MHI ,M
H
∅ ,M
H
J )‖

‖BHI∪J‖
hI∪J //MHI∪J
where the left vertical map is a homotopy equivalence and the top horizontal map
is the map induced by hI and hJ .
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Proof. The strategy of the proof is to define functors F0, F1, F̂1, F2, F3 in such a
way that we get a commutative diagram in hTop:
‖B(‖BI‖,M∅, ‖BJ‖)‖

g0
≃
‖F0‖

≃ //
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
‖F̂1‖ ‖BI∪J‖
d
≃
oo
uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧

‖F1‖
≃
OO

‖B(‖B˜I‖,M∅, ‖B˜J‖)‖
g2
≃
‖F2‖ // ‖F3‖ ‖B˜I∪J‖
d
≃
oo
‖B(MI ,M∅,MJ )‖
≃
OO
//
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥
‖B˜(MI ,M∅,MJ ;MI∪J)‖
≃
OO
MI∪J
≃
OO
≃oo
The result will then imediatelly follow.
We begin by defining a category C2 topologically equivalent to ∆˜×∆× ∆˜ and a
functor F2 : C
op
2 → Top. The objects of C2 are the triples of integers (nI , n, nJ) with
nI , nJ ≥ −1 and n ≥ 0 and, on objects, F(nI , n, nJ) = B˜I(nI)× (M
H
∅ )
n × B˜J (nJ).
Given morphisms µI ∈ ∆˜(mI , nI), µ ∈ ∆(m,n) and µJ ∈ ∆˜(mJ , nJ), we let
C2(µI , µ, µJ)
=
(
mI+1∏
α=1
L
I(µI,α − µI,α−1)
)
×L (1 + µ0 + µI,0I)×
(
m∏
α=1
L (µα − µα−1)
)
×L (1 + n− µm + µJ,0J)×
(
mJ+1∏
α=1
L
J(µJ,α − µJ,α−1)
)
,
(with the convention that µI,mI+1 = nI +1, µm+1 = n+1 and µJ,mJ+1 = nJ +1),
and define the morphisms in C2 by
C2
(
(mI ,m,mJ), (nI , n, nJ)
)
=
∐
µI ,µ,µJ
C2(µI , µ, µJ) .
The functor F2 is defined on morphisms in the obvious way. Let C0 ⊂ C2 be the
full subcategory whose objects are the triples of non-negative integers. We define
the functor F0 as the restriction of F2 to C
op
0 ; then the inclusion C0 ⊂ C2 induces
a map ‖F0‖ → ‖F2‖.
We now define the homotopy equivalences g0 and g2. Let ∆
H∅
• = ∆(L
H∅
+ ,L
H∅ ,L
H∅
+ )
and consider the functor F : ∆˜HIJI × ∆
H∅
• × ∆˜
HIJ
J → C2 which is the identity on
objects and is induced on morphisms by the canonical maps i : L HIJ → L H and
i∅ : L
H∅ → L H, and the maps L HIJ (1 + a)×L H∅(1 + b)→ L H(1 + a+ b) which
we now define: using matrix notation, the image of a pair of isometries
[ f∅ g∅ ] : H
a
∅ ⊕H∅ → H∅ , [ gIJ hIJ ] : HIJ ⊕H
b
IJ → HIJ
is the isometry
[ f∅ ⊗ 1 g∅ ⊗ gIJ 1⊗ hIJ ] : H
a ⊕H⊕Hb → H .
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Now, a direct verification shows that
hcolim
(∆˜
HIJ
I
×∆˜
HIJ
J
)op
F ∗FH2
∼= BH∅
(
‖i∗B˜HI ‖,M
H
∅ , ‖i
∗B˜HJ ‖
)
,
and since F is an equivalence of categories, we get
hcolim
C
op
2
F2 ≃ hcolim
(∆˜
HIJ
I
×∆
H∅
• ×∆
HIJ
J
)op
F˜ ∗F2
≃ hcolim
(∆
H∅
• )op
(
hcolim
(∆˜
HIJ
I
×∆
HIJ
J
)op
F˜ ∗F2
)
∼= hcolim
(∆
H∅
• )op
BH∅(‖i∗BHI ‖,M
H
∅ , ‖i
∗BHJ ‖)
Let 1h∗F
∗F2 = Bar(F
∗F2, ∆˜
HIJ
I ×∆
H∅
• × ∆˜
HIJ
J , ∆˜
HIJ
I ×∆
H∅
• × ∆˜
HIJ
J ) denote Segal’s
pushdown. Then we have a commutative diagram in Top:
‖BH∅(‖i∗B˜HI ‖,M
H
∅ , ‖i
∗B˜HJ ‖)‖ ‖ hcolim
(∆˜I×∆˜J )op
1h∗F
∗F2‖
F
≃
//
≃
oo ‖F2‖
‖BH∅(MHI ,M
H
∅ ,M
H
J )‖
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥
≃
OO
i∅
≃
// ‖BH(MHI ,M
H
∅ ,M
H
J )‖
≃
OO
where the vertical maps are induced by the functor ∆
H∅
• → C2 which sends n to
(−1, n,−1). The map g0 is constructed in a completely analogous way.
We now define the functors F3, F̂1 and F1. Let Ĉ3 be the category topologically
equivalent to ∆˜×∆̂×∆˜ (see Definition A.1) with objects the triples (mI ,m,mJ) of
integers with mI ,m,mJ ≥ −1. The category Ĉ3 coincides with C2 when m 6= −1.
Given morphisms µI ∈ ∆˜(mI , nI), µ ∈ ∆̂(−1, n) and µJ ∈ ∆˜(mJ , nJ), we let
Ĉ3(µI , µ, µJ)
=
(
mI+1∏
α=1
L
I(µI,α − µI,α−1)
)
×L (2+n+µI,0I+µJ,0J)×
(
mJ+1∏
α=1
L
J(µJ,α − µJ,α−1)
)
and define Ĉ3
(
(mI ,−1,mJ), (nI , n, nJ)
)
=
∐
Ĉ3(µI , µ, µJ). We define the cate-
gories Ĉ1 and C3 by the pullback diagrams
Ĉ1 //

∆× ∆̂×∆

∆̂IJ // ∆˜× ∆̂× ∆˜
C3 //

∆˜× ∆˜× ∆˜

∆̂IJ // ∆˜× ∆̂× ∆˜
and we let C1 = Ĉ1 ∩ C3. We will now construct functors F̂1 : Ĉ
op
1 → Top and
F3 : C
op
3 → Top. On objects:
F3(nI ,−1, nJ) =
{
B˜HI (nI)×
(∏
J M
H
∅
)nJ × (∏x∈J MHx), if nJ 6= −1;(∏
x∈I M
H
x
)
×
(∏
I M
H
∅
)nI × B˜HJ (nJ ) if nI 6= −1;
and F3(−1,−1,−1) = MHI∪J ; the functor F̂1 coincides with F1 (on objects) when-
ever it is defined. The functors are defined on morphisms on the usual way. We
also define F1 as the restriction of F3 to C
op
1 (which coincides with the restriction
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of F̂1 to C
op
1 ). Since, by Lemma A.1, the inclusions ∆→ ∆̂ and ∆→ ∆̂ are cofinal,
it follows that the inclusions C0 → Ĉ1 and C1 → Ĉ1 are also cofinal and hence the
maps ‖F0‖ → ‖F̂1‖ and ‖F1‖ → ‖F̂1‖ are homotopy equivalences.
We now define a diagonal functor d : ∆˜I∪J → C3, given on objects by n 7→
(n,−1, n); to define d on morphisms just observe that, for any µ ∈ ∆˜(m,n),
the spaces of morphisms ∆˜I∪J (µ) and C3(µ,1, µ) are canonicaly homeomorphic.
Now, direct inspection shows that B˜I∪J = d
∗F3. Restricting d we get a functor
d : ∆I∪J → F1 and also have BI∪J = d∗F1. We claim that the map ‖d∗F3‖
d
−→ ‖F̂1‖
induced by d and the inclusion F1 → F̂1 is a homotopy equivalence. This will follow
from the commutative diagram:
∆I∪J
d //
≃

Ĉ1
F̂1 //
≃

Top
∆
diag // ∆×∆
[−1] // ∆× ∆̂×∆
Since the bottom arrows are cofinal and the vertical arrows are equivalences, it
follows that d is cofinal and hence ‖d∗F3‖
d
−→ ‖F̂1‖ is a homotopy equivalence. 
Appendix B. Monads
In this appendix we describe the maps introduced in Proposition 6.1 and prove
their properties. Fix I = {x, y} ⊂ C2. Let V be a finite dimensional complex
hermitian vector space. We will need the monad description of the moduli spaces
MV∅,k and M
V
x,k
∼= MVy,k, introduced in [8], [11], which we briefly review here.
Let W0,W1 be complex vector spaces of dimension k. Let R be the space of
4-tuples (a1, a2, b, c) where ai ∈ End(W1), b ∈ Hom(V,W1) and c ∈ Hom(W1, V ),
obeying the integrability condition [a1, a2]+ bc = 0. Let R′ be the space of 5-tuples
(a′1, a
′
2, d
′, b′, c′) where a′i ∈ Hom(W1,W0), d
′ ∈ Hom(W0,W1), b′ ∈ Hom(V,W0)
and c′ ∈ Hom(W1, V ), such that a
′
1(W1) + a
′
2(W1) + b
′(V ) = W0, obeying the
integrability condition a1da2−a2da1+ bc = 0. The groups GL(W1) and GL(W0)×
GL(W1) act by composition on R and R′, respectivelly. A 4-tuple (a1, a2, b, c) ∈ R
is called nondegenerate if, for any subspace U1 ⊂W1, we have:
Im b ⊂ U1 and ai(U1) ⊂ U1 (i = 1, 2) ⇒ U1 =W1 ,
U1 ⊂ Ker c and ai(U1) ⊂ U1 (i = 1, 2) ⇒ U1 = ∅ .
A 5-tuple (a′1, a
′
2, d
′, b′, c′) ∈ R′ is called nondegenerate if, for any subspaces U0 ⊂
W0 and U1 ⊂W1 such that dimU0 = dimU1, we have:
Im b′ ⊂ U0 and d
′(U0) ⊂ U1 and a
′
i(U1) ⊂ U0 (i = 1, 2) ⇒ Ui =Wi (i = 1, 2),
U1 ⊂ Kerc
′ and d′(U0) ⊂ U1 and a
′
i(U1) ⊂ U1 (i = 1, 2) ⇒ Ui = ∅ (i = 1, 2).
Let Rreg, R
′
reg denote the subspaces of nondegenerate configurations.
Theorem (Donaldson [8], King [11]). The actions of GL(W1) and GL(W0) ×
GL(W1) on Rreg and R′reg respectively are free and we have isomorphisms
Rreg/GL(W1) ∼= M
V
∅,k , R
′
reg/
(
GL(W0)×GL(W1)
)
∼= MVx,k ∼= M
V
y,k .
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Furthermore, the algebraic quotients R//GL(W1), R′//
(
GL(W0) × GL(W1)
)
are
isomorphic to the Donaldson-Uhlenbeck completions M
V
∅,k, M
V
x,k of M
V
∅,k and M
V
x,k
respectivelly.
To define the maps of Proposition 6.1 it will be convenient to replace the spaces
MVx,1 andM
V
∅,1 by the following homeomorphic subspaces: fix a positive real number
δ < ‖x− y‖ and let
M
V,δ
x,1 = M
V,δ
y,1 =
{
[a′1, a
′
2, d
′, b′, c′] ∈MVx,1 : |d
′a′1| < δ
}
,
M
V,δ
∅,1 =
{
[a1, a2, b, c] ∈M
V
∅,1 ; |a1| < δ
}
.
Proposition B.1. There are homeomorphisms MV,δ∅,1
∼= MV∅,1 and M
V,δ
x,1
∼= MVx,1.
Proof. It is clear that MV,δ∅,1
∼= MV∅,1. Let φ : [0,+∞) → [0, δ) be given by φ(r) =
δ/(1 + r) and let ψ : [0, δ) → [0,+∞) be given by ψ(r) = 1/(δ − r). Then
zφ(|z|) : C→ Bδ(0) is an homeomorphism with inverse zψ(|z|). It follows that the
map [a1, a2, d, b, c] 7→
[
φ
(
|da1|
)
a1, a2, d, b, c
]
is a homeomorphism MVx,1 → M
V,δ
x,1
with inverse [a1, a2, d, b, c] 7→
[
ψ
(
|da1|
)
a1, a2, d, b, c
]
. 
Proposition B.2. Let V1, V2 be finite dimensional complex hermitian vector spaces
and let J ⊂ C2 be either ∅ or {x} (analogous results are valid for J = {y}).
(1) Given a linear isometry α : V1 → V2, with dual α
∗ : V2 → V1, the induced
map α : MV1J →M
V2
J is given by
[a1, a2, b, c] 7→ [a1, a2, b ◦ α
∗, α ◦ c] (J = ∅)
[a1, a2, d, b, c] 7→ [a1, a2, d, b ◦ α
∗, α ◦ c] (J = {x})
In particular,, the map α takes the subspaces MV1,δJ,1 ⊂M
V1
J,1 to M
V2,δ
J,1 .
(2) Whitney sum ω : MV1∅,k1 ×M
V2
∅,k2
→MV1⊕V2k1+k2 is induced by direct sum:
([a1, a2, b, c], [a
′
1, a
′
2, b
′, c′]) 7→ [a1 ⊕ a
′
1, a2 ⊕ a
′
2, b⊕ b
′, c⊕ c′] J = ∅
([a1, a2, d, b, c], [a
′
1, a
′
2, d
′, b′, c′]) 7→ [a1 ⊕ a
′
1, a2 ⊕ a
′
2, d⊕ d
′, b⊕ b′, c⊕ c′] J = {x}
(3) The pullback map π∗∅,x : M
V
∅,k → M
V
{x},k is given as follows: fix any iso-
morphism d :W0 →W1; then
π∗∅,x
(
[a1, a2, b, c]
)
= [d−1a1, d
−1a2, d, d
−1b, c].
In particular,, the map α takes the subspace MV,δ∅,1 ⊂M
V
∅,1 to M
V,δ
x,1 .
Proof. Statements (1) and (2) easily follow from the way a holomorphic bundle is
construct from a 5-tuple (a1, a2, d, b, c) (see [11] or [5], Theorem 3.2). For statement
(3) see [5], Lemma 4.1. 
As it would be expected, the pullback map does not depend on the choice of
isomorphism d. We will usually identify W0 with W1 so that we can take d = 1.
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Definition B.1. Fix points x = (x1, x2) and y = (y1, y2) in C
2. Let ⊞∅,∅ : M
V,δ
∅,1 ×
M
V,δ
∅,1 →M
V
∅,2 be the map given by
[a′1, a
′
2, b
′, c′]⊞∅,∅ [a
′′
1 , a
′′
2 , b
′′, c′′]
=
[(
a′1 + x1 0
0 a′′1 + y1
)
,
(
a′2 + x2
b′c′′
a′′
1
+y1−a′1−x1
b′′c′
a′
1
+x1−a′′1−y1
a′′2 + y2
)
,
(
b′
b′′
)
,
(
c′ c′′
)]
Let ⊞x,∅ : M
V,δ
x,1 ×M
V,δ
∅,1 →M
V
x,2 be the map given by (where z = y − x):
[a′1, a
′
2, d
′, b′, c′]⊞z [a
′′
1 , a
′′
2 , b
′′, c′′]
=
[(
a′1 0
0 a′′1 + z1
)
,
(
a′2
b′c′′
a′′
1
+z1−d′a′1
b′′c′
d′a′
1
−a′′
1
−z1
a′′2 + z2
)
,
(
d′ 0
0 1
)
,
(
b′
b′′
)
,
(
c′ c′′
)]
We also define ⊞∅,y : M
V,δ
∅,1 ×M
V,δ
y,1 →M
V
y,2 by setting ⊞∅,y = ⊞−x,∅.
A straightforward computation shows that π∗∅,x ◦ ⊞∅,∅ = ⊞x,∅ ◦ (π
∗
∅,x × 1) and
similarly for ⊞∅,y. We now show that there is a map ⊞x,y : M
V,δ
x,1 ×M
V,δ
y,1 → M
V
I,2
which extends ⊞x,∅, ⊞∅,y in the following sense:
Proposition B.3. There is an open embedding ⊞x,y : M
V,δ
x,1 ×M
V,δ
y,1 → M
V
I,2 such
that, for any m∅ ∈M
V,δ
∅,1 , mx ∈M
V,δ
x,1 and my ∈M
V,δ
y,1 we have mx ⊞x,y (π
∗
∅,ym∅) =
π∗x,I(mx ⊞x,∅m∅) and (π
∗
∅,xm∅)⊞x,y my = π
∗
y,I(m∅ ⊞∅,y my).
Proof. The proof follows the same lines as the proof of proposition 4.9 in [18]. We
sketch the proof here, refering to [18] for more details. The maps ⊞x,∅, ⊞∅,∅ can be
extended to the Donaldson-Uhlenbeck completion M
V
J of the moduli spaces. The
same argument as in the proof of Proposition 4.5 in [18] shows that theses extended
maps are embeddings. Let πx,I : P˜
2
I → P˜
2
x , π∅,y : P˜
2
y → P
2 be the blowup at y, and
let πy,I : P˜
2
I → P˜
2
y , π∅,x : P˜
2
x → P
2 be the blowup at x. Taking the direct image of
the bundles we get maps
(πx,I)∗ : M
V
I,2 →M
V
x,2 (π∅,y)∗ : M
V
y,1 →M
V
∅,1
(πy,I)∗ : M
V
I,2 →M
V
y,2 (π∅,x)∗ : M
V
x,1 →M
V
∅,1
Given mx ∈M
V,δ
x,1 , my ∈M
V,δ
y,1 , we define mx ⊞x,ymy as the unique solution of the
system of equations
(πx,I)∗(mx ⊞x,y my) = mx ⊞x,∅ (π∅,y)∗my
(πy,I)∗(mx ⊞x,y my) = (π∅,x)∗mx ⊞∅,y my
If my ∈ Imπ∗y,I or mx ∈ Imπ
∗
x,Y , we can solve the equations and get
mx ⊞x,y π
∗
∅,ym = π
∗
x,I(mx ⊞x,∅ m) , π
∗
∅,xm⊞x,y my = π
∗
y,I(m⊞∅,y my) .
Otherwise, (πx,I)∗(mx ⊞x,y my) ∈M
V
x,2 is the ideal instanton determined by mx ∈
M
V,δ
x,1 and a delta at y, and (πy,I)∗(mx⊞x,ymy) ∈M
V
y,2 is the ideal instanton deter-
mined by my ∈ M
V,δ
y,1 and a delta at x. By proposition 4.3 in [18], this completely
determines mx ⊞x,y my. Proposition 4.8 in [18] shows that the image of ⊞x,y is
open. Continuity of ⊞x,y is proven exactly as in [18], Proposition 4.9. Continuity
of the inverse follows easily from the fact that ⊞x,∅ and ⊞∅,y are embeddings. 
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Proposition B.4. Let I ⊂ {x, y}, let I1 = I − {y} and I2 = I − {x}, and let
I = (I1, I2). Let V , V
′ be finite dimensional complex hermitian vector spaces.
(1) Given finite sets J1 ⊂ I1 and J2 ⊂ I2, we have:
π∗J,I ◦⊞J = ⊞I ◦
(
π∗J1,I1 × π
∗
J2,I2
)
(where J = (J1, J2) and J = J1 ∪ J2).
(2) Given a linear isometry α : V → V ′, the following diagram is commutative:
M
V,δ
I1,1
×MV,δI2,1
⊞I //
α×α

MVI,2
α

M
V ′,δ
I1,1
×MV
′,δ
I2,1
⊞I //MV
′
I,2
(3) Let ı : V → V ⊕ V ′, ı′ : V ′ → V ⊕V ′ be the canonical inclusions. Then the
Whitney sum map ω equals the composition:
M
V,δ
I1,1
×MV
′,δ
I2,1
ı×ı′ //MV⊕V
′,δ
I1,1
×MV⊕V
′,δ
I2,1
⊞I //MV⊕V
′
I,2
Proof. For I = ∅, {x} or {y} the proof is a direct computation. The results extend
to the case where I = {x, y} by continuity, since π∗∅,xM
V,δ
∅,1 and π
∗
∅,yM
V,δ
∅,1 are dense
in MV,δx,1 and M
V,δ
y,1 , respectivelly. 
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