ABSTRACT In this paper, we investigate and analyze a two-user single decode-and-forward (DF) relay network with ambient backscatter communication capabilities, where the user nodes and the relay node are equipped with a wireless-powered device instead of embedded power supply. The DF relay and the user close to it are integrated into one device to reduce the deployment cost. We study the network throughput maximization problem by optimizing its resource allocation scheme and formulate an optimization problem for it. To solve this non-convex complicated multiple parameters joint optimization problem, a multi-step iterative optimization scheme (MSIO) is presented in this paper, which decomposes the original problem into two non-convex sub-problems. By exploiting the properties of their constrains, we convert them to the convex problems. Then, their optimal solutions are solved sequentially by the use of the convex optimization method. Finally, the iterative algorithm is employed to obtain the optimal solution of the original problem. The numerical results demonstrate the superiority of MSIO in improving system throughput.
I. INTRODUCTION
The fifth generation (5G) mobile communication networks are expected to provide high data rates for enabling smart cities and homes through the massive deployment of low-power and low-cost communication devices within the coverage of the macro base station [1] . The boom of 5G has boosted the attention of internet of things (IoT) which results in the emergence of many new technologies to meet its requirement [2] . The authors of [3] developed a full duplex spectrum sensing technique for non-time-slotted cognitive radio networks (CRNs). Energy harvesting is deemed as an attractive approach to prolong battery lifetime of wireless devices in IoT [4] , [5] . Consequently, the wireless-powered communication networks (WPCN) have been widely studied in recent years, especially in [5] - [8] . A well-known protocol for WPCN is named as ''harvest-then-transmit (HTT)'' Ambient backscatter uses the ambient RF signals radiated by the nearby transmitters as a signal source [14] . For ambient backscatter systems, the researchers play an importance on optimizing the reflection coefficient and time resource allocation to guarantee reliable signal transmission and maximize the throughput. In [15] , the transmit power of primary signal and reflection coefficient of ambient backscatter were jointly optimized to maximize the ergodic capacity under fading channels.
However, the transmission distance is quite limited in use for backscatter devices because of their limited energy source. To overcome this problem, relay is indispensable device who can increase the transmission range of information in WPCN. The literature [16] studied single-user single-AF-relay backscatters communication system and exploited four fundamental optimization problem to achieve the maximum throughput. In [17] , single-user single-DF-relay network was considered to optimize static power splitting (PS) and time allocation (TA) ratios. Unlike the relay model in the literature [17] , a new type relay model was studied in [18] which can be considered as a integration of user device and the relay device. It not only generates and transmits its own traffic but also relays the traffic for the other user. The authors in [18] played an emphasis on studying network utility by optimizing the value of relaying parameter for a given pair of data arrival rates for the source and the relay without consideration of system resource allocation optimization.
In this paper, we study a two-user single-DF-relay two-hop network which is more suitable to the realistic ambient backscatter system. Following the literature [18] , the DF relay and the user close to it are integrated into one device named as relay user (RU). And another user is renamed as backscatter user (BU). In this model, both RU and BU have the backscatter communication capability. It means that more parameters need to be optimized for the purpose of achieving the maximum system throughput. We formulate an optimization problem for it that is proved to be a non-convex complicated multiple parameters joint optimization problem. And a multi-step iterative optimization (MSIO) scheme is proposed to solve it for obtaining its optimal solution. MSIO first decomposes the original optimization problem into two non-convex sub-problems. Then, by exploiting the properties of their constrains, MSIO converts two non-convex subproblems to convex problems. The optimal solutions of two sub-problems are solved sequentially in closed-form. The first sub-problem is optimized to achieve the minimal time resource for the first link (BU-RU) with a given BU data rate, and the second sub-problem aims at achieving the maximum throughput for the second link (RU-AP) with consideration of the first sub-problem solution. Finally, the iterative algorithm further optimizes the solutions of the two sub-problems to achieve the maximum throughput. The main contributions of this paper are summarized as follows:
• We propose a two-user single-DF-relay two-hop backscatter communication network model. The DF relay and the user close to it are integrated into one device to reduce deployment cost. In this model, both RU and BU have the backscatter communication capability.
• MSIO scheme is presented to optimize the two-user single-DF-relay two-hop backscatter communication network for maximizing its system throughput. It first decomposes the original optimization problem into two non-convex sub-problems. Then, by exploiting their properties of constrains, MSIO converts two non-convex sub-problems to convex problems. The optimal solutions of two sub-problems are solved sequentially in closed-form by use of convex optimization method [19] . Finally, the iterative algorithm is employed to obtain the optimal solution of original problem.
• We investigate the performances of three direct transmission schemes with different shadow fading variances and compare their performances with MSIO scheme.
The remainder of this paper is organized as follows. Section II briefly summarizes the related work. Section III describes the system model for two-user single-DF-relay ambient backscatter network. In Section IV, we formulate an optimization problem to maximize the system throughput. A MSIO is proposed to resolve the optimization problem for obtaining the optimal solution. The simulation results are presented in Section V. Finally, Section VI concludes this paper.
II. RELATED WORK
The traditional relay devices with stable power supply is used to extend the coverage and relay the traffic for multiple users simultaneously in wireless network. Kim and Yu [20] considered a multi-user single two-way amplify-andforward (AF) relay networks to achieve the optimal energy efficiency (EE). The authors in [21] extended the work [20] to achieve the sum-power minimization with the lower complexity. One RF-powered relay device without an embedded energy source usually relay the traffic for one or two users because of their limited energy source and the single-user single-relay network model is more popular with researchers because of the simple network structure and its performance being easy to analyze. The literature [16] studied single-user single-AF-relay backscatters communication system and the optimal time resource allocation was derived in closed-form by exploiting the properties of constrains for the purpose of achieving maximum system throughput. In [17] , single-user single-DF-relay network was investigated to achieve maximum system throughput by optimizing static power splitting (PS) and time allocation (TA) ratios. To further improve relay system performance, a novel hybrid relay by combining wireless-powered communications and ambient backscattering functions [22] was studied in ambient backscatter network. In [23] , the authors studied another new type relay node with two different interfaces who concurrently harvest/decode and backscatter the received source signals. Different from the above literatures, the authors in [24] presented an approximated optimal bit-error rate (BER) threshold to
III. SYSTEM MODEL
We consider a ambient backscatter network with system bandwidth W Hz as shown in Fig. 1 . The PB and AP are assumed to have stable energy sources, but BU and RU being operated with ambient backscatter communication mode do not have embedded energy supply [13] . PB serves as system coordinator and the wireless energy source provider [16] . Both BU and RU generate their own traffic and transmit these data to AP. RU has another obligation to relay the data of BU while the link between BU and AP disappears or in poor channel response resulted from the longer distance or the deeper shadow fading.
denote the channel response of the PB-BU link, the PB-RU link, the PB-AP link, the BU-RU link, the BU-AP link, the RU-AP link, respectively. Let n 1 , n 2 , n 3 denote the received the additive white Gaussian noise at the BU, RU and AP, respectively and n i ∼ CN (0, σ 2 ), i ∈ {1, 2, 3}. Without loss of generality, RU is closer to PB and AP than BU in the model, resulting in h 0,2 2 > h 0,1 2 and
We assume that the required data rate of BU is M bits per second. One time frame duration T f is divided into three time phases that are denoted by t = {t 0 , t 1 , t 2 }. Assume that BU and RU have no energy at the beginning. For every frame, PB transmits the signal s(t) = √ P S x(t) with E[|x(t)| 2 ] = 1. Therefore, BU and RU may first harvest energy from the ambient signals radiated by the PB transmitter by entering the sleep state during the time t 0 and their harvested energy denotes as E s,k = ηP S h 0,k 2 t 0 , k ∈ {1, 2}, where η ∈ [0, 1] denotes the energy harvesting efficiency, and P S denotes the transmit power of PB. Then they stay in the active state for simultaneous data backscattering and energy harvesting. During time t 1 , BU receives the signal y 1 (t) from PB which is expressed as
The received signal is divided into two parts through a reflection coefficient (0 < α 1 ≤ 1): √ α 1 y 1 (t) is employed as the vehicle for modulating and backscattering M bits data of BU and the remaining part
is harvested for circuit operation. Thus, the harvested energy E a,1 and backscattered signal b 1 (t) by BU are written as
where c 1 (t) denotes BU data signal with E[|c 1 (t)| 2 ] = 1. The signals received by RU and AP are expressed as
Following [15] , [28] , the interference signals can be removed from the received signals by successive interference cancellation (SIC) technique. The SIC receiver decodes the stronger signal from its received multiple signals first, subtracts it from the combined signal, and extracts the weaker one from the residue [15] . Thus, the signal-noise-ratio (SNR) at RU and AP are written as
Consequently, the BU-RU link and BU-AP link throughput are calculated as
VOLUME 7, 2019
where
, i ∈ {1, 2}. To guarantee that c 1 (t) can be correctly decoded, D 1,i+1 ≥ M should be satisfied.
During the time t 2 , BU stays in the idle. RU first backscatters the decoded M bits data to AP and then backscatters its own data to it. Simultaneously, it also harvests energy to maintain the circuit operation in the time t 2 . The harvested energy E a,2 and backscattered signal b 2 (t) with the reflection coefficient 0 < α 2 ≤ 1 can be respectively written as
where c 1,2 (t) denotes the backscattered signal of RU and
Then, the received signal y 3 (t) at AP is
. (12) Similarly, the SNR at AP is expressed as
Accordingly, the RU-AP link throughput D 2,3 are calculated as
. During one frame, the total harvested energy of BU and RU are expressed as
Correspondingly, the total energy consumed by BU and RU maintaining their circuit normal operation in their active state are given by
where P B and P D denote the respective power required for operating backscatter transmission and decoding backscatter signal of BU [12] , and P B ≥ P D is assumed. 
IV. THROUGHPUT MAXIMIZATION RESOURCE ALLOCATION
C1 indicates that the summation of three time variables cannot exceed the duration of one frame. C2 limits that each time duration must be non-negative. C3 and C4 indicate the energy constrains for BU and RU that the total consumed energy can't exceed their total harvested energy. C5 guarantees that RU not only relays the BU traffic but also tries its best to transmit more its own traffic to AP. C6 is a necessary condition that M bits information can be correctly decoded through the BU-RU link. Note that the problem P1 is a non-convex problem since the optimization variable t and α 1 , α 2 are coupled in both objective function and the constrains C3, C4, C5 and C6. And it is also a two-node multiple parameters joint optimization problem. To solve this complicated non-convex joint optimization problem, we propose a MSIO scheme to optimize problem P1 for obtaining its optimal solution
B. THROUGHPUT MAXIMIZATION ANALYSIS
To solve problem P1 for obtaining its optimal solution, we present the following lemmas. Lemma 1: t 0 + t 1 + t 2 = T f is a necessary but insufficient condition for problem P1 obtaining the optimal solution.
Proof: It is assumed that {t 0 ,t 1 ,t 2 ,α 1 ,α 2 } is the optimal solution of problem P1 satisfyingt 0 +t 1 +t 2 < T f . The objective function value corresponding to the optimal solution is denoted asD 2, 3 . Additionally, assume that {t 0 ,t 1 ,t 2 ,α 1 ,α 2 } satisfying C1 and C2 is a suboptimal solution of problem P1 and {t 0 ,t 1 ,t 2 } = {t 0 ,t 1 ,t 2 }. The objective function value corresponding to suboptimal solution is denoted asD 2, 3 and D 2,3 <D 2,3 . Then, there exists t > 0 satisfying the following equation.
We divide t into three parts first according to a certain ratio to guarantee that the energy constrains C3 and C4 are satisfied, and then assign them tot 0 ,t 1 andt 2 respectively. Consequently,t 0 ,t 1 andt 2 is written as
Substituting {t 2 ,α 2 } into equation (14), we get the valueD 2, 3 . Due to D 2,3 are the increasing functions with respect to the parameter t 2 , thereforeD 2,3 >D 2,3 , which is contradicted with the assumption. Then, the lemma 1 is proved.
Lemma 2: E 2 = E c,2 is a necessary but insufficient condition for problem P1 obtaining the optimal solution.
Proof: Assume that {t 0 ,t 1 ,t 2 ,α 1 ,α 2 } is problem P1 optimal solution which satisfies with E 2 > E c,2 = P Bt2 + P Dt1 and the corresponding objective function value is denoted as D 2, 3 . Additionally, assume that there exits another solution {t 0 ,t 1 ,t 2 ,α 1 ,α 2 } satisfying the constraint C7 and the following equations.
Obviously, we can easily get α 2 >α 2 . Then the new objective function value corresponding to the solution
Due toD 2, 3 is an increasing function with respect to the parameter α 2 , we can conclude that α 2 >α 2 leads tõ D 2,3 >D 2,3 which is contradicted with the aforementioned assumption. Thus, the lemma 2 is proved.
Lemma 3: D 1,2 = M is a necessary but insufficient condition for problem P1 obtaining the optimal solution.
Proof: Lemma 3 is consistent with the intuition. The equation (8) shows that D 1,2 is an increasing function with respect to the variable t 1 . The smaller value of D 1,2 , the smaller time t 1 is required. Correspondingly, according to lemma 1, time t 2 will increase which results in the increment of objective function value. Obviously, D 1,2 = M contributes a lots to achieve the maximum objective function value. Thus, the lemma 3 is proved.
Using the above lemmas, problem P1 can be rewritten as
Problem P2 describes a non-convex joint optimization problem. The optimal parameters t * and {α * 1 , α * 2 } are obtained by jointly optimizing the parameters of BU and RU. Obviously, it will be very difficult to solve problem P2 directly for obtaining the optimal solution by use of joint optimization method. Therefore, to solve the problem P2 efficiently, we first analyze the time frame structure of BU and RU shown in Fig. 2 . During the time t 0 , BU enters sleep state to harvest the energy that is used for maintaining its circuit normal operation when it backscatters the data in the active state during the time t 1 , and the energy harvested in sleep state by RU is not only used for decoding BU data during the time t 1 but also for maintaining its circuit normal operation while RU backscattering the data during the time t 2 . Consequently, to obtain the optimal variables t * = {t * 0 , t * 1 , t * 2 } and {α * 1 , α * 2 } efficiently, we decompose the joint optimization problem into two independent optimization sub-problems and define t 01 as BU energy harvesting time, t D 02 as RU energy harvesting time during which the harvested energy is used to decode the data backscattered by BU during the time t 1 , and t 02 as RU energy harvesting time during which the harvested energy is used to maintain its circuit normal operation while backscattering the data during the time t 2 . Finally, the iterative algorithm is employed to obtain the optimal solution of problem P2. We name this method as MSIO scheme in this paper.
The first sub-problem is formulated by optimizing BU backscattering process to achieve the minimum summation of t 01 and t 1 while M bits data of BU can be correctly decoded by relaxing all the constrains pertaining to the RU in problem P2. The optimal variables t ηP S |h0,2| 2 and
where T denotes the remaining time which are used for RU backscattering data. Correspondingly, the second sub-problem is formulated by optimizing the time T for achieving the maximum throughput of RU to derive the optimal parameters t + 02 , t + 2 and α + 2 . Finally, the iterative algorithm is employed to obtain the optimal solution of problem P2 by jointly optimizing the parameters t
C. THROUGHPUT MAXIMIZATION RESOURCE ALLOCATION
In this section, MSIO scheme is described to achieve the maximum system throughput by optimizing resource allocation scheme, which consists of three main steps. In step one, the parameters of BU-RU link are optimized to achieve the minimal time resource taken by BU backscattering M bits data to RU. In step two, the parameters of RU-AP link are optimized to achieve maximum throughput while considering the optimal solution obtained in the first step. In step three, the iterative algorithm is employed to optimize the results of step one and step two for obtaining the optimal solution of problem P2.
1) STEP ONE
To solve the first sub-problem, we formulate a new optimization problem by relaxing all the constrains unrelated to BU backscattering in problem P2. The new optimization problem VOLUME 7, 2019 is written as
where E 1 , E 2 denote the harvested energy by BU and RU, respectively, which are expressed as 
Similarly, t L 2 is derived from constrain C5 and is expressed as
Hence, t U 1 and t U 01 are written as
Since t 1 is coupled with the reflection coefficient α 1 in constrains C3 and C10, the optimization problem P3 is a non-convex problem. To obtain the optimal solution of problem P3, we employ a two-stage method. Firstly, by relaxing the constrain C4 , we formulate a new optimization problem which is written as
Obviously, if the optimal solution of problem P4 satisfies constrain C4 , it is also the optimal solution of problem P3. Otherwise, the problem P4 optimal solution need to be further optimized to obtain the problem P3 optimal solution which satisfies constrain C4 . Therefore, we first solve problem P4 to obtain its optimal solution. Then the obtained optimal solution of problem P4 is further optimized with consideration of constrain C4 to obtain the optimal solution of problem P3.
From the constrain C10, α 1 is derived and expressed as
Similar to lemma 2, we conclude that problem P4 objective function gets its minimum value while constrain C3 satisfying E 1 = P B t 1 . Therefore, substituting α 1 expressed by equation (33) into E 1 = P B t 1 , then t 01 is written as
Therefore, the problem P4 objective function is given by
Hence, the problem P4 is rewritten as
Note that problem P5 is a convex problem because both the constrain and objective function are convex [19] which is proved in Appendix A. Using convex optimization method, we derive the optimal variables shown as follow.
Theorem 1: the optimal solution of problem P5 is given as follows.t
Derived from the equations (33) and (34),α 
Then, we obtain the optimal solution of problem P4 expressed as {t 
Accordingly, Algorithm 1 is formulated to solve the problem P3.
2) STEP TWO
Using the optimal solution obtained in step one, we calculate the variable t D 02 =
ηP S |h0,2| 2 . Then, the remaining time in one frame used for RU backscattering data is calculated as
Therefore, the second sub-problem is formulated to optimizes the time T for obtaining the optimal parameters t + 02 , t + 2 and α + 2 that can make RU achieve the maximum throughput which is given by
where t U 02 = T − t L 2 is the upper bound of t 02 ; and E 2 is energy harvested by RU during time T which is written as
Note that problem P6 is a non-convex problem since the optimization variables t 02 , t 2 and α 2 are coupled in both objective function and constrains C3 , C5. To solve this optimization problem, we equivalently transform the non-convex problem P6 into a convex optimization problem to obtain the optimal parameters t + 02 , t + 2 and α + 2 . Combining constrains C3 with C1 , α 2 is expressed as
Using constrain C5 , t 2 is also given by
Combining constrain C2 with the equation (43), t 2 is rewritten as
}. Substituting equation (42) into the objective function of problem P6, then problem P7 is formulated which is expressed as
Note that problem P7 is a convex problem which can be proved via perspective function [19] . Obviously, the objective function D 2,3 of problem P7 is a continuous and derivable function with respect to variable t 2 . Then,
dt 2 is given by
can be expressed as
Obviously, D 2,3 < 0. Therefore, the maximum of the objective function can be obtain when t 2 satisfying D 2,3 = 0. Consequently, we solve the equation D 2,3 = 0 to obtain the problem P7 optimal solution t 2 = λ 3 T x * −c . where x * > 1 is the unique solution for equation f (x) = xlnx − x + c = 0. Thus, the problem P7 optimal solution is expressed as t constrain (42). Therefore, the problem P6 optimal solution is written as
Correspondingly, Algorithm 2 is formulated to solve the problem P6.
3) ITERATIVE OPTIMIZATION
We analyze the optimal parameters t * 0 , t * 1 , t * 2 , α * 1 , α * 2 of original problem P1 to derive the iterative optimization algorithm. It is known that problem P1 is decomposed into problem P3 and problem P6. Thus, when the optimal solution {t * 0 , t * 1 , t * 2 , α * 1 , α * 2 } is applied to problem P3 and problem P6, there may exist the following scenarios.
• {t * 0 , t * 1 , α * 1 } is the optimal solution of problem P3 and {t * 0 , t * 2 , α * 2 } is also the optimal solution of problem P6.
• Either {t * 0 , t * 1 , α * 1 } is the optimal solution of problem P3 and {t * 0 , t * 2 , α * 2 } is not the optimal solution of problem P6, or {t * 0 , t * 1 , α * 1 } is not the optimal solution of problem P3 and {t * 0 , t * 2 , α * 2 } is the optimal solution of problem P6. 01 not only guarantees the minimum time resource taken by BU backscattering M bit data to RU, but also enables RU achieving maximum throughput. Consequently, we can directly get the optimal solution which is given by . It is considered as the combination of the first method and the second method, the change of system throughput depends on the decrement amount of t + 02 or the increment amount of t + 01 . Therefore, the second method is the best to improve the system throughput further. We adopt the second method and an iterative optimization method is employed to optimize it for obtaining the maximum system throughput. Firstly, let t . By comparing the two methods, we know that the first method results in the decrement of T which will drop the system throughput greatly and the second method keeps T unchanged which leads to the increase of RU energy harvesting time and the decrease of its backscattering the data time. It is easily proved that the second method can achieve more throughput than that of the first method. Therefore, for t
case, the second method is selected that increase the variable t + 02 to make t
02 . Then, the optimal parameters are given by
Finally, we summarize the MSIO scheme into Algorithm 3, which presents the detailed procedures to solve the original problem P1.
4) COMPUTATIONAL COMPLEXITY ANALYSIS
The literature [13] presented a two-stage method to achieve the maximum throughput by the optimal tradeoff between the sleep and active states and the optimal reflection coefficient, where no iterative algorithm is applied to obtain the optimal solution. We define its computational complexity as O(1). Comparing Algorithm 1 and Algorithm 2 with the algorithm in literature [13] , we find out that they have the similar computational complexity. Therefore, we think that Algorithm 1 and Algorithm 2 have the same computational complexity which is expressed as O(1). During MSIO performing the iterative optimization procedure, Algorithm 2 needs to be executed once for each iteration. Similarly, the computational complexity for once iteration process is considered as O(1). Consequently, the computational complexity of MSIO is expressed as O(N +2), where N is the number of iterations. Fortunately, the number of iterations is no more than 3 which is shown in Fig 3. Therefore, we conclude that MSIO can be easily implemented.
V. NUMERICAL RESULTS

A. SIMULATION CONFIGURATIONS
In this section, numerical results are provided to demonstrate MSIO performance. The following parameters are used for simulation unless stated otherwise. The simulation duration is ten time frames and the channel model between arbitrary node m and node n is modeled as h m,n [16] , where ξ is shadow fading (SF) factor which follows a log-normal distribution with location value of 0 and standard deviation ( = 5 dB for the BU and AP link and = 0 dB for the other links); g m,n ∼ CN (0, 1) denotes the channel coefficient between two nodes m, n and is set as g m,n = 1 for simplicity [16] ; d m,n is the distance between node m and node n. W = 100 Hz, M = 60 bits, the distance between PB and BU d 0,1 = 20 m, the distance between PB and RU d 0,2 = 18 m, the distance between BU and RU d 1,2 = 17 m, the distance between RU and AP d 2,3 = 16 m, the distance between BU and AP d 1,3 = 31 m, P S = 23 dBm [12] , σ 2 = −70 dBm [16] , η = 0.6 [12] , T f = 1.0 s, P B = −16.5 dBm [29] and P D = −20.5 dBm [30] .
The MSIO scheme is named as 'Optimized relay' in this section whose performance is compared with that of the other four schemes. They are 'Unoptimized relay', 'Direct, SF = 0dB', 'Direct, SF = 3dB' and 'Direct, SF = 6dB', respectively. 'Unoptimized relay' is the scheme that α 1 and α 2 are set to 1 respectively and t 0 is big enough for both BU and RU harvesting sufficient energy to meet the requirement for their subsequent data transmission during the time t 1 and t 2 . 'Direct, SF = 0dB', 'Direct, SF = 3dB' and 'Direct, SF = 6dB' denote BU backscattering M bit data directly to AP and shadowing fading standard deviations between BU and AP are = 0dB, = 3dB and = 6dB, respectively. Because BU transmits M bit data per frame (T f = 1), BU data rate is defined as M bps. For ease of presentation, we define 'Direct, SF = 0dB', 'Direct, SF = 3dB' and 'Direct, SF = 6dB' as direct transmission schemes in which T f is divided into t 0,B , t 1,B and t 2,B for BU. Similarly, T f is divided into t 0,R and t 1,R for RU in direct transmission schemes, where t 0,R and t 1,R denote RU energy harvesting time and RU backscattering data time, respectively. During t 0,B , both BU and RU harvest energy. And during the time t 1,B , BU backscatters the data to AP while RU continues to harvest energy. During the time t 2,B , BU enters idle state and RU may either harvest energy first and then backscatters the data to AP, or only backscatters the data to AP. To achieve the good performance, t 0,B and t 1,B are optimized with Algorithm 1 and t 0,R and t 1,R are optimized by utilizing Algorithm 2 with the constrain t 0,R ≥ t 0,B + t 1,B . In the simulation, the statistical throughput is the total data bits received by AP in ten second which contains ten time frames, and the statistical time for transmitting M bits data is the average time taken by M bits data transported from BU to AP.
B. PERFORMANCE EVALUATION 1) CONVERGENCE PERFORMANCE
To demonstrate MSIO convergence performance, we have simulated the relationship between the throughput performance of 'Optimized relay' with three different BU date rate M bps and the number of iterations shown in Fig. 3 . We see that three schemes throughput converges to their respective maximum value after three iterations and the number of iterations is independent of parameter M . And the maximum throughput of 'Optimized relay' decreases with the increment of BU data rate M bps. The reason is that M bits data transmission from BU to AP takes more time resource. Firstly, BU backscatters M bits data to RU which take time t 0 + t 1 . Secondly, RU relays BU M bits data and backscatters these data to AP which takes a part of time t 2 . Consequently, the cost of per bit data transmission from BU to AP is bigger than that of per bit data transmission from RU to AP. Since the statistical throughput is the total data bits received by AP, the bigger BU data rate M bps results in the smaller system throughput.
2) IMPACT OF PB POWER ON MSIO PERFORMANCE
To investigate the relationship between PB transmit power and system throughput. We change PB transmit power from 18 dBm to 32 dBm to obtain the corresponding system throughput for five schemes shown in Fig. 4 , which indicates that the throughput of 'Optimized relay' and 'Unoptimized relay' increases sharply as PB transmit power increases. And the throughput of three direct transmission schemes is zero when PB transmit power is less than 20 dBm. The reason is that BU cannot finish M bits data transmission from BU to AP within one frame duration because the poorer capacity between BU and AP which results from the lower PB transmit power. We define this scenario as no direct path between BU and AP in this section unless stated otherwise. when PB transmit power is bigger than 21.4 dBm, 'Direct, SF = 0dB' achieves more throughput than 'Optimized relay' while 'Direct, SF = 6dB' has still no direct path between BU and AP. When PB transmit power is bigger than 22 dBm, three direct transmission schemes have the direct path to AP. And 'Direct, SF = 0dB' always behaves better than 'Optimized relay'. When the PB transmit power is 32 dBm, 'Direct, SF = 0dB' and 'Direct, SF = 3dB' achieve more throughput than that of 'Optimized relay', and the throughput of 'Direct, SF = 6dB' is close to that of 'Optimized relay'.
Additionally, we also collect the time taken by BU transmitting M bits data from BU to AP while the performance of throughput vs. PB transmit power is simulated. No direct path between BU and AP in Fig. 4 means that the time taken by BU transmitting M bits data to AP exceeds one time frame duration which is shown in Fig. 5 . When PB transmit power is bigger than 22 dBm in Fig. 4 , 'Direct, SF = 0dB' achieves more throughput than that of 'Optimized relay' even if the time taken by BU transmitting M bits data to AP is more than that of 'Optimized relay'. The reason is that RU energy harvesting time is no less than t 0,B + t 1,B in 'Direct, SF = 0dB' which is more than that of 'Optimized relay'. Hence, RU backscatters data to AP during time t 1,R with the bigger reflection coefficient which improve RU transmission data rate. Fig. 5 also indicates that the time taken by BU backscattering M bits data to AP drops sharply in five schemes while PB transmit power increases. Therefore, we conclude that PB transmit power has a dramatic impact on the MSIO performance. And when PB transmit power is bigger than 21.4 dBm, 'Direct, SF = 0dB' behaves best among all the schemes.
3) IMPACT OF BU DATA RATE ON MSIO PERFORMANCE
To verify the impact of BU data rate on MSIO performance, we have simulated the system throughput performance of five different schemes while changing BU data rate M from 60 to 140 bps. The relationship between the throughput of five schemes and BU data rate is shown in Fig. 6 and the corresponding time taken by BU transmitting M bits data to AP is shown in Fig. 7 . Because the cost required by BU backscattering M bits data to AP is more than that of the equivalent data backscattered from RU to AP, the throughput of five schemes decreases while increasing BU data rate M . Fig. 6 indicates that increasing BU data rate has the greatest impact on three direct transmission schemes while PB transmit power remains unchanged. And when BU data rate is bigger than the threshold, the direct path between BU and AP will disappear. Fig. 7 shows the time taken for transmitting M bits data from BU to AP versus BU data rate, Which shows that the time increases linearly while BU data rate increases linearly. And when the time taken for transmitting M bits is bigger than one frame duration shown in Fig. 7 , the corresponding direct path between BU and AP disappears shown in Fig. 6 . When BU data rate is 140 bps, three direct transmission schemes have no direct path between BU and AP. However, 'Optimized relay' and 'Unoptimized relay' still can finish the data transmission and 'Optimized relay' achieves about 15% throughput performance gain compared with 'Unoptimized relay'. Therefore, we conclude that BU data rate have heavier impact on the direct transmission scheme than that of 'Optimized relay' and 'Unoptimized relay' schemes. And when BU data rate is bigger than 80 bps, 'Optimized relay' behaves best among five schemes.
4) IMPACT OF DISTANCE BETWEEN BU AND AP ON MSIO PERFORMANCE
To investigate the impact of distance between BU and AP on MSIO performance, Three new scenarios 'Direct, BU-AP = 10m', 'Direct, BU-AP = 20m' and 'Direct, BU-AP = 30m' are simulated and compared with that of 'Optimized relay' and 'Unoptimized relay' while BU data rate changes from 60 to 140 bps. Their throughput performances are shown in Fig. 8 which indicates that the shorter distance between BU and AP contributes to the bigger BU-AP link capacity. Correspondingly, and the less time is taken by BU backscattering M bits data to AP which is shown in Fig. 9 . When t 0,R > t 0,B + t 1,B , increasing BU data rate contributes to the system throughput improvement in direct transmission schemes. It is due to that the capacity of link BU-AP is bigger than M bits within t 0,R . For example, 'Direct AR = 10m' achieves the best throughput performance and its throughput increases as BU data rate increases from 60 to 110 bps shown in Fig. 8 . And when t 0,B + t 1,B = t 0,R , increasing BU data rate results in the decrement of RU backscattering time t 1,R , which may leads to the decrement of system throughput. Furthermore, combining Fig. 8 with Fig. 9 , we see that the VOLUME 7, 2019 direct path between BU and AP for 'Direct, AR = 30' and 'Direct, AR = 20' disappears while t 0,B + t 1,B > 1. Therefore, we conclude that the distance between BU and AP has no impact on MSIO performance. However it has a heavy impact on the performance of direct transmission scheme. Additionally, we also can see from Fig. 8 that 'Optimized relay' achieves the best performance among the five schemes when the distance between BU and AP is bigger than 20 m and BU data rate is bigger than 110 bps.
5) IMPACT OF DISTANCE BETWEEN PB AND BU ON MSIO PERFORMANCE
To explore the impact of distance between BU and AP on MSIO performance, we have simulated the throughput performance of five schemes while the distance between PB and BU varies from 14 m to 26 m which is shown in Fig. 10 . When the distance is bigger than 18 m, the system throughput of three direct transmission schemes decreases dramatically. As we expected, the link BU-AP capacity decreases as the distance between PB and BU increases. The longer distance results in the weaker backscattering signal received by AP. When the distance is shorter than 18 m, three direct transmission schemes achieve the more throughput than that of 'Optimized relay'. Different shadow fading coefficients between the BU and AP have different impact on system throughput during the distance varying from 14 m to 26 m. When the distance is short enough to meet with t 0,B + t 1,B < t 0,R , further decreasing the distance do not contribute to the increment of system throughput. The reason is that the link BU-AP capacity is bigger than BU actual data rate within t 0,R . The distance thresholds satisfying with t 0,B + t 1,B < t 0,R for 'Direct SF = 0dB', 'Direct SF = 3dB' and 'Direct SF = 6dB' are 14 m, 16 m, 18 m, respectively. Therefore, we conclude that the distance between PB and BU has a slight impact on MSIO performance. However it has a heavy impact on the performance of direct transmission schemes.
6) IMPACT OF DISTANCE BETWEEN PB AND RU ON MSIO PERFORMANCE
We have also studied the impact of distance between PB and RU on MSIO performance. And the system throughput of five schemes has been simulated while the distance d P,R varies from 8 m to 18 m. Their throughput performance is shown in Fig. 11 which indicates that 'Direct, SF = 6dB' scheme behaves the worst throughput performance. Another obvious feature shown in Fig. 11 is that the system throughput of five schemes almost linearly decreases while the distance d P,R increases. In particular, the throughput of 'Optimized relay' and 'Unoptimized relay' declines more sharply than that of three direct transmission schemes. The reason is that their throughput depends more heavily on the link RU-AP capacity. The increment of the distance d P,R means RU receives the weaker signal from PB, which results in the lower link RU-AP capacity. When d P,R < 14m, our proposed scheme can achieve the best throughput performance among the five schemes. All in all, the distance between PB and RU has a heavy impact on the performance of the five schemes. Relatively speaking, the distance between PB and RU has the heavier impact on the throughput performance of 'Optimized relay' and 'Unoptimized relay' than that of three direct transmission schemes. Fig. 12 indicates the performance of energy harvested and consumed for five different schemes. Obviously, only in 'Optimized relay' scheme, the energy harvested by BU and RU is completely consumed to maintain the circuit normal work in their active state which results from the optimal parameters obtained by MSIO. For 'Unoptimized relay' scheme, the energy harvested by BU is more than the energy consumed to maintain circuit normal work in the active state, while the energy harvested by RU is exactly equal to the energy consumed to maintain its active state circuit normal work. The cause is that the reflection coefficient of BU and RU is set 1 without optimization and the energy harvesting time t 0 can only guarantee one of them is optimal. Additionally, the time t 1 taken by BU backscattering M bits data to RU in 'Unoptimized relay' is less than that of 'Optimized relay' scheme leads to the energy consumed by BU in 'Unoptimized relay' to be less than that of 'Optimized relay' scheme.
7) ENERGY HARVESTING AND CONSUMPTION PERFORMANCE ANALYSIS
It can also be seen from Fig. 12 that three direct transmission schemes have the similar characteristics that the energy harvested by BU is completely consumed to maintain its active state circuit normal work while the energy harvested by RU is more than the energy consumed by its active state circuit consumption. The bigger shadow fading standard deviation is, the more energy is needed for BU to transmit the same information to AP which leads to the longer t 0 and t 1 . In direct transmission schemes, RU has no obligation to relay BU traffic which results in the more time to harvest energy. Then the energy harvested by RU increases as different shadow fading standard deviation increases. Furthermore, the smaller t 1,R contributes to the less energy consumed to maintain RU circuit normal work in active state.
VI. CONCLUSION
In this paper, a two-user single-DF-relay ambient backscatter communication system have been investigated where one user and DF relay are integrated into one device named as RU and the other user is named as BU. Therefore, RU acts as not only a user but also a DF relay in the network. we study the network throughput maximization problem and formulate an optimization problem for it which is proved to be a non-convex problem. The MSIO scheme is proposed to solve this non-convex optimization problem for maximizing system throughput. It breaks the original optimization problem into two non-convex sub-problems. The first sub-problem is optimized to achieve the minimal time resource for the first link with a given data rate, and the second sub-problem aims at achieving the maximal throughput for the second link with consideration of the first sub-problem results. By exploiting the properties of their constrains, we convert two non-convex sub-problems into two convex problem. Then their optimal solutions are obtained sequently by use of convex optimization methods. Finally, the iterative algorithm further optimizes the results of the two sub-problems to achieve the maximum throughput. Numerical results have shown that the proposed scheme always achieves the more throughput than that of 'unoptimized relay' scheme. By exploiting the direct transmission with different shadow fading variances, we concluded that when the shadow fading variance between BU and AP is big enough or the distance between BU and AP is far enough to make direct path between them disappear, MSIO is the best scheme to keep the system working normally.
APPENDIX A CONVEX PROOF OF PROBLEM P5
Let f (t 1 ) = t 01 + t 1 Wt 1 > 0. Therefore, f (x) is a convex function [19] . Because the domain of t 1 is a convex set, the problem P5 is a convex problem. VOLUME 7, 2019 
APPENDIX B PROOF OF THEOREM 1
It is known that problem P5 is a convex optimization problem and the objective function is a strict convex function that has been proved in Appendix A. Additionally, the constrain of the problem P5 is a closed continuous interval. Therefore, we conclude that there exists a unique optimal solution satisfying the constrain C2 . Then employing convex function properties leads to the following f (t 1 
When g(x) = xe x − e x with x > 0, g (x) = xe x + e x − e x = xe x > 0 shows that g(x) is a monotone-increasing function with respect to x > 0. Therefore, we conclude that there exits unique x * > 0 satisfying the equation (55 
