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ABSTRACT
A new Mississippi River Delta is building in Atchafalaya Bay 
of southcentral Louisiana as a result of a upstream natural 
diversion in river course. The present study focuses on 
several distinct but complementary aspects of the physical 
processes of the modern Atchafalaya River Delta.
Coherence analysis reveals that the subtidal fluctuations of 
water stage and current velocity in the estuarine area are 
closely related to atmospheric forcing at different time 
scales. The water stage fluctuations at Morgan City had 
significant variance at time scale 2.5-10 days which was 
driven by local longitudinal (north-south) winds. There were 
also fluctuations at periods of 3 days which were the result 
of up—bay propagation of sea level fluctuations generated by 
longshore (west-east) winds. In winter local longitudinal 
winds were dominant, and in summer coastal Ekman flu« driven 
by longshore winds became more pronounced. It is possible to 
estimate by a linear model the subtidal current driven by 
winds if enough long-term records are available.
Several characteristics annual sediment flu», seasonal
variation in suspended sediment, grain sice variation, 
abnormally large floods and sediment transport, delta growth 
rate, and channel geometry etc.) of sediment input from the
j; i i i
Atchafalaya River, importance for understanding deltaic 
depositional processes are examined.
Cluster analysis, based on grain size distribution, is 
applied to three sets of sediment samples totaling 563 to 
determine the natural grouping of the sediments in 
Atchafalaya Bay. Clusters produced proved to be 
sedimentolagically meaningful and environmentally significant. 
Each cluster is related to certain environment(e ) of 
deposition identified by previous studies.
Based on nanparametric statistical tests, seasonal variation 
in sediment grain size differs among delta lobes. This can be 
explained by seasonal variations of atmospheric forcings and 
the difference in elevation and location of delta lobes.
x i v
INTRODUCTION
Atchafalaya Bay is located along the southcentral Louisiana 
coast (Figure 1-1), which is recognized as one of the most 
dynamic coasts in the world. Location of the bay is 
approximately 190 km west of the modern Mississippi River 
Delta. The bay is 53 km wide and 13 km long, with a surface 
area of 600 square km. Two deltas, the Lower Atchafalaya
River Delta and the Wax Lake Delta, have been prograding
across Atchafalaya Bay since the early to mid 1970s,adding an 
average of 3.6 square km of land per year (Wells, 1984).
The Atchafalaya River now captures approximately 30 percent 
of the latitude flow (combined flow of the Mississippi River 
and Red River at latitude of 31 .degrees north) at the Did 
River Diversion Structure (Figure 1—2), and carries with it 
an average 43 million metric tons of sediment in suspension 
each year (Keown et al, 1980).
OBJECTIVES
The present paper is a study of several distinct but
complementary aspects of the physical processes operating in
the eastern Atchafalaya Delta. The topics addresses are:
1. Subtidal variations of water stage and current velocity 
at the Atchafalaya River mouth and their relation to
atmospheric forcing.
2. Suspended sediment input to the lower Atchafalaya River 
and its relationship to fresh water discharge.
3. Surface sediment distribution patterns as an
indication of depositional environments and their 
seasona.l variation.
Several research methods are employed to fulfill these 
objectives. These methods are discussed in Chapter II.
DESCRIPTION OF THE STUDY AREA
Atchafalaya Bay is very shallow, with average depth of about 
1.5 m below National Geodetic Vertical Datum (NGVD). The gulf 
side of the bay is bounded by a submerged and discontinuous 
oyster reef barrier which dissipates much of the wave energy 
incoming from the gulf. The two principal sources of fresh 
water to the system, flowing into the northern side of the 
bay, are Wax Lake Outlet and Lower Atchafalaya River Outlet.
A navigation channel bisects Atchafalaya Bay, extending from 
the mouth of the river through the Point au Fer Shell Reef 
(Figure 1-1). Continual dredging to maintain a 4 m deep and
60 m wide channel has left several spoil banks parallel to 
the main cut.
River runoff is the primary source of energy that governs the 
evolution of Atchafalaya Delta. The mean flow at Simmesport 
for the period 1928-1982 was 5,270 cms (USGS. Water Resources 
Data,1982). For the period 1961-1977 the average flow was 
6,003 cms, whereas for 1972-1977 the average was 7,702 cms, 
showing the impact of the high flood years 1973-1975. The 
mean discharge for the high water year 1975 was 9,095 cms. 
For the period 197S-19B2 the average dropped back to 6,003 
cms.
The recorded maximum discharge at Simmesport was 22,115 cms 
observed on May 12, 1973 (stage 16.59 m above NGVD). The
recorded minimum flow was 297 cms occurring on (June 24, 1964
(stage 0.43 m above NGVD). The ratio between the two extremes 
is 74.4. (All discharge statistics were calculated from on 
Water Resources Data, USGS.)
During the period 1975 to 1982, the maximum average monthly 
discharge of 10,619 cms occurred in April, and the minimum 
monthly average of 2,069 cms fell in September.
The tides in Atchafalaya Bay alternate between diurnal and 
mixed, with the principal diurnal tides (Ki and 0 1 ) being 
dominant over the principal semidiurnal (M2 and S2) 
components. The tidal characteristics for the period 1942- 
1967, expressed in meters referenced to NGVD at Morgan City, 
Calumet, and Eugene Island, are shown in Table 1-1 (data from
4
Garrett et al, 1969).
TABLE 1-1 TIDAL CHARACTERISTICS
Morgan City Calumet Eugene Island
Tidal Ranges (m)
Extreme spring 1. 19 1. 16 —
Mean diural 0.40 0. 43 0.58
Elevations (m, NGVD)
Mean high water 0.5B 0. 5Q —
Mean low water 0.23 0 . 26 —
Effects of hurricanes 
(maximum high water)
2.59 2.53 2. 07
Effects of northly 
storms
(minimum low water)
-0.70 -0. 85 -1.07
Source o-F data: Garrett et al , <1969)
The long east-west fetch length of Atchafalaya Bay allows 
frequent development of wind-generated waves of 0.3 to 0.6 m 
(Cratsley, 1975).
The barrier shell reef on the gulf side of the bay provides 
protection from gulf wave energy, but some energy is 
transmitted across the reef. Wave energy provides a mechanism 
for resuspension of deltaic sediment and is thought to be 
responsible for reworking of the delta during periods of low 
river flow (Letter, 19S2).
Sediments from the Atchafalaya River are the major source of
material for the Delta. The average annual suspended sediment 
load of the Lower Atchafalaya River is 43 million metric tons 
(USACOE, New Orleans District, 1974). During the high water 
years of 1973-1975, the river carried 89 million metric tons 
annual 1y .
During the years having moderate flood flows, the suspended 
sediment contained about 22 percent sand and 78 percent silt 
and clay. In major flood years the sand fraction increased to 
25 percent (USGS, Water Resources Data, 1962-1982).
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CHAPTER I LITERATURE REVIEW
ESTUARINE DYNAMICS
In his pioneering work , D. W. Pritchard <1952, 1954, 1955, 
1956, 1958) described estuarine physical processes
through the use of the momentum, continuity, and salt 
balance equations. Pritchard described and classified the 
tidally averaged circulation patterns based on the salt 
balance equation, and in 1955 clearly identified the 
role of baroclinic pressure gradients within estuaries in
driving the classical patterns of nontidal exchange with the 
coastal ocean (Wiseman, 19B4). Although Pritchard (1956) did 
not include wind stress in his study in the James River, he 
anticipated the possible importance of other forces in 
driving estuarine mean flow.
Rattray and Hansen (1962) and Hansen (1967) solved the
momentum and salt balance equations under simplified
theoretical conditions by applying similarity principles. 
They concluded that the nontidal (residual) motion in a 
partially mixed estuary can be induced locally by horiaontal 
salinity gradients, wind forcing, and river runoff. Based 
on the theoretical solution they derived, Hansen (1967)
pointed out that a rather small value of mean wind stress 
appeared to have greater significance in the circulation 
and salinity distribution than had been recognized 
previously- Subsequent studies have supported their findings.
For many years the effects of wind stress on estuarine
circulation and dynamics received virtually no attention
from the point of view of either physical oceanography or 
sedimentology. In the middle 1970's Weisberg and Sturges 
(1976) and Weisberg (1976) clearly identified the importance 
of atmospheric forcing in studies of Narragansett Bay.
A series of papers by Elliott and Wang (1978), Wang and 
Elliott (1978) and Wang (1979) perhaps are the most 
comprehensive on the subtidal exchange between estuarine and 
coastal waters. By means of coherence analysis, a number of 
well-defined frequency bands with significant coherence- 
squared values between water level within the Chesapeake Bay 
and its adjacent coastal waters, and between wind stress and 
current velocity were identified. In a year-long observation 
of the Potomac Estuary, Elliott and Wang (1978) noted that 
the 'classical' two-layer circulation pattern was observed
for 43/i of the time and had a mean duration of 2.5 days for
each occurrence, and that the second most common flow 
patterns, each occurring 2 0X of the time, were landward 
directed flow over the whole water column (storage) and the 
reverse of the classical circulation (landward flow at the 
surface and seaward flow at the bottom). Furthermore, 
according to their study, both the 'classical' and reverse
10
classical patterns were associated with local wind -forcing. 
Their observations in the Potomac Estuary showed that a 
downstream wind was associated with the classical circulation 
pattern and an upstream wind with the reverse of the 
classical pattern.
In his study on the response of water elevation to tides and 
wind effects along the Louisiana coast, Kjerfve (1975) found 
that wind effects can cause considerable changes in mean 
water elevation through the Ekman effect, on a time scale 
greater than diurnal, in Caminada Bay, a very shallow bat—  
built estuary in Louisiana. Winds parallel (west-east) rather 
than normal (north-south) to the coast were found to control 
the mean water level in Caminada Bay.
According to Kemp and Wells (1980) the water level in the 
Atchafalaya Eiay responds most strongly to the north-south 
(cross-shelf) winds. During a given frontal passage, sea 
level may rise and fall as much as 120 cm.
Chuang and Wiseman (1983) examined the relation between sea 
level fluctuation and wind stress from 5 months of data 
along the Louisiana-Texas shelf. They found that regional sea 
level response varied considerably; it responded mainly to 
alongshore wind at Galveston, but cross—shelf wind at Eugene 
Island. They pointed out that this spatially nonuniform 




Atchafalaya Delta can be classified as (1) a highly 
constructive delta (Fisher et al. 1969). (2) a class 1 type
delta (Coleman and Wright 1975), and (3) as a fluvial- 
dominated delta (Baliaway 1975).
The origin of the Atchafalaya Basin, Bay, and River are 
closely related to development of the Lower Mississippi River 
system and much of the Louisiana coastline. Numerous 
published works have described this evolution; and the 
synthesis presented in this paper follows that of the well- 
cited work of Fisk (1952), Coleman and Gagliano (1964), and 
Frazier (1967). For more information, the reader is referred 
to the geological and geomorphological history of the Lower 
Mississippi River system, associated deltas, and the chenier 
plain coast of southwestern Louisiana. One of the most 
complete descriptions of the historical evolution of the 
Atchafalaya Basin and Bay was given by Shlemon (1972). He 
traced not only past events but projected the trends of delta 
growth into the future.
Fisk (1952) pointed out that the Atchafalaya River was a 
definite distributary of the Mississippi River by 1542, but 
discharges were small and sporadic until 1839 (Morgan et al, 
1953) . By 1900 the Atchafalaya River carried about 13/i of the 
Mississippi's flow (Morgan et al, 1953). By 1952, almost 30% 
of the Mississippi's flow was diverted to the Atchafalaya
River, but only minor amounts of sediment were reaching the
bay (Shlemon, 1972). Shlemon (1975) also suggested that the
present phase of deltaic sedimentation in Atchafalaya Bay was 
initiated in 1952. : In 1963 the increasing diversion of 
Mississippi water by the Atchfalaya River was terminated by
the construction of a control structure at the point of
diversion (Roberts et al,19BG). The Atchafalaya Delta
subaerial phase of development was initiated in late 1972 and 
early 1973 ( Rouse et al, 1978). This development has
provided a unique opportunity to observe and study processes 
of growth in a new Mississippi-type delta lobe.
Several depositional environments in the Atchafalaya Delta 
have been distinguished based on the system proposed by 
Coleman and Gagliano (1964,1965) and Coleman (1976) in their 
studies on the Mississippi River Delta (Van Heerden et al, 
1980:; Roberts et al , 1980; Van Heerden et al , 1983; Van
Heerden, 1983). Roberts et al (1980) studied the evolution of 
subaerial phase of the Atchafalaya Delta and produced a map 
to display the distribution of depositional environments 
interpreted from vertical air photos, field reconnaissance, 
and shallow sediment cores.
During the high water years (e.g. 1973, 1974, 1975, and
1979), a tremendous amount of sediment was transported to the 
Atchafalaya Bay, resulting in a number of wel1-developed 
subaerial delta lobes; reduction of subaerial land occurred 
in low water years (e.g. 1980) (Van Heerden, 19B3; Wells,
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1984).
The prediction of the growth of the Atchafalaya Delta has 
been the topic of many studies (Shlemon, 1972; Letter, 1982; 
Wells et al, 1984). Letter's model was an extrapolation of
regression analysis using river discharge, sediment 
discharge, wave energy and water depth as regression 
variables. Wells' model was based on the similarity of the 
Atchafalaya Delta and the well-known Mississippi subdelta 
systems.
Cratsley (1975) studied the bottom sediment of Atchafalaya 
Bay and displayed the median grain-size of sediment in an 
isopleth map. Based on surface sediment samples collected by 
the USACOE (New Orleans District) in 1972 (477 samples) and 
1975 (160 samples), Roberts et al (1980) produced two maps
showing the surface sediment distribution in the Atchafalaya 
Delta and demonstrating a distinct shift toward coarser 
sediments from 1972 to 1975. Surface sediment distribution 
patterns are discussed in detail in chapter five.
CHAPTER I I  METHODS
The analytical methods employed to fulfill the objectives of 
the present study are discussed in this chapter. The other 
methods used are discussed briefly in the related text when 
they are first introduced.
The methods discussed below are (1) cross-spectrum analysis 
of time series for describing the coherence at different 
frequencies between current data, water stage, and 
atmospheric forcings, (2)cluster analysis to classify 
sediment patterns, (3) non-parametric methods ( Komogorov- 
Smirnov two-sample test and Wilcolon's two-sample test) used 
to test for seasonal variation in surface sediment grain-sise 
distribution, and (4) empirical eigenfunction analysis as a 
corroboration of the results of cluster analysis.
CROSS-SPECTRUM ANALYSIS
Cross-spectrum analysis of time series has been extensively 
used as a technique for describing the coherence at different 
frequencies between two or more random data sets.
Coherence squared between two discrete stationary records, 
n(t) and y(t) is defined by
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where r(fk) is coherence squared at frequency fk, G* (fk) and 
Gy(fk) are the power spectrum density functions of >:(t) and 
y<t) respectively, and G>;y(fk) is the cross-spectrum density 
function between w<t) and yCt). Angle brackets imply on 
averaging process. The coherence squared theoretically should 
sati sfy
0 r (f k)  ̂ 1
for all fk.
For linear systems, the coherence function r(fk) can be 
interpreted as the fractional portional of the mean square 
value at the output yCt) which is contributed by the input 
X(t) at frequency fk (Bendat and Piersol, 1971).
The phase lag between :< (t) and y(t) is
-1 Q (f k >
9 (f k) = Tan C ------------)  ( 2 » 2 )
C(f k)
where C(fk> and Q(fk) represent the value of the co-spectrum 
estimate and quadrature-spectrum estimate at frequency fk
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between x(t) and y(t).
The power spectrum density -function Bx (fk) , By(fk), and 
cross-spectrum density function Gxy(fk) in formula ( 2 — 1 ) 
can be calculated by using either auto- and cross-correlation 
followed by Fourier transforms or more directly, by using 
Fast Fourier transform algorithms. The programs prepared for 
this paper employed the correlation method.
An estimate for the autocorrelation function between the 
values of x(t) at time t and t+ can be obtained by taking 
the product of the two values and averaging over the 
observation time T. In equation form
1 f T
Rx ( T ) = Lim   I x (t) x(t+T) dt ......(2-3)
T / 0
For a discrete-time series with N equally-spaced data values,
xn, n=l,2...N, from a stationary data set x (t), the estimate 
of the autocorrelation function at the time lag rh is defined 
by the formula
1 N - r
Rr = R (rh) = ----   Xn Xn+r
N — r n =1
r <= 0,1,2. . .m  (2-4)
where r is the lag number, h is the sampling interval, m is
the maximum lag number, and Rr is the autocorrelation
function estimate at lag rh.
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Given two time records ::(t) and y(t), the cross-correlation 
•function R::y(T) of the two records can be estimated as 
fol1ows
R i t y  ( T )
1
T 0
(t) y(t+T) dt (2-5)
For a discrete time series, the unbiased estimates of the 
sample cross-correlation function at lag number r = 
0 ,i,2...m, are defined by
and
1 N-r
R:;y(rh> = ----- 2H! Xn Yn+r
N-r n=1
1 N-r




where the notations are defined as above.
To obtain the coherence squared estimate from (2-1), we need 
estimates of the power spectrum density functions 0x(fk) and 
6y(fk), and cross—spectrum function G;;y(fk) which can be 
calculated as the Fourier transforms of the auto- and cross­
correlation functions.
For discrete data from a record >:<t) of a stationary process, 
an estimate, Gs-Mfk), of the power spectrum density function 
is defined for discrete frequencies, fk=kfc/m (k=0,1,2...m ) , 
in the range 0 < f < fc by
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m~l JT rf 77 m f
Gx (f k) = 2h <R0 + 2 H  Rr Cost ) + Rm Cos (----- ))
r = l f c f c
(2-8)
where h is the time interval between samples, Rr is the 
estimate of the auto-correlation function at 1ag r , m is the 
maximum lag number, fc=l/(2h) is the cutoff frequency, and 
6x(fk) is the estimate of the power spectrum density function 
at frequency fk.
Gy(fk) is estimated in the same way as Gx(fk).
The cross-spectrum density function is a complex-valued 
quantity defined by
where Cxy(f) is called the co-spectrum density function and 
Qxy(f) is called the quadrature-spectrum density function.
As above, these functions are estimated at the discrete 
frequencies
Gxy(f) = Cxy(f) - j Qxy(f) (2-9)
k fc
f k = 0 , 1 , 2 . .  . m (2- 10)
m
At these discrete frequency points
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k f c m-1 tt rk k
Ck = Cxy (-------) = 2 h (AO + 2 C  Ar Cos (---- ) + (-1) Am)
m r = l m
 (2-11)
and
k f c m-1 tt rk
Qk = Qxy (--------) = 4 h ^  Br Sin ( )  (2-12)
m r-1 m
where Ar and Br are defined as
Ar = Ar(rh) ~ 0.5 (Rxy(rh) + Ryx(rh)) .....(2-13)
and
Br = Br (rh) = 0.5 (Rxy(rh) - Ryx(rh)  (2-14)
For more detail, see Bendat and Piersol (1971).
Coherence analysis is one of the important techniques in
random data analysis and has been used in diverse scientific
fields. In this study, data of current velocity, wind, water 
stage, and river discharge were collected at certain sampling 
intervals over a period of time (several months), and 
considered as random time series. Coherence analysis was 
then applied to determine quantitative relations between 
these random data series. During the estimation of coherence 
squared, r , power spectrum density functions Gx and Gy are 
also obtained. They, also, are important descriptions of
random data series. Gx and Gy reveal how the variance of a
data series is distributed at different frequencies.
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The -function xy(f) describes the phase shift between the 
input and output of a system at frequency f. Hence the time 
delay through the system at any frequency f will be given by 
Td = 0  ;;y(f)/2 3r f- These analysis are used in the next 
chapter.
CLUSTER ANALYSIS
The classification technique used in this study was cluster 
analysis. The objective of cluster analysis is to separate a 
set of objects into constituent groups (classes, clumps, 
clusters) so that the members of any one group differ from 
one another as little as possible, according to some given 
criteria (Spath, 1980). An excellent basic review of some 
cluster analysis techniques and their associated problems is 
given by Everitt (1980). Specific examples of the use of 
cluster analysis in geology are presented by Parks (1968), 
Bonham—Carter (1965,1967), and Wishart (1969).
A brief review of the cluster analysis procedures is given 
belaw.
1. THE CHOICE OF VARIABLES
The basic input data for cluster analysis is a set of objects, 
each of which is described by a set of numerical measures 
(variables). It is the choice of variables that probably has
the greatest influence on the ultimate results of the cluster 
analysi s .
Principal component analysis is often used to reduce the 
dimensionality of a data set before the cluster analysis 
begins. This is a multivariate technique for determining the 
important information content of a data set. It is used for
(1) determining a new set of linearly independent, or 
uncorrelated variables containing the same information or 
accounting for the same total sample variation as the 
original variables; (2) reducing the number of variables; 
and/or (3) ' aiding in the physical interpretation of the 
independent variables.
Standardizing the cluster variables is another technique 
recommended by some investigators. The original variables can 
be standardized by using the following formula:
Zi = (Xi - Xi ) / Si  (2-16)
where Zi is the standardized form of variable i, Xi is the 
original value of variable i, Xi is the mean of variable i, 
and Si is its standard deviation. Standardization may prevent 
variables with large variance from dominating the clustering 
algori thm.
2. THE MEASUREMENT OF SIMILARITY AND CLUSTERING METHODS
Most cluster analysis methods require a measure of similarity 
to be defined for every pairwise combination of the entities
22
to be clustered. The proximity of individuals (samples) is 
usually expressed as a distance (dissimilarity) coefficient 
or similarity coefficient. The definition of Minkovski 





Wk ( Xik -Xjk)
k = i
(L >0)
. . . . .  ( i *7)
where Xik and Xjk (i,k = i,2,...,n; k = l,2,..,p) denote the 
values taken by the kth numeric variable on the ith and jth 
objects (samples), respectively, p is the number of variables, 
and n is the number of total samples. Wk is a weighting 
parameter.
A special case of Minkovski metrics is the Euclidean distance 
when L = 2:
1/2
(2)
Di j Wk (Xik - Xjk)
k=l
 (2-18)
The definition for the similarity coefficient COS ij between 





tZ  <Xik) H Z  <xj^>
k=l k=l
(2- 19)
where the notations are the same as (2— 16).
A set of data can be separated into groups or clusters based 
on dissimilarity or similarity coefficients by applying a 
given clustering method. There are basically two types of 
clustering methods: agglomerative and divisive hierarchical
clustering procedures. With divisive procedures, clusters at 
level j+1 (j=0,l,...k) are produced by splitting up one or
more of the clusters at level j. In agglomerative procedures, 
starting from m (m is total sample number), clusters at level 
j-1 (,j= k ,k~l,...,1) are produced by merging clusters at
level j (Spath, 19B0)» Two clustering methods used in this 
study are Ward's minimum variance method (agglomerative) and 
the FASTCLUS (divisive) method. Ward's method gives a 
con-figuration for every number of clusters from one ( the 
entire data set) up to the total number of entities. FASTCLUS 
finds a best fitting structure for a given number of 
clusters. It is beyond the scope of this paper to discuss the 
algorithms of these methods, the readers are referred to 
Hartigan (1985) and 'SAS User's Guide: Statistics (version 5
edition)' (1985) for the basic theory and procedures.
The results of these procedures are hierarchical groupings 
that are usually graphically displayed by means of a 
dendrogram.
3. NUMBER OF CLUSTERS AND PERFORMANCE CRITERIA
A substantial practical problem in performing a cluster 
analysis is deciding on the number of clusters in the data. 
It is also one of the most difficult problems in cluster
analysis. According to Everitt (1980) there is no
satisfactory method for determining the optimal number of
clusters for any type of cluster analysis. Nevertheless, 
several criteria were examined in this study in an attempt to 
determine objectively both the proper number of clusters and
their configuration. The criteria used are based on the
following basic matrix indentity (Robin and Friedman, 1967;i 
Wilks, 1962):
T = W + B .... (2—20)
where T is the matrix of cross products of deviations for the 
total sample, W is the pooled within-group matrix of cross 
products of deviations, and B is the matrix of between-group 
cross products of deviations. The elements of each of these 
matrices, as given by Cooley and Lohnes (1962) are:
9 n9
Wij = (Xi kn - Xik) (Xjkn - Xjk) ..... (2-21)
k=l n=l
N
Tij = (Xin-Xi) ( X j n - X j )  ..... (2-22)
n=l
9
Bij = Y U  n9 “ Xi) cxJk ~ XJ)  (2-23)
k = l
where g = the total number of groups, ng = the number of 
objects in group g, Xikn = the measurement for variable i, on 
the nth object in group k, N = the total number of objects,
25
and i and j run -from 1 to p, the number of variables.
Since T, the total scatter matrix, is fixed or constant, one
important principle behind many criteria is to find the
partition that minimizes the total deviations among the
elements within clusters, and at the same time, maximizes the 
deviations among clusters.
Criteria used in this study are:
(1) Milk's lambda criterion which can be expressed as
{ M i l  
------- _ ---------------  -----(2-24)
i t : - i
:w B-t-i:
where I is unit matrix and vertical bars mean take the
determinant. Mhen Wilk's Criterion decreases, the structure 
of clusters, presummably, improves.
(2) Hotelling's Trace Criterion:
-1
Tr M B .....(2-25)
Mhen using this criterion, we attempt to find the partition 
which will maximize the trace.
(3) Cubic Clustering Criterion (CCC) was proposed by Sarle 
(1983). Mhen CCC is plotted against the number of clusters, 
the peak indicates the possible optimum partition.
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(4) Canonical variable and correlation were developed by 
Hotelling (1936). Canonical variables are sometimes called 
discriminant functions. Given two or more groups (in this 
case, clusters) of observations with measurements on several 
quantitative variables, canonical discriminant analysis 
derives a linear combination of the variables that has the 
highest possible multiple correlation with the groups. This 
maximal multiple correlation is called the first canonical
coefficient. The variable defined by this linear combination 
is the first canonical variable or canonical component. The 
second canonical coefficient is obtained by finding the
linear combination uncorrelated with the first canonical 
variable that has the the highest multiple correlation with 
the groups. The process can be repeated until the number of 
canonical variables equals the number of original variables 
or the number of groups minus one, whichever is smaller (SAG 
User's Guide: Statistics, 1985).
The structure of clusters can be displayed by plotting the 
first canonical variable against the second canonical
vari able.
EMPIRICAL EIGENFUNCTION METHOD
A second statistical method, the empirical eigenfunction 
analysis, is used to analyze the structure of clusters. The 
method involves the generation of sets of empirical
eigenfunctions -from the data. This statistical methodology
was -first introduced by meteorologists and has now been used 
in diverse scientific fields (Lorenz, 1956; McCammon, 1966; 
Resio and Hayden, 1973; Winant, Inman, and Nordstrom, 1975).
In our case, the sediment grain size data were used to
generate the sets of empirical eigenfunctions. Weight
percentage, F', of each class, c; (fine sand, silt, and clay) 
is a vector associated with each individual sample, s.
Any arbitrary vector of dimension n can be expressed as a
linear combination of n eigenvectors. We seek to represent 
Ps, the vector of weight percentages from sample s, in terms 
of an expansion of the form
nc
Ps = } Cns En .... (2—26)
n = l
Subscript s is an index ranging between 1 and ns, the total 
number of sediment samples, and the subscript c is an index 
which varies between 1 and nc, the number of size class.
The power of the present technique lies in that a set of
eigenfunctions is not pre-selected, but rather a set of
empirical eigenfunctions which best fit the data in the least 
squares sense is generated. In order to generate these




a ij = -------  Z Z  Pis Pjs _(2-27)
nc ns s=l
The diagonal elements in this matrix are
1 ns 2
a cc =    ̂P cs .... (2—28)
ns nc s=l
The sum of the diagonal elements is defined as the trace of 
A:
1 nc ns 2
Tr A = Z. a cc =   ZZ 2H Pcs  (2-29)
c ns nc c=l s=l
Thus Tr A is equal to the mean square value of all data. Like 
any square matrix, matrix A possesses a set of eigenvalues 
A n and a set of corresponding eigenvectors £ n which are 
defined by the matrix equation
A A n  — ^ n A n  .....(2—30)
A direct result of this definition is that the sum of all the 
eigenvalues is equal to the trace of the matrix, or as 
previously mentioned, the mean square value of all the data. 
(For details see Winant et al, 1975.) Thus each eigenvector
may be thought as accounting for that percentage of the mean
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square value of the data represented by the associated 
eigenvalue. In our case, the eigenvalue indicates the
importance of a class of sediment with grain-size
distribution described by the eigenvector.
NONPARAMETRIC STATISTICAL TESTS
Dne of the objectives of the present study is to examine the 
seasonal variation in surface sediment character in
Atchafalaya Bay. Because the underlying distribution of
sediment grain-size is not easily specified, distribution- 
free statistics are used to handle such data; that is,
procedures that are not dependent on a specific parent
distribution are used. These nonparametric statistical 
procedures compare sample distributions and their moments 
independent of assumptions concerning the functional form of 
the parent distributions.
The two nonparametric statistical techniques that have been 
used in the present study, the Kolmogorov-Smirnov two-sample
test and the Wilcoiton's two sample test, are discussed
briefly below.
1. KOLMOGOROV—SMIRNOV TWO SAMPLE TEST
Sediment samples collected in Atchafalaya Bay in different 
seasons were compared using the Kolmogorov-Smirnov test for 
seasonal differences in mean grain-size. Since the test
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compares the entire distribution rather than a single moment 
of a quantity, here the mean, for two independent samples, 
the K-S Two-Sample test is called a general two-sample 
distribution test. The test statistically measures the 
similarity between two empirical distribution functions.
The procedure of the test can be briefly summarised as 
follows:
1. Rank all observations together.
2. Determine the sample cumulative distribution functions 
SI (;■:) and S2(x) for each observation x.
Sl(x) = ( Number of observations in the first sample 
that are less than or equal to x )/nl.
S2(x> = (Number of observations in the second sample 
that are less than or equal to x )/n2. 
where nl and n2 are the sample size for sample one and 
sample two respectively.
3. Compute
D =! S I (x ) - S2(-x) !  (2-31)
at each of the nl+n2 values of x.
4. Find the maximum value of D and compare with the critical 
value provided by Birnbaum and Hall for nl = n2, and by 
Massey for nl >< n2.
(For detail see Gibbons, 1976 and Steel et al, 1980 )
The null and alternative hypothesis sets are :
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HO: SI (x ) = S2(x) for all x
Ha: 1. Sl(x) < or > S2(x) for some x
2. Si(x> < S2 (x > for some x
S I  ( i t ) S2(x ) for some x
At the significance level of 0.20, which is subjectively 
selected, and critical value C
1. Reject HO if absolute value of (D) > C;
2. WILCQXQN'S RANK SUM TEST
After the mean grain s i z e  has been examined by the 
Kolmogorov-Smirnov test, seasonal variations within each 
grain-sise class (fine sand, silt, and clay) are compared by 
using the Wilcoxon's rank sum test. Different from the K-S 
test, Wilcoxon's test does not test the entire frequency 
distribution, but instead it estimates, at a certain 
significance level, whether two sample populations are 
identical or one sample population is shifted to the right 
(larger) or left (smaller) of the other sample population.
The procedure for Wilcoxon's test is as follows, where 
nl =< n2.
2. Reject HO if D+ < C
Reject HO if D- > C
1. Rank the observation for both sample sets together from
smallest to largest.
2. Add ranks for the smaller sample set. Call the result T.
2
3. Compute Ut and S t.
nl < nl + n2 + 1 )
Ut  (2-32)
9 2 
7Z tj (tj - 1)
2 nl n2 j=l
St  -------  (nl + n2 +1) - -- - ------------ - --
12 (n l+n2Mn l+n2~l)
 (2-34)
where tj denotes the number of tied ranks in the group j.
4. Compute the quantity
Z — ( T - Ut )/St  (2-31)
and compare it to the tabulated critical value 2a which 
can be found in any statistics textbook.
The null and alternative hypotheses are:
HO: The two populations are identical.
Ha: 1. Population 1 is shifted to the right of population
2. Population 1 is shifted to the left of population 2
3. The two populations are different.
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For i specified significancE level,
1- reject HO if Z > Za;
2. reject HO if Z < -Za;
3. reject HO i-f ABS <Z> > Za/2.
CHAPTER I I I  SUBTIDAL VARIATION IN THE ATCHAFALAYA BAY
The nontidal ('residual') motion in a partially misted estuary 
can be induced locally by horizontal salinity gradients, wind 
■forcing, and by river runoff (Rattray and Hansen, 1962). 
During the past two decades, gravitational circulation was 
thought to be the dominant component, and this was studied 
rather extensively (e.g. Pritchard, 1952, 1954, 1956, 1958).
Weisberg and Sturges (1976) clearly identified the importance 
of wind stress in estuarine circulation. From the late 
1970's, the significance of local and non-local wind forcing 
has been examined through the use of continuous current 
measurements ranging from several months to more than a year 
(Weisberg, 1976; Elliott and Wang, 1978; Wang and Elliott, 
1978; Wang, 1979). These studies show that wind driven flow 
can be at times much larger than the gravitational 
circulation. Atmospheric forcing is of great importance and 
cannot be neglected.
In this study, nontidal variation of water stage and current 
velocity in the Atchafalaya Bay and their relation to local 
and non-local wind forcing and river runoff are examined 
from records covering seven months (May to December, 1980). 
Seasonal variations of the subtidal fluctuations are also 
discussed and a linear model is proposed.
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DATA COLLECTION AND PROCESSING
Four data sets were used in the coherence analysis of
Atchafalaya Bay subtidal variability: (1) water stage at
Morgan City, (2) wind records at Lake Charles (which was the 
closest wind data available), (3) current meter data from the 
Atchafalaya River estuary, and (4) river discharge at the 
Simmesport station. The record length was seven months.
Currents were measured by an ENDECO 174 current meter at 2
minute sampling intervals (each data point represents an 
average over a 2 minute interval; some sampling intervals 
were 5 minutes due to the change of current meters). The
current meter was located at the mouth of the Atchafalaya
River 4 meters above the bottom where the water was 8 meters 
rtppn.w  W i  v<—  L t /  «
Current velocities were decomposed into u and v components. 
The principal axis, in which the velocity has the highest
variance, is about N 24 E (v component). Because the v 
component was one to two orders of magnitude larger than the 
li component, only the v component was used in the subsequent 
analysis, unless otherwise specified.
Current data were first low-pass filtered (cutoff period 1 
hour) and resampled every 20 minutes. Then, the v component
was low—pass filtered to remove tidal and other high
frequency oscillations (cutoff period 40 hours and resampling 
interval of 6 hours) as shown in Figure 3-1.
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Wind records were also low-pass -filtered and decomposed as
the current data. The v component was towards the north,
though, as the large scale coastline trends appro::imately 
east-west (Figure3-2).
Water stage at Morgan City and river discharge data at 
Bimmesport were obtained from the 'United States Geological 
Survey Water Data Report' which is issued annually. Morgan 
City is located about 35 km north of the mouth of the 
Atchafalaya River and water elevation is thus influenced by 
tides and storm surges. Water stage data collected by the 
USGS was measured once a day at S am. Thus, the minimum
period resolvable in the data is 48 hours and shorter periods, 
e.g. tides, may be aliased in the data.
In order to set all the data to the same time base, water
stage data were linearly interpolated to provide 6 hour 
sampling intervals (Figure 3-3b).
The processing of the Simmesport water discharge data was 
similar to that of water stage data. The Simmesport water 
stage station is 240 km from the river mouth where tidal 
influence is nonexistent (Figure 3-3a).
SUBTIDAL VARIATION ANALYSIS
1. WATER STAGE AT MORGAN CITY
Morgan City is located some 35 km above the river mouth.
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Water stage at Morgan City is affected by winds, inflow from 
the Atchafalaya Bay, and river runoff. The power spectrum of 
the water stage, therefore, is rather complicated. Several 
energy peaks can be distinguished in Figure 3-4.
The relations of water stage to the driving forces are 
examined in the following sections.
2. RELATION OF WATER STAGE TO ATMOSPHERIC FORCING
Wind records were decomposed into u and v components, the 
principal axis of which is about north to south (with v
towards north). The u and v components then were low-pass 
filtered (Figure 3-2) to remove the high frequency 
fluctuations (the cutoff period is 40 hours and resampling 
interval is 6 hours). The u component of the low-pass
filtered wind fluctuation has spectrum peaks at periods of 20 
and 3 days, and the v component at time scales longer than 25 
days and near 5,4 and 2.5 days (Figure 3-5).
Relations between wind speed and water stage were examined by 
cross spectrum analysis. Because the atmospheric pressure
also affects the water stage, its influence has been removed 
assuming a barometric response. The coherence squared 
between water stage at Morgan City and wind components <u and 
v) is shown in Figure 3-6 and Figure 3-7 (the equivalent 
degrees of freedom is 24).
The 3-day period water stage fluctuations at Morgan City
were highly coherent with west—east wind fluctuations at Lake 
Charles. The phase varies between -30 and 60 degrees and is 
not readily interpretable. This may be due to the distance 
between Lake Charles and Atchafalaya Bay. We would expect 
from theory and other studies, e.g. Chuang and Wiseman 
(19B3), that the observed coherence results from Ekman 
convergence at the coast. The Ekman transport, moving to the 
right of the surface wind vector,has a substantial cross­
shelf component, raising (east wind) or lowering (west wind) 
water level at the coast and producing a slow filling or 
draining of the Atchafalaya Bay, and generating a signal 
which eventually progresses up the Atchafalaya River.
The water stage fluctuations with periods of 4-10 days and 
2.5 days were coherent with the north-south winds (Figure3- 
7). High coherences 00.6) show that the water stage at 
Morgan City was strongly affected by the local longitudinal 
winds which drive the water in and out of the Atchafalaya 
Bay or redistribute it within the Atchafalaya River.The phase 
suggests water stage at Morgan City lags the wind by roughly 
0.5 to 1 day.
3. CURRENT FLUCTUATION IN THE ATCHAFALAYA RIVER MOUTH
Current measurements of the Atchafalaya River mouth were 
taken with an ENDECO 174 current meter during the period of 
May 31 to December 31, 19B0. The mooring was located at the
River mouth (Figure 3-8). Sampling intervals were 2 and 
minutes. The seven-month averaged current was 25.5 cm/s
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seaward. Current velocities were decomposed into u and v 
components. The principal a:-:is . of the current is 
approximately N 24 E. Because the current was confined in the 
major axis direction (v component), in the fallowing 
sections the term 'current' refers to the v component unless 
otherwise specified.
The current fluctuations had spectrum peaks at time scales 
longer than 10 days and periods of 10, 4-5, and 3 days(Figure 
3-5), which were similar to the wind fluctuations. Relations 
between current and wind fluctuations were examined from 
cross spectrum analysis. The coherence squared is shown in 
Figures 3-9 and 3-10. For periods of 10 and 3 days, the 
current fluctuations were coherent with the lateral (west- 
east) winds, which is consistent with the result of a coastal 
Ekman flux and is also corroborated by the previous analysis 
of wind and stage (degrees of freedom is.24 in the plots). 
The phase suggests a 0.5 day lag of the current behind the 
wi nd.
For time scales longer than 20 days and periods of 4-5 days, 
the current fluctuations were coherent with the local 
1ongitudinal(north-south) winds as shown in Figure 3-10. The 
northward winds drove current into the Atchafalaya River 
raising the water stage at Morgan City. The southward winds 
increased currents to the south and drained water from the 
River into the Bay. The phase was not significantly different 
from ISO degrees, which, considering Qur sign convention for
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winds, implies a local frictional current response.
4. RELATIONS OF RIVER DISCHARGE AT SIMMESPORT 
TO CURRENT SPEED AT THE RIVER MOUTH
Figure 3-11 shows the coherence squared between river 
discharge at Simmesport and water stage at Morgan City. Only 
for time periods longer than 25 days, was the water stage 
coherent with river discharge.
SEASONAL VARIATIONS
On the seasonal time scale there were large changes in 
coupled response of wind and current, wind and water stage, 
and discharge and water stage.
Figure 3-13 shows that the monthly mean water stage at Morgan 
City was highly correlated with fresh water discharge, which 
is consistent with the coherence analysis. However, water 
stage at Morgan City was not coherent with discharge at 
frequencies higher than 0.04 cpd or time scales shorter than 
25 days, as shown in Figure 3— 11.For time scales from 25 days 
to 40 hours, the effect of winds on water stage and current 
speed were very important as discussed in the previous 
secti on.
To study seasonal variations, the distribution of coherence 
squared as a function of frequency and time was determined. 
The coherence was computed for each month with a block
length of 30 days (Figure 3—14, 3-15, where the -frequency
bandwidth was 0.07 cpd and the number o-f equivalent degrees 
of freedom was 9).
The west—east wind (u component) and water stage coupled 
response shows high coherence at low frequencies (time scales 
longer than 10 days) in the summer, while in the winter high 
coherence occurred at high frequencies (time scale 2-2.5 
days) as shown in Figure 3-16). The coupled response of wind 
and current velocity has characteristics similar to those of 
wind and stage (Figure 3— 17).
In the north—south wind (v component) and water stage, and 
wind (v) and current velocity coupled responses, the 
significant coherence squared occurred at a wider frequency 
range ( 0.05-0.5 cpd, or time scales of 2-20 days) in winter 
than in summer due to the stronger cyclone activities in 
winter (Figure 3-18 and 3-19).
The discussion of the coupled response of wind and current 
indicates that in winter, current (and water stage) 
fluctuations over rather wide range of time scales were 
caused by local (north—south) wind. In the summer, Ekman 
convergence (caused by alongshore west—east wind) was 
important to the current and water stage fluctuations at time 
scales of 3-20 days.
THE MODELS
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The data suggest that under typical conditions oscillations 
at subtidal frequencies comprise a large portion of the 
circulation within Atchafalaya Bay and that these 
oscillations are predominantly wind induced except at very 
long periods. Thus,only winds need be included in first order 
modeling of subtidal velocity fluctuations. Because both the 
spectra of u and v wind components bear partial resemblance 
to the axial current spectrum (Figure 3-5), the linear 
relationship between v and u wind components and current will 
be examined'separately.
Consider a linear system wherein the nontidal axial current 
is given by the sum of a mean value (presumably due to 
gravitational convection and river runoff), subtidal 
fluctuations, and extraneous noise. The system is modeled by 
the equation
y < t > =
A
h(r) x(t-T> dr + f(t)
GO
= y (t ) + (t)  (3-14)
A
where y(t> is observed axial current, y(t) the axial current 
estimated from the mean y plus the wind velocity ( li or v 
component) component x(t), and (t) is the extraneous noise. 
The system's response to wind forcing is given as a 
convolution between an impulse response function h ( T ) and 
x(t). The response is assumed to be time-invariant.
The impulse response function hCC) and transfer function H(f> 
are a Fourier transform pair, that is
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H(-f ) =
-j 2J7 -ft 
















M = EXP ( j -------)
N
k , n = 0,1,2...N-l (3-17)
where N is the total number of data points.







and estimates -for the spectrum density -functions can be 
obtained by equations (2—8) and (2—9).
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The linear relation between :;(t) and y(t> is described by the 
ordinary squared coherence and transfer function. The first 
is a real function, varying from zero to one, expressing the 
fraction of output energy which may be attributed to the 
input as mentioned in the previous section. The second is a 
complex quantity giving the multiplicative factor for
estimating the portion of the current spectra coherent with 
the wind as a function of frequency.
Figure 3-20a and 3-20b are the results of the calculation 
described by equations (3-14,3-16, and 3-18) using wind 
components u and v respectively. It is seem that neither 
hindcast of the currents is particularly successful in
reproducing the observations. The wind components were 
relatively incoherent during the observation period and a 
linear sum of the two hindcasts in Figure 20 (not shown) is 
moderately successful, but theoretically unjustified, in 
hindcasting the observations. The appropriate multivariate 
optimal prediction scheme was brought to the author's
attention too late to be incorporated into this paper.
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CURRENT IV)IN THE RIVER NDUTH
DS/27/BD-0J/OB/BI LBPB RESM>2D H!
( a )
(b)
CURRENT IV)IN THE RIVER HDUTH
KP2VIO-01/OB/B1 HIM MMH>20 III
(C)
CURRENT 3D (V) IN RIVER MOUTH
OC/OS/BO-12/Bl/BO
Figure 3-1 Current speed Cv) at the Atchafalaya River mouth, Cel low-pass Filtered, 1 hour cutoFF Frequency, SO minute resampling interval, Cb5 high-pass Filtered 40 hour cutoFF, SO minute resampling, and Cc) low- 
pass Filtered, 40 hour cutoFF, 6 hour resampling.
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HIND SPEEDtU) LAKE CHARLES
06/03/B0 - 12/31/80
HIND SPEED (V) LAKE CHARLES
QG/03/80-12/31/BO
FigurB 3-E Low-pass Filtered wind speed Ca) west-east component 
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Figure 3-3 Ca3 River discharge at Simmesport, Cb3 uiater stage 
at florgan City.
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Figure 3-5 The power spectrum for Cl9 current speed
at the Atchafalaya River mouth, C29 ncrth- 
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FigurB 3-E Ths coherence squared and phasB lag between
WBSt-east wind and water stage at Morgan
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! Figure 3-7 The coherence squared and phasB lag between
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Figure 3-9 The coherence squared and phase lag between
west-east wind and current spsed at the river
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Figure 3-10 The coherence squared and phase lag between
north-scuth wind and current speed at the river 
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Figure 3-11 The coherence squared and phasB lag between
river discharge at Simmesport and water stage at
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Figure 3-12 The coherence squared and phase lag between current
speed at the river mouth and water stagB at Morgan


























Figure 3-13 River discharge at Simmesport versus mater 
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Figure 3-1B The coherence squared between thB wind component Cu)
and water stage at Morgan City as a Function of
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Figure 3-17 The coherence squared between the wind component CuD
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Figure 3-19 The coherence squared between the wind component Cv)
and water stage at Morgan City as a Function aF
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CURRENT SD IN RIVER MOUTH IRECU1
06/o3/ao-i2/3i/aa
CURRENT SD IN RIVER MOUTH (RECV1
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Figure 3-SO Estimated current speBd recovered through Ca) 
uiest-east wind Cu), Cbi> north-south wind Cv3f 
and Cc3 u and v components.
CHAPTER IV CHARACTERISTICS OF SEDIMENT INPUT AND CHANNEL 
GEOMETRY OF THE LOWER ATCHAFALAYA RIVER
A basic knowledge of sediment input from the Atchafalaya 
River is important to a better understanding of the deltaic 
depositional processes in Atchafalaya Bay. According to
Shlemon (1975) and Roberts et al (1980), because the Lower 
Atchafalaya River is complicated by numerous lakes and other 
natural catchment basins, until two decades ago, much of the 
sediment load was trapped before it reached Atchafalaya Bay. 
Between 1944 and 1960, the remainder of Grand Lake and most 
of Si;-: Mile Lake were filled. By 1975 only small remnants of 
both lakes were left. The remains are now occupied by the
active Atchafalaya River channel. Several sediment input and 
channel geometry characteristics are briefly discussed below.
ANNUAL SEDIMENT FLUX
The supply of sediments to Atchafalaya Bay has been changing 
over the past several decades. The average annual suspended 
sediment load of the Lower Atchafalaya River for the period 
1965-1971 was estimated to be 43 million metric tons (UBACOE.
New Orleans District 1974). The average annual sediment load
during the high flow years of 1973— 1975 was B9 million metric 
tons in the Lower Atchafalaya River (Roberts,1980), and 128 
million metric tons at Simmesport, La (Water Resources Data,
65
66
USGS 1973-1975). During water years 1976-1982, the annual 
suspended sediment load was 66 million metric tons at 
Simmesport. Sediment load in a low flow water year (e.g. 
1978) was only one third of that in a high flow water year 
(e.g. 1975). Figure 4-1, 4—2 , and 4—3 show the monthly mean
water and sediment discharge at Simmesport for water years 
1975-1982 (data from Water Resource Data, USGS, 1975-1982).
SEASONAL VARIATION IN SUSPENDED SEDIMENT
Table 4-1 shows the seasonal variation in suspended sediment 
load at Simmesport, near the diversion point in the upper
TABLE 4-1 SEASONAL VARIATION IN SUSPENDED SEDIMENT LOAD
MON MONTHLY AVERAGE SEASONAL AVERAGE LINEAR MODEL
MILLION TON 7. MILLION TON 7. BO B1 r
SEP 2.1 .025
OCT 2.7 .032 8 .8  .105 0.144 2.108 0.908
NOV 4.0 .048 -
DEC 5.3 .063
JAN 6.3 .076 20.0 .239 0.006 2.090 0.892
FEB 8.4 .100
MAR 12.5 .150
APR 12.1 .145 34.2 .410 0.153 1.577 0.911
MAY 9.6 .115
JUN 11.4 .136
JUL 6.1 .073 20.5 .24 0.576 2.2B5 0.907
AUG 3.0 .036
TOTAL 83.5 1.00
Source of data: Water Resources Data, USGS, 1975-1982
basin. The maximum sediment transport occurs in March and 
April, which contain 15 and 14.5 percent of the annual 
sediment load respectively. In September only 2.5 percent of 
the annual suspended sediment load was transported. In all, 
forty one percent of the sediment was carried through the 
basin during spring (March through May), -and approximately 
one tenth of the annual sediment was transported in fall 
(September through November). Figure 4-4 shows the average 
monthly suspended sediment discharge for the period 1975 
1982.
GRAIN SIZE VARIATION
According to Roberts et al (19B0), sediment reaching 
Atchafalaya Bay has changed from a dominance of silt and clay 
to silt and fine sand over the last 20 years. Generally, the 
percentage of coarse material < fine sand ) increases when 
water flow increases. Figures 4-5 and 4-6 show the relation 
between the percentage of sediment finer than 0.063 mm (silt 
and clay) and suspended sediment load. The points are 
somewhat scattered, but the general tendency is obvious. The 
percentage of clay fraction is generally greater than 85 when 
sediment load is less than 200,000 ton/day. The silt and fine 
sand combined can be as much as 50 percent of the total 
suspended load during high water flow (data from Water 
Resources Data, USGS, 1971-1981).
Based on observations taken from 1973 to 1981 (USGS, Water
Resources Data) the seasonal variation in clay -Fraction is 
shown in Table 4 - 2.
TABLE 4 - 2 FINE FRACTION IN SUSPENDED LOAD
SEP-NQV DEC-FEB MAR-MAY JUN-AUS
•/. FINER THAN 
0.0625 MM.
91.6 81.7 78.2 90.0
(Source of data: Water Resources Data, USGS, 1973-1981)
ABNORMALLY LARGE FLOODS AND SEDIMENT TRANSPORT
During flood periods, the Atchafalaya River carries much more 
sediment than it does in medium flows. Also, the river can 
transport three times the amount of sediment in high water 
years (e.g. water year 1974— 1975) than in low water years 
(e.g. water year 1975-1976). A simple power curve can be used 
to describe the relation between suspended sediment 
discharge, Qs and water discharge, Of (Figure 4-7 and 4-B):
Qs = BO Qf  (4-1)
Parameters BO, B1, and the correlation coefficient r are also 
shown Table 4-1. However, it is worth noting that even in 
high water years, most of the suspended sediment is carried 
by medium range flow (Kesel, 1984). For instance, in water
year 1974-1975, 23 and 22 percent of the total sediment was
carried by water flows ranging from 7,000-B,400 cms and
10,000-11,400 cms. respectively. Although higher discharges 
generally carry more sediment, only 1 percent of the total
sediment was transported by the highest floods (ranging from
20,000-21,400 cms) because of their infrequent occurrence. 
Figure 4 - 9  shows the frequency for each flow range against 
the amount of suspended sediment it carried, expressed in 
percentages. Range 1 represents discharge from 1,400 to 2,800 
cms., range 2 from 2,800 to 4,200 cms. and so on. Figure 4 - 
12 shows the same relation between water and sediment 
discharge over period 1974 - 1981.
Because abnormally large floods carry large amounts of 
sediment into the receiving basin in a short period of time 
and their hydraulic behavior is very different from that of 
the normal flows, the equilibrium between channel geometry 
and transport capacity established in lower water flows is 
dramatically changed after these flood events. Further, the 
fraction of fine sand and silt increases greatly during high 
water flows (Figure 3-5 and 4-5, data from Water Resources 
Data, USGS). The increased sand transport in suspended load 
is linked to the rapid accretion of distributary-mouth bar 
sand bodies (Roberts et al. 1980).
SUSPENDED SEDIMENT YIELD AND CONCENTRATION
The suspended sediment load passing any cross section is 
determined by using the following equation:
C * Q
Qs = -------   (4-2)
371
where
Qs —  suspended sediment discharge, tons/day 
Q —  water discharge, cfs.
C —  suspended sediment concentration, ppm by weight. 
371 —  constant -for conversion of units.
Suspended sediment measurements taken during the water years 
1775-1982 at Simmesport are presented in Table 4 - 3 .
TABLE 4 - 3  SUSPENDED SEDIMENT YIELD AND 
CONCENTRATION AT SIMMESPORT
WATER YEAR YIELD DATE CONCENTRATION
(1000 TONS/DAY) (PPM)
1975 MEAN 432 500
MAX. 1050 6/17 1042
MIN. 33 9/16 100
1976 MEAN 152 O 1 ■-*
MAX. 813 5/16 1429
MIN. 9/28 37
^977 MEAN 155 439
MAX. 1100 4/5 1383
MIN. 10/3 34
1978 MEAN 193 328
MAX. 553 3/29 565
MIN. 28 9/25 113
1979 MEAN 308 397
MAX. 719 4/9 488
MIN. rky 10/31 147
1980 MEAN 185 324
MAX. 415 2 /1 1 744
MIN. 29 8/13 103
1981 MEAN 140 345
MAX. 798 6/17 905
MIN. 10 1 /2 2 79
1982 MEAN 265 464
MAX. 796 6/24 788
MIN. 19 10/3 104
(Source of data: Water Resources Data, USBS)
71
Average suspended sediment yield for periods 1975-1978 and 
1979-1982 are shown in Table 4-4.
TABLE 4 - 4  SEDIMENT YIELD AND CONCENTRATION
( SIMMESPORT )
WATER YEAR YIELD CONCENTRATION
(1000 * TONS/DAY) (PPM)
1975 - 197B MEAN 233 395
MAX. 879 1105
MIN. 17 71







Water Resources Data, USGS). 
data indicates that both the mean suspended
sediment yield and concentration are about the same far 
these two periods. However, the ratio between extremely high 
concentration and minimum concentration is much larger (15.6) 
in the period 1975-1978 than that (6 .B) in the period 1979- 
1982.
SEDIMENT INPUT AND SUBAERIAL 6R0WTH
RATE OF THE ATCHAFALAYA DELTA
Since fluvial sediment is the dominant material supplied to 
the Atchafalaya Delta, subaerial growth rate (sq.km/yr) of 
the delta should be related to the annual sediment load.
Because other -factors such as water depth, bottom topography, 
tidal range, tidal currents,and sediment composition can all 
a-f-fect deposition processes, a simple linear relation may not 
exist between sediment input and subaerial delta growth rate 
(Letter, 19B2). In Figure 4-11 subaerial growth rate (from 
Wells et al, 1984) and annual sediment input show a similar
tendency. One can also see from Figure 4— 11 that when the 
annual sediment supply falls below a critical value, negative 
growth rate (land loss) may occur. During years of land loss, 
much of the sediment is not transported out of the semi- 
closed bay with low wave and tidal energy input. Rather, the 
sediment is redistributed to the adjacent subaqueous bay. 
When negative-growth-rate years ( e.g. 1977, 1978) are
followed by a high water year ( e.g. 1979), an abnormally 
large growth rate can be expected (Figure 4 - 11).
CHANNEL CHARACTERISTICS AT SIMMESPORT
Leopold and Maddock (1953) showed that up to a bank-full 
stage in a natural river section, the width, depth and 
velocity vary with discharge as simple power functions. These 
functions can be written as:
b
W = a Q   (4-3)
f
D = c Q (4-4)
73
m
V = k Q ..... (4-5)
where a,b,c,f ,k and m are constants -for a particular cross 
section and time period, and 
W —  width of flow, ft.
D —  water discharge, cfs.
D —  mean depth of flow in the cross section, ft.
V —  mean velocity of flow in the cross section, fps.
(U.S. customary units were used for easy comparison 
of coefficients with other documents)
From continuity these functions can be combined to give
b f m -
Q = W D V - (a G!) (c 0) (k G! )................. (4-6)
and it follows that
b + f + m =* 1  (4-7)
and
( a ) ( c ) < k ) = 1  (4-8)
Data from the Atchafalaya River at Simmesport (USGS, Water 
Resources Data) were used to plot the relations of width, 
depth, and velocity to discharge as shown in Figure 4-12, 4- 
13, 4-14, and 4-15. Values of the exponents in equation 4-3,
4-4 and 4-5 from 1963 to 1980 are listed in Table 4-5.
Table 4-6 shows the calculated width, mean depth, and mean
velocity at water discharge of 1,400 cms, 5,600 cms, and
14,000 cms respectively for periods of 1963-1966, 1967-1970,
1971-1975, and 1976-1980.
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TABLE 4 - 5  VALUES OF EXPONENTS IN THE EQUATIONS 
FOR CHANNEL CHARACTERISTICS
YR a c k b f m r < V) r (D)
(1) (2 ) (3) (4) (5) (6 ) (7) (8 ) (9)
1963 . 7469 IB.49 . 0724 .0787 . 0943 . 8270 .9929 .5541
1964 . 6440 8.07 . 1925 . 1268 .2774 .5958 .9822 .9417
1965 .5167 12. 78 . 1514 . 1796 . 1962 . 6242 . 9707 . 7B11
1966 .5115 6 . 26 •7>i|■ O J. ij . 1702 . 5046 .9521 .7914
1967 1.1632 o  *=r-7 . 3348 . 0301 .4878 .4821 .9791 .9375
1968 1.1690 2.30 . 3723 . 0551 . 5020 . 4429 . 9908 . 9926
1969 1.1551 2. 15 . 4026 . 0586 .5165 .4249 .9951 .9973
1970 1.0362 2.95 . 3274 . 0766 .4642 . 4592 .9693 .9629
1971 1.0188 3. 00 . 3270 .0899 . 4620 .4481 -9B2B .9717
1972 1.1514 1.97 . 4420 .0641 . \_1 'jl1 6 . 3997 . 9704 . 9739
1973 1.1844 2.90 .2912 . 0676 . 4579 .4746 . 9696 . 9900
1974 1.4312 2.63 .2652 .0391 .4-781 . 4B28 .9675 .9897
1975 1.2969 1.83 . 4209 . 0622 .5310 . 4068 .9929 .9956
1976 1.4653 o ■ 66 . 1862 • 0396 . 4030 .5575 .9849 .9755
1977 1.4141 2.75 .2572 . 0467 .4521 .5012 . 9870 . 9B70
1978 1.4158 2.69 . 2625 . 0479 . 4608 .4913 .9866 .9884
1979 l . 1. 77 .4229 . 0608 .5351 . 4041 . 9908 .9943
19B0 1.4730 2. 59 . 261B .0419 .4675 .4886 . 9880 .9892
(Source of data: Stages 8< Discharges of the Mississippi
River, New Orleans District 1963-1980; US Army engineer 
district, New Orleans, Corps of Engineers.)
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1963 - 1966 WIDTH (F) 1028 1248 1421
DEPTH (F 25. 1 34. 1 42.2
VELOCITY (FPS) 1.95 4.74 8 . 66
1967 - 1970 WIDTH 1402 1515 1594
DEPTH 17. 0 . 7 52. 8
VELOCITY 2 . 10 3. 93 5. 97
1971 - 1975 WIDTH 1559 1703 1806
DEPTH 16.7 33. 0 51.8
VELOCITY 1.94 3.57 5.35
1976 - 1980 WIDTH 1708 1824 1905
DEPTH 16. 1 30.6 46. 8
VELOCITY 1.82 3.57 5.59
In order to develop graphs of this type and to be able to
compare data from year to year, the data need to be
constantly taken at the same cross section -for at particular 
location. The Simmesport discharge range has been located at 
the present cross section since 1967. The sudden change in 
channel geometry between 1966 and 1967 is clearly reflected 
in Figure 4-12. After 1967, there was no dramatic change in 
the relation between channel geometry and water discharges 
(Figure 4—13, 4-14, and 4—15).
Table 4-B shows that from 1967 to 1980 flow width has been 
increasing steadily at all water discharges. Comparison of 
the data for the periods 1967-1970 and 1976-19SG indicates
76
that the -flow width has increased since 1967 by 20 percent at 
mean water discharge (Figure 4-16). Flow depth has decreased 
at low water, remained about the same at mean water 
discharge, and increased at high water(Figure 4-17). This 
implies a change in the channel shape. Mean velocity has 
slightly decreased at low water discharges and remained the 
same at other water discharges since 1967<Figure 4—IB). These 
values, however, should not necessarily be considered 

























M A M J J f l S O N D
1 Average monthly discharge at Simmesport 







W a t e f  y e a r
197S 19771976
Figure 4 - 2  Average monthly discharge at Simmesport
Dashed line represents average peak floui 


















U U  L
"mi 1 mo 1 isrT I 1971 1 1979

































j f m a m j j a s o n  d
Figure 4 - 4  Average monthly suspended sediment at 
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CHAPTER V SEDIMENT DISTRIBUTION PATTERNS AND
SEASONAL VARIATION IN THE ATCHAFALAYA DELTA
Surface sediments are important in modern deposit!onal 
environments because of the information they provide on the 
processes of deposition. Their characteristics are sensitive 
to changes in the environment of deposition. One of the 
important properties of modern sediments is their grain-size 
distribution. There have been many attempts to relate the 
grain-size distributions directly to the environment of 
deposition for the purposes of differentiating transport 
pathways, transport mechanisms, and types of strati graphic 
sequences. <Friedman, 1967; Branat, 1976).
Although a single sediment sample is not ordinarily a good 
indicator of the depositional environment, it may be useful 
if it represents a group of sediments which share the same or 
similar character!sties. To divide sediments into such 
'groups', large volumes of multivariate data must be 
involved. Several hundred sediment samples or more are 
analyzed to produce groupings. Cluster analysis provides a 
statistical method for handling these large data sets and 
extracting sedimentalagical1y meaningful and environmentally 
significant results. The cluster analysis technique finds 
'natural classification' or grouping of the sediments, based 
solely on the sediment characteristics without prior 
knowledge or assignment of any arbitrary limits. However,
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interpretation of the results requires integrating knowledge 
of the study area, its physical processes, and geomorphic 
features.
DATA COLLECTION AND PROCESSING
Three data sets, totalling 563 surficial sediment samples, 
were collected aver the Atchafalaya Delta between the summer 
of 19B0 and Nay of 1981. The first set (Figure 5-1) of 140 
samples was collected in the summer of 19B0 across the entire 
Atchafalaya Delta » The second (Figure 5-2) and third set 
(Figure 5-3) of samples (212 each) were collected from 10 
delta lobes both east and west of the Navigation Channel at 
the same locations but during different seasons. In the 
remainder of this paper sediment samples collected in the 
summer of 19B0 are called data set one, samples collected in 
January and May, 19B1 are referred to as data set two and 
data set three, respectively.
Sediment samples were collected using an Ekman grab sampler 
in subaqueous environments and by scooping the upper 2 cm of 
sediment into a 250 ml wide-mouth Nalgene bottle in 
subaerial environments. Locations for samples in data set one 
were determined by horizontal sextant angles. Sediment 
samples in data sets two and three were taken along transect 
lines established between survey stakes; Sample locations in
channels along the transect lines were determined by a steel 
cable, marked in 3-m increments, that was stretched across 
each channel. Samples were then taken -from an inflatable boat 
that was guided across by the cable.
Grain-size determinations were made by the U.S. Army Corps of 
Engineers, Waterways Experiment Station, Vicksburg, following 
standard sieving and hydrometer technique (Folk, 1974; Day, 
1956). The first and second moments (mean and standard 
deviation or sorting), mean cubed deviation, as well as 
percentile measures were computed for each sample. Size 
frequency and cumulative frequency curves were plotted.
SURFACE SEDIMENT DISTRIBUTION PATTERNS 
AND THEIR GEOLOGICAL INTERPRETATION 
(A CLUSTER ANALYSIS)
To reveal the characteristics of the sediment distribution 
patterns (classes) in the Eastern Atchfalaya Delta, cluster 
analysis was employed. A brief review of the cluster analysis 
procedure has been given in chapter two. The following 
paragraphs provide the results of cluster analysis and the 
geological interpretations and a follow-up discriminant 
analysis for the purposes of prediction and of updating the 
classification. A flow chart shows the complete cluster 
analysis procedure for data sets 2 and 3, (The procedure for 
data set one is the same except that the sample number is 140 
instead of 212 (Table 5-1).)
TABLE 5-1 FLOW CHART OF CLUSTER ANALYSIS
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The original FS, SI, and Cl in 
weight percents and MN in microns 
< 212 * 4 matrix)
Correlation matrix 
< 4 * 4  matrix)
Principal components analysis: 
The first three components account 









Ward's method and FASTCLUS 
(212 * 212 matrix)
Determination of the 
optimum number of clusters
Classification results: 
Clusters (mean values and 


















Corroboration and application 
(A discriminant analysis)
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1. RESULTS OF CLUSTER ANALYSIS
IHE_VARIABLES„CHOSEN The selected input data for the analysis 
were sediment grain size distributions. The sine fractions 
of each sample were summarised into five weight percentage 
classes (coarse sand, medium sand, fine sand, silt, and 
clay). The first two variables (coarse sand and medium sand) 
were virtually zero for nearly all samples, leaving three 
useful variables. Since the mean grain size had been 
calculated from the full range of quartet— phi fractions and 
could potencially provide more information, it was chosen as 
a fourth variable.
To test the relative importance of the variables, an FI-mode 
principal component analysis (focusing on relations among 
variables as opposed to Q-mode which focuses on relations
among samples) was performed at the outset on the correlation 
matrix generated from the four variables in each data set. A 
brief description of the principal component analysis results 
for each of the three sediment data sets is given in Appendix 
A.
According to the principal component analysis, the first
three principal components account for 99 percent of the 
variation contained within the 4 original variables.
Because (1) the number of original variables is not a
critical problem in this study; (2 ) the magnitudes of the 
loadings (eigenvectors) do not indicate a very high
intercorreiation among the original variables; and (3) the 
geological meaning of the original variables (weight 
percentage of fine sand CFS), silt (SI), and clay (CL),and 
mean size (MN) in microns) is more obvious than that of the 
three principal components (which are the linear combinations 
of the original variables containing 99 percent of the 
variation); the weight percentage of fine sand, silt, and 
clay and the mean grain-size were chosen as variables in-the 
input matri:;.
CF'T1MUM_NUMBER_QF_CLUSTERB Both Ward's method and FASTCLUS 
(BAS User's Guide, 1985) were applied to each of the three 
sediment data sets as a comparative study. The outputs of 
these two methods are quite similar. For instance, of the 
140 samples in data set one, the classification of only 4 are 
not in agreement between Ward's method and FASTCLUS.
Cubic clustering criterion (CCC) was used to determine the 
optimum number of clusters for Ward's method. Figure 5-4 
shows CCC plotted against the number of clusters (NCL). 
According to this criterion, the optimum number of clusters 
for data set one is 4, and for both data sets two and three 
the optimum number is 5. Dendrograms produced by Ward's 
method are shown in Figure 5-5 and 5-6 (data set one and 
two) .
Three criteria were calculated to determine the best 
partition for the FASTCLUS method: Wi1k 's lambda criterion,
Hotelling's trace, and canonical variables (canonical
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discriminant -functions). Wilk's lambda criterion and 
Hotelling trace are listed in Table 5-1, and the -first 
canonical variable is plotted against the second canonical 
variable in Figure 5-7, 5-8, and 5-9.
The minimum value of Wilk's lambda and the maximum value of 
Hotelling's Criterion may indicate the best partition. 
However as shown in Table 5-2, values of Wilk's lambda 
decrease and Hotelling's criteria increase monotonically with 
the increase in clustering number. The CCC and Canonical 
variables are more sensitive to the clustering number than 
the other criteria in this study. A comparison of Figure 5-9 
and 5-10 shows that the structure of 5 clusters is better 
than that of 4 clusters; In Figure 4-9, points of the same 
clusters are more concentrated, which indicates a better 
structure. Judged by Canonical variables, the optimum number 
of clusters for data set one is 4, and for data sets two and 
three is 5.
TABLE 5-2 CRITERION VALUES OF CLUSTER ANALYSIS
(DATA SET ONE)
NUMBER OF CLUSTERS WILK'S LAMBDA HOTELLINB'S TRACE
3 0 . 0 7 7 6 5.2595
4 0.0309 11.2255















The mean values o-f variables and grain-size distribution 
statistics o-f each cluster are listed in Table 5—3 and Table 
5-4.
Probably, the easiest, most concise, and informative way to 
represent these groupings (clusters) is by geographic display 
(Figure 5— 11 (a,b,c), 5-12, and 5-13). It should be pointed
out that at no time was the geographic position of the 
samples used to assist in determining the clusters, but that 
after the clusters were determined, sample location was used
as .an important factor in relating the clusters to 
environments of deposition. Also of interest for 
interpretation purpose is the grain-size distribution of each 
cluster. Histograms and cumulative frequency curves for each 
cluster are shown in Figure 5-14 (a,b,c) and Figure 5-15 
<a,b> .
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1 37 64. 03 28. 30 7.68 76.30
34. 98 50.92 14. 10 52.28
3 73 15. 72 65. 30 19.00 35.63
4 67 85. OB 10. 58 4.33 99.38















1 35 65. 63 25. 91 8.46 75.35
47 46. B7 40.47 12. 66 59.89
3 80 24.65 58.05 17.30 43. 12
4 9 SO. 44 13.33 6.22 95.67
5 41 10. 20 63.46 26.34 27.55
TABLE 5-4 GRAIN SIZE STATISTICS OF CLUSTERS (A)
(DATA SET TWO)
CLUSTER MN SD SK CV
(MICRON) (MICRON) ("/.)
1 76. 30 42.67 0.20 56
2 52. 24 38.53 0. 50 74
4M1 . 6*w" 31.53 1.16 S3
4 99. 38 46.47 0.44 47
5 24. 02 26.99 1.97 112
MN - mean, SD - standard deviation, SK - skewness,












1 75.35 40.43 -0.3 55
9 59. 89 39.31 0. 13 66
3 43. 12 34.34 0. 76 83
4 95.67 43.71 0.37 . 47
5 27. 55 28. 41 1. 55 106
2. GEOLOGICAL INTERPRETATION
The desired results o-f the cluster analysis in this study is 
to produce certain sedimentological1y meaning-ful and 
environmentally signi-ficant clusters based solely on sediment 
grairi-sise characteristics and objective criteria. As noted 
before, cluster analysis can produce an objective 
classification of surface sediment without prior knowledge. 
The analysis, though, is a purely statistical algorithm; it 
incorporates no physics. To interpret the results produced, a 
knowledge of the study area and deposit!onal environments is 
essential and indispensable.
DEPQBIIIQNAL_ENVIRDNMENTS_IN_THE_AICHAFALAYA_DELTA Accordi ng 
to previous studies (Roberts et al,1980; Van Heerden, 1983; 
Van Heerden et al, 1983), several subaerial and subaqueous
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depositional environments have been identified in the Eastern 
Atchafalaya Delta. They are summarized below with their 
associated sediment grain-size characteristics and locations.
A. Subaqueous depositional environments:
1. Old bay bottom environment.
Blue-grey clays and silty clays. Median size less than 20 
microns. (Most sample distributions have their tail on the 
clay side, so the median is smaller than the mean).
2. Prodelta.
Brown-grey clays and silty clays. Median grain-size less than 
20 microns. Moderately to poorly sorted.
3. Distal bar.
Grain-size varies from silty clay to coarse silt, coarser 
when closer to the Atchafalaya River mouth. Moderately 
sorted. Location: delta front.
4. Distributary-mouth bar.
Silts and clays. Median grain-size: 30-B0 microns. Moderately 
sorted. When they occur close to distributary mouth, distal 
bar sediments are transitional to a shallower and coarser 
distributary—mouth bar facies.
5. Channel fill.
Grain-size varies from clay, to silt and sand, depending on 
types of channel fill.
B. Subaerial depositional environments:
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1. Natural levee.
Silts and fine sands with minor amount of clay. Median grain- 
size ranging from 30 microns to 100 microns, coarsest 
materials in the delta. Well to moderately sorted. Locations 
flank of islands or of channels (subaqueous levee).
2. Back bar algal flats.
Laminated silts and clays interbedded. Locations between 
subaerial levees. Usually forming the central part of lobes.
EUU§IEBS_AND_RELATED_DEPOSlTIONAL_ENyiRONMENTS Comparing the 
output of the cluster analyses (Figures 5-11, 5-12, 5-13, 5—
14, and 5-15 and Tables 5-2 and 5-3) with the characteristics 
of depositional environments listed above, clusters produced 
be related to several environments of deposition.
The 4 clusters produced from data set one are environmentally 
significant. Cluster 1, with the finest mean grain size of 73 
microns, contains samples from channels that are mostly silt 
(647.). Cluster 3, with the coarsest mean grain size of 94 
microns, contains sandy samples exclusively from the flanks 
of delta lobes on topographically high areas usually referred 
to as natural levees. Cluster 4, with the highest clay 
content and an intermediate grain size of B4 microns, 
contains samples from the delta front. Cluster 2, with 
intermediate grain size, contains samples from distributary 
mouth bars.
Perhaps the most interesting outcome of the cluster analysis
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is that cluster 1 contains the finest mean grain size yet 
cluster 4 contains the highest percentage of clay—sized 
sediment. This suggests that, even though they have the 
finest mean grain size, the channels allow most of the clays 
to pass through to the delta front where they are deposited
in quiescent water. The channels, being more energetic, are
primary sites of deposition for silts.
Since samples in data sets two and three were collected in a 
much smaller area, along two major lines crossing only a few 
depositional environments, more than one cluster may be 
related to the same environment (we lack knowledge of sub­
environments) . Clusters produced from each of the three data 
sets and the environments they are most probably related to
are shown in Table 5-5 and 5-6.
TABLE 5-5 CLUSTERS AND DEPOSITIONAL ENVIRONMENTS INDICATED
( DATA SET ONE)
CLUSTER GRAIN-SIZE LOCATIONS DEPOSITIONAL ENVIRONMENTS
1 rich in silt channels and 
delta front












in fine flanks of islands 
and of channels
natural levee




TABLE 5-6 CLUSTERS AND DEPDSITIDNAL ENVIRONMENTS INDICATED
( DATA SET TWO AND THREE)
CLUSTER GRAIN—SIZE LOCATIONS DEPOSITIONAL ENVIRONMENTS




delta lobes distributary mouth 
bar
2,3 r i ch in si 11 delta lobes 
and channels




in f i ne flanks of islands 
and of channels
natural levee
5 rich in clay delta lobes and 
channels
channel deposit and 
back bar algal flat
§IAIISTICAL_CHARACTERISTICS_OF_CLySXERS Friedman's studies on 
river and beach sands (1967) show that statistical parameters 
(mean, sorting, skewness, and mean cubed deviation) can be 
used to distinguish sediments -from different environments. To 
examine these statistical parameters of the clusters 
produced, three parameters were calculated for each sediment 
sample of data sets two and three by using the following 
formulas (Friedman, 1967):
P
Mean = 1/100 ZT Fi Mi = M  (5-1)
i = i
Standard deviation = / > Fi(Mi - M ) /100  (5-2)
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P - 3
Mean cubed deviation = XZFi(Mi - M ) /100  (5-3)
i = l
where p is the number of fractions, i= l,2...p, Mi is the 
midpoint value of the ith fraction in phi units, M is mean 
grain-size of each sediment sample, and Fi is the weight 
percentage for the ith fraction.
Plots of mean against mean cubed deviation and standard 
deviation against mean cubed deviation are shown in Figure 5- 
16 (a,b) and 5-17 (a,b). Every point (number) in the plots
represents one sample, and the number indicates the cluster 
to which the sample belongs.
Two characteristics in these figures are worth noting: 
First, samples within the same cluster show similar 
statistical characteristics. That is, identical numbers are 
grouped on the scatter plots. This also indicates that the 
clusters produced from objective classification are 
environmentally significant. Second, five clusters can be 
divided into 3 groups (clusters 4 and 1, clusters 2 and 3, 
and cluster 5), each group displays a different tendency 
which may indicate the transition between dynamic regimes.
Figure 5-16 (a,b), in which the sample mean is plotted
against mean cubed deviation, shows two different tendencies. 
For clusters 1 and 4, the finer the sediment, the greater is 
the tendency for high positive mean cubed deviation (i.e.
Ill
the distribution is more skewed). Cluster 2,3 and 5, show an 
opposite tendency; the -finer the sediment, the greater is its 
tendency -for lower mean cubed deviation (higher negative 
value, in the case of cluster 5). When the sediments become 
finer, the mean cubed deviation moves towards zero (i.e.the 
distribution becomes more symmetrical). Cluster 5 differs 
from cluster 2 and 3 by being the only cluster that contains 
samples with negative skewness. It also has the finest 
texture. When the mean sediment size in cluster 5 is finer 
than approximately 6.3 phi, the mean cubed deviation becomes 
negative. As the mean phi value increases, the sediment 
contains a greater weight percentage of the coarse fraction 
which accounts for the higher negative mean cubed deviation.
For clusters 4 and 1, the more poorly—sorted (higher value of 
standard deviation) sediments have a tendency for higher 
values of mean cubed deviation (Figure 5-17(a,b)>. According 
to Friedman (1967), this is a characteristic of river sands 
(as opposed to beach sands). As discussed above, clusters 4 
and 1 represent natural levee and distributary mouth bar 
environments, respectively. This is consistent with 
Friedman's findings.lt should be pointed out that most of the 
natural levee and distributary bar sediments were, deposited 
during flood periods when the river was capable of 
transporting its coarsest component, the fine sands. Clusters 
2, 3, and S do not fall in either endpoint of Friedman's
classification (river or beach sands). This is most likely a 
result of being in environments that are neither truely river
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or beach (algal -flats, channels, and over bank deposits). 
Since the majority of the sediments in these clusters is not 
sand (mean grain-siire ranging from 4.5 to 7 phi), their 
hydraulic behaviour differs greatly from that of sands. The 
negative skewness in cluster 5 is caused by the high 
percentage of clay (< ED phi). Beach sands also have negative 
skewness, but that is because the fines are removed by 
constant wave action.
3. STABILITY, PREDICTION, AND UPDATE OF CLASSIFICATION
The similarity of the cluster output (see Table 5-2 and 5-3) 
and the statistical parameters of the clusters (Figure 5- 
14,5-15 5-16, and 5-17) between data sets two and three
indicates a certain stability of the objective classification 
system as well as the depositional environments. Stability is 
a desirable property that a classification system should 
possess.
Gordon (1981) pointed out that a stable classification 
should show little affect from:
(1) small errors in recording the variables describing each 
object (sample);
(2) the addition of a few new objects to the data set.
In addition to data simplification and interpretation, 
prediction of new data is a very practical use of 
classification, and it is also desired that the
classification can be updated by addin.g new data when they
are available.
In the -following paragraphs, results of a discriminant 
analysis are given to show how the classification produced by 
cluster analysis can be updated and made use of for 
prediction.
Since relationships between clusters and depositional
environments have been established (Table 5-5 and 5-6), if a 
sediment sample from an unknown source can be identified as a 
member of a certain cluster, one can predict from what
environmerit (s) this sample most probably has been taken.
A very brief description of the principle of discriminant 
analysis and how it is used are provided below. Further 
detail on calculational procedures can be found in Rao(1973>.
A sediment sample with v variables can be seen as a point in 
a v-dimensional space R. Then samples within the same cluster 
form a group of points which are closer to each other than 
to samples (points) belonging to other groups. Let g be ■ the 
number of clusters. There are a total of g groups of points 
in the space R. The ideal of discriminant analysis is to 
divide the space R into g disjoint subspaces Rl,R2,...Rg by 
applying certain criterion functions and minimising the 
probability of making 'mistakes' of misclassification. Each 
subspace is associated with a probability density function 
Pi (>:) , i = 1,2,. . g .
To -find the cluster in which a new sample x with v variables 
belongs then becomes a matter of maximizing the probability 
density function, Pi<x), that the new sample x falls into the 
subspace Ri , i.e. if
Pi <x) = Max Pj (x) .... <5-4)
j 1,. . .g
then sample x belongs to Ri.
To update the classification means to redivide the space R 
into g new subspaces by minimizing the probability of
misclassification (including new data).
To test the classification produced by cluster analysis, a 
discriminant analysis was performed by using data set two (as 
the initial classification) and data set three (as new data 
to be classified). The program used was developed by Sarle 
and Goodnight (in SAB User's guide: Statistics, 1985).
The input data included: (1) 212 samples from data set two,
each sample was characterized by 4 variables (FS, SI, CL, and 
MN) and labeled by a classification variable (the cluster to 
which it belongs). Because clusters 2 and 3 indicate the same 
environments as suggested in Table 5-5, they were combined 
into one cluster. (2) Data set three, which also contained 
212 samples and was characterized by the same variables as
data set two. This data set was used as 'new data' to be
classified by the classification derived from data set two. 
Each sample was also labeled by its cluster which was
produced separately by cluster analysis, labels in data set 
three were used as a comparison in the discriminant analysis.
The discriminant analysis showed that twenty nine (14%) out 
of 212 samples were 'misclassified'. Considering the 
complexity o-f the data set, the results seem reasonably
stable. The misclassification rate can be reduced by
adjusting the classi-fication using either data set two or
data set three by -further performance of discriminant
analysi s.
SEASONAL VARIATIONS IN SURFACE SEDIMENT
Sediment input from the Atchafalaya River and the 
hydrological regime of the Atchafalaya Basin, as well as the 
atmospheric forcings in the Gulf of Mexico and circulations 
in the estuarine area show obvious seasonal variation as 
discussed in the previous chapters. As a result of such a 
dynamic environment and variations in sediment supply, 
surface sediment is sensitive. To study the seasonal 
variation in surface sediment characteristics, two 
nonparametric statistical methods were used to compare the 
sediment populations of different seasons. Two sets of 
sediment samples (data sets 2 and 3), collected along the 
same transect lines during different seasons, were used as 
input data.
Between the two sampling periods, monthly mean discharges at
Simmesport -far the water year 1981 are shown in Figure 4—4. 
From January to April 1981, none of the monthly discharges 
exceeded the annual mean discharge (4,270 eras.). Between the 
times the two sets of samples were collected, there was one 
small spring flood (March 5 to 20). The highest daily mean 
discharge was 6,710 cms. The highest daily mean discharge of 
that year was 9,320 cms, which occurred on June 14) .
East of East Pass, samples were collected along two major 
lines, A-A' - and B-E<' and two short lines C C ' and D D ' that 
cross 10 delta lobes (islands) and 5 channels (Figure 5—3).
The null and alternative hypotheses far the K-S test ares
H01: S1(k ) = S2(k ) for all ,
Hal: Sl(r:) < or > 52 (k ) for some k ;
HO2: SI. (K) > S2(:j) for some ,
Ha2: SI (x) < = S2<x) for some ;
H03s B1 (;•:) < S2(>!) for some m ,
Ha3: Sl(:<) >= S2(;;) for some k .
At the subjectively specified alpha value of 0.20
(probability of type I error) and critical value C,one should
1. Reject H01 if absolute (D) >C, otherwise accept H01.
2. Reject H02 if D+ < 0, otherwise accept H02.
3. Reject H03 if D- > -C, otherwise accept H03.
where C, S 1 (k ), and S2(x) were defined in Chapter II. SI 
represents data set two and B2 data set three. D was defined
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in (2-2B). (If HOI is accepted, stop the test; If HOI is 
rejected, test H02 or H03, depending on the value of D.)
The hypotheses and alternatives used in the Wilcoxon's Two- 
sample Test are:
HOI: Population I and population II are identical.
Hal: The two populations are different.
H02: Population I is shifted to the right of 
population II.
Ha2: Populations I is not shifted to the right 
of papulation II.
H03: Population I is shifted to the left of 
populat i on II.
Ha3: Population I is not shifted to the left of 
population II.
For a specified alpha value of 0.20 (probability of type I 
error), one should
1. Reject HOI if absolute(Z) > Za/2, otherwise accept HOI.
2. Reject H02 if Z < Za, otherwise accept H02.
3. Reject H03 if Z > - Za, otherwise accept H03.
where Z and Za were defined in (2-31). (If HOI is accepted, 
stop the test; If HOI is rejected, test H02 or H03, depending 
on the value of Z.)
Population I represents the sample population collected in 
January, 19B1 (data set two) and population II represents the 
sample population taken in May, 19B1 (data set three).
Tests were performed first on the entire set of data pairs
collected in different seasons for each of the four random 
variables (FS, SI, CL, and MN) and then applied to each sub­
set of data pairs collected from each delta lobe and
channel. Wilco;:an's rank sum test requires sample size
greater than 10. For those sub-sets with sample size less
than 10, the K—S test was used. Sample size for the K-S test
can be as small as 3.
Results of these tests are listed in Table 5-7 and 5-B. Based 
on Table 5-7 and 5-B, several conclusions can be drawn:
(1) Sediment grain-size in the study area as a whole 
(represented by 212 pairs of samples collected from 10 delta 
lobes and 5 channels in the eastern Atchafalaya Delta) did 
not show any significant differences between January and May.
The percentage of fine sands was slightly lower in January 
(Table 5-7, continuation 3).
(2) Sediments in some of the individual delta lobes (islands) 
showed obvious seasonal variation. Sediments collected from 
delta lobes in the north of the study area (Derriere Isle) 
were finer, and contained less sand and more clay in winter 
(January) than in early summer (May). Sediments from delta 
lobes in the south of the study area (Bary's Island and 
Flounder Bar) showed an opposite variations they were coarser 
and contained more fine sand and less clay in January than 
in May. Figure 5-1B (a,b,c) shows the variation of mean 
grain— size along section A-A', B—B', C—C ', and D—D '. It 
seems that the sediment response to seasonal change differs
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•from island to island depending on such local -factors as 
orientation and elevation of the individual lobes. It is 
worth noting that sediment may be finer and contain more clay 
in the summer in several delta lobes.
(3) Sediments from all the channels showed no significant 
differences between January and May (Table 5-7,continuation 3 
and Table 5-B), neither did the sediments from delta lobes to 
the west of Navigation Channel (Table 5-7, continuation 3).
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TABLE 5-7 SEASONAL VARIATION IN SEDIMENT BRAIN SIZE 
AND WEIBHT PERCENTAGE OF FS SI AND CL
(A Wilcoxon's ' two sample test for 
sediment collected -from delta lobes)
LOCATION CLASS MEAN VALUE CRITICAL CONCLUSIONS BRIEF







MN 43.5* 50.6 0.5
FS 0.334
REJECT HOI
ACCEPT H02 Finer in J**
ACCEPT HOI
SI ^  0 52.7 0 . ' . REJECT HOI
ACCEPT H02 Less si in J
CL 19.8 13.0 -0.667 REJECT HOI
ACCEPT H03 More cl in J
Teal Is. 
Line AA
MN 40.8 36.1 1.658 REJECT HOI
ACCEPT H02 Coarser in J
Samp1e 
si z e : 
16
FS 21.9 18.2 1.451 REJECT HOI
ACCEPT H02 More fs in J







CL 16.3 20.1 -1.979
MN 45.2 50.1 0.5
FS 28.9 33.6 0.5
REJECT HOI
ACCEPT H03 Less cl in J 
REJECT HOI
ACCEPT H02 Finer in J
REJECT HOI
ACCEPT H02 Less fs in J
<to be continued)
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SI 55. 1 51.9 -0.500 REJECT HOI
ACCEPT H03 More si in J










FS >z*0. 2 37.6 0. 155 ACCEPT HOI
SI 49.5 46. 1 0.344 ACCEPT HOI
CL 12. 4 16. 2 -1.498 REJECT
ACCEPT
HOI




MN 83.7 57.2 -0.667 REJECT
ACCEPT
HOI




FS 68. 8 45.2 0. 667 REJECT
ACCEPT
HOI
H02 Less -fs in J
SI 25.3 3B.0 1.000 REJECT
ACCEPT
HOI
H02 Less si in J
CL 5. 8 16.8 -1.000 REJECT
ACCEPT
HOI




MN 37. 7 49.6 -2.767 REJECT
ACCEPT
HOI 

















FS 19.7 32.9 -2.188 REJECT
ACCEPT
HOI
H03 Less fs in
SI 62.3 53.8 1.610 REJECT
ACCEPT
HOI
H02 More si i n
CL IQ. 0 13. 4 2. 895 REJECT
ACCEPT
HOI








FS 44. 9 50. 0 -0.923 ACCEPT HOI
SI 45. 2 38.7 1. 461 REJECT
ACCEPT
HOI
H02 Mare si i n
CL 9.9 11.3 0.359 ACCEPT HOI
Sary Is. 
Line BB







FS 54.2 44. 3 1.118 ACCEPT HOI
S 1 36.0 42. 1 -0.904 ACCEPT HOI




LOCATION CLASS MEAN VALUES CRITICAL CONCLUSIONS BRIEF 
& SIZE JAN. MAY VALUE Z REMARK
Robert's MN B2.7 81.6 0.427 ACCEPT HOI
Is.
Line CC
FS 71.6 72.5 -0.296 ACCEPT HOI
SI 22.4 21.6 0.131 ACCEPT HOI






MN 42.6 47.9 -1.193 ACCEPT HOI
FS 24.1 29.5 -1.464 REJECT HOI




SI 56.8 51.B 1.847 REJECT HOI
ACCEPT H02 More si in J
CL 19.2 18.7 0.377 ACCEPT HOI
Total MN 55.0 54.7 -0.082 ACCEPT HOI
Sample 
si ze:
133 FS 36.2 40.0 -1.290
SI 39.0 45.5 -2.804
REJECT HOI
ACCEPT H03 Less fs in J 
REJECT HOI J&M different 














CL 14.0 14.5 -0.457 ACCEPT HOI
* Unit -for mean grai n-si ze (MN) is micron, for FS, SI, and 
CL it is weight percentage.
J - January, sediment is finer in January than in May.
M - May.
*** For those with sample size less than 10, Wilco:-:on's Test 
cannot apply and the Komogorov-Smirnov Test was employed.
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TABLE 5-8 SEASONAL VARIATION IN SEDIMENT GRAIN SIZE 
AND WEIGHT PERCENTAGE OF FS SI AND CL
(A Wilco;:on's two sample test for 

















FS 24. 4 h t  " if -0.038 ACCEPT HOI
SI 56. 9 59. 1 -0.227 ACCEPT HOI
CL IS.7 17.6 0.529 ACCEPT HOI
T i ger 
Channel




FS 39.5 36.8 -0.333 ACCEPT HOI
SI 43.0 45.5 0. 179 ACCEPT HOI
CL 17.5 17.7 -0.026 ACCEPT HOI
Ratcl i-f f 
Channel

















FS 23. 8 25.4 “0.094 ACCEPT HOI
SI 54.3 53. 9 -0.603 ACCEPT HOI
CL 2 2 . 0 2 0 . 8 “0.IBB ACCEPT HOI
Total MN 44.7 44. 1 -0.432 ACCEPT HOI
Sample
size:
43 FS 28. 0 2B. 6 -0.579 ACCEPT HOI
SI i-J-i - 4- 52. 5 0.073 ACCEPT HOI
CL 19.8 18. 9 0.259 ACCEPT HOI
* Unit for mean grain-size is micron, -for FS, SI, and CL is 
weight percentage.
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Figure s-17Cb) Standard deviation vs mean cubed deviation

















































































In the last three chapters, relations between water stage, 
current velocities and wind -forcing, their seasonal 
variations, sediment input characteristics, and surface 
sediment distribution patterns and seasonal variations in the 
eastern Atchafalaya Delta have been examined. Several modern 
sedimentation phenomena are worth noting.
SIDIMENT_GRAIN"SI2i_RESPDNSE_I0_SEASgNAL_CHANGE As revealed 
by non-parametric statistical tests, grain-size responses to 
seasonal changes are different in different delta lobes. For 
instance, in Isle Derriere, which is located north of the 
delta near the river mouth, sediment in the delta lobe was 
finer in winter than in summer. This is because the river 
transports and deposits more and coarser sediment to 
Atchafalaya Bay in spring and summer than in winter (Table 
4-1 and 4-2). On Gary's .Island and Flounder Bar, however, 
sediment was significantly coarser in winter than in spring 
and summer (Figure 5-1B, Table 5-6). Gary's Island and 
Flounder Bar are located in the southern part of the delta 
and are more exposed to the Gulf of Mexico. Here, strong 
wind-induced waves and currents can cause extensive shoreline 
retreat and subaerial levee erosion in winter, since the 
winter cross-shelf winds were much stronger than that in 
spring and summer (Figure 3-2). The eroded levee material 
then is redistributed over the back bar algal flat as sand
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sheets which are much coarser than the underlying silt and 
clay deposited in summer. A similar type of erosion also
occurred in Rodney's Island in the period 1976-1978 (Van
Heerden, 1983). Isle Derriere, because of its higher 
elevation and relatively protected location is not subjected 
to intense erosion from the Gulf.
DiLIA_LDBE_EROSION Although the Atchafalaya Delta is under 
rapid subaerial expansion, adding 3.6 square km of land per 
year (Wells, 1984), delta lobe erosion has occurred
frequently. Strong cross-shelf winds are considered a major
force causing delta lobe erosion (Kemp and Wells, 1980; Wells
et al, 1984; Van Heerden, 19S3).
Some factors contributing to delta lobe erosion are:
(1) Water stages and current velocities respond to north- 
south winds at a much wider frequency range (0.05-0.5 cpd, or 
time scales of 2 -2 0  days) in fall and winter than in spring
and summer (chapter III). Wind-induced currents and waves
are stronger and last longer. Chuang and Wiseman (19B3) point 
out that the strong coherence between sea level and cross­
shelf winds in Atchafalaya Bay is due to shallow nearshore
depths.
(2) Delta lobe erosion simply means that the supply of 
sediment cannot balance the loss. The sediment supply from 
the Atchafalaya River is rather unevenly distributed 
throughout the year. Qnly 20 percent of the suspended
sediment is transported to Atchafalaya Bay during a period of 
5 months from August to December. Sixty five percent of the 
sediment was carried down the river from February to June 
(Table 4-1). Further, during low flow seasons, not only does 
the river transport less sediment, it also carries lower a 
percentage of sand.
Most delta erosion takes place between August and January 
because during that period of time the sediment load of the 
Atchafalaya River is smaller and north-south winds are
CONCLUSIONS
The Atchafalaya Delta is located along the southcentral 
Louisiana coast recognized as one of the most dynamic coasts 
in the world.
The water stage fluctuations at Morgan City showed 
significant variance at time scales of 2.5-10 days and were 
driven by local longitudinal winds. There were also
fluctuations at a periods of 3 days which were the result of 
up-bay propagation of coastal sea level fluctuations
generated by longshore winds. Consequently, water was driven 
out of the Atchafalaya River by eastward winds and driven
into the River by westward winds through coastal Ekman flux.
Only for time scales longer than 20 days was water stage 
coherent with river discharge.
There were also changes in the water response to wind forcing 
on seasonal time scale. In summer, the Ekman flow driven by 
longshore (west-east) winds was more pronounced. In contrast, 
the winter season was dominated by local forcing (north-south 
wind) due to increased cyclone activity.
It is possible to estimate the subtidal current fluctuations 
driven by winds through a linear model provided sufficient 
long term records are available.
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Sediment input -from the Atchafalaya River is an important
aspect of understanding the deltaic depositional processes.
The annual sediment input to Atchafalaya Bay from the Lower
Atchafalaya River was 48 million metric tons from 1965— 1971
and 89 million tons for the period 1973-1975. Forty one 
percent of the sediment was transported in spring and only 
ten percent was transported in fall.
During low flows, 85 percent of the suspended sediment was 
clay and silt, this fraction decreased to less than 50 
percent in high flows.
Abnormally large floods carry large amounts of sediment into 
the Bay in a very short period of time. The rapidly growth of 
subaerial delta lobes are largely the result of these 
abnormal floods. However, only a small portion of the total 
annual sediment load is transported by abnormally high 
floods. The major portion of the sediment load is transported 
by flows within medium ranges.
The grain-sise distribution of surface sediment is sensitive 
to changes in depositional environment and depositional 
mechanisms. Cluster analysis provides a useful technique to 
find the 'natural classification' or grouping of sediments
based solely on their grain-size distribution without prior 
knowledge or assignment of arbitrary limits.
Cluster analysis was performed, on each of three data sets
collected in the eastern Atchfalaya Delta. The clusters 
produced by Ward's method and FABTCLUS were very similar and 
proved to be sedimentological1y meaningful and
environmentally significant.
Each cluster produced by cluster analysis was related to 
certain environments which had been identified by previous 
studies (Roberts et al , 19B0; Van Heerden et al , 1983;; Van
Heerden, 1983) based on grain-size characteristics and 
sampling location.
Sediment statistics of clusters (mean, standard deviation,and 
mean cubed deviation) show different tendencies on scatter 
plots which suggest the clusters may represent sediments from 
different environments of deposition that had been under the 
action of distinguishable depositional mechanisms.
Discriminant analysis performed on the classification 
produced by cluster analysis shows that the classification
system is stable and can be employed to identify
depositional environments of sediments from unknown sources. 
When new data is available, it can be used to update the 
classification system,
Nonparametric statistical tests show that sediment grain size 
responses to seasonal environmental changes vary from one 
delta lobe to another. This seasonal and spatial variability 
of sediment grain-size can be explained by seasonal
variations of atmospheric forcing and the difference in
elevation and location of delta lobe.
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APPENDIX A RESULTS OF PRINCIPAL COMPONENT ANALYSIS
Principal components are a set o-f linearly independent or 
uncorrelated variates containing the same in-formation or 
accounting •for the same total sample variation as the
original variables. The first principal component is the
linear combination with maximum variance; the second
principal component accounts for as much of the remaining
variance as possible, in accordance with the condition that 
it be uncorrelated with the first. Each new variate accounts 
for a smaller proportion of the original variance until all 
the variance is accounted for. The number of new variates is 
equal to or less than the number of original variables 
(Cooley, 1962).
The principal components turn out to be the characteristic 
vectors of the correlation matrix. Thus the determination of 
principal components is actually the calculation of 
characteristic roots and vectors (eigenvalues and 
eigenvectors) (Anderson, 195B; Mardia et al, 1979).
An R~mode principal component analysis (focusing on 
relations among variables, as opposed to Q-mode which focuses 
on relations among samples) was performed on the correlation 
matrix generated from the four variables in each data set. 
The correlation matrices for each data set are shown in Table 
A—1. 1§5
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TABLE A— 1 ORIGINAL TOTAL CORRELATION MATRICES
(DATA SET ONE)
FS SI CL MEAN
FS 1 .0 0 0 0 -0.8425 -0.7165 0.7136
SI -0.8425 1 .0 0 0 0 0.2639 -0.7906
CL 0.7165 0.2639 1 .0 0 0 0 -0.2844
MEAN 0.7136 -0.7906 -0.2844 1 .0 0 0 0
(DATA SET TWO)
FS SI CL MEAN
FS 1 .0 0 0 0 -0.8859 —0.8096 0.9826
SI -0.8859 1 .0 0 0 0 0.6469 —0.8534
CL -0.8096 0.6469 1 .0 0 0 0 -0.B469
MEAN 0.9826 -0.8534 -0.B469 1 .0 0 0 0
(DATA SET THREE)
FS SI CL MEAN
FS 1 .0 0 0 0 -0.9714 -0.8394 0.6444
SI -0.9714 1 .0 0 0 0 0.6864 -0.6494
CL -0.B394 0.6864 1 .0 0 0 0 -0.4874
MEAN 0.6444 -0.6494 -0.4874 1.0000
The eigenvalues and corresponding eigenvectors determined 
•from the total correlation matrices (Table A-l) are shown in 
Table A-2. The ratio o-f each eigenvalue to the sum of the 
eigenvalues gives the proportion o-f the total variation 
accounted for by each of the new variates. This proportion is
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shown as 'percent'and 'cumulative percent' in Table A~2.
TABLE A-2 EIGENVALUES AND EIGENVECTORS 
OF TOTAL CORRELATION MATRIX 
(DATA SET ONE)
VARIATE 1 2 3 4
EIGENVALUES 2.8595 0.8839 0.2414 0.0155
FS -0.5753 -0.1654 -0.2944 0.7450
SI -0.5270 -0.3860 0.5372 O  C T 7 CV «  U  Urn* V.1 ( J
CL 0.3733 0.8182 -0.1760 0.4004
MEAN -0.5020 0.3927 0.7706 0.0041
PERCENT 71.48 2 2 . 10 6 . 03 0.39
CUMULATIVE
PERCENT 71.48 93.58 99.61 1 0 0 . 0 0
(DATA SET TWO)
VARIATE 1 2 3 4
EIGENVALUE 3.5211 0.3595 0.1054 0.0140
FS 0.5237 0.1192 0.456^- -0.7094
SI -0.4816 -0.6368 0.5970 -0.0785
CL -0.4679 0.7614 0.4437 0.0678
MEAN 0.5243 -0.0245 0.4885 0.6971
PERCENT 8 8 . 03 8.99 2.64 0.35
CUMULATIVE





VARIATE 1 2 3 4
EIGENVALUE 3.1636 0.5399 0.2965 0 .0 0 0 0
FS -0.5519 —0.1852 0.2462 0.7749
SI 0.5292 0.0233 -0.6196 0.5792
CL 0.4791 0.5143 0.6649 0.2529
MEAN -0.4311 0.8371 -0.3368 0 .0000
PERCENT 79.09 13.50 7.41 0 . 0 0
CUMULATIVE
PERCENT 79. 09 92.59 1 0 0 .0 0 1 0 0 .0 0
As shown in Table A-2, the -first three principal components 
determined in this analysis accounted for 99 percent of the 
variation contained within the 4 original variables.
The values of the eigenvectors, sometimes called 'loadings', 
represent the relative importance of the original variables 
on each new variate (Dahlberg and Griffiths, 1967) . These 
loadings may be interpreted as correlation coefficients: a
value close to +1 or -1  for a variable indicates that it 
contributes significantly to the component; a value close to 
zero indicates that the variable has negligible contribution. 
Positive loadings indicate direct relationships and negative 
loadings indicate inverse relationships (McCammon, 1966; 
Rummel, 1967).
APPENDIX B RESULTS OF EMPIRICAL EIGENFUNCTION METHOD
The empirical eigenfunction method has been described in
chapter two. From equation 2-27, we have
! A - A  I ! = 0  < A-1)
where A is defined in (2-24), I  is unit matrix. Equation 
(A— 1) is called the characteristic equation of matrix A. The 
roots, A i i  of the equation were calculated through the 
Jacobi method (Burden et al, 1981). The program used was
prepared by the author. It is beyond the scope of this paper 
to further describe the mathematical theory and procedures 
involved in determining eigenvalues and eigenvectors. The 
reader is referred to any advanced textbook on matrix theory 
for additional information.
As mentioned in chapter two, the sum of all the eigenvalues 
is equal to the trace of matrix A which by definition is
equal to the mean square value of all the data (equation 2-24
and 2-25). Each eigenvalue represents the amount of the 
sample variation accounted for. For the meaning of the 
associated eigenvectors, see Appendix A (McCammon, 1966).
The results of the empirical eigenfunction method for each 
cluster produced from data sets one and three through cluster 
analysis are listed below.
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Ei genvalues 10. 67 1615.18 18.51
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Ei genvalues 5.74 73. 12 1257.40









TABLE A - 4 
Cluster 1
EIGENVALUES AND EIGENFUNCTIONS 
(DATA SET THREE)
FS SI CL
Ei genvalues 1670.45 24. 50 2.90











Ei genvalues 1334.73 22.47 3. 11





(conti h u g )
cluster 3
FS SI CL
Ei genvalues 16.82 1473.26 5.71

















Eigenvalues 5.22 1636.79 10.30










From the tables, one can see that the eigenvalues and 
eigenvectors -for each cluster are significantly different. 
This is a corroboration of the results of cluster analysis.
APPENDIX C ISOPLETH MAPS OF SEDIMENT DISTRIBUTION
Surface sediment distribution in Atchafalaya Bay is displayed 
by a set of isopleth maps which were generated from three 
sets of 563 sediment samples using FS, SI, and CL in weight 
percent, and mean grain-size in microns (Figure A-l 
(a,b,c,d), Figure A-2 <a,b,c,d), and Figure A-3 (a,b,c,d>).
To show the seasonal change of each variable (MN, FS, SI, and 
CL) between January and May of 1981, three residual isopleth 
(lines drawn through points having the same difference values 
between variables of sediments collected in January and May) 
maps were produced (Figure A-4 (a,b,c)). Positive values
indicate a increase in percentage of the respective variable 
(FS,SI, AND CL) and of the mean grain size (for variable MN) 
from January and May. Negative values represent a decrease 
from January to May. It is worth while noting that the 
seasonal change in sediment distribution and mean grain- size 
is different in different delta lobes.
174











Figure A-lb Fine sand, contoured in ueight 
percentage (data sat one)
Figure ft-lc Silt, contoured in weight 
percentage (data set one)
o
400B M V S
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Figure A-ld Clay, contoured in ueight 
percentage Cdata set one)
a
Figure A-2a Mean grain-size, contoured in microns,
Cdata set two. stippling represents delta 




Figure ft-Eb Fine sand, contoured in weight
percentage (data set two)
Figure A-Sc Silt, contoured in weight
percentage (data set two)
SMM
Figure A-£d Clay, contoured in weight




Figure A-3a Mean grain-size, contoured in microns,
Cdata set three)
Flours A-3b Fine sand, contoured In weight
percentage (data set three?
«+*v.v*v:
Figure A-3c Silt, contoured in weight
percentage (data set three?
isiiii
Fiyure A-3d Clay, contoured in ueiyht
percentaoa (data set three)
c
L
Figure A-*ia Residual mean grain-size between January 




Figure fl-4b Residual weight percentage of fine sand 




Figure A-4c Residual weight percentage of silt
between January and May, 19B0;
contoured in weight percent
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