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INTRODUCTION
The relationship between temperature and electricity usage is highly nonlinear, because electricity consumption increases at both high and low temperatures. Estimating this relationship, however, is complicated by the need to control for many other factors such as income, price, and overall levels of economic activity and for other seasonal effects such as vacation periods and holidays. A second complicating factor is the form in which the data on sales are collected: meter readers do not record all households on the same day and for the same period. A third factor is the possibility of unobserved changes in behavior or other causal variables that will introduce serial correlation into the disturbances.
This article introduces a combined parametric and nonparametric regression procedure that easily accommodates linear transformations of the data and therefore provides a convenient framework for analysis of this problem. The approach is based on smoothing splines that can be estimated in a regression context by an algorithm that looks like ridge regression or mixed regression. Shiller (1973 Shiller ( , 1984 has used similar ideas in distributed lag models and functional form estimation. In our case, however, the smoothness parameter is estimated from the data set. Recent papers by Wahba (1984) and Green, Jennison, and Seheult (1985) are similar in spirit to this article. Ansley and Wecker (1983) and Wecker and Ansley (1983) recast the problem in a state space formulation.
The method should be contrasted with textbook econometric methodology in which the functional form is assumed known a priori. In conventional practice, not only the parameter values but the functional form must be estimated from the data. This involves a series of specification tests or other procedures to select the appropriate model, which is then estimated on the same data set. The method should be compared with statistical approaches to functional form estimation such as kernel estimation or its many variants with variable bandwidths [e.g., see the conference proceedings edited by Gasser and Rosenblatt (1979) and the review by Collomb (1981) ; these methods are invariably applied only in bivariate iid situations without the complications inherent in this application].
The problem of relating temperature and electricity sales is very important, since weather adjusted sales (the sales that would have occurred if the weather had been normal) are frequently used in determining electricity prices in regulatory proceedings. Similar series are often used in utility econometric models. Extreme temperatures are invariably responsible for extreme electricity demand; therefore they are critical in forecasting capacity requirements, and any nonlinearities may have great importance. In spite of the millions of dollars riding on such adjustments, the methodologies now in use are rather simplistic. For example, it is common to assume that the relationship is V shaped, with a minimum at 650 and differing high and low temperature slopes estimated as the coefficients of cooling degree days and heating degree days. This contrasts with theoretical arguments from thermodynamics, which observe that the heat loss through a barrier is proportional to the fourth power of the temperature differential, and the more practical observation that when the heater or air conditioner is operating full time, there can be no further effect of more severe weather. For a survey of the methods in use, see Electric Power Research Institute (EPRI, 1981 (EPRI, , 1983 and Lawrence and Aigner (1979) .
In Section 2 the nonparametric procedure is described and extended as required for this application. In Section 3 the data are discussed, and Section 4 gives the results. Section 5 concludes.
THE NONPARAMETRIC REGRESSION MODEL
To describe the nonparametric procedure, initially suppose that the data consist of the n pairs (xi, yi), i = 1, . * ,n, generated by the simple model yi= f(xi) + ei, is to estimate f(x) by a nonparametric function. We consider, as an approximation to the true f(x), the cubic smoothing spline g(x), which solves for given A 2 0,
The first term penalizes lack of goodness of fit of the function to the data, and the second penalizes lack of smoothness of the approximating function. The solution to (2.3) is a unique, smooth piecewise cubic polynomial with a knot or breakpoint at every data point xi. By varying A, the smoothness of g(x) is varied. At the extremes, when A goes to infinity, the function is forced to be linear over the whole range of x values and is then the best least squares line through the data. When A -> 0, y tends to be an interpolating function for the data, fitting every data point exactly.
Smoothing splines were originally proposed by Whittaker (1923) , Schoenberg (1964) , and Reinsch (1967) ; analysis of their statistical properties, when f and g are periodic, appears in Wahba (1975) and Rice and Rosenblatt (1981) . An analysis of the nonperiodic case appears in Rice and Rosenblatt (1983) ; they also showed that the same approach can be used to estimate the derivatives of f. The important question of how A should be chosen was discussed by Craven and Wahba (1979) , Rice (1984), and Speckman (1985) . This question is discussed further later.
In our application, direct observation of f( ) + ei is not possible because of the presence of billing cycles, which will be explained in detail in Section 3. Rather, linear functionals of f, li(f), are modeled (in our case, certain weighted sums from different time periods). We also wish to include other variables in the model in a parametric form. With these modifications, the model becomes Yi = ls(f) + Z' Y + c, where y is a vector of coefficients of the parametric functions. Our estimate is the g and y that minimize
We call this the semiparametric regression model. The character of the function g minimizing this expression
is not clear, although in the case of direct observation of f, li(f) = f(ti), the solution is easily seen to be a natural cubic spline. Various schemes might be tried for computing an approximation to the solution of this extremal problem; we chose to approach it in the following way: the range [a, b] is discretized into a fairly large number of intervals and f is correspondingly represented by its values 61, . . , am at the midpoints of those intervals. We note that this discretization is fairly fine, so the smoothing is still being controlled through the parameter A and not by coarse discretization. Clearly, other approximations could be used as well. The model thus becomes in matrix form,
or Y = X,B + c, where X and f,B are partitioned in the obvious way. The integrated squared second derivative of f is approximated by a sum of squared second-difference quotients, and our approximate solution becomes the 6 and y that minimize
where V is the second differencing operator and each row of L gives the proportion of billed customer days in each temperature interval. See Section 3 for more details. Using the partitioning referred to before and letting U be a matrix consisting of V bordered by O's, the solution is the vector ,B minimizing
The disturbances in (2.4) in practice often have serial correlation, and therefore a further modification is necessary. In particular, we are interested in the case of a first-order autoregressive model for the ei:
The model can be easily transformed to have serially uncorrelated disturbances by quasi-differencing all of the data assuming p to be known. (In fact, this is also an estimation procedure, as the maximum likelihood estimate of p under Guassian assumptions is simply the value that minimizes the remaining sum of squared residuals.)
The solution to (2.5) is easily shown to be It is immediately seen that this variance decreases as A increases. Thus there is the classical trade-off between bias and variance, and the choice of A will depend on the relative weights placed on these quantities. The equivalent choice in standard econometrics is the richness of the parameterization, in terms of the number of explanatory variables included in the regression. With this analogy in mind, it is useful to consider the equivalent degrees of freedom of an estimate. Denote and assumption (2.10) can certainly be weakened. Furthermore, under (2.10), the value of in-in say-that minimizes the mean squared error of f,(A) is of order n"2 and therefore satisfies (2.9). To use (2.7) to estimate the variance of ,6, an estimate is required for q2* Following a suggestion by Craven and Wahba (1979) , the estimate used here is 2 = e'e/tr(I -A(), (2.11) where A is an estimate of A*, discussed at the end of this section. Given assumption (2.9) and (2.10), it can be shown that this estimate is asymptotically unbiased. The estimate given by (2.6) is biased, and it may be instructive to examine the nature of the bias. Since
say. We thus see that the expectation of fIk is a linear combination of the elements of /3. Graphical display of the rows of W can reveal the intrinsic bandwidth induced by the choice of A and the corresponding "window" shape. Some examples are given in Section 4. This shows that smoothing splines can be interpreted as a variable bandwidth kernel estimation method.
The final important step in the procedure is to choose the smoothing parameter A. The basic cost function is the quadratic loss, but to minimize the expected loss, an extra penalty for parameters is required. There have been a variety of approaches in the literature to this general question; the choice of a stopping rule for fitting autoregressions and the selection of regressors when the true model is unknown are closely related problems.
An approach that is intuitively appealing is known as crossvalidation (CV). The method drops one data point, estimates the model, evaluates how well the model forecasts the missing data, repeats this for all individual data points and then chooses A to minimize the resulting sum of squares. Thus, suppose that the point (xj, yj) is deleted from the data. For a given A, /J(1) (A) is estimated and the term (95J)(A) -yj)2 is formed, where yjj)(A) = hA(x1). Repeating for all j gives
and A is then chosen to minimize this quantity. Essentially, one is choosing A to provide the best possible out-of-sample forecast on average.
The obvious disadvantage of this technique is that it is computationally expensive, particularly as n becomes large. For models linear in the parameters, however, the calculations can be greatly simplified by the Sherman-Morrison-Woodbury formulas given by Rao (1965) .
A more direct approach is to consider criteria based on closed forms of quadratic loss with penalty functions. Some of these may be written as follows: minimize
where RSS(A) = e'e (RSS is residual sum of squares). For example, Akaike (1973) suggested using m(n) = 2n 1, giving the Akaike information criterion (AIC). Schwarz (1978) suggested m(n) = log(n)/n, and Hannan and Quinn (1979) suggested m(n) = 2 log(log n)ln. An earlier proposal by Akaike (1969) was to minimize
where FPE is finite prediction error. Atkinson (1981) provided a useful survey of these criteria.
A further criterion, which we shall be using, was introduced by Wahba (1975) , Craven and Wahba (1979) , and Golub, Heath, and , in the context of smoothing splines. They suggest minimizing the generalized cross-validation (GCV) criterion
To develop conditions of optimality for such a choice, we propose that it would be desirable to choose A to minimize the expected squared prediction error
where ,u = E(Y), which can be reexpressed in terms of the expected residual sum of squares (ERSS) as
Therefore the estimated sum of squared residuals is an underestimate of the mean squared prediction error. Approximating a2 by RSS/n yields a feasible estimate of the correction:
This is the FPE criterion and the first-order term of a Taylor expansion of GCV and AIC; thus it provides some justification for their use. Ordinary cross-validation is thus interpreted as another approach to estimating R(A).
Further discussion of some of these criteria may be found in Rice (1984) and Shibata (1981) , but more research is required to compare these and other similar methods in various situations. Terasvirta (1985) established the asymptotic optimality of these criteria (see also Erdal 1983) . In the empirical work reported later, the GCV criterion was used because of its relative simplicity and because it was shown by Craven and Wahba (1979) to be an effective method for choosing A for ordinary smoothing splines.
THE DATA AND SOME MODIFICATIONS
The data for this analysis come from four utilities: Union Electric in St. Louis (STL), Georgia Electric Power in Atlanta (GE), Northeast Utilities in Hartford, Connecticut (NU), and Puget Power and Light in Seattle (PU). The data are in the form of total residential sales in megawatt hours billed in a month, which we normalized to sales per customer.
The total sales in one month are composed of the sum of sales billed in approximately 21 billing cycles. That is, the first cycle in March might cover the period from February I to March 1 and include n1 customers. The second could run from February 2 to March 2 with n2 customers. The number of customers facing the weather on any particular day and billed in March depends on which billing cycles cover this day. For example, all customers face weather on March 1 but only n1 face weather on February 1 and n20 face weather on March 31. If the same average temperature occurs on several days, the number of customers in the March bills facing that temperature would be given by the sum of the number in each billing cycle covering each of the days. Thus variables can be constructed to represent the number of customer days at any particular temperature. Dividing both the total monthly bills and the customer days by the total number of customers gives a new definition of the L (and X) matrices in (2.4). The element of L corresponding to month m and the temperature interval k is given by where Id,k = 1 if the temperature on day d was in interval k and I = 0 otherwise, nC,m is the number of customers in cycle c in month m, and nm = EC nC,m. Each row of the L matrix indicates the distribution per customer over temperature for some month of the customer days, and each sums to roughly 30, since each customer is billed for about 30 days. Fortunately, for three of the utilities, the exact starting and ending dates for each cycle and the number of customers in each cycle are known. For Puget, this is approximated. The U matrix must be adapted to the use of nonequally spaced temperature intervals, since these can be chosen by the investigator. Let the daily average temperature be x, and consider the intervals defined by the breakpoints xl, x2, . . , xi, xi+l, , xk+ 1, so that there are k ordered categories. Let the corresponding midpoints be tl, . . . , tk. Approximating the derivative by the finite difference, the second derivative at xi can be written as Thus the U matrix would have typical rows defined by the coefficients of fi given in (3.1), which therefore depend upon the intervals chosen for the temperature categories. If the intervals are all the same, then this becomes simply the second difference of the fl's as before. In practice we have made the temperature categories smaller in the middle of the distribution because the observations are much denser there, but there was little difference in the estimated shape when equal categories were used. A series of independent variables supplied to us by the four utilities were entered linearly in the models and are labeled as z in (2.4). These data series were the same as those used in their own modeling efforts but differed slightly across utilities. For both STL and GE, the monthly price of electricity was measured as the marginal price for the average residential customer in that month, divided by the local consumer price index (CPI). As rate structures only change at most once a year, variations within the year reflect shifts in the block of the average customer, seasonality in the rate structure, and changes in the local CPI. For PU and NU the U.S. Bureau of Labor Statistics energy price indexes for Seattle and Boston are de- flated by the similar comprehensive estimates of the consumer price index and used as the price variables. Generally, the prices had little effect in the estimates. The income measures again differed slightly across utilities. STL and GE carried out their own surveys of household income, which were interpolated to monthly intervals. PU used U.S. Department of Commerce estimates of annual Seattle Standard Metropolitau Statistical Area (SMSA) personal income per household divided by the Seattle CPI, all interpolated monthly. NU used the similar Hartford SMSA personal income measure divided by the Boston CPI. In EPRI (1983) and Train, Ignelzi, Engle, Granger, and Ramanathan (1985) , other measures of both income and price are examined in a parametric model with little difference in 'overall performance or the significance of the variables under examination. In St. Louis, a meter-reader strike for a five-month period required estimated billing that was later corrected when the meters were again read. This effect was modeled by two strike dummy variables, each of which sums to zero.
Other factors that might affect the base or non-weather-sensitive load, such as the timing of holidays and the school year, the timing of sunrise and sunset, and other repeating phenomena, were modeled by including 11 seasonal dummy variables. The twelfth would ordinarily be included in a model with no intercept. In this model, however, the temperature variables essentially add to a constant and therefore implicitly include an intercept so that none appears explicitly in the nonparametric estimation.
The residuals in (2.4) were assumed to follow an autoregressive (AR) (1) process with zero mean and parameter p. As it was quite expensive to search over both A and p, generally only a very rough grid search over p was performed. In fact, the estimates of p were so similar for different specifications and regions that eventually even this became unnecessary. Furthermore, the shapes of the estimated temperature response functions were surprisingly insensitive to the values of p.
In each case A was determined by minimizing GCV using the MINPACK algorithm described in More, Garbow, and Hillstrom (1980) , treating A/(A + AO) as the parameter when AO was chosen to be roughly the size of the final estimate. Since the optimization is only over a single parameter, a variety of methods would surely be successful. Table 1 presents summary statistics for the semiparametric estimates for the four utilities. The GCV is defined as in (2.14), and the standard error of the regression and the equivalent number of regressors are defined by (2.11) and tr(A(A)), respectively. The full results are presented in Tables 2-9 .
RESULTS
The equivalent number of regressors associated with the weather variables varies from a high of 9 for STL to a low of 4 for PU. These numbers reflect the inherent nonlinearity in the response rather than the number of temperature intervals considered. The estimated values of A, the smoothing parameter, are all very large; however, the actual magnitudes depend on the units of the data and therefore have no direct interpretation.
For comparison, Table 1 has summary statistics from some carefully estimated parametric models developed in EPRI (1983) for the same data sets. In each case a specification search suggested a basic model that included only a subset of the possible arms of the temperature function. In each case the model closest to the semiparametric one in terms of other regressors was chosen for comparison. In STL, however, the parametric models included a discomfort index and the price index, both of which were not in the semiparametric model. As can be immediately observed, the number of temperaturerelated variables in the parametric specifications is far less than in the most unrestricted semiparametric model, where it is equal to the number of temperature intervals. It is also far less than the estimated equivalent number of temperature parameters in each case. Thus if the parametric models provide an adequate representation of the data, they are surely more parsimonious. A value of A approaching infinity will lead to a linear rather than a V-shaped response, so the semiparametric models do not have the capability of achieving the parsimony of the simplest parametric versions. In fact, one modeling strategy that could be followed would be to let the semiparametric estimates guide the selection of a parametric functional form. Nevertheless, in both STL and GE the GCV for the semiparametric model is better than (i.e., lies below) that of the parametric models. This is also true for the standard error, although such a comparison would be misleading because this criterion imposes a far smaller penalty on overparameterization than does GCV. For PU the values of GCV are very similar, reflecting the fact that the relationship is nearly a straight line, even though the parametric model terminates this line at 650. For NU the parametric model is substantially better. This may be attributed to the small number of observations (43) compared with the number of estimated parameters (20 for the semiparametric and 16 for the parametric). Here a priori specifications may have a particularly large benefit, since variance reduction is more valuable than bias reduction. Turning to the plots, Figure 1 presents the nonparametric estimates of the weather-sensitive load for STL as the solid curve and two sets of parametric estimates as the dashed curves. The one with short dashes is the selected parametric model summarized in Table 1 , whereas the longer dashes are from the model that fits all of the segments of the piecewise linear response surface. In each case the non-weather-sensitive load is defined as the load when temperature equals 650, and therefore each of the curves is normalized to zero at that point, Although the parametric curves appear to approximate the cooling part of the curve accurately, they do not do very well in the heating region. Particularly bad is the selected model that finds a linear relationship. In fact, the more highly parameterized model has a lower GCV as well and would be preferred on most grounds. The nearly horizontal estimated relationship is consistent with the low saturation of electrically heated homes in the city of St. Louis.
Figures 2, 3, and 4 show similar plots for the other three utilities. In each case there appear to be small but possibly important differences between the parametric and nonparametric curves. In STL, GE, and NU, the minimum for the nonparametric curves does not appear at 65? but at a somewhat lower temperature. In PU the parametric version truncates at 650 under the assumption that there is no air-conditioning load. It appears that electricity usage continues to fall, however, for temperatures above 650. Several plausible explanations for such behavior can be offered. For example, even when the daily average temperature is above 650 there may be heating at night. Another possible explanation for the finding is that the service region covers two distinct areas-coastal and mountainousbut the available weather data are only from the coastal region. Thus the actual temperatures occurring in the mountain region are likely to be below those used in the model, resulting in an unusual temperature response curve in some temperature regions.
In general the nonparametric curves have a plausible shape that is free of user-defined features. The shapes are fairly well. approximated by the higher-order parametric models, but even these may miss key features of the data through the arbitrary choice of knots or base temperatures.
An interesting possibility that we explored empirically was the introduction of some of the parametric weather terms into the z matrix of covariates. The semiparametric procedure therefore estimated the difference between the specified parametric form and the true model. Thus, for example, heating and cooling degree days could be included with income, price, and the seasonal dummies as the standard regressors. When the ap- proximate parametric form was well specified, the GCV estimate of A became very large, indicating little need for extra parameters. In fact, only near 650 did it deviate noticeably from a straight line. When a highly inadequate parametric form was introduced, however, the optimal A was smaller again and the curve had some shape. When this estimated shape was added to the estimated parametric shape, the result was nearly indistinguishable from those in Figures 1-4 . Thus the semiparametric procedure can be viewed as a way to flexibly correct misspecified parametric models. Figure 5 examines the performance of GCV in selecting the optimal degree of smoothing. Using data for GE, the upper left frame obtains estimates of the curve assuming A = 0, so there is no smoothing. Successively higher A's are examined until in frame d the optimal estimate is plotted. It appears that the fourth figure is simply a smoothed version of frame a but that no essential features are lost. If still larger values of ) were tried, the curve would eventually become a straight line.
To examine the biases in more detail, in Figures 6 and 7 we plot the weights that show how the expected value of A, depends on the true fl's. From (2.12), E(flW) = Wifl with Wi as the ith row of W = (X'X + AU'U)-1X'X. Thus the expected value of each regression coefficient is a linear combination of the true coefficients. For unbiased estimation, W = I; but for biased estimation, the value of one coefficient will affect the bias on another. In Figure 6 these weights (interpolated by a cubic spline) are shown for the sixth temperature category (40-45?) for STL to produce a kernel function that peaks near 42.50. This figure portrays a smoothing window just as for any kernel estimator. The bandwidth of this window is implied by the estimate of A; large values of A imply large bandwidths. In this case the window does not appear to be symmetric, possibly because of end effects. It also has several side lobes, as do many optimal smoothers. In fact, the fixed regressors will potentially also have a weight; however, these are very small in this application. Figure 7 shows the same result for the tenth temperature category (60-65?) . Here the window has a similar shape that differs in detail. The fact that these windows are differently shaped illustrates that the smoothing does not have a constant kernel or bandwidth.
CONCLUSIONS
This article has extended and applied the methodology of smoothing splines to the problem of estimating the functional relationship between the weather and the sales of electricity. The extensions introduced additive parametric determinants, serial correlation of the disturbances, and a dynamic structure inherent in the data-generation process. The applications indicate the promise of the technique to produce sensible and intuitively appealing functional relationships. Frequently these reveal features in the data that a careful parametric specification search had not uncovered. The results are surprisingly robust to a variety of changes in specification.
Clearly, further experience in using this technique and further theoretical research are required. Among outstanding issues are the following: (a) A better theoretical understanding of the bias in such a mixed parametric-nonparametric model is desirable. How does the inclusion of the nonparametric component bias the estimates of the parametric components and vice versa? How does the form of the design matrix influence the bias? More generally, analysis of the local and global consistency and rates of convergence is needed. (b) There is a need for a better theoretical and practical understanding of the efficiencies of various data-driven methods for choosing the smoothing parameter A. It was surprising and reassuring to us that the curves selected by GCV were insensitive to our specification of p, but the reason for this is unclear. (c) Finally, it would be desirable to develop reliable confidence bounds for the curves. This is difficult to do in the presence of bias, since the bias depends on the unknown true parameters and conventional confidence bands are built around unbiased estimates. Since our estimates are linear, their standard errors are easily computed; but confidence intervals are more difficult. [Received July 1983 . Revised November 1985 
