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SUMMARY
Short-period (<1 s) seismograms are strongly affected by small-scale (<10 km) hetero-
geneities in the lithosphere. In general, short-period seismograms are analysed based on
the statistical method by considering the interaction between seismic waves and randomly
distributed small-scale heterogeneities. Statistical properties of the random heterogeneities
have been estimated by analysing short-period seismograms. However, generally, the small-
scale random heterogeneity is not taken into account for the modelling of long-period (>2 s)
seismograms. We found that the energy of the coda of long-period seismograms shows a
spatially flat distribution. This phenomenon is well known in short-period seismograms and
results from the scattering by small-scale heterogeneities. We estimate the statistical parame-
ters that characterize the small-scale random heterogeneity by modelling the spatiotemporal
energy distribution of long-period seismograms. We analyse three moderate-size earthquakes
that occurred in southwest Japan. We calculate the spatial distribution of the energy density
recorded by a dense seismograph network in Japan at the period bands of 8–16 s, 4–8 s and
2–4 s and model them by using 3-D finite difference (FD) simulations. Compared to con-
ventional methods based on statistical theories, we can calculate more realistic synthetics
by using the FD simulation. It is not necessary to assume a uniform background velocity,
body or surface waves and scattering properties considered in general scattering theories. By
taking the ratio of the energy of the coda area to that of the entire area, we can separately
estimate the scattering and the intrinsic absorption effects. Our result reveals the spectrum of
the random inhomogeneity in a wide wavenumber range including the intensity around the
corner wavenumber as P(m) = 8πε2a3/(1 + a2m2)2, where ε = 0.05 and a = 3.1 km, even
though past studies analysing higher-frequency records could not detect the corner. Finally,
we estimate the intrinsic attenuation by modelling the decay rate of the energy. The method
proposed in this study is suitable for quantifying the statistical properties of long-wavelength
subsurface random inhomogeneity, which leads the way to characterizing a wider wavenumber
range of spectra, including the corner wavenumber.
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1 INTRODUCTION
A small-scale velocity inhomogeneity generates coda waves and de-
creases the peak amplitude of the direct phase due to the scattering
of seismic waves. These effects are important for the propagation of
short-period seismic waves as well as the intrinsic attenuation. It is
difficult to deterministically model the entire waveform of the short-
period seismogram (<∼1 s) because of the lack of knowledge of the
complete small-scale structure in the earth. In general, we statisti-
cally explain the characteristics of short-period seismograms. In the
∗ Now at: Graduate School of Science, Tohoku University, Sendai, Japan.
statistical method, we consider an ensemble of random small-scale
heterogeneities and discuss statistical quantities of wave propaga-
tion. Using the high sensitivity of short-period seismograms to the
small-scale velocity fluctuation, statistical parameters of the fluctu-
ation in the lithosphere have been estimated (see Sato et al. 2012).
Conversely, we usually do not take into account small-scale hetero-
geneities when we analyse long-period seismograms (>∼2 s). For
example, a 1-D layered velocity structure is often used to estimate
the moment tensor of the source (e.g. Kubo et al. 2002). However,
the nationwide dense high sensitivity seismograph network(Hi-net;
Okada et al. 2004; Obara et al. 2005) revealed that, similar to short
period signals, the coda of long-period seismograms is affected
by small-scale heterogeneities. For example, we show the snapshot
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Figure 1. Energy density distribution of event 1 at the lapse time of 100 s at period bands of 8–16 s, 4–8 s and 2–4 s. Pink and grey circles indicate the station
whose signal to noise ratios (S/N) of the energy density are larger and smaller than 5, respectively. The noise energy density is calculated by using the time
window before the P-wave arrival time.
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Figure 2. Map of the Hi-net stations (square) and earthquakes used in
this study. The fault mechanism is obtained from the F-net moment tensor
solution catalogue. The green square indicates the station N.BSEH, whose
waveforms are shown in Fig. 3.
of the energy density distribution of a local earthquake in Fig. 1,
recorded by the Hi-net stations shown in Fig. 2. The front of the
direct wave is located at the epicentral distance between 400 and
500 km. The maximum energy can be seen at the epicentral dis-
tance between 300 and 350 km, which corresponds to the direct S
or surface waves. The energy density between the source and the
epicentral distance of 200 km is flat at all three period bands, which
corresponds to the energy of the coda waves. The coda means the
later part of the seismograms. In the spatial distribution, the energy
at the epicentral distance smaller than the direct wave front corre-
sponds to the energy of the coda waves. This uniform distribution
of the energy is well known as the characteristic of short-period
seismic waves resulting from wave scattering by small-scale sub-
surface heterogeneities (Aki 1969; Sato et al. 2012, fig. 1.1). This
indicates that coda waves are affected by the 3-D small-scale het-
erogeneities even in the long period (>2 s). We note that we did not
observe the coherent backscattering (Margerin et al. 2001; Larose
et al. 2004; Chaput et al. 2015) because the station separation is
not sufficiently short. Fig. 3 compares time domain waveforms and
envelopes of the observed and calculated seismograms using the
finite difference (FD) method with the assumption of the 1-D ve-
locity structure. We can reproduce the main phase of the observed
waveform and envelope at lapse times between 0 s and 40 s by using
the 1-D structure. However, the 1-D velocity structure is not suffi-
cient for generating the observed coda amplitude. It suggests that
random inhomogeneities, whose wavelengths are shorter than the
seismic-wave wavelength, are missed in the 1-D structure. More-
over, we would be able to estimate such random inhomogeneity in
the crust by analysing long-period seismic waves. One of the advan-
tages of using the long-period seismograms to estimate small-scale
heterogeneities is that we can calculate the entire waveforms by
using FD simulations for long-period waves. For short-period seis-
mic waves, statistical methods with many assumptions have been
applied, such as the uniform background velocity structure, infinite
space, and scalar wave (e.g. Saito et al. 2005). Conversely, we need
fewer assumptions in the FD simulation.
To estimate the statistical properties of themedium heterogeneity,
the multiple lapse time window (MLTW) method has been widely
used (Fehler et al. 1992; Hoshiba 1993). In this method, the spatial
variation of coda energies in several timewindows ismodelled based
on the energy transport theory. To do this, we need combinations
of one (or more) station(s) and multiple earthquakes or multiple
stations and one (ormore) earthquake(s). By using the dense seismic
network, we can obtain the spatiotemporal variation of the energy
field. In volcanoes, Wegler & Lu¨hr (2001) and Yamamoto & Sato
(2010) analysed the spatial variation of the energy density by using
campaign observation data of active sources. On a regional scale,
Asano & Saito (2011) and Saito et al. (2013a) analysed the spatial
distribution of the energy density recorded by Hi-net stations and
estimated the scattering coefficient that characterizes the small-scale
heterogeneity by applying the radiative transfer theory.
In this study, we analyse the energy of longer-period seismic
waves compared to previous studies to estimate the statistical pa-
rameters of small-scale heterogeneities and the intrinsic attenuation
at a local scale. We use FD simulations to model the seismic wave
energy rather than stochastic methods (e.g. the radiative transfer
theory). We focus on the spatiotemporal distribution of the energy
obtained by the dense seismic network Hi-net and extend the con-
cept of the MLTW method.
2 DATA AND METHOD
2.1 Data
We selected three earthquakes as listed in Table 1. These events are
large enough to generate high signal to noise ratios for the coda
waves analysis and do not have any following aftershocks in the
coda. Therewas an earthquakewith amagnitude of 6.6 that occurred
on 2016 October 21. We do not use this earthquake because some
aftershocks are included at the coda of this earthquake. We use Hi-
net stations within the epicentral distance of 500 km (Fig. 2) and
remove the instrumental response to obtain the long-period waves
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Figure 3. Comparison of the observed and calculated vertical-component waveforms for event 1 in linear (a) and semi-log (b) scales. Recorded station is
N.BSEH shown by the green square in Fig. 2, whose epicentral distance is 62 km. Waveforms labelled as 1-D are waveforms calculated by assuming the 1-D
velocity structure. Waveforms labelled as 1-D+3-D Random indicate calculated waveforms by adding 3-D random fluctuation in the crust to the 1-D structure,
where we set the best-fit random medium parameters at each frequency band.
Table 1. List of earthquakes analysed in this study. This information is
obtained from the JMA unified hypocentre catalogue.
Event ID Date Depth Mag.
Event 1 2011.11.21 19:16:30 12 km 5.2
Event 2 2007.05.13 08:13:55 10 km 4.3
Event 3 2011.06.04 01:57:31 11 km 4.9
by using the method proposed by Maeda et al. (2011). We visually
check the quality of waveforms and remove the stations for which
the quality of the observed waveforms is low or the amplitude is
saturated (Shiomi et al. 2005). We calculate the energy density at
three period bands: 8–16 s, 4–8 s, and 2–4 s. The energy density
is defined by summing the squared velocity seismograms of three
components and multiplying it by the typical mass density as
E(, t) = ρ {v2U(, t) + v2R(, t) + v2T(, t)}, (1)
where ρ(=2.6 × 103 kgm−3) is themass density, is the epicentral
distance, and vU,R,T denote the vertical, radial, and transverse
components of the velocity seismograms, respectively.
2.2 Energy ratio
We analyse the temporal variation of the ratio of the energy of the
coda to that of the entire area. In the MLTW analysis, the spatial
variation of the energies of several time windows is analysed. By
taking advantage of dense and wide seismic observation, we anal-
yse the temporal change of the energy distribution in this study.
The energy of the seismic wave is affected by both the scatter-
ing due to the small-scale heterogeneities and intrinsic attenuation
due to the anelastic process. In the MLTW analysis, the scatter-
ing and the intrinsic attenuation are separated by analysing the
behaviour of the energies in several time windows. Different time
windows are differently affected by the scattering and the intrinsic
attenuation. By analysing the coherent intensity and the average
of the incoherent intensity, we can also separate the intrinsic and
the scattering attenuations (e.g. Ritter et al. 1998; De Rosny &
Roux 2001; Chaput et al. 2015). While only coherent intensity is
affected by the scattering, the intrinsic attenuation affects both in-
tensities. In this study, we analyse the energies of the entire area and
the coda to separate the scattering and intrinsic effects. We define
the entire area (ET) and coda (EC) energies as
ET (t) =
∫ D (t)
0
2πE(, t)d,
EC (t) =
∫ c
0
2πE(, t)d, (2)
where D(t) is the epicentral distance of the direct wave front. The
coda energy is defined by the energy within the fixed area. The max-
imum epicentral distance of the coda energy is set as c = 50 km.
We calculate the ratio of the coda energy to the entire area energy
as
ER(t) = EC (t)
ET (t)
. (3)
By taking the ratio, the effect of the intrinsic attenuation can be
cancelled. This is because the amount of the intrinsic attenuation is
controlled by how long the waves travel in the medium. At the same
lapse time, both the coda and entire area energies are affected by
the intrinsic attenuation in the same way if the intrinsic attenuation
is homogeneous in the medium. Even if the intrinsic attenuation is
not homogeneous in the medium, the ratio of the coda and entire
space energies strongly reflects scattering. The coda energy is more
effectively generated when the scattering is large. Therefore, we can
reasonably measure the scattering effect by using the ratio of the
coda energy against the entire area energy.
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Figure 4. Lapse time dependence of the calculated energy ratio for event 1 for different a with fixed ε = 0.05 at the period band of 2 s–4 s (a). (b) Same as (a)
but for different ε with fixed a = 5 km.
2.3 FD simulation
We conduct 3-D FD simulations to model the observed energy ratio
and estimate statistical parameters of small-scale heterogeneities
and the intrinsic attenuation. The background velocity structure is
assumed to be the 1-D velocity structure used in the moment tensor
estimation by the F-net (Kubo et al. 2002). We superimpose the 3-D
fractional fluctuation ξ on the 1-D background velocity as
V (x) =
{
V (z) [1 + ξ (x)] for z < 33 km
V (z) for z > 33 km
, (4)
where V is the P- or S-wave velocities and ξ is a random variable.
The random fluctuation ξ is characterized by an exponential-type
autocorrelation function as〈
ξ (x ′)ξ (x ′ + x)〉 = ε2e−r/a, (5)
where r is the propagation distance, a is the correlation distance, and
ε is the RMS fractional fluctuation. The angular bracket < ··· > in-
dicates the ensemble average. The accuracy of the FD calculation is
of the fourth order in space and the second order in time. The grid
interval is 1 km in all directions, and the time interval is 20ms. The
numbers of the grid are 1536 and 512 for the two horizontal and
vertical directions, respectively. We set the free surface boundary
condition at the top of the medium and the absorbing boundary
condition (Cerjan et al. 1985) at the other boundaries. The calcula-
tion is conducted on the Earth Simulator, which is a supercomputer
managed by JAMSTEC. We adopt the MPI parallel computation
for efficient calculations (e.g. Furumura & Chen 2004). We search
the scattering and attenuation parameters in the crust that reproduce
the observed spatiotemporal distribution of the seismic wave en-
ergy by changing scattering parameters (a and ε) and the intrinsic
absorption parameter (Q).
3 RESULTS
First, we estimate the statistical parameters of the small-scale ran-
dom fluctuation, a and ε, by using the energy ratio. The effects of
the correlation distance and the RMS fluctuation on the lapse time
dependence of the energy ratio are shown in Fig. 4. The energy
ratio is 1 at the beginning because the upper limit of the integral
of the energy (D(t)) in eq. (2) is smaller than c, that is, ET and
EC are the same. The energy ratio decreases with the lapsed time
because the energy spherically spreads from the source. The area of
the calculation of ET, that is D, becomes large, while that of EC is
constant (c). At a fixed ε, a smaller a leads to a larger energy ratio
(Fig. 4a). This means that the coda energy for the small correlation
distance is larger than that for the large correlation distance. When
we fix a, the energy ratio for the large ε is larger than that of the
small ε (Fig. 4b). The combinations of smaller a and a fixed ε and
that of larger ε and a fixed a lead to a similar energy ratio curve.
There is a trade-off between a and ε. Therefore, we cannot distin-
guish the effects of the correlation distance and the fluctuation from
the analysis of the energy ratio.
We estimate the best-fit combination of a and ε by using the grid
search. The misfit between the observed and calculated energy ratio
is defined as
misfit =
N∑
i=1
[
log
(
ERobs(ti )
)− log (ERcal(ti ))
log
(
ERobs(ti )
)
]2
, (6)
where we set t1 = 50 s and tN = 130 s. The energy ratio is not
stable at the early lapse time because the number of stations
within the wave front is limited. Therefore, we use the energy ratio
after the lapse time of 50 s. The energy ratio at later lapse time
reflects the statistical averaged characteristics of the random fluctu-
ation. We change a from 2.5 km to 20 km and ε from 0.02 to 0.07.
We show the result of the grid search for event 1 in Fig. 5. The
best-fit parameters are (a, ε) = (2.5 km, 0.04), (2.5 km, 0.05), and
(5 km, 0.06) at period bands of 8–16 s, 4–8 s and 2–4 s, respectively.
As we mentioned above, Fig. 5 shows the trade-off between a and
ε. The trend of the lower misfit combinations of a and ε are not lin-
ear. According to the Born approximation (e.g. Chernov 1960), the
scattering coefficient that represents the strength of the scattering
is proportional to the power spectrum density function (PSDF) of
random fluctuations (ξ ). The PSDF of the exponential-type random
medium is written as
P(m) = 8πε
2a3
(1 + a2m2)2 , (7)
wherem is thewavenumber of themedium heterogeneity. The PSDF
is proportional to ε2/a for am  1 and ε2a3 for am  1. At 8–16 s,
misfit values are decreasing with the increase of a for a ≤ 5 km.
Conversely, misfit values increase with increasing a for a ≥ 10 km.
Therefore, the trend of the combination of lower misfit value may
be controlled by the PSDF at each period band.
Fig. 6(a) shows the comparison of the observed and best-fit cal-
culated energy ratios. The observed energy ratio is adequately mod-
elled by the calculation at the lapse time between 50 and 130 s. At
the period band of 2–4 s, the observed energy ratio is slightly larger
than the calculated one at the lapse time between 20 and 50 s. Even
if we set the smallest correlation distance and the largest fluctua-
tion, this slight discrepancy does not decrease sufficiently. This may
reflect the effect of the local scale deterministic structure, which is
not taken into account in the calculation. Such effect is suppressed
at the later lapse time, because we can use many stations covering
all directions.
We also analyse events 2 and 3 by using the same calculation
procedure. We assume that effects of the focal depth, radiation
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Figure 5. Misfit distribution for the combination of a and ε for event 1 at period bands of 8–16 s, 4–8 s, and 2–4 s. Star symbols indicate the misfit within
200 per cent of the minimum.
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Figure 6. Comparison of the observed and best-fit calculated energy ratios for (a) event 1, (b) event 2, and (c) event 3. The observed energy ratio is indicated by
a thin red line with ±1 standard deviation (light red area). The thick green line indicates the best-fit calculated energy ratio. In (a), the energy ratios calculated
with the best-fit parameters for different seeds are shown by thin black lines.
pattern, and magnitude on the energy ratio can be negligible. By
using the same procedure of the grid search, we obtain the best-fit
parameters as (a, ε) = (10 km, 0.07), (2.5 km, 0.07), and (2.5 km,
0.07) at period bands of 8–16 s, 4–8 s, and 2–4 s, respectively for
event 2. The best-fit parameters for the event 3 are (a, ε) = (2.5 km,
0.06), (2.5 km, 0.07), and (2.5 km, 0.06) at period bands of 8–16 s,
4–8 s, and 2–4 s, respectively. The comparison between the observed
and best-fit energy ratios for events 2 and 3 are shown in Figs 6(b)
and (c).
The energy ratio is almost independent of the intrinsic attenua-
tion, but the absolute values of the energies of the entire area and
coda depend on both the statistical parameters and the intrinsic at-
tenuation. The scattering effect is the redistribution of the energy.
When scattered waves mainly consist of surface waves, the surface
integral of the energy density on the ground is almost conserved
if there is no intrinsic attenuation. Therefore, the decay rate of the
energy with respect to the lapse time is strongly controlled by the
intrinsic attenuation. This idea would be widely applicable to not
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only seismic-wave scattering but also wave scattering problems,
in general. For example, tsunami coda decay rate is strongly con-
trolled by the intrinsic energy absorption due to sea-bottom friction
(e.g. Saito et al. 2013b). We estimate the intrinsic attenuation by
modelling the temporal change of the energy and using the best-
fit statistical parameters. Fig. 7 shows the comparison between the
observed and calculated energies for different intrinsic attenuations
(Q values). In FD simulations, we adopt the frequency dependentQ
as Q = Q0f/f0, where f0 = 1Hz is the reference frequency and Q0 is
the Q value at the reference frequency. The attenuation is faster for
smaller Q0 value. The best-fit Q values are 225 at all period bands.
We note that the rate of decrease of ET and EC are the same at the
same Q value, and the effect of Q is cancelled by taking their ratio.
Figs 8–11 show the comparison between observed and best-fit
calculated energy density distributions. The calculated energy den-
sity correctly models the observed one. There is slight discrepancy
between the calculated and observed energy density around the ar-
rival of the peak amplitude. This may be due to the fact that our
model consists of a 1-D velocity structure with small-scale 3-D
random fluctuations in the crust. The deterministic 3-D velocity
structure, such as the inhomogeneous depth of the Moho, is neces-
sary especially for the energy density around the direct wave front
(e.g. Furumura et al. 2014; Takemura et al. 2015).
4 D ISCUSS ION
4.1 Effect of the realizations of random media
When we make the random fluctuation, we assume a and ε to
characterize the PSDF and a seed to generate random numbers.
By using different seeds, we can generate the different realizations
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Figure 9. Snapshot of the spatial distribution of the energy densities of the observation (upper three panels) and the best-fit calculation (lower three panels) at
the period band of 8–16 s at the lapse times of (a) 50 s, (b) 75 s, and (c) 100 s for event 1.
Figure 10. Same as Fig. 9 for the period band of 4–8 s.
of the random medium by keeping the same statistical properties.
The theoretical meaning of the ensemble average in the statisti-
cal method is the average over different realizations of random
media. For the grid search, we used a specific realization. We in-
vestigate the effect of the realization on the calculated energy ratio.
Fig. 6(a) shows the calculated energy ratios in two different re-
alizations of random media where the best-fit parameters are the
same. The energy ratios calculated with different random realiza-
tions are almost the same, though there is a small difference in
the fluctuation. In our analysis, we use stations that cover all the
directions from the source. Therefore, the effect of the random re-
alization is insignificant, and we can obtain the value close to the
ensemble average in our analysis even if we use only a specific
realization.
4.2 Effect of the heterogeneity in the mantle
We superimposed the 3-D random heterogeneity on the crust only
because it is considered that the heterogeneity in the mantle is
much weaker than that in the crust (e.g. Lee et al. 2003; Margerin &
Nolet 2003; Shearer & Earle 2004). Moreover, sometimes the man-
tle is treated as a homogeneous medium (e.g. Margerin et al. 1999).
We check the effect of the heterogeneity in the mantle by su-
perimposing the 3-D random heterogeneity as a = 8 km and
ε = 0.5 per cent (Shearer & Earle 2004). Fig. 12 shows the com-
parison of the energy ratios for the cases of the 3-D random hetero-
geneity in the crust only and that in the crust and the mantle. There
is a slight difference at the period band of 2–4 s. The energy ratios
at the period bands of 8–16 s and 4–8 s are not affected. Therefore,
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Figure 11. Same as Fig. 9 for the period band of 2–4 s.
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Figure 12. Comparison of the energy ratios of the best-fit model (heterogeneities only in the crust) and the heterogeneous mantle model at period bands of
8–16 s, 4–8 s and 2–4 s for event 1. For the case of the heterogeneous mantle mode, we added the random heterogeneity in the upper mantle in addition to the
crust.
we can say that if the heterogeneity in the mantle is weak, our result
mainly reflects the heterogeneity in the crust, especially at longer
period bands.
4.3 Comparison with previous studies
4.3.1 Random heterogeneity in the lithosphere
We plot the PSDFs of small-scale heterogeneities estimated by pre-
vious studies compiled by Sato et al. (2012) in Fig. 13 (grey line).
The results of Takemura et al. (2009) and Kobayashi et al. (2015)
are also plotted. They estimated the PSDF by focusing on the dis-
tortion of the P- and S-wave radiation patterns in the same region as
this study.Most of the previous studies analyse short-period seismo-
grams because the effect of small-scale heterogeneities is significant
for short periods. In most cases, the analysed period range is shorter
than 4 s, and the PSDF of random heterogeneities whose wavenum-
ber range is higher than 0.4 km−1 is estimated. For the wavenumber
range higher than 0.4 km−1, the corner of the PSDF is not clearly
observed and the shape of the PSDF can be modelled by the power-
law decay spectrum. By assuming the power-law decay, the best-fit
curve for the PSDFs of previous studies can be written as
P(m) = 0.015m−3.9 for m > 0.4 km−1, (8)
where the estimation in the mantle and our results are not included.
The best-fit power law decay is shown in Fig. 13 in the orange dotted
line.
We show the PSDF calculated by using the best-fit combination
of a and ε with the error in Fig. 13.We obtain the error of the best-fit
parameters by accepting the combination of a and ε whose misfit
value is within twice of the best-fit value. In this error estimation, the
results of all three events are included. The analysed period range of
this study (2–16 s) is longer than that of previous studies. When we
assume that the S-wave velocity is 4 km s−1, our analysed range cor-
responds to the wavenumber range between 0.1 and 0.8 km−1. Our
estimated PSDF at the wavenumber range between 0.4 and 0.8 km−1
overlaps with that of previous studies. In addition, we estimate the
PSDF for the wavenumber range between 0.1 and 0.4 km−1, which
is not sufficiently reported so far. According to previous studies,
the PSDF can be modelled by the power-law decay as in eq. (8) in
the wide wavenumber range of 0.4–50 km−1. However, we can see
the corner around the wavenumber of 0.4 km−1 by adding our result.
We calculate the best-fit PSDF for all the reported values including
our result, except for the estimation of the mantle heterogeneities
(Shearer & Earle 2004). We use the least-squares method in log-log
space and estimate a and ε by assuming an exponential-type random
fluctuation in eq. (7). The best-fit parameters are a = 3.1 km and
ε = 0.05 (green dashed line in Fig. 13). The corner of the PSDF
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Figure 13. Comparison of power spectral density functions (PSDFs) esti-
mated in this study with those of previous studies. We calculate the PSDF
by using the estimated parameters, a and ε, whose misfit values are within
200 per cent of the best-fit values. Results of all three events are included.
Grey lines are reported PSDFs compiled by Sato et al. (2012). We check
the analysed wavenumber range of each study and plot the PSDF only at
that range. Black lines indicate the results of Takemura et al. (2009) and
Kobayashi et al. (2015). The best-fit power law decay curve and exponential-
type PSDF are plotted by orange dotted and green dashed lines, respectively.
can be recognized because we analysed longer period range. The
corner of the PSDF is determined by the correlation distance. The
scattering regime is controlled by the relationship between a and the
wavenumber of the wave (k).When ak 1, the forward scattering is
dominant. In this case, effects of the travel time fluctuation and the
envelope broadening are important. Conversely, when ak  1, the
scattering is isotropic. In this case, the coda excitation is significant.
Therefore, knowing the corner of the PSDF is important for evaluat-
ing the scattering effect at a givenwavenumber. There is a possibility
that the location of the corner depends on the analysis method. It is
necessary to analyse the wide wavenumber range by using the same
method to validate the shape of the PSDF around its corner.
4.3.2 Total scattering coefficient
We calculate the total scattering coefficient (g0), which represents
the power of the scattering per unit volume. Based on the Born ap-
proximation, g0 for exponential-type random media can be written
as (Sato et al. 2012, Chap. 4)
g0 = 8ε
2a3k4
1 + 4a2k2 , (9)
where k is the wavenumber of the wave. The inverse of the total
scattering coefficient corresponds to the mean free path of the scat-
tering in the inhomogeneous medium. The medium having large g0
strongly generates the scattered waves. In Fig. 14, we show the com-
parison of our estimated g0 and those reported in previous studies.
As is the case for the PSDF, there are many estimations of g0 in the
short-period range, while the number of studies in the long-period
range is few. Our estimation range might connect the gap between
the studies of long and short periods. We note that we introduced
random small-scale heterogeneities only in the crust and assumed
that the mantle is transparent. Therefore, our estimated values may
mainly reflect small-scale heterogeneities in the crust.
4.3.3 Quality factor
We show the estimated Q with the results of previous studies in
Fig. 15. In our FD simulation, we assume that the Q values for
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Figure 14. Comparison of g0 values estimated in this study (red area) with
those of previous studies compiled by Sato et al. (2012) (grey lines). We
calculate the g0 by using the estimated parameters, a and ε, whose misfit
values are within 200 per cent of the best-fit values. Results of all 3 events
are included.
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Figure 15. Comparison of the estimated intrinsic attenuation (red area) with
Qs of previous studies compiled by Sato et al. (2012) (grey lines). At period
bands of 8–16 s and 4–8 s, we cannot constrain the upper limit of Q due to
the weak attenuation (Fig. 7). Therefore, we plot the light red area as the
uncertainty, where Q values are higher than our investigated range.
P- and S-waves are the same and proportional to the frequency. As
shown in Fig. 7, the attenuation of the energy is weak, so the highest
limit of Q is not well resolved. Our result is close to the Q value
in the stable upper crust obtained by the analysis of the Rayleigh
wave (Mitchell 1995). In our period band, surface waves might be
dominant.
5 CONCLUS IONS
We have analysed the spatiotemporal variation of the energy of
the seismic wave observed by the dense seismic network at period
bands of 8–16 s, 4 –8 s and 2 –4 s in southwestern Japan. The spa-
tial variation of the energy shows the uniform distribution around
the source, in other words, coda energy does not depend on the
distance from the epicentre. This is the typical characteristic of
the short-period case due to the scattering by small-scale hetero-
geneities. By defining the coda energy and taking the ratio of the
coda energy to the entire area energy, we cancelled the effect of
the intrinsic attenuation and estimated the statistical parameters of
small-scale heterogeneities in the crust, which control scattering
properties. We numerically calculated the energy ratio by using
3-D FD simulations. We changed a and ε to estimate the best-fit
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combination. The PSDF of P(m) = 8πε2a3/(1 + a2m2)2, where
ε = 0.05 and a = 3.1 km, can reproduce the spatial and temporal
distribution of the energy for a wide frequency range from 0.06 to
0.5Hz. This PSDF of the fractional velocity fluctuation in the crust
partly overlaps with the results of past studies. The corner was un-
clear in previous studies, because they analysed only high frequency
seismic energy. In addition, by modelling the temporal decay of the
energy, we estimated the intrinsic attenuation. The best-fitQ0 values
are 225 at a period band of 2–16 s. The advantage of our study is that
we do not need to make many assumptions compared to the studies
based on statistical theory. Furthermore, we are able to reproduce
the energy distribution at lower wave frequency and estimate lower
wavenumber heterogeneities.
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