Abstract. Let C be a coalgebra. We investigate the problem of when the rational part of every finitely generated C * -module M is a direct summand M . We show that such a coalgebra must have at most countable dimension, C must be artinian as right C * -module and injective as left C * -module. Also in this case C * is a left Noetherian ring. Following the classic example of the divided power coalgebra where this property holds, we investigate a more general type of coalgebras, the chain coalgebras, which are coalgebras whose lattice of left (or equivalently, right, two-sided) coideals form a chain. We show that this is a left-right symmetric concept and that these coalgebras have the above stated splitting property. Moreover, we show that this type of coalgebras are the only infinite dimensional colocal coalgebras for which the rational part of every finitely generated left C * -module M splits off in M , so this property is also left-right symmetric and characterizes the chain coalgebras among the colocal coalgebras.
Introduction
Let R be a ring and T be a torsion preradical on the category of left R-modules R M. Then R is said to have splitting property provided that T (M ), the torsion submodule of M , is a direct summand of M for any M ∈ R M. More generally, if C is a Grothendieck category and A is a subcategory of C, then A is called closed if it is closed under subobjects, quotient objects and direct sums. To every such subcategory we can associate a preradical t (also called torsion functor) if for every M ∈ C we denote by t(M ) the sum of all subobjects of M that belong to A. We say that C has the splitting property with respect to A if t(M ) is a direct summand of M for all M ∈ C. In the case of the category of R-modules, the splitting property with respect to some closed subcategory is a classical problem which has been considered by many authors. In particular, when R is a commutative ring, the question of when the (classical) torsion part of an R module splits off is a well known problem. J. Rotman has shown in [Rot] that for a commutative domain the torsion submodule splits off in every R-module if and only if R is a field. I. Kaplansky proved in [K1] , [K2] that for a commutative integral domain R the torsion part of every finitely generated R-module M splits in M if and only if R is a Prüfer domain. While complete results have been obtained for commutative rings, the problem still remains wide open for the non-commutative case. In this paper we investigate the situation when the ring R arises as the dual algebra of a K-coalgebra C, R = C * . Then the category of the left R-modules naturally contains the category M C of all right C-comodules as a full subcategory. In fact, M C identifies with the subcategory Rat( C * M) of all rational left C * -modules, which is generally a closed subcategory of C * M. Then two questions regarding the splitting property with respect to Rat( C * M) naturally arise: first when is the rational part of every left C * -module M a direct summand of M and when does the rational part of every finitely generated C * -module M split in M . The first problem, the splitting of C * M with respect with the closed subcategory Rat( C * M) has been treated by C. Nȃsȃsescu and B. Torrecillas in [NT] where it is proved that if all C * -modules split with respect to Rat then the coalgebra C must be finite dimensional. The techniques used involve some amount of category theory (localization in categories) and strongly relies on some general results of M.L.Teply from [T1] , [T2] , [T3] . We consider the more general problem of when C has the splitting property only for finitely generated modules, that is, the problem of when is the rational part Rat(M ) of M a direct summand in M for all finitely generated left C * -modules M . We call these coalgebras left finite Rat-splitting coalgebras (or we say that they have the left finite Ratsplitting property). If the coalgebra C is finite dimensional, then every left C * -module is rational so M C is equivalent to C * M and Rat(M ) = M for all C * -modules M and in this case Rat(M ) trivially splits in any C * -module. Therefore we will deal with infinite dimensional coalgebras, as generally the infinite dimensional coalgebras produce examples essentially different from the ones in algebra theory. We first prove some general properties for left finite Rat-splitting coalgebras, namely such a coalgebra C is artinian as right C * -module and injective as left C * -module, it has at most countable dimension and has finite dimensional coradical. Also C * is a left Noetherian ring. We look at a very simple example of a coalgebra where this property holds, namely, the divided power coalgebra (see [DNR] , Example 1.1.4), which has K[[X]] as its dual algebra. This is in some sense the simplest possible example of infinite dimensional coalgebra that has the left (and right) finite Rat-splitting property. We introduce and study (left) chain coalgebras to be the coalgebras for which every two left subcomodules M, N satisfy either M ⊆ N or N ⊆ M . We see that this is a left-right symmetric concept and we give a simple characterization of these coalgebras as being exactly those having each factor of the coradical series a simple comodule. Moreover, this gives a complete characterization of these coalgebras in the case when the base field is algebraically closed: the divided power coagebra and its subcoalgebras are the only ones of this type. We show that chain coalgebras have the (left and right) finite Rat-splitting property. Then we investigate the colocal finite Rat-splitting coalgebras. In the main result of the paper we show that a colocal coalgebra satisfying the left finite Rat-splitting property must be a chain coalgebra, and therefore it also has the right finite Rat-splitting property. This provides a characterization of the divided power coalgebra over an algebraically closed field (or more generally of chain coalgebras) among local coalgebras, namely they are exactly those coalgebras C for which the rational part of every finitely generated left (or right) C * -module splits off.
Splitting Problem
Let C be a coalgebra with counit ε and comultimplication ∆. We use the Sweedler convention ∆(c) = c 1 ⊗ c 2 where we omit the summation symbol. For a vector space V and a subspace W of V denote by W ⊥ = {f ∈ V * | f (x) = 0, ∀ x ∈ W } and for a subspace X ∈ V * denote by
) the lattice of the submodules of M . Also, if S is another ring and Q is a fixed R-S-bimodule, for any left R-module M we have applications
forming a Galois pair (see [AN] ).
Lemma 1.1. Let C be a coalgebra. Then for any finitely generated right (or left, or two-sided) 
Proof. Put R = End(C C , C C ). Then R is a ring with multiplication "·" equal to opposite composition of morphisms. Let M = C * C and Q = C * C R where the right Rmodule structure on C is c · f = f (c). It is not difficult to see that the isomorphism of rings C * ≃ End(C C , C C ) = R, c * → (c → c * (c 1 )c 2 ), transposes the problem to the Galois correspondence X → X ⊥ between the left R module C and the right R module End C (C, C) = Hom( C * C, C * C). That is, it is enough to prove the statement for finitely generated right ideals of R. Suppose X ⊆ R is a right ideal generated by f 1 , . . . , f n as right R module and let f ∈ R such that f
gives rise to the exact
As for any i we have a monomorphism f i :
can be completed commutatively by a morphism of right C-comodules h i . Then we have
h i • f i ) = f and composing this with the cannonical projection Proof. Let T be the socle of E; then T is simple and E = E(T ) is the injective envelope of T . We show that if
We have an exact sequence of left C * -modules:
is finitely generated because L * is, so it is finite dimensional.
As L is infinite dimensional by our assumption, we have X = 0. This shows that L * is decomposable and finitely generated, thus it has at least two maximal submodules, say M, N . We have an epimorphism E(T ) * f → L * → 0 and then f −1 (M ) and f −1 (N ) are distinct maximal C * -submodules of E(T ) * . But by [I] , Lemma 1.4, E(T ) * has only one maximal C * -submodule which is T ⊥ , so we have obtained a contradiction.
Let C 0 be the coradical of C, the sum of all simple subcomodules of C. By [DNR] , Section 3.1, C 0 semisimple coalgebra that is a direct sum of simple subcoalgebras C 0 = i∈I C i and each simple subcoalgebra C i contains only one type of simple left (or right) C-comodule; moreover, any simple left (or right) C-comodule is isomorphic to one contained in a C i . Proposition 1.3. Let C be a coalgebra such that the rational part of every finitely generated left C * module splits off. Then there is only a finite number of isomorphism types of simple left C-comodules, equivalently, C 0 is finite dimensional.
Proof. By the above considerations, if S i is a simple left C-subcomodule of C i , we have that (S i ) i∈I forms a set of representatives for the isomorphism types of simple left C-comodules. Let S be a set of representatives for the simple right C-comodules. Let E(C i ) be an injective envelope of the left C-comodule C i included in C; then as C 0 is essential in C we have C = i∈I E(C i ) as left C-comodules or right C * -modules. Then
i → 0 and therefore we have an epimorphism of left C * -modules
But there is a one-to-one correspondence between left and right simple C-comodules given by {S i | i ∈ I} ∋ S → S * ∈ S. Hence there is an epimorphism C * → S∈S S → 0, which shows that the left C * -module P = S∈S S is finitely generated (actually generated by a single element). But then as Rat( C * P ) is a direct summand in P , we must have that Rat( C * P ) is finitely generated, so it is finite dimensional. Therefore, as Σ = S∈S S is a rational left C * -module which is naturally included in P , we have Σ ⊆ Rat(P ). This shows that S∈S S is finite dimensional so I must be finite. This is equivalent to the fact that C 0 is finite dimensional, because each C i is a simple coalgebra, thus a finite dimensional one.
We shall say that a coalgebra is left (right) finite Rat-splitting if the rational part of any finitely generated left (right) C * -module splits off.
Proposition 1.4. Let C be a left finite Rat-splitting coalgebra. Then the following assertions hold: (i) C is artinian as left C-comodule (equivalently, as right
Proof. (i) We have a direct sum decomposition C = i∈F E(S i ) where C 0 = i∈F S i is the decomposition of C 0 into simple left C-comodules and E(S i ) are injective envelopes of S i contained in C. Then F is finite as C 0 is finite dimensional. Also, by Proposition 1.2 the E(S i ) 's are artinian as they contain only finite dimensional proper subcomodules, thus C is an artinian left C-comodule.
(ii) Take I a left ideal of C * and suppose it is not finitely generated; then we can find a sequence (x k ) k of elements of I such that denoting I k = C * < x 1 , x 2 , . . . , x k >, x k+1 / ∈ I k . Then, corresponding to the ascending chain of left C * submodules of C * ,
. . , which must be stationary as C C * is artinian, so
. . and then by Lemma 1.1 we get that I k = I k+1 , and then
infinite dimensional subcomodule of E(S i ) and one can apply Lemma 1.2. Now, as each x k · C * is finite dimensional, the conclusion follows.
(iv) As C is a finite coproduct of E(S i )'s it is enough to prove that each E(S i ) is injective and by [I0] Lemma 2, it is enough to prove that E = E(S i ) splits off in any left C * module M such as M/E is 1-generated, that is, it is generated by an elementx ∈ M/E. Let
But as E is an injective comodule, we have that E splits off in E + H, thus E must split in M and the proof is finished.
Chain Coalgebras
Let C be a coalgebra and denote by C 0 ⊆ C 1 ⊆ C 2 ⊆ . . . the coradical filtration of C, that is, C 0 is the coradical of C, and C n+1 ⊆ C such that C n+1 /C n is the socle of the right (or left) C-comodule C/C n for all n ∈ N. Then C n is a subcoalgebra of C for all n, and the same C n is obtained whether we take the socle of the left C-comodule C/C n or of the right C-comodule C/C n . Put C −1 = 0 and R = C * . By [DNR] we have The following result shows that this definition is left-right symmetric and also characterizes all chain coalgebras.
Proposition 2.2. The following assertions are equivalent for a coalgebra C:
(ii) C n+1 /C n is either 0 or a simple (right) comodule for all n ≥ −1.
(iii) C is a left chain coalgebra. In this case C and C n , n ≥ −1 are the only subcomodules (left, right, two-sided) of C and C n is finite dimensional for all n.
Proof. (ii)⇒(i) We prove that any subcomodule of C must be equal either to one of the C n 's or to C. Let M be a right subcomodule of C and suppose M = C and M = 0. Then there is n ≥ 0 such that C n M and let n the minimal natural number with this property. Then we must have C n−1 ⊆ M by the minimality of M and we show that
M we can find a simple subcomodule of M/C n−1 . But then C n−1 = C so C n−1 = C n and as C n /C n−1 is the only simple subcomodule of C/C n we find C n /C n−1 ⊆ M/C n−1 , that is C n ⊆ M , a contradiction. This also proves the last statement of the proposition. (i)⇒(ii) If C n+1 /C n is nonzero and it is not simple then we can find S 1 and S 2 two distinct simple modules contained in C/C n . Then
and S 1 and S 2 are distinct simple subcomodules of C/C n . But this shows that neither M 1 M 2 nor M 2 M 1 which is a contradiction.
(ii)⇔(iii) is proved similarly.
Denote J = C ⊥ 0 ; by [DNR] Lemma 2.5.7 and Corollary 3.1.10 we have that J = J(C * ) (the Jacobson radical of C * ) and (
we see that Proof. Then if I is a nonzero left ideal of C * take f = 0, f ∈ I. Then F := (C * · f ) ⊥ is a left coideal of C so F is finite dimensional. Then F ⊥ has finite codimension; but C * · f = F ⊥ by Proposition 1.1. This shows that I has finite codimension. Consequently, C * is left Noetherian.
Proposition 2.5. If C is a chain coalgebra, then J n = C ⊥ n−1 for all n and 0 and J n , n ≥ 0 are the only ideals (left, right, two-sided) of C * . Consequently, C * is a chain algebra.
Proof. If I is a left ideal of C * , then by Lemma 1.1 and Proposition 2.4 we have (I ⊥ ) ⊥ = I. By Proposition 2.2, I ⊥ = C or I ⊥ = C n−1 for some n ≥ 1 and therefore I = (I ⊥ ) ⊥ = C ⊥ n−1 or I = 0. We prove by induction on n that J n = C ⊥ n−1 , for all n ≥ 1. For n = 1, J = C ⊥ 0 and assume J n = C ⊥ n−1 for some n ≥ 2. We again have J n+1 = ((J n+1 ) ⊥ ) ⊥ and as (J n+1 ) ⊥ = C n , we get J n+1 = C ⊥ n and the proof is finished.
For a left C * -module M denote by T (M ) the set of all torsion elements of M , that is,
. If C is a finite dimensional coalgebra, then obviously any right C-comodule is rational and the category of right comodules coincides to that of the left C * -modules. Then it is interesting to investigate the infinite dimensional case. We first consider a special kind of coalgebra:
Proposition 2.6. Let C be an infinite dimensional left almost finite coalgebra and let R = C * . Then for any left R module M we have Rat(M ) = T (M ); moreover, x ∈ Rat(M ) if and only if R · x is finite dimensional.
Proof. If x ∈ Rat(M ) then R · x is finite dimensional and then ann R x must be of finite codimension, thus nonzero as R is infinite dimensional. Conversely, if x ∈ T (M ) and x = 0 then I = ann R x is a nonzero left ideal of R so it must have finite codimension by Proposition 2.4. Then as R/I ≃ R · x we get that R · x is finite dimensional. Also I ⊥ ⊂ C is a finite dimensional left subcomodule of C and thus the subcoalgebra C ′ of C generated by I ⊥ is finite dimensional. Taking Proposition 1.1 into account, I = (I ⊥ ) ⊥ ⊇ C ′⊥ . Then C ′⊥ · x = 0, and R · x becomes a left R/C ′⊥ -module. Now note that as C ′ is a finite dimensional coalgebra with C ′ * ≃ C * /C ′⊥ , R · x has a structure of right C ′ -module. So we have a map ρ :
But then if π : C * → C ′ * is the cannonical projection π(r) = r| C ′ , for r ∈ R and c ∈ R · x we have r · c = π(r) · c = π(r)(c 1 )c 0 = r(c 1 )c 0 , so we may regard ρ as a C comultiplication of R · x, thus x ∈ Rat(M ).
We show that a chain coalgebra is a (left and right) finite splitting coalgebra. The proof of this can be done by a standard extension to the noncommutative case of the proof of the theorem on the structure of finitely generated modules over a PID, and obtain as a consequence the fact that T (M ) is a direct summand in M for every finitely generated module M . However we can do this in a more direct way.
Theorem 2.7. If C is a chain coalgebra, then C a left and right finite splitting coalgebra.
Proof. First notice that every torsion-free R finitely generated module M is free: indeed if x 1 , . . . , x n is a minimal system of generators, then if λ 1 x 1 + · · · + λ n x n = 0 with λ i not all zero, we may assume that λ 1 = 0. Without loss of generality we may also assume that λ 1 R ⊇ λ i R, ∀i as any two ideals of R are comparable by Proposition 2.5. Therefore we have λ i = λ 1 s i for some s i ∈ R. Then λ 1 x 1 + λ 1 s 2 x 2 + · · · + λ 1 s n x n = 0 implies x 1 + s 2 x 2 + · · · + s n x n = 0 as M is torsionfree and λ 1 = 0. Hence x 1 ∈ R < x 2 , . . . , x n >, contradicting the minimality of n.
Now if M is any left R module and T = T (M ) = Rat(M ) then T (M/T (M )) = 0. Indeed takex ∈ T (M/T (M )
) and put I = ann C * x = 0 so I has finite codimension and I is a two-sided ideal by Proposition 2.5. By Proposition 2.2 I is generated by
Therefore Ix is generated by h 1 x, . . . , h n x. Because I = ann Rx we have Ix ⊆ T = Rat(M ) (we use Proposition 2.6) and as Ix is finitely generated rational we get that Ix has finite dimension. We obviously have an epimorphism
Ix which shows that Rx/Ix is finite dimensional because I has finite codimension in R. Therefore we get that dim(Rx) = dim(Rx/Ix) + dim(Ix) < ∞ so then by Proposition 2.6 we have that Rx is rational, thus x ∈ T sox = 0. Now as M/T is torsion-free, there are x 1 , . . . , x n ∈ M whose imagesx 1 , . . . ,x n in M/T form a basis. Then it is easy to see that x 1 , . . . , x n are linearly independent in M . Then if X = Rx 1 +· · ·+Rx n we have X +T = M and X ∩T = 0, because if a 1 x 1 +· · ·+a n x n ∈ T } we get a 1x1 + · · · + a nxn =0 so a i = 0, ∀i becausex 1 , . . . ,x n are independent in M/T . Thus T (M ) splits off in M and the theorem is proved, as T (M ) = Rat R (M ) by 2.6. We will denote by K n the coalgebra with a basis c 0 , c 1 , . . . , c n−1 and comultiplication c k → i+j=k c i ⊗ c j and counit ε(c i ) = δ 0,i . The coalgebra n∈N K n having a basis c n , n ∈ N and comultiplication and counit given by these equations is called the divided power coalgebra (see [DNR] ).
Lemma 2.8. Let C be a finite dimensional chain coalgebra over an algebraically closed field. Then C is isomorphic to K n for some n ∈ N.
Proof. Let A = C * ; we have dim C 0 = 1 because K is algebraically closed (thus End A C 0 is a skewfield containing K). Thus dim C k = k for all k for which C k = C. As C * is finite dimensional J n = 0 for some n and let n be minimal with this property. By Proposition 2.5 J k = C ⊥ k−1 . Then J k /J k+1 has dimension equal to the dimension of C k /C k−1 which is 1 for k < n, because C k+1 /C k it is a simple comodule isomorphic to C 0 . We then have that J k /J k+1 is generated by any of its nonzero elements. Choose x ∈ J \ J 2 .
We prove that x n−1 = 0. Suppose the contrary holds and take y 1 , . . . , y n−1 ∈ J. As x generates J/J 2 , there is λ ∈ K such that y 1 − λx ∈ J 2 and then y 1 x n−2 − λx n−1 ∈ J n , so y 1 x n−2 ∈ J n = 0 because x n−1 = 0. Again, there is µ ∈ K such that y 2 − µx ∈ J 2 and then y 1 y 2 − µy 1 x ∈ J 3 so y 1 y 2 x n−3 ∈ J n (y 1 x n−2 = 0). By continuing this procedure, one gets that y 1 y 2 . . . y n−2 x = 0 and then we again find α ∈ K with y n−1 − αx ∈ J 2 , thus y 1 . . . y n−1 − αy 1 . . . y n−2 x ∈ J n = 0. This shows that y 1 . . . y n−1 = 0 for all 1 . . . y n−1 = 0. Thus J n−1 = 0, a contradiction. As x n−1 = 0 we see that x k ∈ J k \ J k+1 for all k = 0, . . . , n − 1, so J k /J k+1 is generated by the class of x k . Now if y ∈ A, there is λ 0 ∈ K such that y − λ 0 · 1 A ∈ J (either y ∈ J or y generates A/J). As J/J 2 is 1 dimensional and generated by the image of x, there is λ 1 ∈ K such that y − λ 0 − λ 1 x ∈ J 2 . Again, as J 2 /J 3 is 1 dimensional generated by the image of x 2 , there is λ 2 ∈ K such that y − λ 0 − λ 1 x − λ 2 x 2 ∈ J 3 . By continuing this procedure we find λ 0 , . . . , λ n−1 ∈ K such that y − λ 0 − λ 1 x − · · · − λ n−1 x n−1 ∈ J n = 0, so y = λ 0 + λ 1 x + · · · + λ n−1 x n−1 . This obviously gives an isomorphism between A and K[X]/(X n ). Therefore C is isomorphic to K n , because there is an isomorphism of
Theorem 2.9. If K is an algebraically closed field and C is an infinite dimensional chain coalgebra, then C is isomorphic to the divided power coalgebra.
Proof. By the previous Lemma we have that C n ≃ K n for all n. If e ∈ C 0 , ∆(e) = λe ⊗ e, λ ∈ K, then for c 0 = λe we get ∆(c 0 ) = c 0 ⊗ c 0 . Suppose we constructed a basis c 0 , c 1 , . . . , c n−1 for C n−1 with ∆(
Denote by
A n = C * n the dual of C n ; for the rest of this proof, if V ⊆ C n is a subspace of C n we write V ⊥ for the set of the functions of A n which are 0 on V . Choose E 1 ∈ C ⊥ 0 \ C ⊥ 1 ; then E n 1 = 0 and E n+1 1 = 0 as in the proof of Lemma 2.8 (E 1 ∈ A n ). This shows
. . , E n 1 exhibits a basis for A n and that there is an isomorphism of algebras A n ≃ K[X]/(X n+1 ) taking E 1 toX. We can easily see that E i 1 (c j ) = δ ij , ∀k = 0, 1, . . . , n − 1 and then by a standard linear algebra result we can find c n ∈ C n such that E n 1 (c n ) = 1 and E n 1 (c i ) = 0 for i < n. Then by dualization, the relations
we may inductively build the basis (c n ) n∈N with ε(c k ) = δ 0k and ∆(c n ) = i+j=n c i ⊗ c j , ∀n.
In the following we construct an example of a chain coalgebra that is not cocommutative and thus different of the divided power coalgebra over K. Recall that if A is a k algebra, ϕ : A → A is a morphism and δ : A → A is a ϕ-derivation (that is a linear map such that δ(ab) = δ(a)b + ϕ(a)δ(b) for all a, b ∈ A), we may consider the Ore extension A[X, ϕ, δ] which is A[X] as a vector space and with multiplication induced by Xa = ϕ(a)X + δ(a). Let K be a subfield of R, the field of real numbers. Let D be the subalgebra of Hamilton's quaternion algebra having the set B = {1, i, j, k} as a vector space basis over K. Recall that multiplication is given by the rules i
It is not difficult to see then that σ is an algebra automorphism, and that D is a division algebra (skewfield). Our example will be such an Ore extension constructed with a trivial Proof. It is clear by the multiplication rule Xa = σ(a)X for a ∈ B that elemens of
a l X l and that every element of A n is a "polynomial" of the form f = a 0 + a 1 x + · · · + a n−1 x n−1 , with a l ∈ D and where x represents the class of X. Such an element f is invertible if and only if a 0 = 0. To see this, first note that if a 0 = 0 then f is nilpotent, as x is nilpotent and one has f l ∈< x l > by successively using the relation xa = σ(a)x. Conversely write f = a 0 · (1 + a
0 a n−1 x n−1 ) and note that the element g = a
0 a n−1 x n−1 is nilpotent as before, so 1 + g must be invertible in A n and therefore f must be invertible. Thus we may write every element f = a l x l + ...a n−1 x n−1 of A n as the product f = (a l + a l+1 x + · · · + a n−1 x n−1−l ) · x l = g · x l with invertible g. Then if I is a left ideal of A n and f ∈ I, we have f = g · x l for an invertible element g and some l ≤ n. Hence it follows that x l ∈ I. Taking the smallest number l with the property x l ∈ I, we obviously have that I =< x l >.
Let C n denote the coalgebra dual to A n . Note that A n has a K basis B = {ax l | a ∈ B, l ∈ 0, 1, . . . , n − 1} and we have the relations (ax i )(bx j ) = aσ i (b)x i+j . Let (E a i ) a∈B,i∈0,n−1 the basis of C n which is dual to B, that is, E a i (bx j ) = δ ij δ ab for all a, b ∈ B and i, j ∈ N. Also, for i ∈ N and a ∈ B denote by i · a = σ i (a), the action of N on B induced by σ.
Proposition 2.11. With the above notations, denoting by ∆ n and ε n the comultiplication and respectively, the counit of C n we have
as the sign of this expression must be 1 if d ∈ B and −1 if d / ∈ B, and this is exactly
and therefore we get
As this is true for all ux k , vx l ∈ B, by the definition of the comultiplication of the coalgebra dual to an algebra, we get the first equality in the statement of the proposition. The second one is obvious, as ε n (E c p ) = E c p (1 · X 0 ) = δ p,0 δ c,1 . Now notice that there is an injective map C n ⊂ C n+1 taking E c i from C n to E c i from C n+1 . Therefore we can regard C n as subcoalgebra of C n+1 . Denote by C = n∈N C n ; it has a basis formed by the elements E c n , n ∈ N, c ∈ B and comultiplication ∆ and counit ε given by
and ε(E c n ) = δ n,0 δ c,1 . By Proposition 2.10 we have that A n is a chain algebra and therefore C n = A * n is a chain coalgebra. Therefore, we get that the coradical filtration of C is C 0 ⊆ C 1 ⊆ C 2 ⊆ . . . and that this is a chain coalgebra which is obviously non-cocommutative.
The co-local case
Throughout this section we will assume (unless otherwise specified) that C is left finite Rat-splitting and that it is a colocal coalgebra, that is, C 0 is a simple left (and consequently simple right) C * -module. Then as J = C ⊥ 0 , C * is a local algebra. We will also assume that C is not finite dimensional, thus by Proposition 1.4 C has a countable basis. We have that C is the injective envelope of C 0 as left comodules, thus by Proposition 1.2 we have that every left subcomodule of C is finite dimensional (all C n are finite dimensional). Then if I is a left ideal of C * different from C * , by Proposition 1.4 and Proposition 2.4 I is finitely generated and of finite codimension. Denote again R = C * . Also for a left R-module M denote by J(M ) the Jacobson radical of M . Proof. Let S = End( C C, C C). Note that S is a ring with multiplication equal to the composition of morphisms and that S is isomorphic to R by an isomorphism that takes every morphism of left C-comodules f ∈ S to the element ε • f ∈ R. Then it is enough to show that S is a domain. If f : C → C is a nonzero morphism of left C comodules, then Ker(f ) C is a proper left subcomodule of C so it must be finite dimensional. Then as C is not finite dimensional we see that Im(f ) ≃ C/Ker(f ) is an infinite dimensional subcomodule of C. Thus Im(f ) = C, and therefore every nonzero morphism of left comodules from C to C must be surjective. Now if f, g ∈ S are nonzero then they are surjective so f • g is surjective and thus f • g = 0.
Proposition 3.2. R satisfies ACCP on right ideals and also on left ideals.
Proof. Suppose there is an ascending chain of right ideals x 0 · R x 1 · R x 2 · R . . . that is not stationary. Then there are (λ n ) n∈N in R such that x n = x n+1 · λ n+1 . Note that λ n+1 ∈ J, because otherwise λ n+1 would be invertible in R as R is local and then we would have x n+1 = x n · λ −1 n . This would yield x n · R = x n+1 · R, a contradiction. Then x 1 = x n+1 · λ n+1 λ n . . . λ 2 , so x 1 ∈ J n for all n ∈ N, showing that x 1 ∈ n∈N J n = 0. Thus we obtain a contradiction: x 0 · R x 1 · R = 0. The statement is obvious for left ideals as R R is Noetherian.
The next proposition contains the main idea of the result. Proof. Take aR, bR ⊆ αR ∩ βR, so a = αx = βy and b = αu = βv; we may obviously assume that a, b = 0 as otherwise the assertion is obvious. Then α, β, x, y, u, v are nonzero. Denote by L the left submodule of R×R generated by (x, u) and by M the quotient module R×R L . We write (s, t) for the image of the element (s, t) through the canonical projection π : R × R → M . We have (y, v) = (0, 0) as otherwise (y, v) = λ(x, u) for some λ ∈ R; then we would have y = λx, v = λu so βy = βλx = αx and then βλ = α (because R is a domain), a contradiction to αR βR. Also β · (y, v) = α · (x, u) = (0, 0) with β = 0. This shows that (0, 0) = (y, v) ∈ T = T (M ), so T (M ) = 0. Take X < M such that M = T ⊕ X. We must have X = 0, as otherwise (1, 0) ∈ T so there would be a nonzero λ ∈ R and a µ ∈ R such that λ · (1, 0) = µ · (x, u) ∈ L. But then λ = µx, 0 = µu, so µ = 0 (u = 0) showing that λ = 0, a contradiction. Now note that x and u are not invertible, as otherwise, for x invertible, αx = βy implies α ∈ βR so αR ⊆ βR; the same can be inferred if u is invertible. Therefore
which has dimension 2 as a module over the skewfield R/J. Since M = T ⊕ X and M is finitely generated, then so are T and X and therefore J(X) = X and J(T ) = T . Then as
has dimension 2 over R/J, it follows that both T /J(T ) and X/J(X) are simple. Hence T and X are local, and as they are finitely generated, it follows that they are generated by any element not belonging to their Jacobson radical. Let T ′ (respectively X ′ ) be the inverse images of T (and X respectively) in R × R and t ∈ T ′ and s ∈ X ′ be such that Rt + L = T ′ and Rs
Therefore we obtain Rt + Rs = R × R because J × J is small in R × R. Write t = (p, q) ∈ T ′ . Then t = t + L ∈ T implies that there is λ = 0 in R such that λt = 0 ∈ M and therefore there is µ ∈ R with λ(p, q) = µ(x, u). We show that either p / ∈ J or q / ∈ J. Indeed assume otherwise: t = (p, q) ∈ J × J. Then we get Rt ⊆ J × J. Because Rt + Rs = R × R we see that R × R/J × J must be generated over R by the image of s. This shows that the R/J module R × R/J × J = (R/J) 2 has dimension 1 and this is obviously a contradiction. Finally, suppose p / ∈ J so p is invertible; then the equations λp = µx, λq = µu imply λ = µxp −1 and µxp −1 q = µu. But µ = 0 because p is invertible and λ = 0. Therefore we obtain u = xp −1 q; thus b = αu = αxp −1 q = ap −1 q showing that b ∈ aR i.e. bR ⊆ aR. Similarly if q is invertible, we get aR ⊆ bR. Proof. We first show that every two principal left ideals of R are comparable. Suppose there are two left ideals of R, R · x 0 and R · y 0 that are not comparable. Then as they have finite codimension and C * is infinite dimensional, we have Rx 0 ∩ Ry 0 = 0 and take 0 = αx 0 = βy 0 ∈ Rx 0 ∩ Ry 0 . Then the right ideals αR and βR are not comparable, as otherwise, if for example αR ⊆ βR, we would have a relation α = βλ so αx 0 = βλx 0 = βy 0 . As β = 0 we get λx 0 = y 0 because R is a domain, and then Ry 0 ⊆ Rx 0 , a contradiction. By Proposition 3.2 the set {λR | λR ⊆ αR ∩ βR} is Noetherian (relative to inclusion) and let λR be a maximal element. If x ∈ αR ∩ βR then by Proposition 3.3 we have that xR and λR are comparable and by the maximality of λR it follows that xR ⊆ λR, so x ∈ λR. Therefore αR ∩ βR = λR. Note that λ = 0, because αR and βR are nonzero ideals of finite codimension. Then we see that λR ≃ R as right R modules, because R is a domain, and again by Proposition 3.3 any two principal right ideals of λR = αR ∩ βR are comparable, so the same must hold in R R . But this is in contradiction with the fact that αR and βR are not comparable, and therefore the initial assertion is proved. Now we prove that J n /J n+1 is a simple right module for all n. As R/J is semisimple (it is a skewfield) and J n /J n+1 has an R/J module structure, it follows that J n /J n+1 is a semisimple left R/J-module and then J n /J n+1 is semisimple also as R-module. If we assume that it is not simple, then there are f, g ∈ J n \ J n+1 such that Rf = (Rf + J n+1 )/J n+1 and Rĝ = (Rg+J n+1 )/J n+1 are different simple R-modules, so Rf ∩Rĝ =0 in J n /J n+1 . Then (Rf + J n+1 ) ∩ (Rg + J n+1 ) = J n+1 which shows that Rf and Rg cannot be comparable, a contradiction. As J n = C ⊥ n−1 , we see that dim(C n−1 ) = codim(J n ). Then for n ≥ 1, dim(C n /C n−1 ) = dim(C n ) − dim(C n−1 ) = codim R (J n ) − codim R (J n+1 ) = dim(J n /J n+1 ) = dim(C 0 ). Because C 0 is the only type of simple right C-comodule, this last relation shows that the right C-comodule C n /C n−1 must be simple. Therefore C must be a chain coalgebra.
We may now combine the results of Sections 2 and 3 and obtain Corollary 3.5. Let C be a co-local coalgebra. Then C is a left (right) finite splitting coalgebra if and only if C is a chain coalgebra. Moreover, if the base field K is algebraically closed then this is further equivalent to the fact that C is isomorphic to the divided power coalgebra.
Proof. This follows from Theorems 2.7, 2.9 and 3.4.
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