Abstract. Given a fixed p = 2 we prove a simple and effective characterization of all radial multipliers of F L p (R d ) provided that the dimension d is sufficiently large. The method also yields new L q space-time regularity results for solutions of the wave equation in high dimensions.
Introduction
In this paper we study convolution operators with radial kernels acting on functions defined in R d . These can also be described as Fourier multiplier transformations T m defined by
with radial m. The main question we will be interested in is when the operator T m is bounded in L p (R d ), 1 ≤ p < ∞. By duality, the boundedness of T m in L p is equivalent to its boundedness in L p ′ where 1 p + 1 p ′ = 1, so we may restrict ourselves to the range 1 ≤ p ≤ 2.
A simple characterization of convolution operators bounded in L p (whether radial or not) is known only in two cases: p = 1 and p = 2; namely, boundedness in L 1 holds if and only if the convolution kernel is a bounded Borel measure and boundedness in L 2 holds if and only if the multiplier is a bounded function (see [12] ). It is currently widely believed that for 1 < p < 2, a full characterization of all L p -multipliers in reasonable terms is impossible. For the class of radial multipliers we deal with in this paper, numerous sufficient conditions for boundedness in L p have been obtained in the literature. Many of them are in some or another sense close to being necessary (cf. [3] , [1] , [14] , [2] , [26] , [16] , and references in those papers) but no nice necessary and sufficient conditions have been known. However, recently, Garrigós and the second author [9] obtained a perhaps surprising characterization of the radial multiplier transformations that are bounded on the invariant subspace L p rad of radial L p functions in the range 1 < p < 2d d+1 (which is optimal for their result). This raised the question whether the necessary and sufficient 1991 Mathematics Subject Classification. 42B15. Supported in part by NSF grants. 1 conditions in [9] actually give a characterization of the radial Fourier multipliers operators bounded on the entire space L p (R d ). The main result of the present paper is to show that this is indeed the case in dimensions d ≥ 5 for a range 1 < p < p d with p d → 2 as d → ∞. and let m be radial. Fix an arbitrary Schwartz function η that is not identically 0. Then
The finiteness of the right hand side is, obviously, necessary for the L p boundedness, and the main result here is that it is also sufficient. The constants implicit in this characterization depend (of course) on the choice of η. The condition in (1.1) is equivalent to sup t>0 F −1 [m(t·) η] p < ∞. If one chooses η to be radial and such that η is compactly supported away from the origin, then one recovers one of the characterizations for L p radboundedness in [9] . Consequently, in the given range L p -boundedness is equivalent to L p rad -boundedness. For other equivalent formulations, we refer the reader to [9] .
One special situation is worth mentioning here. Namely when m is compactly supported away from the origin, the convolution operator is bounded in L p if and only if the (radial) convolution kernel belongs to L p .
We have no reason to believe that the range for p in Theorem 1.1 is even close to the optimal one. It is conceivable that the characterization holds in low dimensions or even in the optimal range p < 2d d+1 , but proving that will certainly require new ideas. We also emphasize that the theorem gives no improvements for the Bochner-Riesz multiplier problem that is by now understood in the range p < 2d+4 d+4 , d ≥ 2 ( [3] , [14] ). Our result just goes in a different direction: it applies to all, however irregular, radial kernels and it is to be expected that, using some additional structural or regularity conditions, one may get some better range of p for each particular case. Nevertheless, our technique does yield some improvements upon the existing results in the so-called local smoothing problem for the wave equation in high dimensions. This concerns inequalities of the form for q > 2; here I is compact interval and L q α (R d ) denotes the usual Sobolev (or potential) space where q is the Lebesgue exponent and α is the number of derivatives. Sharp L q -Sobolev inequalities for fixed time were obtained by Miyachi [15] and Peral [18] ; they showed that the operator e it √ −∆ maps L q β (R d ) into L q (R d ) provided that β ≥ (d − 1)|1/2 − 1/q|, 1 < q < ∞. In [21] Sogge raised the question whether the averaged inequality (1.2) could hold with a gain of almost 1/q derivatives compared to the fixed time estimate, i.e. with α > α(q) = d(1/2 − 1/q) − 1/2, in the best possible range q > 2d/(d − 1) for such an estimate. This conjecture is at the top of a tree of other conjectures in harmonic analysis (including the cone multiplier, Bochner-Riesz, Fourier-restriction and Kakeya conjectures) and the relation between the different questions is discussed for example in [23] . The current techniques seem to be insufficient to settle this problem, as well as many of its consequences, in the full range of q's. Some evidence for the smoothing conjecture is in [16] where the analogous question for the L q rad (L 2 sph ) scale of spaces is settled. For the L q spaces even partial results proved to be rather hard and the first result is due to Wolff [26] ; he established, in a deep and fundamental paper, the validity of Sogge's conjecture in two dimension for the range p > 74. Versions of this result for the higher dimensional cases were obtained by Laba and Wolff [13] and further improvements on the range of q's are in [8] , [10] ; it is now known that Wolff's main ℓ q (L q ) → L q inequality for plate decompositions of cone multipliers which implies (1.2) for α > α(q) holds with q > 20 if d = 2 and q > 2 +
We improve the current results on the smoothing problem in two ways. First we widen the range in dimensions d ≥ 6 to q > q d where
Secondly, we strengthen Sogge's conjecture to obtain the endpoint result in dimension d ≥ 5, for q > q d .
We remark that this result can be strengthened further by using suitable Triebel-Lizorkin spaces, see §10. A similar phenomenon holds for solutions of Schrödinger type equations, see [19] .
A downside of our method is of course that it currently does not yield results in low dimensions. However when it does apply it is somewhat simpler than the induction on scales methods introduced by Wolff. We also remark that we do not improve on the current range of the above mentioned Wolff inequality for plate decompositions which has other applications and is interesting in its own right.
Structure of the paper. In §2 we explain a basic idea in the paper which is that weak orthogonality properties may be combined with a crowding effect of functions and consequences on the support properties to prove satisfactory L p estimates. Here we also state a basic interpolation lemma which is related to the Marcinkiewicz theorem and will be used throughout the paper. The main section is §3 where we outline the proof of a discretized version of Theorem 1.1, for a fixed scale. A crucial L 2 estimate needed for this proof is done in §4. The characterization of L p boundedness for radial multipliers that are compactly supported away from the origin is proved in §5. In §6 we give an important extension of the earlier estimates which is crucial for putting scales together. This is completed in §7 where the relevant and familiar atomic decomposition techniques are introduced and applied. The proof of Theorem 1.1 is concluded in §8. In §9 we state an extension to H p spaces, p ≤ 1 and the last section §10 contains the proof of (a somewhat strengthened version of) Theorem 1.2.
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L 2 bounds versus support: A simple model case
Since we do not know how to exploit cancellations in L p directly, we use the strategy of controlling the L 2 norm and the size of the support simultaneously to get our L p bounds. We describe a simple model case for which we have some limited orthogonality, but not enough to prove a favorable L 2 bound. However a failure of orthogonality may have a crowding effect of the functions involved which results in improved support properties and therefore in favorable L p estimates for suitable p < 2.
Lemma 2.1. Suppose we are given finite number of complex-valued L 2 -functions {f z } indexed by z ∈ Z d so that each function f z is supported on a cube Q z of sidelength 1. Suppose also that the family {f z } satisfies
We remark that if (2.1) were assumed for some β > d then inequality (2.2) would be true for p = 2 and the result would follow for 1 ≤ p ≤ 2 by interpolation with the trivial ℓ 1 (L 1 ) bound. The assumption (2.1) for β < d is too weak to yield the ℓ 2 (L 2 ) bound. Instead we have to use some improved support properties when several of the intervals I k overlap.
Proof of Lemma 2.1. We shall first prove a weaker (so-called restricted strong type) inequality which includes the endpoint; namely
We may assume that sup z |a z | ≤ 1. Let x z ∈ R d be the center of cube Q z of sidelength 1 supporting f z . Split R d into nonoverlapping cubes J of sidelength 1, put E J = {z ∈ E : x z ∈ J} and define u J = #E J so that #E = J u J . Define F J = z∈E J a z f z so that we have to bound the L p norm of J F J .
Now observe that at each point x ∈ R, at most 3 d of the functions F J can be non-zero simultaneously. Therefore
Now, according to our weak orthogonality assumption about the functions f z , we have
The improved bound (2.2) can be deduced by using interpolation theorems for Lorentz spaces (see [22] , ch. V): Consider the operator on sequences
3) states that T maps the Lorentz space ℓ p,1 to L p , for p ≤ 2d/(2d − β) and by interpolation one deduces the inequality (2.2) in the open range p < 2d/(2d − β)
We wish to give a direct proof of the last interpolation argument based on a dyadic interpolation lemma which will be frequently used in this paper. For related considerations see also the expository note [24] by Tao. Lemma 2.2. Let 0 < p 0 < p 1 < ∞. Let {F j } be a sequence of measurable functions on a measure space {Ω, µ}, and let {s j } be a sequence of nonnegative numbers. Assume that for all j the inequality
To see how this is used to derive (2.2) from (2.3) we consider the sets of indices E j = {k ∈ Z : 2 j−1 < |a k | ≤ 2 j } and define
Proof of Lemma 2.2. First, replacing F j by M −1 F j , we can reduce the statement to the case M = 1. Now let, for n ∈ Z denote by E j,n the set where 2 j+n ≤ |F j | < 2 j+n+1 and put F j,n = χ E j,n F j . Then F j = n∈Z F j,n . Observe that if a j is any numerical sequence such that for every j, the absolute value of a j either is 0 or belongs to [2 j , 2 j+1 ), then | j a j | p j |a j | p . Applying this observation to 2 −n j F j,n , we see that for fixed n and
By Chebyshev's inequality,
where σ = min{p 1 − p, p − p 0 }. We sum in n to get the statement of the lemma.
The main inequality
In this section we shall prove the main inequality of this paper, which turns out to be the key estimate for the case that our multiplier has compact support away from the origin; this application is discussed at the end of this section. In order to reduce technicalities it is useful to not insist on compact support on the multiplier side in the proof.
In what follows we denote by σ r the surface measure on the (d − 1)-dimensional sphere of radius r centered at the origin. We shall denote by ψ • a fixed radial C ∞ function which is compactly supported in a ball of radius (2d) −1 centered at the origin, and whose Fourier transform ψ • vanishes to high order (say order 20d) at the origin, and we set ψ = ψ • * ψ • .
We consider a 1-separated set Y of points in R d and a 1-separated set R of radii ≥ 1; we also set
For y ∈ Y and r ∈ R we define functions F y,r by
The purpose of this section is to prove Proposition 3.1. Let E be a finite subset of Y ×R and let
here the implied constant depends only on p, d and ψ.
Proposition 3.1 implies a stronger estimate, namely
Indeed let, for j ∈ Z, denote by E j the set of all (y, r) ∈ Y × R for which 2 j−1 < |γ(y, r)| ≤ 2 j . By Proposition 3.1 we see that
, for all p < p d , and the assertion follows from the proposition by the dyadic interpolation Lemma 2.2.
If γ has a tensor product structure, namely γ(y, r) = α(y)β(r) then the expression (y,r)∈E c(y, r)F y,r can be interpreted as the convolution operator with kernel r β r σ r * ψ • acting on f = y α(y)ψ • (·−y). In §5 we shall show how by a simple averaging argument this model case implies the version of our theorem for radial multipliers which compactly supported away from the origin.
We shall now outline the proof of Proposition 3.1 (leaving one part to the next section).
Estimates for scalar products. We are aiming for a good L 2 estimate and it is therefore natural to expand out the sum in (y, r) and make use of some (albeit weak) orthogonality of the summands. This orthogonality property is expressed in Lemma 3.3. For any choice of r, r ′ > 1 and y,
Proof. Note that σ r = r −1 σ 1 (r −1 ·), in the sense of measures, and that σ r (ξ) = [22] , ch. IV). Now ψ is radial and we can write ψ(ξ) = a(|ξ|) where a is rapidly decaying and a vanishes to high order at the origin. By Plancherel's theorem the scalar product F y,r , F y ′ r ′ is equal to a constant times
The decay properties of B d and the behavior of a imply that
which gives the claimed bound for the range |r − r ′ | ≤ C(1 + |y − y ′ |). But if |r − r ′ | ≫ (1 + |y − y ′ |) then F y,r and F y ′ ,r ′ have disjoint support so that in this case F y,r , F y ′ r ′ = 0. Thus the lemma is proved.
Remark 3.4. If one takes into account the oscillation of the Bessel functions then one can obtain the improved bound
We shall not use it in our proof.
The exponent (d − 1)/2 in the denominator in (3.4) is too small to use orthogonality in a straightforward way; this is analogous to the weak orthogonality assumption in Lemma 2.1. However if we impose a suitable density assumption on the sets E k we can prove a satisfactory L 2 bound. To quantify this we give a definition.
Definition 3.5. Fix a parameter h ∈ (1, d), and fix R ≥ 1 and u ≥ 1. Let E be a finite 1-separated subset of
for any ball B of radius ρ ≤ 2 5 R.
We shall prove in section §4 the following L 2 inequality involving sets of h-density type with h < (d − 1)/2. The proof will be based on Lemma 3.3.
In order to use this estimate efficiently we shall need to decompose the sets E k into subsets of h-density type (u, 2 k ) for various values of u so that for large u we get a crucial improvement of the size of these sets (this idea is analogous to the proof of Lemma 2.1).
Density decompositions of sets. Fix h < d. Assume that E ⊂ R d+1 is a 1-separated set and let
and let B k,u (y, r) be the ball of radius 2R k,u centered at (y, r).
and
Finally set E(u) = k E k (u). Then the sets E(u) have the following properties:
and the unions are disjoint.
(ii) E k (u) can be covered by d u −1 (#E k ) balls of radius 2R k,u each.
(iii) If B is any ball of radius R k,u containing at least u points of E k , then
) and every ρ ≤ 2 k+5 the ball of radius ρ centered at (y, r) contains no more than
To prove (ii), first note that E k (u) is empty if u > #E k . Observe that the family of balls B k,u (y, r) (with (y, r) ∈ Λ k (u)) has the covering number
so we may just use the balls B k,u (y, r) with (y, r) ∈ Λ k (u, E).
(iii) immediately follows from the observation that every ball of radius R k,u is contained in one of the balls B k,u (y, r) (of radius 2R k,u ) with (y, r) ∈ Λ k (u).
It remains to prove (iv). Let B be a ball with radius ρ and center (y, r). If #(B ∩ E) ≤ 2u + 2ρ h , there is nothing to prove. Suppose that the opposite inequality holds. Let u be the smallest number in U which exceeds u + ρ h . Then ρ ≤ũ 1/h and the ball B whose radius is ρ ≤ R k,ũ = min{2 k+5 , u 1/h } contains at leastũ points of E. Therefore, by (iii), B ∩ E k ⊂ E k ( u) and (since u > u) we conclude that in this case B ∩ E k (u) = ∅.
We now set
From the support properties of σ r * ψ it follows immediately that G u,k is supported in a set of measure 2
By the properties of E k,u we get the following improved bound.
be the center of one such ball. Then, for every pair (y, r) contained in this ball, the support of c(y, r)σ r * ψ(· − y) is contained in the annulus of width not exceeding 4R k,u + 1 built on the sphere centered at y • of radius r • . Note also that we can assume that r • ≤ 2 k+7 because otherwise the ball centered at (y • , r • ) of radius 2R k,u does not intersect E k and we can just remove this ball from the covering. Also, note that the estimate for the width of the annulus does not exceed the estimate for the radius of the sphere it is built upon, so we can conclude that the volume of this annulus is d 2 k(d−1) u 1/h . It means that the measure of the support of
We now combine the L 2 bound of Lemma 3.6 and the support bound of Lemma 3.8 to get an L p bound; for later reference in §6 this is formally stated as Lemma 3.9. Let G u be as in (3.6) where the sets E k (u) are defined using the density decomposition of E k , with a parameter
.
Combining this with the support bound of Lemma 3.8 we obtain
Now we can sum the series in u ∈ U if p < p h,d and the assertion follows.
If we choose h sufficiently close to (d − 1)/2 then we obtain the asserted bound in the range p <
= p d , and this completes the proof of Proposition 3.1.
Proof of Lemma 3.6
We are working with sets E k ⊂ Y ×R k which have the property that every ball of radius ρ ≤ 2 k+5 contains u + ρ h points in E k . Let
with c ∞ ≤ 1 and it is our task to estimate the L 2 norm of k G k . By pidgeonholing (and Minkowski's inequality) we may assume that the sum in k runs over a 10-separated set.
It will be convenient to avoid scalar products of expressions of G k involving k log(2 + u). We therefore let N (u) be the smallest integer larger than 10 log 2 (2 + u) and split the sum as k≤N (u) + k>N (u) G k , and then apply the Cauchy-Schwarz inequality with respect to the first sum. Given the estimates in Lemma 3.3 the singling out the first O(log(2 + u)) terms has the effect of avoiding a potentially disastrous large factor u for the small price of O(log(2 + u)). We thus obtain
We start with estimating the double sum k ′ ≥k>N (u) G k ′ , G k . In this sum we have various scalar products of F y,r with F Y,R where r ≤ R2 −5 . Let us fix the pair (Y, R) and examine the sum of the absolute values of such scalar products when (y, r) runs over E k with 2 k < R/4. The scalar product F y,r , F Y,R can be different from 0 only if y lies in the annulus of width 2 k+1 + 2 built upon the sphere of radius R centered at Y , moreover 2 k ≤ r < 2 k+1 . Now the set of all pairs (y, r) ∈ Y × R satisfying these conditions can be covered by
and therefore (as N (u) = 10 log 2 (2 + u))
here we used h < (d − 1)/2 and summed a decaying geometric progression whose maximal term corresponds to k = N (u) + 10. Since (d − 1)/2 ≥ 1/2, we see that the geometric series cancels the large term u in the last displayed formula. Now it remains to sum this estimate over pairs (Y, R) to get the bound k 2 k(d−1) #E k for the sum of scalar products in (4.1).
Now
is optimal.
. . , and let E k,µ be the set of all (y, r) ∈ Y × I k,µ which belong to E k . Set
and we need to estimate the L 2 norm of µ G k,µ . By pidgeonholing we may assume that µ ranges over a 10-separated set and bound
Again, we shall first estimate the sum of the various scalar products, using strongly the assumption that the sets E k are of h density type (u, 2 k ). We claim that
To see this we pick again some pair (Y, R) ∈ E k,µ ′ and examine how it interacts with pairs in E k,µ where µ ≤ µ ′ −10. Note that if (y, r) is such a pair for which the scalar product is non-zero, then we must have |y − Y | ≤ 2 k+3 and, since |r − R| ≤ 2 k+1 , we conclude that
Moreover |r − R| ≥ u (1−a)/h and thus the sum of the scalar products in which the pair (Y, R) participates is
We split this sum into two parts, one involving the terms for which the distance of (y, r) and (Y, R) is ≥ u 1/h and one with distances between u (1−a)/h and u 1/h . Note that if T ≥ u 1/h than every ball of radius T centered at (Y, R) contains only O(T h ) points. Since h < (d − 1)/2 we obtain the uniform bound
We also know that the ball of radius u 1/h centered at (Y, R) contains at most O(u) points in E k which implies that (y,r)∈E k :
We combine these two estimates, add over all (Y, R) ∈ E k,µ ′ and then add over all µ ′ . Then the left hand side of (4.2) is
We now estimate the L 2 norm of each
The conclusion of Lemma 3.3 is now too weak to give satisfactory results; instead we apply the Cauchy-Schwarz inequality with respect to r and use that the cardinality of R k,µ is u (1−a)/h . Thus ). Since Y is 1-separated and the support of ψ is contained in a ball of radius 1/2, we conclude that
Combining this bound with (4.2) yields
The two terms balance if a = d+1−2h d+1
and with this choice the previous bound becomes
Now we use this to estimate the first term in (4.1) and combine with the earlier bound for the mixed terms in (4.1) to complete the proof of the lemma.
Application to compactly supported multipliers
Now let m be a radial Fourier multiplier supported in {1/2 < |ξ| < 2} and let K = F −1 [m]; since K is radial we can also write K = κ(| · |) for suitable κ. We shall prove the estimate
Let η • be a radial Schwartz function whose Fourier transform is supported in {1/4 < |ξ| < 3} so that η • (ξ) = 1 on the support of m. Let ψ • be a radial C ∞ function with compact support in {|x| ≤ 10 −1 }, with the property that ψ • and all its derivatives up to order 20d vanish at the origin, but ψ • (ξ) > 0 on {1/4 ≤ |ξ| ≤ 4} . This is easy to achieve (take a radial function χ ∈ C ∞ 0 so that
, where ∆ denotes the Lapacaian and λ is sufficiently large).
As K 0 is a bounded compactly supported function the operator of convolution with K 0 is clearly bounded on all L p , 1 ≤ p ≤ ∞, and therefore it suffices to show that the L p norm of ψ • * K ∞ * ψ • * g is controlled by C K p g p . We now write
We set γ(y, r) = g(y)κ(r), with y ∈ Y := w + Z d , r ∈ R := τ + N, and we can apply Corollary 3.2. It follows that the last displayed expression is bounded by
which after applying Hölder's inequality with respect to τ and w is bounded by C K ∞ p g p K p f p . This establishes (5.1).
A variant of Corollary 3.2 involving large radii
The following estimate for convolution operators with radial kernels will be used in conjunction with atomic decompositions to extend the one scale situation of §5 to the general case. The crucial feature is an exponential gain for large radii which will be useful when putting different scales together.
Proposition 6.1. For 1 < p < p d there is ε = ε(p) > 0 so that the following holds. Let K be a radial convolution kernel supported in {x : |x| > 2 ℓ }. For s ∈ Z let K s = 2 sd K(2 s ·), ψ s = 2 sd ψ(2 s ·). Let ℓ ≥ 0 and let W ℓ−s be a tiling of R d with dyadic cubes of sidelength 2 ℓ−s . Then
We shall base the proof on the arguments in §3 and first prove a discretized version for the functions F y,r in (3.1); here (y, r) is taken from Y × R where Y is a 1-separated set of R d and R is a 1-separated set of R + . We prove a variant of Corollary 3.2 which involves only radii r ≥ 2 ℓ . This corresponds to the case s = 0 of the proposition. 2 it suffices to consider p < p h,d (defined in (3.7)). For each j let E k (j) = {(y, r) ∈ Y × R k : 2 j ≤ |γ(y, r)| < 2 j+1 }. We now apply the density decomposition of Lemma 3.7 to the sets E k (j) and write Now we consider the contributions for u ≤ 2 ℓ/h coming from the complementary set
We apply Corollary 3.2 to γ(y, r)χ E ℓ * (y, r) and obtain . Now we use that E k (j, u) is of h-density type (u, 2 k ). Thus for every u ∈ U with u ≤ 2 ℓh , every j, every W and every r ∈ [2 k , 2 k+1 ) the slice E(j, u, r) := {y ∈ W : (y, r) ∈ E k (j, u)} contains no more than 2u + 2 · 2 ℓh ≤ 4 · 2 ℓh points. For each W , u and each r let j(W, u, r) ∈ Z be so that 2 j(W,u,r) ≤ max y∈W |γ(y, r)| < 2 j(W,u,r)+1 . Then
We combine this estimate with (6.2) and since h < d this finishes the proof of the lemma.
Proof of Proposition (6.1). By a rescaling we can immediately reduce to the situation where s = 0. Observe that then |W | = 2 ℓd for all W involved. We can write
We fix w, τ and apply Lemma 6.2 to bound ψ
This expression is equal to the product of The purpose of this chapter is to prove Theorem 1.1 for one particular Schwartz-function η whose Fourier transform is compactly supported away from the origin (for the extension to more general η see §8). We follow the presentation in §3.1 and introduce a radial Schwartz function η • for which η • is supported in {ξ : 1/2 < |ξ| < 2} and which satisfies
for all ξ = 0. Let ψ • be a C ∞ function compactly supported in {x : |x| ≤ 1/10} so that ψ • does not vanish in {ξ : 1/4 ≤ |ξ| ≤ 4} and so that ψ • does vanish to order 10d at the origin. Let
We shall use this η in the assumption of our theorem; in other words we shall assume that sup t>0
then this condition implies
, and by (7.1) and our definitions we have the following decomposition of T m ,
We may assume that f s is a Schwartz function whose Fourier transform is compactly supported away from the origin; this class is dense in L p (R d ), 1 < p < ∞. For those functions the sum in s is finite.
We shall work with atomic decompositions based on estimates and decompositions of square-functions as introduced in [4] ; however for the present setup it will be convenient to base the construction on the L p inequalities for Peetre's maximal square-function (cf. [17] , [25] and [20] ). The nontangential version of Peetre's expression is 
here we may now assume that the sum in s is over a finite set of integers. In what follows we will make several decompositions of the Schwartz functions f s involving rough cutoffs but the a priori convergence of various sums can be justified by using the rapid decay of the functions. Of course the actual bounds will have to be independent of these a priori assumptions.
We now describe an "atomic decomposition" of each f s . For fixed s we tile R d by the dyadic cubes of sidelength 2 −s ; this family of cubes is denoted by Q s , and we write L(Q) = −s if we want to indicate that the sidelength of a dyadic cube is 2 −s . For each integer j we introduce the set Ω j = {x : Sf (x) > 2 j } and let Q s j be the set of all dyadic cubes in Q s with the property that |Q ∩ Ω j | ≥ |Q|/2 but |Q ∩ Ω j+1 | < |Q|/2. We also set
where M is the Hardy-Littlewood maximal operator. Ω * j is an open set containing Ω j so that |Ω * j | |Ω j |. We work with a Whitney-decomposition of Ω * j , with dyadic cubes W , so that the 10-fold dilates of W have bounded overlap. The set of Whitney cubes in this decomposition of Ω * j is denoted by W j .
We now define some building blocks which are analogues of the usual atoms; however they are not normalized and, since we are mainly interested in L p (ℓ 2 ) bounds for p > 1 we do not insist on cancellation. For each
note that only terms with L(W ) + s ≥ 0 occur. We also need to consider "cumulative atoms", as any dyadic cube W can be a Whitney cube for several Ω * j ; we set
The following observation is standard in proofs of the atomic decomposition (cf. e.g. [4] ).
and, for any assignment W → s(W ),
Proof. The second inequality follows from the first by using the definitions of the atoms. We consider the first inequality and define for each Q ∈ Q s j the set Γ(Q) as the portion of Q which does not belong to Ω j+1 . Then |Γ(Q)| ≥ |Q|/2, and we also have Q ⊂ Ω * j . We use this together with Fubini's theorem and see that the left hand side of the first inequality is bounded by
The last assertion of the lemma follows since
To establish (7.5) we need to verify the inequality (7.6)
For each integer ℓ in this sum we split the convolution operator K s into a short range and a long-range piece, K sh s,ℓ and K lg s,ℓ . To define them we first look at the rescaled kernels H s and set H sh
Finally, we split the sum in (7.6) into two parts, replacing K s by K sh s,ℓ and K lg s,ℓ , respectively. Now consider W with L(W ) = −s + ℓ and note that the short range contribution ψ s * K sh s,ℓ * A s,W,j is supported in the triple dilate W * of W ; thus for fixed j all these terms are supported in Ω * j . In order to prove the short range inequality
it suffices to show that for fixed j, and for 1 ≤ q ≤ 2,
Then (7.7) follows from Lemma 2.2. Inequality (7.8) will follow in a straightforward way from the L 2 estimate. Here we use a standard estimate for the Fourier transform of radial kernels K = ∞ 0 κ(r)σ r dr, namely
Indeed using Bessel functions as in the proof of Lemma 3.3 one can estimate by Hölder's inequality
and it is easy to see that the last
. The bound (7.9) follows since ψ is a Schwartz function which vanishes to high order at 0.
Returning to (7.8), we can, because of the support of Ψ s * K sh s,ℓ * A s,W,j in W * and the finite overlap of the W * , dominate the left hand side of the inequality by
Here we used Hölder's inequality for functions on W , then Hölder's inequality with respect to the W summation, then the almost orthogonality of the ψ s and then the properties of the Whitney cubes of Ω * j . Now by (7.9) the Fourier transform of
Thus, by Lemma 7.1 the last displayed quantity is
and (7.8) is proved.
We now turn to the long range estimate which is (7.10)
We use the j-sum to combine the atoms into the cumulative atoms A s,W , and take out the ℓ-sum by Minkowski's inequality. We also use the almost orthogonality of the ψ s in a weak way, as we can dominate for p ≤ 
for p < p d , with some ε = ε(p) > 0. Now also use that for fixed s, W the functions A s,W,j live on disjoint sets (since the dyadic cubes of sidelength 2 −s are disjoint and each is in exactly one family Q s j ). Thus it follows that the expression (7.11) is
by the L ∞ bound for atoms in Lemma 7.1. Thus we obtain (7.10). Finally, (7.6) follows from (7.7) and (7.10) . This concludes the proof of the L p boundedness of T m , under the assumption (7.3).
Conclusion of the proof
We still have to show the equivalence for arbitrary choices of η. In order to do this we fix the radial multiplier m and consider the family Θ of all C ∞ functions compactly supported away from the origin such that the condition
holds. Note that if ϕ ∈ Θ, then ϕ(λ·) ∈ Θ for every λ > 0, moreover ϕ(R·) ∈ Θ for every rotation R of R d (here we use the fact that m is radial). Also if χ is any compactly supported C ∞ function then χϕ ∈ Θ, simply since χ is an F L p multiplier. Finally if ϕ 1 , ϕ 2 ∈ Θ, then ϕ 1 + ϕ 2 ∈ Θ. Now assume that there exists at least one not identically zero function ϕ 0 ∈ Θ. Let V be a non-empty open subset of R d+1 such that |ϕ 0 | > 0 on V . Let ϕ be any other C ∞ function compactly supported away from the origin. For every ξ ∈ R d \ {0}, one can find a rotation R ξ and a number λ ξ > 0 such that λ ξ R ξ ξ ∈ V or, equivalently, ξ ∈ λ 
Note that ζ ∈ Θ and ζ > 0 on
Hence, the function χ defined as ϕ/ζ on suppϕ and 0 on R d \ supp(ϕ) is a C ∞ function with compact support, so ϕ = χζ ∈ Θ.
Proof of Theorem 1.1, concluded. Let g be an arbitrary Schwartz function, then the condition sup t>0 T m [t d/p g(t·)] p < ∞ is clearly necessary for L p boundedness. Conversely, suppose that this condition is satisfied; it is equivalent with sup t>0 F −1 [m(t·) g] p < ∞. We may pick χ ∈ C ∞ with compact support in R d \ {0} so that χ g is not identically 0. Since χ is a Fourier multiplier we see that χ g ∈ Θ. By the above consideration we also have η ∈ Θ where η is as in (7.2) . But for this η the characterization is already proved and the L p boundedness of T m follows.
Hardy space estimates
The above techniques also yield results for p ≤ 1 if one works with Hardyspaces.
Theorem 9.1. Suppose d ≥ 5 and 0 < p ≤ 1, or d = 4 and 0 < p < 10/11. Let m be radial and let η be a Schwartz function whose Fourier transform is compactly supported away from the origin and is not identically 0. Then
The assumption on η can be modified (replacing the support assumption on η by the condition that η has a number of vanishing moments, the number being dependent on p). Since now p ≤ 1 it suffices to check estimates on (not normalized) atoms −s≤L(W ) ψ s * A s,W,j , for fixed W , j. The proof is a minor modification of the proof of Theorem 1.1; we omit it.
The regularity result for the wave equation
We shall derive an improved version of Theorem 1.2 using Triebel-Lizorkin spaces. We shall use arguments that are very similar to those in the proof of Theorem 1.1. . Then for any compact interval there is a constant C(I) so that
If η • is as in (7.1) and if P k is, say, defined by P k f = ( η • (2 −k ξ)) 2 f for k > 0 and P 0 = I − k≥1 P k then the inequality of the theorem can be expressed as (10.1)
. We remark that we have chosen k as our index for the dyadic frequency pieces instead of s, first, to distinguish it from the homogeneous expression (s ∈ Z) used earlier and secondly to match it with the notation in §3; the term for large frequencies ≈ 2 k corresponds, after a rescaling, to the situation of Corollary 3.2 when the radii are taken in [2 k , 2 k+1 ]. By localization and various rescalings we may assume that
It will also be convenient to dispose of the terms for k = 0, 1. Let χ 0 be a radial C ∞ 0 (R d ) function so that χ 0 (ξ) = 1 for |ξ| ≤ 1 and χ 0 (ξ) = 0 for |ξ| ≥ 3/2. One easily checks that χ 0 (ξ/λ)e i|ξ| is the Fourier transform of an L 1 function for any λ (with L 1 norm growing in λ for λ → ∞). The contribution of the multiplier near the origin is handled by considering m κ (ξ) = (χ 0 (2 κ ξ) − χ 0 (2 κ+1 ξ))(e i|ξ| − 1). One bounds the derivatives of m κ (2 −κ ξ) for κ > 0 to see that the L 1 norm of
Next, we describe a further reduction to an inequality involving spherical means (cf. (10.6), (10.5) below). This can be done in various ways. One way is to apply the method of stationary phase in conjunction with multiplier theorems. We give a more direct approach based on the principle that every radial function can be written as a superposition of spherical measures. As before we let σ ρ denote the surface measure of the sphere of radius ρ.
Let ϑ be a C ∞ -function on the real line supported in (1/8, 8) so that ϑ(s) = 1 on (1/4, 4). For k ≥ 1 let the convolution kernel K k be defined by
and, for any N ,
Proof. Straightforward integration by parts arguments show that K k is rapidly decreasing away from the unit sphere; in fact
Thus if A = {x : 1/2 ≤ |x| ≤ 2} we set E k := K k (1−χ A ), and it is clear that the error term E k has an L 1 norm which is rapidly decreasing as k → ∞. We now examine K k (x) for 1/2 ≤ |x| ≤ 2. We use polar coordinates and then write an integral over the sphere S d−1 in terms of integrals over d − 2 dimensional spheres perpendicular to x. We get
,θ dσ(θ) ds
where c d−2 is the surface measure of the unit sphere S d−2 and
Clearly Θ ∈ S(R). Since ϑ and therefore Θ is supported in (1/8, 8 ) the function Θ is the derivative of order M of a Schwartz function Θ M .
From the above formula it is clear that (10.2) holds with
We now prove for 
We note that v β,ℓ is supported where |τ | ≤ 1 and dist(τ, ±1) ≈ 2 ℓ /β; in particular for 2 ℓ ≫ β the term I The ρ −M term is irrelevant as ρ ≈ 1. We gain powers of 2 −ℓ in this integration by parts but we also have to take into account the larger support of the integrand. A straightforward computation shows that I β ℓ (ρ) is bounded by C M,N 2 −ℓ(M −(d−1)/2) times the right hand side of (10.4) . Choosing M large we may now sum in ℓ.
To continue with the proof of (10.1) we let K k,t = t −d K k (t −1 ·) with K k as in the lemma and observe that It is easy to see that this is a consequence of (10.8) by scaling. For the details assume ρ ∈ (1, 2] and after a change of variables we have to estimate the L p norm of To continue we use the arguments of §7 based on atomic decompositions for the function g k (·, t), for any fixed t ∈ [1, 2] . We shall now use the ℓ ∞ variant of Peetre's operator, namely MG(x, t) = sup k>0 sup |y|≤10d·2 −k |g k (x + y, t)|, where it will always be understood that G = {g k } ∞ k=1 and g k has spectrum in the annulus A k . Then with this specification Peetre's inequality says that (10.10)
As before, denote by Q k the family of dyadic cubes in R d of sidelength 2 −k . Now for each t ∈ [1, 2] let Ω j (t) = {x ∈ R d : Mf (x, t) > 2 j } and let Q k j (t) be the set of all dyadic cubes in Q k with the property that |Q ∩ Ω j (t)| ≥ |Q|/2 but |Q ∩ Ω j+1 (t)| < |Q|/2. Moreover let Ω * j (t) = {x : M χ Ω j (t) (x) > 10 −d } where M is the Hardy-Littlewood maximal operator. We work with Whitney-cubes of Ω * j (t) and the set of these Whitney-cubes is denoted by W j (t). For each W , j, t define A k,W,j (x, t) = Q∈Q k j (t) Q⊂W g k (x, t)χ Q (x); and for each dyadic cube W we combine those atomes for which the appropriate Whitney cube is W ; i.e., we set A k,W,j (x, t).
Using this decomposition and Minkowski's inequality we estimate the left hand side of (10.6) by 
