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Abstract
Orthogonal range searches arise in many areas of application, most often, in database queries. Many techniques have been developed for this problem and related geometric search problems where the points are replaced by general objects like simplices, discs etc. This report is a brief study of some of the techniques developed and how they can be plugged together to give various solutions for this problem. The motivation for this study was to find a general method to solve this problem in time O(log n) and space O(npolylog n) where the the dependency on the dimension affects only the constant in the query time and the polylogarithmic factor in the space complexity. The study hasn't led to any such algorithm so far but it helps us to see the common thread in some of the structures and tools available in the study of algorithms. Interestingly, some of these structures and tools were proposed for quite other purposes than answering Orthogonal Range Queries. A small part of the thesis also deals with Dominance Queries because of their close relation to the Orthogonal Range Queries in terms of both problem definition and solution.
Introduction
The problem of orthogonal range searching is an abstraction of the multi-key searching, which is a central problem in statistical and commercial databases. The problems are usually of the form "Report all students aged between 21 and 23 having a CGPA between 3 and 4". Formally the problem can be stated as follows. Let S be a set of n points in R d , and let R be a family of subsets of R d . Elements of R are called ranges. We wish to preprocess S into a data structure so that for a query range γ ∈ R, the points in S ∩ γ can be reported or counted easily.
If we are interested in answering a single query, it can be done in linear time , using linear space, by checking each point p ∈ S whether p lies in the query range. In most applications, however, we need to answer many queries over the same data set. Depending on whether the point set keeps changing with time or not, we get the dynamic or the static version of the range searching problem.
Depending on whether we are interested in reporting all such points or we are just interested in counting the number of such points, the query is called an orthogonal range reporting query or an orthogonal range counting query. These two queries are just two instances of a more general range-searching problem which can be defined as follows.
Let S be a set of objects in R d (e.g., points, hyperplanes, balls, or simplices), (S,+) a commutative semigroup 1 , w : S → S a weight function, R a set of ranges, and ⋄ ⊆ S × R a relation between objects and ranges. Then for a range γ ∈ R, we want to compute p⋄γ w(p).For a orthogonal range reporting query the weight of a point is the point itself, ⋄ =∈ and the semigroup is (2 S , ∪). For a range counting query the weight of each point is 1, ⋄ =∈ and the semigroup is (N, +).
In the special case when the ranges are bounded from one side only, the problem of reporting or counting all the points lying in the query range is called the Dominance Searching [12] problem.
Definition: A point p 1 ∈ R d is said to dominate p 2 ∈ R d iff p 2 .x 1 ≤ p 1 .x 1 · · · p 2 .x d ≤ p 1 .x d , where p.x i represents the i-th component of p. Analogously p 2 is said to be dominated by p 1 .
In this terminology, Dominance Searching problem can be formulated as follows. Let S be a set of n points in R d and let q ∈ R d be a query point in ddimensional space. Report (or count) all the points p ∈ S that are dominated by q. Dominance Searching problem deserves introduction in the context of Rectangular Range Searching not only because it is a special case of the latter problem but also because, as we will see later in Section 3.4, if we have an efficient solution for the dominance searching problem in d-dimensions then the d-dimensional orthogonal range searching problem can be solved with the same query time complexity if we allow a blowup of O(log d n) in space complexity.
In terms of dominance query, orthogonal range query problem can be reformulated as follows. Let S be a set of n points in R d . Also, let p 1 and p 2 be two query points in R d . The orthogonal range query problem is to report (or count) all points p ∈ S which dominate p 1 and are dominated by p 2 .
The performance of a data structure for this problem is measured by the time spent in answering a query called the query time, the space used by the data structure and the time required to construct the data structure, called the preprocessing time. Since the data structure is constructed only once, its query time and size are generally more important than its preprocessing time. Throughout this document Q(n, d), S(n, d) and P (n, d) denote these parameters respectively. Normally if the query is a reporting query then the query time depends on the output size, so the query time of a range reporting query consists of two parts -search time, which depends only on n, d, and the output size. We will use k to denote the output size unless specified otherwise.
In this thesis we explore various techniques and data structures that can be used to devise simple algorithms for orthogonal range query problem. As we will see, in most of the cases, these algorithms are comparable, in terms of efficiency, to the best algorithms known yet conceptually simple. The goal of this thesis is to study the interplay of some of the simple tools and techniques, available for solving algorithmic problems, for solving orthogonal range query problem. More often than not the techniques discussed here find much wider application and were not necessarily invented for solving the problem at hand.
The thesis is organized as follows. In Chapter 2 we overview the known results for orthogonal range query problem. These include the known algorithmic methods and proved lower bounds for the problem. In Chapter 3 we overview some of the data structures and combinatorial techniques which we will use later in Chapter 4 we will see how these techniques and structures can be plugged together to arrive at very simple yet good solutions. In Chapter 5 we discuss an altogether different approach for solving this problem.
Chapter 2 Related Work
The Orthogonal Range Query problem has been studied extensively over the last 30 years although most of the progress in this area has been in the last 15 years or so (See [1] ). In this chapter we review some of the recent work done in this area. We start off with outlining some models of computation in which the complexity of the orthogonal range query problem and the data structures solving this problem are analyzed. We then discuss various achievements made in terms of lowering the upper bounds and the lower bounds known for this problem.
Models of Computation
Most algorithms and data structures in computational geometry are implicitly described in the familiar random access machine (RAM) model, described in [2] , or the real RAM model described by Preparata and Shamos [33] . In the traditional RAM model, memory cells can contain arbitrary (log n)-bit integers, which can be added, multiplied, subtracted, divided, compared and used as pointers to other memory cells in constant time. In a real RAM, we also allow memory cells to store arbitrary real numbers (such as coordinates of points). We allow constant time arithmetic on and comparisons between real numbers, but we do not allow conversion between integers and reals. In the case of range searching over a semigroup other than integers, we also allow memory cells to contain arbitrary values from the semigroup, but these values can only be added (using the semigroup's addition operator).
Almost all known range-searching data structures can be described in the more restrictive pointer machine model, originally developed by Tarjan [37] . The main difference between the two models is that on a pointer machine, a memory cell can be accessed only through a series of pointers, while in the RAM model, any memory cell can be accessed in constant time. Tarjan's basic pointer machine model is most suitable for studying range reporting problems. In this model, a data structure is a directed graph with out-degree 2. To each node v in this graph, we associate a label l(v), which is an integer between 0 and n. Nonzero labels are indices of the points in S. The query algorithm, given a range γ, begins at a special starting node and performs a sequence of following operations: (1) visit a new node by traversing an edge from a previously visited node, (2) create a new node v with l(v) = 0, whose outgoing edges point to previously visited nodes, and (3) redirect an edge leaving a previously visited node, so that it points to another previously visited node. When the query algorithm terminates, the set of visited nodes W (γ), called the working set, is required to contain the indices of all points in the query range i.e. if p i ∈ γ, then there must be a node v ∈ W (γ) such that l(v) = i.
Chazelle [13] defines several generalizations of the pointer-machine model that are more appropriate for answering counting and semigroup queries. In Chazelle's generalized pointer machine models the query algorithm is allowed, in addition to traversing edges in the graph, to perform various arithmetic operations on the labels of the nodes. An elementary pointer machine can add and compare integers; in an arithmetic pointer machine, subtraction, multiplication, integer division, and shifting are also allowed. When the query algorithm terminates in these models, some node in the working set is required to contain the answer. If the points have weights from an additive semigroup other than the integers, nodes in the data structure can also be labeled with semigroup values, but these values can only be added.
Most lower bounds, and a few upper bounds, are described in the so called semigroup arithmetic model, which was originally introduced by Fredman [22] and refined by Yao [42] . In the semigroup model, a data structure can informally be regarded as a set of precomputed partial sums in the underlying semigroup. The size of the data structure is the number of sums stored, and the query time is the minimum number of semigroup operations required (on the precomputed sums) to compute the answer to a query. In other models of computation where semigroup values can be manipulated, such as RAMs and elementary pointer machines, slightly better upper bounds are known. been proposed; these are surveyed by Ben-Amram [4] , who suggests the less ambiguous term pointer algorithm for the model described.
Upper Bounds
Most of the recent orthogonal range-searching data structures are based on range trees (Section 3.3), introduced by Bentley [7] . For any dimension d, this approach solves the orthogonal range query problem in O(log d n + k) query time using O(n log d−1 n) space and O(n log d−1 n) preprocessing time. The query time can be improved to O(log d−1 n + k using the fractional cascading technique (Section 3.6). A use of persistence (Section 3.7) yields the same query time with with improved space complexities.
The best known data structures for orthogonal range searching are by Chazelle [12, 11, 10] . For the planar case he gave data structure supporting logarithmic query time using O(n log ǫ n) space and O(n log n) preprocessing time [10] . His results can be extended to queries in R d at a cost of additional log d−2 nfactor in the preprocessing time, storage, and query search time. For d ≥ 3, Subramanian and Ramaswamy [36] have proposed a data structure that can answer a range reporting query in time O(log d−2 n log * n+k) using O(n log d−1 n)space. Bozanis et al. [9] have proposed a data structure with O(n log d ) size and O(log d−2 n + k) query time. The query time (or the querysearch time in range reporting case) can be reduced to O((log n/ log log n) d−1 ) in the RAM model by increasing the space to O(n log d−1+ǫ n). Willard proposed a data structure [39] of size O(n(log n/ log log n) d−1 ) that can answer a query in O(log d n) time. He later proposed another structure [41] of size O(n log d−1 n/ log log n), based on fusion trees, that can answer an orthogonal range reporting query in time O(log d−1 n/ log log n+k). Fusion trees were introduced by Fredman and Willard [24] for an O(n √ log n) sorting algorithm in a RAM model that allows bitwise logical operations.Overmars [32] showed that if S is a subset of a u × u grid U in the plane and the vertices of query rectangle are also a subset of U , then a range reporting query can be answered in time O( √ log u + k), using O(n log n) storage and preprocessing, or in O(log log u + k) time, using O(n log n) storage and O(u 3 log u) preprocessing.
Lower Bounds
Fredman [20, 21, 22, 23] was the first to prove nontrivial lower bounds on orthogonal range searching, in a version of semigroup arithmetic model in which the points can be inserted and deleted dynamically. He showed that a mixed sequence of n insertions, deletions, and queries requires Ω(n log d n) time. These bounds were extended by Willard [40] to the group model, under some fairly restrictive assumptions.
Yao [42] proved a lower bound for two-dimensional static data structures in the semigroup arithmetic model. He showed that if only m units of storage is available, a query takes Ω(log n/ log((m/n) log n)) in the worst case. Vaidya [38] proved lower bounds for orthogonal range searching in higher dimensions, which were later improved by Chazelle [15] . In particular, Chazelle proved the following strong result about the average case complexity of orthogonal range searching: 
A rather surprising result of Chazelle [14] shows that any data structure on a basic pointer machine that answers a d-dimensional range reporting query in O(log c n + k) time for any positive value of c must have size Ω(n(log n/ log log n) d−1 ) . Notice that this lower bound is greater than the O(n log d−2+ǫ n) upper bound in the RAM model (See previous section). These lower bounds do not hold for off-line orthogonal range searching, where given a set of n weighted points in R d and a set of n rectangles, one wants to compute the weight of the points in each rectangle. Recently, Chazelle [16] proved that the offline version takes Ω(n(log n/ log log n) d−1 ) time in the semigroup model, and Ω(n log log n) time in the group model. An Ω(n log n) lower bound also holds in the algebraic decision tree and algebraic computation tree models [5, 35] .
Chapter 3 Classical Techniques and Structures
As mentioned in the previous section most of the techniques discussed here have far more general application and they are used to solve a variety of problems apart from the orthogonal range search problem. These techniques can be used in a variety of ways to get many solutions of this problem. Some of them could be optimal, some not so optimal. In this chapter we outline some of the data structures and techniques used for solving the problem at hand. The data structures discussed here act only as a building block of the multi-dimensional range searching. We note that, normally the data structure in it's pure form provides a solution for only a special case of the general multi-dimensional orthogonal range searching problem, for example, a one-dimensional query problem or a three-sided query problem. The data structure, then, is normally used with other techniques (more often than not, the multi-level data structuring) to get solutions for higher dimensions. We discuss the interplay of these structures and techniques in detail in Chapter-4.
In this chapter, we will discuss just the organization of the data structure or the structuring technique and it's immediate application in solving orthogonal range search problem. The general problem of solving the problem will be discussed in the next chapter. The justification being the note made in the previous paragraph.
Binary Search Tree
A binary search tree is a directed acyclic graph G = (V, E) where each node has out-degree atmost two and in degree exactly one with the exception of one node called the root of the tree. Each node stores a structure containing some data field referred to as key 1 . The (atmost) two outgoing edges (referred to as pointers hereon) point to nodes conventionally called the left and right children of the node. The node is conventionally referred to as the parent of the children nodes. The nodes which have no children are called the leaves and the pointers for the children point to a special value referred to as NULL. To avoid looping in the structure, no node is allowed to have a child pointer to one of it's ancestors. A node u ∈ V is called the ancestor of a node v ∈ V if, either u is a parent of v or u is the ancestor of the parent of v. Usually a node is an ancestor of itself as well.
The keys 2 in the binary search tree are always stored in such a way as to satisfy the binary search tree property. This property asserts that for any node u ∈ T if v be a node in the left subtree and w be a node in the right subtree then, v.key < u.key < w.key, where u.key refers to the key field of the node u.
The depth of the tree is defined as the maximum length of path from root to any of the leaves. The simplest binary tree can be of depth linear in the number of nodes. There are many versions of binary trees like splay trees, red black trees, AVL trees which have balancing property and the depth of the tree is O(log n) where n is the number of nodes in the tree.
It is assumed that the reader would be familiar with operations like insert, delete and search in a binary tree. The balanced binary search tree provides a solution for one-dimensional range searches with space complexity O(n) and time complexity O(log n + k).
Multi-level Data Structures
A common technique in generalizing solutions of geometric problems to higher dimensions is to use multi-level structures. These are based on the so called decomposition schemes 3 . The decomposition scheme is relevant in many other geometric search problems. In the decomposition, given a point set S, a family F (S) of canonical subsets of S is computed. Answer to any query is then presented as a disjoint union of some of these subsets.
A powerful property of data structures based on the decomposition scheme is that they can be cascaded together to answer more complex queries, 1 A node might contain additional data fields but they are not relevant in our discussion. 2 Wlog we assume that the keys are distinct. Otherwise they can be handled using standard techniques mentioned in [30] .
3 Borrowing terminology from [29] at the increase, normally, of a logarithmic factor in their performance 4 . This property has been implicitly used for a long time; see for example, [19, 26, 27, 34, 39] . This section describes general cascading scheme as described in [29] .
Let S be a set of weighted objects. A general geometric search problem P with an underlying relation ⋄ ⊂ S × ℜ, requires computing Σ p⋄γ w(p) for a query range γ ∈ ℜ. Let P 1 and P 2 be two geometric-searching problems, and let ⋄ 1 and ⋄ 2 be the corresponding relations. Then we define
to be the conjunction of P 1 and P 2 , whose relation is
That is, for a query range γ, we want to compute Σ p⋄ 1 γ,p⋄ 2 γ w(p). Suppose we have hierarchical decomposition schemes D 1 and D 2 for problems P 1 and P 2 . Let F 1 = F 1 (S) be the set of canonical subsets constructed by D 1 , and for a range γ, let C 1 γ = C 1 (S, γ) be the corresponding partition of {p ∈ S | p ⋄ 1 γ} into canonical subsets. For each canonical subset C ∈ F 1 , let F 2 (C) be the collection of canonical subsets of C constructed by D 2 , and let C 2 (C, γ) be the corresponding partition of {p ∈ C | p ⋄ 2 γ} into level-two canonical subsets. The decomposition scheme
For a query range γ, the query output is
. Note that we can cascade any number of decomposition schemes in this manner.
If we view D 1 and D 2 as tree data structures, then cascading the two decomposition schemes can be regarded as constructing a two-level tree, as follows. We first construct the tree induced by D 1 on S. Each node v of D 1 is associated with a canonical subset C v . We construct a second-level tree D 2 v on C v and store D 2 v at v as its secondary structure. A query is answered by first identifying the nodes that correspond to the canonical subsets C v ∈ C 1 γ and then searching the corresponding secondary trees to compute the secondlevel canonical subsets C 2 (C v , γ). In the context of Orthogonal Range Searching the relation ⋄ is replaced by ∈, i.e. we are interested in all the points that are in the region γ.
Perhaps the most common example of multi-level data structures are the range trees introduced by Bentley [7] .
Range trees (log n many blocks)
Many of the orthogonal range-searching data structures are based on Range trees introduced by Bentely [7] . This is an example of the multi-level data structuring scheme described in the previous section, and it incurs logarithmic factor increase in space and time complexity with each level.
Structure
For d = 1, the range tree of S is either a minimum-height binary search tree on S or an array storing S in sorted order. For d > 1, the range tree of S is a minimum-height binary tree T with n leaves, whose ith leftmost leaf stores the point of S with the ith smallest x 1 -coordinate. To each interior node v of T , we associate a canonical subset C v ⊆ S containing the points stored at leaves in the subtree R v rooted at v. For each v, let a v (resp. b v ) be the smallest (resp. largest) x 1 coordinate of any point in C v , and let C * v denote the projection of C v onto the hyperplane x 1 = 0. The interior node v stores a v , b v and (d − 1)dimensional range tree constructed on C * v . For any fixed dimension d, the size of the overall data structure is O(n log d−1 n), and it can be constructed in time
Answering Queries
The rangereporting query for a rectangle 
Otherwise, we recursively visit both children of v. In the next subsection we discuss the complexity of this approach.
Complexity
In this subsection we establish the complexity results of the above approach. 
Proof: The length of the path from the root of the tree to any node is bounded by log n. Hence, no node appears in more than log n subtrees. The sum in the lemma just counts the total number of occurrences of all the nodes. The lemma follows. 
Proof: We prove this by weak induction on the dimension of the structure. First we prove that the bound holds for the base case d = 2. First we sort the given points according to the x-values. We also create another sorted structure on these points based on y-values. Now, we proceed to create the two dimensional structure as follows. Find the x-median of the points and make it the root of the first level tree T . Attach to this the secondary structure based on y-values. This secondary structure can be constructed in O(n) time, since we have the set of points sorted by y-values. Now for the primary tree, all points whose x-values are less than the median go in the left subtree (say L T ) and others go in the right subtree(R T ). We split the structure corresponding to the sorted y-values into two parts such that each part contains all (and only) those points which correspond to either of the two subtrees L T or R T . This splitting can be done in O(n) time. Now the subtrees L T and R T are created recursively. Since, at each node v ∈ T we spend O(|R v |) time, the total time to create the structure is
which is O(n log n) by lemma 3.3.0.1. Now, assume that the bound holds for dimension d − 1. Then the preprocessing cost for dimension d is given by,
Note that we incur a cost of O(n log n) in sorting the points so the actual preprocessing time is O(n log d−1 n + n log n). The proof for other two bounds are similar. Later we will see two different techniques, namely, fractional cascading (see section 3.6) and persistence (see section 3.7) which would immediately save a factor of O(log n) in the query time without causing any overhead in space 5 or preprocessing.
Splitting in 2-unbounded parts
While the range trees can easily be cascaded to any number of levels without much effort, the obvious drawback is that with each level we get a multiplicative overhead of O(log n) in both space and query complexity. In this section we discuss another multi-level scheme which cause an overhead of a multiplicative O(log n) factor only in space complexity. For the query complexity this overhead is additive. This technique has been used many times previously for solving the orthogonal range search queries (see [9] ). As we will see in this section this technique is directly applicable when we have solutions for the unbounded version of the rectangular range search problem, also referred to as the dominance search problem. + . Sometimes, we will abuse notation to use these range "types" to denote actual ranges when we are not really interested in the actual query but only a subrange.
Note that for range trees in a single level the queries are of the form [a, b]. Assume we have a data structure which solves the dominance search problem for d-dimensions i.e., it supports queries of the form
. Now, let us consider a set I ⊆ {1, .., d} of indices. Let γ I denote the query type formed from γ where the i-th component of γ I , denoted by γ I i is of the form
Without mentioning the proof we have the following lemma. The above lemma, in effect, states that given a structure for queries of the form γ on any arbitrary point set S it is easy to use the same structure to perform any query of the form γ I without any asymptotic overhead in space, query time or preprocessing. Now we describe how to cascade the structure for answering dominance queries to support orthogonal range queries.
Structure
Given the d-dimensional structure for unbounded query range γ = U × ... × U d times create a minimum height binary tree on the last coordinate. Let R v denote the subtree rooted at node v. For each node u, if u is a left child of it's parent, then we associate, to u a secondary structure built on R u supporting queries of the form U × ... × U With the above claim we can state the following lemma. We will omit the fairly straightforward proof. Moreover, if the space and query complexity of original data structure is S(n) and Q(n) then, the new structure has complexities O(S(n) · log n) and O(log n + 2 · Q(n)).
The above claim coupled with this lemma give us an inductive way of constructing a structure for supporting queries of the form B × ... × B 
Answering queries
Given a bounded range query 
. This is possible due to the claim made in previous paragraph.
Complexity
We are now in position to assert the following theorem. 
supports the d-dimensional orthogonal range queries. This can be proved by an induction on d by using the claim in the previous paragraph as the base case for k = 0 and lemma 3.4.0.2 as the induction step.
It is easy to see from the construction of T ′ d that each additional level causes the space and preprocessing to increase by a logarithmic multiplicative factor and the query time to double. The bounds result using a summation similar to that in proofs of previous theorems.
Priority Search Trees
This data structure proposed by E. M. McCreight [30] resembles a heap built into a binary search tree. He proposed a solution to range searches of the form B × U using this structure. Such queries are also called three sided queries because they are one side too short of creating a rectangle. In this section we describe the method to create the Priority Search tree supporting queries of the form B × U − .
Structure
The data structure is built by selecting the point with minimum y-value, storing it at the root, dividing the rest of the points into two parts containing equal number of points and building the left and right subtree recursively. The points are divided according to their x-values. This division ensures that the depth of the structure is at most log n. The division of points in two equal parts based on the x-coordinate can be achieved either by explicitly finding the median or by using some version of binary tree with a balancing property. The former approach is simpler to implement but yields an offline algorithm. The later, while being a bit more complex, has the advantage of being dynamic. For the time being we will assume that we are using the offline version since it suffices for the application in the offline version of orthogonal range queries. There exists a dynamic version of priority search tree with allows insertions to be performed in logarithmic time (see [30] ). In the dynamic structure however, each insertion not only takes logarithmic time but actually causes a logarithmic number of pointer changes. This will be an important fact when we use persistence with priority seach trees (Section 3.7, 4.4).
Answering Queries
To answer the range query for range γ, we begin the search at the root of the tree. Suppose we are at a node v. If the point corresponding to v is in range γ then we report the point and continue in one or both children depending on the x-values of the left and right subtrees. Otherwise, if y v > y 1 then we stop the search. If not so then we branch into one or both of the subtrees depending on the range [x 1 , x 2 ]. complexity Theorem 3.5.1 Let S(n), Q(n), P (n) denote, respectively, the Space, Query and Preprocessing complexity of the priority search structure built on n points in 2-dimensions, then,
The space complexity is trivial.
For the query complexity we note that, the structure is a binary search tree on x the query in effect searches at most 2 log n nodes and 2 log n subtrees each of which are fully in the range [x 1 , x 2 ]. In these subtrees we proceed from a point iff it is reported hence giving the required bound.
The recursion for preprocessing can be established by noting that finding the minimum y and median x can be performed in O(n) time. So the recursion is
which has the solution O(n log n).
The priority search tree gives a solution of the three sided orthogonal range query. We will see in section 3.7 how to use them together with techniques like persistence to get a solution for rectangular range queries. The extension to higher dimensions is not directly obvious unless we are using some other techniques like multi-level structuring technique with priority search trees and range trees. We discuss this in detail in section 4.5 and in section 5.1 we use the idea behind priority search trees to obtain the solution for 3-dimensional range queries.
Fractional Cascading
Suppose we have to search the same key in k sorted lists, each of size n. The naive approach of performing a binary search in each of the lists requires a total time of O(k log n) spending logarithmic time on each of the list. Fractional cascading is a technique, proposed by Chazelle and Guibas [11] , to cross-link those lists in such a way that the O(log n) cost for binary search has to paid only once. After locating the key in the first list, the key can be located in the additional lists with only a constant number of operations. The method is a general combinatorial data structuring technique that is not limited to any specific area. In this section we discuss the method in brief and see how it can be used as a tool to achieve better complexity bounds for Orthogonal Range Searching. This method has been utilized more often that not in the area if computational geometry to reduce the time complexity of algorithms without any extra (in the asymptotic sense) overhead on the space requirements.
On an abstract level, we can consider the problem of searching the same key in various lists as follows.
Consider a graph G = (V, E) of |V | = n vertices and |E| = m edges. The graph is undirected and connected, and contains no loops or multiple edges. With each node v of G we have an associated catalog C v . For fractional cascading to work, the catalog is restricted to be a linear list of ordered elements [17] . The elements are selected from a linearly ordered set 6 , e.g. R. Each original catalog C v is enlarged with additional records to produce an augmented catalog A v , which is also a linear list of ordered elements. Augmented catalogs for neighboring nodes in G will contain a number of records with common values. These common records are called bridges. For any two nodes u, v in G with (u, v) ∈ E the set D uv of common elements, bridges, is called the correspondence dictionary. Since the catalog is composed of linearly ordered values the bridges never cross.
Each bridge is associated with an unique edge of G. So if a given value in A u is used to form a bridge in both D uv and D uw then it must be duplicated and stored in two separate records of A u .
A pair of consecutive bridges associated with the same edge e = (u, v) defines a gap. Let a u and b u be two consecutive bridges in D uv and let a v (resp. b v ) be the companion bridge of a u (resp. b u ). Assume that b u occurs after a u in A u . We form the gap of b u by including into it each element of A u positioned strictly between a u and b u and each element of A v positioned strictly between a v and b v 7 . The element b u (or b v ) is called the upper bridge of the gap. In the resulting structure The gap invariant is maintained. The invariant essentially states that no gap exceeds 6δ − 1 in size where δ is the maximum degree of a node in G. The structure supports inserting items in it with O(δ) amortized time. The detailed algorithm for constructing the structure can be found in the original paper by Chazelle and Guibas [11] . The following lemma (modified from [11] ) is sufficient for our purposes: 6 The actual records in the catalog might have a complex structure but the key to be searched is taken from a linearly ordered multi-set and the catalog is ordered on this key.
7 A gap does not contain the bridges which define it
Proof: From the position r in A v follow pointers until a bridge is found that connects to A w . This can be done by simply checking the edge-fields of every bridge visited. The gap invariant ensures that such a bridge will be found within 6δ steps. At this point, follow the bridge-pointer and traverse A w following pointers in the reverse direction 8 until x has been located. Again the gap invariant ensures that both these traversals can be accomplished in at most 6δ + 2 comparisons resulting in the required bound.
Since fractional cascading is just a combinatorial technique to reduce the overhead in repeated queries in multiple lists, their use in reducing the complexity for Orthogonal Range Searches is not immediate unless the underlying algorithm is based on repeated queries through lists. In Section 4.1 we describe the algorithm based on hive graph structure described by Chazelle [10] . Later in Chapter 5 we describe how to improve the space cost by another logarithmic factor using a different grouping approach.
Persistence
The notion of persistence arises in problems involving searching in the past. If we have a data structure which changes over time, i.e. with each update operation 9 . Let us call each state of the structure a version. Now suppose we have a sequence of m update operations and we want to access the state of the data-structure before some ith update operation took place (for let us say some find(key) operation). The naive approach of storing each version explicitly needs O(mn) space where each version has a size O(n). Any version can be accessed in O(log m) time. Thus the overhead for each update operation is linear in space. In their seminal paper Driscoll et al. [18] proposed a general method to transform any pointer based (linked) data structure so that it supports access to a past version with an additive overhead in space proportional to the number of pointer (or data field) changes with each update operation. The only restriction on the linked data structure is that the maximum in-degree of any node in any version should be bounded by a constant. The access overhead is constant if time is considered discrete 10 . In 8 We assume that all the pointers have back pointers as well 9 An update operation changes the data-structure by, say, an insert(key) or delete(key) operation 10 In our case time will be considered continuous but this will amount to an initial access cost of O(log n) for the conversion between the given point in reals to some point in integer (normally it's rank). This is fine as all the methods discusses here will have a poly-logarithmic complexity this section we briefly describe their technique and discuss some applications of this technique for the Orthogonal Range Searching problem in Chapter 4.
The normal data structures are ephemeral in the sense that the past versions are lost with each update operation. A persistent data structure, on the other hand, supports access to any previous version. A data structure is called partially persistent if only access is allowed to the past versions and all updates take place in the present version only. If updates are allowed in past as well, then the data structure is called fully persistent. Persistence can be used in many problems to yield a solution which is as good as the best solution in time and space complexity but is much simpler conceptually. Driscoll et al. [18] used it to give a very simple solution for Planar point location problem for which the existing solutions were far more complex. In this section, we will restrict ourselves to the partially persistent data structures. The reason for doing so will be discussed in greater detail in Chapter 4.
In order to understand the technique better we split the discussion in two parts. The first part achieves persistence using the so called fat node approach which uses O(1) space per update step but causes a logarithmic (in the number of updates) factor blow up in the access and update operations. In second part we discuss the node copying method which removes the logarithmic factor blow up in access and update operations. Furthermore, for our purposes, we will use insertion as the only update operation while preprocessing the data. For this reason we will assume that m = n where n is the input size. Thus, unless otherwise specified, an update operation refers to an insert operation from now on.
Fat Node Approach
The basic idea behind this approach is very simple. The linked data structure, to be made persistent, is assumed to be a directed acyclic graph G = (V, E) consisting of nodes pointing to each other. Each node has some data fields and some pointer fields pointing to other nodes of similar structure. If a node u ∈ V has a pointer pointing to a node v ∈ V then (u, v ∈ E, where (u, v denotes an edge directed from u to v. Moreover, for each node the outgoing edges are classified depending on the data structure. For example, in binary trees the pointers are labeled left and right. To avoid loops and infinite size, the pointers are allowed to point to a special value NULL which represents the end of the link.
The idea is to record all updates to node fields in the nodes themselves, without erasing old values of the fields. This causes the nodes to become arbitrarily "fat" i.e. to hold an arbitrary number of values of each field.
Assume we have when an update operation that creates a new node, we create a corresponding fat node. If the insert operation, for some u, v, w ∈ V removes edge (u, v and creates another edge (u, w 11 , we leave the edge (u, v unchanged and insert the pointer field corresponding to the edge (u, w in node u. The label corresponding to these edges has a version stamp which is updated with the current version. In essence, changes made in version i have a version stamp i.
The resulting persistent structure has all versions embedded in it. To access version i of the data structure, we simply keep following the largest version less than or equal to i at any node. If the version stamps are maintained as binary trees then each pointer follow up (which takes constant time in the ephemeral structure) takes O(log n) time thus causing a logarithmic factor blowup in the access time. In the next section we discuss the technique of node copying which removes this logarithmic overhead on the access operation. The space cost of each update operation is the number of pointer or data field changes that result from the ephemeral update operation.
Node Copying
In this method the nodes are not allowed to become arbitrarily fat. Rather, we allow each node to hold only a fixed number of pointers. When we run out of space in a node, we create a new copy of the node, containing only the current field values. This node copying enforces us to create, in each current predecessor of the node being copied, pointers pointing to the new copy. More formally, if v ∈ V is a new copy for some node u ∈ V and if P (u) = {x ∈ V |(x, u ∈ E, version((x, u ) = current_version} be the set of all current predecessors of u then we create edges (x, v for each x ∈ P (u). If there is no space in the predecessor for such a pointer then the predecessor, too, must be copied. Thus node copying can ripple backwards, and a single insert operation might cause an arbitrarily large number of nodes to be copied. Driscoll et al. prove that if the nodes in the ephemeral structure have bounded in degree, and we allow sufficient extra space (still a constant) in each node of the persistent structure, then we can derive a constant amortized bound on the number of nodes copied per insert operation.
We can think of a node in the persistent structure as a node in the corresponding ephemeral structure going through changes in it's field values with each new version. Let d be the number of pointers in an ephemeral node and p be the maximum number of predecessors of an ephemeral node in any version. Assume p to be a constant. We allow each persistent node to hold d + p + e + 1 pointers, where e is a sufficiently large constant 12 . The idea behind extra pointers e is to facilitate node copying by storing inverse pointers to some chosen pointers. Each ephemeral node x corresponds to a set F (x) of persistent nodes which, considered, as one node would be similar to the fat node corresponding to x in the fat node approach. The members of the set F (x) are created by copying the previous node in the set and form a linked list, linked by the copy pointer, with the newest copy at the tail of the list. We call the newest copy live and other copies dead. The newest version of x corresponds to the live member of F (x). A pointer in the persistent structure pointing to the newest version of the ephemeral structure is called a live pointer. To facilitate node copying, each live pointer has an associated inverse pointer. If live node x contains a live pointer to a live node y, then y contains a pointer to x in one of it its e predecessor fields.
Navigation through the persistent structure is exactly the same as in the fat node approach but since we have only a constant number of pointers stored in each node, we spend only O(1) time at each node in finding the correct pointer to follow. Of course the initial time to search for the root of the correct version remains. But the logarithmic overhead at each pointer follow-up step is now removed.
The update operation is like an update in the fat node approach as well except that we have to copy nodes when they become full. The main idea is that since only live nodes are ever copied and once a node is copied it becomes dead, if we store pointers (the inverse pointers) to traverse the live predecessors and if we allow enough space for pointers (so that a new live copy of a node doesn't become dead "soon"), we can amortize the cost of copying by not doing it very often. The exact process if as follows.
During an update operation, we maintain a set S of the nodes that have been copied. During the update operation i we begin the simulation of the operation by initializing S to be empty. When an ephemeral update step creates a new node, we create a corresponding persistent node with a version stamp i and all original pointers NULL. When an ephemeral update operation changes a field in an ephemeral node x we inspect the corresponding persistent nodex. Ifx has a version stamp i we simply update the corresponding field. If the version stamp ofx is less than i, we check whetherX has extra space. If so, we store the appropriate new value along with the appropriate field name and version stamp i. If not, we create a new copy c(x) ofx and add to c(x) information corresponding to the most recent values of the fields inx. This requires updating the inverse pointers and is done as follows. Suppose thatx contains a pointer to a nodeȳ as the most recent version of field f . We store in original pointer field f of node c(x) a pointer toȳ, or to the copy c(ȳ) ofȳ ifȳ has been copied. We erase the pointer tō x in one of the predecessor fields ofȳ, and we store a pointer to c(x) in the predecessor field ofȳ or c(ȳ) as appropriate. Once c(x) has all its original pointer fields filled, we addx to the set S of the copied nodes.
Once the entire update step has been simulated, we must do some postprocessing on the set S (the set of copied nodes) to make live pointers point to live nodes. For the post-processing we repeat the following until S becomes empty.
Update Pointers. Remove a nodeȳ from S. For each nodex indicated by the predecessor pointer inȳ, find inx the live pointer toȳ. If this pointer has version stamp equal to i, replace it by a pointer to c(ȳ). If the pointer has version stamp less than i, add a version i pointer fromx to c(ȳ), copyinḡ xto c(ȳ), copyingx as described above if there is no space for this pointer in x. Ifx is copied, addx to S. When creating new pointers, update inverse pointers appropriately.
Analysis of the space complexity of the persistent data structure using the potential technique is fairly straightforward. Define the potential of the persistent structure to be Φ =
, where L is the set of live nodes in the structure and f L is the number of free pointers in the nodes in set L. We observe that Φ 0 = 0 and Φ i ≥ 0, ∀i ≥ 0. The amortized space cost of an update operation is defined as the number of created nodes plus the net increase in the potential. This is total amortized cost of a sequence of operations is an upper bound on the total number of nodes created. The amortized bound follows. Similar analysis proved the constant amortized bound on the time complexity of the update operation.
Since the persistence technique assumes only that the underlying structure is pointer based and supports insertion in arbitrary order, it's use in most of the structures employed for solving the Orthogonal Range Searching problem is almost immediate. We note that the space overhead of each insertion in a persistent data structure depends on the number of pointer changes during an ephemeral insert operation.
Let T d be a linked structure for the d-dimensional Orthogonal Range Searching problem, supporting insertions in arbitrary order. Each insertion would, in worst case, cause some pointer changes. We call this number the persistence cost of the structure and denote it by π(T d ). The following theorem tells us the cost of applying persistence to T d . Proof: Since each insert causes O(π(T d )) pointer changes and there are n insertions the total overhead in the space for the persistence structure is O(n · π(T d )). The same argument holds for the preprocessing. The querying can be done with just a logarithmic additive overhead. Since t(n) = Ω(log n), we have the desired bound for query complexity.
The following theorem gives us a way to use persistence to extend a given data structure, for solving Orthogonal Range Query problem, to a higher dimension.
Theorem 3.7.2 Let T d be a linked structure for the d-dimensional Orthogonal Range Searching problem, supporting insertions, with space complexity O(s(n))and time complexity O(t(n) + k), where k is the number of reported points and t(n)
= Ω(log n), then there exists a data structure for solving the same problem in dimension d + 1 with space complexity O(n log n · π(T d ) + s(n) log n) and time complexity O(t(n) + k).
Proof: Sort the points by x d+1 , which is the (d+1)-th dimension, in increasing order. Now we construct T d for these points adding one at a time using persistence which allows changes to be made in the current version. We get a data structure which answers queries of the form B × ... × B Now we use the technique of Section 3.4 to solve the original problem. The total space complexity is O(n · π(T d ) + s(n)) for the persistent structure and hence O(n log n · π(T d ) + s(n) log n) for the total structure and the query complexity is O(log n + 2t(n) + k). Since t(n) = Ω(log n), the query complexity is O(t(n) + k).
As is obvious from the construction, the new structure does not support insertions of points in any arbitrary order. Instead they have to inserted in an order sorted by the last dimension. This limits the use of partial persistence in being used more than once. If we wanted to use it repeatedly, we would need a version of persistence which allows insertion in the past which modifies all versions further in future. Unfortunately as noted by Boroujerdi and Moret in [8] , having such a technique might violate some information theoretic lower bounds.
Chapter 4 Combinational Approaches
In this chapter we use the techniques and structures described in the previous chapter to create solutions for the general orthogonal range searching in arbitrary dimensions. As we will see later in the chapter, the resulting structures appear to be weak at first sight. Initially we achieve logarithmic query time in two dimensions with superlinear space. As we progress in the chapter, we will see how with slightly different techniques we first achieve logarithmic query time (in two dimension) with linear space. Further still, we will discuss a data structure that can answer three dimensional orthogonal range queries in logarithmic time using space as little as O(n log 2 n).
Range Trees and Fractional Cascading
In this section we describe an approach using Range Trees, Fractional Cascading and Splitting in 2-unbounded parts. We use these techniques to achieve a logarithmic query time for the case of dimension two and each additional dimension will cause a logarithmic factor blowup in each of the space, query time and preprocessing complexities. We note that, if we use only balanced binary trees cascaded over each other to get the solution for the orthogonal range searching then, in the base case of d = 2 we can save some effort by visualising the structure in the following way . For a query γ = [a 1 , b 1 ], [a 2 , b 2 ] , the first level of the tree gives us O(log n) nodes and O(log n) subtrees. Each of the points in the subtrees, thus returned, satisfies the range [a 1 , b 1 ] so we perform the one dimensional query [a 2 , b 2 ] on them. Now, if we visualise the secondary trees as just lists then the second level of querying reduces to searching in ordered lists repeatedly. The whole structure can be viewed as a graph of a constant degree with lists attached to them in which we want to perform some query.
The result of fractional cascading can thus be applied instantly and we can get a structure for the two dimensional range query over n points which uses O(n log n) space, O(n log n) preprocessing and answers each query in O(log n + k) time.
Using the above described structure as a base case for d = 2 and cascading minimum height binary trees for each additional dimension, we can build a data structure that answers d-dimensional orthogonal range queries, where d ≥ 2. The space, query time and preprocessing complexities of such a data structure would be as follows.
Priority Search tree and 2-unbounded
Priority search trees (see section 3.5) can handle 3-sided queries. The structure has no immediate extension to higher dimensions. As we noted in Section 3.5, Priority search trees answer only three sided queries i.e. queries of the form B ×U. In this section we discuss one possible way to extend the priority search tree to get a structure able to rectangular range queries i.e queries of the form B × B. To do this without any asymptotic change in the query complexity, we use the technique of 2-unbounded queries on priority search trees. Let T − be the data structure supporting queries of the form B × U − . Using lemma 3.4.0.1 we can create a data structure T + supporting queries of the form B × U + . Now we create a minimum height binary tree on the y-coordinate. For each node u with left and right child v and w respectively, we attach T + corresponding to R v to v and T − corresponding to R w to w. Answering queries is exactly as described in the Section 3.4. Thus, we have a data structure for answering rectangular range queries. The following simple theorem establishes the complexity of this structure. The proof of the theorem, which is straightforward, is omitted. Theorem 4.2.1 For the data structure constructed above, let S(n), Q(n) and P (n) denote the space, query and preprocessing complexities, then the following hold:
Priority Search Trees and Persistence
If, instead of using the technique described in the section 4.2, we use the technique of persistence then we can remove the logarithmic factor overhead on space and preprocessing complexity as well. In fact, Priority Search trees can be coupled with persistence in two ways. One yields a solution to rectangular range queries in linear space and the other yields a structure extendible to support orthogonal range queries in 3-dimensions. In this section, we discuss the first method.
The priority search tree that we build is able to answer three sided queries of the form B × U. We arrange the points in decreasing order of y-values and starting with an empty priority search tree we insert these points one by one. Since the priority search tree is a pointer based structure with degree of each node bounded by a constant (two), we can apply the technique of persistence. We note that in worst case an insertion in a priority search tree of size n may cause logarithmic many pointer or data fields to change the persistence cost π for priority search tree is O(log n).
To answer query
we locate the root of the persistent structure pointing to the version corresponding to the largest y-value less than or equal to a 2 . All the nodes in this version would have y-value greater than a 2 (and all such nodes are included in this version). Now we use the normal searching algorithm for priority search tree to report the points corresponding to the query [a 1 
Since persistence ensures that the latter search takes, asymptotically, the same time as in an ephemeral version on priority search tree, the query complexity is still O(log n). Since each insert can cause a logarithmic number of pointer or data field changes (see Section3.5), the resulting persistence structure will have space complexity O(n log n). The preprocessing time is the same as the time required for sorting plus the time to create a priority search tree which is O(n log n) (see Section 3.7). Thus we establish the following theorem. Theorem 4.3.1 For the data structure constructed above, let S(n), Q(n) and P (n) denote the space, query and preprocessing complexities, then the following hold:
In the next section we describe how to extend Priority search trees to support 3-dimensional orthogonal range queries with logarithmic query time.
Priority Search Trees, Persistence and 2-unbounded
In the last two sections we saw how we can couple Priority search trees with either persistence or the splitting in two unbounded query technique. Either way we get a structure for solving queries in two dimensions optimally. In higher dimensions we no longer get the logarithmic query complexity. In this section, we will see that if we apply both the techniques with Priority Search trees then we can achieve logarithmic query complexity in three dimensions. Unlike the application of persistence as in Section 4.3 this time we apply persistence on the ephemeral Priority Search tree T with respect to z-values of the points to obtain a structure T ′ . Without proof, we mention the following theorem. 
The above lemma can be proved by arguments similar to that in the last section. Now once we have T ′ , we can apply the 2-unbounded technique for each of the dimension. 
Proof: Let T ′′ be the data structure obtained from T ′ after applying the two unbounded technique. Now lemma 3.4.0.2 implies that T ′′ supports queries of the form B × B × B. We note that each level causes the space and preprocessing complexity to blow up by a logarithmic factor while keeping the query complexity asymptotically unchanged. The bounds follow.
The above structure is significant in more than one sense. At the time of writing this thesis the author is aware of only two other data structures that achieve similar or better bounds. The other approach achieving the same bounds is discussed in 5. The best data structure for solving 3-dimensional orthogonal range queries achieving a logarithmic query time uses only O(n log 1+ǫ n) space for any positive small constant ǫ (see [3] ). In spite of the slight disadvantage in terms of space complexity the method described is conceptually far more simpler than the approach proposed by Alstrup et al [3] . In fact according to [3] O(n log 3 n) was the best, in terms of space complexity, that any structure with logarithmic query time could achieve till 1995. In hindsight, this sounds surprising since more than ten years had passed since the various techniques used in the presented construction were proposed.
Range trees and Priority Search trees
The previous three sections create data structures to support orthogonal range search queries in dimension two or three. In this section we describe the way to extend the data structure for higher dimensions. We first use the structure based on fractional cascading and later describe how to extend the structure using persistence to save a factor of log n in space and preprocessing. Both the structures achieve the query complexity of log d−1 n.
Extending the 2-unbounded based structure
We describe the way to extend the structure, based on splitting into two half bounded queries, for the next higher dimension. The further extension is similar. We begin by creating a minimum height binary tree on the third dimension and with each node u we build a secondary structure. This structure is based on R u i.e. the subtree rooted at u. This structure is build to answer queries of the form B × B. Let T be this tree and Q(n) be the query time for this structure built on n points then, the total space required for the whole structure is given by the sum v∈T Q(|R v |). Using lemma 3.3.0.1 and theorem 4.2.1 we see that the sum is O(n log 2 n). Similarly the preprocessing complexity is O(n log 2 n).
we identify the successor of a 1 and predecessor of a 2 in the primary structure. Let these nodes be u and v. The path from u to v via the lowest common ancestor of u and v contains O(log n) nodes and O(log n) subtrees each of which (subtrees) is totally contained in the region [a 1 , b 1 ]. Now, we check all the O(log n) nodes whether they lie in γ. This takes O(log n) time. For the O(log n) subtrees we use the secondary structure associated with their roots to answer the query [a 2 , b 2 ], a 3 , b 3 ]. It is easy to see that the query time O(log 2 n) + k, where k is the number of reported points. We see that the extension to one higher dimension results in a logarithmic factor increase in the space, query time and preprocessing complexity. If we are interested in a d-dimensional orthogonal query (d ≥ 2) answering then this approach gives us the following complexities.
We note here that, since all the structures used in this approach support insertion without any restriction on the input, this structure is dynamic in nature. We also note, without proof, that the complexity of inserting points in this structure is O(log d n), where n is the number of points already in the structure and d is the number of dimensions.
Extending the first Persistent Structure
The persistent structures described in the section 4.3 can be extended to higher dimensions using similar approach as used in the previous section. Since the base structure used here uses persistence, points can be inserted only in increasing (or decreasing) order of the coordinate on which the persistence technique was implied. The result is that the data structure is static inherently 1 . Answering queries is similar to that in previous section. For a query
we locate the O(log n) nodes and O(log n) subtrees. We check the nodes if they are in γ and for the subtrees we perform the query [a 2 , b 2 ], [a 3 , b 3 ]. Again. as we saw in the previous section each additional dimension causes a logarithmic factor blowup in the space, query time and preprocessing complexities. Since we start with a structure whose complexities are O(n log n), O(log n) and O(n log n), we achieve the following complexities for the orthogonal range searching in d-dimensions (d ≥ 2).
We note that, for the above mentioned data structure to be effectively dynamic, we need a technique to make a structure persistent in which any insertion in a part version affects all the future versions as well. But such a technique would be far more powerful in the sense that using such a technique it would be possible to construct a structure with linear space complexity such that any dimensional orthogonal range query could be answered in logarithmic time with the dependence on d not affecting the asymptotic (in n) query time.
Extending the second Persistent structure
The extension of the structure described in section 4.4 is same as the one discussed in previous section. Note that, the base case now becomes d = 3 with space, query time and preprocessing complexities O(n log 2 n), O(log n+ k) and O(n log 3 n) respectively. Due to this change in the base case, we get the following bounds for dimension d for the resulting structure T d . 
Chapter 5
A new approach
In this chapter we describe a method based on a structure whose development is motivated by the Priority Search trees. In essence this method could be thought of as a combination of Priority Search tree, fractional cascading and the 2-unbounded techniques discussed in previous chapters.
Extended Priority Search Tree
The Priority Search tree structure supports three sided queries of the form B×U. The structure is a hybrid of a binary search tree and a heap. We desire to extend (modify) this structure to support queries of the form B × U × U. One way of doing so was discussed in Section 4.4. Here we explore another method. Let S be a set of points in d-dimensions. Let the dimensions be marked as
is the smallest set for which the following holds: for any query γ of the form
In other words, if no point in D d satisfies γ then, no point in the remaining set of points satisfies γ either. Note that, D 1 for a set of points S contains just one point. It is the point with minimum value along the x 1 -coordinate. The Priority Search tree works by calculating D 1 for the given set S, putting it at the root and splitting S\D 1 in two equal parts based on x 2 . The efficiency of this structure results from the fact that D 1 is a singleton 1 and hence, for a given query γ = U 1 × B, checking whether D 1 ∩ U 1 = ∅ or not takes constant time. So does reporting
With the above observation, we can think of Priority Search tree as a special case d = 1 of a general class of structure with parameter k that works by calculating D k instead of D 1 . The parameter k can be thought of as a restriction paprameter which tells us to project the given d-dimensional points to a k-dimensional hyperspace 2 . Let us call this generalized structure with parameter k, the k-Priority Search Tree. The size of D k for any arbitrary k will, in general, not be bounded by a constant and as we will see shortly, the general k-Priority Search tree will not be able to handle queries of the form U × · · · × U k times ×B if it were to maintain linear space and logarithmic query time. To make the construction of D k easy, we will establish the following lemma Proof: Consider a point p ∈ S that does not dominate any other point of S in the k-dimensional hyperplane such that p / ∈ D k . Then a dominance query γ defined by the corresponding k-coordinate values of p would result in reporting only p. Moreover for this chosen γ, (D k ∩γ) = ∅ but ((D k \S)∩γ) = {p} = ∅. This is a contradiction.
For the second part of the proof, assume D k is the minimal k-dominated subset of S. Now, assume we have a point p ∈ D k that dominates some other points. Out of these dominated points atleast one point q does not dominate any other point. Therefore, q ∈ D k . Now for any query γ, p ∈ γ ⇒ q ∈ γ. So, we can remove p from D k and the resulting set will be smaller than D k . This means D k was not the minimal which is a contradiction to the assumption.
Although this abstraction does not help in creating a data structure to efficiently perform domination search for arbitrary dimension, this does help in obtaining a simple solution for the three dimensional case. The resulting data structure is conceptually simple but uses space which is worse than the approach in Section 4.4 by a logarithmic factor.
The 2-Priority Search tree
We will show that for k = 2 this structure can answer queries of the form U × U × U in logarithmic time using linear space.
Constructing Minimal 2-Dominated Subset
Corollary 5.1.2 gives us a method of constructing D 2 . Let the input point set S consist of points chosen from R 3 with the coordinates labeled x, y and z. We initialize D 2 to ∅. Now we pick the point p with minimum x-value. This point must be in D 2 since it does not dominate any point. Now all the points whose y-value is greater than that of p can't be in D 2 . From the points whose y-value is smaller than that of p, we again pick the point with minimum x. We continue this till we can't pick any more points. We would like to note here that a symmetric form of D 2 , where the relation between dominated and dominating is reversed is also referred to as maximal vectors.
Constructing 2-Priority Search tree
Once we know how to create D 2 for a point set S, we can create the 2-Priority Search tree like the normal Priority Search tree. Store D 2 at the root of the tree. Split S \ D 2 into two equal parts based on z-value and create the left and right subtrees recursively. Now for a query γ of the form U 1 × U 2 × U 3 , at each node v of the tree, we need to store the associated set D 2 so that deciding whether D 2 ∩ (U 1 × U 2 ) = ∅ or not can be done in constant time.
A nice property of D 2 is that for any two point p, q ∈ D 2 , (p.x > q.x) ⇒ (p.y < q.y), where p.x refers to the x-value of p and p.y refers to it's y-value. This means that if we have D 2 sorted by x values then we just need to locate the point with maximum x-value that lies in U 1 and the point with maximum y-value that lies in U 2 . Once, we have these points, checking whether any points lie between these two in the sorted list takes constant time. So, the problem of deciding D 2 ∩ (U 1 × U 2 ) = ∅ is reduced to searching in a sorted list. Since we are supposed to do this at each node along the search path, we can use fractional cascading and spend the logarithmic time in searching only at the root. All further searches take O(1) time. Now the construction of the 2-Priority Search tree would be complete if we could report points lying in D 2 ∩ γ efficiently at each node. Let each node v ∈ T D 2 (R v ) denote the associated minimal 2-dominated subset sorted by x. We create the following structure for D 2 (R v ). We pick the point with minimum z and make it the root. This point splits D 2 (R v ) in two parts. We create the left and right subtrees of recursively. For each point we also maintain it's predecessor and successor in D 2 (R v ). Now, given two nodes p and q of this structure we can locate the lowest common ancestor of p and q in O(1) time using the techniques of Harel et al [25] . Let this node be r. If r / ∈ γ, then r's z-value is larger than b. Since r has the minimum z among the points satisfying U 1 × U 2 , we stop. Otherwise, we report r and repeat the procedure for p and predecessor of r in D 2 (R v ); and for successor of r in D 2 (R v ) and q.
Theorem 5.1.3 The structure resulting thus answers queries of the form U 1 × U 2 × U 3 in time O(log n + k) using space O(n).
Proof: The space complexity is obvious. For query complexity, we note that we spend logarithmic time only at the root and for all other nodes we take constant time in deciding whether to proceed or not. Apart from reporting points lying in γ we spend constant time at the nodes. Since the underlying tree is a binary tree we don't report any point at all at atmost O(log n) nodes. These nodes are exactly the nodes lying on the path from the leftmost leaf to the predecessor of b.
The 2-Priority Search tree answers queries of the form U×U×U. Using the 2-unbounded technique discussed in Section 3.4 we can extend this structure to answer queries of the form B × B × B.
Theorem 5.1.4 The structure thus constructed answers 3-dimensional orthogonal range searching in logarithmic time using space O(n log 3 n).
Searching in higher dimensions
The general d-Priority Search Tree can not be used to answer (d + 1)-dimensional domination queries efficiently. Hence, we can not create a data structure for orthogonal range queries by creating d-priority search tree for the domination query and then using the 2-unbounded technique. In this section, we discuss the potential problems in doing so and also the way to use the 1-Priority Search tree for higher dimensional searching. If we use the d-Priority Search tree to create a data structure for answering dominating queries in dimension d + 1, where d ≥ 2 then we do the following. We compute D d for the input point set S and create a structure for answering d-dimensional dominating search queries on D d . We store this structure at the root. Now we split S \ D d into two equal parts based on x d+1 and create the left and right subtrees recursively. Now, for answering a given query γ = U 1 × · · · U d+1 we have to be able to decide at each node v whether D d ∩ U i d i=1 = ∅. This can be done by storing the (d − 1)-Priority Search tree corresponding to the set stored at the node. But, we also need to report all points corresponding to D d ∪ γ. If D d happens to be the same as the entire set corresponding to the points of R v then we can't do so without using some other structure. Thus, we can't (in general) use the d-Priority Search tree to answer (d + 1) dimensional domination queries.
Instead, for answering the orthogonal range queries we directly use 1-Priority Search Tree with Range trees. For each dimension we create a minimum height binary tree based on that dimension and for each node v in it we associate a secondary structure (defined recursively) to answer (d − 1)-dimensional queries. The base case is d = 3 where we use our 1-Priority Search Tree. Proof: Each level of the structure causes a logarithmic factor overhead in query time and space. Since the base case for d = 3 uses space O(n log n) and answers queries in O(log n) time, the bounds follow.
We close this chapter with the note that a method almost identical to the one described here for three dimensional domination searches is also described in [28] as the later reference search showed.
Chapter 6 Conclusion
The Orthogonal Range Query problem is one of the fundamental questions in computer science with wide practical applications. Although the problem has been completely solved in the planar and three dimensional case, higher dimensional solutions are still elusive. Moreover, the various solutions to this problem appear quite unrelated on first look. We have tried to highlight the common threads that bind some if not all of these solutions. We have used very few simple data structures and techniques and showed how these can be combined to produce very simple and elegant solutions.
We have been able, by a simple combination of persistence and priority search tree, to obtain a solution matching one of the best solutions for the problem. In fact on the pointer machine model this is the best solution till now. The only better solution achieving a logarithmic query time with O(n log 1+ǫ n) size is analyzed for the RAM model. We have also presented an abstraction of the priority search tree that can be used to extend the priority search tree, without any asymptotic overhead in query time and space, to answer 3-dimensional dominance queries instead of the three sided queries that they were originally proposed for. The extension to higher dimensions is not apparent without causing a logarithmic factor blowup in the query time. Nevertheless, the abstraction serves to view the priority search trees and the idea behind it in a different light.
It is interesting to note that we achieved a space complexity of O(n log 3 n) and a query time O(log n) (see Section 4.4) by a simple plugging in of techniques and structures discovered in early and late eighties. What is rather surprising is that these bounds were not achieved till 1996 [9] . In fact, the only structure with logarithmic query time and using less space wasn't discovered till 2000 [3] and this structure was analyzed on the RAM model. The bounds achieved in Section 4.4 are still the best bounds on the pointer machine model. Although the area of Orthogonal Range Searching is quite well studied over last few decades, some important problems still remain. The lower bound for the pointer machine model has not been achieved yet except in the planar case. It would be interesting to know if the lower bound is tight. On this model, the best data structure for the 3-dimensional case is way above the lower bound of O(n(log n/ log log n)
2 ). Another important question is whether there exists a data structure that can achieve logarithmic query time for any arbitrary dimension with only O(n polylog n) space. Even if we forget the question of any fixed model of computation, the data structures known for this solution (irrespective of the model of computation) can not be extended to higher dimensions without eventually 1 causing a logarithmic factor blowup in the query time with each new dimension. Although a data structure using logarithmic query time and O(n 1+ǫ ) is known [6] , it is still not known whether this is optimal. It might be argued that the question itself might be too pedantic to ask, since the asymptote npolylog n is not too much better than n 1+ǫ for practical purposes. Nevertheless, the question remains.
Whether such a data structure can be found or not should be a interesting problem to work on. Who knows, even if such structures exist for any arbitrary but fixed dimension, they still might elude any general framework.
