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Résumé
La profilométrie par déphasage est une méthode éprouvée
pour reconstruire des surfaces de manière dense et pré-
cise. Par contre la scène doit rester immobile pendant l’ac-
quisition d’une séquence de plusieurs images. De plus, il
existe des méthodes de stéréo active qui s’affranchissent
de la contrainte d’immobilité de la scène mais qui imposent
d’autres limitations comme par exemple la continuité de la
surface et de la texture ou une résolution de reconstruction
considérablement réduite.
Nous présentons une nouvelle technique de reconstruction
aussi dense et précise que la profilométrie par déphasage
et qui permet une translation de la scène pendant l’acqui-
sition de la séquence d’images. Cela la rend intéressante
pour des applications industrielles. Nous étudions sa per-
formance à l’aide de simulations et donnons une démons-
tration sur un exemple réel.
Mots Clef
Reconstruction 3D, stéréo active, déphasage, profilométrie,
métrologie, inspection industrielle, projection de franges
Abstract
Phase-Shift Profilometry (PSP) provides a means for dense
high-quality surface scanning. However it imposes a stati-
city constraint : The scene is required to remain still du-
ring the acquisition of multiple images. On the other hand,
there exist active stereo techniques which overcome these
constraints but impose other limitations, for instance on the
surface’s continuity or texture, or by significantly reducing
the reconstruction’s resolution.
We present a novel approach to recover reconstructions as
dense and almost as accurate as PSP, but which allows for
a translational object/scene motion during the acquisition
of multiple input frames ; and study its performance in si-
mulations and present real data results.
Keywords
3D reconstruction, active stereo, phase-shift, profilometry,
metrology, industrial inspection, fringe projection
1 Introduction
Les méthodes de reconstruction stéréo actives représentent
un moyen d’acquisition 3D de surfaces peu ou pas textu-
rées n’utilisant qu’un nombre limité d’hypothèses concer-
nant la surface à reconstruire. Les approches alternatives à
la stéréo active, sont la stéréo passive (multi-caméras) [9]
qui requièrent des surfaces suffisamment texturées et les
caméras temps de vol [5] qui fournissent des reconstruc-
tions plus bruitées et à résolution réduite.
On peut également distinguer de nombreux types de sté-
réo active : par exemple, la surveillance respiratoire de pa-
tients requiert un système temps-réel mais pas nécessaire-
ment une grande robustesse vis-à-vis de la texture, ni une
densité de reconstruction importante. Les applications mul-
timédia (e.g. industrie du jeu vidéo) ciblent l’usage exlcusi-
vement visuel des modèles 3D reconstruits et se contentent
donc de reconstructions éparses dont la texture compense
le manque de détails géométriques, par contre l’acquisi-
tion doit pouvoir se faire avec un scanner 3D portable.
L’archivage numérique d’ouvrages historiques (e.g. bustes
et reliefs) demande en revanche une reconstruction dense
de haute qualité, mais satisfait généralement la contrainte
d’immobilité de la scène.
Dans le domaine de la métrologie et de l’inspection indus-
trielle les méthodes s’appuient souvent sur les approches
de Profilométrie par DéPhasage (PDP) d’un motif projeté
[10]. Celles-ci génèrent des reconstructions denses et pré-
cises indépendamment de la présence ou absence de texture
dans la scène. Par contre, celles-ci imposent que la scène
reste immobile pendant l’acquisition de plusieurs images
consécutives en déphasant le motif projeté ou requièrent
un système entièrement équipé d’optiques télécentriques
(caméras et projecteurs) très coûteuses qui supporte nati-
vement d’utiliser le mouvement. Les techniques qui n’im-
posent pas cette contrainte d’immobilité n’atteignent que
des résolutions de reconstruction réduites car elles sont
limitées par la résolution native du vidéo-projecteur et
donnent naissance à des problématiques de fusion de mul-
tiples reconstructions éparses [3], rendent le système sen-
sible à la texture [4] ou à la couleur [14] de la scène, ou
demandent du matériel haute-fréquence spécifique [12].
Beaucoup de systèmes d’inspection industriels requièrent
la densité fournie par la PDP mais ne peuvent pas res-
pecter la contrainte d’immobilité de la scène. Ceci est par
exemple le cas pour mesurer des objets convoyés sur une
chaîne de fabrication. En revanche les mouvements que
peuvent subir les objets entre deux images dans ce contexte
sont connus et limités. Ce cas particulier n’étant pas cou-
vert dans la littérature, nous avons décidé de développer
la méthode présentée dans cet article. Notre méthode peut
reconstruire de façon dense une scène en 3D avec une pré-
cision proche de celle atteinte par la PDP. Elle reste robuste
à la texture et la couleur de la scène et ne requiert pas du
matériel haute-fréquence.
Plan. La Partie 2 est une synthèse de l’état de l’art. La
Partie 3 présente notre approche. Ses performances sont
étudiées à travers une scène de synthèse dans la Partie 4
et une scène réelle dans la Partie 5. Les résultats sont com-
mentés dans la Partie 6 et nos conclusions présentées dans
la Partie 7.
2 État de l’art
Méthodes à motifs binaires. Les méthodes à projection
unique de motifs binaires essayent de réduire les ambi-
guités de décodage [3] ou de maximiser la discrimination
de disparité du motif projeté (pour des systèmes multi-
caméra) [6]. Si les scènes ne contiennent que peu de texture
et des couleurs neutres, les systèmes avec projecteur cou-
leur et caméra couleur permettent de multiplexer plusieurs
signaux déphasés ou binaires sur les canaux RGB [14].
Méthodes à motifs continus. Weise, Leibe et Van Gool
[12] fixent instantanément la scène en utilisant un sys-
tème de profilométrie à trois déphasages à haute fréquence.
Les vitesses et accélérations estimées des objets grossiè-
rements reconstruits sont ensuite mises en relation avec
l’erreur d’estimation de phase. Les reconstructions initiales
sont ensuite corrigées grâce à une table de correspondence
précalculée de manière analytique qui permet de corri-
ger l’erreur d’estimation de phase. Les approches spatio-
temporelles [13, 1] cherchent à valider dans le temps les
observations spatiales.
Une vision globale plus exhaustive des méthodes de stéréo
active est donnée par Salvi et al. [7].
Même si les méthodes susmentionnées permettent d’obte-
nir de bons résultats, elles ne ciblent pas des applications
industrielles. Les techniques qui s’appuient sur des motifs
binaires sont limitées par les caractéristiques du projecteur
(résolution native) et requièrent des fenêtres de décodage
ou de mise en correspondence de taille importante (plu-
sieurs pixels projecteur), ce qui réduit d’autant plus le ni-
veau de détails atteignable. Les méthodes d’estimation de
phase à image unique ont des difficultés aux discontinuités
de géométrie et de texture.
Notre approche répond à une demande industrielle (non ex-
plicitée pour des raisons de confidentialité) dans laquelle la
contrainte d’immobilité est trop coûteuse à réaliser.
FIG. 1: Représentation schématique de notre mise en
œuvre matérielle.
3 Notre Approche
3.1 Mise en œuvre matérielle
Notre système d’acquisition, illustré par le schéma de la
Figure 1, est composé d’un partie optique et d’une partie
mécanique. Il est isolé des sources de lumières externes
et ne contient aucun éclairage ambiant. La partie optique
contient un vidéo-projecteur SVGA ou XGA éclairant la
scène ainsi que quatre caméras synchronisées de résolution
de 4 millions de pixels et équipées d’optiques classiques
(i.e. non-télécentriques). Le système peut aussi être réalisé
avec deux caméras au lieu de quatre. Les caméras sont ca-
librées [15] et positionnées de sorte que leurs Champs de
Vue (CdV) se superposent au mieux dans le Champ de Pro-
fondeur (CdP) ciblé.
La partie mécanique est un convoyeur de précision robo-
tique imposé par d’autres étapes de fabrication. Il fournit
une mesure précise des mouvements.
3.2 Choix du motif projeté
Afin de bien choisir entre la projection d’un motif binaire
ou continu, il faut prendre en compte que les caméras ont
une résolution considérablement plus fine que les vidéo-
projecteurs, l’utilisation de motifs binaires réduit considé-
rablement la résolution de reconstruction car le projecteur
est le facteur limitant. Cela est d’autant plus vrai que le
décodage ou la mise en correspondance requièrent un voi-
sinage minimum de plusieurs pixels du motif.
Les motifs continus en revanche, et les franges sinusoïdales
en particulier, ont été utilisés avec succès dans la littérature
existante pour réaliser de manière simple la mise en cor-
respondence sub-pixelique et en maximisant l’information
le long des lignes épipolaires. Nous avons donc choisi de
projeter des franges sinusoïdales.









































FIG. 2: Fonctions de coût MCI4 (gauche) et MCPP4
(droite) de quatre points sur les images de synthèse (sans
bruit caméra ni d’incertitude de mouvement).
3.3 Référence des points en mouvement
Comme les objets à reconstruire représentent des surfaces
relativement plates, nous définissons l’échantillonnage de
reconstruction comme une grille de points coplanaires.
Cela donne m points Q1i (hi) = [xi yi hi]
T dans l’es-
pace en fonction de leur hauteur hi. Avec Rt et tt repré-
sentant les rotations et translations tri-dimensionnelles qui
réalignent les points au moment t = 1 à eux-mêmes à l’ins-




i (hi) + tt. (1)
Les coordonnées d’un pixel d’un point dans le temps sont
calculées pour chaque caméra C avec sa matrice de projec-








Le point placé sous une lettre fait référence aux coordon-
nées homogènes et∼ représente l’égalité à un facteur près.
Le projecteur et les caméras sont calibrés et la distortion
radiale est corrigée dans les images, ce qui permet de dé-
crire la géométrie de la construction précisement à l’aide
du modèle sténopé.
En appellant ICt (q) l’intensité interpolée de manière bili-
néaire au pixel q de la tème image parmi n, acquise par la













Si la hauteur hi du point de la surface était connue, ce
vecteur contiendrait les niveaux de gris du même point de
l’objet. Pour toute autre hauteur, le vecteur présente une er-
reur de parallaxe. En outre, l’illumination d’un point phy-
sique varie entre les acquisitions consécutives, à cause de
la variation spatiale du motif projeté et du déplacement de
la scène par rapport à la projection. Par conséquence, le
même point est imagé avec des intensités différentes pen-
dant toute une séquence d’images.
Ensuite, nous utilisons les fonctions vectorielles ICi (hi)
pour définir des fonctions de coût C, que nous développons
dans les Sections 3.4 et 3.5. Ces coûts font l’objet d’une mi-
nimisation non-linéaire en fonction des hauteurs des points
de la grille de référence. Pour r caméras nous écrivons le
problème de reconstruction 3D comme :
arg min
hˆi
C(hˆi) = arg min
hˆi
C′(I1i (hˆi), . . . , I
r
i (hˆi)) (4)
pour chaque point indépendamment.
3.4 Mise en correspondence par intensités
La Mise en Correspondence par Intensités (MCIr) n’uti-
lise aucun a priori concernant le motif projeté et se base
directement sur la différence d’intensité pour mettre en cor-
respondence un point dans plusieurs caméras sur toute une












3.5 Mise en correspondence par pseudo-
phase
La Mise en Correspondence par Pseudo-Phase (MCPPr)
est construite par analogie au principe de la PDP. La dif-
férence importante est que le déphasage est exercé par le
déplacement de la scène plutôt que par le déphasage du









avec le vecteur ω de taille deux, qui définit la fréquence
des franges projetées.
Nous supposons que, pour un point physique de la surface,
la relation entre l’éclairage par le projecteur et l’intensité
acquise d’une caméra, telle qu’elle est modélisée dans la





Cqti(hi)) = Ai + Bi cos(ω
Tpti(hi)) (7)






(hi). Ce qui peut




Cqti(hi)) = Ai+Bi cos(ω










Les équations (7) et (8) introduisent la notion de déphasage
par changement de point de vue, par opposition à un dépha-
sage par projection [10]. Elles conservent pour un point les
propriétés passives : la texture/couleur A et un coefficient
B modélisant l’amplitude de l’illumination modulée par le
motif sinusoïdal. En notation matricielle on obtient :


















FIG. 3: Visualisation de la scène virtuelle : un plan avec un
”3” en relief et un ”D” en couleur (gauche), région d’in-
térêt d’une image synthétique avec projection de franges





















i (hi) peut être calculé à l’aide de la pseudo-inverse de
Moore-Penrose ·† par :
Xˆ
C




















représentant notre pseudo-phase à une hauteur donnée.
Notre choix d’appeler ces fonctions des pseudo-phases
s’explique par le fait que cˆCi (hi) et sˆ
C
i (hi) représentent des
estimateur pour cos(ϕi(hi)) et sin(ϕi(hi)), si hi corres-
pond à la hauteur réelle du point physique.
En égalisant les pseudo-phases entre les caméras, on ob-






















Par similitude avec la PDP dans laquelle les motifs sont
déphasés les uns par rapport aux autres de 2pi
n
, n étant le
nombre de motifs projetés, la translation entre acquisitions




La Figure 2 montre les courbes résultantes des coûts déve-
loppées MCI4 et MCPP4 pour quatre points de la grille de
référence dans le CdP.
4 Simulation
4.1 Données
Pour tester notre méthode, notre logiciel interne de simula-
tion de notre équipement illustré à la Figure 1 nous a per-
mis de synthétiser les images vues par les caméras d’une
scène virtuelle éclairée par la projection d’un motif par-
ticulier. Le simulateur est basé sur le principe du raycas-
ting pour modéliser le comportement des pixels des cap-




























FIG. 4: Surface reconstruite par la méthode de Furukawa
en utilisant les images de synthèse (idéales) avec projection
d’un motif binaire aléatoire (visible dans Figure 3).
sources lumineuses simplifiées, celui-ci intègre la notion
de vidéo-projecteurs. Les images sont alors calculées sur
la base d’un modèle de réflexion lambertien.
De plus, le simulateur nous permet de modifier divers para-
mètres afin de pouvoir étudier la validité de notre approche
dans le cas idéal et sa robustesse aux différentes sources
d’incertitudes comme le bruit caméra et l’incertitude d’es-
timation du mouvement.
La scène virtuelle illustrée dans la Figure 3 est composée
d’une surface planaire avec un ”3” en relief et dont la tex-
ture représente un ”D”.
Pour chacune des caméras nous avons généré un lot de
seize images sur lesquelles la scène a été translatée d’une
image à l’autre en projetant un motif statique de franges si-
nusoïdales. Nos méthodes sont alimentées par ces images.
Pour situer nos méthodes par rapport à l’état de l’art nous
les avons comparées à deux autres approches. La première
des deux méthodes de référence est notre implémentation
de l’approche PDP Statique (PDPS) de [10] pour laquelle
nous avons synthétisé huit images par caméra avec une
scène immobile mais des projections de franges déphasées.
La seconde est l’implémentation de la méthode de stéréo
passive de Furukawa et Ponce [2] pour laquelle nous avons
généré seize images avec projections binaires aléatoires sur
la scène en mouvement. Pour chaque déplacement nous ob-
tenons une reconstruction éparse. Ces reconstructions sont
ensuite fusionnées en remaillant l’union de leurs sommets.
Pour ces trois cas nous ajoutons du bruit caméra (σGL ∈
{0, 0.1275,0.255, 0.51, 1.02}) sur une échelle de 0 à
255 niveaux de gris et du bruit sur le mouvement
(σME ∈ {0, 0.0037,0.0075, 0.015, 0.03} millimètres) ;
les niveaux de bruit de référence de notre système réel sont
mis en gras. Dans les deux cas il s’agit de bruit gaussien
additif.
4.2 Résultats
Comparaison aux techniques à projection de motifs bi-
naires aléatoires. La Figure 4 montre une reconstruction
basée sur les images à motifs aléatoires et reconstruites pas
à pas avec le code de Furukawa et dont les multiples re-






































FIG. 5: EQM en fonction du bruit de caméra sans (haut)
et avec (bas) incertitude de mouvement (σME = 7.5µm).
Les mesures ont été moyennées sur 100 tirages.
constructions indépendantes ont été fusionnées.
Bien que le résultat soit visuellement très satisfaisant,
celui-ci démontre que la méthode n’est pas adaptée à notre
cas : l’essai dans le cas idéal (sans bruit caméra, ni d’incer-
titudes de mouvement) a montré une Erreur Quadratique
Moyenne (EQM) de 0.0467mm des hauteurs par rapport à
la vérité terrain et a demandé un paramètrage manuel pour
trouver le meilleur compromis entre conservation de détails
et suppression des points aberrants. Cette erreur dans le cas
idéal est bien supérieure à celles de nos méthodes même
sous les influences des différentes incertitudes (EQMmaxi-
male de 0.004mm). Par conséquence nous n’avons pas in-
clue cette méthode dans les évaluations qui suivent.
Bruit caméra. Les deux graphiques dans la Figure 5
montrent les EQM mesurées pour nos différentes fonc-
tions de coûts et moyennées sur cent tirages aléatoires de
bruit. Le graphique du haut montre l’EQM en fonction du
bruit caméra avec estimation de mouvement idéale et in-
clut commme référence la scène reconstruite avec un PDPS






































FIG. 6: EQM en fonction de l’incertitude de mouvement
sans (haut) et avec (bas) bruit de caméra (σGL = 0.255).
Les mesures ont été moyennées sur 100 tirages.
utilisant quatre caméras (PDPS4) sur une scène statique.
Nous voyons que MCPP4 et MCI4 sont légèrement plus
sensibles au bruit caméra que PDPS4. MCPP2 est encore
un peu plus sensible et MCI2 est bien moins robuste que
les autres coûts.
Avec les incertitudes de mouvement de notre matériel (gra-
phique du bas), les EQM de toutes nos méthodes aug-
mentent légèrement et deviennent moins répétables (voir
barres d’incertitude). L’EQM élevé même à faibles bruits
peut s’expliquer par un nombre important de points aber-
rants provoqués par des minima locaux et/ou des faux mi-
nima.
La notion d’incertitude de mouvement n’a pas de sens
pour PDPS4 et donc, ce dernier n’est plus inclus dans le
deuxième graphique.
Incertitudes de mouvement. Cette expérience dévoile
la sensibilité aux incertitudes d’estimation du mouvement
des différents coûts. La Figure 6 montre l’EQM pour une
incertitude de mouvement croissante sans (graphique du




























FIG. 7: EQM en fonction du nombre d’images d’entrée
avec bruit de caméra et incertitude de mouvement de ré-
férences, moyennée sur 100 tirages.
FIG. 8: Région d’intérêt d’une scène réelle avec éclairage
uniforme (gauche) et projection de franges (droite).
Dans les deux cas les EQM moyennées de MCPP4 et
MCI4 sont très proches l’une de l’autre et celles de MCPP2
est légèrement plus élevée. Les mesures pour MCI2 sont
bien moins bonnes dans les deux cas dans cette expé-
rience aussi. Par contre, les résultats de toutes les méthodes
semblent converger pour des incertitudes de mouvement
plus importantes.
Nombre d’images. Finalement nous étudions les varia-
tions des performances en fonction du nombre d’images
utilisées sous l’influence du bruit caméra et de l’incertitude
de mouvement de référence de notre matériel. La Figure 7
montre qu’en augmentant le nombre d’images, les coûts
MCPP4, MCI4 et MCPP2 ont des performances de plus en
plus équivalentes. MCI2 reste moins performant.
TAB. 1: Moyennes (µ) et écart-types (σ) des différences
des cartes de hauteurs par rapport à PDPS4.
MCPP4 MCI4 MCPP2 MCI2
µ (mm) −0.0052 −0.0144 −0.0040 −0.0127
σ (mm) 0.0168 0.0352 0.0185 0.0342
5 Exemple Réel
5.1 Données
Une carte de crédit blanche sur laquelle nous avons rajouté
de la texture éparse en couleur avec des feutres masque
l’application réelle mais conserve à peu près l’échelle, ainsi
qu’une texture et une topologie ressemblante aux objets ci-
blés. La carte de crédit a été placée sur la cible réelle (dont
la nature est confidentielle) et a passé un cycle d’acquisi-
tion de seize images pour chacune des quatre caméras et
l’estimation du mouvement est donnée par le convoyeur
robotique.
5.2 Résultats
La Figure 9 montre les reconstructions 3D obtenues. Les
hauteurs sont encodées sur l’axe de couleur pour toutes les
reconstructions à l’exception de la Figure 9b sur laquelle la
texture reconstruite a été superposée.
La reconstruction de référence est donnée par la PDPS4
(Figures 9a et 9b) sans déplacement de la scène.
Les quatre reconstructions en mouvement (9c à 9f) sont
cohérentes avec celle de la PDPS4. Surtout les reconstruc-
tions obtenues avec MCPP4 et MCPP2 y ressemblent au
mieux. En effet, MCIr est plus sensible à des changements
de texture abruptes (e.g. en haut à gauche) que MCPPr, ce
qui cause des artefacts de reconstruction plus importants
le long de ces contours. D’ailleurs, dans ce cas extrême,
la reconstruction PDPS4 présente aussi des artefacts à cet
endroit. En revanche, le contour au milieu à gauche pro-
voque des artefacts importants dans MCIr. Ils sont légers
dans MCPPr et inexistants dans la reconstruction PDPS4.
Aux endroits à faible signal, par exemple dans les zones
de couleur sombre (en haut à gauche), MCIr souffre d’un
bruit de reconstruction élevé, alors que MCPPr reste rela-
tivement robuste. De plus, dans la région planaire en bas à
droite, MCPPr retourne une reconstruction aussi lisse que
PDPS4 contrairement à MCI4.
La vallée (en haut à gauche) montre quelques artefacts dans
la reconstruction obtenue par MCPPr et de nombreux dans
MCIr. Nous supposons que cela est lié aux interréflexions
et/ou spécularités qui résultent du mirroir convexe que re-
présente la vallée.
La Figure 10 montre la distribution des différences de
reconstruction entre nos méthodes et la PDPS4. Les
modes des quatre reconstructions sont biaisés de −5µm
à −10µm. Le Tableau 1 montre que les méthodes MCPPr
ressemblent plus à la référence (écart-types plus faibles) et































































































FIG. 9: Reconstructions de la scène réelle en utilisant toutes les quatre caméras ((a)-(d)) ou les caméras 1 et 3 ((e)-(f)).













FIG. 10: Distributions des différences des cartes de hau-
teurs par rapport à PDPS4.
6 Discussion
Les approches introduites se distuingent par le fait qu’elles
exploitent (MCPPr) ou non (MCIr) la connaissance a
priori du motif projeté. MCIr peut être considérée comme
une approche spatio-temporelle avec illumination non
structurée [13] avec un motif structuré. De ce fait nous
considérons MCIr comme une mise en oeuvre particulière
de l’état de l’art. PPMx par contre représente une nouvelle
réalisation dans la catégorie des méthodes de PDP en ex-
ploitant une connaissance des franges projetées et du dé-
phasage induit par le mouvement de la scène.
Notre méthode est adaptée à un environnement industriel.
Elle retourne des reconstructions denses de surfaces textu-
rées en mouvement sans perte de résolution et sans exiger
des caméras et vidéo-projecteurs hautes-fréquences. Elle
permet même de réduire la complexité du système de pro-
jection car le motif à projeter ne varie pas pendant la sé-
quence d’acquisition. Ceci limite les facteurs d’incertitudes
du système comme la non-linéarité d’intensité projeté par
le vidéo-projecteur ou les asymmétries du motif sinusoïdal
provoquées par des limitations de la technologie de projec-
tion.
De plus, notre système n’utilise pas d’optiques télécen-
triques qui coûtent bien plus chères que les optiques grand
publique que nous avons utilisé (optique d’appareil photo
numérique d’entrée de gamme) et limitent considérable-
ment le CdV ou font croître la taille du système optique.
7 Conclusion
Nous avons présenté une nouvelle méthode de reconstruc-
tion à projection de lumière structurée qui comble une la-
cune dans le domaine de la métrologie et de l’inspection
industrielle entre les méthodes de PDP de l’état de l’art et
des méthodes appelées ”one-shot”. Nous avons démontré
la validité de la méthode avec des simulations synthétiques
et nous avons donné un exemple sur des données réelles.
De même, nous avons étudié les performances de notre so-
lution qui se rapproche de celle de la PDPS et qui dépasse
celles des approches one-shot.
Dans de futurs travaux, nous envisageons d’approfondir les
propriétés analytiques des fonctions de coût, d’exploiter
la texture reconstruite [11], d’introduire une régularisation
spatiale entre les points et d’étendre les fonctions de coût
par un modèle de réflectance plus sophistiqué incluant les
spécularités.
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