Let R be a commutative ring with 1, let R[X 1 , . . . , Xn] be the polynomial ring in X 1 , . . . , Xn over R, and let G be an arbitrary group of permutations of {X 1 , . . . , Xn}. This note presents a detailed analysis and a constructive combinatorial description of SAGBI bases for the R-algebra of G-invariant polynomials. Our main result is a ground ring independent characterization of all rings of polynomial invariants of permutation groups G having a finite SAGBI basis.
Introduction
In Göbel (1995) , the computation of bases for rings R[X 1 , . . . , X n ] G of polynomial invariants of permutation groups G was investigated. The aim of this note is to study the properties of canonical or SAGBI bases B of R[X 1 , . . . , X n ] G . These are such that -w.r.t. a given term order -every head term in R[X 1 , . . . , X n ] G can be expressed as a product of head terms in B. We investigate the general reduction technique for SAGBI bases and two variants thereof. We also present degree bounds to decide finiteness and a constructive description of SAGBI bases of R [X 1 , . . . , X n ] G by a combinatorial approach. Our main result will be to show that only permutation groups G generated by direct products of symmetric groups lead to corresponding invariant rings R[X 1 , . . . , X n ] G , which have finite SAGBI bases, independent of the given ground ring R. Moreover, any finite SAGBI basis consists only of multilinear polynomials.
The concept of SAGBI bases was introduced by Kapur and Madlener (1989) and Robbiano and Sweedler (1990) ; it is a method to compute subalgebra bases in a similar way to computing Gröbner bases for ideals (Buchberger, 1985) and -from the algorithmic point of view -to perform a Knuth-Bendix completion for term rewriting systems (Knuth and Bendix, 1970) . SAGBI bases and Gröbner bases have analogous reduction properties. The main difference is that SAGBI bases need not be finitely generated.
Recent applications of SAGBI bases in commutative algebra are, e.g. Conca et al. (1996) and Huber et al. (1997) . An analysis of formal modular seminvariants using SAGBI bases can be found in Shanks (1997) , where a generating set for the ring of invariants for the four-and five-dimensional indecomposable modular representations of a cyclic group of prime order was constructed. Other well-known occurrences of SAGBI bases in invariant theory are the elementary symmetric polynomials for the ring of symmetric functions and the invariant ring of an additive group, which is finitely generated (cf. Fogarty, 1969) , and which has a finite SAGBI basis (cf. Vasconcelos, 1998) .
We now proceed as follows: Section 2 contains our notation and the basic definitions. Section 3 deals with some general properties and examples of SAGBI bases. Section 4 presents a first non-trivial description of SAGBI bases, which is, in general, not minimal but representation preserving. Section 5 describes SAGBI bases satisfying an additional reduction property, and finally, Section 6 deals with the most general reduction situation.
Basics
N denotes the natural numbers. Let R be a commutative ring with 1, let R[X 1 , . . . , X n ] be the commutative polynomial ring over R in the indeterminates X i , let T be the set of terms (= power-products of the X i ) in R[X 1 , . . . , X n ], and let T (f ) be the set of terms occurring in f ∈ R[X 1 , . . . , X n ] with non-zero coefficients. Let max{e 1 , . . . , e n } (
In the following we fix the lexicographical order < lex on T , i.e. X 1 > lex . . . > lex X n . HT (f ) and HC(f ) denote the highest term t of f w.r.t. < lex and the coefficient a of the highest term t, respectively.
G denotes any group of permutations operating on the indeterminates X 1 , . . . , X n . Any π ∈ G extends in a unique way to an endomorphism of the R-algebra
G is a finite Rlinear combination of G-invariant orbits. HS G = {t ∈ T |t = HT (orbit G (t))} denotes the set of all highest terms in R[X 1 , . . . , X n ] G , and MS G = {s ∈ HS G |s multilinear} the set of highest multilinear terms. S n , A n and D n denote the symmetric, alternating and dihedral permutation group, respectively. The multilinear S n -invariant polynomials
of B 1 ∩ B 2 , or it can be reduced with a product of some G-invariant orbits in B 1 ∩ B 2 . Let orbit G (t) be a G-invariant orbit with a total degree d, which is not an element of B 1 ∩ B 2 , w.l.o.g. say orbit G (t) / ∈ B 2 . Then orbit G (t) can be reduced with a product of some G-invariant orbits in B 2 having a total degree less than d, and so orbit G (t) can be reduced with a product of some G-invariant orbits in B 1 ∩B 2 by induction assumption. P Definition 3.3. Let B 1 , B 2 , . . . be an enumeration of all simple SAGBI bases of
Note that the elements of a multilinear SAGBI basis have a total degree of at most n.
Proof. See Kapur and Madlener (1989) ; Robbiano and Sweedler (1990) or Sturmfels (1995, Section 11). The representation can be computed by the following algorithm:
The (non-)existence of a finite SAGBI basis implies the (non-)existence of a finite simple SAGBI basis. Note that orbit
. . = e n = 1, or e i = 0 for some 1 ≤ i ≤ n. The following lemma presents a first combinatorial criterion for G-invariant orbits, which are definitely not elements of SAGBI
, and let ρ ij ∈ {<, >, =} be such that e i ρ ij e j for 1 ≤ i, j ≤ n. Then we have t = t 1 t 2 , and Proof. This follows from the fact that
The symmetric group S n and the trivial group {id} are examples of permutation groups, which have a finite SAGBI basis.
Sn has a finite minimal simple SAGBI basis, and the representation of any
{id} has a finite minimal simple SAGBI basis:
Note that the trivial group can be viewed as a direct product of symmetric groups S 1 .
The alternating group A n is an example of a permutation group, which has no finite SAGBI basis.
An has a minimal simple SAGBI basis of the following form:
An has a unique representation as
This result is a generalization of Lemma 2.1 in Göbel (1995).
Representation Preserving Simple SAGBI Bases
It is not very difficult to present a (non-trivial) constructive description of non-minimal simple SAGBI bases B of R[X 1 , . . . , X n ] G , which are 'representation preserving'. The additional requirement here is that any
G has a representation as a finite linear combination of the G-invariant orbits in B with polynomials in multilinear Ginvariant orbits in B as coefficients (cf. Göbel (1995, Theorem 3.11 and Algorithm 3.12)). We proceed by recalling the concept of special terms and special G-invariant orbits. 
Note that the number of special terms in R[X 1 , . . . , X n ] is finite, and every special term has a maximal variable degree of at most max{1, n − 1} and a total degree of at most max{n, 
, and so 
Then we know from Lemma 3.8 that (231)(564) , and let t = X 1 X 4 X 2 5 X 2 6 , t 1 = X 1 X 5 X 6 , and t 2 = X 4 X 5 X 6 . Then t = t 1 t 2 ∈ HS G with t 1 , t 2 ∈ HS G , but there exists no product t = s 1 . . . s l with s 
Separable SAGBI Bases
A generalization of the reduction technique of the last section leads to non-minimal simple SAGBI bases of R[X 1 , . . . , X n ] G , which are not representation preserving. These SAGBI bases have an additional reduction property and a combinatorial decision criterion for finiteness. l with e i ∈ {1, 2} for all 1 ≤ i ≤ l has a maximal variable degree of at most max{1, 2n − 3} and a total degree of at most max{n, n(n − 1) − 1}. The degree bounds for the elements of a finite B, which cannot contain a non-special and non-separable G-invariant orbit, are the degree bounds for special G-invariant orbits. P Proof. '⇐=' Obvious.
'=⇒' If n ≤ 2, G is either S 1 , S 2 , or S 1 × S 1 , i.e. we are done. Assume now n ≥ 3 and B is a finite separable SAGBI basis but G is not a direct product of symmetric groups. If G is any other direct product of permutation groups, say G = G 1 × . . . × G l , we can make use of Lemma 3.8 and apply the argument below to any non-symmetric group of the direct product. We assume for the rest of the proof that G is not a direct product of permutation groups.
(i) |{s ∈ MS G ||V ar(s)| = 1}| = 1: As G = S n there exists a transposition π / ∈ G, say (n − 1, n) after an adequate renaming of variables. Furthermore, we have
. . s l is non-separable by a product of the elements of MS G (contradiction).
(ii) |{s ∈ MS G ||V ar(s)| = 1}| = 2: After a proper renaming of variables, we can assume that orbit
is not equal to S j (S n−j ), we can argue as in (i) for one of these sets of variables. Otherwise, G consists of two symmetric groups with G = S j × S n−j . Then there exists a π ∈ G, which is S n−j restricted to a transposition, say (n − 1, n) after an adequate renaming of variables, and which also causes an action on the variables X 1 , . . . , X j . Furthermore, we have
This case is a generalization of (ii). P Example 5.7. Let G = (21), (43) , i.e. G is a direct product of two symmetric groups.
Then the finite separable SAGBI basis of
R[X 1 , . . . , X n ] G is {orbit G (X 1 ), orbit G (X 1 X 2 ), orbit G (X 3 ), orbit G (X 3 X 4 )}. Example 5.8. Let G = (21)(43) , i.e. G
is not a direct product of two symmetric groups. Then the infinite separable SAGBI basis of
G is generated (as an R-algebra) by the multilinear G-invariant orbits, which follows for j ≥ 2 recursively from the equation
This shows that the condition in Theorem 5.5 is necessary but not sufficient.
is not a direct product of symmetric groups. Then the infinite separable SAGBI basis of
R[X 1 , . . . , X n ] G is {orbit G (X 1 ), orbit G (X 1 X 2 ), orbit G (X 1 X 3 ), orbit G (X 1 X 2 X 3 ), orbit G (X 1 X 2 X 3 X 4 )} ∪ {orbit G (X 2+i 1 X 1+i 2 X 1+i 4 )|i ∈ N}.
Minimal Simple SAGBI Bases
A separable SAGBI basis of R [X 1 , . . . , X n ] G is, in general, not equal to SAGBI R G but closely related. This section deals with this most general reduction approach.
Definition 6.1. t ∈ HS G is called reducible, if t = a 1 a 2 for some 1 = a 1 , a 2 ∈ HS G . Example 4.6 shows that the reducibility of t ∈ HS G does not imply that t is separable: 
RED(a
is reducible.
(ii) is a consequence of (i (i) M t is a finite, unique set. Q t and P (a,b) can be both, finite or infinite, and there exists at least one infinite set Q t and at least one infinite set P (a,b) , respectively.
Proof. These are consequences of Definition 6.3. P Lemma 6.5. SAGBI R G is finite, if any infinite set Q t contains at least one reducible term.
Proof. Let t 1 ∈ Q t be reducible, say t 1 = ab, and let t 2 be any other term in Q t . Then M t = M t1 = M t2 , and we have either ξ = (RED(a), RED(b) ) ∈ M t , or ξ = (RED(b), RED(a) ) ∈ M t . If follows that t 2 is also reducible, because ξ ∈ M t2 , i.e. all terms in Q t are reducible. By Lemma 6.4, |{Q t | t ∈ HS G }| < ∞, and therefore SAGBI R G itself must be finite. P The structure of SAGBI R G is -from a combinatorial point of view -determined by the finite set of all sets of reduction pairs M t and by the finite set of all sets Q t . The next lemma states an upper bound for the total degree of the terms in the set Q t , which have smallest total degree, and reports how far one has to proceed to compute all sets M t to obtain a full view of the structure of SAGBI R G .
Lemma 6.6. Any Q t contains a term with a total degree of at most max{n,
Proof. We are done, if n = 1. Otherwise, let w ∈ Q t with RED(w) = s 1 . . . s l . We have to ensure that w is such that all possible reductions of the form w = ab with a, b = 1 cover the full set of reduction pairs (RED(a), 
Our goal is to show that it suffices to consider terms w with e i ≤ n for all 1 ≤ i ≤ l. This implies immediately that the total degree of w is at most nn + (n − 1)n + · · · + 2n + n = l simply by repeating this reduction step until all e i ≤ n. Now, take any special u with u|w. Of course, u|w because all exponents e 1 , . . . , e n are sufficiently large. Let w = ut and let w = ut . We have to show that RED(t) = RED(t ). The maximal variable degree of u is at most n − 1. As any exponent of t and t belonging to a variable in V ar(s l ) \ V ar(s i ) is at most γ = e i+1 + · · · + e l , and any exponent of t and t belonging to a variable in V ar(s i ) is at least n + e i+1 + · · · + e l − (n − 1) > γ, it follows that RED(t) = RED(t ). Hence, M w = M w . P It is possible to prove a similar but significantly weaker version of Theorem 5.2 and Corollary 5.3. The following lemma holds, if certain relations among the exponents in the unique representation of a term are satisfied, and therefore it does not lead to a degree bound to decide the finiteness of SAGBI {u 1 , . . . , u l1 , v 1 , . . . , v l2 } ∪ {u i v j | 1 ≤ i ≤ l 1 , 1 ≤ j ≤ l 2 } and the corresponding exponents α i , β j , or both are greater than 1. Hence, we can divide t k by s i and a k and b k by u i and v j , respectively, without changing the structure of the reduction, i.e. t k−1 is reducible. A successive application of this argument to t k−1 , t k−2 , . . . is possible and leads finally to t = t 0 is reducible.
'(iii) =⇒ (i)' Let t be reducible, say t = ab with a = u 
