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A MATRIX-FREE PRECONDITIONER FOR SPARSE SYMMETRIC
POSITIVE DEFINITE SYSTEMS AND LEAST-SQUARES
PROBLEMS∗
STEFANIA BELLAVIA† , JACEK GONDZIO‡ , AND BENEDETTA MORINI†
Abstract. We analyze and discuss matrix-free and limited memory preconditioners for sparse
symmetric positive deﬁnite systems and normal equations of large and sparse least-squares problems.
The preconditioners are based on a partial Cholesky factorization and can be coupled with a deﬂation
strategy. The construction of the preconditioners requires only matrix-vector products, is breakdown-
free, and does not need to form the matrix. The memory requirements of the preconditioners are
deﬁned in advance, and they do not depend on the number of nonzero entries in the matrix. When
eigenvalue deﬂation is used, the preconditioners turn out to be suitable for solving sequences of slowly
changing systems or linear systems with diﬀerent right-hand sides. Numerical results are provided,
including the case of sequences arising in nonnegative linear least-squares problems solved by interior
point methods.
Key words. sparse symmetric positive deﬁnite systems and least-squares problems, precondi-
tioners, matrix-free, memory constraints, Cholesky factorization, deﬂation, interior point methods
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1. Introduction. We are concerned with the solution of the linear system
(1.1) Hx = b,
where H ∈ Rm×m is a symmetric positive deﬁnite (SPD) matrix. Such systems
arise in numerous applications. We have a particular interest in the case when H
is represented as AΘAT , where A ∈ Rm×n is a sparse matrix and Θ ∈ Rn×n is a
diagonal scaling matrix with positive entries. At least two prominent applications in
the area of optimization fall into this class:
• Newton-like methods for weighted least-squares problems [11],
• interior point methods [31].
Thus, we will deal with both a general SPD matrix H and the special cases when
H can be represented as AΘAT with some positive diagonal scaling matrix Θ. In
the latter case we will consider two possible variations of the right-hand-side vector:
either an arbitrary one
AΘATx = b,(1.2)
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A MATRIX-FREE PRECONDITIONER A193
or a special form of it
AΘATx = AΘ1/2c,(1.3)
which corresponds to solving the least-squares problem minx ‖Θ1/2ATx− c‖22.
In optimization methods the solution of a series of linear systems is required and
the matrix changes between iterations. In the solution of these systems an ability to
take advantage of the possible similarity of matrices would be a bonus.
We assume that (1.1) is too large and/or too diﬃcult to be formed and solved
directly. Therefore we will solve it using an iterative conjugate gradient (CG)–like
approach from the Krylov-subspace family [26]. When least-squares problems (1.3)
must be solved, one could employ CGLS [11], LSQR [25], or LSMR [17]. In this paper
we use CGLS. We also impose an additional requirement: the method has to work
in a matrix-free regime. Many iterative methods can work by default in a matrix-
free environment because the only way they access H is by performing matrix-vector
multiplications, and these can be executed without H being accessed explicitly. How-
ever, the speed of convergence of iterative methods depends on the spectral properties
of H . Krylov-subspace methods, for example, display fast convergence if H is well
conditioned or if its eigenvalues are well clustered [26]. One cannot assume this to
be the case in the applications we are concerned with. On the contrary, we expect H
to be very ill conditioned. Therefore to guarantee convergence of iterative methods
we must use a carefully designed preconditioner P and make sure that the spectral
properties of P−1H are signiﬁcantly better than those of (unpreconditioned) H .
The design of a preconditioner P that can work in a matrix-free regime is a
challenge. Ideally, we would like its construction to involve only matrix-vector multi-
plications with H and to perform only a few of them. In this sense our requirements
go beyond what is currently available among existing (and otherwise very successful)
preconditioners.
Incomplete Cholesky factorizations, for example, use the entries of H . If they
employ a drop tolerance to reduce the ﬁll-in, then their memory requirements are
diﬃcult to predict. Alternative approaches [20, 22] avoid using a drop tolerance
and allow a limited number of ﬁll-ins to be created when computing an incomplete
Cholesky factorization. Letting nj be the number of elements in the jth column
of the strict lower part of H , Jones and Plassmann [20] proposed an incomplete
Cholesky factorization where the factor retains the nj largest elements in absolute
value in its subdiagonal jth column. Lin and More´ [22] proposed retaining the nj + p
largest elements in the lower triangular part of the jth column of the Cholesky fac-
tor L for some ﬁxed positive p; practical choices are p ∈ [2, 10]. Another incom-
plete Cholesky factorization with limited memory is the ILUT factorization by Saad
[26], which depends on both a drop tolerance and a memory parameter. Incomplete
Cholesky factorizations exist when H is an H-matrix, but they may fail for a gen-
eral SPD matrix. Several strategies have been investigated to prevent breakdowns
[1, 2, 10].
Approximate inverse (AINV) preconditioners construct a substitute for H−1 [6,
7, 8, 12]. They rely on the observation that certain reorderings, like minimum degree
and nested dissection, can reduce the amount of ﬁll occurring in the inverse triangular
factors of a sparse matrix H . Then, even if the exact inverse of H is full, after
suitable permutations, H−1 may be representable as the product of two relatively
sparse triangular matrices [9]. An additional motivation for the AINV preconditioner
is that even if H−1 is quite dense, many of its entries may be small in magnitude.
Indeed, this is the case for certain matrices of practical interest [15]. A stabilized
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A194 S. BELLAVIA, J. GONDZIO, AND B. MORINI
variant of the AINV preconditioner [7] was proposed in [6] and denoted as the SAINV
preconditioner. To preserve the sparsity of the SAINV preconditioner, entries that
fall below a certain prescribed tolerance in absolute value are dropped. In exact
arithmetic, the SAINV preconditioner can be computed without breakdown for any
SPD matrix. A robust incomplete factorization (RIF) preconditioner can be derived
as the “dual” of the SAINV preconditioner [10].
Both incomplete Cholesky and AINV preconditioners can be implemented in the
matrix-free regime. Speciﬁcally, in incomplete Cholesky factorizations, the columns
of H can be computed one at a time, and after they are used to form a column of
the incomplete Cholesky factor they may be discarded. Overall the process requires
m matrix-vector products with the unit vectors Hei, i = 1, 2, . . . ,m. The SAINV
algorithm does not need to compute the entries of H . Instead, it employs H only to
perform m products Hzi, where zi, i = 1, 2, . . . ,m, are sparse vectors.
However, both these approaches suﬀer from certain drawbacks. First, their mem-
ory requirements remain somewhat unpredictable. Letting nz(H) be the number of
nonzero entries in H , the zero ﬁll-in variants of Cholesky factorization need storage
for O(nz(H)) entries and sometimes fail to provide the expected improvement to the
clustering of eigenvalues of P−1H . The more elaborate variants that allow a controlled
number of ﬁll-ins oﬀer better numerical properties at a price of increased memory re-
quirements. If H is a relatively dense matrix (which may be the case even for sparse
matrices A in (1.2) and in (1.3)), both incomplete Cholesky and SAINV struggle with
excessive memory requirements. Second, the cost of building these preconditioners
measured in terms of the number of matrix-vector products is O(m) unless H has a
very well understood sparsity pattern that displays a high degree of separability, and
therefore it can be estimated with fewer matrix-vector products [13].
The preconditioner we propose attempts to remove these disadvantages. It re-
quires memory bounded by O(m) rather than O(nz(H)). Although we need the
diagonal of H (or its approximation), only a small number k  m of general matrix-
vector products Hv is required. As discussed in section 2, we expect that in many
practical applications we will be able to compute or estimate the diagonal of H at
low cost.
Guided by the need to reduce the condition number of P−1H to a minimum we
focus on two ends of the spectrum of H . The largest eigenvalues of H are identiﬁed
by the use of a partial Cholesky factorization of H [18] with static ordering. This
approach builds a trapezoidal partial Cholesky factorization of H using just a few
columns that correspond to the largest diagonal entries of H . This is a practical
approximation to diagonal pivoting. Diagonal pivoting seems to be an unnecessary
luxury when factoring a positive deﬁnite matrix. However, it is done on purpose:
we intend to capture the cluster of largest eigenvalues of H , and by applying the
preconditioner we hope to bring these eigenvalues down.
The smallest eigenvalues of H are handled by the Deﬂated-CG algorithm [27].
This approach computes the eigenvectors corresponding to the smallest eigenvalues of
the matrix and, as explained later, injects them into the Krylov-subspace algorithm.
In summary, assuming the eigenvalues of H are labeled in increasing order,
0 < λ1(H) ≤ λ2(H) ≤ · · · ≤ λm(H),
we hope to identify the k largest of them by the rank-k partial Cholesky factorization
of H and the  smallest of them by application of the Deﬂated-CG algorithm. In the
ideal situation, for problems in which only a few eigenvalues of H are located at the
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A MATRIX-FREE PRECONDITIONER A195
two ends of the spectrum, a preconditioner of this type should achieve the following:
(1.4) 0 < λ(H) ≤ λmin(P−1H) ≤ λmax(P−1H) ≤ λm−k(H),
where λmin(P
−1H) and λmax(P−1H) denote the minimum and maximum real eigen-
values of P−1H . Then, such a preconditioner is expected to satisfy
(1.5) κ(P−1H) =
λmax(P
−1H)
λmin(P−1H)
≤ λm−k(H)
λ(H)
 λm(H)
λ1(H)
= κ(H),
where κ(·) denotes the 2-norm condition number. In practice we cannot guarantee
that the k largest eigenvalues of H will be identiﬁed by partial Cholesky with diagonal
pivoting, and we have to accept that only approximate eigenvectors associated with
the  smallest eigenvalues are available. Therefore the bounds in (1.4) and (1.5) may
not be satisﬁed. Nevertheless we still hope for a signiﬁcant reduction in the condition
number of P−1H compared to that of H .
The paper is organized as follows. In section 2 we present the limited memory
partial Cholesky preconditioner and an analysis of the spectral properties of P−1H .
Then we address the problem of handling both the largest and the smallest eigenvalues
ofH . Numerical experiments obtained in the solution of a single system and sequences
of linear systems are presented in section 3. Some conclusions are given in section 4.
In the following, ‖ · ‖ denotes the vector or matrix 2-norm. For any square
matrix B, diag(B) is the diagonal matrix with the same diagonal entries as B and
(B)ij represents the (i, j)th entry of B. For an SPD matrix or a matrix similar to
an SPD matrix, the eigenvalues are labeled in increasing order, and occasionally the
minimum and maximum eigenvalues are denoted as λmin and λmax. Finally, κ(B)
denotes the 2-norm condition number of B.
2. The preconditioner. In this section we introduce an algorithm for con-
structing the limited memory preconditioner (LMP), perform the spectral analysis of
the preconditioned matrix, and discuss strategies to handle the largest and smallest
eigenvalues of H .
2.1. Handling large eigenvalues of H. The matrix H is approximated by a
factorized sparse matrix P of the form
P = LDLT ,
where L is a unit lower triangular matrix and D is diagonal SPD. Forming P is based
on a “partial” Cholesky factorization limited to a small number of columns of H and
approximation of the resulting Schur complement. Speciﬁcally, let k  m be a given
positive integer, and consider the formal partition
H =
[
H11 H
T
21
H21 H22
]
,
with H11 ∈ Rk×k, H22 ∈ R(m−k)×(m−k). In general, a static ordering by symmetric
row and column permutations is used to move the k largest diagonal elements of H
to the (1, 1) block. We postpone the motivation for this choice to the latter part of
the section. To make the presentation simpler, here the permutations are ignored.
Suppose now that the Cholesky factorization limited to the ﬁrst k columns [ H11
H21
]
of H is available, and let [ L11
L21
] and D1 be such factors with L11 ∈ Rk×k unit
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A196 S. BELLAVIA, J. GONDZIO, AND B. MORINI
triangular and L21 ∈ R(m−k)×k, D1 ∈ Rk×k diagonal SPD. Then H can be expressed
in factorized form as
H =
[
L11
L21 I
] [
D1
S
] [
LT11 L
T
21
I
]
,
where S is the Schur complement of H11 in H :
(2.1) S = H22 −H21H−111 HT21.
The LMP is obtained by approximating S by its diagonal, i.e., setting
(2.2) P = LDLT =
[
L11
L21 I
] [
D1
D2
] [
LT11 L
T
21
I
]
,
where D2 = diag(S).
The construction of P ≈ H can be performed exploiting block-matrix opera-
tions as sketched below.
Algorithm 1: Limited Memory Preconditioner (LMP).
Given the matrix-vector operators u → Hu, k > 0.
1. Form the ﬁrst k columns of H , i.e., H11, H21.
2. Compute the diagonal entries of H22.
3. Compute the LDLT factorization H11 = L11D1L
T
11. Discard H11.
4. Solve L11D1L
T
21 = H
T
21 for L21 (i.e., L21 = H21L
−T
11 D
−1
1 ). Discard H21.
5. Set D2 = diag(H22)− diag(L21D1LT21).
6. Let P take the form (2.2).
Forming the preconditioner calls for the complete diagonal of H (see steps 1
and 2) and may be costly in general. If nothing is known about H , then computing
its diagonal may be a nontrivial eﬀort as it asks for m matrix-vector products. On
the other hand, a memory advantage is still obtained as columns k + 1, . . . , n of H
can be discarded once the diagonal of H22 has been computed.
In the cases (1.2) and (1.3) where H has the special form H = AΘAT , its main
diagonal can be constructed by performing m matrix-vector products ri = A
T ei,
i = 1, . . . ,m, and then computing (H)ii = r
T
i Θri. It should be noted that the
products AT ei are cheap if A is sparse and involve no extra eﬀort at all if access to
rows of A is available. Actually in many optimization applications, A may be accessed
rowwise, and then retrieving the ith row comes at no extra cost [23]. Further, the
k products AΘAT ei in step 1 are expected to be cheaper than the products AΘA
T v
required by a CG-like method because the unit vectors ei are typically sparser than v.
The memory requirements for this operation are negligible: we need one (sparse)
vector to store ri = A
T ei at a time and a vector for storing the diagonal of H .
The cost of performing step 3 is negligible because matrix H11 has small dimen-
sion k, while the computation of L21 in step 4 requires solving m−k triangular linear
systems of dimension k. Finally, in step 5, computing diag(L21D1L
T
21) amounts to
scaling the rows of LT21 by the entries of D1 and performing m − k scalar products
between vectors of dimension k.
The construction of the preconditioner P is breakdown-free in exact arithmetic.
Also, the maximum storage requirements are known in advance and an upper bound
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A MATRIX-FREE PRECONDITIONER A197
on the number of nonzero entries in L is
m+ k
(
m− k
2
− 1
2
)
.
This upper bound applies to the case when H is dense (and consequently so are
the matrices L11 and L21). For sparse H the storage requirements are signiﬁcantly
smaller. A limited memory implementation of the preconditioner is straightforward;
for a given maximum number of nonzero elements to be stored in L, say Lmax, k can
be the nearest integer to Lmax/m if H is dense. Otherwise, if H is a sparse matrix,
we can count the number of nonzero entries in subsequent columns of L and interrupt
computation of the partial Cholesky factorization when this number approaches Lmax.
A diﬀerent option is to adaptively choose the number k of columns within a prescribed
storage limit. In practice, we may choose a small initial value of k and update the
preconditioner whenever it is not eﬃcient enough, increasing the value of k until ﬁxed
storage limits are reached.
When H is of the form AΘAT , Algorithm 1 also produces an upper triangular
matrix R,
(2.3) R =
[
D
1/2
1
D
1/2
2
][
LT11 L
T
21
I
]
,
that can be used as a right preconditioner for the least-squares problem (1.3) solved
by CGLS, LSQR, or LSMR. Note that P = RTR and the SPD matrix P−1H is similar
to R−THR−1, a fact we use later on.
The following theorem shows that k eigenvalues of P−1H are equal to 1 and the
rest are equal to the eigenvalues of D−12 S.
Theorem 2.1. P−1H is similar to the block diagonal matrix[
I
D−12 S
]
,
where S is the Schur complement (2.1).
Proof. If V = P−1H , then PV = H so that
LDLTV = L
[
D1
S
]
LT .
Hence,[
D1
D2
]
LTV =
[
D1
S
]
LT ⇒ LTV L−T =
[
I
D−12 S
]
.
Bounds on the eigenvalues of D−12 S can be easily derived as follows. Let λ be
an eigenvalue of D−12 S, and let v ∈ Rm−k be an eigenvector corresponding to λ. By
D2 = diag(S) and D
−1
2 Sv = λv we get
λ =
vTSv
vTD2v
,
and using known results on the eigenvalues of the Schur complement [32] we obtain
λ ≥ λmin(S)
λmax(D2)
≥ λmin(H)
λmax(diag(S))
,
λ ≤ λmax(S)
λmin(D2)
≤ λmax(H22)
λmin(diag(S))
.
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An eﬀective heuristic technique for reducing the largest eigenvalue of H was presented
in [18]. It was based on the following “greedy” strategy. Let tr(H) denote the trace
of H . Since H is SPD, we have tr(H) =
∑m
i=1 λi(H) and
λmax(H) ≤ tr(H) = tr(H11) + tr(H22).
Following [18], suppose D2 = I. Then P
−1H is similar to
(2.4)
[
I
S
]
,
and
λmax(P
−1H) ≤ tr
([
I 0
0 S
])
= k + tr(S) ≤ k + tr(H22).
Since k is ﬁxed, the magnitude of the upper bound on λmax(P
−1H) will depend
on tr(H22). Therefore, it seems convenient to permute the rows and columns of H
so that H11 contains the k largest elements of diag(H). This choice would imply
k + tr(S)  tr(H), and thus a large reduction in the value of λmax(P−1H) with
respect to λmax(H) should be achieved.
Therefore, as already mentioned, we will apply Algorithm 1 to H¯ = ΠTHΠ, where
Π is a permutation matrix such that the block H¯11 contains the k largest diagonal
entries of H . It is important to point out that the procedure for choosing Π does
not require extra storage, merely saving a permutation vector. For clarity of the
presentation we will omit Π from now on.
It should be noted that for sparse Cholesky factorizations, permutation matri-
ces are normally chosen to preserve the sparsity of the triangular factor L. In par-
ticular one could apply threshold diagonal pivoting and promote the choice of sparse
columns with suﬃciently large diagonal elements in the Schur complement. Here
we use a practical heuristic and choose the k columns in advance from the largest
diagonals of H .
Approximating the Schur complement S by D2 = diag(S) is advantageous in
terms of minimizing the memory requirements. It means in particular that only the
diagonal entries of S have to be computed and updated. The quality of D2 as a
preconditioner for S depends on the sparsity of S. It has been shown in [29] that D2
and the optimal diagonal scaling of S satisfy
κ(D
−1/2
2 SD
−1/2
2 ) ≤ α min
Σ∈Dm−k
κ(Σ−1SΣ−1),
where α is the maximum number of nonzero elements in any row of S and Dm−k
denotes the set of nonsingular diagonal matrices of dimension m− k.
In theory, if S is dense, diagonal approximations of S other than D2 might be
preferable. For example, the diagonal matrix
(2.5) Σ˜ = diag (‖S(:, 1)‖ , . . . , ‖S(:, n− k)‖) ,
where S(:, j) denotes the jth column of S, would satisfy
(2.6) κ(SΣ˜) ≤
√
β min
Σ∈Dm−k
κ(SΣ),
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A MATRIX-FREE PRECONDITIONER A199
where β is the maximum number of nonzero elements in any row of STS. Although
this matrix would be more eﬀective than D2 when S is dense, it requires forming all
columns of S and therefore would be prohibitively expensive. We discard it as not
aﬀordable in the context of the limited memory matrix-free preconditioner we are
concerned with.
2.2. Handling small eigenvalues of H. The partial Cholesky factorization
is intended to take care of the largest eigenvalues of H and is very eﬀective in prac-
tice, as will be shown in section 3. Further, in most cases the application of LMP
reduces the condition number of P−1H considerably in comparison with the condition
number of H . On the other hand, we observed that the smallest eigenvalues of H
remain unchanged or sometimes are moved toward the origin. This occurrence can
be remedied by using the preconditioned Deﬂated-CG algorithm proposed by Saad
et al. [27].
Deﬂated-CG requires the approximation of a few eigenvectors corresponding to
the smallest eigenvalues, which are injected into the Krylov subspace. Suppose
λ1(P
−1H) ≤ λ2(P−1H) ≤ · · · ≤ λm(P−1H),
and assume that  exact eigenvectors of P−1H associated with the  smallest eigen-
values have been computed and stored in a matrix W ∈ Rm×. Then, preconditioned
Deﬂated-CG applied to the linear system Hx = b with preconditioner P starts from
an initial guess x0 such that
(2.7) r0 = b−Hx0 ⊥ span{W}
and generates a sequence {xj} satisfying
xj ∈ x0 + span{W, p0, p1, . . . , pj−1},
rj = b−Hxj ⊥ span{W, p0, p1, . . . , pj−1},
where pi, i = 1, . . . , j − 1, is the descent direction used at iteration i. This sequence
is obtained by modifying the descent direction normally used in the preconditioned
CG method. In fact, at a generic iteration i, xi is obtained from a descent direction
pi satisfying the recurrence relation
(2.8) pi = zi + βi−1pi−1 −Wμˆi,
where μˆi satisﬁes
(2.9) WTHWμˆi = W
THzi,
zi is the preconditoned residual, i.e., zi = P
−1ri = P−1(b − Hxi), and βi−1 =
(rTi zi)/(r
T
i−1zi−1). When W is the null matrix, the preconditioned Deﬂated-CG re-
duces to the standard preconditioned CG.
Injection of the eigenvectors corresponding to small eigenvalues into the Krylov
subspace implicitly improves the condition number of the original matrix. We mean
the eﬀective condition number after deﬂation, which is never larger than the original
condition number [27]. It can be proved that the sequence {xj} satisﬁes
‖x∗ − xj‖H ≤ 2
(√
μ− 1√
μ+ 1
)j
‖x∗ − x0‖H ,
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where x∗ solves the linear system and
μ =
λm(P
−1H)
λl+1(P−1H)
.
In other words, the convergence rate of preconditioned Deﬂated-CG depends on the
eﬀective condition number μ instead of λm(P
−1H)/λ1(P−1H). Clearly, if the 
smallest eigenvectors of P−1H are approximated, one can expect μ ≈ λm(P−1H)/
λl+1(P
−1H) and the convergence of CG is improved if a few eigenvalues are close to
the origin and well separated from the others.
Once the  eigenvectors have been stored in the matrix W , Deﬂated-CG requires
computation of HW and the inverse of the small matrix WTHW ∈ R× to compute
μˆi in (2.9). This means an additional cost to the usual CG method corresponding
to that of  unpreconditioned CG iterations and 2 scalar products between vectors
in Rm. Further, each iteration of Deﬂated-CG has an overhead of  scalar products
in Rm.
We combine the LMP preconditioner with the Deﬂated-CG method by estimating
a few small eigenvalues and the corresponding eigenvectors of P−1H . This task is
accomplished using the Lanczos method for sparse symmetric eigenvalue problems
applied to R−THR−1. Each iteration of the symmetric Lanczos process requires the
product of R−THR−1 times a vector. Note that this cost is that of one preconditioned
CG iteration with preconditioner LMP.
If the least-squares problem (1.3) is solved, we couple the LMP preconditioner
in the form (2.3) with Deﬂated-CGLS. In fact, a Deﬂated-CGLS algorithm can be
derived using descent directions of the form (2.8) instead of the usual ones.
Straightforward use of eigenvalue deﬂation comes at a nonnegligible cost. Esti-
mating the eigenvectors associated with the  smallest eigenvectors of P−1H needs
several iterations of the Lanczos process, requires extra storage of O(m) for W , and
increases the computational cost of every CG iteration. Of course we expect ad-
vantages, especially the reduction of CG iterations. However, these savings are not
guaranteed to oﬀset the extra eﬀort put into generating information needed to use
the Deﬂated-CG algorithm. Then, as suggested in [27], this approach is particularly
useful in the solution of linear systems with multiple right-hand sides because the
eigenvector information gathered for solving one linear system can be reused for the
next linear system of the sequence.
A further advantageous employment of eigenvalue deﬂation would be in the solu-
tion of a slowly varying sequence of linear systems as would occur in interior Newton-
like methods for linear least-squares problems or in interior point methods for linear
programming. Indeed, in these applications, we deal with a series of linear systems
Hix = bi, i = 1, 2, . . . , of form (1.3) such that consecutive matrices Hi and Hi+1 are
likely to share certain spectral properties. In particular, if the eigenvectors associated
with the smallest eigenvalues do not vary signiﬁcantly between Hi and Hi+1, then
eigenvalue information obtained for a certain Hi can be reused in the deﬂation strat-
egy for solving subsequent linear systems. It is worth mentioning that the deﬂation
technique has been used in [28] for solution of the sequence of linear systems arising
in Newton-type methods for PDE-constrained optimization problems.
Alternative approaches for preconditioning sequences of linear systems with SPD
matrices are given in [24], where limited memory quasi-Newton preconditioners are
proposed, in [19], where systems with multiple right-hand sides are solved and Ritz
information of the matrix is exploited, and in [3, 4], where updates of incomplete
factorizations are given.
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3. Numerical results. In this section we illustrate the numerical behavior of
the LMP preconditioner. All numerical experiments reported were performed on an
HP workstation xw6200 with a 3.40 GHz Xeon CPU (machine precision 2.2× 10−16)
and MATLAB version 7.0. In the ﬁrst set of experiments we tested LMP on a set of
35 linear systems and compared it with the SAINV preconditioner [6]. In the second
set of experiments we coupled LMP with Deﬂated-CGLS and analyzed its behavior
on sequences of linear systems.
3.1. Experiments with LMP. We tested the eﬃciency of LMP by solving 35
linear systems of the form (1.2) withH = AAT and b chosen as a uniformly distributed
random vector generated by the MATLAB function rand. The matrices A used to
form the linear systems are listed in Table 3.1 along with their dimensions m and n,
their density, dens(A), and the density, dens(H), of the upper triangular part of H .
The matrices are taken from the groups LPnetlib and Meszaros in the University
of Florida Sparse Matrix Collection [14]. These groups contain constraint matrices
of linear programming problems. All the chosen matrices have full rank. As we can
see from the table, the dimension m varies from 1000 to 105127, while the density of
Table 3.1
Test problems.
Group/test name m n dens(A) dens(H)
LPnetlib/lp 80bau3b 2262 12061 8.52e-4 4.82e-3
LPnetlib/lp bnl2 2424 4486 1.44e-3 5.84e-2
LPnetlib/lp d2q06c 2171 5831 2.61e-3 1.24e-2
LPnetlib/lp dﬂ001 6071 12230 4.80e-4 2.39e-3
LPnetlib/lp degen3 1503 2604 6.50e-3 4.69e-2
LPnetlib/lp ganges 1309 1706 3.11e-3 1.05e-2
LPnetlib/lp ken 07 2426 3602 9.62e-4 2.85e-3
LPnetlib/lp ken 11 14694 21349 1.56e-4 4.50e-4
LPnetlib/lp ken 13 28632 42659 7.69e-5 2.32e-4
LPnetlib/lp ken 18 105127 154699 2.20e-5 6.46e-5
LPnetlib/lp osa 07 1118 25067 5.17e-3 8.57e-2
LPnetlib/lp osa 14 2337 54797 2.48e-3 4.25e-2
LPnetlib/lp osa 30 4350 104374 1.33e-3 2.33e-2
LPnetlib/lp osa 60 10280 243246 8.52e-4 9.71e-3
LPnetlib/lp pds 02 2953 7716 7.27e-4 3.01e-3
LPnetlib/lp pds 06 9881 29351 2.18e-4 1.00e-3
LPnetlib/lp pds 10 16558 49932 1.30e-4 6.06e-4
LPnetlib/lp pilot 1441 4680 6.34e-3 6.06e-2
LPnetlib/lp pilot87 2030 6680 5.53e-3 5.84e-2
LPnetlib/lp sctap2 1090 2500 2.70e-3 1.11e-2
LPnetlib/lp sctap3 1480 3340 1.97e-3 8.09e-3
LPnetlib/lp stocfor2 2157 3045 1.42e-3 6.40e-3
LPnetlib/lp stocfor3 16675 23541 1.86e-4 8.63e-4
LPnetlib/lp truss 1000 8806 3.16e-3 2.71e-2
LPnetlib/lpi bgindy 2671 10860 2.28e-3 1.81e-2
LPnetlib/lpi ceria3d 3576 4400 1.35e-3 1.54e-1
LPnetlib/lpi cplex1 3005 5224 6.97e-4 2.51e-1
Meszaros/deter1 5527 15737 3.70e-4 2.41e-3
Meszaros/deter3 7647 21777 2.68e-4 2.11e-3
Meszaros/deter5 5103 14529 4.01e-4 2.50e-3
Meszaros/deter7 6375 18153 3.21e-4 2.26e-3
Meszaros/fxm2-16 3900 7335 1.15e-3 5.17e-3
Meszaros/ge 10099 16369 2.71e-4 1.20e-3
Meszaros/nl 7039 15325 4.36e-4 2.26e-3
Meszaros/scrs8-2c 1820 3499 1.16e-3 6.24e-2
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A belongs to the interval [2.2 × 10−5, 6.5 × 10−3]. We note that the corresponding
matrices H = AAT are much denser, with a density of the triangular part that varies
from 6.5× 10−5 to 2.5× 10−1.
In all cases, the linear systems have been solved by preconditioned CG with null
initial guess and with the following stopping criterion:
(3.1) ‖Hxj − b‖ ≤ 10−6‖b‖.
A failure is declared after 1000 iterations. LMP was applied as a factorized sparse
approximation P ≈ H in the form (2.2).
We also compared the behavior of LMP with that of the stabilized approximate
inverse (SAINV) preconditioner [6]. SAINV produces an approximate sparse factor-
ization of the inverse of H in the following form:
H−1 ≈ ZD¯−1ZT ,
where Z is unit upper triangular and D¯ is diagonal SPD. The algorithm is based on
a biconjugate Gram–Schmidt orthogonalization process with respect to the bilinear
form associated with H and requires the computation of m (sparse-to-sparse) matrix-
vector products with H . Sparsity in the inverse factors is obtained by carrying out
the biconjugation process incompletely; that is, a dropping rule is applied to the
entries of Z after each Gram–Schmidt step. The matrix D¯ is a by-product of the
Gram–Schmidt procedure. Clearly, SAINV does not require explicit computation
of H . SAINV can be applied to matrices of the form AΘAT working entirely with A
or AT , at a higher computational cost than working with the action of both A and
AT on a vector. However, it is important to mention that structural information on
the incomplete inverse factor Z can be used to reduce the computational overhead
[10]. Once Z and D¯ have been computed, ZD¯−1ZT is used as a preconditioner for H .
In our experiments we used the right-looking SAINV preconditioner available in the
Sparslab package [30] as a MEX-F90 source code with an M-ﬁle interface. A simple
rule for choosing a drop tolerance for SAINV was employed: the drop tolerance was
ﬁrst set to 10−1, and in case of failure it was progressively reduced by a factor 10.
This procedure was repeated until the linear solver achieved the required accuracy or
the memory requirements exceeded a prescribed limit.
Table 3.2
Cost of the construction and application of LMP and SAINV.
Type Construction Application
LMP m sparse-to-sparse products Θ1/2(AT ei) 2 backsolves with L11
k sparse-to-sparse products AΘ(AT ei) 1 matrix-vector product with D
−1
m − k backsolves with L11 m− k scalar products in Rk
m − k scalar products in Rk k scalar products in Rm−k
SAINV m sparse-to-sparse products AΘ(AT v) 2 matrix-vector products with Z
1 matrix-vector product with D¯
To facilitate the comparison of LMP and SAINV, in Table 3.2 we summarize, for
problem (1.2), the dominating cost of the construction and application of both pre-
conditioners. The main computational cost for LMP consists in building the diagonal
of H and the k ﬁrst columns of H . These operations can be signiﬁcantly simpliﬁed if
A can be accessed by rows. In contrast, the main computational cost of constructing
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Table 3.3
Results obtained using LMP(50), LMP(100), and SAINV.
LMP(50) LMP(100) SAINV
Test name IT CG Time IT CG Time IT CG Time
lp 80bau3b 23 1.57e−1 18 1.72e−1 20 1.56e−1
lp bnl2 48 2.80e−1 40 3.43e−1 101 4.84e−1
lp d2q06c 311 1.24e+0 142 8.91e−1 *
lp dﬂ001 232 3.42e+0 216 3.89e+0 *
lp degen3 180 1.36e+0 163 1.50e+0 *
lp ganges 71 1.40e−1 65 1.72e−1 69 2.35e−1
lp ken 07 66 2.81e−1 51 3.91e−1 *
lp ken 11 143 2.03e+0 127 2.93e+0 *
lp ken 13 157 4.40e+0 72 2.86e+0 *
lp ken 18 288 3.50e+1 274 3.50e+1 *
lp osa 07 39 5.00e−1 8 3.59e−1 23 8.90e−1
lp osa 14 39 9.21e−1 8 7.81e−1 24 3.17e+0
lp osa 30 17 1.29e+0 6 1.61e+0 25 1.03e+1
lp osa 60 17 3.73e+0 4 4.28e+0 25 5.52e+1
lp pds 02 51 1.87e−1 51 2.18e−1 *
lp pds 06 73 8.91e−1 70 9.21e−1 *
lp pds 10 82 1.67e+0 81 1.77e+0 *
lp pilot 254 1.79e+0 100 1.54e+0 235 1.68e+0
lp pilot87 285 3.71e+0 122 1.67e+0 345 5.27e+0
lp sctap2 238 7.81e−1 212 8.28e−1 175 6.09e−1
lp sctap3 278 1.00e+0 235 1.08e+0 183 7.50e−1
lp stocfor2 169 5.47e−1 133 3.91e−1 *
lp stocfor3 557 1.85e+1 550 1.92e+1 *
lp truss 133 3.90e−1 130 5.31e−1 105 2.19e−1
lpi bgindy 56 7.66e−1 36 7.97e−1 302 3.08e+0
lpi ceria3d 62 5.84e+0 53 5.47e+0 556 5.18e+1
lpi cplex1 82 7.96e+0 82 8.31e+0 16 1.90e+0
deter1 196 2.27e+0 216 2.73e+0 137 1.13e+0
deter3 199 3.40e+0 200 3.50e+0 144 1.92e+0
deter5 186 1.96e+0 183 2.84e+0 125 9.22e−1
deter7 192 2.63e+0 194 3.06e+0 148 1.53e+0
fxm2-16 273 1.47e+0 258 1.53e+0 *
ge 54 7.96e−1 24 4.85e−1 *
nl 478 5.04e+0 328 4.34e+0 630 1.19e+1
scrs8-2c 142 1.38e+0 94 9.52e−1 56 6.40e−1
SAINV consists in performing m matrix-vector products involving sparse vectors, and
these, in general, involve many more ﬂoating-point operations to complete than the
multiplications with unit vectors required by LMP.
Statistics of the runs are reported in Table 3.3, where the column headers IT CG
and Time denote the number of CG iterations performed and the execution time
in seconds, respectively. The execution time also includes the time of building the
preconditioner. The symbol * is used to denote a failure. For each test problem we
report the statistics of the runs performed with the LMP preconditioner with the
partial Cholesky factorization limited to k = 50 and k = 100 columns and with the
SAINV preconditioner. In the following we use LMP(50) and LMP(100) as shorthand
for LMP with k = 50 and k = 100, respectively. The density of the factors L and Z
is reported in Table 3.4 for the successful runs.
Let us ﬁrst analyze the results obtained using LMP with varying values of k. The
LMP preconditioner is reliable, and it is interesting to note that both values of k
are small compared to the dimension m of the problems. Speciﬁcally, on the set of
problems considered the percentage of k = 50 columns with respect to the dimension
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Table 3.4
Density of the preconditioners.
LMP(50) LMP(100) SAINV
Test name dens(L) dens(L) dens(Z)
lp 80bau3b 1.33e-3 2.21e-3 2.18e-3
lp bnl2 1.85e-3 1.00e-2 5.84e-3
lp d2q06c 1.91e-3 2.45e-3 *
lp dﬂ001 3.38e-3 8.50e-3 *
lp degen3 2.99e-2 5.95e-2 *
lp ganges 2.26e-3 2.63e-3 7.07e-3
lp ken 07 3.26e-3 1.00e-2 *
lp ken 11 2.48e-4 7.70e-4 *
lp ken 13 1.11e-4 1.83e-4 *
lp ken 18 2.49e-5 3.08e-5 *
lp osa 07 8.35e-2 1.69e-1 4.00e-2
lp osa 14 4.09e-2 8.23e-2 1.99e-2
lp osa 30 2.18e-2 4.44e-2 1.08e-2
lp osa 60 9.44e-3 1.91e-2 4.62e-3
lp pds 02 1.18e-3 1.46e-3 *
lp pds 06 2.53e-4 2.86e-4 *
lp pds 10 1.39e-4 1.51e-4 *
lp pilot 7.24e-3 2.59e-2 7.23e-3
lp pilot87 5.71e-3 1.11e-2 1.57e-2
lp sctap2 2.63e-2 8.23e-2 2.20e-2
lp sctap3 1.46e-2 4.50e-2 1.66e-2
lp stocfor2 1.42e-3 1.92e-3 *
lp stocfor3 1.28e-4 1.37e-4 *
lp truss 1.49e-2 3.96e-2 6.77e-3
lpi bgindy 1.43e-2 2.74e-2 4.98e-3
lpi ceria3d 2.41e-2 5.02e-2 4.85e-3
lpi cplex1 1.73e-2 3.39e-2 1.67e-3
deter1 7.07e-4 1.37e-3 1.53e-3
deter3 4.47e-4 7.96e-4 1.10e-3
deter5 7.95e-4 1.57e-3 1.67e-3
deter7 5.76e-4 5.76e-4 1.33e-3
fxm2-16 7.36e-4 9.37e-4 *
ge 2.07e-4 2.22e-4 *
nl 4.05e-4 9.60e-4 2.94e-3
scrs8-2c 1.34e-3 3.02e-3 4.01e-3
varies from 0.05% to 5%. Understandably, LMP(100) is the better preconditioner in
terms of CG iterations. On the other hand, unless LMP(100) oﬀers a signiﬁcant gain
in the number of iterations over LMP(50), the latter is faster; Figure 3.1 shows the
performance proﬁle [16] in terms of execution times. The performance proﬁle, plotted
in the interval [1, 3] to make clear the result of the comparison for small values of τ ,
conﬁrms that LMP(50) is more eﬃcient. This is due to savings in the construction of
the preconditioner and in its application; from the statistics of the density of factors
L reported in Table 3.4 it is evident that the partial Cholesky factor of LMP(100)
has more nonzero entries than that of LMP(50), and therefore its application is more
expensive. Summarizing, LMP(50) provides a good tradeoﬀ between the performance
and the memory requirements.
As we can deduce from the analysis of results collected in Table 3.3, LMP seems
to be more robust than SAINV on this collection of test problems, as both tested
versions of LMP succeeded in solving all examples while SAINV failed on 14 of them.
Focusing on the 21 problems successfully solved by SAINV, in Figure 3.2 we display
the performance proﬁles for LMP(50) and SAINV, using as performance measures
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Fig. 3.1. Performance proﬁle for LMP(50) and LMP(100): execution times. LMP(50) outper-
forms LPM(100) in about 70% of the runs.
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Fig. 3.2. Performance proﬁles for LMP(50) and SAINV on tests successfully solved by SAINV:
number of CG iterations (above) and execution time (below). In terms of CG iterations, SAINV
is the winner in 67% of successfully solved runs, and it is slightly better than LMP(50) when the
execution time is used as the performance measure.
the number of CG iterations and the execution time, respectively. The analysis of
results collected in Table 3.3 and the performance proﬁles reveal that, in terms of
CG iterations, SAINV is the winner in 67% of successfully solved test examples.
Further, SAINV is slightly better than LMP(50) when the execution time is used as
the performance measure. In particular, it is faster on 12 out of 21 test examples, but
the proﬁles πs(τ) of the preconditioners intersect at a point whose abscissa is τ = 2,
and, for τ > 2, LMP(50) dominates SAINV. These results are encouraging for our
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0 5 10 15 20
10−3
10−2
10−1
100
test problem
Fig. 3.3. Density of matrices H,L,Z on tests successfully solved by LMP(50) and SAINV. The
horizontal axis indicates the test problems, and marks indicate the densities plotted in logarithmic
scale. ∗ represents the density of the upper triangular part of H, + represents the density of the
SAINV factor Z, and × represents the density of the LMP factor L.
preconditioner, as SAINV uses a built-in and highly optimized C routine to compute
the preconditioner while our LMP is implemented in MATLAB.
From the statistics of the density of factors L and Z reported in Table 3.4, it
is quite evident that the density of matrices Z and of the factors L of LMP(50) are
comparable, while the factor Z is very often sparser than the factor L of LMP(100).
In Figure 3.3 we plot, in logarithmic scale, the densities of factors L of LMP(50) and
Z of SAINV for the set of 21 problems that were solved by all methods.
It is possible to improve the density of LMP by dropping the smallest elements
of the partial Cholesky factor. In our experience, such sparsiﬁcation usually leads to
an improvement in the CPU time but sometimes causes a noticeable increase in the
number of CG iterations.
3.2. Experiments with preconditioned Deflated-CG. In this section we
report results obtained using the LMP preconditioner coupled with Deﬂated-CG. The
 eigenvectors of R−THR−1 required by Deﬂated-CG are computed by the MATLAB
function laneig included in the package PROPACK developed by Larsen [21]. The
function laneig computes several eigenvalues and eigenvectors using the Lanczos
process with partial reorthogonalization. We have run laneig with a rather loose
accuracy 10−1 in the convergence criterion. We also have speciﬁed a maximum allowed
dimension, DIM L, of the Lanczos basis. As a consequence, the number of matrix-
vector products with R−THR−1 cannot exceed DIM L and the cost of applying laneig
is approximately that of DIM L CG iterations. The estimated eigenvectors returned by
PROPACK form the matrix W used in Deﬂated-CG (see section 2.2), including those for
which the accuracy requirement in laneig was not met, as long as their magnitude
is below a threshold set to 0.3. The initial guess x0 satisfying (2.7) required by
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Deﬂated-CG can be obtained [27] by setting
(3.2) x0 = x−1 +W (WTHW )−1WT r−1,
where x−1 is an arbitrary point and r−1 is the residual vector at x−1. We run Deﬂated-
CG setting x−1 equal to the null vector, and we adopt the stopping criterion (3.1).
A failure is declared after 1000 iterations.
Table 3.5
Deﬂated-CG with  = 5 eigenvectors coupled with LMP(50).
H P−1H LMP(50) LMP(50)
& deﬂation
Test name λmax λmin
λmax
λmin
λmax λmin
λmax
λmin
IT CG Time IT CG Time
lp d2q06c 1.2e+6 6.3e−4 1.9e+10 6.4e+0 3.3e−5 1.9e+5 311 1.24e+0 253 2.15e+0
lp pilot 1.1e+5 1.5e−2 7.3e+6 1.2e+1 2.5e−4 4.6e+4 254 1.79e+0 149 2.17e+0
lp pilot87 1.0e+6 1.5e−2 6.6e+7 2.2e+1 2.0e−4 1.1e+5 285 3.71e+0 263 5.02e+0
lpi bgindy 8.9e+3 4.0e−2 2.2e+5 5.5e+0 8.2e−3 6.7e+2 56 7.66e−1 40 1.84e+0
ge 1.8e+8 4.9e−5 3.6e+12 1.2e+1 8.7e−7 1.3e+7 54 7.96e−1 34 1.96e+0
nl 8.2e+4 7.0e−3 1.1e+7 7.3e+0 1.6e−4 4.5e+4 478 5.04e+0 431 7.44e+0
scrs8-2c 1.8e+3 3.4e−5 5.2e+7 5.3e+1 8.3e−5 6.3e+5 142 1.38e+0 105 2.35e+0
In Table 3.5 we report results obtained on seven examples corresponding to cases
when the LMP preconditioner caused a noticeable shift of the small eigenvalues toward
zero. We report information on the eigenvalues of both the original matrix H and the
preconditioned matrix P−1H , where P is the LMP(50) preconditioner. The minimum
and the maximum eigenvalues and their ratios are reported. As we can see, the
maximum eigenvalue of the preconditioned matrix is consistently smaller than the
maximum eigenvalue of H , while the smallest eigenvalue of the preconditioned matrix
is often moved toward the origin.
In the table, we also report the number of iterations IT CG performed by CG
and the overall execution time with and without deﬂation strategy. The approximate
eigenvectors needed by the deﬂation strategy have been computed setting  = 5 and
DIM L = 50 in laneig. Then, ﬁve approximate eigenvectors have been injected into the
Krylov subspace. The deﬂation strategy yields an improvement in the performance of
the LMP preconditioner, as Deﬂated-CG performs consistently fewer iterations than
the usual CG. It should be underlined that DIM L = 50 iterations in the Lanczos
process are not usually enough to provide good estimates of the eigenvectors. There-
fore, the provided numerical results are obtained using only rough approximations
of the eigenvectors in Deﬂated-CG. However, such rough approximations are already
beneﬁcial.
The deﬂation strategy brings undeniable beneﬁts in terms of reducing the number
of CG iterations but comes at a high computational cost and ultimately increases
the solution time. In Table 3.6 we summarize the extra eﬀort required to initialize
Deﬂated-CG and the extra operations required for solving the linear system. Clearly,
these costs are substantial. Moreover, Deﬂated-CG requires extra storage, which is
dominated by  vectors of dimension m. Constructing  eigenvectors associated with
the smallest eigenvalues of P−1H is easier to justify if this information can be used
for a sequence of related linear systems, for example, when matrices H vary slowly or
when the system has to be solved with several right-hand-side vectors.
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Table 3.6
Additional cost of the deﬂation strategy relative to the usual CG.
Initialization Solve step
DIM L matrix-vector products with H  matrix-vector products with H
DIM L applications of LMP 2 +  scalar products in Rm
m scalar products in R
 scalar products in Rm at each CG iteration
The experiments discussed in sections 3.1 and 3.2 with matrixH = AAT illustrate
the first iteration of an interior point method. However, as the interior point method
proceeds, the scaling matrix Θ displays a wide range of values and matrix AΘAT
in (1.2) becomes increasingly ill-conditioned in later iterations. The behavior of the
partial Cholesky preconditioner in the interior point method context was discussed in
[18]. We intend to test an extension of the approach which uses the deﬂation technique
and report our experience in another report.
3.3. Experiments with a sequence of linear systems. In the ﬁnal experi-
ments we considered sequences of normal equations arising in the solution of nonneg-
ative linear least-squares problems of the form
(3.3) min
x≥0
1
2
‖Bx− d‖22,
where B ∈ Rp×q (p ≥ q) has full rank. When (3.3) is solved by the Newton-like
interior method (NNLS) introduced in [5], the trial step at the jth nonlinear iteration
solves
min
p∈Rn
∥∥∥∥
(
BSj
Vj
)
p+
(
Bxj − d
0
)∥∥∥∥2
2
,
where Sj and Vj are diagonal matrices with entries in (0, 1] and [0, 1], respectively.
The following sequence of normal equations has to be solved:
AjA
T
j︸ ︷︷ ︸
Hj
p = −Aj
(
Bxj − d
0
)
, j = 0, 1, . . . ,
where Aj = (SjB
T Vj), j = 0, 1, . . . .
Since we are solving a sequence of least-squares problems of the form (1.3), we
employed CGLS with the right LMP preconditioner of the form (2.3). Further, if
the matrices Aj vary slowly, a preconditioner freeze strategy for LMP coupled with
Deﬂated-CGLS can be used. For a seed matrix, say H0, we form the LMP precondi-
tioner and approximate  eigenvectors associated with the small eigenvalues. Then,
we reuse the preconditioner and the eigenvectors throughout the nonlinear iterations
until the preconditioner deteriorates, i.e., the limit of CGLS iterations is reached. In
this case, the LMP preconditioner and  eigenvectors are refreshed for the current
matrix. We refer to this preconditioning strategy by the name FLMP Defl. As the
preconditioner is reused for several linear systems, we invest more eﬀort into its com-
putation and determine LMP with k = 100 columns. Further, as before, we used
 = 5 and DIM L = 50 in laneig. Deﬂated-CGLS was run with the initial guess given
in (3.2) and x−1 as the null vector.
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Table 3.7
Sequences of linear systems. Performance of the frozen LMP(100) without and with deﬂation
strategy.
FLMP Defl FLMP
Test IT NL(Refresh) IT CGLS IT NL(Refresh) IT CGLS Savings
lp pilot87 27(1) 3639 30(1) 6023 36%
lp ken 11 14 512 19 720 12%
lp ken 13 14 485 19 881 31%
lp ken 18 24 1937 18 2449 14%
lp pds 10 11 607 11 834 15%
lp pds 20 13 1629 13 1877 9%
lp sctap3 9 748 10 913 8%
lp truss 13 512 14 951 34%
deter1 12 1132 12 1397 11%
deter3 23 1441 28 1910 16%
deter5 13 844 26 1939 51%
deter7 18 1242 21 2050 33%
fxm2-16 33(3) 8686 47(2) 10771 17%
ge 35(3) 8425 34(3) 10021 13%
nl 28(5) 7376 32(6) 10891 30%
scrs8-2c 17 163 *
NNLS was applied to 16 nonnegative least-squares problems of the form (3.3).
These problems were formed by taking as matrix B the transpose of the matrices
listed in the ﬁrst column of Table 3.7. In order to understand the eﬀect of the
deﬂation strategy, we compare the performance of NNLS with the FLMP Defl precon-
ditioning strategy against that of NNLS coupled with the frozen preconditioner LMP.
In this case LMP(100) is computed at the ﬁrst NNLS iteration and then reused in all
subsequent iterations. Also in this case, when the limit of CGLS iterations is reached,
the LMP preconditioner is refreshed. We refer to this preconditioning strategy by the
name FLMP.
For each problem and for both preconditioning strategies, in Table 3.7 we report
the number of nonlinear iterations IT NL performed to reach convergence of the proce-
dure and the total linear iterations IT CGLS employed to solve the entire sequence. In
brackets we report the number of preconditioner refreshments performed. In the last
column we report the percentage of matrix-vector products saved by employing the
deﬂation strategy. Note that FLMP Defl requires at most 50 matrix-vector products
for approximating the eigenvectors and 5 matrix-vector products at each nonlinear
iteration to perform the Deﬂated-CGLS method. These extra costs, comparable to
those of 50 + 5×IT NL linear iterations, have been taken into account in the compu-
tation of the percentage of matrix-vector products saved reported in the last column.
We can observe that, even if the eigenvectors are approximated once at the beginning
of the iterative process and not updated, their injection into the Krylov subspace of
CGLS produces a consistent gain and the cost of approximating the eigenvectors is
fully compensated for.
4. Conclusions. We have presented a new way of preconditioning large sparse
SPD systems. The preconditioner corrects the two ends of the matrix spectrum by
identifying both the largest and the smallest eigenvalues. It is therefore expected
to signiﬁcantly improve the condition of the linear system. It works in a matrix-
free regime and allows for a trivial limited memory implementation. The comparison
with a sophisticated implementation of the stabilized approximate preconditioner [30]
demonstrates clear advantages of the new approach.
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