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Abstract
High-resolution wind series in the southern Baltic Sea for the period of 1958–2007
are analysed to generate representative climate input conditions for a multi-scale
morphodynamic model to simulate decadal-to-centennial coastline change. Four
seasonal wind classes, each characterized by a predominant distribution of wind
direction and speed, are derived from statistical analysis. Further calibration of this
statistical description is done by sensitivity studies of the model to generate similar
coastline changes of the Darss-Zingst peninsula as the measured data for the last
century. The coastline change of this area is then projected for the next 300 years
based on four different climate scenarios, through which impacts of accelerated sea
level rise and storm frequency on the long-term coastline change are quantified.
1. Introduction
Following the onset of the Littorina transgression (approximately 8000 cal
BP), the sea level in the southern Baltic Sea has reached a relatively stable
The complete text of the paper is available at http://www.iopan.gda.pl/oceanologia/
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level with minor fluctuations in the range of only a few metres in the last
6000 years (Kliewe 1995, Schumacher & Bayerl 1999). The rate of sea level
change (in this study, the term ‘sea level change’ refers only to eustatic
change) has generally been between −1 mm year−1 and 1 mm year−1 in
the southern Baltic Sea in the last 4000 years according to the results of
Lampe (2005), which is of the same order of magnitude as the neotectonic
movements in this area (Harff et al. 2007). Along with the stable sea
level and neotectonic conditions, other processes such as climate change,
hydrodynamics and sediment transport have become increasingly important
for coastline evolution (Schwarzer & Diesing 2003).
In contrast to other waters, the Baltic Sea is distinguished by its great
variety of coastal types. In general, till material predominates along the
southern and south-eastern coasts, while hard-bottom and rocky shores are
typical on northern coasts (Schiewer 2008). The Baltic Sea can be described
as a tideless semi-enclosed marginal sea. The hydrodynamics of the Baltic
is characterized mainly by complicated meso-to-large scale wind-driven
currents and local-scale wind-induced waves. Tides coming from the North
Sea attenuate quickly after entering the Baltic Sea through a series of narrow
channels. The tidal range in the southern Baltic area is no more than 15 cm,
while large-scale meteorological situations can excite a storm surge with
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Figure 1.General features and location of the Darss-Zingst peninsula. Hindcasted
wind series at five points (triangles) are analysed to generate the representative
wind inputs for the long-term model
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water level changes of the order of 1.5 m within one day. The Darss-Zingst
peninsula (Figure 1) on the southern Baltic was formed after the postglacial
transgression (Schumacher 2002, Lampe 2002) and is composed of two main
parts. The exterior part is a triangularly shaped barrier island with two
‘wings’ extending south-westwards (Fischland-Darss) and eastwards (Darss-
Zingst), and a headland (Darsser Ort) linking the two wings in the north.
The formation of the barrier island is the result of a combination of climate
change, hydrodynamics and sediment transport, which still remains active
today. The interior part consists of a chain of lagoons (the ‘Darss-Zingst
Bodden’), which are subject to progressive phytogenic silting-up. The
westerly exposed coast of Darss and the northerly exposed coast of Zingst
are characterized by strong abrasion of the cliff coast and the flat beach
coast, as well as a rapid accumulation at the top of the headland (Darsser
Ort) as a result of the abundant sediment supply brought by the wind-
induced longshore currents. The eastern extension of the peninsula is the
‘Bock’ sand flat, which is separated from the southernmost tip of Hiddensee
Island by a dredged channel. Bock Island is like a container, where sediment
transported southwards along Hiddensee and eastwards along the Zingst
coast accumulates. The particular evolution of the Darss-Zingst peninsula
may serve as a good example to study coastal evolution under long-term
climate change, and has instigated several descriptive and conceptual studies
in the last 100 years (Otto 1913, Kolp 1978, Lampe 2002, Schumacher 2002).
In contrast to traditional geological and sedimentological studies based
on field observation and analysis, morphodynamic modelling of coastal
evolution based on process concepts is in its infancy, owing to its dependence
on computer power, which has only recently become available. Process-
based models can be divided into three categories according to their object
of study on different time scales: (1) real-time simulation on time scales
from tidal to seasonal periods, (2) medium long-term simulation on time
scales from annual, decadal to centennial and millennial periods, and (3)
extreme long-term or geological time scale (longer than 10 000 years scale)
simulation. Models for the first and third category are well developed today
and a wide range of such models is available. However, the development of
models for the second category (hereafter referred to as ‘long-term model’)
has yet to reach maturity (Fagherazzi & Overeem 2007). A common way
of simulating decadal-to-centennial coastal morphological evolution is to
extrapolate the real-time calculation (the first type of model) to longer time
periods. However, poor results are usually obtained when these models
are applied directly on such a time scale. This is due mainly to three
reasons: (1) the time step of calculation in high-resolution process-based
models (the first type of model) is determined by the shortest time-scale
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process, i.e. usually of the order of seconds or minutes, and truncation
errors generated after each calculation time step can accumulate during
continuous run cycles in a long-term model, giving rise to substantial
bias between the final simulation results and reality; (2) detailed time
series of data (e.g. flows, waves and sediment) covering such a long
time span serving as model boundary input are absent; and (3) the
variation of bathymetry occurring in a stochastically short time period,
e.g. in a wind storm period, may exceed the change in a longer time
span (1 year). One way of bridging the gap between the simulation of
short-term hydrodynamics, sediment transport and morphological changes
taking place over much longer timescales is to integrate the concepts of
‘reduction’ (de Vriend et al. 1993a,b, Latteaux 1995) and techniques of
morphological update acceleration (Roelvink 2006, Jones et al. 2007) into
high-resolution process-based models. Three approaches can be derived
from the ‘reduction’ strategy: (1) model reduction, in which only the main
driving terms on the scale of interest are considered, while small scale
processes that can be smoothed over a longer time period are avoided or
integrated into an average term; (2) input reduction, in which the input
data should be refined into some representative data groups capable of
producing similar results as the whole variety of real time series on the
scale of interest; and (3) behaviour-based models, in which small scale
processes are replaced by observational knowledge. By ‘extracting’ the most
important processes responsible for the long-term coastal morphological
evolution based on the concepts of ‘reduction’ and combining the technique
of morphological update acceleration, high-resolution process-based models
are applied to long-term simulation. Decadal tidal inlet change (Cayocca
2001, Dissanayake & Roelvink 2007), decadal micro-tidal spit-barrier
development (Jime´nez & Arcilla 2004), millennial tidal basin evolution
(Dastgheib et al. 2008) and millennial delta evolution (Wu et al. 2006)
were all simulated by such models, in which promising results were obtained.
Recently, a modeling methodology was developed by the authors
for simulating the decadal-to-centennial morphological evolution of wave-
dominated barrier islands in the southern Baltic Sea (Zhang et al. 2010).
The methodology consists of two main components: (1) a preliminary
analysis of the key processes driving the morphological evolution of the
study area based on statistical analysis of meteorological data and sensitivity
studies, and (2) a multi-scale process-based morphodynamic model, in
which the ‘reduction’ concepts and techniques for morphological update
acceleration are implemented. The model is validated by comparison
between measured data and simulated coastline change of the Darss-Zingst
peninsula for the last 300 years. A detailed description of the model
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construction and its modeling strategy for a long-term scale is introduced
in Zhang et al. (2010). In this paper we introduce mainly the concepts
of representative climate input conditions for the morphodynamic model
and the methodology for generating representative climate input conditions.
The coastline changes of this area in the next 300 years, based on four
different climate scenarios derived from different studies, are then projected
by the model, through which the impacts of accelerated sea level rise and
storm frequency on long-term coastline change are quantified.
2. Material and methods
2.1. Brief description of the model
Simulation of the decadal-to-centennial morphological evolution of the
Darss-Zingst peninsula is based on a multi-scale morphodynamic model
consisting of 8 modules to calculate different physical processes that drive
the evolution of the specific coastal environment. The two-dimensional
vertically integrated circulation module, the wave module, the bottom
boundary layer module, the sediment transport module, the cliff erosion
module and the nearshore storm module are real-time calculation modules
that aim to solve short-term processes. A bathymetry update module
and a long-term control function set, in which the ‘reduction’ concepts
and technique for morphological update acceleration are implemented, are
integrated to up-scale the effects of short-term processes to a decadal-to-
centennial scale.
2.2. Wind analysis
Boundary input conditions for a long-term (decadal-to-centennial) mor-
phodynamic model such as time series of tides, winds, waves and mass
flux cannot be specified at a centennial time span owing to the lack of
measurements. On the other hand, even if detailed, measured time series
of boundary conditions were provided, it would be an extremely time-
consuming job for a high-resolution process-based model to calculate the
centennial-scale coastal evolution with the measured time series. This is
because the time step of calculation in high-resolution process-based models
is determined by the shortest time scale process, which usually has to
be solved on a time scale of seconds or minutes. Representative input
conditions, which are generated by the statistical analysis of the measured
time series, provide an effective way of solving the input problem for the
long-term model. The generation of representative input conditions is based
on the concept of ‘input reduction’ for long-term modelling (de Vriend et al.
1993a,b). The criterion for judging the validity of the representative input
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conditions is whether the simulation results based on the representative
input conditions are the same as the reference data. As the effects of
tides can be neglected in the southern Baltic Sea, only the time series of
winds are needed for generating the representative input conditions. In
this study we use the hindcast high-resolution wind series (covering the
southern Baltic area with a spatial resolution of 50 km× 50 km) from
1958 to 2007 (provided by Weisse, GKSS-Research Centre, Geesthacht) to
generate the representative wind conditions. The hourly wind series result
from a hindcast in which the regional atmosphere model is driven with
the NCEP/NCAR global re-analysis in combination with spectral nudging.
A detailed description of the atmosphere model and its validation are given
by Weisse & Guenther (2007) and Weisse et al. (2009).
The hindcast wind series at five points covering the Darss-Zingst
peninsula are analysed (Figure 1). The differences of wind time series among
these points can be measured by the RMSE (Root Mean Square Error):
RMSEX, Y =
√
N∑
i=1
(yi − χi)2
√
N
, (1)
where X = {χi}, Y = {yi} are two separate data sets, each of N elements.
By using the hourly wind series at Point 3 as the reference data, RMSE
between the wind series at this point and other points are calculated and
listed in Table 1. Here u represents the east-west component of the wind
(positive towards the east) and v represents the north-south component of
the wind (positive towards the north). Results indicate that the wind time
series at these points are quite similar.
Table 1. RMSE of hourly wind time series between Point 3 and other points on
the Darss-Zingst peninsula for the period 1958–2007
Point RMSE of u RMSF of v
with Point3 [m s−1] with Point3 [m s−1]
4 0.39 0.27
5 0.51 0.41
11 0.79 0.55
12 1.03 0.67
2.2.1. Generation of representative wind series
As the hourly wind series at the five adjacent points are quite similar, we
introduce here mainly the results of the statistical analysis at Point 3 as this
point is closest to the western boundary of the local model, and statistical
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Figure 2. Four wind classes, each with a predominant wind direction, are classified
from the wind roses of 12 months based on the data from 1958 to 2007
results indicate that the wind time series at Point 3 is closest to the mean
value of the series at the five points (with a value of 0.34 m s−1 for the RMSE
of component u and 0.22 m s−1 for the RMSE of component v). Statistical
results indicate that the southern Baltic Sea is dominated by westerly winds
and the 50 year-averaged wind speed is 7.5 m s−1 in the Darss-Zingst area.
The ratio of westerly winds (hours) to easterly winds (hours) is about 18:11.
The distribution of wind directions of each month in this period shows
that the winds in the Darss-Zingst area can be classified into four seasonal
classes (Figure 2). Each class has a predominant distribution of wind
direction. By combining the monthly average wind speed profiles, Class 1
(October, November, December, January and February) can be identified
as a winter class with relatively strong wind conditions; the prevailing wind
direction is WSW. Class 3 (June, July and August) can be identified as
a summer class with mild wind conditions dominated by the WNW winds.
Class 2 (March, April and May) and Class 4 (September) are transitional
classes with moderate wind conditions. Class 2 is dominated by the East-
West balanced winds and Class 4 is dominated by westerly winds. The
Weibull distribution is utilized to analyse the wind strength. The Weibull
distribution function is a two-parameter function, for wind speed
f(χ ≥ 0; k, λ) = k
λ
(
k
λ
)k−1
exp
[
−
(
χ
λ
)k]
, (2)
where f is the probability density function (PDF) of the wind speed, χ
represents the wind speed, k > 0 is the shape parameter, and λ > 0 is the
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scale parameter. The cumulative distribution function is given by
F (χ) = 1− exp
[
−
(
χ
λ
)k]
. (3)
With a double logarithmic transformation, eq. (3) can be written as
ln{− ln[1− F (χ)]} = k ln χ− k ln λ. (4)
Knowing F (χ) and χ from the wind speed data, the value of k and λ can
be determined by least squares fitting using eq. (4).
Table 2. Monthly long-term shape parameters k, scale parameters λ and Pearsons
Chi-square χ2 of the Weibull distribution at Point 3 for the period 1958–2007
Month Shape (k) Scale (λ) χ2
with Point3 [m s−1] with Point3 [m s−1]
Jan. 2.44 9.40 0.015
Feb. 2.41 8.97 0.015
March 2.29 8.52 0.018
April 2.24 7.16 0.021
May 2.22 6.70 0.019
June 2.17 6.66 0.022
July 2.12 6.84 0.021
Aug. 2.20 6.87 0.019
Sept. 2.27 7.61 0.023
Oct. 2.40 8.89 0.017
Nov. 2.51 9.29 0.016
Dec. 2.52 9.37 0.011
The Weibull parameters for each month (Table 2) are obtained by
applying eq. (4) to the 50-year wind series. Pearson’s Chi-square test is
used to evaluate the performance of the Weibull fitting, which is given by
χ2 =
N∑
i=1
(Oi − Ei)2/Ei, (5)
where Oi is the measured frequency for bin i (the wind speed data is divided
into 60 bins at intervals of 0.5 m s−1), and Ei is the expected frequency for
bin i, which is calculated by
Ei = k(F (i/2) − F (i/2 − 0.5)), (6)
where k is the size of the wind speed series, and F is the cumulative
distribution function given by eq. (3).
Results of Pearson’s Chi-square test show satisfactory fitting of the
Weibull distribution to the wind data (Table 2). Weibull parameters for
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Figure 3. (a) Distribution of wind directions for each class: 90◦ indicates an
easterly wind and 270◦ a westerly wind; (b) the Weibull distribution of wind speeds
for each class
the months in Class 1 indicate their similar distributions of wind strength.
The months in Class 3 also have similar Weibull parameters. The Weibull
parameters of the three months in Class 2 indicate a decreasing trend of wind
strength. The average term of the wind strength of this class is reflected
in the April distribution. Based on the similarities of the monthly Weibull
parameters within the same class, the Weibull distribution for each class is
obtained by applying eq. (4) to the wind series of the months within the
same class. The results are shown in Figure 3b (parameters of Class 4 are not
shown as they are already listed in Table 2). The concept of ‘representative’
monthly wind series is introduced in this study. A representative monthly
wind series is composed of 720 (hours in a month) synthetic wind elements.
This is able to reflect statistically the features (spectrum) of a wind class,
and thus represents the months of one class. The use of representative
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monthly wind series is related to the strategy of morphological update
(Zhang et al. 2010). The model calculates one representative wind series
instead of all the months it represents; thus, it is able to save CPU time.
Based on the Weibull parameters for each class, the representative monthly
wind series are derived through the following procedures:
(1) Four wind classes are used to generate their corresponding repre-
sentative monthly wind series. Wind speeds of each representative
series are given by the Weibull distributed random numbers, which
are calculated from the shape parameter k and the scale parameter λ
for each class. Wind directions of each representative wind series are
given by the statistical results of the 50-year wind data in each class
(Figure 3a);
(2) The generated Weibull random numbers (unit: m s−1) are classified
into 15 zones (from 0 m s−1 to 30 m s−1) at intervals of 2 m s−1; next,
these numbers are ‘marked’ by directions according to the statistics of
the directional distributions within each speed zone based on the 50-
year data. After this step all the wind elements (each with a speed and
direction) are ready and then these elements need to be arranged to
obtain a wind series. Usually, a real wind series is composed of a series
of wind ‘sub-groups’ as shown in Figure 4. In this study, a wind sub-
group is defined as an independent time series (event) in which the
elements have similar directions. The range of a wind sub-group is
restricted by either a transition of the wind direction (>= 45◦) or
a low wind speed (<= 3 m s−1, as a wind speed of 3 m s−1 is not
able to induce visible sediment transport). Eight direction groups are
defined, named N–NE, NE–E, E–SE, SE–S, S–SW, SW–W, W–NW
and NW–N; the wind elements are then reclassified into these 8 wind
direction groups. The next step is to extract the sub-groups from the
8 large groups;
720630540450360270180900
time[h]
5 m s-1
Figure 4. Example of a real wind series (January 2000). A wind sub-group is
defined as an independent event (red circle). Elements within one sub-group have
similar directions
(3) The number of sub-groups has to be determined as it influences the
wind fetch in the model calculation (i.e. a large sub-group which
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contains a long series of wind elements with similar wind directions will
induce larger wind fetch and stronger waves in the model calculation).
As the research area is dominated by westerly winds, the division of
the westerly wind sub-groups (SW–W and W–NW) is analysed. No
division is carried out in the other groups (N–NE, NE–E, E–SE, SE–
S, S–SW and NW–N). The resultant representative wind series for
class 1 after step (2) and the division scheme of the westerly wind
sub-groups are shown in Figure 5. Sensitivity experiments (which
will be described in the following part) are carried out to obtain the
optimum division of the westerly wind sub-groups capable of inducing
approximate coastline change in the morphodynamic model compared
to the measured data;
Class1
a (SW-W) sub-group
1
2 3 4
5
6
7
8
0 100 200 300 400 500 600 700
a (W-NW) sub-group
time series [h]
15 m s-1 E
S
W
N
Figure 5. Top panel: Generated representative wind series for Class 1 after step
2. Middle panel: Division of the westerly wind sub-groups by a factor of two in
representative wind series 1. Bottom panel: Division of the westerly wind sub-
groups by a factor of four in representative wind series 1
(4) When the optimum division of wind sub-groups is obtained through
the sensitivity studies, the sub-groups of each representative wind
series are arranged according to the short-term cyclical term on an
hourly or daily scale, and the resultant representative series need to
be further corrected by longer-term (yearly) trend and cyclical terms.
Longer time scales of trend and cyclical terms that exceed the time
span of the hindcast data (50 years) also need to be analysed according
to the studies of long-term climate change. In our present study,
the trend and cyclical term at scales longer than 50 years for the
hindcast and projection of the 300 years’ evolution of the Darss-Zingst
peninsula are neglected and the normal wind conditions that exclude
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storm information are assumed to be periodic every 50 years. This
assumption is based on the analysis of the trends and cycles of the
50-year wind data, which is introduced as follows.
The yearly trend term of wind series is given by
{Vt+n} = {Vt}+mL,n, (7)
where {Vt+n} represents the average value of wind series in the nth time
period (year), {Vt} represents the average value of the first wind series
(year), mL,n is the yearly trend term of the wind series. To determine the
yearly trend terms, the Weibull parameters for each year from 1958 to 2007
are calculated. The linear best-fit functions of the parameters indicate very
slight trend terms. For the scale parameter λ, the best-fit function is
y = 0.0004χ − 0.03, (8)
where y denotes the value of λ , and χ denotes the year (from 1958 to 2007).
For the shape parameter k, the best-fit function is
y = 0.0004χ + 1.447. (9)
These trend terms are too small to be considered on a decadal-to-centennial
scale, so the yearly-scale trend term of wind strength is assumed to be zero.
The cyclical term of wind series can be divided into a long-term (yearly)
cyclical term (SL, n) and a short-term (hourly to daily) cyclical term
(SL, h). The short-term cyclical term is obtained by calculating the auto-
correlation coefficients of hourly wind speed and wind direction series with
time lags from 1 hour to 8760 hours. Results show that the value of the
autocorrelation coefficient decreases abruptly from 0.95 to 0.1 in the first
72 hours in both series, and is maintained in the range from −0.1 to 0.1
in lags from 72 to 8760 hours. The loss of correlation within a short time
in both series indicates that there are no short-term cyclical terms in the
wind series. The yearly cyclical term is shown in both class-averaged wind
speed series and wind direction series, which indicates similarities of wind
series within each class on a yearly scale. Based on the results of the cyclical
terms, each representative wind series can be regarded as an independent
series not correlated with the others.
With the information on trend and cyclical terms to hand, we can
conclude a modelling strategy that the generated representative monthly
wind series for each class, which serve as climate inputs for the model, is
merely repeated in every cycle of model calculation (each cycle calculates
one year’s morphological change) without any trend correction. The same
representative wind series are used in the hindcast of the last 300 years as
well as the forward projection to the next 300 years. The use of the same
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wind input conditions in the future projection is based on the IPCC (2007),
which indicates that there are no consistent agreements on the future change
of average or extreme wind speeds in Europe.
2.2.2. Storm analysis
Most information about extreme wind events is filtered in the generation
of representative wind series, as extreme wind events make up only a small
percentage of the whole time period. The statistics of hindcast wind data
from 1958 to 2007 indicate that extreme wind events are frequent in the
southern Baltic area and may play an important role in reshaping the
coastline of the Darss-Zingst peninsula. Normally, the definition of a storm
is related to water level variation and wind speeds. However, as only the
wind data for this 50-year period are available, we here define a storm as
a continuous time series with maximum wind speeds greater than 20 m s−1,
minimum wind speeds greater than 14 m s−1 and of duration longer than
24 hours. According to this criterion, 57 storms occurred in the Darss-
Zingst area during 1958–2007, 8 of which were from the east and the rest
from the west. Statistical results indicate that January and November can
be described as storm months: 31 storms took place in this period. The
distribution of storm directions indicates that WNW is the most probable
direction for a storm in this area, with a percentage of 43%. The most
probable direction for an easterly storm is NE, with a percentage of 65%
in the 8 storms. The annual maximum wind speed profile indicates that
storms occur almost every year and that there is no distinct trend in the
variation of the storm strength in this 50-year period.
Extreme value theory is applied to analyse the storms. The Gumbel
distribution is used to calculate the return period of storms. The probability
density function of the Gumbel distribution is
f(χ) =
1
σ
exp
[
µ− χ
σ
− exp
(
µ− χ
σ
)]
, (10)
where σ is the scale parameter, µ is the location parameter, and χ is the
maximum wind speed of the year.
The cumulative distribution function of the Gumbel distribution is given
by
F (χ) = exp
[
− exp
(
µ− χ
σ
)]
. (11)
Following a double logarithmic transformation, eq. (11) can be written as
ln[− lnF (χ)] = µ− χ
σ
. (12)
Knowing F (χ) and χ from the statistics of the annual maximum wind
speed, the values of σ and µ can be obtained by least squares fitting using
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Figure 6. (a) Probability of the annual maximum wind speed being exceeded; (b)
return periods of maximum wind speeds (b)
eq. (12). The best-fit Gumbel distribution of the annual maximum wind
speed for the period of 1958–2007 is given by σ = 1.498 and µ = 20.49. The
resultant Gumbel fitting curve is shown in Figure 6a. The return period of
the annual maximum wind speed is thus given by
R(χ) =
1
1− F (χ) . (13)
The curve of R(χ) is shown in Figure 6b. Some maximum wind speeds
with their return periods and probability of occurrence are listed in Table 3.
Table 3. Calculated return periods and probabilities of occurrence of annual
maximum wind speeds on the Darss-Zingst peninsula based on 50-year data
Annual maximum Return period Probability
wind speed [m s−1] [years] of occurrence [%]
28.6 100 1
27.4 50 1.8
26.2 25 1.8
25.8 20 3.5
24.5 10 7
23.1 5 17.5
21.5 2 47
18.3 1 96.5
It is not realistic for the morphodynamic model to include every wind
storm with a different return period. According to the distribution of wind
storm directions and the frequency of the storms that blew in the research
area in the period of 1958–2007, one annual storm from the WNW and
a once-every-n-years storm from the NE are included in the model. Here,
n is a variable (which should range between 5 and 10 according to the
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statistical result) that results from correction of the wind-induced wave
spectrum aiming at inducing similar coastline change to the measured data.
The maximum wind speed is 21.5 m s−1 in both storms and the duration is
48 hours (wind speed above 14 m s−1, according to the definition of a storm),
which is the typical duration of a storm in the southern Baltic Sea according
to the statistical results of wind storms in 1958–2007. The wind speed is
assumed to increase linearly from 14 m s−1 to 21.5 m s−1 and then decrease
linearly to 14 m s−1 within this time span.
2.3. Calibration of the representative wind series
Four primary representative wind series are generated according to the
methodology presented in section 3. However, these are not yet the final
series serving for the model boundary input as the internal variation of
these series such as the ordering of the wind sub-groups and the wind fetch
(determined by the division of wind sub-groups) may significantly influence
the simulation results. In order to obtain a wind series that induces a similar
coastline change as the measured data (Figure 7), a series of model runs are
carried out to test the sensitivity of the simulation results to the variation
of the representative wind series.
cliffcoast
opening
coastal loss
(m per 100 yr)-80
Figure 7. Measured coastline change of the Darss-Zingst peninsula in the 20th
century (from the State Agency for Environment and Nature, Rostock (StAUN
1994)). A negative number denotes coastline retreat, a positive number denotes
coastline accretion (m per 100 years)
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The coastline change from 1900 to 2000 is modelled in a series of
runs using different settings of wind input conditions. In the first set of
runs, Run01, Run02 and Run03 have the same parameter setting except
for the return periods of a north-easterly wind storm. Run01 does not
include NE storm effects; Run02 considers a return period of 10 years of
the NE storm, and Run03 considers a return period of 5 years of the NE
storm. Comparisons of the model results are shown in Figure 8. The
results demonstrate that north-easterly storms have significant effects on
the Zingst coast (from Point 11 to 15) and exert a dominant influence on
coastline change on Zingst. The coastline change induced by NE storms
with a return period of 5 years (Run03) is nearly twice as much as that
without NE storms (Run01) on Zingst. However, the other parts of the
research area are not very sensitive to NE storms. These areas are reshaped
mainly by the long-term effects of waves and longshore currents. Wind
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Figure 8. Top panel: Comparisons of model results with different parameteri-
zations of storm frequency. Bottom panel: Comparisons of model results with
different divisions of westerly wind sub-groups. The x-axis indicates the coastal
points along the peninsula in both graphics
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storms from the WNW increase these long-term effects and induce a ca
10% greater coastline change. The return period of 5 years of the NE storm
in the model produces a similar coastline change to the measured data. The
second set of runs is designed to test the sensitivity of coastline change to
different divisions of the westerly wind sub-groups. These runs have the
same parameter setting except for the division of the westerly wind sub-
groups in the representative wind series. Run03 (the same run described
in the first set) has no division of westerly wind sub-groups; Run04 has
a division of the westerly wind sub-groups by a factor of two; Run05 has
a division by a factor of four. Results indicate that the coastline along Darss
faces more changes (either recession or accretion) under a longer westerly
wind fetch (fewer divisions), but the trend decreases eastwards along Zingst
to Hiddensee Island. Such a decreasing trend implies that the coastline
at different sites responds differently to the wind fetch. The Darss coast
is most sensitive to the westerly wind fetch because of its geographical
position and relatively deep water environment; the Zingst coast is less
sensitive to westerly winds owing to the sheltering effects of the headland;
the nearshore area of Hiddensee is relatively shallow (mostly within 10 m),
which causes a considerable dissipation of the energy of the waves before
their arrival at the shoreline; hence less coastline change is induced along
the island. A longer westerly wind fetch also induces more growth of
the headland at the Darsser Ort and more sedimentation in the channel
between Bock Island and Hiddensee. The division factor of two (Run04)
of the westerly wind sub-groups in the representative wind series produces
a better-fit coastline change to the measured data than the other two runs.
In the third set of runs, Run03 (the same run as mentioned above), Run06
and Run07, the long-term effects caused by the different orderings of the
wind sub-groups are calculated. Model results indicate that the long-term
(100 years) coastline change is not very sensitive to the ordering of the
wind sub-groups. Differences in the calculated bathymetric change at the
same coastal profile are within 7% among the different model runs, and
the differences in coastline change at the same point (the coastal points are
indicated in Figure 8) are within 4%. This may be due to two reasons:
(1) the repetitive cycles of calculation with these wind series smooth out
the differences caused by different orderings of wind sub-groups and (2) the
effects of the dominant westerly winds cannot be eliminated by different
orderings of the wind sub-groups.
As a whole, Run04 (with a return period of 5 years for the NE storm
and division of the westerly wind sub-groups by a factor of two) produces
the best-fit coastline change to the measured data in the last century.
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2.4. Validation of the representative wind series
A digital elevation model (DEM) of the research area for the year
1696 was reconstructed on the basis of high-resolution bathymetric and
topographic data sets measured in modern times (Zhang et al. 2011).
Based on the reconstructed DEM, a recent sediment map, an isostatic map,
an eustatic scenario for the last three centuries (Meyer et al. 2008) and
validated modules, the model was applied to hindcast the coastal evolution
of the Darss-Zingst peninsula from 1696 to 2000 without taking into account
anthropogenic influence (Zhang et al. 2011). The calibrated representative
wind series serve as input conditions for the model. Successful validation
of the representative wind series was shown by comparison between the
modelled coastline change and the measured data along the peninsula with
a RMSE = 61 m (which is about 1/5 of the averaged coastline change
for the last 300 years). The simulated coastline in different time periods
indicates a smooth evolution of the area in the last 300 years. Most of
the coastline has been retreating except two parts: (1) the headland and
its eastern side and (2) Bock Island. These two areas act like reservoirs
where sediment converges, but the mechanisms driving their evolution are
different. The growth of the headland is a combination of long-term wave
dynamics (wave breaking, longshore currents) and short-term storm effects.
The development of Bock is a residual effect of long-term wave dynamics
(Zhang et al. 2010). The simulated results agree with other studies on
the Darss-Zingst peninsula (Lampe 2002, Milbradt & Lehfeld 2002, Froehle
& Dimke 2008).
3. Results
Based on a successful validation, the model is used to project the
morphological evolution of the Darss-Zingst peninsula during the next
300 years without consideration of any coastal protection measures. The
effects of sea level rise and storm frequency on coastline change in the
southern Baltic are quantified. Four different climate scenarios are designed,
based on existing studies of climate change in the southern Baltic Sea or
adjacent area (North Sea). All scenario runs use the same representative
wind series described in section 3.1. The differences among these runs
are the parameterization of the storm frequency and the rate of sea level
change. The first scenario (Scenario 1) assumes an average sea level rise of
2 mm year−1 (Meyer et al. 2008). The storm frequency in this run remains
the same as the 50-year statistical results (i.e. an annual WNW storm and
a once-every-5-years NE storm). Though there is little consistent evidence
among different studies that shows changes in the projected frequency of
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extreme wind events at either a global or a regional scale (IPCC 2007), in
order to quantify the effects of storms on the coastline change, an increase of
the storm frequency by 20% (both for storms from the WNW and the NE)
compared to the 50-year results is assumed in the second climate scenario
(Scenario 2). A sea level rise of 2 mm year−1 is also parameterized in the
second scenario. The third climate scenario (Scenario 3) assumes an average
sea level rise of 3 mm year−1 according to the projection results (1990–2100)
of the sea levels of the Baltic Sea described in Meier et al. (2004). The storm
frequency remains the same as the 50-year statistical results in the third
scenario. In the fourth climate scenario (Scenario 4) both the rate of sea
level rise and storm frequency are increased (i.e. a 3 mm year−1 sea level
rise and an increase in storm frequency by 20% compared to the 50-year
data).
3.1. Morphological change
The coastline change in most parts of the peninsula is accelerated
compared to the change in the last 300 years owing to the sea level rise
in Scenario 1 (Figure 9). An increment of 10–15 m per 100 years in the
coastline retreat on the Darss coast is anticipated compared to the rates of
Figure 9. Projected coastal evolution of the Darss-Zingst peninsula in the next
300 years based on climate Scenario 1. The red circles indicate the active channels
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the 20th century, whereas the coastline change on Zingst is more drastic
with an increment of 20–30 m per 100 years. The headland is still growing
in this period, but this tendency gradually slows down, partly due to the
sea level rise, which counterbalances deposition to some extent, and partly
due to the decrease in the sediment source, because some of the currents are
directed into a new storm-generated channel in the middle part of Darss.
There are two channels in the Bock area nowadays – one between Zingst
and Bock and the other between Bock and Hiddensee. According to the
model results, the channel between Bock and Zingst will silt up completely
in the next 100 years, while the channel between Bock and Hiddensee will
continue to exist for the first 100 years but will eventually close between
2100 and 2200. Two new channels, leading to more efficient water exchange
between the inner lagoon and the outer sea, will be formed according to the
projection results.
Compared to Scenario 1, an increase in storm frequency has conspicuous
effects on coastline change, which are shown in the projection result of
Scenario 2 (Figure 10). Erosion of the coastline is stronger than in Scenario 1
with about 35% more changes on average. The maximum increased retreats
Figure 10. Comparison of the projected morphology of the Darss-Zingst peninsula
in 2300 based on 4 different climate scenarios. The red circles indicate the active
channels
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Figure 11. Comparison of the projected profiles of the Darss coast in 2300 based
on 4 different climate scenarios
on the Darss and the Zingst coastlines are 97 m and 190 m respectively. In
contrast to the stronger erosion on most parts of the coast, the growth of
the headland and the Bock area is further developed in Scenario 2 compared
to Scenario 1. An increased extension of 150 m of the headland compared
to Scenario 1 is predicted in Scenario 2. Such growth is induced by the
increased frequency of storms, especially from the west, which scour large
amounts of sediment offshore from the shoreline area; these sediments are
then gradually transported towards the headland by longshore currents.
The increased sedimentation in the Bock area is a combination of storm
effects from different directions (westerly and easterly). The westerly storms
induce more deposition in the offshore area by erosion on the Hiddensee
coastline, whereas the easterly ones are mainly responsible for erosion on
the Zingst coastline, which provide additional sediment sources for the Bock
area. Four new channels are created in Scenario 2, two of which are on the
Darss coast, one on the Zingst coast and one on Hiddensee. These channels
play a key role in changing the hydrodynamics and turning the inner lagoon
system into an open environment that is more vulnerable to storm attack.
The effects of accelerated sea level rise (3 mm year−1) on the coastline
change are reflected in Scenario 3 (Figure 10). The coastline change caused
by such an accelerated sea level rise is even more remarkable than that due
merely to increased storm frequency (Scenario 2). Although the coastline
of the whole area is facing more changes under the effects of accelerated
sea level rise, different parts of the area respond differently. The coastline
change on Darss in Scenario 3 is similar to Scenario 2, with an average
increased retreat of 45 m compared to Scenario 2. The differences between
these two scenarios become distinctive in the headland and the Zingst area.
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The projected headland in Scenario 3 is much narrower than in Scenarios 1
and 2, even though it is still growing. An increased retreat of about 150 m
in the western part and about 165 m in the eastern part of the headland
(compared to Scenario 2) is projected in Scenario 3. The ‘thinning’ of the
headland is caused mainly by the effects of accelerated sea level rise. As
the sea level rises more rapidly than usual (Scenario 1), sediments (either
from coastal erosion or supplied by longshore currents from other sources)
become easier to trap in the deeper offshore area, where waves are difficult to
reach (this can be identified from the profile changes shown in Figure 11).
Trapping of sediment in the offshore area reduces the number of sources
for the headland’s growth; on the other hand the rise of sea level further
counterbalances the sedimentation around the headland. With a smaller
sediment supply, the headland thus becomes ever narrower. The accelerated
sea level rise is not only responsible for the ‘thinning’ of the headland, but
also causes significant changes in the Zingst area: this is mostly submerged
by water in Scenario 3, leaving only several discrete sand flats. Hiddensee
suffers a similar fate and is split into two main islands. Five new channels
are formed in Scenario 3, two of which are on Darss, two are on Zingst and
one is in the Hiddensee area. The results of Scenario 3 also indicate that
the Zingst coast is most sensitive to the accelerated sea level rise.
The projected coastline in Scenario 4 seems quite similar to Scenario 3,
with minor differences (e.g. an average increased coastline retreat of 30 m
on Darss compared to Scenario 3) in most parts. The largest difference of
the coastline between these two scenarios lies in the headland. The headland
projected by Scenario 4 becomes broader than in Scenario 3: this is due to
the increased storm frequency, which provides additional sediment sources
for the headland, even though a large part of the sediment is trapped in the
offshore area. Another difference between Scenarios 3 and 4 is the offshore
area. Scenario 4 induces more sedimentation in the offshore area as a result
of the increased storm frequency. This is especially evident in the Zingst
area, where the 5 m and 7.5 m isobaths extend about 190 m and 110 m
northwards respectively.
3.2. Coastal profile change
A plot of the profiles perpendicular to the coastline can help to
show more details of the cross-shore changes induced by different climate
scenarios. In Figure 11, changes of the profile located on the Darss coast
are compared. The horizontal resolution of the profiles is about 100 m in
the coastline area (between −100 m and 500 m in the cross-shore direction
shown in Figure 11) and gradually decreases to 300 m at the 13 m isobath.
Resolution of the further offshore area is about 400 m. Projection results
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indicate remarkable profile changes in the nearshore and offshore areas. All
four scenarios anticipate erosion in the nearshore area (where the water
depth is less than 3 m) and deposition in the adjacent offshore area.
A longshore bar develops as a result of sedimentation in the offshore area.
The position of the longshore bar is not always fixed: it moves upwards as
the sea level rises, along with further development. The difference between
the profiles in Scenarios 1 and 3 is remarkable, even though the sea level
rise increases by just 30 cm in the latter. This is because the accelerated sea
level rise enables waves to act further up the beach profile and cause stronger
erosion. The increased storm frequency also causes significant changes on
the profile. Scenario 2 produces a quite similar profile to Scenario 3. The
similarity of profile change between these two scenarios indicates that an
accelerated sea level rise of 3 mm year−1 and a 20% increase in storm
frequency have almost the same effects on the coastline change of Darss.
However, the combination of these two factors in Scenario 4 does not cause
a linear effect in which the individual effects of these two factors on the
profile can simply be summed. Comparison of Scenario 4 with the other
two scenarios (Scenario 2 and 3) indicates that the profile evolves into an
almost equilibrium state in these scenarios.
4. Discussion
4.1. Long-term modelling strategy
A long-term morphological simulation cannot take into account all the
processes involved, especially those stochastic processes taking place on
a short time scale (e.g. one heavy precipitation event) owing to a lack of
data and practical run-time limits. In order to solve the problem of model
input, concepts of ‘input reduction’ are implemented in our modelling work.
‘Input reduction’ refers to the filtering of the climate input conditions for
a long-term model. Representative climate time series, which are generated
by statistical analysis of the measured data and corrected by sensitivity
studies, serve as input for the long-term model. A critical criterion for
evaluating the reliability of the representative climate time series is whether
the model computation with the representative input conditions produces
similar results to the reference data. Thus, calibration and validation of the
representative time series are very important before the final application
of the model. Calibration of the representative wind series in this work
is based on a series of sensitivity studies in which the effects of storm
frequency, wind fetch and ordering of wind sub-groups on the coastline
change are quantified. The representative wind series are validated by
comparison between the model results and measured coastline change in
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the last 300 years. Hindcast results indicate long-term wave dynamics
(wave breaking, longshore currents) and short-term storms as two dominant
factors influencing the coastline change of the Darss-Zingst peninsula in the
last three centuries. Compared to these two factors, long-term sea level
change played a minor role in driving coastal evolution in this time period
because of its relatively low rate, which is about 1 mm year−1 according to
Hupfer et al. (eds.) (2003) and Ekman (2009).
Morphodynamic evolution of the Darss-Zingst coastline is significantly
influenced by regional climate factors such as sea level change and winds.
To represent the climate factors as input for the long-term model, hourly
wind series for a 50-year period (1958–2008) are analysed to generate the
representative time series; waves and currents are calculated in the model
using the wind field as input; the long-term (centennial) sea level change
is parameterized on the basis of existing climate studies (Voss et al. 1997,
Meier et al. 2004, IPCC 2007). Although satisfactory hindcast results are
produced, the influences of other factors such as coastal engineering work
on coastline change need to be carefully evaluated when the model is used
for future projections. Coastal engineering work has provided additional
protection for the Darss-Zingst coastline since the last century (Froehle
& Kohlhase 2004) and will continue to do so for the foreseeable future.
Such anthropogenic influence is excluded in our model, as projection results
without anthropogenic influence should help to make coastal management
more efficient by indicating how nature acts on coastline change, thus
providing useful information for coastal engineering work.
4.2. Storm effects on long-term coastline change
Our model results suggest that both accelerated sea level rise and
increased storm frequency have significant effects on the coastline erosion
of the Darss-Zingst peninsula on a centennial scale. The effect of sea
level rise on long-term coastline change is commonly recognized in current
studies. However, the effects of storms on the long-term coastline change
indicated in our model results seem to be inconsistent with some other
studies (Douglas & Crowell 2000, Zhang et al. 2002) in which storm erosion
of the beach was found to be episodic but not secular, as the beach profile
recovers after each storm. Actually, the importance of storm effects on
the coastline change found in this study does not conflict with the studies
mentioned above, as there are many differences between the research areas.
In a study on the Texas coast Morton et al. (1994) discovered four dominant
processes in beach recovery: (1) rapid forebeach accretion under mild
weather conditions, (2) backbeach aggradation, (3) dune formation and
(4) dune expansion and vegetation recolonization. They also found that
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post-storm beach responses at individual sites are highly variable and that
not all beach segments can recover after storm erosion. Several conditions
have to be satisfied for the complete recovery of a beach profile: (1) a long
enough time interval between two storms (usually several years or even
more, depending on the local environment), (2) a stable hydrodynamic
environment, and (3) a sufficient sediment supply. The preconditions for
beach recovery are not fulfilled in our research area as the southern Baltic
Sea is characterized by strong wind conditions with storms almost every
year. Insufficient sediment sources (partly blocked by the headland and
partly trapped in the offshore area) make complete beach recovery in this
area even more difficult. Therefore, storm-induced erosion on the coastline
of the Darss-Zingst peninsula is a long-term factor and cannot be neglected.
4.3. Shortcomings and future work
The shortcomings of a numerical model (especially a long-term model)
can be as remarkable as its advantages when it is used to simulate real
nature. Biased results are generally caused by (1) too coarse a resolution
of the model domain in which small-scale details are excluded or smoothed,
(2) biased parameterization and boundary inputs, which can lead to
significant differences between the model results even if they are based on
the same equations; such effects can be greatly amplified during a long-
term run, (3) scant knowledge of interactions between different scale
processes, and (4) the deterministic results of process-based models, in
which the stochastic dimension inherent to the natural systems we are
working with is ignored (de Vriend 2001). Climate change is assumed
to be linear, and short-term fluctuations are excluded from our current
modelling work. The authors admit that there is large uncertainty of climate
change in the future and it is not possible to specify accurate climate input
conditions for future predictions. Thus, our results are projection results
based on certain particular climate scenarios rather than accurate future
predictions. The aim of this study is to identify the key coastal areas
most vulnerable to climate change impacts, such as accelerated sea level
rise and increased storm frequency, and reveal the nonlinear effects on the
coastal morphological evolution caused by these climate factors. Although
uncertainty of climate change exists, the hypothesis of linear climate change
seems to be acceptable for the simulation of the Darss-Zingst peninsula from
1696 to 2300. This is probably due to two main reasons: (1) the research
area has a relatively stable coastline boundary, which does not allow for
much change caused by stochastic climate fluctuations; (2) studies of the
North Atlantic Oscillation (NAO), which turns out to be an important factor
influencing the climate of the Baltic Sea in winter (Klavins et al. 2009),
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indicate that although variability has existed on an annual scale during
the last two centuries (HELCOM 2006), the 30-year averaged NAO index
series of the last three centuries fluctuates slightly from the value of zero
(Trouet et al. 2009). This supports the feasibility of periodic climate inputs
generated on the basis of the 50-year wind data analysis for the historical
hindcast or future projection on a centennial scale in the model. However,
this hypothesis may be violated when the model is applied to a longer time
span (millennial scale), as the model boundary is more variable and the non-
linear effects caused by the linear parameterization of climate conditions can
accumulate and may ultimately dominate the results. The estimation and
quantification of these uncertainties for the simulation of millennial-scale
coastal evolution (either hindcast or prediction) remain a challenge for our
model work.
Our model only includes hydrodynamic driving forces (waves, currents
and storms), long-term climate factors (sea level change) and neotectonic
movements controlling coastal evolution, but ignores some other natural
processes that may also have a significant influence on long-term coastline
change; for example, aeolian accumulation and erosion of sand dunes,
biological factors influencing sediment transport, protection of the cliff and
land by vegetation, potential erosion of the cliff caused by underground
water and ice cover. One topic of our future research work will focus on
improving the model by integrating these processes, especially aeolian sand
transport, which is closely related to beach recovery.
5. Summary
A modelling methodology for simulating the decadal-to-centennial mor-
phological evolution of the wave-dominated southern Baltic coast has been
developed. A method for generating representative climate conditions
serving for the model boundary input is presented in this paper. The
method is based on the statistical analysis of 50-year high-resolution (hourly
averaged) wind data. Four seasonal wind classes, each with a predominant
distribution of wind direction and speed, are derived. The Weibull
distribution function is used to analyse the wind strength of each class.
The Weibull distributed random number generator is applied to generate
the representative wind series based on the Weibull parameters of each class.
Long-term trend terms of the wind series are analysed by linear best-fit
functions of the yearly Weibull parameters. Auto-correlation coefficients
are calculated to obtain the cyclical terms of the wind series. Extreme
value theory serves as a tool to calculate the return periods of storms.
The generated wind series (including the representative storms) are further
calibrated by sensitivity studies of the model. After a successful model
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validation, coastline change of the Darss-Zingst peninsula in the next 300
years is projected on the basis of four different climate scenarios, through
which impacts of long-term sea level change and frequency of storms on
the coastline change are quantified. The projected coastline change in most
parts of the peninsula is faster than the change in the last 300 years in
all climate scenarios as a result of sea level rise. An 20% increase in storm
frequency (Scenario 2) induces a ca 35% greater coastline retreat (compared
to Scenario 1) when the rate of sea level rise is 2 mm year−1; however, such
storm-induced effects become less remarkable under an accelerated sea level
rise of 3 mm year−1. The increase in storm frequency by 20% in Scenario 4
induces only a ca 11% greater coastline change than Scenario 3. Comparison
of Scenario 4 with two other scenarios (Scenario 2 and 3) indicates that the
coastal profile on Darss will evolve into an almost equilibrium state in these
scenarios.
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