A general framework is presented for the formulation of steady-state simulation algorithms for magnetically nonlinear eddy-current problems using implicit Runge-Kutta (RK) methods. A close analogy is drawn between equations discretized using the backwardEuler method and fully implicit RK methods. Detailed formulations of the time-periodic finite-element method (TPFEM) and the shooting-Newton method (SNM) are derived using the popular family of diagonally implicit RK (DIRK) methods. Both algorithms employ the generalized minimum residual method to solve the linear equations arising at each Newton iteration. The benefits of higher-order DIRK methods are demonstrated by simulating a surface mount permanent magnet synchronous machine. The effects of using a solid versus a laminated rotor back iron on the simulation time are examined. Simulation results indicate that the performance of TPFEM and SNM is quite similar and much faster than transient analysis.
I. INTRODUCTION
T HE DESIGN of magnetic devices (e.g., transformers and electric machines) typically focuses around optimizing characteristics, such as efficiency-and power-density, over a range of steady-state operating conditions. After performing an initial design based on simplified analytical models, more accurate finite-element models can be constructed to verify and further optimize the design. The discretization of these continuum models using finite elements lead to a set of nonlinear (due to magnetic saturation), index 1 differentialalgebraic equations (DAEs) which must be solved to evaluate the steady-state behavior of the device.
Performing transient analysis using numerical integration over a sufficiently long time window is the most straightforward approach to steady-state simulation. However, the implicit techniques used to solve stiff and DAEs require the solution of a nonlinear vector-valued equation at each time-step, making this integration a time-consuming task. The required length of the integration window is governed approximately by the largest-time constant of the device [1] , whereas the size of the time-step is determined by the smallest period of interest in the solution. When the ratio of the largest time-constant to period (and time-step) is large, a significant amount of computational work is required to simulate the (unused) transient portion of the solution.
There are several ways to reduce the computation time required by brute force transient analysis. Implicit RungeKutta (RK) integration methods typically have excellent stability properties, permitting the use of step-sizes much larger than admitted by explicit methods. Theoretically, the step-size is limited only by the Nyquist sampling criterion. To approach this bound, the use of high-order methods is necessary to provide sufficient solution accuracy [2] . The family of diagonally implicit RK (DIRK) methods is particularly popular because it is possible to solve each stage sequentially [3] - [7] . Embedded RK methods facilitate adaptive time stepping, allowing the solution to be refined and coarsened as dictated by waveform gradients [8] - [11] . More generally, transient simulations can begin with coarse discretizations in space and time, which are gradually refined as the solution approaches the steady state [12] . It is important to be aware of order-reduction phenomena that occur when applying RK methods to stiff and DAEs. A general set of order conditions for nonlinear index 1 DAEs were derived in [13] . A more elegant approach is to simulate the steady-state solution directly. One of the first strategies introduced for steady-state simulation was the time-periodic finite-element method (TPFEM) [14] - [17] . This method involves discretizing the time axis over one period, applying a periodic boundary condition, and solving for all of the time-points simultaneously. Some of the first papers introducing TPFEM advocate the use of relaxation methods [18] - [20] , owing to the rather large size of the assembled matrix. TPFEM has been successfully applied to several problems, many including magnetic hysteresis [21] - [24] .
Since the invention of the conjugate gradient (CG) method, the generalized minimum residual (GMRES) method [25] , and others [26] , Krylov subspace methods have become a popular choice for the solution of linear equations where direct factorization is intractable or when the underlying matrix may not be available explicitly. Linear fixed-point iterations can be accelerated using Krylov subspace methods by reinterpreting one or several steps of the iteration as a preconditioner, usually resulting in superior convergence over the fixed-point iteration alone. It has only been recently that GMRES was proposed to solve the TPFEM equations, specifically in the context of parallel algorithms [27] , [28] . Using GMRES for the time-domain finite-difference Newton method, the equivalent of TPFEM in the domain of RF circuit simulation, had been proposed much earlier [29] .
The shooting-Newton method (SNM) is another strategy for directly computing the steady-state solution [30] , [31] . This algorithm begins by performing integration over one time period. The difference between the solution at the start and end of the period is used to formulate a Newton iteration in terms of an implicitly defined nonlinear state transition function. Compared with transient analysis, one step of this iterative procedure typically moves the value at the start of the next integration period much closer to the steady-state trajectory. GMRES is essential to this algorithm because explicitly calculating the Jacobian of the nonlinear state-transition function typically requires an astronomical amount work.
Until now, steady-state analysis algorithms have almost exclusively used backward-Euler as the time-domain integration method [14] - [24] , [27] , [28] , [30] , [31] . Except for work to speed up transient analysis [12] , there has been no attempt to apply RK methods to algorithms specifically designed for steady-state simulation. When compared with transient analysis, this represents a significant deficiency in the application of numerical integration techniques to steadystate analysis.
In this paper, a general framework is presented which can be used to apply implicit RK methods to any steady-state algorithm previously formulated using backward-Euler. Our main contribution is the development of DIRK versions of TPFEM and SNM. Newton's method is used to solve the nonlinear equations and GMRES to solve the linear equations arising at each Newton iteration. The functions necessary to implement matrix-free versions of both methods are outlined. A surface-mount permanent-magnet machine is simulated to demonstrate the effectiveness of the algorithms. This is the first time that a direct comparison of TPFEM and SNM have been performed for this type of problem. Despite significant algorithmic difference, the performance of TPFEM and SNM is quite similar for the chosen example problem.
II. PROBLEM STATEMENT
The partial differential equation (PDE) governing the nonlinear magnetic diffusion problem is given by the magnetoquasistatic approximation of Maxwell's equation [1] 
where A is the magnetic vector potential, φ is the electric scalar potential, ν is the nonlinear reluctivity, σ is the conductivity, and M is the magnetization. The lower subscript t indicates differentiation with respect to time. After discretizing (1) using Galerkin's method, the field equations can be coupled to external circuits through integral constraints [32] , [33] 
where the domains j,k are 2-D surfaces with normal vectors n j,k on the boundary of the domain where a total of i j amperes of current exit the model.
Concatenating the field and circuit variables into a single unknown vector x produces the nonlinear equation
where C is a constant, and possibly singular, matrix dependent on σ , g(t, x) is a nonlinear function dependent on ν and M, and f (t) is a vector containing source terms from the external circuits and PDE boundary conditions. For problems with motion, g(t, x) is time-varying. We assume a period T > 0 exists such that g(t, x) = g(t + T, x) and f (t) = f (t + T ).
In the following, we take T to be the smallest number satisfying these conditions and assume it is known in advance.
The steady-state problem can be formally stated as a twopoint boundary value problem
We assume a unique solution of (4) exists, and that it implies x(t) = x(t + T ). Various 2-D approximations of (1) exist. Typically, they can be derived from (1) by employing some simplifying assumptions [32] , [33] . In any case, the discretization of any of the simplified PDEs realizes an equation which has the same form as (1) . The algorithms developed in this paper are valid for any problem taking the form of (4) that display some decaying transient behavior and approach a periodic steady state as t → ∞.
III. RK INTEGRATION One step of a fully implicit RK (FIRK) method applied to (3) using a step-size h k is defined by 
The parameters {a i, j }, {b j }, and {c i } characterize the RK method. We assume the coefficients have the properties
which are common for most RK methods suitable for DAEs found in [2] . With the assumptions of (9), the RK method is completely determined by {a i, j }. Equations (5) and (9) together imply x k+1 = y s,k . When {a i, j } is full, all of the stages must be solved simultaneously. The general formulation of steady-state algorithms for FIRK methods is addressed in the remainder of Section III. The specific algorithms developed in this paper in Section IV are applicable to DIRK methods, which are characterized by a lower triangular
This property allows the stages to be solved sequentially, reducing the cost of performing one integration step compared with a FIRK method with the same number of stages.
A. Backward-Euler Style FIRK Formulations
It is useful to rewrite (7) in a form more closely resembling the familiar form for backward-Euler, that is
which is equivalent to the RK method with s = 1 and a 1,1 = 1. The stage-derivatives can be written in terms of the stagevalues as
where {d i, j } is the matrix defined by
and { p i } is the vector defined by
Substitution of (12) into (7) produces the following:
Notice that the left-hand side of (15) 
The overbars indicate vector concatenation
and the matrices C d and C p have an s ×s block structure with nonzero entries
B. Newton's Method
Newton's method can be used to solve (16) . Introducing the procedure and prerequisite notation here will be useful when the DIRK steady-state algorithms are developed in the sequel.
end while 10: return y i,k 11: end function 12: function RESIDUAL(i , k, y i,k ) 13 :
end for 17: return r i,k 18: end function
To do this, we must introduce G, the partial derivative of g with respect to x
The backward-Euler analogy can be extended to the linear equations arising at each Newton iteration
whereḠ k has the nonzero diagonal entries
Any steady-state algorithm formulated using Newton's method and backward-Euler can be modified to use an s-stage FIRK method by reinterpreting the state as a concatenation of s equations using (16) and (20) . This approach to FIRK reformulation is straightforward. However, it ignores the lower triangularity of {a i, j } in the case of DIRK methods, which is their most attractive feature. Often, more efficient implementations can be realized by exploiting the block-lower triangularity afforded by DIRK methods to solve the stages sequentially; it is generally more efficient to factor s individual n×n matrices than a single sn×sn matrix. As an example of a DIRK specific implementation, Algorithm 1 outlines Newton's method for solving (15) for a single-stage value y i,k given the previous-stage values y j,k for all j < i .
IV. STEADY-STATE DIRK ALGORITHMS
We now develop general DIRK versions of SNM and TPFEM. Our overarching strategy is to use Newton's method to solve the nonlinear equations and GMRES to solve the linear equations at each Newton iteration. We present algorithms to calculate the residual and compute matrix-vector products (MVPs) with the Jacobians for both SNM and TPFEM. We also develop a preconditioner for the TPFEM Jacobian for use with GMRES. As will be discussed in the sequel, the formulation for SNM results in a Jacobian which is naturally well conditioned; therefore, a preconditioner is not necessary. We also discuss the computational complexity of each of the methods in terms of equivalent periods of transient analysis to facilitate an understanding of the simulation timings presented in the sequel. This gives rise to the term matrix-free in conjunction with iterative methods which only require A to be available through the computation of MVPs. This fact will be used extensively in the development of SNM and TPFEM.
A. GMRES

GMRES is an iterative algorithm which approximates the solution to the equation
B. Shooting-Newton
The SNM starts from an initial guess of the solution x at t = 0 and integrates forward in time to find the corresponding value of x at t = T . If the solution has reached the steady state, then x(0) = x(T ). Formally, the integration is represented by the nonlinear state-transition function
which advances the value of x at time t k forward to time t k+1 . When a DIRK method is applied, the integral in (23) is approximated using (8)
One time-step is evaluated by solving (15) for each 1 ≤ i ≤ s starting with y s,k−1 = x k and ending with y s,k = x k+1 . This procedure is extended to the entire interval [0, T ] by repeated composition
and so on. Equation (4) can be restated using the nonlinear state-transition function as
The shooting-Newton residual is given by
and the linear equation solved at each Newton iteration is
where the expression for the shooting-Newton Jacobian is derived by taking the partial derivative of (27)
The term x in (29) can be expanded using the chain rule
with matrix multiplication occurring from right to left, in order of increasing k (from 1 to N). Each term in the product of (30) is equivalent to
Theoretically, these matrices can be calculated by solving the matrix equation obtained by taking the partial derivative of (15) with respect to y s,k−1
In practice, it is computationally inefficient to solve (32) for every matrix required to evaluate (29) explicitly. However, GMRES only requires calculation of MVPs with , which can be computed by solving the vector equation
for each z i,k , where
Typically, a preconditioner is required to ensure GMRES converges in a reasonable number of iterations. Examining (29) , can be viewed as the identity matrix minus a perturbation x . As long as this perturbation is small (e.g., spectral radius much smaller than 1), fast convergence can be expected without a preconditioner. For many practical problems x is indeed appropriately small. The simulation results of Section V will confirm this.
The function ShootingNewton in Algorithm 2 gives the full procedure for solving (26) . The function SNRes evaluates (27) , which requires an amount of work roughly equivalent to performing transient analysis of a nonlinear system over one period. The linear system corresponding to (28) is solved using GMRES at line 4 line:SNGMRES. The function SNMVP computes the MVPs with . One call to SNMVP requires an amount of work roughly equivalent to performing transient analysis of a linear time-varying system over one period. 
Evaluate (27) 11:
for k = 1 : N do 12: for i = 1 : s do 13 : 
20:
22:
end for 25 :
end for 28: end for 29: return z s,0 − z s,N 30: end function
C. TPFEM
The TPFEM solves (15) for all time-points simultaneously. The periodic boundary condition is satisfied by taking (k − 1) modulo N. In particular, we make the identification y i,0 = y i,N . Equation (4) can be restated by concatenating (16) for all k Findȳ s.t.Cȳ +ḡ =f.
The double-overbars are used to indicate concatenation of the values in (17) for all k
The matrixC has nonzero diagonal and off-diagonal entries
respectively, again taking (k − 1) modulo N. In the case of DIRK methods,C d is now block-lower triangular. Using this notation, the TPFEM residualr is given bȳ
The linear equation solved at each Newton iteration is
The matrixḠ has nonzero diagonal entries
Notice that the TPFEM JacobianJ has nonzero diagonal and subdiagonal entries
respectively, giving it a block-structure analogous to the backward-Euler based TPFEM Jacobian. When solving (39) using GMRES, we use a preconditionerĴ that is realized by setting the block {J } 1,N equal to zero. This modification rendersĴ block-lower triangular; therefore, its application can be computed efficiently by block-forward substitution.
The 
D. Speed/Memory Tradeoffs
Algorithms 2 and 3 are written in a way that minimizes the number of stored matrices. Because the functions SNMVP and TPPC require repeatedly solving the equation J λ = z for y with z supplied by GMRES, a significant speedup can be realized by storing the matrix factorization of the Jacobians J for each stage time. This speedup comes at the expense of increased memory requirements. We take this approach for our main simulation results presented in the sequel.
Although we have chosen to use GMRES, the algorithms presented here could substitute any other Krylov subspace method that is suitable for nonsymmetric matrices. For methods requiring matrix transposes, additional subroutines must be available to compute the necessary transposed MVPs and preconditioner applications. These can be derived in a similar manner as before by taking the transpose of (30) for SNM and (41) for TPFEM. The transposed versions of SNVMP, TPMVP, and TPPC read similarly to the nontransposed versions except the loop indexes are traversed in reverse order (decreasing from N to 1, s to 1, etc. ).
E. Postprocessing
We have already noted that the formulation of the DIRK integration methods requires us to make the interpretation that the solution x at time t k+1 is equal to the last stage value of the previous time step for k = 1 : N do 12: for i = 1 : s do 13 : for k = 1 : N do λ =Jz 20: for i = 1 : s do 21 :
23: 
32:
35: In fact, (7) also requires us to make the interpretation that the time-derivative of the solution x t at time t k+1 is given by This is unambiguous. Because we have focused on determining the steady-state solution, it is especially tempting to estimate the time-derivatives by differentiating the solution in the frequency domain using the discrete Fourier transform. This is fine for postprocessing static simulations where the solution does not explicitly depend on any dynamic phenomena. For dynamic simulations, however, derivatives calculated in the frequency domain fail to satisfy (7), the equation we have purported to solve. In practice, this has been observed to cause catastrophic errors in solution postprocessing whenever derivatives are required, and therefore should be avoided.
V. SIMULATIONS
In this section, we will utilize three different DIRK methods of order 1, 2, and 3, respectively called RK1, RK2, and RK3. The matrices defining the methods are shown in Fig. 1 . The method RK1 is simply backward-Euler. We have used the order conditions in [13] to derive RK2 and RK3 based on the two-point RadauIIA quadrature formula [2] . The backward-Euler method (RK1) also coincides with the onepoint RadauIIA quadrature formula.
A. Nonlinear Scalar ODE
To verify the accuracy of the DIRK methods and their effectiveness on the type of problem in which we are interested, namely nonlinear time-periodic magnetic diffusion simulations, we have constructed a scalar ordinary differential equation with a structure analogous to the PDE in (1) whose solution we can determine exactly
The nonlinear function ν(x) corresponds to the reluctivity, which is given by the following function [34] :
with
Making the analogy that |B| = |x/l| and |H | = ν(x)|x/l|, the B-H curve associated with (45) is plotted in Fig. 2 . The final parameters, the conductivity σ and the characteristic length l, are set to so that l is approximately equal to the skin depth of the fictitious material at 60 Hz. The forcing function f (t) on the right hand side of (44) is determined by setting the solution to
The steady-state solution of (44) is then determined numerically using the previously described DIRK methods. Because (48) corresponds to the exact solution, it is possible to precisely evaluate the error in the numerical solution. Because we are interested in the steady-state solution, we examine the following error metric:
where x 1 andx 1 are the fundamental harmonics in the true and numerical solutions calculated using discrete Fourier transforms. Fig. 3 shows e fund as a function of step-size for each DIRK method along with the predicted asymptotic behavior. The numerical simulations verify the asymptotic convergence rates of the DIRK methods when applied to (44). 
B. Surface-Mount Permanent-Magnet Machine
To further demonstrate the previously developed algorithms, we have simulated a 2-D model of an 18-pole, wye-connected, and surface-mount permanent-magnet synchronous machine. The mesh of one pole of the machine is shown in Fig. 4 . The state vector x has 2141 unknowns, including all finite-element and circuit variables. The machine has been simulated at a rotor velocity of 6900 r/min.
An initial static finite-element simulation is performed (without external circuits) using the sinusoidal line currents in Fig. 5 by enforcing the proper uniform current density in each phase of the stator windings. This was done to determine an initial condition and the voltage waveforms to apply for subsequent dynamic simulations. From the static simulations, derivatives are calculated in the frequency domain using discrete Fourier transforms. The fundamental component of the line-to-line voltage is extracted from the postprocessing results of the static simulation and is shown in Fig. 6 .
For the dynamic simulations, an assumed true solution was calculated using a very large number of steps per period (N = 16 384) and the third-order DIRK method RK3. Fig. 10 shows the loss density (on a log 10 scale) calculated from the simulation results. The total losses were calculated to be p loss = 18.5 kW. This calculation includes eddy-current losses in the windings and permanent magnets, effects which were simulated directly. The core loss density in the stator and rotor laminations were calculated as a postprocessing step using a generalized Steinmetz equation in each element
Here, B i is the amplitude of the flux density at frequency f i in the element under consideration, and α i , β i , and γ i are material dependent parameters. 
C. DIRK Method Accuracy
Because SNM, TPFEM, and transient analysis all converge to the same solution, we can compare the accuracy of the DIRK methods independently of the algorithm used to perform the simulation. We have used two different error metrics to judge the methods. The first examines the error in the fundamental component of the solution
where a 0 and a 1 are vectors of nodal magnetic vector potential values corresponding to the zeroth harmonic in the rotor and first harmonic in the stator, respectively. Fig. 7 shows e fund as a function of the number of time-steps. We see that RK2 and RK3 are much more accurate than RK1 when evaluating the fundamental component of the solution. In fact, RK2 and RK3 reach an error of less than 10 −3 using only 18 time-steps per period, while RK1 requires 186 time steps to achieve an error of 10 −2 . RK3 is more accurate than RK2 as expected, although the difference is less dramatic for small numbers of time steps. The second metric is the error in the calculated losses
As shown in Fig. 8 , to reach the 1% threshold for e loss , RK1 needs approximately 6 and 10 times the number of time steps required by RK2 and RK3, respectively. Asymptotically, RK2
and RK3 obtain about the same level of accuracy. While RK3 is slightly more accurate when a large step size is used, the sequel will show that this does not necessarily translate into a faster simulation time.
The backward-Euler method requires a much larger number of time-steps per period than RK2 and RK3 to achieve a given accuracy. The need to oversample makes it difficult to determine the optimal step size for backward-Euler a priori, even if some information about the harmonic content of the solution is known in advance. In contrast, RK2 and RK3 achieve acceptable levels of accuracy using a minimum number of time steps. This feature of higher order RK methods is attractive from a user's perspective, as it reduces the time spent calibrating simulation parameters. Calibrating the tolerance for the transient simulations is a precarious task. The error in the solution at a single point in time is only a rough indicator of the size of e fund and e loss . Through trial and error, the tolerance can be optimized to minimize subsequent simulation times, while maintaining acceptable levels of accuracy. This is a hidden cost of transient analysis, which is not quantified in the simulation results. Ultimately, a tolerance value of 10 −5 was chosen for the transient simulations.
The steady-state algorithms are fairly robust with regard to the choice of tolerance, owing to the excellent convergence characteristics of Newton's method near the vicinity of the true solution. A smaller value of 10 −6 was used for the steady-state convergence tolerance. The change from 10 −5 to 10 −6 has a marginal effect on the steady-state simulations and only serves to produce slightly more conservative timing results. TABLE I   TABLE III   SPEEDUP ACHIEVED BY THE STEADY-STATE ALGORITHMS OVER  TRANSIENT ANALYSIS FROM THE SIMULATION   TIMES IN TABLE I   Table I reports the simulation times nearest the 1% thresholds for e loss from Fig. 9 . Table II indicates that RK2 and RK3 obtain a speedup of about 2× over the backward-Euler method (RK1). Table III reports the speedup obtained by SNM and TPFEM over transient analysis. For a fixed value of e loss and number of DIRK stages, SNM and TPFEM are at least 11× and 21× faster than transient analysis, respectively. Backward-Euler transient analysis is slowest of all, about 52× times slower than the best steady-state results. The factor N × s is proportional to the normalized memory requirements of the steady-state algorithms, indicating that RK2 and RK3 require 3× and 2.5× less memory to achieve the same accuracy as RK1 when the required matrices are stored.
E. Factors Affecting Simulation Time
Several factors can influence the observed simulation times reported in the previous section. We investigate a few of them here. First, the number of required GMRES iterations can be greatly effected by the time-constants of the device. To demonstrate this effect, we have simulated two different scenarios. One corresponds to the previous results in which the rotor back iron is laminated and is modeled by setting the conductivity to zero. The magnetic diffusion time-constants increase when the rotor back iron is modeled as solid (unlaminated) steel with nonzero conductivity. This is a practically relevant situation as rotors with solid back iron are easier to manufacture but suffer from increased losses. Table IV reports the maximum number of observed GMRES iterations for SNM and TPFEM, when the rotor is modeled with either laminated or solid steel. In the laminated case, both SNM and TPFEM require a maximum of 4 GMRES iterations to solve any linear equation. In the solid rotor case, the maximum number of iterations increase to 29 for SNM and 52 for TPFEM. This indicates that the GMRES phase of TPFEM is more sensitive to large characteristic magnetic diffusion times than that of SNM.
The time-average loss density (on a log-scale) for the solid rotor simulation is shown in Fig. 11 . The total losses increase by about 100 W from the laminated rotor case to 18.6 kW. On a percentage basis, this is not a very large change. More striking perhaps is the redistribution of the losses toward the permanent magnets when comparing Figs. 10 and 11. This indicates that while the overall losses have not increased too much, additional heating of the permanent magnets may still be a concern.
The use of a good initial condition can reduce the number of outer iterations (Newton iterations for SNM/TPFEM, number of periods simulated for transient analysis), and thus the total simulation time. In fact, as we have previously described, Fig. 11 . Time-averaged loss density plotted on a log-scale. The total losses were calculated to be 18.6 kW. The rotor back iron is unlaminated and the lossless regions (log(0) = −∞) are colored white. the design/simulation workflow for certain machines leads to a conceptually straightforward method for generating an initial condition. However, from an implementation standpoint, this can be rather burdensome and it would be convenient to simply use a zero-vector as the initial condition. Furthermore, there may arise certain situations where it is not so conceptually simple to generate an initial condition. Table V reports the total number of outer iterations required to achieve convergence to the previously specified tolerances with and without a proper initial condition. The results are further bisected along the type of rotor back iron. In the laminated case, SNM takes a very small number of iterations to converge using a zero-vector as the initial condition, so the total number of iterations cannot decrease too much when a more elaborate initial condition is employed. This is in contrast to TPFEM, where the use of a proper initial condition decreases the total number of iterations from 11 to 3.
When the rotor back iron is solid, the number of required Newton iterations for SNM doubles from 3 to 6 with the zerovector initial condition, while the number of TPFEM Newton iterations is unchanged. This indicates that the SNM Newton iteration is more sensitive to large characteristic magnetic diffusion times when no initial condition is employed. Both methods require the same number of iterations when a proper initial condition is used, whether the rotor is laminated or not. The type of rotor seems to have little effect on transient analysis, while the proper initial condition reduces the number of simulation periods required by about 50% in both cases.
Finally, in the previous section, we have presented simulations in which the factorizations of the Jacobians for each time step are stored to decrease the time required by the GMRES phase of SNM and TPFEM. This is done because GMRES requires us to repeatedly solve (33) . For large problems arising from the discretization of 3-D models, iterative methods are far more common than direct methods. For example, the ICCG approach forms an incomplete Cholesky factorization of the stage-time Jacobian and the linear equation is solved using the preconditioned CG method. In this case, (33) is itself solved by an iterative method and we may consider storing a preconditioner (e.g., an incomplete factorization) or a set of preconditioners (one for each stage-time).
Solving (33) for each stage-time using an iterative method adds an additional layer of complexity to the algorithms described in this paper, owing to the vast array of iterative methods from which to choose and additional tolerances to tune. To simplify our investigation somewhat, instead of using an iterative method, we can examine some of the expected effects on simulation time by storing the unfactored stagetime Jacobians instead of their direct factorizations. When solving (33) , the factorization is performed on demand and discarded afterward. This reduces the overall memory requirements of the algorithm and increases simulation time, much like one might expect when switching to an iterative method (although it is not strictly true that an iterative method is necessarily slower than a direct method, and iterative methods may be applicable where direct methods fail).
A comparison of simulation times is presented in Table VI , which is also dissected along back iron type and use of initial condition as previous described. The amount of slowdown experienced by not storing the factorizations for each algorithm is roughly proportional to the total number of GMRES iterations performed over all Newton iterations. Correspondingly, the smaller the number of Newton and GMRES iterations, the less the algorithm is effected. This means that SNM, which requires a smaller number of Newton/GMRES iterations, generally suffers less than TPFEM when the matrix factorizations are not stored. When the number of Newton/GMRES iterations is the same for SNM and TPFEM, TPFEM outperforms SNM because the SNM residual is more expensive to compute.
F. Recommendations
From the previous section, three important conclusions can be drawn: 1) SNM and TPFEM are superior to transient analysis; 2) RK2 and RK3 are superior to RK1; and 3) RK3 offers only modest accuracy improvements over RK2.
Therefore, for problems with a well calibrated fixed-size time step, we recommend either SNM or TPFEM along with a second-order DIRK method be used for steady-state simulations. A third-order method may be useful if a variable-size time step is used, but so far there have been no investigations of adaptive time-stepping strategies applied to steady-state simulation algorithms and this is otherwise beyond the scope of this paper.
As for the comparison between SNM and TPFEM, a number of factors influence the relative speed of these methods. TPFEM is faster than SNM when a good initial condition is available and the number of iterations (both Newton and GMRES) required by both methods is approximately equal. This is because the SNM residual is rather expensive to compute. SNM showed less sensitivity to increased magnetic diffusion times, so it should be favored over TPFEM for problems with sufficiently large time constants. In the case, where matrix decompositions are not stored, the smaller number of iterations required by SNM (both Newton and GMRES) means that it is less sensitive to the increased cost of each GMRES iteration. This is relevant to large problems where each stage time may be solved using an iterative method. However, this point deserves more careful consideration owing to the large number of additional algorithm variants that introducing another iterative stage into the process could produce.
VI. CONCLUSION
This paper has explored the application of RK integration methods to steady-state analysis algorithms for eddy-current models of nonlinear magnetic devices. A general framework has been developed which facilitates the use of FIRK methods in steady-state algorithms which can be formulated using the backward-Euler method. Using the popular class of DIRK methods, detailed implementations of the SNM and the TPFEM have been presented.
Simulations of a surface-mount permanent-magnet machine have been performed in order to compare SNM, TPFEM, and transient analysis, when different DIRK methods are employed. The results confirm that the steady-state methods are much more efficient than performing transient analysis. A minimum speedup of 11× was observed in this example. Furthermore, when the factored Jacobians are stored for use by GMRES, the smaller number of time-steps required by higher order DIRK methods translates into additional memory efficiency over the backward-Euler method.
When comparing the fastest DIRK steady-state results to backward-Euler transient analysis, the solution is calculated 52× faster. The method RK2 was found to be the most efficient when imposing modest accuracy requirements on the total loss calculation. A 21× speedup was achieved when comparing the best transient results to the best steady-state results. Several additional factors affecting the simulation time of the steadystate algorithms were examined. From these results, a few general conclusions were drawn about situations when one steady-state algorithm may be expected to outperform the other. Qualitatively, the steady-state algorithms and higher order DIRK methods are more user friendly due to their robustness with regard to algorithm parameters, namely, step size and convergence tolerances.
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