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This work gives new notions of stability for singular systems with delay, and obtains the
sufficient conditions of uniformly stability for a class of nonlinear singular systems with
delay. As an application of this, an example is provided to illustrate our results.
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1. Introduction
Many practical problems are modeled by singular systems [1], such as optimal control problems and constrained control
problems, electrical circuits, some population growthmodels and singular perturbations. Achieving stability is an important
task for system control theory; therefore the research into stability of singular systems [2–5] plays an important role in
practice and theory. It has been found that many problems are modeled by nonlinear singular systems with delay, but there
are few results on the stability of nonlinear singular systems with delay.
In the discussion of stability of singular systems, compared with that of nonsingular systems, there are three main new
difficulties: the first is that it is not easy to satisfy the existence and uniqueness requirements of solutions, since the initial
conditionsmay not be consistent; the second is that it is difficult to calculate the derivatives of Lyapunov functions; the third
is that there are often impulses and jumps in the solutions. In this work, we present new notions of stability of nonlinear
singular systems with delay by using the ideas of Baji’c [6] and Mili’c [7], and establish a stability theorem of solutions for
the following nonlinear singular systems with delay:
Ax˙(t) = Bx(t)+ Cx(t − τ)+ f (t, x(t − τ)) (1.1)
where A is an n × n constant singular matrix, B and C are n × n constant matrices, τ > 0, f (t, ψ) ∈ C([0,+∞) ×
C([−τ , 0], Rn), Rn), and f (t, 0) = 0, for any t ≥ t0 ≥ 0.
The initial condition of (1.1) is
xt0 = ϕ, ϕ ∈ C([−τ , 0], Rn). (1.2)
2. Preliminaries
In this work, we assume that the solution of initial value problem (IVP) (1.1), (1.2) exists. And the solution is called the
non-perturbation solution, written as xu(t, t0, ϕ), or sometimes xu(t) for simplicity.
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First, we introduce the following notation.
Tk = [0, tk), where 0 < tk ≤ +∞; T0k(t0) = [t0, tk) for t0 ∈ Tk. J is an open interval in R, and Tk ⊆ J0. D is an open
interval in Rn, C ′( J × D) is the set of all continuous differentiable functions defined in J × D, q(t, x) ∈ C ′(J × Rn, Rm).
SI(t) ⊆ C([−τ , 0], Rn), and SI(t) is a set of all consistent initial functions of (1.1) in [t0 − τ , tk) through (t, ψ) at least.
Sk(t, tk) ⊆ SI(t), and for any ψ ∈ Sk(t, tk) there exists a continuous solution of (1.1) in [t, tk) through (t, ψ) at least.
B(ϕ, δ) = {ψ ∈ C([−τ , 0], Rn); ∥ψ − ϕ∥ < δ}, δ > 0.
Q (t, ε) = {x ∈ Rn; ∥q(t, x)− q(t, xu(t))∥ < ε}, ε > 0.
At the same time, we suppose that xu(t, t0, ϕ) exists in [t0, tk), for any t0 ∈ Tk, this implies that ϕ ∈ Sk(t0, tk).
Definition 2.1. Suppose that for any t0 ∈ Tk and ε > 0, there always exists δ(t0, ε) > 0 such that for all ψ ∈ B(ϕ, δ) ∩
Sk(t0, tk), x(t, t0, ψ) satisfies that x(t, t0, ψ) ∈ Q (t, ε), for t ∈ [t0, tk). Then the solution xu(t, t0, ϕ) is said to be stable
on {q(t, x), Tk}. If δ is only related to ε and has nothing to do with t0, then xu(t, t0, ϕ) is said to be uniformly stable on
{q(t, x), Tk}.
Definition 2.2. (I) If xu(t, t0, ϕ) is stable on {q(t, x), Tk}, where tk = +∞, and for any t0 ∈ Tk, there exists a ∆(t0) > 0
such that for all ψ ∈ B(ϕ,∆(t0)) ∩ Sk(t0,+∞), limt→+∞ ∥q(t, x(t, t0, ψ))− q(t, xu(t, t0, ϕ))∥ = 0, then xu(t, t0, ϕ) is
said to be asymptotically stable on {q(t, x), Tk}.
(II) If xu(t, t0, ϕ) is uniformly stable on {q(t, x), Tk}, where tk = +∞, and there exists a ∆ > 0, for all t0 ∈ Tk and ψ ∈ B
(ϕ,∆) ∩ Sk(t0,+∞), limt→+∞ ∥q(t, x(t, t0, ψ)) − q(t, xu(t, t0, ϕ))∥ = 0, and is uniform on (t0, ψ) ∈ [0,+∞) ×
(B(ϕ,∆) ∩ Sk(t0,+∞)), then xu(t, t0, ϕ) is said to be uniformly asymptotically stable on {q(t, x), Tk}.
Remark 2.1. tk may be +∞; also to make it possible to take a limited number, as above, the application scope of stable
notions can be extended.
Remark 2.2. It is difficult to calculate the derivatives of Lyapunov functions. We introduce q(t, x) to avoid the difficulty.
Remark 2.3. In the above notation, the initial condition is consistent and the existence of a solution is satisfied in [t0, tk).
But we do not demand that the requirement of uniqueness of the solution is satisfied because it is difficult to satisfy the
uniqueness requirement for solutions for singular systems. This is different from the case for nonsingular systems.
Remark 2.4. If q(t, x) = x, tk = +∞, and Sk(t0, tk) = C([−τ , 0], Rn), then the above definitions become the definitions of
Lyapunov stability of traditional significance.
Remark 2.5. If A in (1.1) is a symmetric matrix, then we take q(t, x) = xTAx; otherwise, we take q(t, x) = xTATH(t)Ax,
where H(t) is a matrix function.
3. The main results
Now we give a theorem on the stability of solutions to (1.1), (1.2) by using the Lyapunov function.
Theorem 3.1. Suppose that there exist two K-class wedge functions Φ1, Φ2, and a continuous functional V : J × Rm → R+,
V (t, q(t, x)) ∈ C ′(J × Rm, R+), such that
(i) Φ1(∥q(t, x)− q(t, xu(t, t0, ϕ))∥) ≤ V (t, q(t, x)) ≤ Φ2(∥x− xu(t, t0, ϕ)∥),∀t ∈ [t0, tk);
(ii) V˙ (t, q(t, x(t, t0, ψ))) ≤ 0, ∀ψ ∈ Sk(t0, tk).
Then xu(t, t0, ϕ) is uniformly stable on {q(t, x), Tk}.
Proof. ∀ε > 0 and t0 ∈ [0, tk), there exists δ(ε) > 0 such that ∀ψ ∈ B(ϕ, δ),Φ2(∥ψ − ϕ∥) < Φ2(δ) ≤ Φ1(ε), and
Φ1(∥q(t, x)− q(t, xu(t, t0, ϕ))∥) ≤ V (t, q(t, x(t, t0, ψ)))
≤ V (t0, q(t0, xu(t0, t0, ϕ)))
≤ Φ2(∥x(t0, t0, ψ)− xu(t0, t0, ϕ)∥)
= Φ2(∥ψ − ϕ∥)
< Φ1(ε).
Furthermore, we have
∥q(t, x)− q(t, xu(t, t0, ϕ))∥ < ε, ∀t ∈ [t0, tk).
Then, we have x(t, t0, ψ) ∈ Q (t, ε), ∀t ∈ [t0, tk), that is, xu(t, t0, ϕ) is uniformly stable on {q(t, ε), Tk}.
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Now we discuss the stability of solutions to the following nonlinear singular system with delay by using Theorem 3.1:
X˙1(t) = B11X1(t)+ B12X2(t)+ C11X1(t − τ)+ C12X2(t − τ)+ f1(t − τ)
0 = B21X1(t)+ X2(t)+ C21X1(t − τ)+ C22X2(t − τ)+ f2(t − τ) (3.1)
where X1 ∈ Rn1 , X2 ∈ Rn2 , n1 + n2 = n; Bij and Cij are ni × nj constant matrices. fi(t) ∈ C([0, tk), Rni), i, j = 1, 2.
We can take tk = +∞; τ is a positive constant, and x = (XT1 , XT2 )T = (x1, x2, . . . , xn)T .
The initial condition of system (3.1) is
xt0 = ϕ, ϕ ∈ C([−τ , 0], Rn), t0 ≥ 0. (3.2)
If the initial function ϕ satisfies the following consistency condition, then the IVP (3.1) has a unique continuous solution in
[t0 − τ ,+∞) through (t0, ϕ) [8]:
0 = B21ϕ1(0)+ ϕ2(0)+ C21ϕ1(−τ)+ C22ϕ2(−τ)+ f2(t0 − τ). (3.3)
Thus ∀t0 ∈ [0,+∞), Sk(t0, tk) = {ψ ∈ C([−τ , 0], Rn);ϕ satisfies (3.3)}. Let ϕ ∈ Sk(t0, tk); the solution of IVP (3.1), (3.2)
can be written as
xu(t, t0, ϕ) = (XTu1(t), XTu2(t))T .
Then we have the following result. 
Theorem 3.2. For IVP (3.1), (3.2), if the matrix(B11 − B12B21)T + B11 − B12B21 C11 − B12C21 C12 − B12C22(C11 − B12C21)T 0 0
(C12 − B12C22)T 0 0

is semi-negative definite, then xu(t, t0, ϕ) is uniformly stable on {(X1−Xu1)T (X1−Xu1), [0, tk)}. Furthermore if ∥C22∥ < 1, then
xu(t, t0, ϕ) is uniformly stable on {x(t)− xu(t), [0, tk)}, where tk can be+∞.
Proof. Let q(t, x) = (X1 − Xu1)T (X1 − Xu1), and V (t, q(t, x)) = q(t, x). Choose wedge functions Φ1(s) = s, Φ2(s) = s2,
s ∈ [0,+∞). Then
Φ1(∥q(t, x)− q(t, xu(t))∥) = ∥q(t, x)∥
= (X1 − Xu1)T (X1 − Xu1)
= V (t, q(t, x))
= Φ2(∥X1 − Xu1(t)∥).
Noticing that ∥x− xu(t)∥2 = ∥X1 − Xu1(t)∥2 + ∥X2 − Xu2(t)∥2, we have
Φ1(∥q(t, x)− q(t, xu(t))∥) = Φ2(∥X1 − Xu1(t)∥)
≤ Φ2(∥x− xu(t)∥).
For ∀ψ ∈ Sk(t0, tk), we can get that
V˙ (t, q(t, x(t, t0, ψ))) = (X˙1(t)− ˙Xu1(t))T (X1(t)− Xu1(t))+ (X1(t)− Xu1(t))T (X˙1(t)− ˙Xu1(t))
= [B11X1(t)+ B12X2(t)+ C11X1(t − τ)+ C12X2(t − τ)
− B11Xu1(t)− B12Xu2(t)− C11Xu1(t − τ)− C12Xu2(t − τ)]T (X1(t)− Xu1(t))
+ (X1(t)− Xu1(t))T [B11X1(t)+ B12X2(t)+ C11X1(t − τ)+ C12X2(t − τ)
− B11Xu1(t)− B12Xu2(t)− C11Xu1(t − τ)− C12Xu2(t − τ)]. (3.4)
From the second equation of system (3.1), we have
X2(t)− Xu2(t) = −B21(X1(t)− Xu1(t))− C21(X1(t − τ)− Xu1(t − τ))− C22(X2(t − τ)− Xu2(t − τ)). (3.5)
Then (3.4) can be written as
V˙ (t, q(t, x(t, t0, ψ))) = D ·
(B11 − B12B21)T + B11 − B12B21 C11 − B12C21 C12 − B12C22(C11 − B12C21)T 0 0
(C12 − B12C22)T 0 0
 · DT
= D · E · DT
where D = [(X1(t)− Xu1(t))T , (X1(t − τ)− Xu1(t − τ))T , (X2(t − τ)− Xu2(t − τ))T ].
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If E is semi-negative definite, we get
V˙ (t, q(t, x(t, t0, ψ))) ≤ 0.
From Theorem 3.1, xu(t, t0, ϕ) is uniformly stable on {(X1−Xu1)T (X1−Xu1), [0, tk)}. By the second equation of system (3.1),
∥X2(t)− Xu2(t)∥ = ∥ − B21(X1(t)− Xu1(t))− C21(X1(t − τ)− Xu1(t − τ))− C22(X2(t − τ)− Xu2(t − τ))∥
≤ ∥B21∥ · ∥X1(t)− Xu1(t)∥ + ∥C21∥ · ∥X1(t − τ)− Xu1(t − τ)∥
+∥C22∥ · ∥X2(t − τ)− Xu2(t − τ)∥
= ∥B21∥ ·

q(t, x(t))+ ∥C21∥ ·

q(t − τ , x(t − τ))
+∥C22∥ · ∥X2(t − τ)− Xu2(t − τ)∥. (3.6)
Since xu(t, t0, ϕ) is uniformly stable on {q(t, x), Tk}, and therefore ∀ε > 0, there exists δ(ε) > 0, we can take δ < ε such
that ∀t0 ∈ Tk, ∀ψ ∈ B(ϕ, δ) ∩ Sk(t0, tk), ∀t ∈ [t0, tk), we have
∥B21∥ ·

q(t, x(t))+ ∥C21∥ ·

q(t − τ , x(t − τ)) = ∥B21∥ ·
∥q(t, x(t))− q(t, xu(t))∥
+∥C21∥ ·
∥q(t − τ , x(t − τ))− q(t − τ , xu(t − τ))∥
< (∥B21∥ + ∥C21∥) · √ε,
where x(t) = x(t, t0, ψ). Because ε is arbitrary and Bij, Cij are constant matrices, we can take
∥B21∥

q(t, x(t))+ ∥C21∥

q(t − τ , x(t − τ)) < ε. (3.7)
And we also have
∥X2(t − τ)− Xu2(t − τ)∥ ≤ ∥ψ − ϕ∥ < δ < ε, ∀t ∈ [t0, t0 + τ) ∩ [t0, tk).
So from (3.6) and (3.7), we have
∥X2(t)− Xu2(t)∥ ≤ ε + ∥C22∥ε.
Suppose that ∀t ∈ [t0 + (l− 1)τ , t0 + lτ ] ∩ [t0, tk); then
∥X2(t)− Xu2(t)∥ ≤ ε + ∥C22∥ε + · · · + ∥C22∥lε.
Thus when t ∈ [t0 + lτ , t0 + (l+ 1)τ ] ∩ [t0, tk), t − τ ∈ [t0 + (l− 1)τ , t0 + lτ ] ∩ [t0, tk), by the inductive supposition, (3.6)
and (3.7), we get that
∥X2(t)− Xu2(t)∥ ≤ ε + ∥C22∥ · ∥X2(t − τ)− Xu2(t − τ)∥
≤ ε + ∥C22∥ε + · · · + ∥C22∥l−1ε.
If ∥C22∥ < 1, from induction, ∀t ∈ [t0, tk),
∥X2(t)− Xu2(t)∥ ≤ ε + ∥C22∥ε + · · · + ∥C22∥lε + · · · ≤ ε1− ∥C22∥ . (3.8)
Thus
∥x(t)− xu(t)∥ ≤ ∥X1(t)− Xu1(t)∥ + ∥X2(t)− Xu2(t)∥
= ∥q(t, x(t))− q(t, xu(t))∥ + ∥X2(t)− Xu2(t)∥. (3.9)
From (3.8), (3.9) and xu(t, t0, ϕ) being uniformly stable on {q(t, x), Tk},
∥x(t)− xu(t)∥ ≤ ε + ε1− ∥C22∥ .
Therefore we see that if ∥C22∥ < 1, xu(t, t0, ϕ) is uniformly stable on {x, Tk}. The proof is completed. 
To illustrate our results, we give an example.
Example 3.1. Consider the following nonlinear singular system with delay:
X˙1(t) =
−1 0
0 1

X1(t)+

1 0
0 2

X2(t)+

1 1
0 2

X1(t − τ)+

1 0
0 1

X2(t − τ)+ 3(t − τ)
0 =

1 0
0 1

X1(t)+ X2(t)+

1 1
0 1

X1(t − τ)+

1 0
0
1
2

X2(t − τ)+ (t − τ)3.
(3.10)
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The initial condition of system (3.10) is
xt0 = θ, θ ∈ C([−τ , 0], R6), t0 ≥ 0 (3.11)
where
B11 =
−1 0
0 1

, B12 =

1 0
0 2

, B21 =

1 0
0 1

, C11 =

1 1
0 2

,
C12 =

1 0
0 1

, C21 =

1 1
0 1

, C22 =

1 0
0
1
2

.
The matrix
(B11 − B12B21)T + B11 − B12B21 C11 − B12C21 C12 − B12C22(C11 − B12C21)T 0 0
(C12 − B12C22)T 0 0
 =

−4 0 0 0 0 0
0 −2 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

is semi-negative definite, and ∥C22∥ = 12 < 1. By Theorem 3.2, xu(t, t0, θ) is uniformly stable on {x(t)− xu(t), [0,+∞)}.
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