Gravity gradiometry data are prized for the high frequency information they provide. However, as any other geophysical data, gravity gradient measurements are contaminated by high-frequency noise. Separation of the high-frequency signal from noise is a crucial component of data processing. The separation can be performed in the frequency domain, which usually requires tuning filter parameters at each survey line to obtain optimal results. Because a modern gradiometry survey generates more data than a traditional gravity survey, such timeconsuming manual operations are not very practical. In addition, they may also introduce subjectivity into the process.
INTRODUCTION
Gravity gradiometry was successfully applied to petroleum exploration in the early 1900s, but the technique faded away because of the development of modern gravimeters and the introduction of seismic reflection technology. However, the recently declassified gravity gradiometry technology developed originally by the U.S. Navy for stealth submarine navigation has breathed new life into gravity gradiometry methods in oil and gas exploration. Because of its dense data coverage and high signal-to-noise ratio, gravity gradiometry has potential to significantly improve seismic models in areas of complex geology and to reduce the exploration risk for complex subsalt targets.
Modern gravity gradiometry has the capability to capture localized short-wavelength features because it directly measures the rate of change of the gravity field in different directions. In addition, the instrument itself is more effective than gravimeters at rejecting common-mode noise during acquisition, thus providing data with much more information in the high-frequency band. Unfortunately, the noise that contaminates gravity gradiometry data typically varies in intensity and frequency along the survey lines, and the noises' power spectrum can overlap with the power spectra of the localized features of interest. Characterizing the noise and identifying its possible sources are also objectives of this investigation.
Frequency-domain filters can be applied to attenuate the effect of noise in the data, but these filters also have the adverse effect of smoothing out high-frequency signals. To fully use the advantage of modern gravity gradiometry data, we need to denoise the data instead of simply smoothing them. Although smoothing and denoising are commonly used synonymously, they are different both conceptually and fundamentally. Denoising seeks to remove noise and preserve signals, whereas smoothing simply removes all high-frequency content in the data regardless of whether it belongs to signal or noise. For the kind of noise that contaminates gravity gradient data, smoothing techniques may not always be appropriate because they globally smooth the data and broaden sharp features of interest. Wavelet filtering, on the other hand, is ideal for denoising without smoothing localized high-amplitude features, as demonstrated by Donoho (1993) .
Wavelet transforms have been widely used in geophysics. Denoising applications can be found in Deighan and Watts (1997) , who applied wavelets to suppress ground roll in seismic records; Leblanc et al. (1998) and Ridsdill-Smith and Dentith (1999) , who suggested the use of wavelet filtering techniques in aeromagnetic processing; and Trad and Travassos (2000) , who used wavelets to filter magnetotelluric data. In this paper, we propose an automatic wavelet-filtering process specially designed to estimate and remove noise in gravity gradiometry data. Although the method can be used with 2D data, we only consider 1D data and filters. The reason is that, in practice, gravity gradiometry data are collected along lines, and we would like to apply denoising filters prior to applying other processing steps that may propagate the noise and mask its characteristics.
The proposed method takes advantage of the characteristic differences of gravity gradiometry signals and noise in the wavelet domain to selectively filter the data while minimizing the effect on the features of interest. We show the better performance of our method when comparing with Butterworth and Wiener filters on synthetic data sets contaminated with either correlated (exhibiting some periodicity) or uncorrelated (white noise) noise. Since the choice of parameters for the wavelet filter is automatic, the processing is faster and therefore more suitable for gravity gradiometry applications where the amount of data to be processed is five times (at least) greater than in traditional gravity surveys.
METHODOLOGY

Wavelet transform and denoising
The wavelet transform decomposes a function into a weighted sum of different wavelets derived from dilation and translation of a single mother wavelet. The dilation allows the characterization of the frequency contents of the function while the translation enables the localization of different frequency content in space (e.g., Daubechies, 1992; Mallat, 1998) . When orthonormal wavelets are used, the wavelet transform is orthonormal and the original signal can be reconstructed perfectly from the transform, as in the case of the Fourier transform. The orthonormal wavelet transform represents the continuous data f (x) by a combination of smooth and detail components: (1) where s J,k and d J,k are, respectively, the wavelet coefficients in the smooth and detail components, k is the number of coefficients in each component, φ and ϕ are, respectively, the scaling function and analyzing wavelet, and J is the lowest resolution in the combination.
These orthonormal transforms are implemented efficiently using a pyramid algorithm, a remarkably fast algorithm that involves low-pass and high-pass filtering along with a downsampling (decimation) or up-sampling (zero-padding) operator (Mallat, 1989) . The transformation is mathematically equivalent to a multiplication of the vector g of discrete samples of f by an orthonormal matrix W:
where w is the vector of wavelet coefficients. Equation (1) is a multiresolution decomposition that represents characteristics of the signal at different resolutions, i. e., each scale j (where j goes from 1 to J ). In this decomposition, each scale j roughly correspond to a different frequency band defined by Percival and Walden (2000) 1
where t is the sampling interval in the data. Thus, highfrequency information is mapped into finer wavelet scales (smaller j) while coarser scales (larger j) represent lowfrequency information. Wavelet transforms have better spacefrequency localization characteristics than Fourier transforms. This property allows the modeling of location-dependent frequency characteristics. In addition, because the energy in the wavelet transform, by definition, concentrates in a finite space interval, there is little overlapping in energy distribution between distant events. These properties make wavelets a powerful tool to capture localized scale-dependent information in observational data. Wavelet coefficients are separated into different scales that correspond to different degrees of approximation to the original data. The coarser scale (or smooth scale) typically represents long-term trends that can be modeled with a small number (in this paper, the same number of coefficients as in the wavelet filter) of large wavelet coefficients. On the other hand, each detail scale corresponds to progressively finer corrections to the initial approximation. The detail scales are typically represented by an increasing number of wavelet coefficients that become progressively smaller at the finer scales. In terms of frequency, this means that the lower frequencies are represented by a small number of large coefficients, mainly located at the coarser scale, while high-frequency fluctuations, such as those produced by white noise, are represented mostly by a large number of small coefficients at the finer scales. Consequently, noise reduction can be achieved by selectively eliminating wavelet coefficients at the finer scales. The idea is to keep only the coefficients whose amplitudes are greater than a specified threshold. Any wavelet coefficient smaller than the threshold is discarded. This is called wavelet thresholding, and it is central to the denoising process (Donoho, 1993; Donoho and Johnstone, 1994, 1995) .
Wavelet denoising is a three-step process. We first apply the wavelet transform W to the data g as w = Wg.
Then, the wavelet coefficients w are thresholded as
where δ H λ is a hard thresholding function with threshold λ, defined as
Finally, the signal estimateĝ is obtained by applying the inverse transform W −1 to the modified set of coefficients v aŝ
Denoising by thresholding requires the selection of thresholds and of the initial scales where thresholding starts. Unfortunately, the typical noise encountered in potential field applications is correlated, and its wavelet representation at the finest scale does not provide a good estimate of the noise level. We have found that traditional threshold selection methods based on the universal rule (Donoho, 1993) , minimax methods (Donoho and Johnstone, 1994) , or the Stein unbiased risk estimator (Donoho and Johnstone, 1995) do not seem to work well with gravity gradiometry data because of the type of noise that contaminates them. In practice, little is a priori known about the level and structure of such noise. The denoising problem therefore becomes a two-step process in which we have developed a new method to first automatically estimate the noise level using the energy distribution as a function of scale, and then apply the thresholding algorithm to remove the noise. This method is discussed in detail in the next section.
Orthonormal transformations, such as the wavelet transform based on orthonormal (compactly supported) wavelets preserve the energy in the data; that is, the total energy of the wavelet coefficients is equal to the energy in the original data:
where w( j, k) is the wavelet coefficient at scale j and position k, and g(x) is the data at spatial location x. The difference in the way the gravity gradiometry signal and noise energy dis- Figure 1 . General behavior of synthetic data energy in the wavelet domain: (a) synthetic signal energy, (b) synthetic noise energy. Note that the signal energy shows a decreasing trend toward finer scales, whereas noise energy increases in the same direction.
tribute across scales is the basis for the signal and noise separation we propose. Therefore, it is imperative that no gain or loss of energy occurs as a result of the wavelet transformation. This requirement of energy conservation leads to the selection of orthonormal wavelet families. We have tested different families of orthonormal wavelets and found that the choice of wavelet family plays a secondary role when denoising gravity gradiometry data. For the study reported here, we only use the Daubechies wavelet family.
Separating signal and noise
Our method determines the noise level and denoising parameters based on the variation of energy as a function of scale. Therefore, understanding the energy distribution across scales is of fundamental importance. At each scale j, the total energy E j is defined as
where w j,k is the wavelet coefficient at position k and scale j. An energy analysis of synthetic gravity gradiometry signals shows a concentration of energy at the coarser scales and a substantial decrease toward the finer ones. Such behavior is typical of smooth signals and, in particular, of all components of the gravity gradiometry signal, as shown in Figure 1a . On the other hand, energy distribution for synthetic noise concentrates at the finer scales and decreases towards the coarser ones, as shown in Figure 1b . The behavior is similar for both correlated and uncorrelated noise, differing only in the gradient of the energy curve. Thus, the energy of the noise and that of gravity gradiometry signals behave in opposite ways in the wavelet domain.
Given the particular behavior of the energy distributions for signal and noise, we expect that the energy curve of the data, which is the sum of the signal and noise, reaches a minimum at some scale, as shown in Figure 2 . This particular scale is the key for the separation of signal and noise. At coarser scales the signal energy dominates, whereas at finer ones the energy of the noise overcomes that of the signal.
The signal-energy estimate obtained from the energy distribution across wavelet scales provides a good estimate of the energy of the true signal based upon simulations performed for each gradient component using correlated and uncorrelated noises. Therefore, we use it as an estimate for an apparent signal-to-noise (S/N) ratio ρ defined as
where E j is the energy at scale j, γ is the scale where signal and noise separate, and J is the coarsest scale.
In our denoising method, all coefficients in noise-dominated scales are set to zero and are not used in the reconstruction. Thresholding is then applied to the signal-dominated scales to reduce noise contamination. It remains to discuss the selection of the threshold level. We do this in a specific section later on.
Selecting a wavelet basis
By thresholding wavelet coefficients, we adapt filtering to the smoothness of the unknown signal. To optimize the adaptability, we first use the data to choose a wavelet basis that best represents the signal. Our numerical tests have shown that the smoothness of the chosen wavelet, determined by the order of the orthogonal polynomial approximation to the signal (number of vanishing moments), is much more important than the choice of the wavelet family. Therefore, we have chosen to work with different Daubechies wavelets and concentrate on selecting the appropriate number of vanishing moments.
The smoothness of the analyzing wavelet affects the spacefrequency characteristics of the wavelet transform, which can be seen in amplitude changes of the coefficients with scales. The energy distribution, of course, depends on the amplitudes of the coefficients at different scales. We have noticed that the minimum-energy scale varies with the number of vanishing moments (directly related to the number of coefficients) of the analyzing wavelets. One such example is shown in Figure 3 .
We also note that the minimum-energy scale is not a simple function of the wavelets.
For a given choice of wavelet, there is a scale at which the minimum energy occurs. This scale separates the signaldominated and noise-dominated scales, from which we can calculate the apparent S/N ratio as defined in equation (10). We choose the wavelet that yields the maximum apparent S/N ratio as the optimal wavelet. This is a reasonable assumption for the following reason: We seek to extract as much coherent signal as possible from the data. Any data component whose energy decays with scale is coherent and will be considered signal, regardless of what wavelet is used. It follows then that optimal wavelet should yield the highest apparent S/N ratio.
Selecting the threshold
Once the thresholding scales are determined, the next important factor is the actual threshold. The amplitude of a wavelet coefficient determines its importance in the reconstruction of the signal. Analysis of synthetic gravity gradiometer data have shown that there is an optimum number n of large coefficients that produces a minimum rms error between the estimated and true signal, as shown by the dashed line in Figure 4 . Because the largest coefficients in the coarser scales are related to the firstorder approximation to the signal, the rms error is large when we have only a few coefficients. As more coefficients are added, we introduce details in the reconstruction that decreases the rms error significantly until it achieves a minimum. Addition of more coefficients introduces structures that increase the rms error until it reaches the rms error of the original data. Therefore, to get the best rms approximation to our signal, only the n larger coefficients are necessary. All smaller coefficients are set to zero, that is, the amplitude of the (n + 1)th larger coefficient is used as threshold. With real data, however, it is impossible to determine the optimal number of large coefficients because the true signal is unknown and thus the rms error cannot be determined. Therefore, we have developed a method to estimate the optimal number of large coefficients from the data, which in turn is used to determine the threshold.
Since we have a good estimate of the signal energy, we use it to select the number of large coefficients. In this procedure, the energy contribution of each coefficient is calculated and sorted into decreasing order. The energy of each coefficient is progressively added until the total reaches the estimated signal energy, as shown in Figure 5 . Reaching this energy means that all the large coefficients necessary to reproduce the signal energy have been included, and the remaining coefficients are expected to account only for noise. In the example shown in Figure 5 , the signal energy is achieved with the 35 largest coefficients. Therefore, the amplitude of the 36th coefficient is used as threshold.
Simulations with both correlated and uncorrelated noise for each component have shown that the number of large coefficients determined by our method is, on average, close to the optimal number, only 8% larger, as shown by the solid line in Figure 4 .
Separating signal from noise artifacts
Localized high-frequency anomalies in the data create a concentration of high-amplitude wavelet coefficients that spans over many scales around their spatial locations. We refer to these concentrations of coefficients as "cones of influence" (e.g., Mallat, 1998) . Thus, large anomaly-related coefficients in the finer scales are expected to be associated with other large coefficients across scales. Large coefficients in the finer scales that do not belong to such cones are more likely to be related to noise rather than to localized anomalies.
To determine these cones of influence, we have analyzed the energy distribution in the wavelet domain as a function of location. Each scale is divided into sections of coefficients (C i ) according to their spatial position. The total number of sections and their spatial locations are chosen so that each section contains only one coefficient at the coarsest detail scale (i.e., the maximum energy scale). The energy in each section then consists of the contributions from all coefficients that are at different scales but belong to the same section. This is illustrated Figure 5 . Cumulative energy threshold. The estimate of the signal energy is achieved using only the first 35 larger coefficients. The absolute amplitude of the 36th coefficient is used as threshold.
in Figure 6 . The total energy e i in section C i is defined as
where w j,k is the wavelet coefficient at scale j and index k, and L is the number of coefficients in the coarsest detail scale J . The quantities a and b indicate, respectively, the index of the initial and final coefficient in each set. Sections containing cones of influence have a higher energy and tend to create local maxima (C 6 , C 9 , and C 11 ) in the energy curve as a function of location, as shown in Figure 6 . Since the sections are defined by the position of the coefficients in the coarsest detail scale (scale 5), rather than the position of the anomalies, it is possible for the energy in the anomalies to spread out over more than one section (for instance, C 5 and C 7 , in Figure 6 ). To keep these large coefficients, we choose as cutoff value the local maximum with the smallest energy (C 9 in this example) so that any section with energy greater than the cutoff value (black dots) is considered a cone of influence even if it is not a maximum. Sections whose energy is lower than that of the smallest local maximum C 9 (gray dots) are assumed to be unrelated to localized anomalies. At detailed scales (scales from 5 to 1), we keep the large coefficients in the sets related to Figure 6 . Example of local energy analysis for the synthetic xz component (top panel). In the center panel, cones of influence (between black thick lines) form across detail scales below localized anomalies. These cones concentrate energy differently along the sets of coefficients (C i ) separated by vertical lines. The sets having energies below the cutoff (smallest local maxima) are plotted in gray. The coefficients marked A and B are, respectively, examples of large coefficients that will be kept and zeroed according to the proposed method.
cones of influence (coefficient A, for example) and set to zero the large coefficients in sets whose energy is below the cutoff (coefficient B).
The main denoising steps of the proposed methodology can be summarize as follows. 1) Analyze energy as a function of scale using the wavelet basis that provides the maximum apparent S/N ratio, and select of the minimum energy scale as the scale where signal and noise separate. 2) Select the threshold by progressively computing the energy of the larger coefficients until the signal energy estimated in step (1) is achieved. 3) Analyze energy as a function of location, and identify the cones of influence. 4) Shrink to zero all coefficients in the noise dominated scales as defined in step (2). 5) Shrink to zero all coefficients equal to or below the threshold. 6) Shrink to zero large coefficients (above the threshold) that are in the detail scales but do not belong to cones of influence, as defined in step (3).
SYNTHETIC EXAMPLE
We now illustrate our automatic wavelet denoising technique by applying it to a synthetic gravity gradiometry data and comparing the results with those from Butterworth and Wiener filters having optimally tuned parameters. We choose Butterworth and Wiener filters because they are two popular frequency-domain filters used in potential-field applications. Additional information about these Fourier-domain filters can be found in Wiener (1949) , Kanasewich and Agarwal (1970) , and Hansen and Pawlowski (1989) .
We first remark that manual tuning of filtering parameters is necessary for Fourier-domain filters since the spectral characteristics of signal and noise can change with the data. Such tuning, however, is not always easy because it requires visual inspection of the power spectrum and several trial-and-error runs before achieving the best results. However, a typical marine gravity gradiometry survey measures five components over a large number of lines (airborne surveys can acquire even more data.); filtering by manual tuning becomes impractical, and its consistency and objectivity are difficult to maintain. A common alternative in such cases is to choose a single value for each filter parameter based on the analysis of a few lines, and then to assume that these parameter values are appropriate for the entire data set. This approach allows a faster processing, but it does not guarantee that the best separation of signal and noise is achieved. In addition, difficulties can arise from the changing characteristics of signal and noise with location. Our proposed wavelet filter, on the other hand, avoids subjectivity and speeds up the process by automatically selecting the most appropriate parameters from the data.
We compare the performance of automatic wavelet denoising with Butterworth and Wiener filters through the rms function ε defined as
where g is the true synthetic signal andĝ is the estimated signal recovered from noise-contaminated synthetic data. We have simulated a set of synthetic gravity gradiometry data. The true signal is generated from a model that is composed of three prismatic blocks, representing a large deep basement feature and two small shallow intrasedimentary bodies. Figure 7 shows a cross-section of the model and the profile of the xz component (100-m sampling interval) above the model. This profile clearly illustrates the differences between the localized high-frequency anomalies (at around distance 15 000 and 35 000 m) generated by shallow sources and the lower frequency anomaly caused by the deeper source (at around distance 10 000 and 40 000 m).
A total of 1000 separate noise realizations were created and added to each of the six gravity-gradient tensor components to create 500 data sets with Gaussian white noise (uncorrelated noise) and 500 sets with an auto-regressive process of second order (correlated noise). An auto-regressive process of second order is a process in which each drawn sample is linearly dependent on the previous two samples plus a purely random component. We select this process so as to produce a power spectrum that roughly resembles the part of the spectrum of the real data (Figure 10a) where there is decay in amplitude with increasing frequency (between 2 and 18 cycles/km). We have chosen the standard deviation of the additive noise to be 10% of the standard deviation of the signal in each component.
To compare the performance of wavelet denoising with that of Wiener and Butterworth filters, we use the error ratio α defined as
where ε d is the wavelet rms error, and min(ε w , ε b ) represents the smallest rms error achieved by the two frequency-domain filters (ε w for Wiener and ε b for Butterworth). During the test, we apply the automatic wavelet denoising without assuming any knowledge about the true signal, but we tune the Wiener and Butterworth filters based on the known true signal. Thus, while the wavelet-filter rms errors correspond to a unique run of the proposed denoising method in which all parameters are automatically determined based upon the input data, the rms errors for the frequency-domain filters correspond to the optimal filters based upon the true signal we seek to extract. This test is biased against the wavelet denoising, but it is a way to ensure that the proposed method is subjected to a rigorous test that will more convincingly show its superiority. A value of α greater than one indicates that the wavelet filter performs worse than the best Fourier-domain filter, whereas a value less than one represents a superior performance by the wavelet filter. Figure 8 shows the average results of noise simulations (correlated and uncorrelated) for each tensor component. The solid gray line shows the average performance of the wavelet filter for data with uncorrelated noise. The results range from less than 10% worse up to 40% better than the best of the Fourier-domain filters. The average results for data sets with correlated noise, shown in solid black line, indicate that the wavelet filter performance ranges from only 2% to about 35% better than the frequency-domain filters. Therefore, despite the unfair comparison, these results show that the wavelet filter leads to results at least as good as the best obtained with the frequency-domain filters.
We also carried out a second test using these data. Instead of applying the wavelet denoising blindly, we determine the threshold using the optimal number of coefficients instead of matching the energy of the signal estimate. That is, we determine the parameters of the wavelet filter by using information similar to that used in the selection of the frequency-domain filter parameters. The α-ratios in simulations using such optimal thresholds are almost always less than one. The dashed gray line in Figure 8 shows that the performance of the new wavelet filter with uncorrelated noise can go from 0% up to 40% better than best Fourier-domain filter. For correlated noise, the wavelet filter performance (dashed black line) goes from 10% up to 40% better. Note also that there is only a small difference, 8% worse on average, when using automatically-estimated instead of optimal thresholds.
FIELD DATA APPLICATION
We conclude the illustration of our denoising method with an application to field data. Figure 9 shows the results of denoising five independent components of gravity gradiometry data acquired in the Gulf of Mexico. Even after the acquisition processing, the data (shown in gray lines) seem to be contaminated by strong high-frequency noise and need to be filtered before any other process is applied. Using the methodology described above, we denoise these components to produce the results shown by the black lines. Notice that the smoothness of the reconstruction varies not only from component to com- Figure 8 . Performance comparison between the proposed wavelet filter and the frequency-domain filter, in terms of α-ratio, for uncorrelated (gray) and correlated (black) noise. Values below one indicate better performance of the wavelet filter. Dashed lines indicate the performance of the optimal threshold; the solid lines show the results obtained with our threshold estimator. Notice that, with few exceptions, the wavelet performs better than the frequency-domain filters. The difference when using automatically-estimated threshold instead of optimal threshold is small, only 8% worse on average. ponent, as can be seen in xz and yy, but also along survey lines for the same component. This variation is most apparent in the case of yz. In this particular component, the signal is smooth on the left and varies more rapidly towards the right. It is clear that the wavelet denoising method is able to preserve the high-frequency content of the signal. In general, similar results cannot be achieved with regular frequency-domain filters since they do not adapt well to spatially varying frequency content.
A question that arises naturally is to characterize the noise removed by the denoising procedure. The answer to this question is important to the understanding of the denoising method and the interpretation of the resulting data.
It is well known that the high-frequency content of the power spectrum is generally related to shallow sources, whereas low frequencies are usually associated with deeper, extended sources. Unfortunately, for 1D data, it is difficult to relate a certain frequency band to a specific depth of sources. This limits our analysis to qualitative results only. We provide a qualitative characterization based on the comparison of the spectral analysis of the removed noise by wavelet denoising with the spectral analysis of the noise obtained after filtering the data with upward continuation (Henderson and Zietz, 1949) . Although upward continuation cannot directly provide depth information, we expect that the use of this filter can help with the interpretation of the results by taking into account the geometrical relationships proposed by Jacobsen (1987) .
As an example, Figure 10 shows the power spectrum of the Txx component of a survey line before (a) and after (b) the denoising (for brevity, we only show the analysis for Txx component, but remark that we have observed the same characteristics in the removed noise from all the other tensor components). It is evident that the denoising process affects mainly the frequencies higher than 2 cycles/km. The power spectrum of the removed noise (i.e., the residuals of the wavelet-filtered data) is shown in Figure 11a . It clearly shows the decreasing trend of amplitudes removed from the data. In Figure 11b , we show the power spectrum of the noise removed from the data by upward continuating the data 50 m. Notice the similarity between the spectra of Figures 11a and 11b . It is clear that the noise removed by the wavelet-denoising technique has similar spectral characteristics to that removed by upward continuation. This may indicate that most of the noise removed by the wavelet-denoising technique is coming from sources positioned relatively close to the sensor, because only a small continuation is enough to produce results with similar spectral characteristics. Since the data came from marine survey in waters deeper than 1 km, it is obvious that that sources other than geologic features are responsible for such type of noise.
It is important to make distinction between the energy distribution in the Fourier power spectrum of the removed noise and the energy plot in the wavelet transforms. In the Fourier domain, the power of correlated noise decays with frequency, whereas the energy of the noise in the wavelet domain increases with finer scales. We have used the latter to achieve signal- noise separation, the former to understand the nature of the estimated noise.
In summary, the wavelet denoising method has worked well in estimating and removing noise from marine gravity gradiometry data. The resulting data is minimally affected by highfrequency noise yet it preserved high-frequency features in the signal. A spectral analysis has shown that the sources of the removed noise must be much shallower than the geological targets of the survey. Thus, we are confident that the denoising process has not harmed the signal in the data.
CONCLUSIONS
We have proposed a new automatic 1D wavelet-filtering technique to denoise gravity gradiometry data. The procedure is based on the analysis of the energy distribution across different wavelet scales of an orthonormal wavelet transform. We demonstrate that signal energy of gravity gradiometry data is well separated from noise energy. Choosing a threshold and a scale at which to begin thresholding the wavelet coefficients then allows us to effectively denoise any set of gravity gradiometry data. Furthermore, localized sharp features of signal are identified by cones of influence obtained from energy analysis along location. Limiting wavelet thresholding to outside the cones of influence ensures that sharp signals are preserved.
We have found that conventional approaches for estimating thresholds are ineffective in gravity gradiometry applications where the noise is unknown and location dependent. Our proposed method offers a better alternative, as demonstrated in successful applications to both synthetic and field data sets.
An important attribute of our wavelet-based denoising algorithm is that it can be automated for fast processing. For gravity gradiometry surveys, where at least five components Figure 10 . Power spectrum of the Txx component of a survey line: (a) raw data, (b) signal after denoising. Comparison of both spectra shows that the denoising process mainly affects frequencies higher than 2 cycles/km. are acquired along a large number of survey lines, it becomes fundamentally important to have the capability of automatically processing a large amount of data with reliable results. It impacts both quality and cost of data processing.
The proposed wavelet filter was applied to synthetic data sets contaminated with either correlated or uncorrelated noise. Results show that the wavelet filter produces rms errors that are on average ±10% of the best achieved by Fourier-domain filters for uncorrelated noise, and 20% better for correlated noise. Since in real-life applications noise is likely to be correlated, the proposed wavelet filtering is expected to perform better than traditional Fourier methods. Our simulation study has also shown that the proposed method provides good estimates of both the signal energy and the optimal threshold. Analysis of result in applying the method to field data sets show qualitatively that the component of the data removed by the wavelet filter could be attributable to shallow sources whose field is almost entirely attenuated by an upward-continuation of 50 m.
