Abstract. In this paper, the theory to construct quantum lines for general dual quasi-bialgebras is developed followed by some specific examples where the dual quasi-bialgebras are pointed with cyclic group of points.
Introduction
For H a bialgebra over a field k and R a bialgebra in the category of Yetter-Drinfeld modules H H YD, the Radford biproduct or bosonization R#H is a well-known construction giving a new bialgebra. Similarly, if H is a dual quasi-bialgebra and R is a bialgebra in a suitably defined category of Yetter-Drinfeld modules over H, then by [AP] , a new dual quasi-bialgebra R#H can be defined, called the bosonization of R and H.
Given a bialgebra H, however, finding R is nontrivial. For H = kG, a group algebra, finding R is the key to constructing pointed bialgebras with G as the group of points and finding finite dimensional R is crucial to the classification of pointed Hopf algebras of finite dimension. If R is finite dimensional and is generated as an algebra by a one-dimensional vector space in H H YD, then R is called a quantum line. For various H semisimple of even dimension, not necessarily group algebras, the question of the existence of a quantum line for H was completely settled in [CDMM] as well as the question of liftings of the bosonizations.
In this paper, we adapt the methods and language of [CDMM] to dual quasi-bialgebras. We find necessary and sufficient conditions for quantum lines to exist for a given dual quasi-bialgebra H and we compute several examples for the dual quasi-bialgebra (H, ω) where H is the group algebra of a cyclic group of any order and ω is a 3-cocycle. Finally we give an example of the existence of a quantum line for a bosonization R#kC n where n is an even integer.
The duals of our examples will be quasi-bialgebras as studied in the papers of Angiono [An] , Gelaki [Ge] , and Etingof and Gelaki [EGe1] [EGe2] [EGe3] .
The first section of this paper is used for notation and some preliminary material. In the second section, we define quasi-Yetter-Drinfeld data for dual quasi-bialgebras, and then in the next section we construct quantum lines. Section 5 discusses conditions to construct a quantum line for a bosonization and then the last section gives examples of these constructions. The examples are based on knowledge of the dual quasi-bialgebra kC n with Drinfeld reassociator given by a nontrivial 3-cocycle.
Preliminaries
Throughout we work over k, an algebraically closed field of characteristic zero. The tensor product over k will be denoted by ⊗. Vector spaces, algebras and coalgebras are all understood to be over k and all maps are understood to be k-linear. The usual twist map from the tensor space V ⊗ W to W ⊗ V will be denoted τ , i.e., τ (v ⊗ w) = w ⊗ v. The multiplicative group of nonzero elements of k is denoted by k × . For any coalgebra C and algebra A, * will denote the convolution product in Hom (C, A). Composition of functions may be written as concatenation if the emphasis of the symbol • is not required. The tensor product of a map with itself will often be written exponentially, i.e., we will write φ ⊗3 to denote φ ⊗ φ ⊗ φ. Similarly H ⊗ H is denoted H ⊗2 , etc. The group algebra over a group G will be written kG. The set of grouplike elements of a coalgebra C will be denoted G(C) and the subcoalgebra generated by G(C) will be denoted kG(C).
We make the convention that an empty product, for example, a product of the form 1≤j≤a with a < 1, is defined to be 1.
Definitions.
A coalgebra with multiplication and unit is a datum (H, ∆, ε, m, u) where (H, ∆, ε) is a coalgebra, m : H ⊗ H → H is a coalgebra homomorphism called multiplication and u : k → H is a coalgebra homomorphism called unit [Ka, dual to page 368] . Denote u(1 k ) by 1 H .
For H a coalgebra with multiplication and unit, a convolution invertible map ω : H ⊗3 → k is called a 3-cocycle if and only if
and we say that a cocycle ω is unitary or normalized if for all h, h ′ ∈ H,
If H, L are coalgebras with multiplication and unit, a coalgebra map φ : L → H is a morphism of coalgebras with multiplication and unit, if
If φ : L → H is a morphism of coalgebras with multiplication and unit and ω is a (normalized) 3-cocycle for H, then ω • φ ⊗3 is a (normalized) 3-cocycle for L.
For H a coalgebra with unit, a convolution invertible map v : H ⊗2 → k such that v(1 ⊗ h) = v(h ⊗ 1) = ε(h) for all h ∈ H, i.e., v is unitary or normalized, is called a gauge transformation.
Note that for H a cocommutative bialgebra and v : H ⊗ H → k a (normalized) convolution invertible map then the map ∂ 2 v : H ⊗ H ⊗ H → k, defined by
is a (normalized) cocycle called a (normalized) coboundary. Conversely, if v is convolution invertible and ∂ 2 v is normalized then v(1 ⊗ h) = v(h ⊗ 1) = ε(h)v(1 ⊗ 1) and so v(1 ⊗ 1) −1 v is normalized. (See also Lemma 2.3.)
Now we define the objects of interest in this paper.
Definition 2.1. A dual quasi-bialgebra is a datum (H, ∆, ε, m, u, ω) where (H, ∆, ε, m, u) is a coalgebra with multiplication and unit and ω : H ⊗ H ⊗ H → k is a normalized 3-cocycle such that
Unless it is needed to emphasis the structure of the coalgebra H with multiplication and unit, we will write (H, ω) for a dual quasi-bialgebra. The map ω is called the (Drinfeld) reassociator of the dual quasi-bialgebra. Note that if H is cocommutative, then (H, ω) has associative multiplication for every reassociator ω.
′ is a morphism of coalgebras with multiplication and unit and ω ′ • Φ ⊗3 = ω. A bijective morphism of dual quasi-bialgebras is an isomorphism.
A dual quasi-subbialgebra of a dual quasi-bialgebra (H ′ , ω ′ ) is a dual quasi-bialgebra (H, ω) such that H is a subcoalgebra of H ′ and the canonical inclusion σ : H → H ′ is a morphism of dual quasi-bialgebras.
We note that by (3) multiplication in the dual quasi-subbialgebra kG(H) of H is associative.
Let (H, ω) be a dual quasi-bialgebra. It is well-known that the category H M of left H-comodules becomes a monoidal category as follows. Given a left H-comodule V , we denote the left coaction of
The unit is the trivial left H-comodule k, i.e. ρ (k) = 1 H ⊗ k. The associativity and unit constraints are defined, for all U, V, W ∈ H M and u ∈ U, v ∈ V, w ∈ W, k ∈ k, by
The monoidal category we have just described will be denoted by (
For (H, ω) a dual quasi-bialgebra and v : H ⊗2 → k a convolution invertible map, define maps
If v is a gauge transformation, then the datum
is a dual quasi-bialgebra with reassociator ω v called the twisted dual quasi-bialgebra of H by v.
Remark 2.2. (i) If a ∈ k × and v is convolution invertible, then so is av, the composition of v with multiplication by a, and av has inverse a (7) is normalized, i.e., satisfies (2) . Then av is a gauge transformation for a = v(1 ⊗ 1)
Setting h and h ′ equal to 1 in turn, we obtain for all h ∈ H,
Since a −1 v −1 (h ⊗ 1) = ε(h) and av is the inverse of a
Proof. Take ω = ε in Lemma 2.3. Since H is cocommutative,
is also a morphism of dual quasi-bialgebras between the twisted dual quasi-bialgebras obtained from (H, ω H ) and (A, ω A ).
Proof. We have
Definition 2.6. Dual quasi-bialgebras A and B are called quasi-isomorphic (or equivalent) when-
is a morphism of dual quasi-bialgebras and (A, ω A ) is quasi-isomorphic to an ordinary bialgebra so is (H, ω H ).
Proof. Suppose γ A : A ⊗ A → k is a gauge transformation such that A γA has trivial reassociator. Then γ H := γ A (σ ⊗ σ) : H ⊗ H → k is a gauge transformation, and, by Proposition 2.5, the map
) is a morphism of dual quasi-bialgebras. Hence
so that H γH has trivial reassociator.
3. Quasi-Yetter-Drinfeld data for dual quasi-bialgebras 3.1. Yetter-Drinfeld modules. In this subsection, we first recall some facts from [AP] about the category of Yetter-Drinfeld modules for a dual quasi-bialgebra.
Definition 3.1 ([AP, Definition 3.1]). For (H, ω) a dual quasi-bialgebra, the category
The next theorem from [AP] gives the structure of a bosonization in this setting. 
Consider on B := R ⊗ H the following structures: For suppose that there is an isomorphism ϕ :
In this way we get the following commutative diagram.
By the same argument using ϕ −1 we get an inverse for ϕ ′ . By Proposition 2.5, the right-hand side vertical map is an injective morphism of dual quasi-bialgebras. Since σ H and ϕ are also morphisms of dual quasi-bialgebras we get that ϕ ′ also is. Thus ϕ ′ is an isomorphism of dual quasi-bialgebras as required.
The proof of the next lemma is straightforward and so is left to the reader.
Lemma 3.7. Take the hypothesis and notations of Theorem 3.4. Let π : R#H → H be defined by π (r#h) = ε R (r) h. Then π is a morphism of dual quasi-bialgebras and
Remark 3.8. Note that for R#H as above, the map σ : H ֒→ R#H defined by σ(h) = 1 R #h is also a morphism of dual quasi-bialgebras and, for π as defined in Lemma 3.7, πσ = Id H . Corollary 2.7 then implies that H is quasi-isomorphic to an ordinary bialgebra if and only if R#H is. 
There is a unitary map χ ∈ H * such that for g the grouplike in (i),
Since V is one-dimensional, there is a grouplike element g ∈ H such that ρ(v) = g ⊗ v for all v ∈ V , and also there is a map χ :
Equation (8) of the definition of Yetter-Drinfeld modules now translates to (14) and equation (9) implies that χ is unitary. Finally here equation (10) of Definition 3.1 is equivalent to (15) above. Now suppose that V is a one-dimensional vector space satisfying (i) to (iii) above. Then it is easy to see that V with coaction given by ρ(v) = g ⊗ v and action given by (14) and (15) above hold. If q := χ (g) , we also say that ((H, ω), g, χ) is a quasi-Yetter-Drinfeld datum for q.
Remark 3.11. (i) When H is a Hopf algebra, ω is trivial and q = 1, then the previous definition reduces to [CDMM, Definition 2.1] .
(ii) Note that Proposition 3.9, roughly speaking, says that a one-dimensional vector space V with action and coaction defined by χ and g, is an object in
Lemma 3.12. Let G be a group and let ω be a normalized 3-cocycle on G. Let g ∈ G and χ : kG → k. The following are equivalent. unitary and (14) holds for all h, ℓ ∈ G.
Proof. It suffices to prove that (i) implies that
so that χ (h) is invertible, and gh = hg by Remark 3.11.
Lemma 3.14.
Proof. We need only verify (14) for ((A, ω), a, χ A ). For h, l ∈ A, since (14) holds for χ, we have:
and, in particular,
Proof. Let s > 1 and then by (14) we have
Equation (16) now follows by induction on t ≥ 1. For t = 1, there is nothing to prove. Let t > 1 and assume that the statement holds for t − 1. Then by (18),
and if we then expand χ(c t−1 ) using (16), the result is immediate.
Remark 3.16. If ω = ω(H ⊗ τ ), then equation (16) simplifies to:
Quantum lines
Our first lemma will be useful in the computations to follow.
Lemma 4.1. Let (H, ω) be a dual quasi bialgebra and let g ∈ G(H). For all 0 ≤ a, b, c,
The proof is by induction on a ≥ 1. For a = 0, 1 there is nothing to prove. Let a > 1 and assume the formula holds for a − 1. By (1) 
and the statement then follows from the induction assumption.
Next we introduce some useful notation.
As observed in Remark 3.3, we can consider the tensor algebra
where
Note that the order of the brackets is important here.
Let ((H, ω), g, χ) be a quasi-Y D datum for q. Let V = kv be a one-dimensional vector space and then (V, ρ, µ) with
. As a vector space T (V ) may be identified with the polynomial ring k [X] via the correspondence v
[n] ↔ X n . However the multiplication is different.
Proposition 4.3. With hypothesis and notations as above, the tensor algebra T (V ) has basis v [n] n∈N and has the following bialgebra structure in
The left action of H on T (V ) is given by
where χ [n] ∈ H * is defined iteratively by setting χ [0] := ε, and for n ≥ 1,
Furthermore, for n ≥ 1 (25)
(ii) The algebra structure on T (V ) is given by 1 T (V ) = 1 k ∈ T 0 (V ) and
(iii) The coalgebra structure is given by ε T v [n] = δ n,0 , and
where we define
Note that β(0, n) = 1 = β(n, n) for all n ≥ 0.
Proof. Equation (22) follows from the definition of the comodule structure on the tensor product in H H YD in Remark 3.2 and the fact that ρ (v) = g ⊗ v.
Next we compute h ⊲ v [n] for h ∈ H. If n = 0, then χ [0] = ε satisfies (23). We prove, by induction on n ≥ 1, that (23) holds for χ [n] ∈ H * defined inductively by equation (24). Equation (24) gives χ [1] = χ, which satisfies (23). Let n > 1 and assume that the statement holds for n − 1. Then using the induction assumption and (22), we have:
Now, using this formula, we prove by induction on n ≥ 1 that (25) holds. For n = 1, since ω is a normalized cocycle and g 0 = 1, then the right hand side of (25) is just χ = χ [1] . Let n > 1 and assume the formula holds for n − 1. Then
and so (25) holds for all n ≥ 1. We note that if (25) is applied to a cocommutative element, then since the product for 0 ≤ i ≤ n − 1 is the same as taking the product over 0
Equation (26) follows immediately.
(ii) Let b ∈ N and we prove by induction on a ≥ 1 that (27) holds. For a = 1, we have by
. Let a > 1 and assume (27) for a − 1. Then
and so we have proved that (27) holds for a ≥ 1.
(iii) We wish to show that
where if i = 0, the empty product is defined to be 1. If n = 0 the formula holds since
= 1, and ω(− ⊗ 1 ⊗ −) = 1. Let n > 1 and suppose that the formula holds for n − 1. Then
From the definition of Ω T , it is easily seen that:
and
The coefficient of j] in this expression to be:
By Lemma 4.1
so that the last summand in the expression above becomes:
Thus the coefficient of
and this is indeed β(j, n) as required. It is then straightforward to see that
The next technical results allow us to construct a bialgebra quotient of the tensor algebra. 
where R := A/I, p R : A → R denotes the canonical projection and (K, (M, ⊗, 1, a, l, r, c) and p R is a bialgebra morphism.
Proof. In this proof we omit the constraints as in view of the coherence theorem they take care of themselves. By (31) and (32), there are morphisms
The first equality yields
The other equality leads to counitarity of ∆ R . Since the tensor functors are right exact, we have that p R ⊗p R is an epimorphism and hence (R ⊗ R, p R ⊗ p R ) = Coker (i K ) . Thus, by (33), we have that there is a unique map m R :
so that, by right exactness of tensor functors, we get a, l, r, c) . Clearly p R is a bialgebra morphism.
Lemma 4.5. Let (H, ω) be a dual quasi-bialgebra and let I be an ideal of a bialgebra A in
Let (H, g, χ) be a quasi-Y D datum for q with q a primitive N -th root of unity with N > 0. Let V = kv ∈ H H YD with coaction and action defined by g and χ as in Remark 3.11. Let v [n] ∈ T ⊗ I + I ⊗ T, for every n ≥ N.
For n = N , this follows from (28) and the fact that, since q has order N , then N i q = 0 for i = 0, N . For n ≥ N + 1, in view of (27) we have
Hence, Lemma 4.5 implies that ∆ T v [n] ∈ T ⊗ I + I ⊗ T . Since by Proposition 4.3, ε T (v [n] ) = δ n,0 and N = 0, it is clear that ε T (I) = 0. Since I is a twosided ideal of T = T (V ), we have that
H a, l, r, c and p R is a bialgebra morphism. Recall that the Iverson bracket [[P ] ] is a notation that denotes a number that is 1 if the condition P in double square brackets is satisfied, and 0 otherwise.
By the above we have the following result. and structure given as follows:
: = δ n,0 .
(ii) For R the bialgebra in H H YD from (i), let B := R#H, the bosonization of R by H. Then
Proof. (i) Take R := T (V ) /I as above and set [a] . Then, by the structure maps for R in (i),
By the structure maps for B in Theorem 3.4, we see
, we have proved that B is a filtered coalgebra so that, by [Sw2, Proposition 11.1.1, page 226],
Note that the result in the previous theorem still holds formally if q = 1 but is not so interesting, since, in this case R collapses to the base field k.
Definition 4.7. Let ((H, ω) , g, χ) be a quasi-Y D datum for q = 1, a primitive N -th root of unity. The bialgebra R = R ((H, ω) , g, χ) of the previous theorem will be called a quantum line for the given datum. 
Proof. Consider the basis x
[n] 0≤n≤N −1 of the bialgebra R = R ((H, ω) , g, χ) in H H YD. We want to define a linear map S R : R → R on the basis which a posteriori is expected to be antimultiplicative in
. Then, for 1 < n ≤ N − 1, we have
where c R,R : R ⊗ R → R ⊗ R denotes the braiding of H H YD evaluated in R. Let us check that this forces
For n = 0, 1 the formula trivially holds. Let n with 1 < n ≤ N − 1 such that the formula holds for n − 1. Then
We have
By [Ka, Proposition IV.2 .7] we have that
for any scalar a and variable X. If we take a = 1 and evaluate this polynomial in X = 1, we get
On the other hand we have
We note that S R : R → R is trivially bijective.
Recall the definition of a morphism of quasi-Y D data from Definition 3.13. Note that if ϕ :
is also a quasi-Y D datum for q since ξ(ℓ) = ξϕ(g) = χ(g). It follows easily from equation (25) be the canonical basis for R H := R ((H, ω) , g, χ) and y
Quasi-Yetter-Drinfeld data for bosonizations
In this section we consider quasi-Y D data for bosonizations R#H. In the next lemma, we assume that we have a bosonization B = R#H with a quasi-Y D datum and we find that this yields a quasi-Y D datum for H. 
Proof. Since g ∈ G (B) ⊆ B 0 ⊆ k ⊗ H, then g = 1 R #c = σ(c) for some c ∈ H. Thus c = (πσ)(c) = π(g) and since the maps π, σ from Section 3.1 are coalgebra maps and g is grouplike, then c is grouplike.
In order to apply Lemma 3.14 to conclude that ((H, ω), c, χ B σ) is a quasi-Y D datum, we must show that cχ B σ(h 1 )h 2 = h 1 χ B σ(h 2 )c for all h ∈ H. Since ((B, ω B ), g, χ B ) is a quasi-Y D datum, and so satisfies (15), then for every r ∈ R, h ∈ H,
If we let r = 1 R in the equation above, and apply π to both sides, we obtain
and since σ, π are coalgebra maps with πσ the identity, then (15) holds for ((H, ω), c, χ B σ) and by Lemma 3.14, ((H, ω) 
by (14) for the quasi-Y D datum for B, we have that χ B (xy) is:
and so, letting x = r#1 and y = 1#h, we have that χ B (r#h) is:
, and since ω H is normalized, (35) holds.
Similarly χ B (r · R s#1) = χ B ((r#1)(s#1)) and then, using (40) and (39), along with
is straightforward to verify (36).
Now we prove (37). Since ((B, ω B ), g, χ B ) satisfies (15), we have,
Recall from Theorem 3.4 that
0 #h 3 , so that applying π to the left hand side of (15) for B we obtain:
Applying π to the right hand side yields
and thus (37) holds.
Equation (38) is verified in a similar fashion. Let h = 1 in the left hand side of equation (15) for B and then apply R ⊗ ε H to obtain
. Now let h = 1 in the right hand side of (15) for B and apply R ⊗ ε H to obtain
, and this finishes the proof of (38).
In the next proposition we show how an arbitrary quasi-Y D datum on a bosonization R#H where R := R((H, ω H ), g H , χ H ) is related to g H and χ H . by H and suppose that ((B, ω B 
Proof. Theorem 4.6 implies that B 0 ⊆ k1 R ⊗ H. Then Lemma 5.1 implies that there exists d ∈ G (H) such that g B = 1 R #d. By (37) with r = x [1] and h = 1 H ,
If
and so χ B (r#h) = ε R (r) χ B (1 R #h) , for every r ∈ R, h ∈ H.
Next we consider equation (38) with r = x [1] . The left hand side is
and the right hand side is
and we can conclude that
Examples
In this section, we present examples illustrating the theory in the previous sections. The problem of course is to find the reassociator explicitly. Our examples are based on the coalgebra kC n where the cocycles are well-known.
6.1. Group cohomology. First we set some notation. Our examples will involve cyclic groups of order n and n 2 , n > 1. We will denote C n = c and C n 2 = c . We will always denote by q a primitive n 2 -rd root of unity and set ζ := q n . Let φ : C n 2 → C n be the canonical projection with φ(c) = c and denote by the same symbol the corresponding map kC n 2 → kC n . For every a ∈ Z, let a ′ ∈ {0, . . . , n − 1} be congruent to a modulo n. Since k is an algebraically closed field of characteristic zero, by [Sw1, Theorem 3 .1], the Sweedler cohomology can be computed through an isomorphism
where the latter is the group cohomology computed as in [We, page 167] .
Since ζ = q n , it is easy to check that
One can prove that the set of Sweedler 3-cocycles is given by
n → k is convolution invertible . This follows from the fact (see e.g. [MS, formulas (E.13) and (E.14)] over C) that the map
Proposition 6.1. Let kC n be the group algebra with its standard bialgebra structure and ω a normalized 3-cocycle. Then (kC n , ω) is a dual quasi-bialgebra and there is a gauge transformation α : (kC n ) ⊗2 → k, and
Proof. The first statement follows from the fact that kC n is cocommutative. Since ω is a normalized Sweedler 3-cocycle, by (45) there exists a convolution invertible map v : kC
Since ω and ω ζ i are normalized, so is ∂ 2 v. Thus, by Corollary 2.4, av is a gauge transformation for
av , the statement is proved.
Remark 6.2. In fact, (kC n , ω ζ i ) is a dual quasi-Hopf algebra, meaning that there exists an antipode S and maps α, β from kC n to k such that for all h ∈ kC n :
In this case, S is the usual antipode for kC n , α and β are both equal to the counit ε and then since ω ζ i (c j ⊗ c −j ⊗ c j ) = 1, the statement follows.
Since by the above discussion the maps ω ζ i are not coboundaries, we have the following:
Corollary 6.3. The dual quasi-bialgebra (kC n , ω ζ i ) is not quasi-isomorphic to an ordinary bialgebra, i.e., one with reassociator ε kC
On the other hand kC n 2 with dual quasi-bialgebra structure via the bialgebra epimorphism φ : kC n 2 → kC n , φ(c) = c, is quasi-isomorphic to an ordinary bialgebra since if ω is a normalized 3-cocycle for kC n , then ωφ ⊗3 is a coboundary. In fact, one can see by direct computation that
6.2. Quasi-Y D data for kC n . To find quasi-Y D data for (kC n , ω ζ w ), we apply the results of Section 3.2. For 0 ≤ z ≤ n − 1, from (19) we will be able to show that if ((kC n , ω ζ w ), g := c z , χ) is a quasi-Y D datum then (49) χ(c t ) = χ(c) t for 0 ≤ t ≤ n − 1 and χ(c) n = ζ wz , and thus, unless χ(c) n = 1, i.e., ζ wz = 1, then χ is not a character. We show (49) as follows. From (19) and the definition of ω ζ w , we deduce that χ(c t ) = χ(c) t for 1 ≤ t ≤ n − 1. By unitarity of χ, this equality also holds for t = 0. By unitarity of χ and the fact that c n = 1, we get 1 = χ(1) = χ(c n ). On the other hand a direct computation of χ(c n ) using (19) and the definition of ω ζ w yields χ(c n ) = χ(c) n ζ −wz and so (49) is proved.
Take t ∈ N. Then, since c n = 1, we have χ(c t ) = χ(c
Since Φ is a morphism of dual quasi-bialgebras, by Remark 3.6, we get that Φ(1#c
(1 − c a ) and hence x#1 ∈ kΦ −1 (1# (1 − c a )) ⊆ k#H, a contradiction. Thus a = w and hence Φ(1#c z ) = 1#c w , and Φ(x#1) = αy#1 + β1#(1 − c w ). Since Φ −1 (1#H) = 1#H then α = 0. Then we have
However,
Thus β = 0 and
Suppose that z = w. Then p divides z(j − k). This is impossible unless j = k and then the two quasi-Y D data are the same.
Suppose
In any case, there are at least p(p − 1) nonisomorphic bosonizations. Fix z = 1. Then there are p choices for j and p − 1 choices for i giving nonisomorphic bosonizations.
In the next example, for a change, we consider the group algebra of a nonabelian group and find a quasi-Y D datum.
Example 6.7. Let G := Dic p , the dicyclic group of order 4p for p an odd prime. Then Dic p = C p ⋊ C 4 = x, y|x 4 = 1 = y p , xyx −1 = y −1 and Z(G) = {1, x 2 }. Since C p is a normal subgroup of G then there is a bialgebra projection π from kG to kC 4 = k c by π(y i x j ) = c j . Let ω := ω ζ be the cocycle defined in Subsection 6.1 for kC 4 with q a primitive 16th root of unity and ζ = q 4 . Let ω G : kG ⊗3 → k be defined by ω G := ωπ ⊗3 and thus (kG, ω G ) is a dual quasi-bialgebra and π is a dual quasi-bialgebra morphism. By Corollary 2.7, since (kC 4 , ω ζ ) is nontrivial and since there is an inclusion σ : kC 4 ֒→ kG such that πσ is the identity, then (kG, ω G ) is also nontrivial.
By Example 6.5 with n = 4, ((kC 4 , ω ζ ), c 2 , χ) with χ(c t ) = q 2t is a quasi-Y D datum for χ(c 2 ) = q 4 = ζ, a primitive 4th root of unity. By Lemma 3.14, since π(x 2 ) = c 2 and
Note that for a nonabelian group with trivial centre, the construction in the example above can only yield a trivial Y D datum for q = 1. On the other hand, the same construction is possible for any nonabelian group G with a projection onto a cyclic group such that the kernel does not contain the centre of G.
The next example shows that (49) need not hold for a quasi-Y D datum for kC N if ω = ω ζ w , in particular it can happen that χ(c t ) = χ(c) t for some 0 < t < N .
Example 6.8. Let φ : kC n 2 = k c → kC n = k c be the surjection of bialgebras from Section 6.1 given by φ(c) = c. Then φ induces a morphism of dual quasi-bialgebras from (kC n 2 , ω ζ φ ⊗3 = ∂ 2 v) to (kC n , ω ζ ) where, by Section 6.1, v(c
. By Example 6.5, ((kC n , ω ζ ), c, χ) is a quasi Y D-datum, with χ(c t ) = q t for 0 ≤ t ≤ n − 1, and so by Lemma 3.14, ((kC n 2 , ∂ 2 v), c, χφ) is a quasi-Y D datum also. However, taking t = n < n 2 − 1 and checking (49), we find that χφ(c n ) = χ(c n ) = χ(1) = 1 while (χφ(c)) n = χ(c) n = q n = ζ. Thus in this case (49) is not satisfied. Note that ω ζ φ ⊗3 = ω ζ φ ⊗3 (kC n 2 ⊗ τ ) so that (19) still holds.
Example 6.9. Let ((H, ω) , g, χ) be a quasi-Y D datum for some primitive N -th root of unity
is a morphism of quasi-Y D data. By Proposition 4.9, we have a dual quasi-bialgebra homomorphism f ⊗ ϕ :
Note that, since ϕ is injective, so is f ⊗ ϕ so that R L #L identifies with a dual quasi-subbialgebra of R H #H.
We point out that the following example is dual to one given by Gelaki in [Ge, subsection 3.1]. There a quasi-Hopf algebra is given which is quasi-isomorphic to an ordinary Hopf algebra but contains a sub-quasi-Hopf algebra which is not.
Example 6.10. Recall the setting of Example 6.8 where we have a morphism of quasi-Y D data from ((kC n 2 , ω n 2 := ∂ 2 v), c, χφ) to ((kC n , ω ζ ), c, χ) with χ(c t ) = q t , 0 ≤ t ≤ n − 1, induced by the bialgebra surjection φ : kC n 2 → kC n with φ(c) = c. Note that both are quasi-Y D-data for q where q is a primitive n 2 -rd root of unity. The isomorphism f : R n 2 → R n from Proposition 4.9 yields a dual quasi-bialgebra surjection f ⊗ φ : R n 2 #kC n 2 → R n #kC n where R n 2 := R ((kC n 2 , ω n 2 ) , c, χφ), R n := R ((kC n , ω ζ ) , c, χ). Set A := R n 2 #kC n 2 and B := R n #kC n , so that B is a quotient of the dual quasi-bialgebra A. Since (kC n 2 , ∂ 2 v) can be twisted by v −1 to (kC n 2 , ε (kC n 2 ) ⊗3 ), then by Remark 3.8, A is also quasi-isomorphic to an ordinary bialgebra. In fact, it is easy to check that A should be deformed by the gauge transformation µ := v −1 (π ⊗ π) to obtain an ordinary bialgebra. On the other hand, since ω ζ is not trivial in H 3 (kC n , k), (kC n , ω ζ ) cannot be quasi-isomorphic to an ordinary bialgebra and thus by Remark 3.8, neither can B.
We can say more about A µ . Since A µ is finite dimensional with coradical kC n 2 , which is a Hopf algebra, then A µ is also a Hopf algebra [Ta, Remark 36] . Now, let x
[n] 0≤n≤N −1 be the canonical basis for R n 2 . Then X := x [1] #1 kC n 2 is a nontrivial skew-primitive element since
so that, if we set Γ := 1 R n 2 #c, we get
Since A and A µ have the same coalgebra structure, X is a (1 A , Γ)-primitive element also in A µ . Consider the sub-Hopf algebra of A µ generated by X and Γ. This is a Taft algebra of dimension
6.3. Quasi-Y D data for R#kC n . Now we apply Proposition 5.2 to a quasi-Y D datum used in our examples.
Proposition 6.11. Let H := ((kC n , ω ζ ), c, χ) with χ(c t ) = q t for 0 ≤ t ≤ n − 1, be the quasi-Y D datum from Example 6.5, let R := R((kC n , ω ζ ), c, χ), and let B := R#H. Suppose that there is a quasi-Y D datum for B, ((B, ω B ), g B , χ B ) as in Proposition 5.2. Then g B = 1 R #c w for some 0 ≤ w ≤ n − 1, and for 0 ≤ t ≤ n − 1 and r ∈ R,
In particular g B and χ B are uniquely determined by w and ((kC n , ω ζ ) , c, χ) . so that ζ 2w = 1 and we must have that w = m.
We are now able to construct a quasi-Y D datum on a dual quasi-bialgebra which is a bosonization of a group algebra. We begin with a useful lemma.
Lemma 6.13. Let n, a ∈ N with 0 ≤ a ≤ n 2 − 1. Then
Proof. Note that the left hand side of the equation above is the number of nonnegative integers congruent to n − 1 mod n and strictly less than a. For t ≥ 1, define an interval I t of n integers by I t = {j ∈ N|(t − 1)n ≤ j ≤ tn − 1}. Then the left hand side is the number of intervals I t whose entries are less than a. If a = a ′ + sn, then a ∈ I s+1 and this number is clearly s.
In the next example, we find a quasi-Y D datum for B := R#kC n where n is even. As always, q denotes a primitive n 2 -rd root of unity and ζ := q n .
Example 6.14. Let n = 2m and let (B := R#kC n , ω B = ω ζ π) be the dual quasi-bialgebra of dimension n 3 constructed via the quasi-Y D datum ((kC n , ω ζ ), c, χ) for q with χ(c t ) = q t , 0 ≤ t ≤ n − 1, as in Example 6.5. We will construct a quasi-Y D datum for B for ι := q By the formula for multiplication in B = R#kC n in Theorem 3. By (14) But q ms = q −ms for every s ∈ nZ since, writing s = n s, q 2mn s = q 
