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STANDARD VORTEX SOLUTIONS OF THE EXTENDED PAINLEVE´ P.D.E.
PANAYOTIS SMYRNELIS
Abstract. The second Painleve´ O.D.E. y′′ − xy − 2y3 = 0, x ∈ R, has been extensively studied since the
early 1900’s, due to its importance for applications. Recently, we discovered that the extended equation:
∆y − x1y − 2|y|2y = 0, (x1, . . . , xn) ∈ Rn, y : Rn → Rm, is relevant in the theory of light-matter interaction
in liquid crystals [12]. It is obtained by multiplying by −x1 the linear term of the Ginzburg-Landau equation
∆η = |η|2η− η, η : Rn → Rm. The scope of this paper is to construct radial vortex solutions y : Rn → Rn−1
(∀n ≥ 3), of the vector Painleve´ P.D.E., and to study as well their monotonicity and asymptotic properties.
In particular we establish their convergence as x1 → −∞, to the standard vortex solutions η : Rn−1 → Rn−1
of the Ginzburg-Landau system.
1. The extended Painleve´ P.D.E.
The second Painleve´ O.D.E.:
(1.1) y′′ − xy − 2y3 = 0, ∀x ∈ R,
is known to play an important role in the theory of integrable systems [1], random matrices [15, 18, 10],
Bose-Einstein condensates [2, 3, 23, 30] and other problems [4, 21, 24]. It has been extensively studied by
Painleve´ and others since the early 1900’s.
In the physical context of light-matter interaction in liquid crystals (cf. [7]), we recently discovered that
the extended Painleve´ equation:
(1.2) ∆y − x1y − 2|y|2y = 0, ∀x = (x1, . . . , xn) ∈ Rn, y = (y1, . . . , ym) : Rn → Rm,
is relevant to describe the orientation of the molecules at the boundary of the illuminated region (cf. [11]
when n = m = 1, [12] when n = m = 2, and [13] when n = 2, m = 1). It can alternatively be written as
(1.3) ∆y(x) = Hy(x1, y(x)), x ∈ Rn,
with a non autonomous potential H(x1, y) :=
1
2x1|y|2 + 12 |y|4, (x1, y) ∈ R× Rm, and Hy = ( ∂H∂y1 , . . . , ∂H∂ym ) ∈
R
m. Also note that equation (1.2) has variational structure. Let
(1.4) EPII(u,Ω) =
ˆ
Ω
[
1
2
|∇u|2 + 1
2
x1|u|2 + 1
2
|u|4
]
, u ∈ H1(Ω;Rm), Ω ⊂ Rn,
be its associated functional. In the physical models studied in the aforementioned works, the extended
Painleve´ equation is obtained as the singular limit (after appropriate rescaling) of the system
(1.5) ǫ2∆uǫ − µ(x)uǫ − |uǫ|2uǫ + ǫa(ǫ)f(x) = 0, ∀x = (x1, . . . , xn) ∈ Rn, uǫ : Rn → Rm, ǫ > 0,
where µ(x) = e−|x|
2 − χ, χ ∈ (0, 1), f : Rn → Rm is a specific map related to µ, and a(ǫ) is a nonnegative
parameter. More precisely, the function µ describes light intensity and is sign changing due to the fact that
the light is applied to the sample locally, and areas where µ < 0 are interpreted as shadow zones, while
areas where µ > 0 correspond to illuminated zones. On the other hand the map f describes the electric
field induced by the light. Finally, the intensity of the applied laser light is represented by the parameter
a. The relevant solution of (1.5) to model the orientation of the molecules in liquid crystals, is a minimizer
vǫ ∈ H1(Rn;Rm) of the energy functional associated to equation (1.5):
(1.6) E(u) =
ˆ
Rn
[
ǫ
2
|∇u|2 − 1
2ǫ
µ(x)|u|2 + 1
4ǫ
|u|4 − a(ǫ)f(x) · u
]
,
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where · stands for the inner product in Rm. Assuming that limǫ→0 a(ǫ) = 0 (cf. [11, Theorems 1.2 and 1.3 (i)],
and [12, Theorem 1.2 (ii)]), we discovered that the minimizers vǫ appropriately rescaled in a neighbourhood
of a point where µ vanishes, converge as ǫ → 0, to a solution y of (1.2). In addition, y is by construction
bounded in the half-spaces [s0,∞)× Rn−1, ∀s0 ∈ R, and minimal in the sense that
(1.7) EPII(y, suppφ) ≤ EPII(y + φ, suppφ)
for all φ ∈ C∞0 (Rn;Rm). To explain formally the relation between (1.2) and the energy E, one can see from
the expression of E, that as ǫ → 0, the modulus of the minimizer vǫ should approach a nonnegative root
of the polynomial −µ(x)z + z3 = 0, or in other words, |vǫ| →
√
µ+ as ǫ → 0, in some perhaps weak sense.
This function called the Thomas-Fermi limit of the minimizer is nonsmooth, so the transition near the set
µ(x) = 0 has to be mediated somehow via a solution of (1.2).
This explains why the investigation of equation (1.2) is crucial to understand the physical phenomena
occuring in liquid crystals at the boundary of the illuminated region, and in particular the formation of the
so-called shadow vortex.1 We expect that equation (1.2) may also be relevant to study other Ginzburg-Landau
type functionals similar to (1.6), for instance in the context of Bose-Einstein condensates (cf. [22, 2, 23, 30]).
In the one dimensional case (n = m = 1), the structure of solutions of (1.1) is known (cf. [20]). Thus, we
could establish [11, Theorem 1.3 (i)] that the Hastings-McLeod solution, denoted in this paper by h, is up to
sign change, the only minimal solution of (1.1) which is bounded at +∞. We recall (cf. [20]) that h : R→ R
is positive, strictly decreasing (h′ < 0) and such that
h(x) ∼ Ai(x), x→∞,
h(x) ∼
√
|x|/2, x→ −∞,(1.8)
whereAi is the Airy function. As a consequence, in dimension one, the local profile of the minimizer vǫ : R→ R
near the points where µ vanishes is given by h, provided that limǫ→0 a(ǫ) = 0.2 Having a closer look at the
potential H(x, y) = 12xy
2+ 12y
4, one can explain formally the asymptotic behaviour of h. Indeed, for x fixed,
H attains its global minimum equal to 0 when y = 0 and x ≥ 0, and equal to −x28 when y = ±
√|x|/2 and
x < 0. Thus, the global minima of H bifurcate from the origin, and the two minimal solutions ±h of (1.1)
interpolate these two branches of minima.
In higher dimensions, the scalar P.D.E.
(1.9) ∆y − x1y − 2y3 = 0, x = (x1, . . . , xn) ∈ Rn, y : Rn → R,
(cf. (1.2) with n ≥ 2, m = 1) involves the non autonomous potential H(x1, y) = 12x1y2 + 12y4 which is
bistable for every fixed x1 < 0. We have shown in [14], that (1.9) describes a phase transition model, as the
Allen-Cahn equation below:
(1.10) ∆u =W ′(u) = u3 − u, u : Rn → R, W : R→ [0,∞), W (u) = 1
4
(u2 − 1)2.
For the latter the phase transition connects the two minima ±1 ofW , while for the former the phase transition
connects the two branches ±√(−x1)+/2 of minima of H parametrized by x1. More precisely, there exists (cf.
[14]) a solution y : R2 → R of (1.9)3 converging as x2 → ±∞ and x1 is fixed, to the two minimal solutions
±h(x1) of (1.1). We detail below its main properties:
(i) y is positive in the upper half-plane and odd with respect to x2 i.e. y(x1, x2) = −y(x1,−x2).
(ii) yx2(x1, x2) > 0, ∀x1, x2 ∈ R, and liml→±∞ y(x1, x2 + l) = ±h(x1) in C2loc(R2).
1The shadow vortex was discovered experimentally in [7]. Then, its existence was confirmed mathematically in [12, Theorem
1.2 (ii)]. Manipulating light vortices has applications in quantic computation, telecommunications, and astronomy (improvement
of images, detection of exoplanets).
2In the case where limǫ→0 a(ǫ) ∈ (0,
√
2), Sourdis [31] proved that the local profile of vǫ (the so-called shadow kink) is given
by a sign changing minimal solution of the nonhomogeneous O.D.E. y′′−xy−2y3−α = 0. We also refer to [33] for an alternative
constuction of this sign changing solution, and to [11] for the existence of a positive minimal solution of the nonhomogeneous
Painleve´ O.D.E.
3This solution was constructed by taking the limit of odd minimizers vǫ : R2 → R of E, in a neighbourhood of an appropriate
point of the circle {x ∈ R2 : µ(x) = 0} (cf. [14], and [13] for further relation between shadow domain walls and the extended
Painleve´ equation).
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(iii) y is minimal (cf. definition (1.7))4.
(iv) For every x2 ∈ R fixed, let y˜(t1, t2) :=
√
2
(− 3
2
t1)
1
3
y
(− (− 32 t1) 23 , x2 + t2(− 32 t1)− 13 ). Then
(1.11) lim
l→−∞
y˜(t1 + l, t2) =


tanh(t2/
√
2) when x2 = 0,
1 when x2 > 0,
−1 when x2 < 0,
for the C1loc(R
2) convergence.
(v) yx1(x1, x2) < 0, ∀x1 ∈ R, ∀x2 > 0.
In view of (i), (ii) and (iii) above, the solution y plays a similar role that the heteroclinic orbit γ(x) =
tan(x/
√
2), of the Allen-Cahn O.D.E. γ′′ = γ3 − γ. First of all, both solutions y and γ are minimal and
odd. Next, y connects monotonically along the vertical direction x2, the two minimal solutions ±h(x1), in
the same way that γ connects monotonically the two global minimizers ±1 of the potential W . What’s more,
the two global minimizers ±1 of the Allen-Cahn functional EAC =
´
R
(
1
2 |u′|2+W (u)
)
have their counterparts
in the two minimal solutions ±h of the Painleve´ equation. While γ is a one dimensional object, the solution
y(x1, x2) is two dimensional, since x1 parametrizes the branches of minima of the potential H , and only x2
is involved in the phase transition. The analogy between equations (1.9) and (1.10) also appears in property
(iv). Indeed, after rescaling, the solution y converges as x1 → −∞, to a minimal solution of the Allen-Cahn
O.D.E., which is depending on the case either γ or ±1. This is not so surprising because the Painleve´ P.D.E.
(1.9) is obtained by multiplying by −x1, the linear term u in the Allen-Cahn P.D.E. (1.10), and after rescaling
appropriately, the dependence on x1 disappears as x1 → −∞.
2. The vector Painleve´ P.D.E. and the Ginzburg-Landau system
The scope of the present paper is to investigate the vector equation (1.2) (with m ≥ 2), and construct the
first to our knowledge nontrivial examples of solutions. First of all, we shall point out the deep connection of
(1.2) with the Ginzburg-Landau system
(2.1) ∆u = ∇W (u) = |u|2u− u, u : Rn → Rm, W : Rm → [0,∞), W (u) = 1
4
(|u|2 − 1)2,
which has been extensively studied (cf. in particular [9] and [28]) due to its application in the theory of
superconductors and superfluids. Actually, the vector Painleve´ P.D.E. (1.2) only differs from (2.1) by the
factor −x1 multiplying its linear term.
On the one hand, the non autonomous potential H(x1, y) =
1
2x1|y|2 + 12 |y|4 associated to (1.2) attains its
global minimum equal to 0 when y = 0 and x1 ≥ 0, and equal to −x
2
1
8 when |y| =
√|x1|/2 and x1 < 0. Thus,
for every fixed x1 < 0, the set of minima of H is the sphere {y ∈ Rm : |y| =
√|x1|/2}. On the other hand, the
Ginzburg-Landau potential W is nonnegative, radial, and vanishes only on the unit sphere. These properties
of W imply that (2.1) admits when n = m ≥ 2, a unique standard vortex solution η ∈ C∞(Rn;Rn) such that
(a) η is O(n)-equivariant (i.e. η(gx) = gη(x), ∀x ∈ Rn, ∀g ∈ O(n)), or equivalently η(x) = ηrad(|x|) x|x| ,
∀x 6= 0, where ηrad is a function having an odd extension in C∞(R).
(b) ηrad is increasing, and converges to 1 at +∞.
In addition the solution η is minimal in the sense that EGL(η, suppφ) ≤ EGL(η + φ, suppφ), for all φ ∈
C∞0 (R
n;Rn), where
(2.2) EGL(u,Ω) =
ˆ
Ω
[
1
2
|∇u|2 + 1
4
(|u|2 − 1)2
]
, Ω ⊂ Rn,
is the Ginzburg-Landau energy functional. Actually in dimension n = 2, Mironescu [25] established (cf. also
[29]) that any minimal solution of (2.1) is either constant of modulus 1 or (up to orthogonal transformation
in the range and translation in the domain) the standard vortex η. In higher dimensions n = m ≥ 3, the
minimality of η was proved by Pisante [27], however it is not clear if there exist other nontrivial minimal
solutions.
4The minimality of y for general perturbations was pointed out to us by Sourdis [32].
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Our purpose in this paper is to construct the analog of the standard vortex solution η for the vector
Painleve´ P.D.E. (1.2). Since for every fixed x1 < 0, the potential H(x1, y) attains its global minimum on the
sphere {y ∈ Rm : |y| = √|x1|/2}, we should have m = n − 1 in order to allow the formation of vortices in
the hyperplanes x1 = Const. On the other hand, the amplitude of these vortices will depend on the radius√|x1|/2. Thus, the standard vortex of (1.2) should be a solution y : Rn → Rn−1, n ≥ 3, such that
(a) y is O(n − 1)-equivariant with respect to (x2, . . . , xn) =: z (i.e. y(x1, gz) = gy(x1, z), ∀x1 ∈ R,
∀z ∈ Rn−1, ∀g ∈ O(n− 1)).
(b) |y(x1, z)| ≈
√|x1|/2, as |z| → ∞, and x1 < 0 is fixed.
More precisely, we have:
Theorem 2.1. There exists a solution y ∈ C∞(Rn;Rn−1) (with n ≥ 3) to
(2.3) ∆y − x1y − 2|y|2y = 0, with x = (x1, . . . , xn) ∈ Rn, y = (y2, . . . , yn) : Rn → Rn−1,
such that
(i) Setting z := (x2, . . . , xn), ez :=
z
|z| , and σ := |z|, we have y(x) = yrad(x1, σ)ez, where yrad(x1, σ) is
a function having an odd with respect to σ extension in C∞(R2;R).
(ii) In addition, yrad(x1, σ) > 0,
∂yrad
∂x1
(x1, σ) < 0, and
∂yrad
∂σ (x1, σ) > 0, ∀x1 ∈ R, ∀σ > 0.
(iii) |y(x)| < h(x1), ∀x ∈ Rn, and liml→∞ yrad(x1, σ+ l) = h(x1) in C1loc(R2;R), where h is the Hastings-
McLeod solution of (1.1).
(iv) For every z = (x2, . . . , xn) ∈ Rn−1 fixed, let
(2.4) y˜(t1, . . . , tn) :=
√
2
(− 32 t1)
1
3
y
(− (−3
2
t1)
2
3 , x2 + t2(−3
2
t1)
− 1
3 , . . . , xn + tn(−3
2
t1)
− 1
3
)
.
Then
(2.5) lim
l→−∞
y˜(t1 + l, t2, . . . , tn) =
{
η(t2, . . . , tn) when z = 0,
ez when z 6= 0,
for the C1loc(R
n;Rn−1) convergence, where η ∈ C∞(Rn−1;Rn−1) is the standard vortex solution of
the Ginzburg-Landau system (2.1).
Theorem 2.1 provides a solution y : Rn → Rn−1 having in every hyperplane x1 = Const., a profile similar
to η. Indeed, for fixed x1, the O(n− 1)-equivariant map z 7→ y(x1, z) only vanishes at z = 0, and its modulus
increases as |z| increases. The amplitude of these vortices is determined by the Hastings-McLeod solution
h evaluated at x1. As we mentioned in Section 1, h interpolates smoothly the function x1 7→
√
(−x1)+/2
describing the radius of the sphere where the potential H(x1, y) attains its global minimum. On the other
hand, for every fixed z 6= 0, the map x1 7→ |y(x1, z)| is decreasing, like h. Finally, property (iv) shows that
after rescaling, the solution y converges as x1 → −∞, to a solution of the Ginzburg-Landau system (2.1),
which is depending on the case either η or a constant of modulus 1 (compare with (1.11)). Actually, it is
proved in Lemma 3.2, that the rescaling (2.5) applied to any solution of (1.2) satisfying the bound (3.1),
provides after passing to limit, a solution of (2.1).
Despite the deep connection of the vector Painleve´ P.D.E. with the Ginzburg-Landau system, we are not
aware if the structure of minimal solutions of (1.2) exactly mirrors that of (2.1) at least in low dimensions.
Although by construction the solution y : Rn → Rn−1 provided by Theorem 2.1 is only minimal for O(n− 1)-
equivariant perturbations, we expect that y is actually minimal for general perturbations, as the standard
vortex η : Rn−1 → Rn−1 of the Ginzburg-Landau system. While η is defined in Rn−1, the solution y depends
on n variables, since x1 parametrizes the set of minima of the potential H , and only x2, . . . , xn are involved
in the vortex formation mechanism.
In the one dimensional case, one can easily see (cf. Lemma 3.4) that the only minimal solutions y : R→ Rm
of (1.2) bounded at +∞, are the maps R ∋ x1 7→ h(x1)n, with n ∈ Rm a unit vector. These maps have their
counterparts in the constant solutions of modulus 1 of (2.1) (which are also the global minimizers of EGL).
On the other hand, in dimension two, the existence of nontrivial minimal solutions y : R2 → Rm of (1.2) is
not clear, since the Painleve´ system with n = 2 and m ≥ 2, is related to the O.D.E. system u′′ = |u|2 − u,
4
u : R → Rm, which has only constant minimal solutions (cf. [6, Remark 3.5.], and also [17] for nonexistence
results of minimal solutions of the Ginzburg-Landau system in higher dimensions).
As far as the liquid crystal model (1.5) is concerned, with n = m = 2 as in [12], the nonexistence of a
minimal solution y : R2 → R2 of (1.2) having an isolated zero, would imply the following two important
results. Firstly, that the profile of the shadow vortex (appearing when the intensity of the applied laser light
is of order o(ǫ| ln ǫ|), cf. [12, Theorem 1.2 (ii)]), is given by the Ginzburg-Landau system (2.1). Secondly, that
it is located at a distance d≫ ǫ2/3 from the boundary of the illuminated region.
3. General results for solutions y : Rn → Rm of (1.2)
In this section we collect some general results holding for every solution y : Rn → Rm of (1.2). These
results may be useful to construct different types of solutions of (1.2). They will be used and particularized
in the proof of Theorem 2.1, in Section 4.
In the next two lemmas, we shall first examine the asymptotic behavior of solutions of (1.2), as x1 → +∞,
and x1 → −∞.
Lemma 3.1. Let y : Rn → Rm be a solution of (1.2) which is bounded in the half-space {x1 ≥ 1}. Then, we
have |y(x)| = O(e− 23x3/21 ), as x1 →∞ (uniformly in z = (x2, . . . , xn)).
Proof. Let M = e
2
3 supx1≥1 |y(x)|, let y = (y1, . . . , ym) ∈ Rm, and let Ω = {x1 > 1}. We shall compare ±yi,
∀i = 1, . . . ,m, with the function ψ(x) := Me− 23x3/21 . It is clear that ∆ψ ≤ x1ψ ≤ (x1 + 2|y|2)ψ on Ω, and
∆(yi−ψ) ≥ (x1+2|y|2)(yi−ψ) on Ω. Since we have yi−ψ ≤ 0 on ∂Ω, it follows from the maximum principle
(cf. [8, Lemma 2.1]) that yi − ψ ≤ 0 holds on Ω. Similarly, we obtain that −yi − ψ ≤ 0 holds on Ω. 
Lemma 3.2. Let y : Rn → Rm be a solution of (1.2) such that the function
(3.1) x 7→ |y(x)|√|x1| is bounded in the half-space {x1 ≤ −1},
and let
t = (t1, t2, . . . , tn) :=
(− 2
3
(−x1) 32 , (−x1) 12 r2, . . . , (−x1) 12 rn,
)
, ∀x1 ≤ −1, ∀r := (r2, . . . , rn) ∈ Rn−1.
Equivalently, setting τ := (t2, . . . , tn) ∈ Rn−1, we have (x1, r) =
( − (− 32 t1) 23 , (− 32 t1)− 13 τ). Next, define
y˜(t1, τ) :=
√
2
(− 3
2
t1)
1
3
y(x1, r + z), for every z := (x2, . . . , xn) ∈ Rn−1 fixed, or equivalently
(3.2) y(x1, r + z) =
(−x1) 12√
2
y˜(t1, τ).
Then, up to subsequence,
(3.3) lim
l→−∞
y˜(t1 + l, t2, . . . , tn) = u(t1, t2, . . . , tn),
for the C1loc(R
n;Rm) convergence, where u ∈ C∞(Rn;Rm) solves ∆u = |u|2u − u in Rn. In addition, if y is
a minimal solution of (1.2), then u is also minimal.
Proof. We are going to show that y˜(t1, . . . , tn) is uniformly bounded up to the second derivatives, when
τ = (t2, . . . , tn) belongs to a compact set and t1 → −∞. By differentiating (3.2) with respect to x1 and r we
obtain
(3.4a)
√
2yxi(x1, r + z) = (−x1)y˜ti(t1, τ), ∀i = 2, . . . , n.
(3.4b)
√
2yxixj (x1, r + z) = (−x1)
3
2 y˜titj (t1, τ), ∀i, j = 2, . . . , n.
(3.4c)
√
2yx1(x1, r + z) = −
(−x1)− 12
2
y˜(t1, τ) + (−x1)y˜t1(t1, τ) −
n∑
i=2
ri
2
y˜ti(t1, τ).
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(3.4d)
√
2yx1xj = −y˜tj + (−x1)
3
2 y˜t1tj − (−x1)
1
2
n∑
i=2
ri
2
y˜titj , ∀j = 2, . . . , n.
(3.4e)
√
2yx1x1 = −
(−x1)− 32
4
y˜− 3
2
y˜t1+
(−x1)−1
4
n∑
i=2
riy˜ti+(−x1)
3
2 y˜t1t1−(−x1)
1
2
n∑
i=2
riy˜t1ti+
(−x1)− 12
4
n∑
i,j=2
rirj y˜ti,tj .
Since by assumption y satisfies |y(x)| = O(| − x1| 12 ) as x1 → −∞ (i.e. y˜ is bounded), we obtain by (1.2) and
standard elliptic estimates [19, §3.4 p. 37 ] that
(3.5) |Dy(x)| = O(| − x1| 32 ) and |D2y(x)| = O(| − x1| 52 ), as x1 → −∞.
From (3.5) and (3.4) it follows that
(3.6) |∇y˜(t)| = O(| − x1| 12 ) and |D2y˜(t)| = O(| − x1|), as x1 → −∞,
provided that t = (t1, τ) ∈ Σα,β := {t ∈ Rn : t1 ≤ α, |τ | ≤ β(− 32 t1)
1
3 }, where α < 0 and β > 0 are arbitrary
constants. In particular, we have
√
2∆y(x1, r + z) = (−x1) 32∆y˜(t) +O(| − x1| 32 ), for t ∈ Σα,β. On the other
hand it is clear by (1.2) that
√
2∆y(x1, r + z) = (−x1) 32 (|y˜(t)|2 − 1)y˜(t), thus
(3.7) |∆y˜(t)| and |∇y˜(t)| are bounded, ∀t ∈ Σα,β.
Similarly, by differentiating once more equations (3.4) with respect to x1 and r, one can show that
(3.8) |D2y˜(t)| is bounded, ∀t ∈ Σα,β .
Next, we apply the theorem of Ascoli to the sequence y˜(t1 + l, t2, . . . tn) as l → −∞. Up to a subsequence
lk → −∞, we obtain via a diagonal argument, the convergence in C1loc(Rn;Rm) of y˜k(t1, t2, . . . , tn) :=
y˜(t1 + lk, t2, . . . , tn) to a bounded function u(t1, t2, . . . , tn) that we are going to determine.
Let (e1, . . . , en) be the canonical basis of R
n, and let φ˜(t1, . . . , tn) ∈ C∞0 (Rn;Rm) be a test function such
that S˜ := supp φ˜ ⊂ {(t1, . . . , tn) : c − d ≤ t1 ≤ c}, for some constants c ∈ R and d > 0. Given l ∈ R, we
consider the translated functions φ˜−l(t1, . . . , tn) := φ˜(t1−l, t2, . . . , tn), and y˜l(t1, . . . , tn) := y˜(t1+l, t2, . . . , tn).
Note that S˜l := supp φ˜−l = S˜ + le1, and supp φ˜−l ⊂ {(t1, . . . , tn) : t1 < −1} when l < −1 − c. Thus, for
l < 1 − c, we can define φ−l ∈ C∞0 (Rn;Rm) by φ−l(x1, r + z) = (−x1)
1
2√
2
φ˜−l(t1, τ) as in (3.2), and we set
Sl := {(x1(t1), r(t1, . . . , tn) + z) : (t1, . . . , tn) ∈ S˜l}. As a consequence, we have
(3.9)
ˆ
Rn
∇y · ∇φ−l + x1y · φ−l + 2|y|2y · φ−l = 0, ∀l < −1− c,
that becomes after changing variables as in (3.2):
(3.10)
ˆ
Rn
1
2
(− 3
2
t1
) 4−n
3 [∇y˜ · ∇φ˜−l + (|y˜|2 − 1)y˜ · φ˜−l +A(y˜, φ˜−l)] = 0, ∀l < −1− c,
with
A(ψ, ξ) := −1
2
(− 3
2
t1
)−1
[ψ · ξt1 + ψt1 · ξ +
n∑
i=2
ti(ψti · ξt1 + ψt1 · ξti)]
+
1
4
(− 3
2
t1
)−2
[ψ +
n∑
i=2
tiψti ][ξ +
n∑
j=2
tjξtj ].
On the other hand, in view of (3.7), one can see that
(3.11) (−t1)β = (−c− lk)β +O((−c− lk)β−1), ∀β < 1, ∀(t1, . . . , tn) ∈ S˜lk ,ˆ
Rn
(−t1)
4−n
3 A(y˜, φ˜−lk) = O((−c− lk)
1−n
3 ),
andˆ
Rn
(−t1)
4−n
3 [∇y˜ ·∇φ˜−lk+(|y˜|2−1)y˜ ·φ˜−lk ] = (−c−lk)
4−n
3
ˆ
Rn
[∇y˜ ·∇φ˜−lk+(|y˜|2−1)y˜ ·φ˜−lk ]+O((−c−lk)
1−n
3 ).
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Gathering the previous results, it follows from (3.10) that
(−c− lk)
4−n
3
ˆ
Rn
[∇y˜ · ∇φ˜−lk + (|y˜|2 − 1)y˜ · φ˜−lk ] +O((−c− lk)
1−n
3 ) = 0.
Finally, since
lim
k→∞
ˆ
Rn
[∇y˜ · ∇φ˜−lk + (|y˜|2 − 1)y˜ · φ˜−lk ] = lim
k→∞
ˆ
Rn
[∇y˜k · ∇φ˜+ (|y˜k|2 − 1)y˜ · φ˜]
=
ˆ
Rn
[∇u · ∇φ˜+ (|u˜|2 − 1)u · φ˜],
we deduce that
´
Rn
[∇u · ∇φ˜+ (|u˜|2 − 1)u · φ˜], ∀φ˜ ∈ C∞0 (Rn;Rm), i.e. u solves ∆u = |u|2u− u in Rn.
Similarly, if y is a minimal solution of (1.2), we have
(3.12) EPII(y, S
l) ≤ EPII(y + φ−l, Sl), ∀l < −1− c,
that becomes after changing variables as in (3.2):
(3.13)
ˆ
S˜l
1
2
(− 3
2
t1
) 4−n
3 [B(y˜) + C(y˜)] ≤
ˆ
S˜l
1
2
(− 3
2
t1
) 4−n
3 [B(y˜ + φ˜−l) + C(y˜ + φ˜−l)], ∀l < −1− c,
with
(3.14) B(ψ) = [
1
2
|∇ψ|2 − |ψ|
2
2
+
|ψ|4
4
],
and
(3.15) C(ψ) := −1
2
(− 3
2
t1
)−1
[ψ · ψt1 +
n∑
i=2
ti(ψti · ψt1)] +
1
8
(− 3
2
t1
)−2|ψ + n∑
i=2
tiψti |2.
As previously (3.11) holds, and one can see thatˆ
S˜lk
(−t1)
4−n
3 C(y˜) = O((−c− lk)
1−n
3 ),
ˆ
S˜lk
(−t1)
4−n
3 C(y˜ + φ˜−lk) = O((−c− lk)
1−n
3 ),
ˆ
S˜lk
(−t1)
4−n
3 B(y˜) = (−c− lk)
4−n
3
ˆ
S˜lk
B(y˜) +O((−c− lk)
1−n
3 ),
and ˆ
S˜lk
(−t1)
4−n
3 B(y˜ + φ˜−lk) = (−c− lk)
4−n
3
ˆ
S˜lk
B(y˜ + φ˜−lk) +O((−c− lk)
1−n
3 ).
Gathering the previous results, it follows from (3.13) that
(−c− lk)
4−n
3 EGL(y˜, supp φ˜
−lk) ≤ (−c− lk)
4−n
3 EGL(y˜ + φ˜
−lk , supp φ˜−lk) +O((−c− lk)
1−n
3 ),
or equivalently
EGL(y˜k, supp φ˜) ≤ EGL(y˜k + φ˜, supp φ˜) +O((−c − lk)−1),
Finally, passing to the limit, we obtain
EGL(u, supp φ˜) ≤ EGL(u+ φ˜, supp φ˜),
i.e. u is a minimal solution of (2.1).

Next, we establish some properties of minimal solutions of (1.2). More precisely, we prove in Lemma 3.3
that a minimal solution is not identically zero, while in Lemma 3.4 (resp. Lemma 3.5) we characterize the
one dimensional minimal solutions of (1.2) (resp. the nonnegative minimal solution of the scalar equation
(1.9)).
Lemma 3.3. Let y : Rn → Rm be a minimal solution of (1.2). Then, y is not identically 0.
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Proof. The minimality of y implies that the second variation of the energy EPII is nonnegative:
(3.16)
ˆ
Rn
(|∇φ(x)|2 + (2|y(x)|2 + 4(y · φ)2 + x1)|φ(x)|2)dx ≥ 0, ∀φ ∈ C10 (Rn;Rm).
Clearly (3.16) does not hold when y ≡ 0, if we take φ(x1, z) = φ0(x1+l, z), with l →∞, and φ0 ∈ C10 (Rn;Rm),
such that φ0 6≡ 0. 
Lemma 3.4. Let y : R → Rm be a solution of (1.2) which is bounded at +∞. Then, y is minimal iff
y(x) = h(x)n, for some unit vector n ∈ Rm.
Proof. Assume that y is minimal. Since y 6≡ 0 (cf. Lemma 3.3), let x0 ∈ R be such that y(x0) 6= 0, and let
n0 :=
y(x0)
|y(x0)| . Next, we consider the competitor map
(3.17) ξ(x) =
{
y(x) when x ≤ x0,
|y(x)|n0 when x ≥ x0.
It is clear that |ξ′| ≤ |y′| holds on R, and that EPII(ξ, [a, b]) ≤ EPII(y, [a, b]), ∀a < b. Assume by contradiction
that EPII(ξ, [x0,∞)) + 2ǫ < EPII(y, [x0,∞)), for some ǫ > 0. This implies that for b > b0 large enough we
have EPII(ξ, [x0, b]) + ǫ < EPII(y, [x0, b]). Setting
(3.18) ψ(x) =
{
ξ(x) when x ∈ [x0, b]
(y(b+ 1)− |y(b)|n0)(x− b) + |y(b)|n0 when x ∈ [b, b+ 1],
it follows from Lemma 3.1 that EPII(ψ, [b, b + 1]) < ǫ provided that b ≥ b1 ≥ b0 is large enough. Thus we
deduce that EPII(ψ, [x0, b1 + 1]) < EPII(y, [x0, b1 + 1]), with y(x0) = ψ(x0), and y(b1 + 1) = ψ(b1 + 1), in
contradiction with the minimality of y. This proves that EPII(ξ, [x0,∞)) = EPII(y, [x0,∞)). In particular,
we have EPII(ξ, [x0, b]) = EPII(y, [x0, b]), on an interval [x0, b] where y 6= 0, and setting n(x) := y(x)|y(x)| on
[x0, b], we obtain |ξ′|2 = |y′|2 = |ξ′|2+ |ξ|2|n′|2 on [x0, b]. As a consequence, n′ ≡ 0, and y(x) = |y(x)|n0 hold
on [x0, b]. Finally, for any unit vector ν perpendicular to n0, let χ(x) = y(x) · ν. In view of (1.2), χ solves
χ′′ = xχ+2|y|2χ on R, and since χ ≡ 0 on [x0, b], we conclude by the uniqueness result for O.D.E. that χ ≡ 0
on R. This proves that y(x) = (y(x) · n0)n0 holds on R. Therefore, it follows from the characterization of
minimal solutions of (1.1) established in [11, Theorem 1.3 (i)], that y(x) = h(x)n0, ∀x ∈ R.
Conversely, let y(x) = h(x)n, for some unit vector n ∈ Rm, and let us check that y is minimal. For
every test function φ ∈ H10 ([a, b];Rm), let ξ(x) := |y(x) + φ(x)|n. Since |ξ′| ≤ |y′ + φ′| holds on R, we have
EPII(ξ, [a, b]) ≤ EPII(y + φ, [a, b]). On the other hand, it follows from the minimality of h : R → R that
EPII(y, [a, b]) ≤ EPII(ξ, [a, b]). This establishes that y is minimal.

Lemma 3.5.
5 Let y : Rn → R be a nonnegative minimal solution of (1.9) such that y(x) ≤ h(x1), ∀x ∈ Rn.
Then y(x1, . . . , xn) = h(x1), ∀x ∈ Rn.
Proof. First of all we show that y > 0. Indeed, if y(p) = 0 for some p ∈ Rn, then the maximum principle
implies that y ≡ 0, and this is ruled out by Lemma 3.3. Let BR ⊂ Rn be the open ball of radius R, centered
at the origin, and let yR be a minimizer of EPII in H
1
0 (BR;R) (cf. Lemma 4.1 for the existence of minimizers).
We notice that |yR| is also a minimizer of EPII in H10 (BR;R), thus we can choose yR such that yR ≥ 0. It is
clear that yR ∈ C∞(BR;R) is a smooth solution of (1.9) in BR. To establish Lemma 3.5, we shall compare y
with yR. Our claim is that yR ≤ y, ∀R. Indeed, assume by contradiction that S := {x ∈ BR : yR > y} 6= ∅,
and let φ := max(yR − y, 0) ∈ H10 (BR;R). On the one hand, we have by the minimality of y that
EPII(y,BR) ≤ EPII(y + φ,BR) = EPII(yR, S) + EPII(y,BR \ S),
thus EPII(y, S) ≤ EPII(yR, S). On the other hand, by definition of the minimizer yR, we obtain
EPII(yR, BR) ≤ EPII(yR − φ,BR) = EPII(y, S) + EPII(yR, BR \ S),
5A similar result holds for the nonnegative minimal solutions of the Allen-Cahn equation (1.10) (cf. for instance [5, Corollary
5.2] which also applies in the vector case).
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that is, EPII(yR, S) ≤ EPII(y, S). As a consequence, EPII(yR, S) = EPII(y, S), and the function y˜R(x) :=
min(yR, y) is another minimizer of EPII in H
1
0 (BR;R). In particular y˜R is a C
∞(BR;R) smooth solution of
(1.9) in BR. Finally, since yR and y˜R coincide on an open ball B ⊂ {x ∈ BR : yR(x) < y(x)} 6= ∅, it follows
by unique continuation that yR ≡ y˜R, which is a contradiction.
At this stage, we are going to prove that y(x1, . . . , xn) = h(x1), ∀x ∈ Rn by induction on the dimension n.
For n = 1 the statement is true, since h is the only nonnegative minimal solution of O.D.E. (1.1), which is
bounded at +∞ (cf. [11, Theorem 1.3 (i)]). Now, assume that n ≥ 2. We will first establish that yR > 0 onBR,
provided that R is large enough. As we mentioned before, the existence of p ∈ BR such that yR(p) = 0 implies
that yR ≡ 0. On the other hand, one can see that 0 is not a minimizer of EPII in H10 (BR;R), when R is large
enough. Indeed, by taking φ(x1, z) = φ0(x1+l, z), with z = (x2, . . . , xn), l > 0, and φ0 ∈ C∞0 (B1;R) such that
φ0 6≡ 0, we have φ ∈ H10 (Bl+1;R), and EPII(φ,Bl+1) < 0, provided that l is large enough. Our claim, is that
∂yR
∂xn
(x) < 0 (resp. ∂yR∂xn (x) > 0) provided that x ∈ BR (with R large enough) and xn > 0 (resp. x ∈ BR and
xn > 0). This follows from the moving plane method applied to ψλ(x) = yR(x)−yR(x1, x2, . . . , xn−1, 2λ−xn)
in the domain BR,λ := {x ∈ BR : xn > λ}, for every λ ∈ (0, R), since ψλ satisfies ∆ψλ(x) = c(x)ψλ(x) in
BR,λ with c(x) = x1 + 2(y
2
R(x) + y
2
R(x1, . . . , xn−1, 2λ − xn) + yR(x)yR(x1, . . . , xn−1, 2λ − xn)). We refer to
[16, section 9.5.2.] for more details. The bound yR(x) ≤ y(x) ≤ h(x1) implies that for every L > 0 fixed,
the functions yR, with R > L + 1, are uniformly bounded in BL, up to the second derivatives. Therefore,
by applying the theorem of Ascoli to yR, via a diagonal argument, we can see that (up to subsequence) yR
converges in C2loc(R
n;R) to a solution y∞ ∈ C∞(Rn;R) of (2.3). Furthermore, y∞ is by construction minimal,
and satisfies 0 ≤ y∞ ≤ y in Rn, as well as ∂y∞∂xn (x) ≤ 0 (resp.
∂y∞
∂xn
(x) ≥ 0) provided that xn ≥ 0 (resp.
xn ≤ 0). In view of this monotonicity property, a second application of the theorem of Ascoli to the sequence
y˜l(x) := y∞(x1, . . . , xn−1, xn + l), shows that liml→±∞ y˜l(x) = Y ±(x1, . . . , xn−1), where Y ± : Rn−1 → R is a
nonnegative minimal solution of (1.9). It is clear that Y ±(x) ≤ h(x1), thus our induction hypothesis implies
that Y ±(x1, . . . , xn−1) = h(x1). Finally, since liml→±∞ y∞(x1, . . . , xn−1, xn + l) = h(x1), ∀x ∈ Rn, and the
function xn 7→ y∞(x1, . . . , xn) is decreasing on (0,∞) (resp. increasing on (−∞, 0)) for every (x1, . . . , xn−1)
fixed, we deduce that y∞(x1, . . . , xn) = h(x1) ≤ y(x), and y(x1, . . . , xn) = h(x1). 
4. Proof of Theorem 2.1
In the next lemma we show the existence of an O(n− 1)-equivariant solution y of (2.3). We first construct
in every ball BR ⊂ Rn of radius R, an O(n − 1)-equivariant minimizer yR of EPII . Then, by passing to the
limit as R → ∞, we obtain the solution y. By construction y vanishes only on the x1 coordinate axis, and
|y(x)| is bounded by h(x1).
Lemma 4.1. There exists a solution y ∈ C∞(Rn;Rn−1) (with n ≥ 3) to (2.3) such that
(i) y is O(n− 1)-equivariant with respect to z := (x2, . . . , xn), i.e.
(4.1) y(x1, gz) = gy(x1, z), ∀x1 ∈ R, ∀z ∈ Rn−1, ∀g ∈ O(n− 1).
Consequently, y can be written as y(x) = yrad(x1, |z|) z|z| , where yrad(x1, σ) is a function having and
odd with respect to σ extension in C∞(R2;R).
(ii) y is minimal with respect to O(n− 1)-equivariant perturbations, i.e.
(4.2) EPII(y, suppφ) ≤ EPII(y + φ, suppφ) for all φ ∈ C∞0 (Rn;Rn−1) satisfying (4.1).
(iii) y(x1, z) · z > 0, ∀x1 ∈ R, ∀z 6= 0, and |y(x)| ≤ h(x1), ∀x ∈ Rn.
(iv) (4.2) also holds for maps ψ that can be written as ψ(x1, z) = χ(x1, z)
z
|z| , with χ ∈ C∞0 (Rn;R) and
suppχ ⊂ R× (Rn−1 \ {0}).
Proof. Let BR ⊂ Rn (resp. DR ⊂ R2) be the open ball (resp. the open disc) of radius R, centered at the
origin. The existence of a minimizer yR of EPII in the class
A = {u ∈ H10 (BR;Rn−1) : y(x1, gz) = gy(x1, z), for a.e. x = (x1, z) ∈ BR, ∀g ∈ O(n− 1)}
follows from the direct method. We first show that inf{EPII(u) : u ∈ A} > −∞. To see this, we notice that
x1
2 |u|2 + 14 |u|4 < 0⇐⇒ 12 |u|2 < −x1, thus x12 |u|2 + 14 |u|4 ≥ −x21. Now, let m := infAEPII > −∞, and let un
be a sequence such that EPII(un) → m. According to what precedes, we obtain the bound
´
R2
[
1
2 |∇un|2 +
9
1
4 |un|4
] ≤ EPII(un) + ´BR x21, hence ‖un‖H1(BR,Rm) is bounded. As a consequence, for a subsequence still
called un, we have un ⇀ yR weakly in H
1, as well as un → yR strongly in L4 and L2. In particular,´
BR
|∇yR|2 ≤ lim infn→∞
´
R2
|∇un|2 holds by lower semicontinuity, while
´
BR
|yR|4 = limn→∞
´
BR
|un|4, and´
BR
x1|v|2 = limn→∞
´
BR
x1|un|2 hold due to the strong convergence. Gathering the previous results it is
clear that m = EPII(yR, BR). Finally, since A is a closed subspace of H10 (BR;Rn−1), we deduce that yR is a
minimizer of EPII in A, and a critical point of EPII for O(n− 1)-equivariant perturbations.
Next, since the potential H is invariant with respect to the group O(n − 1) (i.e. H(x1, gy) = H(x1, y),
∀x1 ∈ R, ∀y ∈ Rn−1, ∀g ∈ O(n− 1)), we obtain in view of [26], that yR is a critical point of EPII for general
H10 (BR;R
n−1) perturbations. Thus, yR ∈ C∞(BR;Rm) is a classical solution of (2.3) in BR, and moreover
yR can be written as yR(x) = yrad,R(x1, |z|) z|z| , where yrad,R(x1, σ) is a function having and odd with respect
to σ extension in C∞(DR;R). Computing the energy in cylindrical coordinates, we obtain:
(4.3) EPII(yR, BR) = A(S
n−2)EPII,rad(yrad,R, DR ∩ {σ > 0})
with A(Sn−2) the area of the (n− 2)-dimensional sphere Sn−2, and
(4.4) EPII,rad(yrad,R, DR ∩ {σ > 0}) =
ˆ
DR∩{σ>0}
[1
2
|∇yrad,R|2 + n− 2
2
y2rad,R
σ2
+
x1y
2
rad,R
2
+
y4rad,R
2
]
dx1dσ.
From this expression of EPII , it follows that y˜R(x) := |yR(x)| z|z| is another minimizer of EPII in A, and also
a solution of (2.3) in BR. Thus, one can choose yR such that
(4.5) yR(x1, z) · z ≥ 0, ∀x ∈ BR.
Finally, we are going to show that |yR(x)| ≤ h(x1) holds on BR. Indeed, assuming by contradiction that
|yrad,R(x˜1, σ˜)| > h(x˜1) holds for some (x˜1, σ˜) ∈ DR ∩ {σ > 0}, we consider the competitor y˜rad,R(x1, σ) :=
min(yrad,R(x1, σ), h(x1)), for (x1, σ) ∈ DR ∩ {σ > 0}, and we notice that the function
ξ(x1, σ) := max(yrad,R(x1, σ), h(x1))− h(x1)
is such that suppψ ⊂ DR ∩ {σ > 0}. Thus, since R2 ∋ (x1, σ) 7→ h(x1, σ) is a minimal solution of (1.9), we
have
(4.6)
ˆ
supp ξ
[1
2
|∇y˜rad,R|2 +
x1y˜
2
rad,R
2
+
y˜4rad,R
2
]
dx1dσ ≤
ˆ
supp ξ
[1
2
|∇yrad,R|2 +
x1y
2
rad,R
2
+
y4rad,R
2
]
dx1dσ.
On the other hand, it is obvious that
(4.7)
ˆ
supp ξ
n− 2
2
y˜2rad,R
σ2
dx1dσ <
ˆ
supp ξ
n− 2
2
y2rad,R
σ2
dx1dσ,
and
(4.8) EPII,rad(y˜rad,R, (DR ∩ {σ > 0}) \ supp ξ}) = EPII,rad(yrad,R, (DR ∩ {σ > 0}) \ supp ξ}).
Combining, (4.6), (4.7), and (4.8), we deduce that the map y˜R(x) := y˜rad,R(x1, |z|) z|z| belonging to A, satisfies
EPII(y˜R, BR) < EPII(yR, BR), which is a contradiction. Thus, we have established that |yR(x)| ≤ h(x1) holds
in BR, for every R > 0.
The previous bounds imply that for every L > 0 fixed, the maps yR, with R > L+1, are uniformly bounded
in BL, up to the second derivatives. Therefore, by applying the theorem of Ascoli to yR, via a diagonal
argument, we can see that (up to subsequence) yR converges in C
2
loc(R
n;Rm) to a solution y ∈ C∞(Rn;Rn−1)
of (2.3) satisfying (4.1) and (4.2). Again, we point out that y can be written as y(x) = yrad(x1, |z|) z|z| , where
yrad(x1, σ) is a function having and odd with respect to σ extension in C
∞(R2;R).
Our next claim is that y cannot be identically zero. Indeed, the minimality of y implies that the second
variation of the energy EPII is nonnegative in the class of O(n− 1)-equivariant maps:
(4.9)
ˆ
Rn
(|∇φ(x)|2 + (6|y(x)|2 + x1)|φ(x)|2)dx ≥ 0, ∀φ ∈ C10 (Rn;Rm) satisfying (4.1).
Clearly (4.9) does not hold when y ≡ 0, if we take φ(x1, z) = φ0(x1 + l, z), with l → ∞, and φ0 a smooth,
O(n − 1)-equivariant map, such that φ0 6≡ 0. Now, let us check that y(x1, z) · z > 0 holds for every x1 ∈ R
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and z 6= 0, or equivalently x2 > 0 ⇒ y2(x) > 0. By construction, we have y(x1, z) · z ≥ 0, ∀x ∈ Rn, and in
particular, y2 ≥ 0 holds in the half-space Ω = {x2 > 0}. Since y2 satisfies ∆y2 = (x1 +2|y|2)y2, the existence
of a point p ∈ Ω such that y2(p) = 0 would imply by the maximum principle that y2 ≡ 0, and y ≡ 0. This is
a contradiction. Thus, we have checked that y(x1, z) · z > 0 holds for every x1 ∈ R and z 6= 0, and since it is
obvious that |y(x)| ≤ h(x1), ∀x ∈ Rn, the proof of (iii) is complete.
To prove (iv), we write y(x) = yrad(x1, |z|) z|z| , φ(x) = φrad(x1, |z|) z|z| , and utilize (4.3). One can see that
(4.2) is equivalent to
(4.10) EPII,rad(yrad, {|x1| ≤ α, σ ∈ [0, β]}) ≤ EPII,rad(yrad + φrad, {|x1| ≤ α, σ ∈ [0, β]}),
provided that suppφrad ⊂ [−α, α] × [−β, β]. Now, given ψ(x1, z) = χ(x1, z) z|z| , with χ ∈ C∞0 (Rn;R) and
suppχ ⊂ [−α, α]×{z : 0 < |z| ≤ β}, we define for every ν ∈ Sn−2, the O(n− 1)-equivariant map ψν(x1, z) :=
χ(x1, |z|ν) z|z| . Setting χν(x1, σ) := χ(x1, σν), we have in view of (4.10):
(4.11) EPII,rad(yrad, {|x1| ≤ α, σ ∈ [0, β]}) ≤ EPII,rad(yrad + χν , {|x1| ≤ α, σ ∈ [0, β]}), ∀ν ∈ Sn−2.
We can also check that
(4.12)
1
2
|∇χν(x1, σ)|2 + n− 2
2
|χν(x1, σ)|2
σ2
≤ 1
2
|∇ψ(x1, σν)|2
holds for every |x1| ≤ α, σ ∈ [0, β], ν ∈ Sn−2. As a consequence, an integration of (4.11) over ν ∈ Sn−2 gives:
(4.13) EPII(y, suppψ) ≤ EPII(y + ψ, suppψ).

The uniqueness of the solution y provided by Lemma 4.1 is an open question. In what follows we establish
for any satisfying the assumptions of Lemma 4.1, the statements of Theorem 2.1 hold. We will proceed in
few steps. By particularizing Lemma 3.2, we obtain the limit in (2.5) in the case where z 6= 0:
Lemma 4.2. Let y be the solution provided by Lemma 4.1, and consider the rescaled map y˜(t1, . . . , tn) as in
(2.4), with z 6= 0 fixed. Then, liml→∞ y˜(t1 + l, t2, . . . , tn) = ez := z|z| for the C1loc(Rn;Rn−1) convergence.
Proof. We proceed as in the proof of Lemma 3.2. Let (e1, . . . , en) be the canonical basis of R
n, and let
χ˜(t1, . . . , tn) ∈ C∞0 (Rn;R) be a test function such that S˜ := supp φ˜ ⊂ {(t1, . . . , tn) : c − d ≤ t1 ≤
c, |(t2, . . . , tn)| ≤ d}, for some constants c ∈ R and d > 0. Given l ∈ R, we consider the maps χ˜−l(t1, . . . , tn) :=
χ˜(t1 − l, t2, . . . , tn), and y˜l(t1, . . . , tn) := y˜(t1 + l, t2, . . . , tn). Note that S˜l := supp χ˜−l = S˜ + le1, and
supp χ˜−l ⊂ {(t1, . . . , tn) : t1 < −1} when l < −1− c. Furthermore, for l < l0 := min
(− 1− c,− 23( d|z|)3 − c),
we can define φ−l ∈ C∞0 (Rn;Rn−1) as in (3.2), by
φ−l(x1, r + z) =
(−x1) 12√
2
χ˜−l(t1, τ)
r + z
|r + z| ,
since we have Sl := {(x1(t1), r(t1, . . . , tn) + z) : (t1, . . . , tn) ∈ S˜l} ⊂ (−∞, 0)× (Rn−1 \ {0}) for l < l0. As a
consequence of Lemma 4.1 (iv), it follows that
(4.14) EPII(y, S
l) ≤ EPII(y + φ−l, Sl), ∀l < l0.
Now, we compute
(4.15a)
√
2φ−lxi (x1, r + z) = (−x1)χ˜−lti (t1, τ)
r + z
|r + z| + (−x1)
1
2 χ˜−l(t1, τ)
( ei
|r + z| −
ri(r + z)
|r + z|3
)
, ∀i = 2, . . . , n,
(4.15b)
√
2φ−lx1 (x1, r + z) = −
(−x1)− 12
2
χ˜−l(t1, τ)
r + z
|r + z| + (−x1)χ˜
−l
t1 (t1, τ)
r + z
|r + z| −
n∑
i=2
ri
2
χ˜−lti (t1, τ)
r + z
|r + z| ,
and we set
(4.16) ξ(t) :=
r + z
|r + z| =
(− 32 t1)−
1
3 τ + z
|(− 32 t1)−
1
3 τ + z| = ez +O((−t1)
− 1
3 ), provided that |τ | remains bounded.
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After changing variables (cf. also (3.4)), (4.14) becomes:
(4.17)
ˆ
S˜l
1
2
(− 3
2
t1
) 4−n
3 [B(y˜) + C(y˜)] ≤
ˆ
S˜l
1
2
(− 3
2
t1
) 4−n
3 [G(y˜, χ˜−l) +R(y˜, χ˜−l)], ∀l < l0,
with B (resp. C) as in (3.14) (resp. (3.15)), and
G(y˜, χ˜−l) =
[1
2
n∑
i=1
|y˜ti + χ˜−lti ξ|2 −
|y˜ + χ˜−lξ|2
2
+
|y˜ + χ˜−lξ|4
4
]
,
R(y˜, χ˜−l) =
(− 3
2
t1
)− 1
3 χ˜−l
n∑
i=2
(y˜ti + χ˜
−l
ti ξ) ·
( ei
|(− 32 t1)−
1
3 τ + z| −
ti(− 32 t1)−
1
3 ((− 32 t1)−
1
3 τ + z)
|(− 32 t1)−
1
3 τ + z|3
)
+
(− 3
2
t1
)− 2
3
|χ˜−l|2
2
n∑
i=2
∣∣∣ ei|(− 32 t1)− 13 τ + z| −
ti(− 32 t1)−
1
3 ((− 32 t1)−
1
3 τ + z)
|(− 32 t1)−
1
3 τ + z|3
∣∣∣2
− 1
2
(− 3
2
t1
)−1
(y˜t1 + χ˜
−l
t1 ξ) ·
(
y˜ + χ˜−lξ +
n∑
i=2
ti(y˜ti + χ˜
−l
ti ξ)
)
+
1
8
(− 3
2
t1
)−2∣∣∣y˜ + χ˜−lξ − n∑
i=2
ti(y˜ti + χ˜
−l
ti ξ)
∣∣∣2
Since estimates (3.7) hold in view of the bound |y(x)| ≤ h(x1) provided by Lemma 4.1 (iii), we have
R(y˜, χ˜−l) = O((−t1)− 13 ). On the other hand, (4.16) and (3.7) imply that
(4.18) G(y˜, χ˜−l) =
[1
2
n∑
i=1
|y˜ti + χ˜−lti ez|2 −
|y˜ + χ˜−lez|2
2
+
|y˜ + χ˜−lez|4
4
]
+O((−t1)− 13 ),
or equivalently
(4.19) G(y˜, χ˜−l) = B(y˜ + χ˜−lez) +O((−t1)− 13 ).
Finally, given a sequence lk → −∞, one can show as in the proof of Lemma 3.2, that up to subsequence,
y˜k(t1, t2, . . . , tn) := y˜(t1 + lk, t2, . . . , tn) converges in C
1
loc(R
n;Rn−1) to a solution u(t1, t2, . . . , tn), u : Rn →
R
n−1, of ∆u = |u|2 − u. Moreover, in view of Lemma 4.1, we have u(t) = v(t)ez, with v ≥ 0, since the
vectors y˜k(t) and fk(t) := z +
(− 32 (t1 + lk))− 13 τ ∈ Rn−1 have the same direction, and limk→∞ fk(t) = z. To
conclude, we reproduce the argument at the end of the proof of Lemma 3.2, and obtain thatˆ
S˜lk
1
2
(− 3
2
t1
) 4−n
3 [B(y˜) + C(y˜)] = (−c− lk)
4−n
3
ˆ
S˜lk
B(y˜) +O((−c− lk)
1−n
3 )
= (−c− lk)
4−n
3
ˆ
S˜
B(y˜k) +O((−c− lk)
1−n
3 ),
while ˆ
S˜lk
1
2
(− 3
2
t1
) 4−n
3 [G(y˜, χ˜−lk) +R(y˜, χ˜−lk)] = (−c− lk)
4−n
3
ˆ
S˜lk
B(y˜ + ψ˜−lk) +O((−c− lk)
3−n
3 )
= (−c− lk)
4−n
3
ˆ
S˜
B(y˜k + χ˜ez) +O((−c− lk)
3−n
3 ),
As a consequence, it follows from (4.17) that
(4.20)
ˆ
S˜
B(y˜k) +O((−c− lk)−1) ≤
ˆ
S˜
B(y˜k + χ˜ez) +O((−c− lk)− 13 ),
holds for k large enough. Next, passing to the limit, we get
(4.21) EGL(vez, S˜) ≤ EGL(vez + χ˜ez, S˜),
i.e. v : Rn → R is a nonnegative minimal solution of ∆v = v3− v. Therefore, in view of [5, Corollary 5.2], we
deduce that v ≡ 1, and since the limit of y˜k is independent of the sequence lk → −∞, we have established
that liml→∞ y˜(t1 + l, t2, . . . , tn) = ez. This completes the proof of Lemma 4.2. 
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Next, we examine the asymptotic convergence of y(x1, z), as |z| → ∞.
Lemma 4.3. Let y(x1, z) = yrad(x1, |z|) z|z| be the solution provided by Lemma 4.1, and let {zk} ⊂ Rn−1 be
a sequence such that limk→∞ |zk| = ∞, and limk→∞ zk|zk| = n0. Then, yk(x1, z) := y(x1, z + zk) converges
as k → ∞, to h(x1)n0 in C1loc(Rn;Rn−1). In particular, liml→∞ yrad(x1, σ + l) = h(x1) for the C1loc(R2;R)
convergence.
Proof. In view of the bound |y(x1, z)| ≤ h(x1) provided by Lemma 4.1 (iii), we obtain by the theorem of Ascoli
that (up to subsequence) yk converges in C
1
loc(R
n;Rn−1) to a solution y∞ : Rn → Rn−1 of (2.3). In addition,
since yk(x1, z) = yrad(x1, |z + zk|) z+zk|z+zk| , and limk→∞
z+zk
|z+zk| = n0, we deduce that y∞(x1, z) = y˜(x)n0, with
y˜ : Rn → R a solution of (1.9). By construction, y˜ is nonnegative. We are going to show that y˜ is also
minimal. Indeed, given χ ∈ C∞0 (Rn;R), let ψk(x1, z) := χ(x1, z − zk) z|z| and φk(x1, z) := χ(x1, z) z+zk|z+zk| . In
view of Lemma 4.1 (iv), we have EPII(y, suppψk) ≤ EPII(y+ψk, suppψk), or equivalently EPII(yk, suppχ) ≤
EPII(yk + φk, suppχ). Next, passing to the limit, we obtain EPII(y˜n0, suppχ) ≤ EPII((y˜ + χ)n0, suppχ) i.e.
y˜ is a minimal solution of (1.9). Thus, since y˜ clearly satisfies y˜(x) ≤ h(x1), we deduce from Lemma 3.5 that
y˜(x) = h(x1), ∀x ∈ Rn. Moreover, since this limit is uniquely determined, it is independent of the subsequence
extracted from {yk}. Finally, setting y = (y2, . . . , yn) ∈ Rn−1, we have yrad(x1, σ) = y2(x1, σ, 0, . . . , 0),
∂yrad
∂x1
(x1, σ) =
∂y2
∂x1
(x1, σ, 0, . . . , 0), and
∂yrad
∂σ (x1, σ) =
∂y2
∂x2
(x1, σ, 0, . . . , 0). Therefore, liml→∞ yrad(x1, σ + l) =
h(x1) holds in C
1
loc(R
2;R), according to what precedes. 
To establish the monotonicity properties stated in Theorem 2.1 (ii), we shall work with the projection y2
of the solution y = (y2, . . . , yn) ∈ Rn−1 provided by Lemma 4.1. We shall first compute in Lemmas 4.4 and
4.5, bounds for ∂y2∂x1 and
∂y2
∂x2
when x1 is large enough and x2 > 0. Our main tool is a version of the maximum
principle in unbounded domains [8, Lemma 2.1]. We also utilize the asymptotic behaviour of y provided by
Lemmas 4.2 and 4.3. Next, these bounds are extended to the whole space by applying the moving plane
method (cf. Lemma 4.6).
Lemma 4.4. Let y be the solution provided by Lemma 4.1. Then, we have ∂yrad∂x1 (x1, |z|) < 0, ∀x1 ≥ 0,
∀z 6= 0. In addition, for every d > 0, there holds sup|z|≥d ∂yrad∂x1 (1, |z|) < 0, and inf |z|≥d yrad(1, |z|) > 0.
Proof. Given λ ≥ 0, we define the function ψλ(x1, z) := y2(x1, z)−y2(−x1+2λ, z) for x ∈ Dλ := {(x1, . . . , xn) :
x1 > λ, x2 > 0}. One can check that ψλ = 0 on ∂Dλ, and
∆ψλ − c(x)ψλ = 2(x1 − λ)y2(−x1 + 2λ, z) ≥ 0 on Dλ,
with c(x) = x1+2(|y(x)|2+ |y(x)||y(−x1+2λ, z)|+ |y(−x1+2λ, z)|2) ≥ 0. Furthermore, ψλ is bounded above
and not identically zero (cf. Lemma 4.1 (iii) and Lemma 4.2). As a consequence of the maximum principle
(cf. [8, Lemma 2.1]), it follows that ψλ(x) < 0, ∀x1 > λ, ∀x2 > 0, ∀(x3, . . . , xn) ∈ Rn−2, and thus by Hopf’s
Lemma we have ∂ψλ∂x1 (λ, z) = 2
∂y2
∂x1
(λ, x2, . . . , xn) < 0, provided that x2 > 0. This proves that
∂yrad
∂x1
(x1, |z|) < 0,
∀x1 ≥ 0, ∀z 6= 0. Finally, Lemma 4.3 implies that limσ→∞ yrad(1, σ) = h(1), and limσ→∞ ∂yrad∂x1 (1, σ) = h′(1).
Therefore, it is clear that sup|z|≥d
∂yrad
∂x1
(1, |z|) < 0, as well as inf |z|≥d yrad(1, |z|) > 0 hold. 
Lemma 4.5. Let y = (y2, . . . , ym) ∈ Rn−1 be the solution provided by Lemma 4.1. Then, for every vector
n = (cos(θ+ π2 ), sin(θ+
π
2 ), 0, . . . , 0) ∈ Rn, with θ ∈ (0, π2 ), there exists sn > 0 such that ∇y2(x) ·n > 0 holds,
provided that x1 > sn, and x2 > 0.
Proof. Let (e2, . . . , en) be the canonical basis of R
n−1. Our first claim is that there is a constant k1 > 0, such
that k1
∂y2
∂x1
(x) ≤ −√x1y2(x), provided that x1 ≥ 1, and x2 ≥ 0. Indeed, let
(4.22) ψ(x) = k1
∂y2
∂x1
(x) +
√
x1y2(x) =
(
k1
∂yrad
∂x1
(x1, |z|) +√x1yrad(x1, |z|)
)x2
|z| ,
for x ∈ D := {x : Rn : x1 > 1, x2 > 0}, where the constant k1 > 0 will be adjusted later. It is clear that ψ
vanishes on the hyperplane x2 = 0. We also notice that
∂2y2
∂x1∂x2
(1, 0, x3, . . . , xn) < 0 by Hopf’s Lemma, since
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the function ∂y2∂x1 vanishes on {x1 = 1, x2 = 0}, is negative on {x1 > 0, x2 > 0}, and satisfies
(4.23) ∆
∂y2
∂x1
= y2 + (x1 + 6|y|2)∂y2
∂x1
≥ (x1 + 6|y|2)∂y2
∂x1
on D.
As a consequence, when k1 is large enough, there exists d > 0 such that ψ(1, z) ≤ 0, provided that |z| ≤ d
and x2 ≥ 0. In addition, (4.22) and sup|z|≥d ∂yrad∂x1 (1, |z|) < 0, ∀d > 0, imply that when k1 is large enough, we
have ψ(1, x2, . . . , xn) ≤ 0, ∀x2 ≥ 0, ∀(x3, . . . , xn) ∈ Rn−2. Next, we compute
∆ψ =
(
x1 + 6|y|2 + 1
k1
√
x1
)
k1
∂y2
∂x1
+
(
x1 + 2|y|2 + k1√
x1
− 1
4x21
)√
x1y2
=
(
x1 + 2|y|2 + k1√
x1
− 1
4x21
)
ψ +
(
4|y|2 + 1
k1
√
x1
− k1√
x1
+
1
4x21
)
k1
∂y2
∂x1
.
By choosing k1 large enough we can ensure that
(
x1+2|y|2+ k1√x1− 14x21
) ≥ 0 and (4|y|2+ 1k1√x1− k1√x1+ 14x21 ) ≤ 0,
when x1 ≥ 1, and x2 ≥ 0. Thus, our claim follows from the maximum principle (cf. [8, Lemma 2.1]).
Similarly, we are going to establish that there is a constant k2 > 0, such that
∂y2
∂x2
(x) ≥ −k2y2(x), provided
that x1 ≥ 1, and x2 ≥ 0. To do this we let
(4.24)
ψ(x) = − ∂y2
∂x2
(x) − k2y2(x) = −x2|z|
(∂yrad
∂σ
(x1, |z|)x2|z| + k2yrad(x1, |z|)
)
− yrad(x1, |z|)
( |z|2 − x22
|z|3
)
for x ∈ D,
where the constant k2 will again be adjusted later. We first notice that
∂y2
∂x2
(x1, 0, x3, . . . , xn) > 0 holds on
the hyperplane x2 = 0, since the function y2 vanishes on the hyperplane x2 = 0, is positive in {x2 > 0},
and satisfies ∆y2 = (x1 + 2|y|2)y2. As a consequence, when k2 is large enough, there exists d > 0 such that
ψ(1, z) ≤ 0, provided that |z| ≤ d and x2 ≥ 0. In addition, (4.24) and inf |z|≥d yrad(1, |z|) > 0, ∀d > 0, imply
that when k1 is large enough, we have ψ(1, x2, . . . , xn) ≤ 0, provided that x2 ≥ 0. On the other hand, it is
clear that ψ(x1, 0, x3, . . . , xn) < 0, ∀x1 ≥ 1, ∀(x3, . . . , xn) ∈ Rn−2. Next, we compute successively for x ∈ D:
∂y
∂x2
(x) =
∂yrad
∂σ
(x1, |z|)x2|z|
z
|z| + yrad(x1, |z|)
( e2
|z| −
x2z
|z|3
)
,
y(x) · ∂y
∂x2
(x) =
∂yrad
∂σ
(x1, |z|)yrad(x1, |z|)x2|z| ,
(
y(x) · ∂y
∂x2
(x)
)
y2(x) =
∂yrad
∂σ
(x1, |z|)y2rad(x1, |z|)
x22
|z|2 ≤ |y(x)|
2 ∂y2
∂x2
(x),
∆
∂y2
∂x2
(x) = (x1 + 2|y(x)|2)∂y2
∂x2
(x) + 4
(
y(x) · ∂y
∂x2
(x)
)
y2(x) ≤ (x1 + 6|y(x)|2)∂y2
∂x2
(x),
∆y2(x) = (x1 + 2|y(x)|2)y2(x) ≤ (x1 + 6|y(x)|2)y2(x),
∆ψ ≥ (x1 + 6|y|2)ψ.
Thus, it follows from the maximum principle that ψ ≤ 0 in D. Finally, given θ ∈ (0, π/2), we have
∇y2(x) · n = − ∂y2
∂x1
(x) sin θ +
∂y2
∂x2
(x) cos θ ≥
(√x1
k1
sin θ − k2 cos θ
)
y2(x), ∀x ∈ [1,∞)× [0,∞)× Rn−2,
and therefore ∇y2(x) · n > 0 provided that x1 > sn :=
(
k1k2
tan θ
)2
, and x2 > 0. 
Lemma 4.6. Let y = (y2, . . . , ym) ∈ Rn−1 be the solution provided by Lemma 4.1, and let θ ∈ (0, π2 ) be
fixed. For every λ ∈ R, we consider the reflection ρλ with respect to the hyperplane Γλ := {x ∈ Rn :
x2 = tan θ(x1 − λ)}, and the domain Dλ := {x ∈ Rn : 0 < x2 < tan θ(x1 − λ)}. Then, the function
ψλ(x) := y2(x) − y2(ρλ(x)) is negative in Dλ, for every λ ∈ R.
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Proof. We set n = (cos(θ+ π2 ), sin(θ+
π
2 ), 0, . . . , 0) ∈ Rn, and denote by (p′, q′, ζ) ∈ R×R×Rn−2 the image
by ρλ of a point (p, q, ζ) ∈ Dλ, and by D′λ the set ρλ(Dλ). It is obvious that ψλ(x1, 0, ζ) < 0, ∀x1 > λ,
∀ζ ∈ Rn−2, and that ψλ(x) = 0, ∀x ∈ Γλ. We can also check that for (p, q, ζ) ∈ Dλ, we have p > p′ and
q < q′, as well as:
(4.25a) y2(p, q, ζ) = |y(p, q, ζ)| q√
q2 + |ζ|2 ,
(4.25b) y2(p
′, q′, ζ) = |y(p′, q′, ζ)| q
′√
(q′)2 + |ζ|2 ,
(4.25c)
q√
q2 + |ζ|2 ≤
q′√
(q′)2 + |ζ|2 ,
(4.25d) ∆ψλ(p, q, ζ)− c(p, q, ζ)ψλ(p, q, ζ) ≥ 0,
with
c(p, q, ζ) = p+ 2(|y(p, q, ζ)|2 + |y(p, q, ζ)||y(p′, q′, ζ)|+ |y(p′, q′, ζ)|2).
Next, for each λ ∈ R we consider the statement
(4.26) ψλ(p, q, ζ) < 0, ∀(p, q, ζ) ∈ Dλ.
We shall first establish Lemma 4.6 in the case where θ ∈ (0, π4 ). According to Lemma 4.5, (4.26) is valid
for each λ > sn. Set λ0 = inf{λ ∈ R : ψµ < 0 holds in Dµ, for each µ ≥ λ}. We will prove λ0 = −∞.
Assume instead λ0 ∈ R. Then, there exist a sequence λk < λ0 such that limk→∞ λk = λ0, and a sequence
(pk, qk, ζk) ∈ Dλk , such that
(4.27) y2(pk, qk, ζk) ≥ y2(p′k, q′k, ζk), ∀k.
According to Lemma 4.5, we have p′k ≤ sn, thus the sequence (pk, qk) ⊂ R2 is bounded, since by assumption
θ ∈ (0, π/4). Up to subsequence we may assume that limk→∞(pk, qk) = (p0, q0), with p′0 ≤ sn.
We first examine the case where up to subsequence limk→∞ ζk = ζ0 ∈ Rn−2. Note that (p0, q0, ζ0) ∈ Dλ0 .
By definition of λ0, we have ψλ0 ≤ 0 in Dλ0 , and ψλ0(p0, q0, ζ0) = 0 i.e. y2(p0, q0, ζ0) = y2(p′0, q′0, ζ0).
Now we distinguish the following cases. If (p0, q0, ζ0) ∈ Dλ0 , the maximum principle implies that ψλ0 ≡ 0
in Dλ0 . Clearly, this situation is excluded, since y2 is positive in the half-space {x2 > 0}. On the other
hand, the maximum principle also implies that
∂ψλ0
∂n (p, q, ζ) = 2
∂y2
∂n (p, q, ζ) > 0, provided that (p, q, ζ) ∈ Γλ0
and q > 0. Furthermore, the previous inequality still holds on the subspace {p = λ0} ∩ {q = 0}, since
∂y2
∂x2
(x1, 0, ζ) > 0 and
∂y2
∂x1
(x1, 0, ζ) = 0 hold, for every x1 ∈ R, and ζ ∈ Rn−2 (cf. the proof of Lemma 4.5).
As a consequence,(p0, q0, ζ0) cannot belong to Γλ0 . Finally, since the case where p0 > λ0 and q0 = 0 is ruled
out (because y2 is positive in the half-plane {x2 > 0}), we have reached a contradiction.
On the other hand, when limk→∞ |ζk| =∞, we have in view of (4.25a) and (4.25b):
(4.28)
y2(pk, qk, ζk)
y2(p′k, q
′
k, ζk)
=
|y(pk, qk, ζk)|qk
√
(q′k)2 + |ζk|2
|y(p′k, q′k, ζk)|q′k
√
q2k + |ζk|2
∼ |y(pk, qk, ζk)|qk|y(p′k, q′k, ζk)|q′k
, as k →∞.
In addition, it follows from Lemma 4.3, that limk→∞
|y(pk,qk,ζk)|
|y(p′k,q′k,ζk)| =
h(p0)
h(p′
0
) . Thus, since p0 ≥ p′0, h(p′0) ≥ h(p0),
and q′0 ≥ q0 hold, the assumption y2(pk, qk, ζk) ≥ y2(p′k, q′k, ζk) implies that p0 = p′0 and q0 = q′0. Then, we
notice that,
y2(p
′
k, q
′
k, ζk)− y2(pk, qk, ζk) =
√
(pk − p′k)2 + (qk − q′k)2
∂y2
∂n
((pk, qk, ζk) + tkn),
with tk ∈ (0,
√
(pk − p′k)2 + (qk − q′k)2), and ∂y2∂n (x) ≥ x2|z|
(−sin θ ∂yrad∂x1 (x1, |z|)+cos θ x2|z| ∂yrad∂σ (x1, |z|)). Setting
(pk, qk, ζk) + tkn =: (p˜k, q˜k, ζ˜k), we deduce again from Lemma 4.3 that
∂y2
∂n
(p˜k, q˜k, ζ˜k) ≥ q˜k√
q˜2k + |ζ˜k|2
(−h′(p0) sin θ + o(1)).
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Therefore, we obtain y2(p
′
k, q
′
k, ζk)− y2(pk, qk, ζk) > 0, for k large enough, which is a contradiction.
Figure 1. The sets Aλ, A
′
λ, and the subspace Γλ, in the cases where λ < sn and λ > sn.
Next, we establish Lemma 4.6 in the case where θ ∈ [π4 , π2 ). When θ = π4 , it is clear that (4.26) is valid for
each λ > sn. Otherwise, when θ ∈ (π4 , π2 ), let A′λ := {(p′, q′, ζ) ∈ D′λ : p′ ≤ sn}, and let Aλ = ρλ(A′λ). Our
first claim is that m := infA′sn+1
|y| > 0. Indeed, proceeding as in the proof of Lemma 4.2, one can see that
lim
x∈A′sn+1,x1→−∞
√
2√−x1 |y(x)| = 1.
In addition, according to Lemma 4.3, we obtain that inf{|y(x)| : x ∈ A′sn+1, sn − l ≤ x1 ≤ sn} > 0, for
every constant l > 0. Thus, m > 0. On the other hand, we have limλ→∞ sup{|y(x)| : x ∈ Aλ} = 0, since
limλ→∞ inf{x1 : x ∈ Aλ} = 0. As a consequence when λ ≥ sn + 1 is large enough, we have
(4.29)
y2(p, q, ζ)
y2(p′, q′, ζ)
≤ |y(p, q, ζ)||y(p′, q′, ζ)| < 1, ∀(p, q, ζ) ∈ Aλ,
and also y2(p
′, q′, ζ) < y2(p, q, ζ), ∀(p, q, ζ) ∈ Dλ \Aλ, by definition of sn. This establishes that (4.26) holds
for λ large enough. Then, defining λ0 as previously, we assume by contradiction that λ0 ∈ R, and there
exist sequences λk → λ0 and (pk, qk, ζk) ∈ Dλk satisfying (4.27). We need to show that (pk, qk) is bounded
in R2. Indeed, if limk→∞ pk = ∞, then we also have limk→∞ q′k = ∞, as well as p′k ≤ sn, in view of (4.27)
and the definition of sn. In particular, it follows from Lemma 4.2 and Lemma 4.3 (resp. from the bound
|y(x)| ≤ h(x1)) that lim infk→∞ |y(p′k, q′k, ζk)| ≥ h(sn) (resp. limk→∞ |y(pk, qk, ζk)| = 0). As a consequence,
we obtain
(4.30)
y2(pk, qk, ζk)
y2(p′k, q
′
k, ζk)
≤ |y(pk, qk, ζk)||y(p′k, q′k, ζk)|
→ 0, as k →∞,
which contradicts (4.27). Now that the boundedness of the sequence (pk, qk) is established, to complete the
proof we reproduce the arguments detailed in the case where θ ∈ (0, π4 ).

Lemma 4.6 implies that ∀θ ∈ (0, π2 ), ∀λ ∈ R, and (p, q, ζ) ∈ Γλ with q > 0, we have ∂ψλ∂n (p, q, ζ) =
2∂y2∂n (p, q, ζ) > 0, where n = (cos(θ +
π
2 ), sin(θ +
π
2 ), 0, . . . , 0). It follows that
∂y2
∂x1
(x) ≤ 0, and ∂y2∂x2 (x) ≥ 0,
provided that x2 ≥ 0. Moreover, in the half-space x2 ≥ 0, ∂y2∂x1 and
∂y2
∂x2
satisfy respectively ∆ ∂y2∂x1 ≥ (x1 +
6|y|2) ∂y2∂x1 , and ∆
∂y2
∂x2
≤ (x1 + 6|y|2) ∂y2∂x2 , thus
∂y2
∂x1
(resp. ∂y2∂x2 ) cannot vanish in the open half-space x2 > 0,
since otherwise we would obtain by the maximum principle ∂y2∂x1 ≡ 0 (resp.
∂y2
∂x2
≡ 0). These situations are
excluded by Lemma 4.4 and the fact that y2 > 0 in the half-space x2 > 0. Therefore we have proved that
∂yrad
∂x1
(x1, σ) =
∂y2
∂x1
(x1, σ, 0, . . . , 0) < 0, and
∂yrad
∂σ (x1, σ) =
∂y2
∂x2
(x1, σ, 0, . . . , 0) > 0, provided that σ > 0.
Finally, we consider the rescaled map y˜(t1, . . . , tn) as in (2.4), with z = 0, and proceed as in the proof
of Lemma 4.2. Given a sequence lk → −∞, one can see, that up to subsequence, y˜k(t1, t2, . . . , tn) :=
y˜(t1+lk, t2, . . . , tn) converges in C
1
loc(R
n;Rn−1) to a solution u(t1, t2, . . . , tn), u : Rn → Rn−1, of ∆u = |u|2−u.
Moreover, u is by constructionO(n−1)-equivariant with respect to τ := (t2, . . . , tn) (cf. (4.1)), and minimal for
O(n−1)-equivariant perturbations. We also notice that (3.4c) and yx1(x1, r)· r|r| < 0, ∀x1 ∈ R, ∀r ∈ Rn−1\{0},
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imply that |t1 + lk| 23 y˜t1(t1 + lk, t2, . . . , tn) · τ|τ | +O(|t1 + lk|−
1
3 ) ≤ 0, ∀t1 ∈ R, ∀τ ∈ Rn−1 \ {0}. Passing to the
limit as k →∞, we deduce that ut1(t1, . . . , tn) · τ|τ | ≤ 0, ∀t1 ∈ R, ∀τ ∈ Rn−1 \{0}. As a consequence the limits
limt1→±∞ u(t1, t2, . . . , tn) =: v
±(t2, . . . , tn) exist, and one can see that v± : Rn−1 → Rn−1 is an O(n − 1)-
equivariant solution of ∆v± = |v±|2v± − v±, which is minimal for O(n− 1)-equivariant perturbations. That
is, v± ≡ η, where η : Rn−1 → Rn−1 is the standard vortex solution of the Ginzburg-Landau system (2.1). In
addition, in view of the monotonicity of u along the t1 direction, we obtain that u(t1, . . . , tn) = η(t2, . . . , tn),
and since this limit is independent of the sequence {lk}, we have established that (2.5) holds in the case where
z = 0. This completes the proof of Theorem 2.1.
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