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1.  Introduction  
 
Operational Research is a modern scientific discipline which uses theory, 
methods  and  special  techniques  to  look  for  the  solution  of  management  and 
decision making problems. To find the solution, Operational Research generally 
represents the problem as a mathematical model, which is analyzed and evaluated 
previously. It is necessary to have enough information to develop a model, faithful 
to reality. Otherwise decisions would be made through experience or the model 
would be established through the simulation of production processes (Villanueva, 
2008). 
The most important objective in Operational Research is to support the 
"optimal decision making." 
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Abstract 
Operational  Research  uses  a  set  of  tools  based  on  scientific  research 
principles to achieve rational and meaningful management decisions. This article tries 
to give solution to a highly complex Linear Programming problem by using Simplex 
method,  Solver  and  a  hybrid  prototype  which  combines  the  theories  of  Genetic 
Algorithms with a new local search heuristic technique. Hybridization of these two 
techniques is becoming known as Memetic Algorithm. Additionally, this article tries to 
present different techniques to support management decision-making, with the intention 
of being used increasingly in the business environment sustaining, thus, decisions by 
mathematics or artificial intelligence and not only by experience. Review of International Comparative Management               Volume 12, Issue 2, May  2011  351 
In this paper, “Juice Processing Problem” is studied, as a high complex 
problem.  The  problem  statement  can  be  found  in  two  books:  Investigaci￳n 
Operativa. Programaci￳n lineal y aplicaciones de Sixto Ríos (1996) and Problemas 
de Investigaci￳n Operativa,  Sixto Ríos (Ra-Ma 2006); but it is not solved. So, the 
aim of this paper is to give solution to this problem using classical optimization 
methods as Simplex method through www.PHPSimplex.com free tool and using 
Solver  tool  from  Microsoft  Excel.  Finally,  it  will  be  described  a  prototype 
developed  in  C++  language  using  an  hybrid  method,  known  as  Memetic 
Algorithm, that combines Genetic Algorithm theories and an heuristic created to 
improve the prototype, reaching optimal solutions. 
Before solving the “Juice Processing Problem”, three techniques will be 
proved  with  an  easier  problem:  “The  Producer  of  Beer  Problem”  (Sixto  Ríos, 
1996). 
 
2. Optimization techniques 
 
There are several alternatives to solve a complex problem that maximizes 
or minimizes a linear function subject to linear constraints. In this article we will 
use three. 
 
2.1 Simplex method 
 
Simplex method, developed by the mathematician George Bernard Dantzig 
in 1947, is a popular technique to give numerical solutions to linear programming 
problems that involve three or more variables. 
Matrix  algebra  and  the  process  of  Gauss-Jordan  elimination  to  solve  a 
system  of  linear  equations  are the basis  of  the  simplex  method.  Solving  linear 
programs  by  the  simplex  method  involves  making  lots  of  calculations  through 
successive tables, especially when the number of variables and / or restrictions is 
relatively high. In real cases, the magnitude of the problems becomes necessary to 
use computers. The web www.PHPSimplex.com allows to solve problems online 
directly or step by step seeing how Simplex tables change. 
 
2.2 Solver tool of Microsoft Excel 
 
Solver is a tool to solve and optimize equations using numerical methods. 
Solver can be used to optimize functions of one or more variables, with or without 
restrictions.  EXCEL  Solver  option  is  used  to  solve  linear  and  nonlinear 
optimization  problems.  With  Solver  it  can  be  solved  problems  with  up  to  200 
decision  variables,  100  explicit  and  400  simple  restrictions  (upper  and  lower 
bounds  and integer  restrictions  on  decision  variables.)  To  access  Solver,  select 
"Tools" from the main menu and then “Solver”. 
How to use the Solver tool: The “Solver Parameters” window is used to 
describe the optimization problem to Excel. “Set Target Cell” field contains the 
cell  where  the  objective  function  for  the  problem  is.  If  you  want  to  find  the   Volume 12, Issue 2, May  2011                    Review of International Comparative Management  352 
maximum or minimum, select Max or Min. The dialog box “By Changing Cells” 
will contain the location of the decision variables for the problem. Finally, the 
restrictions must be specified in the “Subject to the Constraints” field by clicking 
Add. “Change” button makes it possible to modify the introduced restrictions and 
“Delete” serves to erase the previous restrictions. “Reset All” clears the current 
problem and restore all settings to their default values. 
 
2.3 Genetic Algorithms, Heuristics and Memetic Alogrithms 
 
In the 70's, it was developed a new search technique, known as Genetic 
Algorithms (Holland, 1975) which was based on the theory of evolution (Darwin, 
1859).  Genetic  Algorithms  select  the  best  possible  solutions  until  reaching  the 
optimal  solution,  using  different  methods  based  on  nature,  such  as  selection, 
crossover or mutation in order to improve the solutions or individuals to the global 
optima. The basic principles of genetic algorithms are well described in numerous 
texts (Davis, 1991), (Michalewicz, 1996), (Whitley, 1994). 
Heuristics are techniques, based on experience, to solve a problem. These 
rules are used when it is needed to reach a good solution in a reasonable time or 
when  there  is  not  a  method  capable  to  reach  optimal  solutions,  satisfying  the 
constraints of the problem. Information about heuristics can be found in various 
articles (Michalewicz and Fogel, 2004), (Pearl, 1984) (Chica, et al., 2009). 
Memetic Algorithms arise as a combination of Genetic Algorithms and 
heuristics, normally based on local search. Individuals created by both techniques 
compete and cooperate completing a synergy (Moscato, 1989) and they obtain very 
good results (Cotta, 2007).  
 




A brewery produces three types of beer called stout, lager and low alcohol. 
It is necessary to obtain them: water and hops, both with no limit, and malt and 
yeast, which limits the daily production capacity. The following table shows the 
required amount of each of these resources to produce a litre of each beer, available 
kilogram’s of each resource and benefits in monetary units (mu) per litre of each 
beer produced. The producer's problem is to decide how much to produce of each 
beer in order to maximize the daily total benefit. 
 
Table 1 Summary of the problem statement 
 
  Stout  Lager  Low alcohol  Availability 
Malt  2  1  2  30 
Yeats  1  2  2  45 
Benefit  4  7  3   
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3.2 Problem model 
 
Decission variables: 
  X1 = Production of stout beer (litres per day). 
  X2 = Production of lager beer (litres per day). 
  X3 = Production of low alcohol beer (litres per day). 
 
Constraints: 
  30 3 2 2 1 2    X X X  
  45 3 2 2 2 1    X X X  
 
Benefit maximization fuction:  
Max  3 3 2 7 1 4 X X X z     
 
4. Giving solution to “The Producer of Beer Problem” 
 
4.1 Simplex method 
 
The web www.PHPSimplex.com will help us to find solutions with the 
Simplex method. It contains an online free tool for solving linear programming 
problems. 
The model of the problem must be entered in the tool to reach the optimal 
solution  and  compare  it  later  with  the  solutions  obtained  using  Solver  and  the 
prototype based on Memetic Algorithms. 
First, we choose the Simplex method and enter the number of variables and 
constraints, three and two respectively, for this problem, and click on the button 
"Continue." See Figure 1. 
 
 
Figure 1 First step to solve the problem using PHPSimplex 
 
Then, we choose “Maximize” because we are looking for the maximum 
benefit  for  this  problem  and  we  fill  the  gaps  with  the  respective  coefficients 
defined in the problem model. After it, we can click "Continue". See Figure 2.   Volume 12, Issue 2, May  2011                    Review of International Comparative Management  354 
 
 
Figure 2 Second step to solve the problem using PHPSimplex 
 
After introducing  the  problem  model,  the  tool  shows  it in the  standard 




Figure 3 Third step to solve the problem using PHPSimplex 
 
Finally, we click on "Direct Solution" button to find the optimal decision 




Figure 4 Fourth step to solve the problem using PHPSimplex. 
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4.2 Solver tool of Microsoft Excel 
 
First, the data model of the problem is entered in Excel in order to apply 
the Solver tool, based on quasi-Newton method or conjugated gradient algorithm. 
Quasi-Newton method normally needs more memory but less number of iterations 
than the conjugate gradient method. The result, as seen in Figure 5 is the same as 




Figure 5 Optimal solution found by using Solver tool of  Microsoft Excel 2007 
 
4.3  Memetic Algorithm or Hybrid Method  
that combines Genetic Algorithm and Heuristics 
 
It has been built a prototype based on Genetic Algorithms performing a lot of 
tests in order to define different kinds of mutation operators, crossovers, population 
sizes, replacements… These tests have served to select the methods, operators and 
values that obtain the best results. The prototype performance is excellent, except for 
solutions that require integer values because the prototype works with real numbers. 
Therefore, it has been implemented a local search heuristic called that adjust the best 
solution by changing the real values of the variables for the nearest integers, creating 
new individuals who also compete to enter into the population. The results have been 
excellent, as it is shown in Figure 6. 
The algorithm has the following features: 
  Random generation of the initial population.  
  Number of evaluated individuals = 1000.  
  Mutation probabilities = 20 %.  
  Population size = 20.  
  Uniform crossover (Syswerda, 1989).  
  The Fitness  Value is the maximum value of z (benefit).  
  Roulette selection (Michalewicz, 1996).  
  Worst  Among  Most  Similar  Replacement  (WAMS)  (Shuhei,  2003). 
Replacement based on the euclidean distance between two individuals in order to 
maintain  diversity  in  the  population.  If  two  individuals  are  similar  (Euclidean   Volume 12, Issue 2, May  2011                    Review of International Comparative Management  356 
distance shorter than 0.01 units), only the one with higher fitness value will exist in 
the  population.  Replace  Worst  Strategy  (RW)  for  Individuals  that  satisfy  the 
minimum  distance.  The  worst  individual  in  the  population  will  be  replaced, 
maintaining the population size. 
  Local  search  heuristic  that  modifies  the  best  individual  of  the 
population in each generation changing the real values to integer values. 
 
The prototype follows these steps: 
1.  Initialization or initial population generation. 
2.  Fitness function computation for each individual. 
Repeat 
3.  Application of selection operator (Roulette) to obtain two parents. 
4.  Application of crossover and mutation operators. 
5.  Application of the heuristic that searches Integer Values. 
6.  Fitness function computation for the obtained offspring. 
7.  WAMS and RW replacement. 
Until stop criterion is reached. 
The following figures show the evolution of the solutions to the global 
optima.  
In Figure 6, it is shown the randomly generated initial population to solve 
the problem. The first three columns correspond to X1, X2 and X3, respectively, 




Figure 6 Randomly generated initial population 
 
It can be seen in Figure 7, the evolution of the best solution to reach the 
optimal  solution.  It  also  shows  how  the  heuristic  method  has  worked  in  last 
generation, reaching quickly the optimal solution. 
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Figure 7 Evolution of the best individual to reach the optimal solution 
 
Figure 8 shows the final population. The optimal solution recommended 





Figure 8 Final population 
 
The tree optimization techniques work properly with this problem. Now 
they will be proved with a high complex problem, where some of them will find 
some difficulties to reach the optimal solution.   Volume 12, Issue 2, May  2011                    Review of International Comparative Management  358 




A food company produces pear, orange, lemon, tomato and apple juices. 
They also produce two other types called H and G which combine some of the 
mentioned before. The availability of fruit for the next period, the production costs 
and the selling prices for the simple fruit juices, are given in Table 2. Table 3 
shows the specifications of combined fruit juices. 
 
Table 2 Specifications of simple fruit juices 
 






Orange (N)  32.000  94  129 
Pear (P)  25.000  87  125 
Lemon (L)  21.000  73  110 
Tomato (T)  18.000  47  88 
Apple (M)  27.000  68  97 
 
Table 3 Specifications of combined fruit juices 
 
Combined fruit 
juice  Specification  Selling price (cents/Kg) 
H 
No more than 50% of M 
No more than 20% of P 





40% of N 
35% of L 




The demand of the different fruit juices is high, so it is intended to sell the 
whole production. One kg of fruit will be one litre of juice. The aim is to formulate 
a linear program to determine the production levels of the seven juices in order to 
have maximum benefit. 
 
5.2 Problem model 
 
The number of constraints has been reduced from 13 to 11, so H and G 
disappear as variables being substituted by the quantity of each simple juice that 
form the combined one: Hm, Hp, Hl, Gn, Gl, Gp (H = Hm + Hp + Hl y G = Gn +  
+ Gl + Gp). 
So the variables are N (Orange), P (Pear), L (Lemon), T (Tomato), M 
(Apple), Gn (Quantity of orange in G), Gl (Quantity of lemon in G), Gp (Quantity 
of  pear  in  G),  Hm  (Quantity  of  apple  in  H),  Hp  (Quantity  of  pear  in  H),  Hl 
(Quantity of lemon in H). Review of International Comparative Management               Volume 12, Issue 2, May  2011  359 
Constraints: 
 
     32000  Gn N     
     25000    Gp Hp P     
     21000    Gl Hl L     
     18000  T     
     27000   Hm M     
     ) ( 4 ' 0 Gp Gl Gn Gn        
     ) ( 35 ' 0 Gp Gl Gn Gl        
     ) ( 25 ' 0 Gp Gl Gn Gp        
     ) ( 5 ' 0 Hl Hp Hm Hm        
     ) ( 2 ' 0 Hl Hp Hm Hp        
     ) ( 1 ' 0 Hl Hp Hm Hl        
 
Benefit maximization function:  
Max
            Gp Gl Gn Gp Gl Gn M T L P N z 87 73 94 ) ( 120 29 41 37 38 35




Hl Hp Hm Gp Gl Gn M T L P N z 27 13 32 33 47 26 29 41 37 38 35           
 
6 Giving solution to “The Juice Processing Problem” 
 
6.1 Simplex method 
 
The model has been entered in PHPSimplex as it is shown in Figure 9. 
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Figure 9 How to solve the problem using www.PHPSimplex.com 
 




Fig. 10 Model in www.PHPSimplex.com. Review of International Comparative Management               Volume 12, Issue 2, May  2011  361 
6.2 Memetic Algorithm or Hybrid Method that combines Genetic 
Algorithm and Heuristics 
 
The prototype has the following features: 
  Random generation of the initial population.  
  Number of evaluated individuals = 1000.  
  Mutation probabilities = 20 %.  
  Population size = 20.  
  Uniform crossover (Syswerda, 1989).  
  The Fitness Value is the maximum value of z (benefit).  
  Roulette selection (Michalewicz, 1996).  
  Worst  Among  Most  Similar  Replacement  (WAMS)  (Shuhei,  2003). 
Replacement based on the euclidean distance between two individuals in order to 
maintain  diversity  in  the  population.  If  two  individuals  are  similar  (Euclidean 
distance shorter than 0.01 units), only the one with higher fitness value will exist in 
the  population.  Replace  Worst  Strategy  (RW)  for  Individuals  that  satisfy  the 
minimum  distance.  The  worst  individual  in  the  population  will  be  replaced, 
mantaining the population size. 
  Local  search  heuristic  that  modifies  the  best  individual  of  the 
population in each generation changing the real values to integer values. 
 
The prototype follows these steps: 
1.  Initialization or initial population generation. 
2.  Fitness function computation for each individual. 
Repeat 
3.  Application of selection operator (Roulette) to obtain two parents. 
4.  Application of crossover and mutation operators. 
5.  Application of the heuristic that searches Integer Values. 
6.  Fitness function computation for the obtained offspring. 
7.  WAMS and RW replacement. 
Until stop criterion is reached. 
Figure 11 shows the randomly generated initial population. The first eleven 
columns correspond to the 11 variables N, P, L, T, M, Gn, Gl, Gp, Hm, Hp, Hl. 
The last column represents the fitness value or benefit.  
Figure 12 shows the evolution of the best solution to reach the optimal 
solution. As in Figure 11, the first eleven columns correspond to the 11 variables 
N, P, L, T, M, Gn, Gl, Gp, Hm, Hp, Hl. The last column, which is in the following 
line, represents the associated fitness value or benefit. 
At the end it can be seen the final solution, which is the same as obtained 
using the Solver tool. 
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Figure 11 Randomly generated initial population 
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Figure 12 Evolution of the best individual to reach the optimal solution 
 
6.3 Solver tool of Microsoft Excel 2007 
 
Solver tool of Microsoft Excel 2007 has been used to find the solution of 
“The Juice Processing Problem”, whose model appears in section 5.2 of this article. 
The result has been very successful, reaching exactly the same solution 
proposed  by  the  memetic  algorithm,  so  it  can  be  said  that  both  the  proposed 
Memetic algorithm and Microsoft Excel Solver tool reach optimal solutions for 
Operational  Research  problems,  including  high  complex  problems  as  the  one 
proposed in this paper. 
 
      Conclusions 
 
There are high complex problems, like the one presented in this article, for 
which  traditional  optimization  techniques,  inverse  matrix,  do  not  get  the  best 
results. Simplex algorithm may be infeasible in large problems and it can find 
difficulties to solve problems with equality and inequality constraints using the two 
phases and penalties methods. Finally, it is presented a self-created prototype that 
corresponds  to  a  Memetic  algorithm  or  hybrid  algorithm  based  on  Genetic 
algorithms and a local search heuristic technique that provides to the prototype, the 
ability to reach optimal solutions even in problems with integer solutions through 
the evolution of these solutions. 
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