We study lateral vibration of a simply supported axially compressed elastic rod with rotary inertia. The axial force is assumed to be a function of time. Stability of the solution is examined. The conditions are examined under which the temporal evolution of the system is a slowly varying and regularly slowly varying function. Also some properties of the generalized solution to the problem are examined. Our results on stability boundary obtained by dynamic, method agree with the results obtained by static (Euler) method.
state). Letx − B −ȳ be a rectangular Cartesian coordinate system with axisx oriented along the rod axis in the initial state (see figure 1) .
In what follows we consider only the plane motion (in the planē x − B −ȳ) so that (see [1] ) the use D'Alembert's principle for an element of length dS leads to
where S ∈ [0, l] is the arc-length of the rod axis, x and y are coordinates of an arbitrary point on the rod axis in the deformed state along thex andȳ axis, respectively, H and V are components of the contact force (representing the influence of the part of the rod [0, S) on the part [S, l]) along thex andȳ axis respectively, and q x , q y and m are the intensities of the distributed forces per unit length of the rod axis along thex and y axis and the intensity of the distributed couple, respectively. In figure 1 we showed positive directions of cross-sectional quantities. Also in our case the only distributed loads are inertial loads, so that
where ρ is the (line) density of the rod, J is its moment of inertia of a part of the rod of unith length and t is the time. In what follows we shall retain the term J ∂ 
where θ is the angle between the tangent to the rod axis andx axis and r is the radius of curvature of the rod axis.
To the system (1.3) we adjoin the constitutive equation connecting the curvature of the rod axis (1/r) with the bending moment M . We take the classical Bernoulli-Euler rod theory for which
where EI = const. is the bending rigidity of the rod. The boundary conditions corresponding to the rod shown in figure 1 , are
The trivial solution to system (1.3), (1.5) in which the axis of the rod remains straight, reads 
To system (1.7), (1.8) certain initial conditions must be prescribed and we shall do it later. By introducing the dimensionless quantities 9) from (1.7), (1.8) we obtain In studying equation (1) we use Karamata's class (cf. [5] , [7] ) of regularly varying functions and a natural extension of them, the class of rapidly varying functions (cf. [6] ). We cite theirs definitions. It is well-known that the function L is slowly varying at infinity if and only if it may be written in the form
for some a > 0, where ε and c are measurable and for
and is called rapidly varying at infinity of index −∞ if for
Together they are called rapidly varying at infinity.
The space of distributions
Let Ω denote an open subset of R
2
.
The support of a function ϕ defined on Ω is the closure in Ω of the set {x ∈ Ω;
to zero if and only if there exists the compact set K ⊂ Ω : Every distribution has all derivatives and 
The existence and the character of found solutions
We consider the equation
with the boundary conditions:
and with α > 0. Let us suppose that
2) for any T k and every k ∈ N. Moreover, in order that u (ξ, t) satisfies (2.1) T k , k ∈ N, has to satisfy the equation:
Since α > 0, equation (2.3) can be written in the form
where
Equation (2.4) is of particular importance for applied mathematics and this accounts for the vast amount of research connected with it. We cite only three books, we use in this paper. These are [2] , [3] and [4] .
Definition 3 A nontrivial solution T to (2.4) is said to be oscillatory if there exists a sequence {t
n } , t n → ∞, such that T (t n ) = 0 for each n ∈ N.
Theorem 1. Suppose that λ ∈ C((0, ∞)) and moreover for a k
Then equation (2. 3) has for all 1 ≤ k ≤ k 0 a positive, convex and decreasing solution T 1k (t) on (t 0 , ∞) for some t 0 ≥ t 1 (which depends on k). This solution is:
2) Regularly varying at
3) Rapidly varying at ∞ of index −∞ if and only if for each
A corresponding linearly independent solution T 2k is:
In case 2), T 2k (t) is an increasing and regularly varying at ∞,
are normalized and
In case 3), T 2k (t) is an increasing and regularly varying.
It can be given a shorter version of Theorem 1 with the same supposition on λ(t) and with 1 ≤ k ≤ k 0 : 
2) In case
regularly varying of index α 1k or α 2k (α ik , i = 1, 2, are given in Theorem 1). Suppose that λ(t) satisfies condition (2.6) for a k = k 0 ,then q k (t) given by (2.5) satisfies conditions for q in Lemma 1 for every 1 ≤ k ≤ k 0 . Therefore (2.4) has a positive decreasing solution on (t 0 , ∞) for some t 0 > 0 and 1 ≤ k ≤ k 0 .
3) In case x
The assertions of Theorem 1 denoted by 1), 2) and 3) follow from Theorem 1, Theorem 2 and Theorem 3 in [4] , respectively.
In the next theorem the conditions are easier to verify than in Theorem 1. Consequently such theorem is more suitable for use. 
Theorem 2. ([4]) Let the suppositions on λ (t) be the same as in Theorem 1. If τ
The proof is obvious and follows from the proof of Theorem 1. If we omit condition (2.6), then the following theorem is valid:
2, denote two normalized slowly varying functions for k = k 0 ∈ N, then there exist two linearly independent solutions T 1k 0 , T 2k 0 to (2.3): 1) Of the form
T 1k 0 (t) = L 1k 0 (t) , T 2k 0 = tL 2k 0 (t) if and only if x x 0 q k 0 (t) dt → 0, x → ∞ for a k 0 ∈ N. Moreover one has L 2k 0 (t) ∼ (L 1k 0 (t)) −1 , t → ∞.
2) Of the form
Proof. It follows from Theorem 1.10 and Theorem 1.11 in [4] . Remark. In case 2), when 0 < C k 0 < 1 4 ,the both solutions are always unbounded. If −∞ < C k 0 < 0, then α 1k 0 < 0 and α 2k 0 > 0. Consequently T 1k 0 (t) → 0, t → ∞ and T 2k 0 (t)is unbounded.
In case 1) at least one of the solutions is unbounded. A natural question arises: What we can assert about the solutions to (2.3) if in Theorem 3 the number C k ∈ (1/4, ∞) . By Hille's oscillation criterion (cf. [8] ) we known that
is a sufficient condition for (2.3) to have the both linearly independent oscillatory solutions. Let us remark that in [9] one can find the behavior of zeros of oscillatory solutions to equation of the form (2.4).
There is an immense literature dealing with the question of oscillatory solutions to equations of the form (2.4). Such an one, applied to equation (2.3) is the following:
Theorem 4. Let λ (t) be a twice continuously differentiable function and λ (t) < (kπ)
Then the equation (2. 3) for k = k 0 has a fundamental system of solutions satisfying
This is a consequence of Theorem 14 in [3, chapter IV ] . A more precise theorem is a consequence of Theorem 15 in [3, chapter IV].
Theorem 5. Let λ (t) be a real continuous function for t ≥ t 0 > 0, and let the integrals
exist and suppose
Then equation (2. 3) has a fundamental system of solutions T 1 , T 2 satisfying:
Comments. It is an interesting question: How much the number α > 0 influences on the asymptotic behavior of solutions to (2.3). It is easily seen that the number α does not figure in (2.6) which is the basic supposition on λ(t) of Theorem 1. The asymptotic behavior of solutions depends in Theorem 1 only on
The number α can have an influence on this limit only in the case 2) when C k = 0. This influence reflects on α 1 and α 2 but only on theirs numerical values and can not change the sign.
The same conclusion is with Theorem 2 and Theorem 3 case 1). But in Theorem 3 case 2) if for an α = α 0 , C k 0 is less than 1 4 , then the both solutions are unbounded. If we can find 0 < α < α 0 such that α 0 (kπ)
, then the solutions to (2.3) with this value of α are oscillatory solutions. Similarly changing α we can obtain non-oscillatory unbounded solutions instead of oscillatory solutions. In theorems 4 and 5 the existence of the given solutions does not depend on α > 0.
If in equation (2.3) λ is a constant, then it is easily to find solutions of this equation.
An example for λ(t) which satisfies conditions of Theorem 4 is λ(t)
. This function is twice continuously differentiable:
for t ≥ 0 it is monotone increasing because of λ (1) (t) > 0, t ≥ 0, and lim
Thus |q 
Generalized solutions
In Subsection 2.3 we found a sequence of solutions u k (ξ, y) = A k sin kπξ T k (t), k ∈ N, to (2.1), (2.2), which are of a special form. The characteristic of such solution is that the initial condition is u k (ξ, 0) = A k T k (0) sin kπξ, which is a very narrow class of functions. It is easily seen that any finite sum Σu k (ξ, t) produce a new solution to (2.1), (2.2) . In the following we will construct generalized solutions to (2.1), (2.2) by using some series, but preserving the basic properties of classical solutions, natural for the mechanical applications. Naturally, the interesting solutions to (2.1), (2.2) are those which are bounded. Therefore we chose to prove the following theorem:
Remark. We have first to explain the meaning of the sentence "... which is a generalized solution to (2.1), (2.2)."
For every ξ ∈ (0, 1), u(ξ, t) defines a regular distribution; u(ξ, t) is a function in ξ with values in D ((0, ∞)) which has the β − 1 continuous partial derivatives in ξ and other derivatives are in the sense of distributions (cf. 2.1.2).
Proof. Because of suppositions 1) and 2) we can continuously extend λ(t) to (−ε, ∞), ε > 0 such that λ(t) = 0, t ∈ (−ε, 0]. Then for every k ∈ N there exists a solution T k to (2.4) with the initial condition T k (0) = T 0 and T (1) 
If in (2.4) we introduce q k given by (2.5) and multiply so obtained equation by T (1) k (t), after integrtion between 0 and t, we obtain for every k ∈ N, k ≥ k 0 , t ≥ 0 : . Theorem 1 in Section 2.2 specifies the properties of the solution, indicting the instability of the rod, since T 2k is an increasing function. The static method (the method of adjacent equilibrium configuration) also predicts instability for λ (t) = const. > π 2 , independently of α since rotary inertia does not play any role in the static method.
2. If the axial force λ (t) is smaller than the Euler buckling force λ (t) < π 2 (assumption 4) in Theorem 1, Section 3) than the Theorem 1 in Section 2.3 predicts stability if the value of the axial force is increased from zero (assumption 2) in Theorem 1, Section 2.3). This is in agreement with the predictions of static method. We note that above conclusion is independent of the value of the rotary inertia parameter α. Thus this result is in agreement with the static method where there is no influence of rotary inertia on stability boundary.
Our results show equivalence in prediction of stability boundary by dynamic and static methods. Also our results show some of the properties of the dynamic solutions and their relation to regular varying functions.
