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We study the t−V disordered spinless fermionic chain in the strong coupling regime, t/V → 0.
Strong interactions highly hinder the dynamics of the model, fragmenting its Hilbert space into
exponentially many blocks in system size. Macroscopically, these blocks can be characterized by the
number of new degrees of freedom, which we refer to as movers. We focus on two limiting cases:
blocks with only one mover and the ones with a finite density of movers. The former many-particle
block can be exactly mapped to a single-particle Anderson model with correlated disorder in one
dimension. As a result, these eigenstates are always localized for any finite amount of disorder. The
blocks with a finite density of movers, on the other side, show an MBL transition that is tuned by
the disorder strength. Moreover, we provide numerical evidence that its ergodic phase is diffusive
at weak disorder. Approaching the MBL transition, we observe sub-diffusive dynamics at finite
time scales and find indications that this might be only a transient behavior before crossing over to
diffusion.
I. INTRODUCTION
Recent advances in controlled experimental techniques
on ultracold atoms1,2 in optical lattices and trapped
ions3,4 allow to inspect dynamical properties of closed
quantum disordered systems and to provide signatures
for the existence of a many-body localized phase5–9
(MBL). An MBL phase describes a perfect insulator in
which interacting particles are localized due to the pres-
ence of a strong disordered potential, generalizing the
phenomenon of Anderson localization10,11 to the many-
body case12–14. Moreover, the non-interacting local-
ized eigenstates are adiabatically connected to the MBL
eigenstates15–21, which implies that an MBL-phase is
fully described by an extensive number of quasi-local in-
tegrals of motion, which emphasize an emerging weak
form of integrability15–21.
The MBL phase should be opposed to the ergodic one,
in which local observables reach their thermal equilib-
rium, eigenstates are believed to be chaotic and dynamics
shows delocalization22–31. The ergodic phase is charac-
terized by the eigenstate thermalization hypothesis32–36
(ETH), which asserts that the system locally thermalizes
at the level of single eigenstates.
Recently, it has been shown experimentally and nu-
merically that the two aforementioned scenarios are not
the only possibilities. For example, the relaxation of ki-
netically constrained many-body systems (e.g. Rydberg-
blockaded chains) could be extremely slow, if prepared in
specific experimentally accessible out-of-equilibrium ini-
tial states37–42. This reminiscence of integrable behavior
for the dynamics of certain initial states is believed to be
captured by a set of eigenstates of measure zero, which
violates ETH39,40,42,43 and have a considerable big over-
lap with these initial states. Importantly, these atypical
eigenstates are even at infinite temperature distributed
through the whole spectrum, such that they are embed-
ded into a sea of thermal states. These atypical eigen-
states may remind to the concept of quantum scars, a
measure zero sets of quantum eigenfunctions localized
around unstable classical periodic orbits in quantized
chaotic systems44–46, e.g. quantum biliards47.
Although it is still under debate whether these states
can be considered as a many-body generalization of quan-
tum scars, they have a peculiar characteristic: they live
in a small portion of the Fock-space, which usually scales
only polynomially with system size. As a consequence
these eigenstates have a highly non-thermal behavior
(e.g. low entanglement).
The same effect is obtained if the entire Fock-space
splits into different blocks. This was recently described
in Refs. 48 and 49 as a Hilbert space fragmentation, where
a system is hindered to thermalize due to dynamical con-
straints, which separates the Fock-space into exponen-
tially many disjoint invariant subspaces. Due to this frag-
mentation, the system exhibits non-thermal eigenstates
appearing throughout the entire spectrum, thus breaking
the strong formulation of ETH. Similar ideas have been
recently used to provide a decimation scheme to study the
MBL transition in the random field Heisenberg model in
Ref. 50.
These paradigms of ergodicity breaking brought new
emphasis and stimulated extensive research attempting
to understand the thermalization properties of quantum
matter. The aim of this work is to shed light on the na-
ture and origin of the just mentioned phenomenology in
the presence of a disordered potential. To this end, we
study the t−V disordered spinless fermionic chain, which
is believed of having an MBL transition, in the strong
coupling limit (t/V → 0). In this regime the model is
equivalent to a dynamically constrained model. More-
over, due to the presence of strong constraints, its Fock-
space fragments into exponentially many blocks. Macro-
scopically these blocks can be characterized by the num-
ber of some degree of freedom, that we call movers, which
are responsible of the remaining dynamical properties.
We study the out-of-equilibrium dynamics focusing on
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2two complementary limiting cases: blocks with only one
mover and blocks with a finite density of movers. The
former can be mapped to a single-particle Anderson lo-
calization problem on the Fock-space with correlated dis-
order. As a result, the model restricted on these blocks
with zero density of movers, is always localized for any
finite amount of disorder. Instead, for the blocks with a
finite density of movers, we provide evidence for an MBL
transition between states that can be considered thermal
within the block and localized ones.
Importantly, due to the constrained dynamics, less dis-
order is required in order to localize the model than in
the case of finite interaction strength V . Furthermore,
we study the dynamics on the ergodic side of the blocks
with finite density of movers. Here, our results are con-
sistent with the existence of diffusive dynamics at weak
disorder. At stronger disorder, approaching the MBL
transition, we see a clear slow long-time crossover from
a transient sub-diffusive dynamics to a diffusive one. As
expected, the time scale for the onset of the diffusive
propagation shifts to infinity on approaching the MBL
transition12,13,22. Thus, we provide evidence for an ex-
tensive region within the ergodic phase characterized by
a small diffusion constant, which could be identified with
the “bad-metal” phase predicted by Basko, Aleiner and
Altshuler in their seminal work12.
The rest of the work is organized as follows. In Sec. II
we introduce the model and we discuss its strong inter-
action limit. In Sec. III we explain in detail the con-
strained dynamics on the Fock-space. In Sec. IV we
inspect the dynamical properties of the block with one
mover. We map the model to an Anderson model with
correlated disorder. Here, we comment on the relation
between blocks with few movers and many-body scars.
Finally, in Sec. V we study both eigenstates and dynam-
ical properties of the largest block of the Hamiltonian
(finite-density of movers). The Sec. V A is dedicated to
show the existence of the MBL transition by studying
both spectral and eigenstates properties. Using finite-
scaling techniques we analyze several quantities (i.e. en-
ergy level statistics, entanglement) and we extract an es-
timation for the critical point. In Sec. V B we focus on
the dynamical properties inspecting the relaxation of the
density propagator. In this section we provide numerical
evidence that its ergodic phase is diffusive. In Appendix
we extend our work to the case in which the disorder is
generated by a quasi-periodic potential and to the case
of large but finite interaction strength.
II. MODEL
We study the t−V disordered spinless fermionic chain
with periodic boundary conditions,
Hˆ = −t
∑
x
cˆ†x+1cˆx + h.c. +W
∑
x
µxnˆx + V
∑
x
nˆxnˆx+1,
(1)
FIG. 1. (a): Illustration of the disconnected sectors of
the Hamiltonian Hˆ∞ in Eq. 2. For fixed particle number
N = L/2, the sectors can be distinguished by the number of
bonds N••, i.e. the number of adjacent particles. Sectors with
different values of N•• are energetically separated by an en-
ergy scale of order ∼ V . For fixed N and N••, there exist an
exponential number in L of disjoint sectors (see text). They
can be further classified by the number of delocalized degree
of freedom, which we call movers. (b): The limit t/V → 0
imposes constraints on the dynamics of particles. i) A block
of particles cannot split on its own as the number of bonds
N•• is conserved. A change of this number would imply an
energy cost ∼ V , assumed to be large. ii) Particles at the
edge of a block can leave the block if a second particle assists
the hop, such that N•• stays constant. iii) This mechanism
allows for an effective tunneling of a mover through a block,
where the block always moves two sites towards the opposite
direction (assisted hopping).
where cˆ†x (cˆx) is the fermionic creation (annihilation) op-
erator at site x, nˆx = cˆ
†
xcˆx and µx are independent ran-
dom variables uniformly distributed in [−1, 1]. In the
following we fix time and energy scales with respect to
the hopping amplitude t = 1/2, and study the behav-
ior of the system as a function of W and V , the disorder
and interaction strengths respectively. Moreover, L is the
number of sites and we restrict our analysis to half-filling,
i.e. the number of particles N = L/2.
The non-interacting limit V = 0 is the Anderson model
and all its single-particle wave functions are exponen-
tially localized for any finite amount of disorder10,11,51.
At finite interaction strength, this model is believed to
have an MBL transition for V = 1 at Wc ≈ 3.523,29,52–54
(W < Wc ergodic and W > Wc localized). In this
work, we instead focus on large interaction strengths,
i.e. V  t,W . As a first approximation, we con-
sider the limit V/t → ∞55–59. In this regime the spec-
trum of Hˆ splits into energetically separated bands com-
posed by states with identical number of pairs of nearest-
3neighbor occupied sites N•• ≡
∑
x nˆxnˆx+1, which we
name bonds55. Projecting Hˆ into each of these bands
we obtain the following effective Hamiltonian to first or-
der in perturbation theory55,56
Hˆ∞ = −t
∑
x
Pˆx
(
cˆ†x+1cˆx + h.c.
)
Pˆx +W
∑
x
µxnˆx, (2)
with the local projector
Pˆx = 1− (nˆx+2 − nˆx−1)2, Pˆ 2x = Pˆx, (3)
that guarantees that a particle can only hop if the num-
ber of bonds N•• is unchanged. Hence, by construction,
the number of bonds N•• is conserved ([N••, Hˆ∞] = 0),
which strongly constrains the dynamics of the model, as
expressed by the presence of the local projectors {Pˆx} in
the kinetic terms60. In the remain of the work, we focus
on the largest band N•• = L/4, which is in the middle of
the spectrum of Hˆ∞ (see Fig. 1 (a)). The dimension of
this symmetry subspace H with N = L/2 and N•• = L/4
is given by dim(H) = (L/2
L/4
)2 ∼ 2LL , thus up to polyno-
mial corrections in L it covers the full Hilbert space of Hˆ
(Eq. 1).
The conservation of N•• strongly restricts the dynami-
cal features of our model, because the creation or annihi-
lation of a bond would cost an infinite amount of energy
V . Hence, a particle can only jump from a site x to the
neighboring site x + 1 if both adjacent sites x − 1 and
x+ 2 are either simultaneously occupied or empty.
The dynamics can be described as following: separated
single particles, only surrounded by holes, are free to
move. Domains of particles instead are stuck because the
number of bonds is conserved. Importantly, however, if a
separate particle approaches a block, it can assist a hop
of a domain particle. Following this mechanism step by
step, a particle and a domain can interchange their po-
sitions, whereby the domain effectively moves as a whole
by two sites into the direction where the particle origi-
nally was. These rules for the possible hops of particles
are illustrated in Fig. 1 (b) and more precisely described
in the following.
We note that in the absence of on-site potential, W =
0, the Hamiltonian Hˆ∞ in Eq. 2 is integrable and it can
be exactly solved using Bethe ansatz techniques56,57. Al-
ternatively, Hˆ∞ can be mapped to spin 1/2 degrees of
freedom on the bonds55. As explained in Ref. 55, two
consecutive filled | • •〉 (empty | ◦ ◦〉) sites are identified
with a spin up | ↑〉 (down | ↓〉) on the middle bond and
a mobile particle | ◦ •〉 is mapped to an empty bond |0〉.
For the sake of completeness and to better explain this
mapping, let us consider a concrete example with L = 12
restricted to the symmetry sector of our interest, i.e.,
N = 6 and N•• = 3.
Due to the global conserved quantities, N = L/2 and
N•• = L/4, we will have that the number of spins up
N↑ is equal to the number of spins down N↓ (N↑+N↓ =
2N↑ = N) which are both independently conserved. In
fact, the mobility restrictions of the spinless fermions due
to the Hamiltonian Hˆ∞, gives rise to the conservation of
the spin configuration along the evolution. This means
that the only allowed dynamics is a reshuffling of the
position of the empty bonds |0〉 while keeping the relative
orientation of each spin unchanged.
The Fock state | • • ◦ ◦ • • ◦ ◦ • • ◦ ◦〉 is mapped to the
Ne´el state in the spin configuration | ↑↓↑↓↑↓〉, which is
characterized by the absence of the empty bond |0〉.
Introducing a defect on the former pattern | • • ◦ ◦ •
• • ◦ ◦ • ◦ ◦〉, we obtain the following spin configuration
| ↑↓↑↑↓ 0 ↓〉 which has one empty bond |0〉. This empty
bond |0〉 is now free to hop |••◦◦•••◦◦•◦◦〉 → |••◦◦•••
◦•◦◦◦〉 ⇒ | ↑↓↑↑↓ 0 ↓〉 → | ↑↓↑↑ 0 ↓↓〉, while keeping the
same spin configuration. Thus, empty bonds |0〉 are the
delocalized degrees of freedom moving around the spin
pattern. The pattern remains fixed during the dynamics
of the empty bonds |0〉 up to cyclic rotations and thus
the number of flips | ↓↑〉 in the spin configuration N↓↑ is
a constant of motion.
For the remainder of the work, we name the num-
ber of empty bonds |0〉 movers. However, in general,
the number of movers is not a constant of motion due
to a subtle detail in the definition of the spin map-
ping55. Therefore, to simplify this discussion we intro-
duce an additional rule: when a mover approaches from
the left a domain wall constituted by frozen particles, e.g.
| · · ·◦•◦◦••◦◦ · · · 〉 → | · · ·◦◦•◦••◦◦ · · · 〉, and a new empty
bond is generated | · · ·0 ↓↑ · · · 〉 → | · · · ↓ 00 ↑ · · · 〉, this
should be counted as a single empty bond (| · · · ↓ 0 ↑
· · · 〉). These processes describe an assisted hopping, in
which a free particle activates a particle belonging to a
domain helping it to escape. With this definition the
number of movers N0 is independently conserved allow-
ing us to further characterize the connected sectors. As
further consequence, the sum between the number of an-
tiferromagnetic aligned neighbor spins | ↓↑〉 (N↓↑) and
the number of movers N0 is constant with the important
relation N↓↑ +N0 = N••.
Using this mapping, Hˆ∞(W = 0) can be rewritten
as a strongly coupled Hubbard chain that is subject to
a fictitious flux proportional to the total momentum55.
Moreover, the optical conductivity of Hˆ∞(W = 0) at low
temperature was calculated showing that it is a perfect
insulator56,61–63.
Summarizing, the constrained dynamics induced by
Hˆ∞ of an initial state in the Fock-space is determined
by the number of movers and by the spin configuration,
in the way just described. As a result, due to the ex-
ponential number of spin configurations within the same
global symmetry sector, the Fock-space of Hˆ∞ fragments
into exponentially many blocks in system size as we will
describe in the next section.
4FIG. 2. (a): Illustration of the N2 dimensional subspace that
describes a single moving particle. An empty site is created
from the frozen state by moving one particle to an adjacent
block of particles. This leaves a single particle that can change
position with a block while respecting the global conservation
laws of the Hamiltonian (see steps from |0〉 to |4〉. After N
steps, the particle crossed all present blocks and, effectively,
each particle moved two sites to the left (compare |0〉 with
|N〉). Thus, repeating this procedure N times, each particle
moved 2N = L sites to the left, such that the state |0〉 is again
obtained. The full space thus contains N2 states. Moreover,
the states are connected like a one-dimensional chain of N2
sites.
III. FRAGMENTATIOM OF THE FOCK-SPACE
Although the full characterization of disjoint blocks
is out of the scope of this work, in this section we will
discuss some of the block structure of Hˆ∞ in Eq. 2 .
First, it is easy to see that there exist four frozen states
that are disconnected from the remaining symmetry sub-
space and therefore show no dynamics. They are ob-
tained by an iterative filling of the chain with two ad-
jacent particles and two adjacent holes (e.g. | • • ◦ ◦ •
• ◦ ◦ · · · 〉). Such a state is shown at the top of Fig. 2.
The other frozen states are obtained by cyclic rotations
of this state. In the spin language using the map de-
scribed in the previous section55, the frozen states are
the Ne´el states, e.g. | ↑↓↑↓↑↓ · · · 〉, without movers |0〉,
i.e. N↓↑ = N••.
Creating a defect on one of these, i.e., releasing a par-
ticle from one of the existing bonds, without changing
the number of bonds, as shown in Fig. 2, a new state
is formed that consists of a mover, a bond domain with
three particles and all original bonds of the frozen state
(e.g. | • ◦ ◦ • • • ◦ ◦ • • ◦ ◦〉). Using the mapping described
in the previous section, this state is mapped to a state
with one mover (empty bond |0〉) and N•• − 1 spin flips
| ↓↑〉 (e.g. |0 ↓↑↑↓↑↓〉). It is important to remember that
the number of spin up is equal to number of spin down
(N↑ = N↓ = N/2 = N••), and the sum of number of
movers and spin flips is equal to N0 +N↓↑ = N••. Since
the number of movers and the spin configurations up to
rotations are invariant of motion, this block is described
by one mover and a configuration of N spins with zero
magnetization (N↑ = N↓) and N•• − 1 spin flips (N↓↑).
Following the rules of Fig. 1, the mover is able to hop
around the chain and assist other particles to translate
each domain wall by two lattice sites, see Fig. 2. Us-
ing the periodic boundary conditions and repeating this
scheme as shown in Fig. 2, one sees that the invariant
subspace containing this specific one mover state has di-
mension N2 = (L/2)2. Indeed, in the spin language, the
mover hops around the fixed spin configuration which is
shifted by one site once the mover crosses the whole spin
chain. As a consequence, we will have N places where
the mover can be times N possible rotations64 of the spin
configuration, giving thus the N2 = N ·N dimension of
the block.
Moreover, these N2 states are connected to each other
in a ring-like manner, see Fig. 1. This is why we can
map the blocks consisting of one mover to a model where
a single particle moves in a one-dimensional chain with
N2 lattice sites.
It is important to realize that even for a fixed number
of movers, many disconnected blocks exist. As discussed,
for zero movers, i.e. frozen states, four such blocks (of di-
mension 1) exist. The above constructed N2-dimensional
block that describes a single mover is degenerate N − 2
times. This can be seen as follows: The construction
of the single mover shown in Fig. 2 creates a domain of
three particles, which is separated by three empty sites
from the next domain to the left side, if the mover is not
directly between these two domains. This can be seen
in state |3〉 or |4〉 in Fig. 2. However, we could have
constructed a single mover in a way such that the three
consecutive empty sites are between any of the N/2 − 1
domains. In each of these setups, we can further shift
all particles by one site, which also yields a new discon-
nected block, because, as discussed above, domains may
only move in steps of 2 sites if a mover crosses them. Thus
there exist N − 2 blocks of dimension N2 that describe
a single mover.
The maximum number of movers that the system can
host is N••−1, which as expected gives rise to the largest
connected sectors within the global symmetry subspace.
Using the map to spins it is equivalent to N••− 1 empty
bonds (N0 = N•• − 1) and one spin flip (N↓↑ = 1), thus
fulling the global constraint N0+N↓↑ = N••. The result-
ing spin configuration is the domain wall (e.g. | ↓↓↓↑↑↑〉)
up to cyclic rotations. The dimension of a block with
N••−1 movers is N
(
N+N••−2
N••−1
)
. The combinatorial factor(
N+N••−2
N••−1
)
is the way that one can dispose N0 = N••−1
movers within the domain spin configuration and the fac-
tor N comes from the cyclic property of the latter55.
In general, Hˆ∞ in Eq. 2 has a block structure, in which
disjoint blocks are characterized by the number of movers
and the spin configuration (up to cyclic rotation) fulling
the global constrains N↑ = N↓ = N/2 and N0 + N↓↑ =
N••. The dimension of each block is given by g
(
N+N0−1
N0
)
,
where g· ∈ N is an integer number g ≤ N that counts
the number of different configurations obtained by cyclic
rotations. Moreover, due to the exponential number of
5spin configurations, the system has at least N−1
(
N
N••
)
=
(N↑ +N↓)−1
(
N↑+N↓
N↑
)
disjoint blocks.
In Appendix we will give an alternative argument for
the exponential fragmentation of the Fock-space, which
is not based on the spin mapping.
In the following sections we study the dynamics of the
system in two limiting cases. First, the case in which
only one mover is present. We will map the system to
a single-particle localization problem on the Fock-space.
Consequently, the system will be exponentially localized
for any amount of disorder. Second, we study the system
with a finite density of movers. The latter case shows
an MBL transition between ergodic and localized states.
Moreover, we will provide evidence that the dynamics of
the system might be diffusive on its ergodic side.
IV. MANY-BODY SCARS
In this section we inspect the dynamical properties of
Hˆ∞ within the blocks with a single mover. Considering
the N2 = (L/2)2 many-body Fock states |j〉 contained
in such blocks as an effective single-particle basis, as it is
shown in Fig. 2, Hˆ∞ can be mapped to a one-dimensional
chain
Hˆ∞ = −1
2
∑
j
|j〉〈j + 1|+ h.c. +
∑
j
χj |j〉〈j|, (4)
of N2 lattice sites j, where χj = W
∑
x µx〈j|nˆx|j〉 is the
effective potential on the site-state |j〉.
Our main observable is the return probability starting
from a Fock state |j〉
R(t) = |〈j|e−iHˆ∞t|j〉|2, (5)
where we average over disorder and different initial states
within the block, which from now on will be indicated
with an overline, i.e. R(t). Such initial states are ex-
perimentally accessible in cold-atom set up experiments
as they are product states in the local particle number
basis.
Recently, the return probability R(t) in Eq. 5 has
been studied in kinematically constrained models like
Rydberg-blockaded chains, showing that when the sys-
tem is initialized in a specific initial state, R(t) shows
slow dynamics, even though the system is believed to
be thermal39,40,42,43. It has been argued that the rea-
son for this slow dynamics is a set of eigenstates with
measure zero in the full Hilbert space, called many-body
scars39,40,42,43, which have a considerable high overlap
with the initial state. One of the main characteristic of
these many-body scars is the fact that are highly non-
thermal since they live in a small portion of the Fock-
space.
For sake of completeness, we start our investigation
from the free-disorder case, W = 0. In this case our
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FIG. 3. (a): R(t) for the disorder-free case W = 0 for sev-
eral system sizes L ∈ {32, 40, 48, 52}. The dashed line is the
theoretical prediction R(t) = J 20 (t). The inset shows R(t)
computed using the Hamiltonian Hˆ with V = 15. (b): R(t)
for disorder strength W = 0.5 and t/V → 0. R(t) saturates
with time to an L independent value, meaning that the sys-
tem is localized. The inset shows R(t) computed with Hˆ in
Eq. 1 for V = 15. Here, R(t) starts to decay at time scale of
order ∼ V 2, at which the next order corrections (t/V ) become
relevant.
model equals to a free hopping problem on the fictitious
one-dimensional chain of N2 sites. Thus,
R(t) = J 20 (t), (6)
where J0(t) is the Bessel function of the first kind
(J 20 (t) ≈ 2pit cos2(t+ pi/4)).
Figure 3 (a) shows the return probability R(t) (Eq. 5)
for the free disorder case (W = 0) computed with exact
diagonalization and the exact solution in Eq. 6 (dashed
line in Fig. 3 (a)). We have also controlled the robustness
of our perturbative approach (t/V → 0), by calculating
R(t) = |〈j|e−iHˆt|j〉|2 using the full Hamiltonian Hˆ at
strong interaction strength V = 15, as shown in the inset
of Fig. 3 (a). Therefore, the physics of this restricted
subspace is experimentally accessible in the case of large
but finite interaction strength V to certain time scale.
In the case W 6= 0, the Hamiltonian H∞ is equal to an
Anderson model with correlated on-site disorder given
by {χj}. We emphasize that the disorder is correlated
because the fictitious potentials χj = W
∑L
x µx〈j|nˆx|j〉
depend on the particle configuration on the chain deter-
minated by each Fock state {|j〉}. In this way, L un-
correlated uniformly distributed random fields {µx} de-
termine the N2 = (L/2)2 on-site potentials {χj} of the
fictitious lattice. Anderson localization in one-dimension
with short-range hopping is a rather stable phenomenon,
which breaks down only for fine-tuned kinds of corre-
lations in the disorder, for instance long-range correla-
tions65–67. Indeed, one can calculate the correlation func-
tion (χi − χi)(χj − χj) to realize that no special struc-
ture with the distance |i− j| is present and thus the sys-
tem should be localized in the Fock-space. To test this
statement, we compute the averaged return probability
R(t) for a fixed weak disorder strength W . As shown in
6Fig. 3 (b), the return probability saturates to a finite and
L-independent value at long times (limt→∞R(t) 6= 0).
Thus, the system restricted on the blocks with one mover
is localized and its eigenstates are highly non-thermal.
Although we consider the limit of infinitely large in-
teraction strength (t/V → 0), we can also predict the
relevant time scale until which this saturation will be ob-
served when considering the dynamics of Hˆ in Eq. 1 for
finite but large V (V  t,W ). The inset of Fig. 3 (b)
shows R(t) at weak disorder W = 0.5 and V = 15 start-
ing from one of the states in the considered N2-block. In
this regime Hˆ is believed to be thermal68 and one will
expect a fast relaxation for R(t). However, R(t) shows
a slow relaxation characterized by an almost frozen dy-
namics at intermediate time scales, see the plateau in
time in the inset of Fig. 3 (b). This pre-thermal plateau
is a left-over from the fully-localized phase in the limit
t/V → 0 and still holds up to intermediate times in the
limit V  t. Within this time, the system can be con-
sidered as being localized. At longer times t ∼ V 2 (set
by the next order in perturbation theory on 1/V ), as
expected our approach is not anymore controllable and
the system becomes delocalized and R(t) starts to decay
(behavior after the plateau in the inset of Fig. 3).
In Appendix we show the return probability for a
typical initial state that belongs to a block with a fi-
nite density of movers. In this case R(t) shows the usual
fast relaxation of thermal systems, i.e. without the pre-
thermal plateau. Indeed, in the next section we will show
that even in the limit t/V → 0 the system restricted in
the blocks with finite density movers are thermal at weak
disorder. In the thermodynamic limit the blocks with a
finite-density of movers, will dominate the behavior of
Hˆ, since their dimension is parametrically larger than
the one with few movers, as it is shown in the Appendix.
As a consequence, the behavior of R(t) starting from a
typical state will be thermal. However, as we have shown,
there exist atypical initial states for which at time scales
of the order ∼ V 2 the system can be considered localized.
As we discussed, the existence of these atypical states can
be understood as their large overlap with non-thermal
eigenstates which belong to the blocks with few movers.
Thus, in the spirit of other works37–42, these states
could be refereed as many-body scars: atypical eigen-
states, which live in a small portion of the Fock-space
(∼ N2) and are responsible for athermal behavior of the
system if properly initialized.
V. MBL TRANSITION AND DIFFUSION
In the following, we study the ergodic-MBL phase tran-
sition in the presence of a disorder potential for sectors
with a finite density of movers in the thermodynamic
limit, for which we obtain spectral and dynamical evi-
dences of an MBL transition.
A. Spectral and Eigenstates properties
Here, we start with both spectral and eigenstates prop-
erties of Hˆ∞. In particular, we focus our attention on one
of the largest blocks of Hˆ∞, where the number of movers
equals to N••−1 (density number of movers→ N••/N =
1/2) . The dimension of this block N
(
N+N••−2
N••−1
)
scales
exponentially with system size. We will show that suffi-
ciently strong disorder drives an MBL transition.
Spectral rigidity is a well known property of ergodic
systems and its level spacing distribution p(s) is believed
to be the same as a random-matrix belonging to the
same universality class10,47,69,70. As a result, in an er-
godic phase of Hˆ∞, p(s) should be given by the Wigner
surmise47,71. Instead, in a localized phase, due to an
emergent weak form of integrability, p(s) is given by the
Poissonian distribution47,71. A possible way to distin-
guish these two cases is to study the level spacing pa-
rameter rn = min{δ(n), δ(n+1)}/max{δ(n), δ(n+1)}72,73,
where δ(l) = El+1 − El are the gaps between adjacent
eigenvalues El of Hˆ∞. In an ergodic phase the aver-
age value of rn over the energy index n is given by
rGOE ≈ 0.530672,73 while in a localized phase rPoisson =
2 log 2− 1 ≈ 0.397972,73.
Figure 4 (a) shows the level spacing parameter r as
function of disorder strength W for several system sizes
L ∈ {12, 16, 20, 24}. We averaged r over both disorder
and eigenstates in the middle of the spectrum computed
using shift-inverse diagonalization technique74. At weak
disorder, r approaches the rGOE value (W ≤ 1.5) while
for stronger disorder r ≈ rPoisson (W ≥ 3) and at in-
termediate values of W a crossover between the two be-
haviors is visible. In order to minimize finite size effects,
we use scaling techniques23 with the aim to monitor the
evolution with L of the curves in Fig. 4 (a). Indeed, we
found the critical point Wc of a putative MBL transition
by collapsing the curves as a function of (W −Wc)Lµ,
see inset of Fig. 4 (a). We estimate Wc ≈ 2 and µ ≈ 1
for the scaling of a possible transition.
Importantly, as one would expect, the critical point
Wc is smaller than the critical point for the case of finite
interactions, Wc ≈ 3.5 for V = 1. In the limit of large in-
teractions V →∞ the kinetic term in Hˆ∞ is hindered by
the presence of the projectors {Pˆx}, which forbid many
of the possible hopping processes. We can also consider
this constrained dynamics from a different point of view.
Mapping the Hamiltonian Hˆ in Eq. 1 to an effective An-
derson problem on the Fock-space12, in the limit V →∞
the projectors {Pˆx} reduce the connectivity on the Fock-
space. This effect increases the sensitivity of the system
to disorder, which thus localizes more easily. This ar-
gument gives an explanation of the non-monotonic be-
havior of the critical point Wc as function of interaction
strength V , which has been already observed in several
other works68,75.
We give further evidence for the existence of an MBL
transition by studying the fluctuations of local observ-
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FIG. 4. (a): Level statistics parameter r as a function of dis-
order strength W for several system sizes L ∈ {12, 16, 20, 24}.
The inset shows the finite-scaling analysis: r as function of the
rescaled variable (W −Wc)Lµ with Wc = 2 and µ = 1. (b):
Fluctuations δn2x of the density operator within eigenstates
in the middle of the spectrum. (c): Averaged entanglement
entropy S as function of W . The dashed line is S ∼ log (L/2
L/4
)
.
Its inset shows the finite size-scaling, collapsing the rescaled
S/L as a function of (W −Wc)Lµ with Wc = 2 and µ = 1.
(d): Variance of S within few eigenstates in the middle of the
spectrum.
ables76–78
δn2x = Var[〈En|nˆx|En〉]E , (7)
where the variance is taken over few eigenstates which
belong to the same energy-density in the middle of the
spectrum. In an ergodic phase the expectation value of a
local observable depends only on the value of the energy-
density and thus δn2x goes to zero in the thermodynamic
limit L→∞. In fact, for states fulfilling ETH the decay
is exponentially fast in L (δn2x ∼ e−cL)70, while in a
localized phase, ergodicity breaks down and eigenstates
close in energy are locally different23,31. Thus, we expect
large fluctuations in the expectation value of the local
observables nˆx, implying that δn
2
x does not decay to zero
with L, δn2x ∼ O(L0). Figure 4 (b) shows δn2x as function
of W for several system sizes. The fluctuations decay to
zero exponentially fast in L as dictated by ETH. At large
disorder W > Wc, no scaling with system size is visible,
as one would expect in a localized phase. These results
are in agreement with our findings for the level statistic.
A complementary powerful method to distinguish an
ergodic phase from an MBL one, is the bipartite entan-
glement entropy S of eigenstates of the Hamiltonian23,79.
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FIG. 5. (a): Level statistic parameter r as function of W for
several L. r has been computed with eigenstates which belong
to the second largest block which is characterized by N•• − 2
movers. The dimension of the block is given by N
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.
(b): Collapse of r as function of (W −Wc) ∗ Lµ with Wc = 2
and µ = 1.
In a thermal phase the eigenstates are highly entangled
and S follows a volume law23,31,79, meaning that its value
scales linearly with the systems size L. Moreover, if the
system is fully ergodic at infinite temperature, the eigen-
states should be described by random matrix theory im-
plying that S for a typical eigenstate is given by the so
called Page value SPage = (L log 2 − 1)/2 + o(L)80. On
the other hand, eigenstates in an MBL phase are only
locally entangled and S follows an area law, S ∼ O(L0)
for one-dimensional systems23,31,79.
Figure 4 (c) shows the entanglement entropy for eigen-
states in the middle of the spectrum of Hˆ∞ as a func-
tion of W . At weak disorder the averaged half-chain
entanglement entropy S, increases linearly with system
size L, giving thus evidence that the system is delocal-
ized. Moreover, analyzing the value of S at weak disor-
der we find S ∼ log (L/2
L/4
)
. The value log
(
L/2
L/4
)
2 is the
bipartite entanglement for a random state on the full
Hilbert of Hˆ∞80 and up to sub-leading corrections con-
verges to the Page value (SPage) in the thermodynamic
limit (L → ∞)81. As a consequence, at weak disorder
typical eigenstates in the middle of the spectrum are er-
godic. Instead, as the disorder is increased, W ≥ 3, S
saturates with L, and it follows an area law S ∼ O(L0).
With the aim to understand the crossover between these
two different behaviors, we collapse the curves (see inset
of Fig. 4 (c)) considering the rescaled entanglement en-
tropy S/L as a function of (W −Wc) ∗Lµ. In agreement
with the collapse of the level spacing parameter r, we
give an estimation for the critical point Wc ≈ 2 with an
exponent µ ≈ 1.
Finally, we study the variance δS2 of S in eigenstates
of Hˆ∞23,79. In the vicinity of the transition, we expect
large fluctuations for S, since both thermal and localized
eigenstates are considered. Indeed, as shown in Ref. 82,
close to the transition the probability distribution of S is
bimodal, with the two maxima representing ergodic, i.e.
8S ∼ L, and localized states, i.e. S ∼ L0, respectively.
As a consequence close to the transition we will have
δS2(W ≈Wc) ∼ L2. Figure 4 (d) shows δS2 as function
of W for several system sizes. As expected, δS2 close
to the critical point Wc ≈ 2, develops a peak, which
diverges with L, giving a further numerical evidence of
the existence of an MBL transition.
On general grounds we expect all blocks having a fi-
nite density of movers (#movers/N → c 6= 0) to have
an MBL transition at some finite disorder strength Wc.
Moreover, the critical point Wc should depend on the
movers density and not on the actual number of movers.
As a consequence, blocks with the same density of movers
should have an MBL at the same critical point.
Figure 5 shows the r level statistic parameter as a
function of W computed with eigenstates which belong
to one of the second largest blocks. This block is la-
beled by N•• − 2 movers and its dimension is given by
N
(
N+N••−3
N••−2
)
. Having only one less mover with respect to
the largest block, they have the same density of movers in
the thermodynamic limit (L → ∞). Also in this case is
clear that two distinct phases exist at least for finite sys-
tem sizes. One ergodic at weak disorder and a localized
one for larger W . The curves in Fig. 5 can be collapsed
as function of (W −Wc) ∗Lµ giving thus evidence of the
existence of the MBL transition. In good agreement with
the previous analysis we found Wc ≈ 2 and µ ≈ 1 (see
Fig. 5 (b)).
Finally, we extended this analysis in Appendix to: (a)
the presence of a quasi-periodic potential and (b) large
but finite interactions for the Hamiltonian in Eq.1. Fur-
thermore, in Appendix we address to the natural question
of the existence of many-body mobility edge25.
B. Dynamics
Having demonstrated that the system shows an MBL
transition, we investigate now the charge propagation fo-
cusing on the delocalized region near the MBL transi-
tion. As in the previous section we focus on the largest
block with N•• − 1 movers. A standard description for
relaxation dynamics in the system employs the density
propagator22,25,68,78,83
Π(x, t) =
1
N Tr [δnˆx(t)δnˆ0] , (8)
where δnˆx = nˆx − 12 84, and N = N
(
N+N••−2
N••−1
)
is the
dimension of the considered block. To monitor the dy-
namics of the system we define the width of Π(x, t)
〈X2(t)〉 =
∑
x
x2 [Π(x, t)−Π(x, 0)] . (9)
〈X2(t)〉 quantifies the spreading of correlations on the
system22,25,68. If the system is diffusive, 〈X2(t)〉 ∼ t,
while for sub-diffusive dynamics 〈X2(t)〉 ∼ tα, where α <
122,25,68.
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FIG. 6. (a): Averaged width 〈X2(t)〉 of the density propa-
gator Π(x, t) at fixed disorder strength W = 0.75 for several
L ∈ {16, 20, 24, 28, 32}. The dashed lines are guide for eyes,
the blue one is the short time ballistic propagation ∼ t2 the
red one the diffusive behavior ∼ t. (b) Dynamical exponent
α(t) = d log 〈X2(t)〉/d log t at W = 0.75, with the enlarg-
ing plateau close to α = 1 (diffusion). (c) 〈X2(t)〉 for sev-
eral W ∈ {0.625, 0.75, 1, 1.5} and fixed L = 32. (d) α(t) for
W = 1, 1.5 for a fixed system size L = 32. In these cases α(t)
does not form a plateau at large time, instead it increases and
might approach α = 1 (dashed line) in the thermodynamic
limit.
Several works have used the quantity 〈X2(t)〉 among
others to quantify the transport in MBL systems at fi-
nite interaction strength22,25,26,68,75,83,85–89. These re-
sults reported the presence of sub-diffusive dynamics on
finite time scale within the ergodic phase of Hˆ in Eq. 190.
However, whether this sub-diffusion is only transient or
persists for asymptotically large time scale is far from be-
ing clear22,25,87. Moreover, the existence of rare-regions
of high disorder (Griffith regions) have been invoked to
explain the mechanism for sub-diffusion25,91–93. Never-
theless, the same sub-diffuse phase has been observed
also for other MBL models (such as quasi-periodic83,88,
long-range hopping78, two-dimensional systems94), in
which Griffith effects are suppressed, thus questioning
the mechanism of this sub-diffusion propagation.
Figure 6 (a) shows 〈X2(t)〉 as a function of time for
a fixed disorder strength W = 0.75 and several L ∈
{16, 20, 24, 28, 32}. The evolution of Π(x, t) has been
computed using Chebyshev integration techniques22,95,
which allow us to inspect Hilbert spaces of dimension
≈ 2, 7 · 106. Also, the trace in Eq. 8 has been approx-
imated using the concept of quantum-typicality, which
allows us to replace the trace with an average over ran-
9dom vectors95.
At short times settled by the hopping constant the
propagation is ballistic 〈X2(t)〉 ∼ t2. At this time scale
neither disorder nor interactions have any effects and the
dynamics can be approximated as a free propagation. As
time evolves, a transient dynamics is visible in Fig. 6 (a),
culminating at larger times to a diffusive propagation
〈X2(t)〉 ∼ t.
In order to better monitor the growth of 〈X2(t)〉, we
define the dynamical exponent22,25,68
α(t) =
d log 〈X2(t)〉
d log t
. (10)
In diffusive systems α(t) develops a plateau at α = 1,
while if the dynamics is sub-diffusive the plateau will be
at α < 1. The study of the dynamical exponent has the
advantage of identifying different time scales and sub-
leading corrections that could be hidden in a fitting pro-
cedure. Figure 6 (c) shows α(t) for W = 0.75. At short
times, α(t) reaches the value α = 2, meaning that the
dynamics is ballistic, as we already discussed. At in-
termediate times, α(t) develops a plateau close to the
diffusive value α = 1. This plateau is enlarging with in-
creasing system size L, which may indicate that in the
thermodynamic limit the system will be diffusive.
Figure 6 (b) shows 〈X2(t)〉 for L = 32 and several
W . For smaller values of W than the one just discussed,
〈X2(t)〉 has also a diffusive behavior. Nevertheless, ap-
proaching the MBL transition Wc ≈ 2, the situation is
less clear. Figure 6 (b) shows 〈X2(t)〉 for W = 1 and
W = 1.5. For both values of W , there is a time scale
t? for which 〈X2(t)〉 changes curvature and might ap-
proach to the diffusive behavior 〈X2(t)〉 ∼ t at longer
times. We follow the change of concavity in 〈X2(t)〉 by
studying the dynamical exponent α(t) for these values of
disorder strength, as shown in Fig. 6 (d). After the bal-
listic propagation, i.e. α(t) ≈ 2, at short times, α(t) is
always bounded by one, nevertheless α(t) increases with
time and might converge to the diffusive value α(t) = 1.
The growth of 〈X2(t)〉 might be characterized by two
different power law behaviors
〈X2(t)〉 ∼ atα1 + b t
t?
, α1 < 1. (11)
The time scale t? defines the onset at which diffusion
takes place. Thus, at time t ≤ t? the dynamics could
look sub-diffusive and only for later times t  t? diffu-
sion will be completely restored. This behavior is not
completely unexpected, in fact the b/t? is just the dif-
fusion constant of the system (D = b/t?). Approach-
ing the MBL transition the diffusion constant goes to
zero12,13 limW→Wc D(W ) = 0 and the onset time scale
t? for the diffusion propagation shifts to infinity. Thus
for 1 ≤ W ≤ 2 we are in a regime in which the diffusive
constant is extremely small.
This regime is consistent with the theoretical predic-
tion of Basko, Aleiner and Altshuler12 of the existence of
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FIG. 7. (a): Averaged entanglement entropy after a quantum
quench S(t) for several W ∈ {4, 5, 6} deep in the MBL phase
and fix L = 20. The curves have been collapsed to show
S(t) ∼ ξloc log t with ξloc ∼ 1/W 2, where t? ≈ 1.
a diffusive phase close to the MBL transition character-
ized by a small diffusive constant (“bad metal”). More-
over, in Ref 22 a similar analysis has been conducted for
Hˆ in Eq. 1 at finite interaction strength, which supports
our findings. Therein it is shown that the dynamical ex-
ponents α(t) are not converged with respect to the sys-
tem size and that the reported sub-diffusive propagation
might be only transient. To summarize, we have given in-
dication that the transport at weak disorderW/Wc ≈ 1/2
is diffusive. At stronger disorder, i.e. closer to the MBL-
transition, we see a clear crossover from a sub-diffusive
dynamics to a faster propagation, compatible with diffu-
sion in the thermodynamic limit.
Finally, we study the propagation of information in the
MBL phase of Hˆ∞. Although, the eigenstates in an MBL
phase do not present substantial difference with the one
of an Anderson insulator (V = 0), for instance, entan-
glement properties, the dynamics of an MBL phase is
much richer. Interactions induce a dephasing which al-
lows slow logarithmic information propagation through
the system, even though particle and energy transport is
absence20,96,97. We compute the evolution of the bipar-
tite entanglement entropy S(t) after quenching a random
product state |ψ〉 = ∏x cˆ†x|0〉 that belongs to the largest
block of Hˆ∞. Figure 7 shows the expected logarithmic
growth of S(t) (∼ log t) for several disorder strengths
W deep in the MBL phase of Hˆ∞, in the case in which
the potential is random. The last result could be seen
as a further numerical evidence of the existence of an
MBL phase at strong disorder. Furthermore, the curves
in Fig. 7 have been rescaled to show that the prafactor
of the growth of S(t) could be proportional to the single
particle localization length97 (ξloc ∼W−2).
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VI. CONCLUSION
In this work we studied the t−V disordered spinless
fermionic chain in the strong coupling limit (t/V → 0).
At finite interaction strength this model is believed to
exhibits an MBL transition between a thermal and a lo-
calized phase. We showed that in the limit of strong
interactions strength the system is described by a kine-
matically constrained model with random potential. As
a result, with increasing system size the Fock-space frag-
ments into exponentially many disjoint blocks. Macro-
scopically these different blocks can be distinguished by
the number of new degrees of freedom, called movers,
that they can host. We focused our investigations on
two limiting cases. First, when only one mover is present
in the system. Second, blocks with a finite-density of
movers in the thermodynamic limit.
In the first case we mapped the problem to an Ander-
son localization model with correlated disorder on the
Fock-space. Using this map we showed that the system
is localized for any finite amount of disorder. In the later
case, in which the system has a finite density of movers
in the thermodynamic limit, we studied numerically both
eigenstates and dynamical properties. Using standard
diagnostics, we provided evidence for the existence of an
MBL transition at finite disorder strength. As expected,
the critical disorder strength Wc is smaller compared to
the case with a finite interaction strength. The reduction
of the critical point is a direct consequence of the con-
strained dynamics, which suppresses hopping processes.
Moreover, we studied charge relaxation in the system
by employing the density propagator. We were able to
access the important time scale showing that the dynam-
ics could be diffusive on its ergodic side. In particular,
close to the MBL transition we observed a transient sub-
diffusive dynamics which might approach to a diffusive
one at asymptotically long time. This slow transient
propagation close to the transition could be the indica-
tion of the existence of the “bad-metal” phase, a diffusive
phase characterized by a small diffusion constant12.
In the Appendix we extended our analysis to the case
in which the disorder is generated by a quasi-periodic po-
tential. This case is of particular interest due to recent
experiments in cold-atoms5–9 in MBL contest. Impor-
tantly, we found the same transient sub-diffusive dynam-
ics with a clear trend to diffusion.
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APPENDIX
1. Block structure of Hˆ∞
In this section, we show further data on the block
structure of the Hamiltonian Hˆ∞ in Eq. 2. In the main
text, using the spin mapping introduced in Ref.55. We
have found that the Fock-space fragments into exponen-
tially many blocks in L. We confirm this statement
using numerics. Figure 8 (a) shows the total number
of disjoint blocks in Hˆ∞ as a function of system size
L. The axes in Fig. 8 have been chosen to underline
the exponential growth #blocks ∼ ecL. Moreover, in
the main text we gave an exact formula based on the
map in Ref. 55 for the dimension of the block with
N•• − 1 movers. Figure 8 compared the analytical result
dim(Largest block) = N
(
N+N••−2
N••−1
)
with the numerical
one, finding a perfect match.
In the remainder of this section we show that the total
number of blocks within the subspace of N = L/2 and
N•• = N/2 scales exponentially in system size, without
using the spin mapping55. To this end we find lower
bounds for the number of disconnected blocks for more
than one mover. Doing so, we estimate the number of
blocks to scale faster than 8L3
L/8.
In order to obtain sector with more than just one
mover, we start from one of the frozen states, see Fig. 9.
We then divide the whole chain in L/8 regions con-
taining eight adjacent sites each, such that each region
i ∈ 1, ..., L/8 contains two blocks of two particles sepa-
rated by two empty sites. We define two kind of pertur-
bations (defects) a and b, which act only on an individual
11
FIG. 9. Illustration of the analytical argumentation of having
an exponential fragmentation of the Fock-space. Two differ-
ent defects (a and b) are performed to domains of the frozen
state, which results in disconnected states, see main text.
domain i. Concretely, a attaches the right particle of the
left block to the left side of the right block and b attaches
the left particle of the right block to the right side of the
left block, see Fig. 9. Note that both perturbations cre-
ate a block of three particles and an unbound separate
particle.
For each of the L/8 regions, we can then perform three
different actions: defect a, b, and the identity (no action)
(see Fig. 9), yielding 3L/8 different states. Now it re-
mains to show which of those states may be connected
with each other by the action of Hˆ∞. To this end, let
us denote these states by |iα, jβ, . . .〉, where perturba-
tion α has been performed on region i, etc. For instance,
|1a, 2a〉 , |1a, 2b〉 , and |1a, 3a〉 each experienced two de-
fects and are shown in Fig. 9. As each defect creates
exactly one separate particle and further separate par-
ticles cannot be created during the dynamics, see the
rules shown in Fig. 1), a minimum criterion for a pos-
sible connection between two of our constructed states
via the Hamiltonian Hˆ∞ is the equality of the number of
performed defects.
Now, let us move or tunnel all separate particles
(movers) to the left end of the chain, while, according to
the hopping rules, domains of multiple particles move two
sites to the right for each crossing mover. The resulting
states are equal to each other on the left side of the chain,
where the movers are, but the distribution of the blocks
on the right side of the chain differs, see Fig. 9. Specifi-
cally, the distances between the blocks of three particles,
which are side products of the defects, depends on where
and which defect has been performed. As it is impossible
for an individual block to move or even interchange its
position with a different block, all such states are dis-
connected from each other unless they merge by cyclic
permutations. With L/8 possible cyclic permutations of
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been taken from a block of Hˆ∞ with a N•• − 1 movers.
a set of defects, we end up with 8L3
L/8 disconnected sec-
tors that emerge from the above defined defects on the
frozen state. This gives a lower bound for the number
of disjointed blocks. Note that this simple construction
does not even take into account that blocks of sizes larger
than three sites are possible, which quickly increases the
number of disconnected sectors in the Hilbert space.
2. t−V model with random potential
In this section we provide further data for the Hamil-
tonian Hˆ in Eq. 1 at large V  t,W and for the limit of
strong coupling t/V → 0 in Eq. 2.
In the main text we have shown that in the limit of
strong coupling t/V → 0 the return probability R(t) in
Eq. 5 does not goes to zero if the system is initialized
with a Fock state that host only one mover.
Moreover, we have given evidence that the limit t/V →
0 could be used to shed light on the finite time dynamics
of Hˆ with V large but finite. Indeed, in the main text we
have presented converged data with time, showing that
R(t) computed with Hˆ with large V has a slow dynam-
ics and the system is almost-localized up to time scales
of order ∼ V 2. Nevertheless, our theory predicts that
this pre-thermal behavior should be absent once R(t) is
computed starting with a state with a finite density of
movers (at least at weak disorder).
Figure 10 shows R(t) = |〈j|e−iHˆt|j〉|2 at large inter-
action strength and weak disorder but starting with an
initial state with a finite density of movers (#movers =
N•• − 1). As expected, in this case R(t) decays to zero
faster than the case considered in the main text. Impor-
tantly, it does not develop any pre-thermal plateau. This
result is consistent with the analysis that we provided in
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FIG. 11. (a): Level statistics parameter r as a function of
disorder strength W for eigenstates in the middle of the spec-
trum of Hˆ in Eq. 1 with V = 20. (b): Averaged bipartite
entanglement entropy S. Its inset shows the variance δS2 of
S within eigenstates in the middle of the spectrum.
Sec. V.
Now we address the question of the ergodic properties
of Hˆ for V large but finite. Figure. 11 shows the level
statistic parameter r and the averaged bipartite entan-
glement entropy S for eigenstates in the middle of the
spectrum of Hˆ in Eq. 1 with V = 20. The eigenstates
of Hˆ have been computed using shift-inverse diagonaliza-
tion techniques. At finite strength V the block structure
that we have discussed in the main text is lost. As a re-
sult, the reachable system size are smaller than the strong
coupling limit case.
Both quantities in Fig. 11 show the typical behavior
as a function of W for a system having an MBL transi-
tion23,31. At weak disorder the system thermalizes, while
at larger disorder it has the salient properties of a local-
ized phase, i.e. Poisson level statistics (r ≈ 0.39) and
area law entanglement (S ∼ O(L0)).
Moreover, the inset in Fig 11 (b) shows the variance
δS2 of S within eigenstates in the middle of the spec-
trum, with the typical diverges around the critical point
δS2(W ≈ Wc) ∼ L2. Due to the limitation of system
size, we were not able to estimate reliability the critical
point Wc(V = 20) of the MBL transition. However, on a
qualitative basis and for these system sizes (L ≤ 16) the
crossover between the two phases seems consistent with
the limit that we studied in the main text (t/V → 0).
In the main text we have studied the limit t/V → 0
of Hˆ in Eq. 1 and we focus on two particular blocks.
Here, we consider the eigenstates properties of Hˆ∞ in
Eq. 2 but without restricting it to a specific block. This
analysis allows us to understand what is the overall be-
havior of the system on disorder strength W . We expect
that blocks with a finite density of movers will show an
MBL transition, which depends on the movers density
∼ #movers/L. On the other hand blocks with a zero
density of movers in the limit L→∞ should be localized
for any amount of W . Thus, it is natural to pose the
question of the overall behavior.
Due to the block structure of Hˆ∞ it is clear that its
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FIG. 12. (a): Fluctuations δn2x of a local observable for eigen-
states of Hˆ∞ in Eq. 2 without restricting it to a specific block.
(b): Averaged bipartite entanglement entropy S. Its inset
shows the variance δS2 of S within eigenstates in the middle
of the spectrum.
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FIG. 13. (a): r level spacing parameter as function of disorder
strength W . (b): Collapse of r as a function of (W −Wc)∗Lµ
with Wc = 1.55 and µ = 1. (c): Averaged bipartite entangle-
ment entropy S. (d): Variance δS2 of S within eigenstates of
Hˆ∞. All the panels have been computed using eigenenergies
or eigenstates at energy density  = 1/4.
level statistic is Poissonian (r ≈ 0.39), but this is just an
artefact of the considered limit. Nevertheless, the eigen-
states of Hˆ∞ have a delocalization-localization transition.
Figure 12 shows the fluctuation of a local observable δn2x
and the entanglement entropy S. δn2x and S have been
computed using eigenstates of Hˆ∞ in the middle of the
spectrum. Both quantities give indication of the exis-
tence of two distinct phases at least for finite systems. At
weak disorder δn2x decays to zero exponentially fast with
13
L and S shows a volume law, while at larger disorder both
δn2x and S saturates with L. It is important to notice that
the value of the entanglement entropy is below the value
predicted by random matrix SPage = (L log(2) − 1)/2,
although it has a volume law (S ∼ L). Nevertheless, we
cannot rule out that this difference is only to due sub-
leading terms.
3. Many-body mobility edge in the strong limit
case t/V → 0
The Hamiltonian Hˆ in Eq. 1 at finite interaction
strength V is believed to have a many-body mobility edge
(MBME)25, meaning that on an extensive region of the
phase diagram (W < Wc), the energy spectrum separates
between localized eigenstates at low energy density and
ergodic ones in the middle of the spectrum. At larger
value of disorder strength W > Wc the system is in a
fully MBL phase and all its eigenstates are localized.
It is important to warn the reader that both the po-
sition of the MBME and its existence are still under de-
bate22,98,99. In general, finding the boundaries of the
MBME on the phase diagram is an extremely hard task,
since it involves a detailed analysis of the model at several
energy scales.
In this section, we address the natural question of the
existence of the MBME in the limit of strong interactions
t/V → 0. Although, our main goal is not to describe the
entire phase diagram, but only to provide indication that
the critical point of the MBL transition might depend on
the energy density. In particular, we will study both
spectral and eigenstates properties of Hˆ∞ in Eq. 2 but
at a different energy density than the one we considered
in the main text.
Figure 13 (a) – (d) shows several standard MBL diag-
nostics (i.e. r, S) for eigenenergies and eigenstates of Hˆ∞
restricted to a block with N•• − 1 movers at energy den-
sity  ≡ (E − Emin)/(Emax − Emin) = 1/4. In the main
text we studied ergodic properties of Hˆ∞ in the middle
of the spectrum  = 1/2, finding an MBL transition at
Wc( = 1/2) ≈ 2.
Figure 13 should be compared with Fig. 3 in the main
text. As expected, weaker disorder is needed to localize
the system (i.e. r ≈ rPoisson and S ∼ O(L0)) than the
case considered in the main text ( = 1/2). As we did in
the main text, we collapse the curves of the r level spacing
parameter for several systems sizes L (see Fig. 13). We
estimate the critical point of a putative MBL transition
at Wc( = 1/4) ≈ 1.55 < Wc( = 1/2).
4. t−V model with quasi-periodic potential
In this section we study the Hamiltonian Hˆ in Eq. 1
in the case in which the disorder is generated by the
presence of a quasi-periodic potential. µx = cos(2piσx+
α), where σ = (1 +
√
5)/2 is the Golden ration and α a
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FIG. 14. (a): R(t) for W = 0.5 (strength of the quasi-periodic
potential) and several system sizes L ∈ {32, 40, 48, 56}. As for
the case with random potential (see main text) R(t) does not
decay to zero, meaning that the system is localized. Its inset
shows the level statistics parameter r defined in the main text.
r approaches the Poissonian value (dashed line) increasing
system size.
random phase uniformly distributed between [0, 2pi]. Its
non-interacting limit (V = 0) is known as Aubry-Andre´
(AA) model100. The AA model has a metal-insulator
transition between extended to localized wavefunctions
at Wc = 1
29,100–102. Numerical and experimental works
have shown that the AA-model at finite interaction has
also an MBL transition5,9,83,102–106.
As in the main text we consider the strong coupling
limit t/V → 0, obtaining Hˆ∞ in Eq. 2 but with µx =
cos(2piσx + α). Moreover, we focus on the two limiting
cases: first, the case in which the system hosts only one
mover. Secondly, the system with N•• − 1 = L/4 − 1
movers.
We start our discussion from the case in which Hˆ∞ is
restricted to the blocks with one mover. As we already
discussed its Fock-space is composed by N2 = (L/2)2
states. Figure 14 shows the averaged return probabil-
ity R(t) defined in the main text in Eq. 5 for a fixed
W = 0.5 and several system sizes L ∈ {32, 40, 48, 56}.
As in the case with a random potential, R(t) does not
relax to zero with time but it saturates to a finite posi-
tive value, giving thus indication that the system is local-
ized. Indeed, in this block the model can be mapped to a
single-particle hopping problem subjects to the following
potential χj = W
∑
x cos(2piσx+α)〈j|nˆx|j〉. In the limit
of large system size L, χj is a sum of an extensive number
of dephased cosine functions and thus to first approxima-
tion {χj} can be considered as random variables. As a
result, we expect to have localization for any value of W
(W 6= 0). It is interesting to note that the single-particle
transition in the AA-model (Wc(V = 0) = 1) is washed
out since the system is localized for any W (in Fig. 14
W = 0.5 < Wc(V = 0)). The inset of Fig 14 shows
14
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FIG. 15. (a): Level statistics parameter r as a function of the
strength W for several system sizes L ∈ {16, 20, 24}. At small
W , r converges to rGOE ≈ 0.53, while at larger W (W > 2), r
takes the Poisson value. (b): Averaged entanglement entropy
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the level statistic parameter r. As one would expect, be-
ing the system localized, r approaches the Poisson value
rPoisson = 2 log 2− 1 (dashed line) for any W .
Now we turn to the case of N••− 1 = L/4− 1 movers.
In this case the dimension of the Hilbert space is given
by N
(
N+N••−2
N••−1
)
and it grows exponentially fast in L.
First, we focus on both spectral and eigenstates proper-
ties showing that the system might have an MBL tran-
sition. Second, we investigate the dynamics of Hˆ∞ with
quasi-periodic potential within its ergodic phase.
Figure 15 (a) shows the level spacing parameter r as
function of W for several system sizes L ∈ {16, 20, 24}.
We averaged r over both the random phase α in {µx}
and eigenstates in the middle of the spectrum. At small
W , r approaches the rGOE value while for larger W ,
r ≈ rPoisson and at intermediate strengths a crossover
between the two behaviors is visible.
Figure 15 (b) shows the averaged bipartite entangle-
ment entropy S for eigenstates of Hˆ∞ in the middle of
the spectrum as a function of W . At weak disorder S
has a volume-law, meaning that it increases linearly with
system size L.
However, at larger W (W ≥ 2) S saturates with L,
and it follows an area law (S ∼ O(L0)). As we did for
the case with random potential (main text), we analyze
the value of S at small W , we find that also in this case
the scaling S ∼ log (L/2
L/4
)
, which converges to the Page
value up to sub-leading corrections.
Summarizing, Fig. 15 give indication of the existence
of two distinct phases, ergodic and localized. Using the
same scaling analysis techniques that we used in the main
text, we estimate the critical point for the quasi-periodic
case, Wc ≈ 1.6. As one would expect the found critical
point ( Wc ≈ 1.6) is larger than the critical point of the
non-interacting AA model (Wc(V = 0)) but smaller than
the one at finite interaction strength (Wc(V = 1) ≈ 3.5).
In what follows we investigate the out-of-equilibrium
dynamics of Hˆ∞ restricted to the block containingN••−1
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FIG. 16. (a): Averaged width 〈X2(t)〉 of the density propa-
gator Π(x, t) at fix W = 0.5 for several L ∈ {24, 28, 32}. (b)
Dynamical exponent α(t) = d log 〈X2(t)〉/d log t at W = 0.5,
with the enlarging plateau close to α = 1 (diffusion). The
dashed line in (a) and (b) is a guide for eyes and represents the
diffusive behavior ∼ t. (c) 〈X2(t)〉 at W = 0.75 (value close
to the MBL transition W/Wc ≈ 0.42). (d) α(t) at W = 0.75
for several L. In this case α(t) does not form a plateau at
large time, instead it increases and might approach α = 1
(dashed line) in the thermodynamic limit.
movers.
Figure 16 (a) shows 〈X2(t)〉 as a function of time for
a fixed W = 0.5 and several L ∈ {24, 28, 32}.
At short times the propagation is ballistic 〈X2(t)〉 ∼
t2. Instead, at longer time scales, transient dynamics
are observed which culminate in a diffusive propagation
〈X2(t)〉 ∼ t (dashed line in Fig. 16 (a)). To better pin
down the behavior of 〈X2(t)〉 we study its dynamical ex-
ponent α(t) in Eq. 10. Fig. 16 (c) shows α(t) for W = 0.5.
After the ballistic propagation α(t) ≈ 2 and transient dy-
namics, α(t) forms a plateau around α = 1 (dashed line
in Fig. 16 (c)), giving thus indication that the propaga-
tion is diffusive.
For values closer to the MBL transition we found the
same transient dynamics that we report for the case with
random potential. This transient dynamics seems to ap-
proach a diffusive propagation, as shown in Fig. 16 (c) –
(d). Figure 16 (d) shows α(t) for W = 0.75 (W/Wc ≈
0.47). Close to the MBL transition within its ergodic
phase, α(t) does still increases with time and it might
reach the diffusive value α = 1 (dashed line in Fig. 16 (d))
at larger times.
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