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(s) =∞ および ∑∞s=1(ν(s))2 <∞ を満たすような数列である．本研究ではこの ν(s)
を式 (3.2)で計算する [25]．
ν(s) = 1(τ + s)κ， (3.2)
where τ > 0,




布 q(zd,i = k|z\id )から，近似的に同時確率を求める．Nozawaらは，Wangら [27]の提案す
る Locally Collapsed近似法を用いた式 (3.3)からトピック zd,iのサンプリングおよび分布
q(zd,i = k|z\id )の更新を行い，M 回の更新後に得られる文書Xdに出現する単語 wのトピッ
クを用いて同時確率を近似している．










トを結合し，擬似文書を生成する．時刻 tにおけるハッシュタグの集合を Ht とする．ここ
では，Htによる擬似文書を LDAの学習データとする．
トピックモデルの学習データに用いる擬似文書の表現方法として，共起する単語の Bag
of Wordsを用いる．期間 T における時刻を tとする．ある時刻 tにおけるハッシュタグ
ht ∈ Htが出現するツイートの集合をDht とする．ツイート dht ∈ Dht に語彙 wi が出現す









擬似文書に対応する LDAによって推論されたトピック k ∈ K の分布を θht とする．ht
におけるトピック kの推定ツイート数Nk,ht は式 (3.5)によって計算される．
Nht,k = Nht · θht,k． (3.5)






この計算の結果得られたトピック kの時系列データNk = (N1,k, N2,k, · · · , Nt,k, · · ·N|T |,k)


















2. 語彙の文字列長は・漢字は 1字以上・ひらがな・カタカナ・数字・記号では 2字以上．
3. リツイートを示す「RT」・URL・リプライを示す「@ユーザ名」の文字列は無視．
4. 任意の時刻において (1)から (3)の条件を満たす語彙を含むツイート数が 10以上の
ハッシュタグ．ただし 10未満の場合は当該時刻においてそのハッシュタグは考慮し
ない．






トピック α 単語 | ϕk,w
1 0.009 体操 0.319 内村 0.208 演技 0.043 競技 0.031
2 0.008 北島 0.127 競泳 0.116 介 0.079 康 0.071
3 0.007 広島 0.472 野田 0.087 黙祷 0.041 投下 0.031
4 0.004 エジプト 0.128 ブラジル 0.126 永井 0.094 吉田 0.067
5 0.003 浜田 0.149 死去 0.141 幸一 0.135 衆議院 0.087
表 3.2: トピックの推定ツイート数の推移とバースト時刻
トピック 1日 2日 3日 4日 5日 6日 7日 バースト時刻 (日)
1 4,412 24,011 3,793 1,981 4,950 2,843 2,244 8月 2日
2 4,685 11,708 5,156 1,351 9,403 1,757 2,463 8月 2日
3 830 849 1,247 1,134 1,370 6,602 1,603 8月 6日
4 1,117 5,333 1,141 37,554 5,506 1,058 4,061 8月 4日
5 272 841 599 332 10,954 1,119 541 8月 5日
実験環境は，OSがUbuntu 16.04，CPUが Intel Xeon E5-2630 (2.40GHz) 8core 2機で
ある．また，実装は Pythonおよび Javaで行う．形態素解析器はMeCab [28]を使用し，
LDAはMimnoら [10]の確率的変分推論のアルゴリズムを Javaによって実装する．
3.3.2 実験方法
3.2.2節の方法によって得られた時系列データNk = (N1,k, N2,k, · · · , Nt,k, · · ·N|T |,k)に対
して，以下の条件式を満たす時刻 tをバースト時刻とする．




















トピック ハッシュタグ | 推定ツイート数
1 体操 5,440 オリンピック 4,258 olympic 975 mitazo 964
2 オリンピック 3,888 競泳 3,430 olympic 502 水泳 308
3 広島 472 原爆 374 twitr 374 IWJ_HIROSHIMA2 266
4 daihyo 6.880 オリンピック 5,522 サッカー 4,560 なでしこ 2,426
5 nhk_news 4,771 2ch 627 news 615 niconews 467
るトピック分布の事前分布であるディリクレ分布のハイパーパラメータであり，全体で比
較した際のトピックの出現のしやすさとみなすことができる．また ϕk,wは，トピック kに
おける語 wの出現する確率であり，この確率の高い上位 4語を表 3.1に示す．
表 3.4: トピックと対応する現実世界の事象
トピック 事象 発生時刻 (日)
1 ロンドン五輪男子体操個人総合 8月 2日
2 ロンドン五輪男子平泳ぎ北島康介氏 4位入賞 8月 2日
3 広島原爆の日 平和記念式典に野田佳彦氏参列 8月 6日
4 ロンドン五輪男子サッカー準々決勝 日本対エジプト戦 8月 4日
5 浜田幸一氏逝去 8月 5日



























第4章 Biterm topic modelによって学習し
たトピックの出現量の時系列変化抽出















































図 4.1: 文書から抽出される bitermの例
4.1 前準備
4.1.1 Biterm topic model











• NB 個の bitermの集合をB = {bi}NBi=1とする． ただし bi = {wi,1, wi,2}．
• biterm biのトピックを ziとする．
• K 次元のトピック分布を示すベクトルをΘ = {θk}Kk=1とする．ただし，ベクトルの
L1ノルムの大きさは 1とする．
• サイズK ×W の単語分布の行列を Φ = {ϕk}Kk=1とする．行列の各行ベクトルはト
ピックごとの単語分布を表し，その次元はW かつ L1ノルムの大きさは 1とする．
BTMでは以下の過程に従って bitermが生成されることをモデル化している．
1. Draw θ ∼ Dirichlet(α)．
2. For each topic k ∈ [1, K],
(a) Draw ϕk ∼ Dirichlet(β)．
3. For each biterm bi ∈ B,
(a) Draw zi ∼ Multinomial(θ)．
(b) Draw wi,1, wi,2 ∼ Multinomial(ϕzi)．
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図 4.2: BTMのグラフィカルモデル
この生成過程のグラフィカルモデルを図 4.2に示す．BTMを考案したChengらはこのモ
デルを周辺化ギブスサンプリング (Collapsed Gibbs Sampling; CGS)によって推論を行う
手法を提案している [17]．
4.1.2 Biterm topic modelにおける確率的周辺化変分推論 (SCVB0)
BTMを効率的に推論する確率的な推論アルゴリズムとして確率的周辺化変分推論
(Stocastic collapsed variational Baysian inference; SCVB0)が提案されている [11]．この手
法は，LDAにおける周辺化変分推論 (Collapsed variational Baysian inference; CVB) [29]




BTMにおける SCVB0では，任意の biterm bのトピック ziが kである確率を示す変分パ
ラメータ zˆi,kを式 (4.1)で推定する．
zˆi,k = P (zi = k|z,B) ∝ (Nk + α)
(Nwi,1|k + β)(Nwi,2|k + β)
(2Nk +Wβ)(2Nk +Wβ + 1)
． (4.1)
(4.1)で biterm biのトピックが計算されるたびに，コーパスにおけるトピック kの出現
頻度の期待値Nkとトピック kで単語 wが出現する頻度の期待値Nw|kの推定値として Nˆk
および Nˆw|kをそれぞれ式 (4.2)および (4.3)によって計算する．
Nˆk = |B|zˆi,k， (4.2)
Nˆw|k =
{




Nk ← (1− ν(s))Nk + ν(s)Nˆk, (4.4)




Algorithm 1 BTMにおける SCVB0による推論アルゴリズム
Randomly initialize Nk and Nw|k
for bi ∈ B do
for each topic k do
Compute zˆi,k using Eq. (4.1)
Update Nk using Eq. (4.4) and Nw|k using Eq. (4.5)
end for
end for





































P (z|b(d)i )P (b(d)i |d)． (4.8)




i,2 )が与えられた時，この b(d)i のトピック割合 P (z|b(d)i ) は式 (4.9)
によって計算される．












また，文書中の bitermの割合 P (b(d)i |d) は式 (4.10)によって推定される．






n(b(d)i ) は文書 d中の biterm b(d)i の頻度である．
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Algorithm 2 BTMにおける SCVB0による推論アルゴリズム (ミニバッチ学習)
Randomly initialize Nk and Nw|k
for iterations do
Sample biterms minibatch B(s)
Compute N (s)b in B(s)
for bv ∈ Bunique(s) do
for each topic k do
Compute zˆv,k using Eq. (4.1)
end for
end for
Update Nk using Eq. (4.12) and Nw|k using Eq. (4.13)
end for
Compute global parameters Θ using Eq. (4.6) and Φ using Eq. (4.7)
4.1.3 Biterm topic modelにおけるトピック分布のハイパーパラメータの最
適化
BTMにおいて，トピック分布Θおよびトピック kの単語分布 ϕkはそれぞれ α・βをハ
イパーパラメータとしたディリクレ分布を事前分布に持つ．Wallachら [31]は，LDAにお
いてトピック分布Θのハイパーパラメータ αは各要素が異なる値を持つ非対称Dirichlet分



















Algorithm 2における SCVB0の更新式を式 (4.12)および (4.13)とする．













δ(w ∈ bv)． (4.13)
B(s)は s回目のイテレーションにおけるミニバッチに含まれる bitermの集合，Buniqueは
V 個のユニークな bitermの集合，Bunique(s)は s回目のイテレーションにおけるミニバッチ
に含まれるユニークな bitermの集合，N (s)bv はミニバッチに含まれるユニークな biterm bv
の頻度を表す．Algorithm 2においてミニバッチとして複数の bitermをサンプリングした
際に，ミニバッチ内に出現する各 bitermの頻度を数え上げ，ミニバッチ内のユニークな
biterm bvの変分パラメータ zˆv,kとその bitermの頻度N (s)bv の積の総和をNkとNw|kの更新
量として計算する．これにより，学習のボトルネックとなるミニバッチ内の各 bitermの変
分パラメータの計算回数は，ミニバッチ内に含まれる異なり biterm数まで削減される．



































































(b) 提案手法 2 : ミニバッチをさらに分割する学習 (ミニバッチ-セグメント学習)




はツイートに含まれる biterm bvの割合を時刻 tにおいて合計した値であり，本研究では単














































計した結果を図 4.4に示す．図 4.4より，含まれる単語の数が 10以下であるツイートが多
くの割合を占めることがわかる．
BTMの学習のためにこれらのツイートから bitermの抽出を行う．抽出された bitermの
総数は 3,077,224,154であり，異なり biterm数は 355,980,502である．本研究では，データ
数削減のために抽出された bitermの頻度の下限を 10とする．この結果，実験に用いる
bitermの総数は 2,453,945,076，異なり biterm数では 32,016,826である．
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図 4.4: ツイートに含まれる単語数ごとのツイート数









SCVB0 提案手法のベースとなる BTMにおける SCVB0の推論アルゴリズムを，ベース
ラインとして用いる．この手法では，bitermを一つランダムに抽出し，式 (4.4)およ
び (4.5)によってNkとNw|kの更新を行う．
提案手法 (ミニバッチ学習) 与えられた bitermからあらかじめ設定したミニバッチサイズ















イパーパラメータとなる αと βはそれぞれ α = 50/K と β = 1/W とする．ただし，αは
BTMの学習と同時に式 (4.11)によってトピックごとに更新される．SCVB0および提案手
法における減衰重み νに関するパラメータである τ と κは，Awayaらの実験と同一のパラ








































手法 ミニバッチサイズ イテレーション セグメントサイズ 平均対数尤度 処理時間 [sec]
SCVB0 1 100, 000, 000 -19.231 10496± 103
10 10, 000, 000 -19.111 6123± 38
100 1, 000, 000 -19.059 6128± 22
ミニバッチ学習 1, 000 100, 000 - -19.046 6610± 53
10, 000 10, 000 -19.088 7253± 154
100, 000 1, 000 -19.706 7077± 174
1, 000, 000 100 -21.517 6315± 149
10 -18.998 5797± 144
100 -18.987 4822± 9
ミニバッチ-セグメント学習 1, 000, 000 100 1,000 -18.995 5282± 123
10,000 -19.100 5931± 143



































は，ミニバッチサイズ 100万・イテレーション 100・セグメントサイズ 1,000の設定で行
なったミニバッチ-セグメント学習によるトピックからトピック出現量を計算する．
近似したトピック出現量 NˆDt,k は元のトピック出現量NDt,k に対して単位時間あたりのト







本研究では，全ての bitermによって計算されたトピック出現量NDt,k に対する N˜Dt,k の














に非常に多くの時間が掛かることが予想されるため，異なり biterm数が 10万個と 50万個






手法 異なり biterm数 平均 RMSE 処理時間 [sec]
全ての biterm重みを使う (元のトピック出現量) 4, 026, 528 - 28, 351± 108
100,000 60.565 2, 263± 162
biterm重みの離散分布からサンプリングする 500,000 22.509 5, 503± 21
1,000,000 13.340 10, 263± 34
ユニークな bitermからランダムに選択する 1,000,000 213.840 7, 788± 319
biterm重みの高い順に選択する 1,000,000 217.605 8, 526± 51









が単位時間あたりに平均 4,026,528個存在し，その処理時間は 7時間 53分ほど掛かるため，
トピック出現量の計算に膨大な時間が掛かっていることがわかる．


























(a) 全ての biterm重みを使う手法 (元のトピック出現量)
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