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In binary systems, surfactant molecules can self-assemble into a large variety of
structures depending on their chemical structure, concentration and temperature. The
properties and stability of the phases, their coexistence regions and the formation of
metastable structures is of great importance not only for fundamental understanding,
but also for applications in many fields including industry and medicine. This thesis
presents studies of the equilibrium and non-equilibrium behaviour of two widely used
surfactant systems.
The understanding of the equilibrium behaviour of an aqueous surfactant system is
often incomplete or partly incorrect, which is caused by experimental difficulties, long
equilibration times and the occurrence of long-lived metastable states. By applying
a set of complementary techniques and recording changes on different length scales,
the equilibrium phase diagram of the surfactant didodecyldimethylammonium bromide
(DDAB) in water has been studied and amended. Differential scanning calorimetry has
been used to obtain thermodynamic parameters. The structure of phases and biphasic
regions have been characterised by small angle X-ray scattering and microscopy, while
the conformational properties of the surfactant molecules have been investigated using
Raman spectroscopy combined with computational methods. The effects of impurities
have been studied using analytical techniques and a sufficient purity of the samples
could be ensured.
As a result of the studies, a new crystalline phase which exists at temperatures below
16◦C was found. This phase replaces the frozen lamellar phase (Lβ) in the previously
reported phase diagram. The Lβ phase has been found to be a long-lived metastable
phase. The amended phase diagram has been tested by studying phase transitions
along isoplethal and isothermal paths. All experimental results could be explained in
terms of the new phase diagram.
The study of phase transition along isoplethal paths focused on the transition between
i
the new crystalline phase (XWn) coexisting with a dilute monomer solution (W) and the
lamellar phase (Lα). This transition was (except for a single composition φDDAB≈3%
DDAB) a non-isothermal transition involving the phase sequence:
XWn +W −→ XWn + Lα −→ Lα
upon heating and
Lα −→ overcooled Lα −→ XWn +W
upon cooling. The structural changes within the phases and their relative ratios
could be characterised using small angle X-ray scattering, microscopy and Raman
spectroscopy.
During the dissolution of lamellar phases along an isothermal path, multilamellar
wormlike interface instabilities (so called myelins) were found to grow from the
lamellar/water interface into the water. The growth of these myelins as well as changes
in the lamellar phase have been investigated using optical microscopy and direct
observation. This has provided detailed quantitative information on the dynamics
of myelin growth and the effect of the initial structure of the lamellar phase on the
myelin growth. The dependence of the growing rate on surfactant concentration could
be explained in terms of a previously reported model in which the osmotic pressure
was stated to be the driving force for the myelin kinetics. It has been found that
for lamellar phases in coexistence with a sufficient amount of crystals, the myelin
growth could be suppressed. Preliminary measurements of a tertiary system, where
the pure lamellar phase of DDAB was mixed with a crystalline phase formed by
dioctadecyldimethylammonium bromide (DODAB), a DDAB analogue, were carried
out.
The myelin growth has also been studied for a second system, the non-ionic surfactant
triethylene glycol monododecyl ether (C12E3), known for its formation of myelins of
great stability. The optical methods were extended to confocal microscopy, resulting
in a 3D image of the myelin formation, providing detailed quantitative information on
myelin growth as well as on myelin size.
ii
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In our day to day lives we have plenty of contact with surfactant systems (i.e. surface
active agents). They are found, not only in detergents, but also in drug coatings,
surface coatings and in emulsions, to name but a few. Surfactant science covers a
large variety of research fields, from physics and physical chemistry to biology or even
pharmaceutical research groups, both in academia and industry.
Surfactants are amphiphilic molecules, where one part of the molecule likes the solvent
(here water) - the head - while the other does not - the chain. Such molecules
spontaneously self-organise into a variety of structures, which can be spherical,
cylindrical or layered. The type of aggregate which forms depends on the relative
size of the head to the tails. This size is not the geometrical size of that part of the
molecule (head or chain) but the effective size, which depends not only on the chemical
composition, but also on temperature and concentration, salt content or impurities.
Therefore, before one can work with a surfactant molecule, a detailed knowledge of its
phase diagram and the stabilities of the different phases is needed.
The study of the equilibrium phase behaviour of a surfactant/water system involves
a combination of different experimental techniques and theoretical considerations (see
section 2.2.2). Long equilibration times and the occurrence of metastable states can
easily lead to wrong assumptions. Furthermore, changes between different colloidal
states (as for example the occurrence of vesicles (see section 2.2.3.2)) within one
phase, which might depend on sample preparation, have to be distinguished from real
thermodynamic phase transitions. Because of these difficulties, a new phase diagram is
always only a hypothesis, and the true diagram results only after further testing, often
requiring the development of new experimental techniques. A number of models might
have to be created and disproved before a satisfying description of the equilibrium
phase behaviour is found. This has led to the occurrence of incomplete or partly wrong
phase diagrams in the literature.
1
Chapter 1. Introduction
In general in surfactant/water systems, one can distinguish between crystalline, liquid
crystalline and liquid phases. In crystalline phases (see section 2.2.3.1) the surfactant
molecule is ‘frozen’, which means, there is only one molecular configuration possible,
and the molecule is arranged in a crystal lattice. If the molecule has a thermal energy
large enough to change configuration, it is in a ‘liquid’ state. In this configuration
various aggregates can form. At higher concentrations, forces between the aggregates
lead to liquid crystalline structures. The lamellar phase is the one which is of great
importance to this work (see section 2.2.3.2). In this phase the surfactant molecules
form bilayers and this can therefore be used as a model system for biological cell
membranes. One should note that an intermediate state between a crystal and a fluid
lamellar phase has been reported in the literature, the so-called Lβ-phase (see section
2.2.3.2). In this case, the molecules are reported to be already in a frozen state, but do
not form a crystal lattice, but a ‘gel’.
Once the equilibrium phase behaviour of a system is well understood, this system
can allow the study of kinetic and dynamic aspects of its phases and the transitions
between them. The interpretation of these results within the frame of the phase diagram
supports its correctness. Conversely, appropriate changes can result from the studies,
leading to new hypothesis of equilibrium phase behaviour.
One of the most common parameters which can be changed to force a system to undergo
a phase transition is the temperature of the system (see section 2.3.1). Different types
of thermal phase transition can be distinguished, based on the type of the phases
involved. A combination of theoretical, thermodynamic and kinetic laws with several
experimental techniques is required to enable distinction between the different types of
phase transition, but also to identify intermediate states and processes involved.
As already mentioned, changing the temperature influences the configurational state
of a surfactant molecule. The melting and freezing of these molecules in lamellar
phases has been of great interest in the literature. This is partly due to the biological
implications, as solid-like and liquid-like domains exist in cell membranes (see Fig.1.1).
Another parameter which can be changed is the surfactant concentration (see section
2.3.2). The dissolution of surfactant systems, one of the most common processes in our
daily life (e.g. detergents), is of great interest. From a practical point of view, one often
requires the dissolution to be fast, homogeneous and complete. On the other hand, this
field also encompasses technological issues, such as drug delivery, where total control of
the dissolution process is required, along with control of kinetics. During this process
2
Figure 1.1: Schematic picture of a biological membrane [Israelachvili 98].
the surfactant molecules have to rearrange. There is typically variation with external
conditions (such as temperature, initial surfactant concentration), and the properties
of the surfactant itself. In these cases the intermediate states look different and long-
or short-live metastates and instabilities may occur.
One of the most spectacular interface instabilities which might occur during the
dissolution of lamellar phases is the myelin instability shown in Fig.1.2 (see section
2.3.3). The first observation of myelin figures growing from lecithin in water can be
traced back to George-Luis LeClerc (Compte de Buffon, 1707-1788), who compared
them to writhing eels. Although there has been interest in myelins since the 1850s when
the German physician Rudolf Virchow identified the structural closeness of myelins to
nerve fibres, its detailed structure was not understood and the reason for its occurrence,
as well as its growth, is even now still unknown.
By the 1970s, a lot of work had been done on the myelin metastate. Among other
things, the structural and kinetic properties during its growth have been studied, as
well as parameters which influence its occurrence. Recently, Jacques Leng proposed a
model describing the kinetics of myelin growth (see section 2.3.2) as being controlled by
the osmotic pressure between the lamellar phase and the surrounding solution, as well
as the water mobility between the bilayer sheets. At present it is unclear how generally
applicable this model is.
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Figure 1.2: Myelins growing into water (right) out of the non-ionic surfactant C12E3
(left).
The content and organisation of this thesis
In this work three aqueous surfactant systems are studied: two ionic surfactants
(DDAB, see section 3.2.1.1 and DODAB, see section 3.2.1.2) and a non-ionic surfactant
(C12E3, see section 3.2.2.1). The equilibrium and/or non-equilibrium behaviour of these
systems have been studied using a wide range of optical, analytical and computational
techniques, which are introduced in section 3.3. This chapter also describes the way the
experiments are performed, how they are calibrated and discusses the possible errors
and difficulties encountered.
DDAB is one of the most commonly used cationic surfactants and has great importance
in various applications. Nevertheless, this work establishes that the generally accepted
phase diagram is not correct for temperatures below the chain freezing temperature.
In chapter 4 a detailed study of the equilibrium phase behaviour of the surfactant is
presented. It could be shown that crystalline phases form instead of the reported gel
phase. These crystals were also characterised. The phase diagram was then compared
to the DODAB system, which differs from DDAB only by having two 18 carbon long
chains instead of 12.
In a further step, the thermal phase transition, involving the freezing of bilayers and the
melting of DDAB-crystals depending on surfactant concentration, has been investigated
(see chapter 5). The experimental results are explained in terms of the modified phase
diagram.
Furthermore, the dissolution behaviour of the lamellar phase has been studied (see
chapter 6). Myelin instabilities have been observed. The kinetic dependence on sample
concentration can be explained in terms of osmotic pressure and water mobility and is
4
therefore consistent with the Leng-model.
An initial motivation was a comparison of the lamellar and gel phases. One of the
main differences in the dissolution behaviour is the lack of myelins, when starting from
a gel phase. However, due to the vanishing of the gel phase from the modified phase
diagram, this could not be achieved. However, it can be shown that myelin formation
is also suppressed by the existence of crystals in coexistence with the lamellar phase
in the initial sample. We propose an experiment using a mixture of the DDAB and
DODAB systems and therefore controlling the amount of crystals in the lamellar phase
to study the influence of the crystalline phase on myelin formation (see section 6.3).
Finally, the dissolution behaviour of the non-ionic surfactant C12E3 has been studied.
This molecule belongs to one of the most common groups of non-ionic surfactants. The
measurements performed have shown that the observed kinetics vary with the droplet
size. In chapter 7 it is shown that this could be explained by the assembling of the
myelins on top of the water phase due to their lower density.
At the end of this thesis the most important results are summarised and their
importance discussed (see chapter 8). Further possible experiments are suggested,






Theory of surfactant systems
2.1 Introduction
Surfactant molecules have been extensively studied in the past and a broad knowledge
of the properties of surfactant systems and their phases can be found in the literature
(see for example [Israelachvili 98,Laughlin 94,Zana 05,Rubingh 91,Jönsson 01,Evans 94,
Clint 92,Everett 88]). This chapter will provide an overview of the background needed
for the interpretation of the results (presented in chapters 4-7).
Many properties of phases formed in surfactant systems are caused and influenced
by the amphiphilic character of the surfactant molecule (see section 2.2.1). However,
a detailed knowledge of the thermodynamic and structural aspects of phase science
(see section 2.2.2) is needed for a deeper understanding of the equilibrium phases (see
section 2.2.3), which can be found in binary surfactant-water systems.
Based on knowledge of the equilibrium behaviour, dynamic and kinetic aspects of
phases and their stabilities can be studied. It is here that the non-equilibrium behaviour
induced by a change of temperature (see section 2.3.1) or by a change of concentration
(see section 2.3.2) is of great interest.
2.2 Equilibrium phase behaviour
2.2.1 The amphiphilic character of a surfactant molecule
A surfactant molecule has a polar head and a non-polar tail (see Fig.2.1). The polar
head can be ionic or non-ionic, but it must be hydrophilic and therefore soluble
in water. The non-polar moiety contains mostly hydrocarbon chains and does not
dissolve in water, thus is called the hydrophobic part of the molecule. At an air/water
interface, surfactants will preferentially locate with the head group in the water and
the tail in the air to minimize the energetically unfavourable tail/water contacts
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Figure 2.1: Sketch of a surfactant molecule.
[Zana 05, Clint 92, Evans 94]. The system will naturally favour an increased surface
area between the air and the water, since surfactant molecules have a minimum free
energy when they are at this interface. This will reduce the surface tension of an
interface. [Laughlin 94,Jönsson 01,Zana 05,Clint 92].
The surfactants at the interface are in equilibrium with surfactants dissolved in the
water. Above a certain concentration, the so-called critical micelle concentration
(CMC), surfactants self-associate. Micelle formation is driven by the hydrophobic
interaction that arises from the tendency of water molecules to reduce contacts with
surfactant alkyl chains. Thus the head will sit at the interface between the water and
the oily tails. The CMC is an important characteristic of a surfactant. [Clint 92,Zana 05]
The shape of the micelles depends on the effective relative size of the head and the
tail of the surfactant molecule. In general, this is summarized in the concept of the





where v and l are the volume1 and length2 of the tail and a0 the optimal surface area
occupied by the head. One should note that the packing parameter P is an effective
parameter and depends on various interactions. For example P varies with ionic
strength, concentration and temperature of the solution, as does therefore the optimal
shape. This concept permits us to understand or predict micelle shape (see Fig.2.2) and
its changes, induced by changes of experimental conditions. [Zana 05,Clint 92,Evans 94]
1In general: v(nm3) = 0.0274 + 0.0269m, where m corresponds to the number of carbons [Zana 05].
2In general: l(nm) = 0.15 + 0.1265m, where m corresponds to the number of carbons [Zana 05].
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Figure 2.2: Surfactants dissolved in pure water form different types of aggregates
depending on the relative size of the head and the tail of the surfactant molecule.
Figure 2.3: Aggregation shapes involve a balance of alkyl-chain/water repulsion and
repulsion between head groups together with surface curvature and limitations due to
alkyl-chain packing.
In general the situation is as follows (see Fig.2.3) [Clint 92,Mitchell 83,Evans 94]: The
surfactant heads try to build an interface, which minimizes the interaction between
the hydrophobic chains and the water. On the other hand there are repulsive forces,
such as electrostatic forces and volume filling of the head group and associated solvent
molecules. Also, for the chains, a reduction in the volume leads to unfavourable entropy
changes because of the restriction of some conformations. These forces are dependent
on temperature, as is therefore the shape. For example, for non-ionic surfactants, an
increase in temperature is assumed to lead to a decreased surface area per molecule,
because it decreases the amount of associated water [Mitchell 83]. This same effect
occurs if the amount of water in the sample decreases.
So far, only intramicellar interactions i.e. forces, which are parallel to the micelle-
water interface, have been considered. Thus, in concentrated aqueous solutions, where
intermicellar forces come into play, surfactants give rise to lyotropic liquid crystals.
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Figure 2.4: Schematic illustration of mesophase structures as a function of surfactant
volume fraction and increasing curvature. The micelle shape transitions indicated
in dotted lines occur over a range of volume fractions while transitions between
mesophases occur at constant volume fraction. [Mitchell 83]
Intermicellar forces work perpendicular to the interface and lead to an ordering of
the aggregates (order/disorder transition), with their symmetry depending on their
shape. In order to keep the distance between micelles large, and thus to decrease
the free energy of the system, the number of micelles might be reduced or the shape
changed. The disordered spheres phase ceases to exist above φV≈0.54 while the cubic
phase ceases to exist above φV≈0.74 and the equivalent composition for the hexagonal
phase is φV≈0.91. The rod-hexagon transition occurs at around φV≈0.7 and the
bilayer-lamellar transition is even less well established [Mitchell 83]. Fig.2.4 gives a
schematic representation at different curvatures and as a function of the surfactant
volume fraction. [Zana 05,Mitchell 83]
One should keep in mind that micelles, being thermodynamically stable, are not frozen
objects. They are in equilibrium with free surfactants, which are constantly exchanged
between micelles and the surrounding solution. It has been reported that in the more
concentrated phases, such as liquid crystals, the exchange is much slower and therefore
its structures could be considered as permanent, unless an appropriate change is brought
to the system initializing transformations. [Zana 05]
The occurrences of the phases mentioned so far require the surfactants to be soluble
in liquid water. This is true for many surfactants at higher temperatures, but at
low temperatures surfactant molecules separate from solution as a crystal phase. The
10
2.2. Equilibrium phase behaviour
crystal solubility boundary of such surfactants is called the Krafft boundary.
The next section introduces the background of phase science. This knowledge is
necessary for going into more detail when discussing specific phases.
2.2.2 Phase science
Phase science provides a qualitative and quantitative description of the equilibrium
phase behaviour of (surfactant) systems following the laws of the thermodynamics of
mixtures, the Gibbs phase rule and conservation of mass.
In the first instance, the influence of temperature, pressure and composition on the
number of phases have to be obtained, followed by a study of the composition and
structure of each phase. In condensed phases at moderate pressures the phases change
only slightly with pressure and therefore the influence of pressure can be neglected.
Because of this, most studies involve only the change of temperature within a region
of interest over the entire composition range3. The results of those studies are best
displayed in phase diagrams.
2.2.2.1 Phase Diagrams (binary)
A phase diagram summarizes the phase behaviour of a system. In this work we will
restrict our attention to binary phase diagrams. For more complex systems one can refer
to e.g. chapter 12 in [Laughlin 94]. An example for the sodium chloride-water system
is given in Fig.2.5. As can be seen, the phase diagram is divided into regions by solid
lines - the phase boundaries. One-phase regions always exist to one side of the phase
boundary and a two-phase region to the other. Horizontal lines, i.e. lines of constant
temperature, display isothermal discontinuities. These discontinuities touch usually 3
one-phase regions, as shown in the figure. The following isothermal discontinuities can
be distinguished:
• eutectic: 3 phases coexist (crystal/liquid/crystal) and the phase of intermediate
composition (liquid) exists only at temperatures above the discontinuity
• monotectic: 3 phases coexist (liquid/liquid/crystal) and the phase of intermediate
composition (liquid) exists only at temperatures above the discontinuity
• peritectic: 3 phases coexist (liquid/crystal/crystal) and the phase of intermediate
composition (crystal) exists only at temperatures below the discontinuity
3Complete phase studies must span the entire composition range, defining the phase behaviour of
each of the pure components as well as of all possible mixtures [Laughlin 94].
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Figure 2.5: General phase diagram of the NaCl-Water system. The dashed lines are
tie-lines indicating the composition of coexisting phases; the symbol X indicates the
dry crystal, and X ·W2 the dihydrate crystal. [Laughlin 94]
• syntectic: 3 phases coexist (liquid/crystal/liquid) and the phase of intermediate
composition (crystal) exists only at temperatures below the discontinuity
• polytectic: 2 of the 3 coexisting phases have the same composition (e.g. crystal
polymorphic transition)
These are classical 2-3-2 phase transition. In surfactant systems, liquid crystal or
other phases replace the specific phases associated with the classical terms. Laughlin
[Laughlin 90, Rubingh 91] suggests the use of the following terminology to describe
transitions, which qualitatively resemble the classical transitions but differ in the
structure of the phases involved: eutectoid (Phase of intermediate composition exists
only above the discontinuity), peritectoid (Phase of intermediate composition exists
only bolow the discontinuity) and polytectoid. Beside isothermal discontinuities,
isoplethal ones may exist in phase diagrams, as is for example the melting of pure
ice to pure water.
Crystals are usually termed as X, crystal hydrates as X · Wn. Crystal hydrates
are phase compounds, as they are stoichiometrically defined. In diagnosis of phase
behaviour, these isopleths (as well as the components themselves) should be treated as
phase ‘regions’ whose span of composition is zero.
Water is conventionally placed to the left of the phase diagram. The composition is in
general expressed as the weight fraction of the solute, being insensitive to condition as
12
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well as to the location of the experiment performed4, thus can be easily transformed
into molecular fractions.
In coexistence regions of the phase diagram, tie-lines might be displayed as dashed
lines. Tie-lines indicate the composition of coexisting phases. The physical properties
of the system do not change moving in the phase diagram along these lines.
2.2.2.2 Phase Rules
There are certain common rules, which every phase diagram has to follow. First
of all, phase information must conform to the Gibbs Phase Rule, which has been
experimentally proved to be valid for nonsurfactant as well as for surfactant systems:
“For a particular system, the sum of the number of phases P plus the degrees of freedom
F must under all conditions of composition, temperature and pressure equal a unique
constant. The value of that constant is determined by the number of components present
C, and equals C plus 2.” [Laughlin 94,Rubingh 91,Evans 94].
P + F = C + 2 (2.2)
The number of components C in surfactant mixtures is simply the number of chemical
compounds5 present. A system of 1 component, 2 and 3 components is called unary,
binary and ternary, respectively. [Laughlin 94]
The degree of freedom F is the number of system variables (temperature, pressure
or composition) that must be specified in order to define fully the state of a mixture
that is held under a particular set of conditions. For a binary system the Phase Rule
allows up to four phases, in which case F = 0 and the system is said to be invariant.
If three phases exist F = 1 (univariant), if two phases F = 2 (bivariant), and if one
phase exists F = 3 (trivariant). [Laughlin 94] The value F calculated from Eq.2.2 is
the maximum value that may exist. By specifying additional system variables, F is
reduced by 1. As already mentioned, most binary aqueous surfactant diagrams have
no pressure dimension. For these diagrams pressure is presumed to be constant (or
nearly so) over the temperature span of the diagram. In those cases only 1,2 or 3
phases can exist in a certain point of the phase diagram with F = 2, F = 1 and F = 0,
4The weight fraction of a system will be the same on the moon as on the earth as it is independent
of gravitational forces.
5It is better to regard the number of components as being the number of ‘compounds’ present rather
than the number ‘molecules’ to avoid confusion, which might appear in mixtures with salt. Salt is one
chemical compound, but two molecules. The numbers of ions are directly related to each other and
cannot be independently varied. Therefore a salt compound is only one component.
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respectively. [Laughlin 94,Evans 94]
One-phase region in a binary system In a one-phase region of the phase diagram
both the temperature and the composition might be varied by small increments
while qualitatively preserving the phase behaviour, but every small change in either
direction modifies all the properties of the phase. In other words, the temperature and
composition have to be defined, to define the system and its properties. [Laughlin 94,
Evans 94,DeHoff 06]
Two-phase region in a binary system In a two-phase region, only the temperature
is referred to as a degree of freedom, defining the composition of the system. Changes in
composition do not change the individual composition of the two phases, but the relative
amount of each phase according to the lever rule (see below). In other words, only the
temperature has to be defined, to define the systems and its properties. [Laughlin 94,
Evans 94,DeHoff 06]
Three-phase region in a binary system In a three-phase region, the number of
degrees of freedoms is zero, therefore both temperature and composition of the phases
are unique. [Laughlin 94,Evans 94,DeHoff 06]
The lever rule can be used to calculate the relative fractions of the two coexisting
phases at any point on a tie-line. If the two phases have composition c1 and c2 and the











The rule of alternation One of the most important implications of the phase rule
is the rule of alternation, which must be satisfied providing phase transitions are first
order. This is the case for most phase discontinuities involving lyotropic liquid crystal
phases. The rule states, that an alternation between odd and even numbers of phases
occurs (in increments of one) along isoplethal and isothermal process trajectories6. This
6Process trajectories are paths within a phase diagram along changes in temperature and/or
composition.
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rule is one of the most important devices available for evaluating whether or not a
particular phase diagram is consistent with the phase rule. [Laughlin 94,Rubingh 91]
2.2.2.3 Free Energy Maps
The occurrence of phases, coexistence regions and miscibility gaps can be best
understood by introducing the concept of free energy maps.
In the literature both the Helmholtz free energy7 and the Gibbs free energy8 are used
in this context. The concepts are the same for both free energies. In this work the
Gibbs free energy is chosen and will be in future referred to simply as the free energy.
The free energy of a system is defined in Eq.2.5.
G = H − TS, (2.5)
where H is the enthalpy and S the entropy of the system. The phase of the lowest free
energy is the equilibrium phase of the system. At a phase transition between two phases
the free energy of both phases are the same, and therefore the transition temperature





where the index 1 and 2 refer to phase 1 and phase 2 involved in the phase transition.
The enthalpy of phase 1 is lower/higher than of phase 2 at the phase transition
temperature, therefore heat flow to or from the environment is required for the
transformation of one phase to the other. The relative fractions of phase 1 and
phase 2 at the transition point depend therefore on the energy exchange with the
environment. [Laughlin 94,DeHoff 06]
A simple model for the free energy of mixing Certain properties of the free
energy curves can be displayed for the simplified case of an ideal mixture and those
properties can help to understand more complex, realistic cases. To calculate the free
energy of mixing the quasichemical theory of solutions is chosen [DeHoff 06]. In this
theory each component is seen as being connected by a bond to a certain number of
other molecules Z. In a binary system of components A and B, three of those bonds
can form: A-A, B-B and A-B, with the interaction energies EAA, EBB and EAB,
7Used for systems under constant volume and temperature.
8Used for systems under constant temperature and pressure.
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NcAcBZ, respectively, the internal energies before (Eq.2.7) and after (Eq.2.8) mixing
can be obtained:


















NcAcBZ(2EAB − EAA − EBB) (2.9)
For condensed phases, the internal energy of mixing is negligibly different form the
enthalpy of mixing. Furthermore it is useful to introduce the so-called interaction




(2EAB − EAA − EBB) (2.10)
The entropy of mixing can be simply calculated as:
Smix = cAln(cA) + cBln(cB) (2.11)
Therefore the free energy of mixing can be obtained from Eq.2.9 and Eq.2.11:
Gmix
kTN
= gmix = cAln(cA) + cBln(cB) + cAcBχ (2.12)
The form of the dependence of free energy on composition depends on the interaction
parameter and can be divided into 3 cases:
• The ideal solution case (χ=0, i.e. bonds to a molecule of the same kind is equally
preferred to bonds to the molecule of the other kind): The free energy plot displays
a single minimum (see Fig.2.6(a)). The lever rule can be applied to calculate the
free energy of the system at composition c depending on if a homogeneous solution
or a mixture of 2 phases is formed. The free energy of a mixture of phase 1 and
phase 2 is simply the geometrical average of the free energies at concentrations c1
and c2 as shown in red in the same figure. In the case of a purely concave curve, for
each composition c the minimum free energy will always be at this composition,
therefore a homogeneous mixture is obtained over the entire composition range.
• Preferred mixed bonds (χ<0): The free energy plot is similar to the one in the
ideal solution case, only the minimum is deeper. Also here a homogeneous mixture
is obtained over the entire composition range.
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• The case of low solubility (χ>0, i.e. bonds to a molecule of the same kind are
preferred over the bonds to a molecule of the other kind): The free energy plot
displays two local minima (see Fig.2.6(b)). In this case the common tangent rule
(displayed in red in Fig.2.6(b)) has to be applied, locating the composition cA and
cB. Those compositions are called the solubility limits of the system. In between
cA and cB a miscibility gap forms. One has to distinguish between 2 cases.
1. c is within the miscibility gap (cA<c<cB): the system phase separates to
phase A and phase B with their concentration cA and cB, respectively. The
relative fractions of the phases are according to the lever rule.
2. c is outside the miscibility gap (c<cA or c>cB): The situation is similar to
the situation of an ideal solution. A homogeneous mixture results in the
lowest free energy.
The dependence of the free energy of mixing on temperature As the
parameter χ depends on temperature, so too does the free energy plot (see Fig.2.7(a)).
Therefore by changing the temperature one can go from one-phase regions into two-
phase regions etc, as illustrated in Fig.2.7(b). [DeHoff 06]
In Fig.2.7(b) two characteristic lines are shown. The binodal defines the two stable
coexistence phases, while the spinodal separates the region of positive and negative
curvature of the free energy curve, dividing it into the metastable region (above the
spinodal) and the unstable region (below the spinodal). The spinodal line is important
when looking at phase transitions and the occurrence of metastable phases, but is
usually not displayed in phase diagrams. The main difference between the stable and
metastable region is the way the free energy reacts to fluctuations in composition around
composition c (see Fig.2.8). Within the spinodal, every fluctuation of c into c+ ∆c and
c−∆c leads to a decrease in the free energy. Therefore phase separation is energetically
favourable and a solution of concentration c is unstable. In contrast to this in the region
between the binodal and the spinodal the negative curvature of the free energy curve
causes every local phase separation to result in a higher free energy and therefore is
not favourable. In other words a solution of concentration c can be metastable. This
situation is typical for a nucleation and growth process, where a nucleation barrier has
first to be overcome to govern phase separation into the two equilibrium states.
The formation of different phases of mixture As already mentioned in a binary
system various phases can develop upon mixing. Each of these phases has its own free
energy curve. Therefore, at a given temperature, not just one free energy plot has to
17
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(a)
(b)
Figure 2.6: Typical free energy plots for a) an ideal solution and b) a poor solution.
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(a)
(b)
Figure 2.7: The temperature dependence of the free energy (a) leads to biphasic
regions in certain parts of the phase diagram (b).
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Figure 2.8: Plot illustrating the spinodal decomposition (green) and the
metastability of the region between the spinodal and the binodal (red).
be taken into account, but the free energy of every phase has to be plotted separately
against a certain reference state [DeHoff 06], as shown in Fig.2.9. Each of these plots
refers only to one isothermal line in the corresponding phase diagram. As shown in
Fig.2.9, phases can coexist with each other over a certain composition range.
As can be seen the Fig.2.9, in the case of a phase coexistence over a larger composition
range, the free energy of each phase is not the same. However the slope of the free
energy curve stays constant over the whole composition range of the coexistence region.
This implies that the derivative of the free energy over composition, being the chemical
potential, is constant within region A+B. In other words the chemical potential of
component 1 in phase A at the lower phase boundary or region A+B is the same as
the chemical potential of component 1 in phase B at the higher phase boundary of the
coexistence region. The same is true for component 2. [Laughlin 94,DeHoff 06]
2.2.2.4 The Krafft boundary
The phase diagram is divided into a lower and higher temperature region by the Krafft
eutectic, which is the upper limit of the Krafft boundary. Liquid crystal phases may
exist as equilibrium phases only in the upper temperature region. Within the lower
temperature region only liquid and crystalline phases occur, liquid crystalline phases
20
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Figure 2.9: Thermodynamic behaviour generated by the interplay of three phases.
Phase A is stable at low concentrations, phase B is stable at high concentration. In
between is a coexistence region of phase A and phase B. Phase C does not occur as an
equilibrium phase in the phase diagram, because of its comparably high free energy.
would be metastable. [Laughlin 94]
The Krafft boundary has a distinctive shape (see Fig.2.10). The slope of this boundary
is very steep at low temperatures. With increasing temperature a turnover (knee)
develops, above which a plateau exists. The plateau terminates at its upper limit at
a eutectic discontinuity, called the Krafft discontinuity or Krafft eutectic. The shape
of this boundary (including the turnover) might result simply from the necessity to
smoothly connect the low temperature arm with the coexisting liquid phase at the
Krafft eutectic, the temperature of which is defined by the thermodynamic properties of
the coexisting liquid, liquid crystal and crystal phase at this eutectic. Another argument
involves the fast changes in solution temperature associated with micellisation. This
idea evolves from the fact that the CMC falls, in most cases, into the region of the knee
of the Krafft boundary. Thus, below the temperature of the CMC Krafft point instead
of a micellar solution a molecular solution is present in the liquid phase. [Laughlin 94]
In the region below the Krafft boundary a liquid always coexists with a crystal (dry
crystal or crystal hydrate, see section 2.2.3.1). Therefore, this boundary is often defined
as the crystal solubility boundary of surfactants. Consequently, changing the solubility
of the surfactant molecule (e.g. by altering the length of the hydrophobic group chain
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Figure 2.10: The general form of the Krafft boundary: the lower nearly vertical part,
the knee, the plateau region and the Krafft eutectic, where it terminates. The CMC
Krafft point is the point of intersection of the locus of the CMC versus temperature.
[Laughlin 94]
length) influences the position and shape of the boundary. A decreased solubility
(longer chains), usually shrinks the composition span of the Krafft plateau (until it
vanishes, leaving only the low solubility arm and the Krafft eutectic) and shifts the
Krafft eutectic to lower temperatures. In some cases it is shifted below 0◦C and is
therefore affected by the freezing of water. The surfactant crystal phase may persist as
an equilibrium phase to temperatures above the Krafft eutectic, but the composition
area, in which it is found, decreases with increasing temperature. [Laughlin 94]
2.2.2.5 The structural aspect
The structure of a system under given conditions can be described on several levels:
molecular structure, conformational structure, phase structure and colloidal structure.
The molecular structure is constant for nonreactive systems (the focus of this work) and
depends on the connectivity of the atoms in a given molecule. This structure strongly
affects the thermodynamic behaviour. Sometimes relations between the phase diagrams
of molecules of similar structure can be extracted (see e.g. part 4 of [Laughlin 94]). The
form of a phase diagram directly depends on the molecular structure of its components.
Therefore it is crucial to ensure samples of high purity are used for studying phase
diagrams and that investigations are carried out only below the thermal stability limit
of the samples. [Laughlin 94]
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Figure 2.11: a) Trans and gauche conformations of n-butane C4H10 b) potential
energy for the rotational isomers of n-butane along the C-C bond [University 09].
The conformational structure can change between phases but also within one phase,
depending on the energy barrier between different conformations. In surfactant systems
it is predominantly rotations around carbon-carbon bonds within the hydrocarbon
chains that are considered, resulting in the formation of 1 trans and 2 gauche (left-
and right-handed) conformations shown in Fig.2.11. Within fluid states, only a
modest energy barrier hinders the transformation of each of these conformations
into another. Taking into account all the C-C bonds present in a given molecule,
several million different conformations may coexist in a given fluid phase. Thus
the conformational structure of a surfactant is, in general, described on an average
(statistical) basis. The presence of the large amount of conformational structures in
a fluid phase compared to the single conformational structure in a crystalline phase9
results in a considerably higher entropy for the fluid phase. Furthermore, more gauche
conformations increase the molecular volume of the amphiphile, but shorten the mean
length of the chain. Therefore the packing parameter of surfactants depend on the
conformation. [Laughlin 94]
The rate at which conformational structure changes is typically extremely fast
compared to the rate at which the molecules orientate towards each other forming
a specific phase. Therefore once a phase structure is defined the conformational
structure (or the statistics between several conformational structures) is fixed. An
exception to this are crystalline phases, where the rate at which the molecules adapt
their conformation to the phase is slow and therefore the occurrence of metastable
polymorphs is likely. For describing a phase (phase structure as well as phase
9Only rotations of the methyl groups are facile, which do not change the conformation of the
molecule, but lead to an increase in entropy.
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transitions) one has to take into account its macroscopic nature. None of these
descriptions can be applied to isolated molecules. [Laughlin 94]
It should be mentioned that from a structural point of view, a phase does not have to
look the same under all conditions, even so its phase structure should be defined. This is
due to the occurrence of domain structure or, for a multiphase system, the possibility of
arranging coexisting phases in various ways in space (in general, the colloidal structure
of the system). Micelles are a good example of colloidal structure in a one-phase system.
From a thermodynamic point of view, the dilute liquid phase does not change going
from a monomer solution into a micellar solution at the CMC. However the changes
in structure lead to a change in certain physical properties of the solution such as its
surface tension. [Laughlin 94]
2.2.3 Surfactant Phases
Aqueous surfactant phases can be divided into 3 classes based on their structure:
crystals, liquid crystals and liquids10. This work focuses on crystalline and lamellar
phases (which fall into the class of liquid crystals). The next two sections will focus on
the properties of those phases.
2.2.3.1 Crystalline phases
Surfactants in a crystalline state possess usually a bilayer structure (see Fig.2.12(a)).
This is caused by the amphiphilic nature of the molecules. For a few systems other
structures have also been reported as the interdigitated crystal structure, the monolayer
crystal structure and the midchain monolayer crystal structure (see Fig.2.12(b), 2.12(c),
2.12(d)). A unit cell contains at least one pair of surfactants and may contain a certain
number of water molecules in the case of hydrated crystals. [Laughlin 94]
The alkyl chains are generally in an all-trans configuration. Exceptions can be found
amongst others in the case of dichain surfactants (see Fig.2.12(a)), which are usually
bent near the middle. The unequal lengths of the straight parts of the chains lead to a
tilting of the molecules relative to the bilayer plane in the crystal structure. In this case
a few specific C-C bonds have to be gauche. Because the van der Waals volume and
radius of methyl groups are substantially larger than are those of methylene groups,
the closest lateral spacing between chains is smaller than is the closest spacing between
juxtaposed planes. Both sizes must vary with temperature and pressure. [Laughlin 94]
10The fourth phase, the gas phase, is typically water and is therefore omitted.
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(a) (b)
(c) (d)
Figure 2.12: a) Bilayer crystal structure of dioctadecyldimethylammonium chloride
monohydrate, b) interdigitated crystal structure of N-dodecanoyl-N-methylglucamine,
c) monolayer crystal structure of the nonequilibrium polymorph of N-dodecanoyl-
N-methylglucamine, d) midchain monolayer crystal structure of dioctadecyl-
methylammonium chloride. [Laughlin 94]
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Surfactants in the crystalline state might be either dry or exist in the form of crystal
hydrates. Crystal hydrates, which incorporate both components (the surfactant and the
water) within one phase, whose composition is stoichiometrically defined, are regarded
as phase components. This is a distinct form of miscibility and should not be described
as solubility. If the molecules can densely pack within a structure that is space filling,
dry crystals are preferred. Crystal hydrates are most probable in crystals of strongly
polar surfactants, whose shape does not allow them to pack densely without water
being present. Besides the improved packing through the addition of water, water
molecules can also interact energetically with polar groups. One should note, that
for certain aqueous soap systems also nonstoichometric crystal hydrates have been
reported, which means that the amount of water within the crystal can vary within a
certain composition range. Because of this, these crystals are often referred to as solid
solutions. [Laughlin 94]
The determination of the correct crystal structure in surfactant systems has many
challenges, especially the long equilibration times, which might exceed years, the
hygroscopic character of many dry crystals and the occurrence of different equilibrium
or non-equilibrium11 polymorphs, which give rise to the occurrence of metastable or
wrong crystal structures in the literature. Furthermore only for a single crystal at low
temperatures might the crystal structure be near perfect. At higher temperatures non-
perfect structured states exist, which might only be approximated by the single crystal
studies. Such deviations become more likely near to a phase transition. [Laughlin 94]
For the examination of a crystalline phase under the effect of temperature, the thermal
stability of the crystal has to be taken into account. Most ionic surfactant salts do
not melt reversibly as the dry crystal, so their melting points cannot be determined.
Physical data recorded above the thermal stability limit of a surfactant are meaningless
[Laughlin 94]. The thermal stability of surfactants can be significantly enhanced by
the addition of water. Moreover, since water often dramatically reduces the melting
point of the compound, fluid phases may be accessible in concentrated water-containing
mixtures that do not exist with the dry compound. Therefore the knowledge of
the correct water content of the sample is crucial for interpreting thermodynamic
results. [Laughlin 94]
A last remark has to be given to colloidal structures. As already mentioned, colloidal
11Non-equilibrium polymorphs occur often during fast freezing or e.g. if the crystallisation is
accompanied by the freezing of water. They are kinetically stable forms and never coexist with the
equilibrium crystal structure.
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structure refer to micrometer to nanoscale domain structure in one-phase systems,
which might differ, depending on preparation. In multiphase mixtures, the arrangement
of the phases themselves within the phase, falls into this terminology. There might be
different ways of imposing colloidal structure on multiphase systems, some being of
equilibrium and some of non-equilibrium nature. The latter states should not occur in
phase diagrams. Examples of such states are frozen open bilayer crystallites of up to
a few layers or frozen unilamellar or multilamellar vesicles (see section 2.2.3.2). Frozen
vesicles might, in some cases, resemble the structure of a bulk crystal, but the bilayer
is often just in a more ordered form compared to the one in fluid vesicles. They are an
energetic, non-equilibrium colloidal form of a crystal phase, which will, when given the
opportunity, transform into the crystalline state. [Laughlin 94]
2.2.3.2 Lamellar phases
It has already been mentioned that aqueous surfactant systems have the ability to form
liquid crystalline phases at temperatures above the Krafft eutectic. Liquid crystalline
phases are those in which long-range order in 1,2 or 3 dimensions exists (as in crystals)
but no short-range order can be found (as in liquids). This means that there is a defined
phase structure but the molecules are free to move within this structure, even over
long distances. Furthermore, in contrast to crystals, a large range of conformational
states are allowed in liquid crystals and the molecules are free to change constantly
and rapidly between those conformations. The composition of liquid crystals is not
stoichiometrically defined, but might vary over a broad range. [Laughlin 94]
Liquid crystalline phases in aqueous surfactant systems are usually lyotropic in nature,
which means that they only form upon addition of a minimum amount of solvent.
Therefore, both solvation energy and thermal energy12 are required for them to form,
in contrast to thermotropic liquid crystals, which simply form under the influence of
thermal energy. [Laughlin 94]
Several liquid crystalline phases can be distinguished13, differing in their phase
structure. These phases not only occupy defined regions within phase diagrams, but
may also coexist with each other or with other phases. The lamellar phase (Lα) plays
a central role in the evolution of the structure of liquid crystals. All other liquid
crystalline phase structures may be viewed as perturbations of the structure of the
lamellar phase due to bending or reshaping either towards the water side or the oil
12It has been shown, that all liquid crystals exist only at temperatures above 0K [Laughlin 94].
13Theoretically, one can distinguish between at least 18 different liquid crystalline phases
[Laughlin 94].
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side. [Laughlin 94]
The lamellar phase is structurally similar to the bilayer crystal structure mentioned
in the previous section, with a certain amount of water present in between the
bilayers14. Because of its layered structure, the lamellar phase is one of the smectic
liquid crystalline phases. Such phases are birefringent. The birefringence depends
on concentration and can become very weak for thin dilute phases. Furthermore,
because of defects, which produce domain structure within the mixture, those phases
are visibly turbid. Within domains, single-crystal-like order15 can be found, whilst
discontinuities occur at the boundaries. Those discontinuities are responsible for the
scattering of light. Smaller domain structure and therefore more defects can usually
be found in more concentrated samples, which therefore appear much more turbid.
[Laughlin 94,Evans 94]
The mean separation between the bilayers is of high regularity16, leading to a well
defined long-range order in a direction perpendicular to the bilayer of altering water
layers and bilayers. This periodicity might depend on concentration (expanding
systems), which implies that the area per headgroup changes only slightly, if at all,
with composition and therefore the water layer thickness increases with increasing
water concentration. In some cases (non-expanding systems), the area per head group
increases with increasing water concentration to such an extent that no observable
change in periodicity is observed when water is added or removed from the lamellar
phase. [Laughlin 94,Evans 94]
The bilayers have, in general, a lower thickness compared to the crystalline phase,
caused by the introduction of gauche conformations in the hydrocarbon chains17. This
thickness changes with the change of the area per headgroup and therefore also with
temperature and composition. [Laughlin 94,Evans 94]
Within this bilayer, surfactant molecules can move freely. This is the reason why the
bilayer is often described as a 2 dimensional fluid as the movement is mostly within the
plane of one monolayer. However, a so-called flip-flop mechanism, where surfactant
14In very rare cases, where dry liquid crystals exist, no water might be present in the lamellar
phase [Laughlin 94].
15Impurities usually concentrate at domain boundaries [Laughlin 94].
16Though there are small perturbations of the regularity caused by bending fluctuations of the
bilayers.
17Only in the case of a large tilt in the crystalline structure, the bilayer might become thicker upon
entering the liquid crystalline phase [Laughlin 94].
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molecules switch between the monolayers, occurs too. However, this transversal
diffusion has been reported for certain systems to be several orders of magnitude
slower than the lateral diffusion [Zana 05]. In contrast to transversal diffusion, lateral
diffusion depends on the length of the hydrocarbon chain, the head group hydration
and temperature [Zana 05]. As already mentioned surfactant aggregates are always in
equilibrium with monomers. These molecules can enter and exit the bilayers, leading
to a transport of material between the individual sheets, though this process is slow for
long hydrocarbon chains [Zana 05,Evans 94].
Bilayers may exhibit undulations. From the microscopic shape of these undulations
the elastic free energy can be determined (Eq.2.13)18:
















where Ri are the principal radii of the curvature of the surface, κ is the mean bending
constant and κ the Gaussian bending constant. Both bending constants depend on
the chemical properties of the surfactant as well as temperature and the surfactant
concentration. For the bilayer to remain nearly flat, κ must be positive and κ must be
in the range −2κ < κ < 0 [Roux 92].
Furthermore, in the case of kBT < κ, the membrane will not be susceptible to thermal
fluctuations. Otherwise, thermal fluctuations become important and push the bilayers
further apart. These forces are called steric or undulation forces. The free energy
of a multibilayer system, which interacts solely through repulsive steric interactions,
depends on the fraction Φ = δ/d of the bilayer repeating distance d and bilayer thickness
δ [Helfrich 78]:









Therefore, a lamellar phase where bilayers interact mainly by steric repulsion, will reach
its minimum free energy when the distance between the bilayers is infinite (Φ →0).
However, the effect of attractive forces, such as van der Waals forces, must also be











)3 − kBTχφ2, (2.15)
18The first term involves the mean curvature of the bilayer and the second term is the Gaussian
curvature (the spontaneous curvature is neglected as it is assumed to be zero in our case).
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Figure 2.13: The general from of an idealised liquid crystal phase region
[Laughlin 94].
where χ is a function of the interaction which, in the case of sufficiently weak enthalpic
interactions between patches of layers of volume V , can be calculated by:
χ = − 1
2V 2
∫
1− exp(−UV (r)/kBT ) d3r, (2.16)
where U(r) is the van der Waals interaction between areas of surface [Milner 92].
Even if the geometry allows dilute bilayers at lower concentration, van-der-Waals at-
tractions between bilayers can be sufficiently large to overcome entropy and interbilayer
repulsion. This causes phase separation where the water layers do not swell indefinitely
(see Fig.2.20). Thus, instead of a dilute solution of large bilayers, a coexistence region
between a ‘fully swollen’ lamellar phase and water19 is observed.
An idealized form of a liquid crystalline phase in a phase diagram, which exhibits
a Krafft-boundary,20 is shown in Fig.2.13.
The symmetrical bullet shape at the upper part of the phase boundary is due to the
typically higher entropy of the liquid compared to the liquid crystal. Apart from
at the highest point (A), the liquid phase is separated from the liquid crystal by a
coexistence region. At the left site of the liquid crystal, this coexistence region is the
19This might be as well a dilute liquid phase.
20For the more general case the reader is referred to [Laughlin 94].
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solubility boundary, which is above the Krafft eutectic. The coexistence region is narrow
for soluble surfactants and broad for poorly soluble surfactants. Only at the upper
temperature limit (A), the liquid and the liquid crystal boundaries touch asymptotically
at a unique composition. This point is called the azeotropic discontinuity (i.e. that
the two coexisting phases have the same composition). An isothermal phase transition
between the liquid and the liquid crystal phase can only be observed at such a point,
while on either side of the azeotropic discontinuity, a coexistence region has to be passed.
Occasionally such an azeotropic point can also be found at the lower temperature limit
of the liquid crystalline phase. As a consequence, this liquid crystal region is isolated
from other highly structured phases as an island which is completely surrounded by
the liquid phase. [Laughlin 94]
However, in most cases, the lower temperature limit (B) is either the Krafft eutectic
or another eutectic (in case more than one liquid crystalline phase exists in the phase
diagram). Once the liquid crystal is cooled below its stability limit, it transforms into a
more dilute liquid (or a liquid crystal of other structure) and a more concentrated crystal
phase. There is also just one composition at which the liquid crystalline phase touches
the Krafft boundary and again, only at this composition, an isothermal phase transition
is observed. If a higher concentration liquid crystal is cooled below its thermal stability
boundary, a biphasic region of the liquid crystal coexisting with a crystalline phase
has to be passed, in which the liquid crystal becomes progressively more dilute with
decreasing temperature. Only below the eutectic discontinuity the liquid crystalline
phase is replaced by a dilute liquid phase. [Laughlin 94]
One should note that supercooling is invariably observed when the temperature of the
liquid crystalline phase is reduced, and therefore liquid crystals are frequently observed
as non-equilibrium states. These nonequilibrium states display a finite limit of swelling,
just as do equilibrium phases. Their dilute boundary is an extension of the equilibrium
boundary that lies above the eutectic. [Laughlin 94]
At the lower boundary of the liquid crystal its thermal energy and its water free energy
is balanced by the crystal free energy. The amount of water required to form a liquid
crystalline phase depends on temperature. At high temperatures, where the thermal
energy is high, a comparably small amount of water is required to form a liquid crystal
(C), while at the low eutectic temperature (B) the level of the chemical potential of the
water is the highest that the liquid crystal can tolerate. Therefore, the liquid crystal
concentration at this point is the most dilute that exists. Further addition of water
leads to the formation of a more dilute liquid phase or a liquid crystalline phase of a
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different structure. [Laughlin 94]
The higher composition limit of the liquid crystal (C) lies on another discontinuity,
below which the coexisting phase is a crystal, while above, either a different crystal or
liquid crystal or occasionally liquid phase is formed. The fact that there is an upper
limit indicates that a minimum amount of water free energy is required for the liquid
crystal to exist. Some dry crystals can also exist in a liquid crystalline form. Only in
this case, the liquid crystal region terminates at the right-hand side boundary of the
phase diagram. [Laughlin 94]
The gel phases In some surfactant systems, special forms of the lamellar phase
have been reported [Levine 72, Zana 05, Israelachvili 98, Silver 86]: the Lβ phase,
the L′β phase and the P
′
β phase
21 (see Fig.2.14). The common property of all these
phases (gel phases), is the highly decreased fluid character of the bilayer. All dynamic
processes are several orders of magnitude slower within these phases than in the fluid
Lα phase [Zana 05,Lentz 76,Blume 91,Silver 86]. The hydrocarbon chains are packed
in a 2D hexagonal lattice [Blume 91,Silver 86]. Due to the closer packing of surfactant
molecules, the volume of the bilayer in the gel-phase decreases [Heimburg 03]. This
also leads to a significant decrease of the permeability of the bilayer22 [Volodkin 08].
Even though the bilayers in a gel phase resemble a crystalline bilayer, due to their
order in packing and in showing essentially no lateral diffusion, they are generally
distinguished from crystalline phases. The liquid character of the phase could be caused
by a significant, but minor, proportion of molecules which have some configurational
freedom, although most hydrocarbons will be in an all-trans conformation [Jones 05].
It should be mentioned, that amongst other things the coexistence relationship of these
phases with the crystalline phases in the phase diagrams is not clearly understood
and it is still uncertain whether or not these phases should be regarded as liquid
crystals [Laughlin 94].
The difficulty originates in the long equilibration times needed for phases below the
Krafft eutectic to form. This leads, not only to the occurrence of metastable phases,
but also to colloidal phase structures, which might resemble a lamellar phase, whilst just
being a dispersion of crystals in a dilute fluid phase. For some systems, the reported gel
21This phase has been sometimes described as a phase in which a periodic arrangement between
liquid and gel domains coexist [Heimburg 03,De Meyer 09,Qin 09,Riske 09].
22This property has been used to design new quasi-2D biocompatible films able to release a drug in
controlled manner by a temperature increase into the Lα phase [Volodkin 08].
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phases could be shown to be very stable non-equilibrium phases, which are caused by
overcooling of the fluid lamellar phase [Kawabata 09,Howe 08,Garidel 01,Wilkinson 84,
Seddon 83, Tenchov 01]. On the other hand, for the DODMAC system, the reported
gel phases could be shown to be caused by a colloidal structure superposed onto the
crystal-liquid crystal coexistence region [Laughlin 94,Laughlin 92].
There is not a clear picture describing the ‘melting’ of such gel phases into the Lα phase.
Close to these phase transitions a softening of the membrane and strong fluctuations
in e.g. the volume and composition23 [Lemmich 96, Nagle 98, Rheinstädter 06,
Heimburg 03,Levine 72,Gedig 08,Kharakoz 00,Jones 05,Pabst 04] as well as a critical
swelling of the water layers have been observed [Chen 97,Mason 00,Pabst 04,Richter 99].
This all leads to the discussion of whether the melting of the bilayers occurs via a 1st
order phase transition [Castelli 08,Kharakoz 07,Blume 91,Kharakoz 00,Leekumjorn 07],
a 2nd order one [Kharakoz 07, Chizhikov 06] or a 1st order transition close to a
critical point [Lemmich 96, Mason 00, Richter 99,Chen 97]. If vesicles are investigated
instead of open bilayers, the phase transition appears over a broader temperature
range [Lentz 76]. This could be explained by the distribution of vesicles of different
sizes [Koynova 98] and its effect on lowering the cooperativity [Blume 91,Biltonen 90].
Also, the addition of other molecules leads to a broadening of the phase transition
23Those fluctuations also lead to an anomalous increase in water and ion permeability close to the
phase transition temperature [Nagle 98].
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[Lindström 06,De Gaetani 07,D’Angelo 08,Chowdhry 84].
The transition temperature between the gel phases and the fluid lamellar phases often
falls in a temperature regime which might be of biological relevance [Heimburg 03].
This leads to a formation of domains in the multicomponent membrane, differing
considerably in lipid content and physical properties. The Lα phase is considered
as the most important bilayer phase as many biologically relevant processes occur in
this phase. Those bilayers provide an efficient, planar permeability barrier, which
still allows functional flexibility and lateral diffusion motions of associated membrane
proteins [D’Angelo 08]. In contrast to this, the gel phase shows, amongst other things,
a reduced binding affinity to proteins [Han 09,Wu 09].
Vesicles Vesicles are the form of bilayers which resemble the cell membrane most.
They consist of one (unilamellar vesicles) or several (multilamellar vesicles or liposomes)
bilayers, which are closed and form the surface of a sphere, which is filled with water
(or a dilute liquid phase).
Unlike micelles, vesicles are non-equilibrium structures in binary aqueous surfactant
systems [Laughlin 97, Bergmeier 97, Zana 05]. The non-equilibrium character results
from the bending energy of a surfactant monolayer. A surfactant monolayer takes up
a curvature equal or close to its spontaneous curvature, whose value depends on the
surfactant chemical structure and the interaction between surfactants. Therefore, only
flat bilayers (zero curvature) can be thermodynamically stable. This is different for
systems consisting of more than one surfactant. In that case, the inner and outer
monolayer can have different compositions.
Vesicles in binary surfactant systems are therefore colloidal structures, which exist
either in a lamellar-liquid coexistence region or in a dilute lamellar phase [Laughlin 97].
The formation of this structure requires the input of a certain amount of thermal or
mechanical energy [Bergmeier 97,Laughlin 97].
However once formed, vesicle systems are of great stability and therefore can be
characterised almost like an equilibrium state. The bilayers in the vesicle systems can
also undergo a phase transition into a gel phase. Furthermore in mixed vesicle systems,
coexistence regions of ordered and disordered domains are found, which resemble the
domain structure in the cell membrane [Wunderlich 78,Gordon 08].
In the case of surfactants with two long alkyl chains (i.e. poorly soluble surfactant
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systems) the existence of a critical vesicle concentration (CVC) instead of a CMC is
often mentioned. This implies that, already at low concentrations, a lamellar phase is
formed, which coexists with a monomer solution. The existence of a CVC is highly
contested in the literature. Its opponents claim that (disk-like) micelles might be
present in such a narrow range of concentration as to go undetected by the presently
available techniques. [Zana 05]
2.3 Phase transitions and metastable states
The equilibrium phase behaviour, as well as some aspects of the transitions between the
equilibrium phases or the occurrence of metastable states in surfactants systems have
been discussed within the previous sections. In this section, some general features of
phase transitions will be summarized. Two models describing phase transitions, which
will be of interest in this work, as well as a metastable state, which occurs during one
of those processes, will be described.
In general one has to distinguish between isoplethal paths of phase transformations (i.e.
keeping the composition constant) and isothermal paths (i.e. keeping the temperature
constant). The case of changing both composition and temperature involves more
complex transition behaviour and will not be discussed in this section. On a process
path of phase transformation, one can pass three different regions: a one-phase region, a
two-phase region and a three-phase region. Only at a one-phase region, the properties of
the phase vary smoothly and continuously. For example, if the composition is changed,
all mixtures of the composition are formed, the phase is simply dissolved. In contrast
to this, if a two-phase or a three-phase region is entered, immediately the coexisting
phases are formed, which involves a change in composition between the phases. This
is, therefore, not a smooth process. The two-phase region at an azeotropic point is an
exception to this.
In an ideal scenario, i.e. if the speed of changing the temperature or composition
is slow enough to allow the system to reach equilibrium after each change, the phase
reaction follows strictly the equilibrium phase behaviour and at each step the phases
present can be predicted from the existing phase diagram.
However kinetic phenomena are often observed. These can be influenced by the required
mass and heat transport in the system, which is strongly dependent on the system
properties, such as the viscosity, particle size, surface area etc. or on the differences in
entropy between the phases.
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2.3.1 Nucleation and Growth
The thermal transition of an ordered phase (e.g. crystal) from a disordered system
(e.g. liquid) is often described as a process of nucleation and growth. The formation
of nucleation centres is required for the transition to proceed. Overcooling is therefore
frequently observed in systems in which no nucleation sites are found.
The nucleation and growth mechanism can be described in two steps [Mullin 01,
Nyvlt 71,Adkins 83]:
1. The formation of nuclei (e.g. small particles having the crystal structure)
2. The growth of the nuclei
The critical nuclei size (above which the nuclei start to grow) decreases with increasing
degree of overcooling. However, if the temperature is too low, only limited formation
of nucleation points can be found.
The nucleation rate can be further enhanced if nucleation sites exist in the system
(non-spontaneous nucleation) [Nyvlt 71, Laughlin 94]. Those can be e.g. interfaces
with other solid substances. In the case where there is control of the nucleation sites,
the growth is highly reproducible.
Once a nucleus is created its growth is determined by the following steps [Nyvlt 71]:
1. Transfer of particle from the solution to the crystal surface
2. Movement of the particle
3. Embodiment of the particle into the crystal lattice
The growth rate of nuclei L depends, among other things, on the degree of supercooling,
the relative velocity of the crystal with respect to the solution, the temperature and
the character of the crystal surface [Nyvlt 71]. For small degrees of supercooling L
increases linearly or exponentially with the degree of supercooling until a maximal
value is reached. This value is maintained until the degree of supercooling is very large,
which leads then to a decrease in L. This decrease might be caused by the increase
in viscosity in the system [Nyvlt 71]. The rate depends highly on the way the crystal
phase spreads into the solution (see Fig.2.15) [Hemminger 89]. The time dependence
of the growth is affected by various properties of the system. A list of fitting equations
can be found in [Hemminger 89].
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Figure 2.15: Types of nucleation growth: nuclation at the surface (top),
nucleation in the whole volume (middle) and a surface activated transition (bottom)
[Hemminger 89].
2.3.2 Dissolution (Leng model)
The process of dissolution in surfactant systems along an isothermal path, especially
lamellar phases, is another non-equilibrium process, which finds wide attention in
research due to its occurrence in our everyday lives. In [Leng 06], a model describing the
dissolution process of lamellar phases is presented. This model has been developed for
a special case: myelinic figures which grow at the sample interface into the surrounding
water. In chapter 6 we will discuss the possibility to extend this theoretical description
to the general case of the dissolution of lamellar phases.
The model describes a macroscopic sample of lamellar phase consisting of a large
amount of bilayer stacks. The volume of a nicely ordered lamellar stack can vary
over a large range - it can be very small up to a macroscopic size, if the sample is
gently prepared. These bilayer stacks are randomly oriented as is also the orientation
of the sample/air interface. Therefore defects, not only within the bilayers but also
between the individual stacks, can be found in a sample.
If a droplet of lamellar phase is contacted with pure water, a dissolution process starts
(see Fig.2.16). Water flows between the bilayers as well as along the defects pushing
the bilayers further apart due to a force perpendicular to the flow velocity. As already
mentioned, the water flow through a bilayer is negligible, therefore one can assume the
bilayers to be impenetrable walls, which can only be shifted and bent. If all bilayers were
oriented parallel to the droplet edge (assuming a perfect circle in 2-D), one could assume
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Figure 2.16: Dissolution of lamellar phase (not in scale) into a large water reservoir.
not to have any flow [Benton 86,Zou 06]. In this case, water would just exert a pressure
on the droplet. But in the more common case, there are also bilayer stacks, which are
oriented perpendicular to the droplet edge, through which the initial flow starts, forcing
a swelling of these stacks. Furthermore there is an additional flow through the defects.
Therefore the stacks which are not open to the water reservoir by orientation can also
swell. Bilayers move apart up to the point at which they are at a distance where the
repulsive forces are counterbalanced by the attractive forces. This leads to an increase
in the whole droplet size due to volume conservation.
The initial flow through defects seems to be important for ensuring the start of the
whole dissolution process.
2.3.2.1 Swelling kinetics due to mass conservation
As mentioned, the droplet of initial surfactant concentration φ0s swells as water
penetrates the surfactant phase and therefore, because of volume conservation, the
lamellar patches must move apart. The model assumes the composition to be fixed by
x=R, where R is the initial droplet radius. Furthermore, the surfactant phase which
leaves the initial droplet contour is assumed to be fully swollen24 having no flow between
its lamellar sheets (in the case of the appearance of myelins, this is experimentally
proven [Buchanan 99,Buchanan 00], see Fig.2.19). The swelling rate of the droplet can




= jfs(x = R), (2.17)
24Only surfactant systems having a water-lamellar phase coexistence region are considered.
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Figure 2.17: Definition of the swelling length Ls.
where jfs(x=R) is the volumetric flux of the fully swollen surfactant phase, i.e.
surfactant molecules and intrabilayer water, and φfs is the volume fraction of the fully
swollen lamellar phase (thus, in the case of myelins φfs equals the volume fraction of a
close-packed assembly of cylinders) [Leng 06].
The length Ls is the distance between the initial droplet edge and the new edge. This
distance is independent of our geometry, as shown in Fig.2.17 (keeping in mind, that the
radius is large compared to the myelin diameter, i.e. the droplet surface is essentially
flat as far as the myelins are concerned).
Mass conservation leads to
jfs(x = R) = −jw(x = R), (2.18)





ji = −Di∇(φi), (2.20)
where i=fs,w and Di is a composition dependent interdiffusion coefficient. Its changes
with time are neglected by considering only the initial swelling of the droplet.
Combining Eq.2.18-2.20 and neglecting the spatial dependence of the diffusion coef-
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describing the diffusion of the volume fraction of water close to the initial edge. The
boundary condition is that at x=R, a lamellar phase is formed which is fully swollen:
φw(x = R, t) = φcw, (2.22)
where φcw is the water concentration of the fully swollen lamellar phase. The initial
conditions are
φw(x < R, t = 0) = φ0w (2.23)
and
φw(x > R, t = 0) = 1 (2.24)
This equation can be solved resulting in a water flux at the initial interface [Leng 06]



















where S is the swelling coefficient of the sample.
2.3.2.2 Water flow between bilayers
In the model described above, the driving force for the whole process is the chemical
potential difference ∆Π between the initial surfactant phase and the surrounding water.
On the other hand, the flow of water into the lamellar phase is limited by its mobility
λw [Leng 06].
One can write the following equation connecting the diffusion coefficient D (see Eq.2.26)





where ξw is the slip coefficient of the water flow between the bilayers.
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Figure 2.18: Poiseuille flow between 2 bilayers with no flow on the boundary (a) and
between 2 bilayers having a hydration layer with a small flow on the boundary (b).
The simplest way to calculate the slip coefficient between lamellar sheets is to assume
a Poiseuille flow between two fixed bilayers being separated by a water layer thickness















where δ is the thickness of the bilayers, η is the viscosity of water and ρi is the density
of the surfactant (s) or water (w).
Hydrodynamic calculations assume water to be a continuum. Looking at water layer
thicknesses which go down to a width of a few nanometers, this assumption might
seem not to be valid as suggested by [Poynor 06,Zhu 01]. In contrast to those opinions,
measurements of the fluidity and viscosity of ultra-thin water films performed by Raviv
et al. have shown that down to a thickness of 2-3nm the viscosity of water is the
same as in the bulk [Raviv 01, Raviv 02, Raviv 04]. Therefore we assume a validity of
hydrodynamic calculation and properties down to this thickness.
The flow described above is simplified to a high order. Leng et al. [Leng 06] propose
a more accurate version (see Fig.2.18b). A probable hydration layer (which can be
41
Chapter 2. Theory of surfactant systems
determined experimentally) is a layer of water, which is bound to the bilayers and
will therefore not move. This is taken into account when describing the Pouiseuille
flow in the water filled gaps between the bilayers. An effective water-layer thickness
a′w = aw − 2b, where b is the thickness of the hydration layer, is introduced. The
hydration layer depends also on composition and is approximated by
b(φw) = b0(1− exp(−φw/φ0)), (2.29)
where b0 and φ0 are dependent on the surfactant system (e.g. for lecithin b0 = 0.2nm
and φ0 = 0.16 [Leng 06]).
In addition, the flow of water at the hydration layer can differ from zero, being ν0,
with a slip coefficient ξ/w of [Leng 06]




where ε=h(ν0)−h(0) is the distance between the water-hydration layer interface and
the place where the velocity is zero (see Fig.2.18).
Furthermore, the mobility might be influenced by the presence of defects which occur
in the lamellar phase [Leng 06]. These defects could be modelled as cylindrical tubes






2.3.3 Interface instabilities: Myelin formation
As already mentioned, during the dissolution process of lamellar phases25, myelin
instabilities can form (see Fig.1.2). Myelin figures have been reported since the 18th
century, being one of the first liquid crystals observed. George-Luis LeClerc (Compte
de Buffon, 1707-1788) compared the fascinating structures to writhing eels [Palffy-
Muhoray 07, Oswald 05]. About a century later, myelins gained their name for the
German physician Rudolf Virchow [Virchow 54]. His first contact with myelinic figures
was while studying dead human tissue. After boiling the tissue down, he added it
to water and observed it under a microscope. The idea was that, by doing this, one
would break down the ‘components’ in the sample and, when added to water, these
components would diffuse away. Therefore the components of the sample could be
25The lamellar phase does not have to consist of surfactant molecules. The myelin formation from
aqueous block copolymer systems has also been reported in the literature [Battaglia 06,Battaglia 07].
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observed and identified. While observing pieces of brain tissue dissolving, he saw nerve-
like fibres extending from the samples and protruding into the solvent - he named these
myelins.
The reason for obtaining the myelins was that there are many lipid membranes present
in brain and lung tissue. After boiling, the lipids were essentially purified into a more
concentrated state and upon the addition of water they reorganized into a lamellar
phase. As the lamellar phase continued to swell, the myelin instability formed at the
interface.
Soon it was understood that the observed myelinic figures were not nerve fibres but
a liquid crystalline form of a lipid-water system [Neubauer 67, Rinne 33, Nageotte 36].
However, there is a remarkable similarity, not only in structure between the ‘artificial’
and biological myelin, but also in some of their physical properties, which will be
discussed in the end of this chapter. Up until then, all further comments regarding the
structure etc. will refer only to the ‘artificial’ myelin (the myelin).
It is well known that myelins are multibilayer tubules with alternating layers of
water [Stoeckenius 59, Nageotte 36, Sakurai 77, Sakurai 90] of a width of a few tens
of microns (see Fig.2.19). Myelins can sometimes fuse together, still keeping their
original centres(see on the left in Fig.2.19). Individual myelins are connected on the
contacting surface [Sakurai 77,Sakurai 90]. The centre of the myelin has been reported
to consist of a water core of the order of a micron size for lecithin [Sakurai 90]. In
contrast to this picture, [Kennedy 05] observes no sizable water core for the nonionic
surfactant C12E3. The thickness of the myelin tubule has been reported to be the
same as the thickness of its parent, stacked-bilayer [Zou 06]. Therefore the observed
variations in myelin thickness around a sample could be attributed to the fact that the
initial material contained many lamellar domains of various sizes. Upon cooling below
Tm, myelins can adopt an angular configuration, lose water and the lamellar phase
becomes rigid [Nageotte 36,Tiddy 82] (see bottom of Fig.2.22).
Myelins grow when water penetrates a sample of a concentrated surfactant solution,
which has, on its isothermal path of dissolution for low concentrations in the phase
diagram, a large coexistence region of lamellar phase with water [Buchanan 00,
Buchanan 99]. It is generally accepted that the swelling in myelins (measured by
the distance between bilayers) is the same as the maximum lamellar swelling in this
coexisting region [Sakurai 90, Kennedy 05]. This might be explained by the following
argument (see Fig.2.20). In a concentrated lamellar phase, there are strong repulsive
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Figure 2.19: Cross-section of myelin tubules (by Cryo TEM) [Sakurai 90].
forces between the bilayers. Once water is added to the system, the distance between
the bilayers will increase. At some point, attractive forces between the lamellar sheets
might counterbalance the repulsive forces. In this case the lamellar phase is stable.
Both the addition as well as the removal of water are not favourable - the lamellar
phase is fully swollen. Only if this situation is stable over a broad range in the phase
diagram, i.e. that the bilayers do not dissolve into smaller structures, e.g. micelles,
can myelins form. Furthermore, the water phase does not need to be pure water, but
might contain small fractions of micelles or monomers. It has been mentioned that
myelins can also grow into a sponge phase [Buchanan 00, Mark 03]. Such myelins are
highly unstable and reorganise immediately into the sponge phase after forming. This
is consistent with a kinetic pathway theory where the time for bilayers to swell and to
form myelins is faster than to form a sponge phase.
Furthermore, the lamellar sheets in a myelin tube are characterised by a marked fluidity
and low permeability [Nageotte 36, Vogel-Weill 91, Gruger 94, Arunagirinathan 04,
Haran 02,Neuzil 81,Degkwitz 38,Sandermann 77]. Therefore the addition of molecules
which increase the permeability of water [Haran 02] or hinder molecular movement
within the sheets [Neuzil 81, Degkwitz 38], or the freezing of the bilayers by lowering
the temperature below Tm26 [Nageotte 36, Chapman 66, Sandermann 77], suppresses
myelin formation. The myelin structure is stabilised by hydrogen bonds as shown by
Raman and IR spectroscopy [Vogel-Weill 91,Gruger 94].
From a thermodynamic point of view myelins are non-equilibrium structures. These
structures can be stable over long periods of time. However, adding for example
mechanical energy through shaking or shearing, or just increasing the temperature may
immediately dissolve the myelinic structure or lead to reorganisation into multilamellar
26Therefore myelin formation can be used to determine Tm [Sandermann 77,Langlois 95].
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Figure 2.20: Concentrated lamellar phase can swell, when water is added, until the
attractive forces balance the repulsive forces.
vesicles as, due to increased (Brownian) motion, some myelin tubules break and
the exposed hydrocarbon edges reseal [Fonteijn 92]. The relative high stability of
multilamellar vesicles, compared to myelins, also explains why no myelins are observed
upon dissolution of a vesicle-rich lamellar phase (as reported in [Buchanan 00,Mark 03]).
The long-lived nature of myelins in many systems allows studies of the stability and
elasticity of the myelinic tubes. Myelins can be stretched, moved and bent in external
fields (see Fig.2.21). Due to the magnetic susceptibility of the bilayers, myelins orient
parallel to magnetic fields [Sakurai 83]. In an alternating electric field, they behave like
large dipoles [Mishima 89]. These studies obtained bending moduli which display the
soft character of the myelinic tubules [Sakurai 83].
This softness can explain the frequent morphological changes, which appear with time,
such as coiling or branching (see Fig.2.22 top left and middle). Coiling leads to an
increase of membrane-membrane contact and might be due to strong intermembrane
attraction [Lin 82, Mishima 92]. As can be seen, there are two different types of
coiling, the double helical and the case where one myelin is wound around another
tube. Branching is usually caused by a myelin tip being stopped by a barrier (e.g.
another myelin).
It has already been mentioned that, during myelin growth, water enters the lamellar
phase via the myelin roots (the Lα/myelin interface) (see Fig.2.23). This causes a
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Figure 2.21: Magnetic [Sakurai 83] and electric [Mishima 89] fields influence the
orientation of myelins. Myelins are reoriented parallel to the magnetic and electric
field within a short time.
Figure 2.22: Morphological changes of myelin tubules as coiling or branching (top)
and adopting an angular conformation (below).
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Figure 2.23: Water penetrates the lamellar phase via channels in between the
myelinic tubes, not via the tips of the myelins [Buchanan 00].
swelling of the lamellar phase, which pushes the myelins further into the surrounding
solution [Buchanan 99, Buchanan 00]. The growth has been characterised, in general,
by successive regimes [Buchanan 99,Buchanan 00,Sakurai 84,Sakurai 85,Mishima 87,
Dave 03, Taribagil 05]: pre-diffusional, diffusional and sub-diffusional. Various
theoretical explanations and models have been proposed [Sakurai 84, Sakurai 85,
Mishima 87, Dave 03, Taribagil 05], mostly based on the creation and subsequent
diffusion of the myelins into the surrounding solution. Recent studies on the
lecithin/water system [Leng 06] have quantitatively shown the influence of the
surfactant concentration on the myelin growth kinetics. The obtained results suggest
that myelin growth depends mainly on the kinetics of water diffusion, which is driven
by the balance between the driving force (osmotic pressure [Lawrence 51,Angelova 86,
Zou 06]) and water mobility, with growth constrained by the geometry of the myelinic
tubules. Those considerations were the underlying basis for the theory developed in
the previous section (see section 2.3.2).
Myelins in biology As already mentioned, the term myelin is wildly used in biology,
referring mostly to the insulating sheath wrapped around the nerve axon [Morell 77].
The multilayer structure (see Fig.2.24) is due to the so-called Schwann cell, being wound
spirally around the axon [Salzer 08]. However, in contrast to the artificial myelin, where
water layers alter with bilayers, in the biological myelin the alternation pattern is the
following: bilayer, cytoplasmic region, bilayer, extracellular region [De Felici 08]. The
water content is about 40% [Vavasour 09,Finean 57].
There are several reasons why myelin sheaths cover axons in biological species: Firstly,
the conductivity velocity of a signal is increased by the presence of the myelin sheaths
[Sanders 46, Oswald 05]. Secondly, the signal transfer is much more ‘energy efficient’
[Waggett 08, Oswald 05]. This can be nicely illustrated when comparing the nerve in
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Figure 2.24: Process of myelination of an axon [Vanderbilt 09].
frogs and squids: a 12µm thick (myelinated) nerve fibre in a frog conducts a signal
with a speed of 25m/s. The unmyelinated giant fibres of the squid transmit a signal
just as fast; this fibre is though not only more than 40-fold thicker - it also requires
5000 times more energy than frog fibres. Myelin have therefore played a vital role in
evolution. [Oswald 05]
Moreover, the myelinic structure shows a remarkable resistance to freezing and thawing.
In the 5000-year-old Tyrolean iceman discovered in 1991 in the Alps, only myelins were
found to be intact in molecular configuration and fine structure [Hess 98]. Myelin
sheaths are also relatively stable when exposed to external pressure or stretching. In
contrast to the axon, the myelin can adopt to the external stress by shifting lipid
material due to the high fluidity in the membranes [Ochs 97].
However, the high speciality of myelinated nerve cells results in severe neurological
disease upon the loss or disruption of the myelin sheaths, such as Multiple Sclerosis





For this thesis, two binary surfactant-water systems have been chosen: didode-
cyldimethylammonium bromide (DDAB) and triethylene glycol monododecyl ether
(C12E3). Furthermore, for some experiments, DDAB has been mixed with its
slightly longer analogue, dioctadecyldimethylammonium bromide (DODAB). These
three synthetic surfactant systems are widely studied in literature. A summary of
their most relevant properties is given in this chapter.
The study of the equilibrium and non-equilibrium behaviour of surfactant systems
requires a combination of a wide range of experimental techniques, characterising the
samples on different levels (see chapter 2.2.2.5):
• The molecular structure (3.3.1): The purity and thermal stability of the samples
have been investigated by proton and 13-carbon nuclear magnetic resonance
(1H-NMR and 13C-NMR), electrospray ionisation mass spectroscopy (ESI-MS)
and thin layer chromatography (TLC). Attenuated total reflectance infrared
spectroscopy (ATR IR) has been used to investigate the level of hydration of
the crystalline phases.
• The conformational structure (3.3.2): A combination of powder X-ray diffraction
and Raman spectroscopy, complemented with computational techniques, has been
used to obtain information about the conformations of the surfactant molecules.
• The phase structure and phase stability (3.3.3): Small angle X-ray scattering
(SAXS) has resolved structural information on the nanometer length scale. The
density has been established using a vibrational tube densitymeter. Thermo-
dynamic information on phase transitions has been obtained using differential
scanning calorimetry (DSC).
• The colloidal structure (3.3.4): Microscopy, direct observation and confocal
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microscopy has been used to resolve colloidal structures in 2 or 3 dimensions.
This chapter contains also the way the experiments are performed and how the setups
are calibrated. Finally, a discussion of the possible errors and difficulties are given.
3.2 Materials
Detailed information about sample preparation can be found in chapter 4, 6 and 7 for
DDAB, DDAB & DODAB mixtures and C12E3. All chemicals were used as received
unless otherwise stated. DDAB (Sigma Aldrich, 99%) and DODAB (Sigma Aldrich,
98%) were stored in a desiccator at room temperature (T≈20◦C). C12E3 (Nikkon,
Chemicals, 99.9%) was stored in the fridge at T=6◦C under a nitrogen environment.
3.2.1 Dialkyldimethylammonium halides
Dialkyldimethylammonium halides, abbreviated to
CmCnDA
+X−
are some of the most common double-chained amphiphiles. Cm and Cn are two long
hydrocarbon chains1, D stands for the two methyl groups2 and A for the quaternary
ammonium. The halide X is most commonly bromide or chloride. Quaternary
ammonium salts are neutral, i.e. the structure is independent of pH [Rubingh 91].
Phase behaviour A typical phase diagram for a dialkyldimethylammonium halide
is presented in Fig.3.1 [Haas 98, Haas 99, Schulz 98, Dubois 98, Laughlin 90]. Above
the Krafft temperature a lamellar phase is observed over a broad composition range
in the phase diagram. The high thermal stability of the liquid crystalline phases for
cationic surfactants is well known [Rubingh 91]. The dilute lamellar phase is described
as a disordered phase, in which vesicles can often be found [Kunitake 84, Caboi 96,
Haas 98,Haas 99,Patrick 96], while the concentrated phase is characterised by a mosaic
texture [Caboi 96, Patrick 96]. The domain structure in the concentrated phase is
known to increase with surfactant concentration [Youssry 08,Laughlin 94].
In some systems, the lamellar phase shows a miscibility over a certain composition
range [Haas 99, Haas 98, Schulz 98, Dubois 92, Dubois 98], separating the lamellar
1For surfactants with two similar hydrocarbon chains the convention is to abbreviate the number of
carbons in each chain instead, e.g. DO stands for Di-Octadecyl (2x18) or D for Di-Dodecyl (2x12) or
Di-Decyl (2x10).
2Sometimes DM is used instead of D.
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Figure 3.1: Sketch of a typical phase diagram of a dialkyldimethylammonium halide.
phase locally3 into the ‘swollen’ lamellar phase Lα and the ‘collapsed’ lamellar phase
L′α, which is also known for other systems [Ockelford 93]. It has to be mentioned
that only for dialkyldimethylammoium bromides has this coexistence region been
reported [Dubois 98, Schulz 98, Haas 99, Haas 98], which could be explained by the
different degrees of hydration when comparing bromide and chloride [Dubois 98]. This
hydration is stronger for chloride than for bromide, which decreases the binding affinity
of the counterion to the surface of the aggregates [Dubois 98, Marques 03, Horinek 09,
Patrick 96]. In the collapsed phase, some counterions are expected to be bound to the
bilayer.
The phase separation between the collapsed and swollen lamellar phase has been
explained by the interplay of two repulsive forces of different decay lengths [Dubois 98,
Ockelford 93, Montalvo 02], the hydration force4 and the electrostatic repulsion force,
which compete with a strong attraction. The hydration force is assumed to be the
dominant repulsive force in the collapsed phase L′α, due to the binding of counterions
to the bilayer surface, leading to a ‘neutral’ bilayer.
Another explanation is based on changes in the electrostatic interactions when going
to very small distances between the bilayers [Boroudjerdi 05]. For small distances
3The phase separation is only local not macroscopic [Montalvo 02,Marques 03].
4The protrusion and undulation forces can be neglected in these systems [Dubois 98].
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(the strong coupling regime) the vertical position (perpendicular to the sheets) of the
counterions is assumed to be only influenced by the surface charge of the bilayer, but not
by the electrostatic field of the other counterions, while for long distances (the Poisson
Boltzmann regime) the counterions vertical position is, to a large degree, influenced by
the other counterions. For a system showing strong coupling, a separation between
two phases with different distances between the ‘charged plates’ can be predicted
[Boroudjerdi 05].
As can be seen in Fig.3.1, at lower surfactant concentration above the Krafft
boundary, the swollen lamellar phase coexists with a dilute liquid phase. This
lamellar phase is often described as a vesicle phase, showing unilamellar vesicles
at low concentration. With increasing surfactant concentration, more multilamellar
vesicles are observed [Caria 96, Marques 99, Youssry 08, Stenstam 03]. This behaviour
is typical for bilayer forming amphiphilic systems [Youssry 08]. The formation
of unilamellar and multilamellar vesicles of dialkyldimethylammonium halides has
been studied extensively. Despite the easy formation of vesicles, they have to
be considered as metastable structures and their appearance depends on sample
preparation [Ninham 83,Viseu 00b,Lopes 08,Feitosa 08].
There is disagreement in the literature about the structure of the dilute liquid phase.
Some people claim it to be a pure monomer solution, and therefore that the first
aggregates form at the phase boundary to the coexistence region with the lamellar phase
[Soltero 00,Matsumoto 89,Marques 00,Viseu 00a], while other claim small spherical and
cylindrical micelles are formed at slightly lower concentration [Haas 98,Haas 99,Bai 01].
Below the Krafft temperature a dilute liquid phase (almost pure water) coexists with
crystals or crystal hydrates [Laughlin 90, Schulz 98, Okuyama 88, Okuyama 84]. One
should note that the upper limit of the Krafft boundary lies far below the melting point
of the dry crystals in surfactant salts. The heat involved in the phase transformation
at the Krafft Eutectic is of the order of 26-28mJ/mgsurf. [Haas 98, Haas 99]. A large
hysteresis is observed for the freezing of the lamellar phases due to the kinetic hindrance
of the crystallisation of the surfactant [Haas 98, Haas 99, Laughlin 94]. This leads to
the occurrence of metastable phases, which can be liquid crystal or crystal. In the case
of vesicles, the occurrence of gel phases as the Lβ phase at low temperatures has been
frequently reported [Marques 02, Feitosa 06b, Feitosa 06a, Saveyn 09, Feitosa 00]. Also
in these cases, long equilibration times are needed for the molecules to rearrange into
the gel state [Blandamer 97, Feitosa 06a]. The melting temperature of this gel phase
corresponds sometimes with the Krafft temperature of the system.
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Figure 3.2: Phase diagram of dioctadecyldimethylammonium bromide [Laughlin 90].
It has to be mentioned that all phase studies on dialkyldimethylammonium halide sys-
tems are incomplete apart from one: the study on the dioctadecyldimethylammonium
chloride (DODMAC) water system [Laughlin 90,Laughlin 91,Laughlin 92,Laughlin 94,
Rubingh 91]. The obtained phase diagram presented in Fig.3.2 is complete and follows,
in all parts, the rules of phase science (see chapter 2.2.2). All remaining phase diagrams
have to be treated carefully and their incompleteness, which might include errors,
should be kept in mind. One of the problems is often the thermal stability of the
surfactant molecules. Quaternary ammonium salts decompose at higher temperatures,
predominantly by nucleophilic attack, which is more severe for quaternary ammonium
bromides and iodides than for chlorides [Rubingh 91]:
R4N
+ +X− → R3N +RX
Furthermore, a few percent of a near homolog or other impurities constitutes a
significant level of another component, which leads to changes in the phase behaviour
[Rubingh 91]. Such impurities are difficult to detect [Laughlin 90,Haas 98].
The last problem is the long equilibration time, especially for the crystalline phases5,
caused by the low monomer solubility, which implies that processes which go via
monomer exchange occur rather slowly. Therefore, when the monomer exchange
5 [Laughlin 90] reported equilibration times of up to 4 years.
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between aggregates is so slow, the equilibration time and the historical treatment of
the sample play an important role in the phase behaviour and microstructure of the
system. [Marques 03]
Ternary systems The behaviour of ternary systems, with one or two dialkyldimethy-
lammonium halides, has been of great interest. Most mixtures show the existence of
lamellar phases over a large interval [Youssry 08] and the spontaneous formation of
vesicles [Viseu 00b, Viseu 00a, Proverbio 02, Bergstroem 01, Marques 99, Marques 02,
Caria 96]. The separation into a swollen and collapsed lamellar phase has been often
reported [Li 02, Montalvo 02]. Vesicle formation can be enhanced by the addition
of cationic single chain surfactants [Viseu 00a, Proverbio 02, Kodama 06, Aratono 07,
Viseu 00b] or anionic surfactants [Bergstroem 01,Kacperska 00,Marques 99,Marques 00,
Marques 02, Karukstis 03, Caria 96]. Their behaviour is attributed to two key factors:
electrostatic interactions and non-ideal mixing (e.g. permitting the inner and outer
monolayer in a vesicle to have different composition [Caria 96, Li 02, Marques 03]).
Also, the formation of microemulsions in dialkyldimethylammonium halide systems
has been reported [Silas 01,Warr 88,Monduzzi 01,Olla 04].
Applications Dialkyldimethylammmonium halides were the first totally synthetic
amphiphiles which were found to form bilayer structures similar to those of phospho-
lipids found in biological membranes [Kunitake 77]. Vesicles can already be formed at
very low surfactant concentrations. These bilayers (formed by the pure surfactants or
their mixtures) are suitable and stable models for membranes [Lindström 02,Viseu 04].
Biomembrane-like structures are of great use for exploring the electrochemistry of
proteins, simulating their natural environment6, showing excellent electrocatalytic
activity and good stability [Chen 00b,Shao 05,Guto 06,Nassar 97,Rusling 93,Mimica 04,
Chen 04, Hu 07, Chen 01, Fu 02, Guo 08, Zhao 09] and could therefore be incorporated
in various sensors [Ignaszak 09,Shumyantseva 09,Peng 09].
Cationic lipids are especially interesting when adsorbed on particles, since cationic
particles may electrostatically combine with a wide variety of oppositely charged
biomolecules, cells or other biological structures [Lincopan 09]. Furthermore di-
alkyldimethylammonium halides find application in the improvement of fast ion
exchange chromatography [Connolly 02, Hatsis 03, Connolly 04, Pelletier 06] and
as efficient coatings in capillary electrophoresis [Melanson 00, Baryla 01, Diress 04,




Figure 3.3: Molecular structure of the cationic surfactant DDAB.
Yassine 04,Mohabbati 08,Liu 08].
Because of their positive charge, the vesicles can interact with DNA, forming
cationic lipid-DNA complexes [Silva 8, Feitosa 06a], which show great potential
in gene delivery. Dialkyldimethylammonium halides are not directly toxic, but
destroy the membrane due to electrostatic interactions of the cationic vesicle with
negatively charged phospholipids in the cell membrane and therefore can be used
as immunosuppressant agents [Montalvo 02, Fontana 03, Marques 03] or bactericides
[Muthukumar 07, Pereira 8, Rosa 08, Fontana 03, Marques 03]. This cytotoxity can be
reduced by using coated nanoparticles instead of pure vesicles [Li 08,Li 09,Lincopan 09]
or by adding neutral helper lipids to the vesicles [Callow 09,Sobral 8].
In industry cationic surfactants are highly applicable as softeners or hairconditioners
because of their low solubility and work by neutralizing the negatively charged
surfaces [Montalvo 02, Groth 03]. Furthermore, their use as disinfections agents
[Montalvo 02], herbicides [Undabeytia 04], wetting [Svitova 01,Fontana 03,Marques 03]
and antistatic agents [Fontana 03,Marques 03] has been reported. Cationic surfactant
stabilized microemulsions [Bumajdad 04], inverted micelles [Liang 03] could also be
used to enhance the synthesis of particles or to serve as templates for microstructures
[Harada 01,Moon 09].
3.2.1.1 DDAB (didodecyldimethylammonium bromide)
The synthetic cationic double-chain surfactant didodecyldimethylammonium bromide
((C12H25)2N+(CH3)2Br−, abbreviated to DDAB) is one of the most studied synthetic
surfactants (see Fig.3.3) and has been known since 1977 [Kunitake 77].
Its properties are summarised in Tab.3.1. Its molecular mass is m=461g/mol.
The molecular volume depends on the temperature and has been reported only for
temperatures above 20◦C, leading to a density of close to 1kg/dm3 [Dubois 91]. The
area per headgroup is about s=64-68Å2.
The phase behaviour of DDAB has been extensively studied in the past [Dubois 91,
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Molecular mass m 461g/mol
Molecular volume Vm 784Å3 (20◦C), 792Å3 (40◦C)
Density 0.98 kg/dm3 (≈ 20◦C) [Dubois 91]
Area per headgroupa 64-68 Å2 (depends on Phi)
Chain length lc 16.68Å(fully stretched) [Marques 03,Warr 88]
Chain volume Vc 703.7Å3 [Marques 03,Warr 88]
Maximum swelling ∆∗b ≈80nm [Dubois 91]
Bilayer thickness abc 24Å [Dubois 91]
Ion layer thickness aBr 7Å [Dubois 91]
CVC 3.5 10−5M [Undabeytia 04]
6.5 10−4% [Soltero 00,Matsumoto 89]
0.053mM [Proverbio 02]
CAC 0.05mM or 0.14-0.18mM [Viseu 00a]
2.3 10−3% [Marques 99]
CMC no [Soltero 00]
0.3mM (25◦C), 0.2mM (30◦C), 0.11mM (35◦C) [Bai 01]
aTemperature independent, decreases with increasing salt concentration [Dubois 91] varies with
temperature [Dubois 98].
bDecreases with increasing salt concentration [Dubois 91,Dubois 00].
cVaries with temperature.
Table 3.1: Properties of the cationic surfactant DDAB.
Dubois 92, Dubois 98, Warr 88, Caboi 96, Patrick 96]. The newest phase diagram is
shown in Fig.3.4 .
At temperatures above Tm, two lamellar phases have been reported: Lα7 and L′α
8.
For intermediate compositions there is a coexistence between both phases. The critical
point where the two phases merge into a single point is at about 75◦C (72◦C [Caboi 96])
at 62.2% [Zemb 93,Marques 03]. The maximum swelling of the swollen lamellar phase
corresponds to a water layer thickness of a∗w ≈78nm [Dubois 91]. This distance has been
shown to be set by an equilibrium of the osmotic pressure in the two coexsting phases
and not by an equilibrium between the attractive and repulsive forces [Dubois 91].
The osmotic pressure within the lamellar phases has been obtained over the whole
composition range (see Fig.3.5) [Dubois 92,Dubois 98].9.
A flow birefringent sponge phase L3 could be observed at temperatures above 22◦C
instead of a coexistence region of a lamellar phase with the dilute liquid, which has
73-28% [Dubois 92,Dubois 98] or 3-30% [Montalvo 02,Zemb 93].
883-91% [Montalvo 02] or >75% [Dubois 92,Dubois 98] or 75-85% [Zemb 93].
9In the presence of salt the same succession of phases has been obtained, but these are shifted to
higher surfactant concentrations [Dubois 92,Dubois 98].
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Figure 3.4: Concentration [w/w] versus temperature phase diagram of DDAB
reported in [Dubois 98].
been shown to be a longlived metastable state10 [Dubois 91].
The area per head group, as well as the bilayer thickness, depends on the surfactant
concentration. Starting with 62.8Å2 for swollen lamellar phase, a sudden increase of the
area per headgroup to 67Å2 is observed on going to the condensed lamellar phase, as
the counterions are less bound in that phase. The area decreases again with increasing
surfactant concentration. The bilayer thickness shows an opposite behaviour. The Lα
to L′α transition leads to a sudden decrease in thickness, which then increases again
with increasing surfactant concentration. [Dubois 98]
The appearance of vesicles in the swollen lamellar phase is greatest at concentrations
around 3-4% and 15-20% [Karukstis 03]. Up to a concentration of 5%, unilamellar
vesicles can be found, while at higher concentration, only multilamellar vesicles are
present in the DDAB system [Viseu 00a,Matsumoto 92]. In the coexistence region with
the dilute liquid (<3%) multilamellar and unilamellar vesicles have been reported, with
a decreasing ratio with decreasing surfactant concentration. As can be seen in Tab.3.1
there is no clear picture about the existence of a CMC in literature. Therefore, the
bilayer aggregates, which are often in the form of vesicles might coexist with a monomer
solution or spherical/cylindrical micelles.
10No L3 has been observed in the presence of salt [Dubois 91].
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Figure 3.5: Osmotic pressure dependence of DDAB (circles) and DDACl (squares)
at T=20◦C on the water layer thickness between the bilayers. The solid line is a
numerical theoretical approach. [Dubois 98].
Interestingly, in contrast to the other dialkyldimethylammonium bromide systems, an
Lβ phase has been reported not only for vesicular solutions [Dubois 91, Dubois 92,
Dubois 98]. The phase transition temperature of 16◦C11 [Dubois 91] coincides with
the transition temperature observed in vesicles [Feitosa 06b, Marques 02, Feitosa 06a,
Blandamer 97, Marques 03]. The slightly higher phase transition temperature of the
L′α phase has been reported to be at 24
◦C [Zemb 93]. It should be noted, that the Lα
phases and the Lβ phase have been reported to be optically identical [Dubois 91].
The behaviour of the solid surfactant phase has been studied by DSC and X-ray
diffraction [Godlewska 97,Dynarowicz 97,Godlewska 98]. The sample has been reported
to degradate at 160◦C and show 3 phase transition at lower temperatures. The phase
transition at 30◦C has been explained by the polytectic melting of the monohydrate
to the pure crystal. At 58.6◦C a transition into a liquid crystalline phase has been
reported. The transition at 76.2◦C is a polymorphic transition within the liquid crystal





Molecular mass m 631g/mol
Density in crystalline phase 1.04 kg/dm3 [Okuyama 84]
Chain length lc 25.5Å [Kajiyama 79,Kumano 84,Kodama 90]
Bilayer thickness ab 42Å(Lα)
36Å(crystal)
[Kajiyama 79,Kumano 84,Kodama 90]
Tilt of chains in crystal phase 47◦ [Okuyama 84,Okuyama 88]
CVC 3.7 10−9M [Feitosa 97]
upper Krafft temperature 51◦C [Okuyama 88]
55◦ [Schulz 98,Anderson 95]
Table 3.2: Properties of the cationic surfactant DODAB.
3.2.1.2 DODAB (dioctadecyldimethylammonium bromide)
Dioctadecyldimethylammonium bromide (DODAB) is an analogue of DDAB with 6
additional methylene groups in each hydrocarbon chain. Its properties are summarised
in Tab.3.2.
The newest phase diagram is shown in Fig.3.6. Two lamellar phases have been reported:
Lα (10-40%) and L′α (60-97%) [Schulz 98]. Below the Krafft temperature a certain
amount of water seems to be bound to the surfactant phase [Kajiyama 79,Kumano 84,
Kodama 90, Schulz 93]. Furthermore the transition temperature increases with
increasing surfactant concentration above 85% [Kajiyama 79,Kumano 84,Kodama 90].
The crystal structure of a monohydrate could be resolved [Okuyama 88] (see Fig.3.7,
showing a tilt of the surfactant tails relative to the lamellar surface. The decrease in
bilayer thickness, when compared to the Lα phase, is due to the tilt of the surfactants
in the crystalline phase [Kajiyama 79,Kumano 84,Kodama 90].
At low concentration, the spontaneous formation of vesicles has been reported, which
show 1-2 thermal phase transitions at 44◦C [Cocquyt 5, Sobral 8, Feitosa 97] and
36◦C [Saveyn 09, Cocquyt 5]. The transition temperatures depend on preparation
[Anderson 95, Feitosa 00]. Furthermore bilayer fragments are often found instead of
the vesicular solution [Anderson 95, Feitosa 97]. The transition at 44◦C has been
previously reported to correspond to the transition of a metastable gel (crystalline)
phase [Kodama 90].
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Figure 3.6: Reported phase diagram of the DODAB water system [Schulz 98].
Figure 3.7: Crystal packing structure of the DODAB monohydrate [Okuyama 88].
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Figure 3.8: DSC data showing transition of mixed vesicles depending on DODAB
concentration ΦDODAB (data taken from [Feitosa 06a]).
3.2.1.3 DDAB and DODAB mixtures
Mixtures of DDAB and DODAB in vesicles have been studied in [Feitosa 06a] for total
surfactant concentrations of 1mM (see Fig.3.8). The big difference in chain length
causes a local demixing which enables one to distinguish between patches containing
mostly DDAB molecules and those containing mostly DODAB molecules, which can be
seen by the small effect the mixing has on the thermal phase transitions. One should
note that for a high DODAB content the pretransition can also be seen. The additional
peak at 51◦C can be explained by the melting of DODAB crystals.
3.2.2 Polyoxyethylene surfactants
Polyoxyethylene surfactants are one of the most common groups of nonionic surfactants,
and are widely used as emulsifying agents and detergents. They are usually abbreviated
as:
CnEm,
where Cn stands for the saturated hydrocarbon chain of length n and Em for the head
group (EO group) consisting of m OCH2CH2 groups ending with an OH group. Their
nonionic character result from the faculty of the EO groups to form hydrogen bonds
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Figure 3.9: Molecular structure of the non-ionic surfactant C12E3.
Figure 3.10: Reported phase diagram of C12E3 [Oswald 05].
with water. The phase behaviour of a range of the polyoxyethylene surfactants can be
found in [Mitchell 83,Oswald 05].
3.2.2.1 C12E3 (triethylene glycol monododecyl ether)
In this work triethylene glycol monododecyl ether (CH3(CH2)11(OCH2CH2)3OH or
C12E3) was used (see Fig.3.9). The molecular weight of C12E3 is 318.49g/mol and
its density at room temperature is 0.927g/ml. The relatively short head group of
C12E3 favours the formation of lamellar Lα and reverse micellar phases L2 over a
broad composition range and down to comparably low temperatures, as can be seen in
Fig.3.10 [Oswald 05,Laughlin 00,Laughlin 98]. At higher temperatures a sponge phase
L3 can be found. The low solubility of C12E3 causes a broad phase separation with a
very dilute liquid over a composition range of up to over 80%.
All experiments have been carried out at room temperature (T≈20◦C), around which
the temperature dependence on the phase sequence is negligible. As shown in Fig.3.10,
concentrated C12E3 forms inverted micelles L2. With dilution one enters first a
coexistence with the lamellar phase Lα + L2, then pure lamellar phase Lα, and then a
coexistence region with the dilute liquid Lα +W .
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C12E3 is known to form myelins upon the dissolution of concentrated phases in water
[Kennedy 05, Buchanan 00, Buchanan 99, Chen 00a, Laughlin 98]. Myelins form at the
Lα/W interface and were described as relatively long-lived metastable states with an
internal bilayer packing fraction of 45% [Kennedy 05]. The myelins are close packed
tubes with an area packing fraction of about 90% [Buchanan 00].
The molecular structure of C12E3 allows the EO groups to form hydrogen bonds with
water as well as between each other [Mitchell 83, Oswald 05, Ohno 05, Ohno 06]. The
resulting hydrogen-bond network can be compared to those found in PEO12 polymers;
helical conformations are formed with increasing water concentration which trap an
average of 2.9 water molecules per EO unit [Tasaki 96,Begum 97]; this structural motif
can be found in all liquid phases as well as in the myelins [Kennedy 05, Ohno 05,
Ohno 06]. In contrast, the hydrocarbon chains are (especially at lower concentration)
predominantly in an all-trans configuration, except for close to the head group. This
makes the interface of the bilayer flexible with respect to the conformation and
orientation of the chains [Tonegawa 00, Masatoki 96b, Masatoki 96a, Matsuura 97].
Studies on monolayers have shown that the limiting area per molecule is about 36Å2,
and the layer is 23Åthick, consisting of the chain (12.5Å) and the headgroup (10.5Å)
[Bell 96,Lu 93a,Lu 93b].
3.3 Methods
3.3.1 The Molecular Structure
The phase behaviour of a surfactant system is strongly influenced by its molecular
structure. Therefore the purity and thermal stability of the samples has to be
investigated. Furthermore, the water content of the solid phase and, with this, the
possible existence of hydrated crystal structures has to be determined.
3.3.1.1 Nuclear Magnetic Resonance Spectroscopy (NMR)
Use of NMR 1H-NMR and 13C-NMR have been used to confirm the molecular
structure of DDAB and its degradation products. An estimation of the water content
in the solid samples has also been made with 1H-NMR. One should note, that small
amounts of impurities (<5%) especially of molecules similar to the surfactant (e.g.
slightly shorter chains) cannot be seen with this technique.
12Polyethyleneoxide.
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The principle of NMR Nuclei in an atom can have a spin s>0 (e.g. 1H and 13C
have s=1/2 13, while deuterium 2D has s=1 and 12C has s=0). If a magnetic field
B is applied, those spins align with the field. However, two14 different directions are
possible corresponding to the alignment in direction of the field (lower energy state) or
against the field (higher energy state). The energy difference increases with increasing
magnetic field and depends on the gyromagnetic constant of the nucleus. In a simple
experiment the electromagnetic radiation in the radiofrequency is kept constant (e.g.
250MHz, 600MHz) and the sample is investigated with changing the magnetic field
measuring the resonance frequencies ν15 of specific nuclei, e.g. protons in 1H-NMR or
carbons in 13C-NMR. [Harwood 97]
However, the recorded resonance frequency of a specific nucleus is slightly different to
the theoretical value according to its gyromagnetic constant and the applied magnetic
field. This is caused by the disturbance of the magnetic field by the cloud of charge
imposed by adjacent atoms and bonds: the applied magnetic field forces those electrons
to circulate, generating an ‘induced’ magnetic field, which opposes the applied field
at the nucleus. The nucleus is said to experience a diamagnetic shielding. Nuclei
in electron rich environments will be more shielded. These small changes in the
experienced fields mean that protons in different chemical environments will come into
resonance at slightly different frequencies. [Harwood 97]
To remove the dependence of the signal on the equipment (ν depends on the applied




, [δ] = ppm16, (3.1)
where νref is the frequency of nucleus in a specific environment. In 1H-NMR, a trace
amount of tetramethylsilane (TMS) can be added to the sample as a reference. TMS
shows a strong single peak, which is not affected by the sample, while the solvent peak
might be slightly shifted. [Harwood 97]
The relative heights of the peaks, corresponding to one specific nucleus, are proportional
to its relative occurrence in the molecule. This information can be easily obtained by
integrating the NMR spectrum. Especially in the case of 13C-NMR, a series of scans
13The natural abundance of this carbon isotope is however only 1% [Harwood 97].
14For spins of s=1/2 and only those are considered here.




are required to increase the intensity of the peaks due to the low occurrence of spin
active carbons, this has to be treated carefully, because of the slow relaxation time of
the nuclei, i.e. the time for a nucleus to relax from its excited spin state into its ground
state. A sufficiently long delay time between the scans, i.e. enough time to allow all
nuclei to relax, is crucial for quantitative interpretation of the peak heights. Those
relaxation times depend on the chemical environment. Therefore peaks might differ in
height, even if the relative occurrence of the nuclei is the same.
Furthermore, in NMR, a splitting of the measured peaks can be observed. This is due
to the interaction with other nuclei, which have a spin s>0, in its close environment.
The number and ratio of peaks can give information about the number and type of
nuclei which interact with the investigated proton or carbon, and about the strength
of this coupling. E.g. a coupling to 1 neighbouring proton leads to a splitting of the
peak into 2 peaks, while the coupling to 2 protons splits the signal into 3 peaks. This
usually gives further information about the molecular structure. [Harwood 97]
To remove the influence of the neighbouring spins on the shape of the signal of a certain
atom, the spectrum can be decoupled. That means, that the sample is first pulsed by
a strong radiofrequency which corresponds to the chemical shift of a certain nucleus,
which leads to its spin saturation and to the occurrence of a rapid interconversion
of the spin states. In this situation, the adjacent nuclei see only a zero spin average
from its neighbour, thus the spin is decoupled. The decoupling of the carbons from
its neighbouring protons is frequently used to enhance and simplify the signal in 13C-
NMR. In 1H-NMR it can be used to investigate high order spin systems. [Harwood 97]
Furthermore, the assignment of peaks which tend to overlap can be supported by pulsed
1D or 2D NMR methods. For example, 13C DEPT (Distortionless Enhancement by
Polarization Transfer) experiments use multiple proton and carbon pulses to produce
a 1D 13C spectrum, where the intensities of the signal are either positive or negative,
depending on the number of protons bound to the carbon. In a DEPT135 experiment17
the signal of the CH and CH3 groups appear in opposite phase to the signal of the CH2
groups. [Harwood 97]
An example of a 2D NMR technique, used in this study, is the heteronuclear single
quantum correlation (HSQC) NMR experiment. This technique can be used to correlate
the peaks of the 1H-NMR spectrum with the peaks in the 13C-NMR spectrum and
17135 stands for the selection angle of 135◦.
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solvent peak in acetonitrile 1.94ppm (5)
solvent peak in methanol 3.31ppm (5), 4.87ppm (1)
solvent peak in chloroform 7.26ppm
water in acetonitrile 2.1ppm
water in methanol 4.8ppm






Table 3.3: For this work relevant chemical shifts used in 1H-NMR. The numbers in
the brackets corresponds to the expected number of peaks. [Gottlieb 97]
therefore correlate the carbon of a CHn group with the directly attached protons. Each
signal in the HSQC spectrum represents a proton that is bound to a carbon atom. In
rare cases, strongly coupled nuclei can lead to additional signals in the spectrum. That
is due to the fact that, once for example a proton is activated, it could transfer some of
its energy to its strongly coupled neighbour. When then scanning for bound carbons a
large peak occurs for the carbon bound to the proton, while the carbon which is bound
to its coupled proton gives rise to a minor signal. [Harwood 97]
The setup used in this work The basic 1H-NMR and 13C-NMR measurements
were performed on the ARX250MHz spectrometer (default parameters 1H-NMR: 16
scan, acquisition time=4.358s, delay time=1.000s; 13C-NMR: decoupled, 256 scans,
acquisition time=1.114s, delay time=1.000s). The more advanced spectra (decoupled
1H-NMR, DEPT135 and HSQC) were measured on the ARX600MHz spectrometer.
Those experiments were manually performed by Dr. Marika DeCremoux. The samples
were dissolved in deuteriated acetonitrile (CD3CN), methanol (CD3OD) or chloroform
(CDCl3).
The measured spectra were analysed with the software MestReNova. The regions in
which the chemical shift of the groups lie are given in Tab.3.3 and Tab.3.4 for the 1H-
NMR and 13C-NMR, respectively. The software also allows one to predict a 1H-NMR




solvent peak in chloroform 77.22ppm (3)
R-CH3 10-20ppm
R3N-CH3 50-60ppm
R2-CH2 15-40ppm (middle of chain ≈30ppm)
R3N-CH2-R 60-80ppm
Table 3.4: For this work relevant chemical shifts used in C-NMR. The numbers in
brackets corresponds to the expected number of peaks. [Gottlieb 97]
3.3.1.2 Electrospray Ionisation Mass Spectroscopy (ESI-MS)
Use of ESI-MS ESI-MS has been used to detect impurities in DDAB, which are due
to analogues of different chain lengths.
The principle of ESI-MS The motion of ions in an electric and magnetic field
depends on the mass to charge ratio of the ion m/q. In an electric field with a potential





while in a magnetic field of strength B, ions, which fly perpendicular to that field, are





Mass spectrometry makes use of these two mechanisms, separating ions of different
m/q ratios in the presence of electric and/or magnetic fields. It has to be noted, that
the application of both equations in experiments require high vacuum conditions, so
intermolecular exchange of energy is avoided. [Harwood 97]
A mass spectrometer consists of an ionization source and a mass analyzer. The
ionization source adds charge to the neutral sample by various techniques, so that
its motion can be influenced by an electromagnetic field. The gentlest ionisation source
is electrospray ionisation. It enables molecules to be taken directly from a solution to
the gas phase ionized state by passing the solution through the exit of a fine needle.
This exit is held at an electrical potential of several kV. Therefore the charged droplets,
containing the solvent and the sample drift to the counterelectrode. While doing so,
the solvent evaporates, leading to a decrease in droplet size and therefore a higher
charge density, until a limit (the so-called Rayleigh limit) is reached. At this point,
a coulombic explosion occurs leading to multiply and singly charged ions, which then
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Table 3.5: The relevant isotopes for this work and their natural abundance.
enter the mass analyser.
Fragmentation is generally not observed under such mild conditions [Harwood 97].
However, the charged droplets may contain a combination of molecules, which all
have to be considered when analyzing the spectrum. Furthermore, there is a natural
abundance of isotopes of extra mass h (see Tab.3.5) in the sample, which lead to a
characteristic series of (m + h)/q peaks, with h = 0, 1, 2... with their relative heights
depending on the isotope distribution.
The ions are recorded in a mass analyser. One of the common mass analyzers is
the quadrupole ion trap, which is a 3-D analogue of a quadrupole. A quadrupole
consists of 4 voltage carrying rods running along the length of the flight path. Along
the rods a DC18 signal is applied to ensure the movement of the particles parallel to the
rods. In addition between each opposite rod an AC19 signal is applied, which causes
an oscillation of the particle. For a certain set of applied DC and AC voltages only
ions of a particular mass to charge ratio m/q will reach the exit of the path on a stable
trajectory. Therefore, mass scanning can be done by varying the two applied voltages
while keeping their ratios constant. [Harwood 97]
One should note that MS can only indicate the purity of the sample. The integrated
values below the peaks, correspond to the relative abundance of the species in the
spectra. However this could only be directly correlated with the relative abundances
in the sample if it can be assumed that all molecules show the same probability of





peak areas have to be calibrated using reference samples. Nonionic impurities are, in
general, much less abundant (if at all) in the spectra, as they require the binding to
another ion. Furthermore, some peaks are due to trace impurities in the solvent, vials
or equipment. [Roach 09]
The combination of MS with pyrolysis Gas Chromatography has been suggested to
be the best analytical tool for determining, quantitatively, the amounts of impurities in
the sample of quaternary ammonium salts [Laughlin 90]. However, this technique was
not available during this study and will therefore not be discussed in greater detail.
The setup used in this work ESI MS has been performed on the LCQ classic
mass spectrometer (Parameters: Scan mode=+c ESI Full MS (150.00-2000.00), Source
temperature=67.97◦C, capillary temperature=180.20◦, Ion injection time=141.38ms,
elapsed scan time=1.98s) by Mr. Alan T. Taylor. The samples were dissolved in
methanol. As the spectra are recorded in the 1+ mode, so that the ion mass for
each peak can be directly displayed20. The spectrum was analysed using the Xcalibur-
software.
3.3.1.3 Thin Layer Chromatography (TLC)
Use of TLC TLC could be used to assess impurities in DDAB samples, which were
caused by thermal degradation, resulting in the formation of, amongst other things,
the thermally stable amine.
The principle of TLC TLC is an analytic liquid chromatographic technique in
which components are separated due to different adsorption characteristics on the
stationary phase (silica gel SiO2) and different solubility characteristics in the mobile
phase (the developing solvent). The samples, which are dissolved in a solvent21 are
placed as fine evaporated droplets at the bottom of a TLC plate onto the silica gel.
The very bottom of this plate is then put in contact with the developing solvent inside
a closed container. A filter paper soaked in the solvent enables fully saturation of the
atmosphere. The solvent will penetrate the silica gel due to capillary forces and slowly
rise to the top of the plate, while solubilising the sample. The greater the adsorption
of the species to the silica gel and the lower their solubility in the developing solvent,
the shorter will be the distance which they will travel in the stream of the developing
solvent.
20Peaks which would correspond to a 2+ ion appear in the spectrum as a series (m + h), where
h = 0, 0.5, 1, 1.5... and can therefore easily identified.
21Not the developing solvent.
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After elution, the spots containing molecules of certain adsorption and solubility
characteristics have to be visualised. For this, either fluorescent particles could be
incorperated into the silica gel, or a stain is sprayed onto the TLC plate after elution,
which colours the spots upon chemical reaction with the molecules. Those stains can be
used to either show all spots equally or spots in different colours/intensities depending
on the chemical groups in the molecules.
The setup used in this work The developing solvent which was used in this
work, has been reported to be ideally suited to distinguish between quaternary
ammonium salts and the amine by Laughlin et al. [Laughlin 90]: this is chloro-
form:methanol:water:formic acid22 (100:20:1:4). After elution the spots were visualised
using the PMA stain: Polymolybdic acid:ethanol (10g:100ml).
3.3.1.4 Attenuated Total Reflectance Fourier Transformed Infrared Spec-
troscopy (ATR FTIR)
Use of ATR FTIR ATR FTIR spectroscopy was used to determine the hydration
state of solid DDAB at room temperature.
The principle of ATR FTIR Infrared spectroscopy (as well as Raman spectroscopy
see section 3.3.2.1) looks in general at transitions between rotational and vibrational
energy levels in a molecule. In this work, only vibrations are considered as rotational
spectroscopy can only be performed on samples in the gas phase [Griffiths 75]. The
principle of molecular vibrations will be discussed in the section dedicated to Raman
spectroscopy, because of their greater relevance for such experiments.
Transitions between vibrational levels become visible in IR spectroscopy due to
absorption of the incident radiation in the sample, for frequencies ν, which correspond
to the energy needed to raise the vibrations to a higher energy level
∆E = hν, (3.4)
where h is Planck’s constant. This frequency is also approximately the frequency of the
investigated vibration (sum of vibrations or their overtones 2ν, 3ν etc.) (see section
3.3.2.1). However, radiation can only be absorbed by the nuclei in a molecule if a
change in the dipole moment occurs during its vibration. Only those vibrations can be




Figure 3.11: Vibrational modes of water [Chaplin 09b].
Figure 3.12: IR spectra of water in the gas, liquid and solid state [Chaplin 09b]





where c is the velocity of light and [ν=cm−1].
In this work, only the spectrum of water is considered. In the case of water, all three
vibrational modes are IR active (see Fig.3.11), due to a change in the dipole moment
in the direction of the movement of the oxygen atoms during the vibrations. The
frequencies of those vibrations depend on the state of the water molecule and, therefore,
so does the spectrum (see Fig.3.12). The approximate frequencies of those vibrations
in different water states can be found in Tab.3.6. The shift to lower frequencies, as well
as the increase in adsorption intensity of liquid water and ice, compared to the vapour,
is due to the increased strength of hydrogen bonding [Chaplin 09b]. This apparent
dependence on the state of the hydrogen bond network leads also to a temperature
dependence of the spectra in liquid water. The molecular stretching vibrations shift to
higher frequencies on raising the temperature, while for overcooled water, the vibrations
are shifted to lower frequencies. The opposite happens for the less intense bending
modes to a much smaller degree [Chaplin 09b].
Therefore analysis of the stretching peaks gives information about the hydrogen bond
network and interactions with other molecules. However, the overlaying peaks are broad
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Table 3.6: Vibrational frequencies of water [Chaplin 09b].
and vibrational overtones and combinational frequencies lead to a further complexation
of the spectrum. Furthermore, same samples seem to show different types of water
present due to ordering effects caused by other molecules [Schulz 98]. The spectrum
is often analysed by supposing a number of Gaussian-shaped vibrational absorptions
giving rise to the complex peaks. This leads to difficulties concerning the correct
number of peaks and their molecular origins. Such an analysis is highly controversial
[Chaplin 09a] and will therefore be treated with care in this work.
The spectrum of the water in the monohydrate and dihydrate of an DDAB analogue
DODMAC has been reported in [Laughlin 90] and is shown in Fig.3.13. The most
striking difference between the free water spectra and the water in the DODMAC
hydrates is the occurrence of 2-3 sharp distinguishable peaks, while the free water
spectrum is, as already mentioned, characterised by an overlap of broad peaks.
In practice, during an IR experiment, a ‘white’ source radiates energy over a wide
range of frequencies onto the sample. In conventional setups, a grating is used to
focus23 a certain range of the spectrum onto the sample, which is then focused onto the
detector and analysed. However, the unfortunately long acquisition times, caused by the
separate recording of each point, led to the development of a Fourier Transformed (FT)
23By changing the angle and consequently the interference at the grid.
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Figure 3.13: ATR-IR spectra of water in the monohydrate (XW) and dihydrate
(XW2) in DODMAC [Laughlin 90].
method. In FT IR the detector records a time-dependent signal. This signal consists
of a superposition of the cosinus waves of each frequency. Fourier transformation is
used to extract the frequencies and their intensities [Griffiths 75]. However because the
peaks are not points but broad, the signal decays with time. The broader the peak
is, the faster is the decay. Thus, a detector with a sufficiently fast response time is
needed and the quality of the spectrum depends on the mathematical algorithm and
the capacity of the computer used.
The conventional experimental setup requires solid samples to be prepared either as
a KBr disk24 or as a Nujol-film. Both preparation methods lead to the addition of
external water (see Fig.4.6 in Chapter 4). The investigation of water therefore requires
a different setup, which can be achieved when using an ATR attachment.
ATR uses the reflectance of the sample (see Fig.3.14) in contrast to traditional IR
spectrometers, which analyse the samples by means of transmitting the infrared beam
directly through the sample: the IR beam is focussed onto an optically dense crystal
(i.e. diamond, zinc selenide or germanium) from the inner surface of which the beam is
reflected. Although the reflection is called ‘total’, in fact the radiation beam penetrates
slightly through the surface of the block a fraction of a wavelength into the sample
(0.5-10 µm) during each reflection. Thus, if good sample contact is assured, e.g.
by pressing the sample against the crystal, the outgoing radiation will ‘carry’ the
absorption spectrum of the sample and is therefore attenuated. The quality of the
24The sample is mixed with a KBr powder and then pressed into a pellet.
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Figure 3.14: Schematic drawing of the IR beam propagating in a ATR setup.
spectra is affected by several factors [Griffiths 75]:
• the refractive indices of the ATR crystal and the sample (ncrystal>nsample to
ensure internal reflection),





• the depth of penetration, which is proportional to the wavelength of the incident
beam. Thus photons with higher wavenumbers penetrate the sample less than
photons with lower wavenumbers. Consequently, peaks on the right hand side of
the spectra (high wavenumbers) often appear a little smaller than expected.
• the number of reflections. The total path that the beam travels through the
sample is directly proportional to the numbers of reflection as are, therefore, the
peak heights.
• the quality of the contact between the sample and the crystal, which ensures the
maximum penetration of the beam into the sample.
• the number of averaged scans n. The dependence of the signal to noise ratio on






One should note that, because of the small amount of penetration into the sample, it
is rather a study of the near surface regions then the bulk sample. Furthermore the
recorded spectrum has to be background corrected. The background is, on one hand,
caused by the variation of the emissivity of the source, as well as the sensitivity of the
detector with frequency, and on the other hand, by gas molecules, which are in between
the IR-source and the detector.
The setup used in this work The spectra were recorded on the Shimazdu 8400s
FTIR with Pike Miracle ATR attachment at Glasgow University (5-8scans) and a
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microscope with a ARO25 objective (Smiths) at Edinburgh University (128scans) in
the region of 600-4000cm−1. The equipment in Glasgow had the possibility to ensure
a good sample-crystal contact by applying a moderate pressure onto the sample. In
contrast, the equipment in Edinburgh had the ability to record microscopy images of
the sample and a spectrum could be recorded from specific points in the sample. The
spectra have been corrected and analysed with the software WiRE 2.0 (Renishaw) and
Origin 8.0.
3.3.2 The Conformational Structure
The conformational structure of a molecule changes widely within a phase diagram
and influences phase transition and interactions between different phases. The
conformational structure has been investigated for each phase and could then be used to
identify those phases within biphasic regions. The changes in conformational structure
during thermal phase transitions have also been studied.
3.3.2.1 Raman spectroscopy & microscopy
Use of Raman spectroscopy & microscopy Raman spectroscopy has been used
to investigate the difference in the conformational properties of the DDAB molecule in
aqueous solutions based on its vibrational states and dependence on temperature and
water concentration.
Furthermore, the combination of Raman spectroscopy with confocal microscopy,
offered, the possibility to view the sample structure due to contrast in molecu-
lar/conformational properties. Areas of different conformational properties could
therefore be identified within one sample, giving better insight into the mixing
behaviour of biphasic regions.
The principle of Raman spectroscopy As already mentioned, in Raman spec-
troscopy the vibrational (and rotational) states of a molecule are investigated, which can
provide detailed information about the structure and symmetries of the molecules while
being sensitive to conformational changes of large molecules and their intermolecular
interactions. Vibrational transitions can either be directly measured using IR
spectroscopy (see section 3.3.1.4) or indirectly, using Raman spectroscopy, which is
concerned with the phenomenon of a change of frequency when light is scattered by
molecules. In general, when considering a clear substance irradiated by monochromatic
25All reflective objective uses reflection absorption spectroscopy to analyse samples, which are
mounted on an IR reflective glass slide.
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Figure 3.15: Schematic diagram of the energy levels of the Stokes-Raman (left),
Rayleigh (middle) and anti-Stokes-Raman (right) Scattering.
light whose frequency is chosen so that it does not correspond to any absorption
transition of the sample26, almost the whole of the light will pass through the sample
unaffected. However, a very small part (≈0.001%) of it will be scattered by molecules
in directions different from that of the incident beam. This scattered light has, to a
large degree, the same frequencies as the incident light (Rayleigh scattering). Only
about 1% of this radiation shows a change in frequency, which was discovered in 1928
by Sir C.V. Raman. Those shifts in frequency are independent of the frequency of the
incident light and characteristic of the molecules which give rise to the scattering. This
frequency change can be related to transitions to higher (Stokes) or lower (Anti-Stokes)
energy levels of vibrational states (see Fig.3.15).
However, not all vibrational transitions can be observed with Raman spectroscopy,
which can be explained within a classical theory (classical polarisability theory
[Gans 71, Banwell 94]). The scattered radiation arises from an oscillating electric
dipole moment ~P induced27 in a scattering molecule by the oscillating electric field
~E associated with the incident electromagnetic radiation:
~P = α~E, (3.6)
where α is the molecular polarisability, which is a measure of the ease of displacement
of electrons in a molecule. It can be shown that α is, in most cases, a symmetric tensor,
which reduces the number of distinct components to six. This kind of tensors can be
26The frequency has to be higher then IR-radiation, which corresponds to vibrational transitions,
but lower then UV radiations, which can induce transitions between electronical levels.
27This electric moment has to be distinguished from the permanent moment, which the molecule
may possess in its unperturbed condition.
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associated with an ellipsoid (see Fig.3.16(a)).
The polarisability of the ‘electron cloud’ depends on the positions of the atomic nuclei28.
From a classical point of view, if the nuclei are performing a periodic motion of frequency
νosc and if this motion involves a dependence of α on the position of the nuclei,
the polarisability α changes also with this frequency (see Fig.3.16). This frequency
corresponds to the frequency associated with the transition between energy levels (see
page 84). When the molecule is now polarized by the incident light of frequency ν0,
the induced electric moment ~P will oscillate with the frequency ν0 ± νosc.
However, when plotting the change of the polarisability against the displacement of
the nuclei (see Fig.3.16(b)), a striking difference between asymmetric and symmetric
stretching modes of a centrosymmetric molecule can be observed. Only symmetric
vibrations have a non-zero slope, even for very small vibrations (and only those are
relevant). The ‘parabolic-like’ shape of the curve in the case of asymmetric vibrations
leads to a diminishing of the first derivative around the equilibrium distance. This
leads to the fact that, for centrosymmetric molecules (groups), all vibrations which
are asymmetric are forbidden in Raman spectroscopy, in contrast to IR spectroscopy,
in which case the permanent dipole moment has to change during the vibration, thus
symmetric vibrations are forbidden. Therefore these coplementary techniques can be
used together. Especially in aqueous solution, Raman is preferred over IR, because the
broad and intense water peaks in the IR spectrum are much less visible.
This classical treatment can, however, only explain the occurrence of Raman bands,
a quantum mechanical description is needed to explain the relative intensities of the
scattered lines [Gans 71,Banwell 94]. The intensity Inm of the scattered line involving




(ν0 + νnm)4P 2nm, (3.7)
where c is the velocity of light. Pnm is the induced transition moment matrix element





28If the incident frequency is large in comparison to the nuclear frequencies (IR-region), so that
only the electrons can ‘follow’ and not the nuclei and if the frequency difference between an electronic
absorption band and the incident light is also large compared with the nuclear frequency, one can show
that the polarisability is a function only of the nuclear position.
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(a)
(b)
Figure 3.16: a) Changes in the polarisability ellipsoids during vibrations of the
CO2 molecule; b) Variation of the polarisability α with the displacement coordinate
q during the symmetric vibration ν1 and the asymmetric vibration ν3 [Ferraro 03].
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where P is the radiation induced dipole moment and the integral is extended over the














where h is Planck’s constant, νrn and νrm are the frequencies corresponding to the
differences between the states denoted by the subscripts and Mnr and Mmr are the
corresponding transition moments. The different terms can be positive or negative and
therefore may indeed cancel out one another completely and so cause Pnm to vanish.
The Raman line is then forbidden.
From Eq.3.9 and Eq.3.7 we see that Inm is dependent on the intensity and frequency of
the incoming light30. The dependence of the intensity of a Raman line upon frequency
ν0 of the exciting light is not only determined by the factor (ν0 +νnm)4, but also by the
denominator in the summation over the states r (Eq.3.9). This, however, has only to
be considered if ν0 lies near a particular absorption frequency νrn (Resonance Raman
Effect).
Furthermore, the scattering intensity is proportional to the square of the induced dipole
moment (Eq.3.8), which is proportional to the polarisability derivative over time. If a
vibration does not greatly change the polarisability, then the intensity of the Raman
band will be low. Typically strong scatterers are moieties with distributed electron
clouds, such as C = C double bonds. The pi-electron cloud is easily distorted in an
external field. Bending or stretching the bond changes the distribution of the electron
density substantially and causes a large change in induced dipole moment.
The total intensity for a system containing Nn molecules in the initial state n is the
intensity of one molecule multiplied with Nn. According to the Boltzmann distribution,
the population of higher energy levels is much lower than the population of the ground
state. This can explain the lower intensities of the Anti-Stokes frequencies compared
to the Stokes frequencies.
Further information about the symmetry of the investigated molecules, can be obtained
29This does not mean, however, that such transitions in fact occur in the scattering act. The
summation arises purely as a consequence of the mathematical treatment of the perturbation problem,
in which a wave function of the unperturbed molecule is expressed in terms of the full set of its
unperturbed wave functions.
30Therefore a green or blue gives a more intense signal compared to a red laser.
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by studying the effect of polarisation of the incident light on the spectrum [Kiefer 95].
However, such measurements are often only performed on single crystals or on powders
of symmetrical molecules. In our case we work on highly disordered systems of low
symmetry and therefore no polarisation studies have been performed.
The general Raman setup is designed in the following way: a monochromatic laser
is focussed onto the sample and the scattered light is detected perpendicular to the
laser. As already mentioned, the laser frequency influences the intensity and the
background of the spectra. The intensity increases with laser frequency, but higher
frequencies often lead to an increase of emission background in the sample (especially
in biomaterials [Edwards 05]) as well as greater sample heating. The sample can be
held in glassware and in aqueous solution due to the weak Raman scattering from the
hydroxyl groups and silica [Edwards 05].
Because of the use of light in the visible region, beside the detector setups already
described (the grating and the FT detector (see section 3.3.1.4)), a CCD camera can
be used. A certain region of the spectrum (the width is limited by the numbers of pixels
in the camera) is spread via a prism onto the CCD camera, enabling the simultaneous
detection of that entire region. This leads to an increase in the recording speed.
However, the noise in the spectra, caused by randomly generated electric signals, is
often worse in the case of a CCD camera compared to a conventional grating setup.
Atmospheric rays are often seen in the spectra and can only be eliminated by sufficient
averaging and short acquisition times. For CCD cameras, the quality of each pixel
might be different and this has to be taken into account during background correction.
Since 1975, Raman spectroscopy has been combined with microscopy, leading to the
possibility of imaging samples due to the contrast in molecular structure. Furthermore,
the combination with a confocal microscope (see section 3.3.4.3) gives a picture of high
spatial resolution. As the laser is focused on a small part of the sample, the spectral
information of the sample, depending on position, can be obtained.
The interpretation of the spectrum The vibrational Raman spectrum consists of
a pattern of bands which is characteristic of the molecular species involved in the
scattering. If the scattering material consists of several non-interacting molecular
species then the Raman spectrum will consists of a superposition of the Raman
spectra of the component species. Since the intensity of a characteristic Raman line
is, to a fair approximation, proportional to the volume concentration of the species
in question, Raman intensity measurements provide a basis for quantitative analysis
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Figure 3.17: Stretching and bending vibrational modes for a CH2 group.
[Gans 71,Edwards 05].
Raman bands can be associated with vibration of the entire molecule or characteristic
groups within the molecule or groups of molecules. During a vibration, either the bond
length (stretching) or the bond angle (bending) is altered. Fig.3.17 shows the possible
stretching and bending vibrations for a CH2 group as an example.
The spectrum can be divided into the region of
1. Characteristic group vibrations:
• Involves only a small portion of the molecule, the remainder being more or
less stationary
• >1500cm−1 (for organic molecules)
• Almost independent of the structure of the molecule as a whole
2. Skeletal vibrations:
• Involve many of the atoms within one molecule to much the same extent
• Range 700-1400cm−1 (for organic molecules)
• Difficult to assign particular bands, but the whole complex of the bands
observed is highly typical of the molecular structure −→ FINGERPRINT
bands
3. Lattice vibrations [Hendra 75]:
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• Commonly observed in crystalline samples
• <600cm−1 (often referred to as LAM modes (longitudonal acoustic modes))
• In the case of crystalline n-alkanes (or melt-crystallised polymer), these
bands arise from accordion oscillations along the all-trans chains and can
be inversely related to the lamellar thickness l (e.g. for polyethylene
l ≈ 3000/νLAM )
• For surfactants, the LAM frequencies are very sensitive to the headgroup
mass [Soutzidou 02]
• The modes depend on temperature. If the temperature causes e.g. a
contraction of the unit cell and therefore a stiffening of the force field, this
would lead to a shift to higher wavenumbers [Hendra 75]
• In liquids, strong, broad bands below 100cm−1, associated with the vibration
of a disordered ‘crystal’ lattice. [Griffiths 75]
Overtone and combinational frequencies have small intensities, but are often found in
a complex spectrum and their intensities may sometimes be considerably enhanced by
a resonance phenomenon between close bands. Those bands may interfere with each
other, if the molecular symmetry and type of degenerated vibrations allow it, in such
a way that the higher is raised in frequency, the lower depressed, having the same
intensity, and the mean is where the mean of both should be. [Banwell 94]
To assign the observed bands to certain vibrational modes, a simple model can be
used. This model is based on the fact that the position of the frequency corresponds,
not only to the energy change of the transition between vibrational energy levels, but
also to a fair approximation to the vibrational frequency of the molecule (or part of the
molecule). A chemical bond is considered to be elastic, i.e. atoms in a molecule do not
remain in a fixed relative position, but vibrate about some mean value req. This mean
position is such that the repulsive forces between the positively charged nuclei of both
atoms and between their negatively charged electron ‘clouds’ are counterbalanced by
the attraction between the nucleus of one atom and the electrons of the other. At this
position, the energy is at a minimum, but once the atoms are pulled apart or squeezed
together the energy rises. [Gans 71,Banwell 94]
Analysis of the apparently complex motion of a complex molecule shows that it consists
of a definite number of so-called normal modes. Considering a molecule consisting of
N atoms, three independent spatial coordinates lead to 3N degrees of freedoms. 3 of
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these degrees correspond to a translational move of the molecule and 3 (in case of a
linear molecule 2) to the rotation of the molecule. Therefore, the degrees of freedom n,
which account for the relative positions of the nuclei, i.e. for internal motions are:
n = 3N − 5 linear molecule
n = 3N − 6 non-linear molecule
(3.10)
For every small distortion, the vibrational motion of a molecule can be calculated for
every conformation of a molecule by setting the linear or angular momentum of the
motion to zero31. Such calculations can be carried out using computational methods
(see section 3.3.2.2).
Certain general rules can already be concluded by considering a molecule consisting
of two atoms, where those atoms are treated like metal balls and the bond between
them like a spiral spring of restoring force:
F = −k(r − req), (3.11)




k(r − req)2. (3.12)













This frequency can be related to the frequency observed in a Raman/IR experiment
using the model of a simple harmonic oscillator (see Fig.3.18). The quantization of the
energy




31By placing the Cartesian axes at the centre of mass of the molecule and rotating it with the
molecules the motions can be restricted to vibrations.
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Figure 3.18: The vibrational energy levels of a diatomic molecule undergoing simple
harmonic motion.
where l=0,1,2,... is the vibrational quantum number, leads to the occurrence of distinct
energy levels and a minimal vibrational energy, which every molecule has. The degree of
compression and extension changes upon changing the energy level, but the frequency of
the oscillation remains the same (Eq.3.14). Furthermore from the Schrödinger equation
it follows that only transitions between neighbouring energy states (i.e. ∆l=±1) are
allowed (the selection rules). In this approximation, the photon corresponding to the
transition between vibrational states, has the same frequency as the vibration itself.
One should note that, in real molecules, bonds are not so homogeneous as to obey
Hooke’s law (Eq.3.11). For example, if the bond is stretched to a large degree, it might
break and the molecule dissociate into fragments. The energy curve of a real molecule
is more precisely modelled with an anharmonic oscillation curve. An anharmonic
oscillator behaves like a harmonic oscillator, but with an oscillation frequency which
decreases steadily with increasing l. However, for small compressions and extensions
(<10%) the bond may be taken as perfectly elastic [Banwell 94] and for infinitely small
vibrations the harmonic behaviour is reached and it is usually only these vibrations
that are investigated in vibrational spectroscopy.
The anharmonic behaviour gives rise also to different selection rules: l=±1,±2,...,
allowing additionally larger jumps. However, the rapidly diminishing probability of the
larger jumps, as well as the low population of higher states at ambient temperatures,
and for typical energy differences in the IR region (Boltzmann distribution), leads
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to the fact that only the jumps 0→1, 0→2 and 0→3 are observed in practice, and
those frequencies lie very close to the fundamental absorption and the 2nd and 3rd
overtone [Banwell 94].
Therefore, to a first approximation, harmonic oscillation can be assumed, leading to
the following rules, which can be used to assign the bands in a spectrum:
• higher mass result in lower ν
• increasing strength of the bond leads to higher ν
• the more polar a bond, the less intense in Raman spectra (easier to polarize
nonpolar bonds) and the more intense it appears in IR spectra (greater chance
to change the dipole)
• Shifts in frequency are usually caused by the interaction between different
molecules, e.g. the degree of hydrogen bonding, which can weaken bonds and lead
to lower frequencies, or the change of the physical state νgas>νliquid≈νsolution>νsolid.
• Multiple bond and A-H bond stretching absorption frequencies are least affected
by internal structural changes (except when intramolecular hydrogen bonding is
involved) but are more susceptible to alternations in the external environment.
• Single-bond skeletal stretching vibrations between identical atoms, and the
majority of bending vibrations are markedly influenced by internal structural
changes.
[Banwell 94]
For complex molecules, it is useful to compare the data to other well-studied systems,
or use computational methods to calculate approximate vibrational modes (see chapter
3.3.2.2) to support the assignment of bands.
There is some literature on the conformational properties of DDAB studied by Raman
spectroscopy [Foucault 03, Suga 93, Arunagirinathan 04, Bell 96]. In Tab.3.8 (and
the tables in [Foucault 03]) the band assignments of the DDAB molecule, or related
molecules found in literature, are summarised. Its conformation is characterised by
either hydrocarbon chains having sufficient fluidity with kinked conformation or as
elongated chains with a rigid conformation. This could be identified from the shifts in
the Raman bands corresponding to the C-C stretching, C-H bending and C-H stretching
modes of the hydrocarbon chains [Arunagirinathan 04]. In liquid crystalline phases with
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Figure 3.19: Homebuilt temperature control: the metallic cage is cooled with liquid
nitrogen. A heating element is placed into a cylinder containing the liquid nitrogen,
controlling the speed of evaporation through a tube, which leads to the temperature
controlling stage. The sample vial is adhered to that stage with fine copper grain
to ensure high thermal contact. The chamber is filled with cold dry air to prevent
condensation.
melted hydrocarbon chains, the average environment of CH2 and CH3 groups hardly
vary from one phase to another. The observed changes in the Raman spectra can
therefore be associated with conformational changes [Arunagirinathan 04]. It has been
stated that gauche conformations of the chains lead in general to lower frequencies then
the corresponding trans conformations [Bell 96].
The Raman spectrometer used in this work Vibrational spectra of bulk samples
in solution were obtained using a Coderg T-800 triple grating spectrometer. The
samples were held in vials of a diameter of 10mm, which were temperature controlled
within 0.1◦C precision in a home-build chamber (see Fig.3.19). The green line
(514.5nm) of an Argon laser was used as the excitation source. The laser power at
the sample was estimated to be 500mW32. To obtain a better signal to noise ratio the
laser power was, in special cases, increased to 750mW. This was expected to lead to
a slight increase in sample temperature. The slit size was set to 400µm which gave a
resolution of approximately 1.5cm.
In the case of a solid sample, the powder was placed into a notch in an aluminium
plate. Because of the strong heating effect on white powders, a low power red line
(676.4nm) of a Krypton laser was used as the excitation source.
32The optics decrease the initial laser power of 1000mW by about 50%.
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Molecular group frequency [cm−1] remarks
-CH3 and -CH2- 2850-3000 strong, 2-3 bands
CH stretching modes
2975, 2985, 2930/40 CH3, CH, CH2 (asym)
2881, 2887, 2854 CH3, CH, CH2 (sym)
CH2 2938,2927,2853 CH sym. stretching in DDAB [Suga 93]
2850 CH sym stretching in DDAB [Bell 96]
CH3 2876 CH sym. stretching in DDAB [Suga 93]
2942, 2877 CH sym. stretching in DDAB [Bell 96]
2960 CH asym. stretching in DDAB [Bell 96]
-CH3 and -CH2- 1400-1470 medium
CH bending modes
CH2 1459,1445 CH bending in DDAB [Suga 93]
1416 in PEa melt [Kiefer 95]
1440 in all-trans conf. of PE [Kiefer 95]
-CH2- 1390-1370 (-1297) medium
CH sym. bending modes
-CH2- 1300 twisting
indep. of conf. in PE [Kiefer 95]
-CH2- 800-950 weak
CH rocking modes
only in PE melt [Kiefer 95]
C-C 750-1350 weak
1000, 932, 903 CC stretching modes
1060 asym. in PE (all-trans) [Tarazona 97]
1130 sym. in PE (all-trans) [Tarazona 97]
1080 PE (disordered) [Tarazona 97]
C-C-C 300 bending
indep. of conf. [Tarazona 97]
>NCH3 (some -N-CH2) 2780-2820 medium
CH stretching modes
-N(CH3)2 2890 CH stretching mode
CH3N+ 2973 CH sym. stretching in DDAB [Suga 93]
-C-N- 1000-1250 medium
CN stretching modes
772 CN stretching in DDAB [Suga 93]
apolyethylene
Table 3.7: Raman frequencies relevant for this work. [Bell 96, Suga 93, Hendra 75,
Arunagirinathan 04]
87
Chapter 3. Materials and methods
Figure 3.20: Emission lines in the Raman spectrum of the green laser.
The absence of other emission lines of the laser (other than the line that was used
as an excitation source), which might appear in the spectra has been tested. For this,
the laser intensity was radically reduced, so that no Raman effect occurs and only the
emission lines can be seen (see Fig.3.20). No line, apart from the expected line at
0cm−1 (i.e. a fundamental frequency of 19350cm−1), could be detected.
The spectra has been recorded between ν=-4cm−1 and ν=4000cm−1 (∆ν=1cm−1,
accumulation time/step=1s → overall scanning time t≈80min33). The reason for
starting at a negative wavenumber was to obtain a peak corresponding to laser emission
at the beginning of the spectrum at ν=0cm−1 (see Fig.3.21). This peak is used to
control calibrate the wavenumber shift, which might be shifted slightly due to an error
in the electronics. To prevent destruction of the analyzer by the high power of the laser
beam, during the scan of the first wavenumbers shutters which decrease the intensity
107 times are closed. After the laser peak, these shutters have to be opened. Therefore
the real Raman signal of the sample was recorded after the wavenumber, at which the
last shutter had been opened typically, ν ≈25cm−1. Furthermore, before each scan the
optics were adjusted to maximise the output signal.
A fluorescence background signal was observed, especially in more concentrated
samples, or samples with an increased opaqueness, (see Fig.3.22). This signal was
33Including the time used by the analyzer for going to the next wavelength.
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Figure 3.21: The beginning of the recorded Raman spectrum of water. The peak
around ν=0cm−1 corresponds to scattered laser light. The real Raman signal from
the sample starts at ν ≈25cm−1.
Figure 3.22: The decrease of background fluorescence after treating the sample with
a high intensity laser.
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Figure 3.23: The dependence of the fit (blue) of the Raman signal (red) using Wire2.0
on the number and starting position of the used Gaussians (Lorentians) (green).
observed to decrease with time and could partly be burned out of the sample upon
treating it with a pulse of intense laser power. The observed background was
approximated by a polynomial fit and removed from the spectrum using Wire2.0. One
should note, that this correction was difficult for the region of ν<300cm−1 due to the
broad and intense band. Its height and slope was consequently affected.
After background correction, the spectra were normalised using the peak between
ν=1400-1550cm−1 using Origin8.0:∫ 1550
1400
I(ν) dν = 1 (3.16)
Selected peaks were fitted with a combination of Gaussians (Lorenzians) using the
Wire2.0 software, until a fit was obtained, which was of sufficient quality. One should
note that for peaks resulting from a combination of overlapping bands, the fitting
results depend strongly on the choice of starting position and shape of the peaks and
on the number of peaks (see Fig.3.23). The risk is, that ‘peaks’ resulting from the
noise oscillation are mistaken as shoulders etc. For comparative results, peaks have
been always obtained in the same manner. Therefore, for similar curves, similar results
have been obtained. The analysed peaks are in no way supposed to be treated as final
definitive band numbers, they are only used to compare different sets of data.
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All the experiments involving Raman spectroscopy were done in collaboration with
Mr. Hugh Vass.
The Raman microscope used in this work To record the Raman spectrum
at different locations in a sample, measurements on a confocal Raman spectrometer
(Raman 300 with BX40 microscope, 10x objective) were performed. The sample of
thickness of 100µm was temperature controlled in a homebuilt sample cell (∆T<0.5◦C,
see section 3.3.4.2). The 632.8nm line of the HeNe laser was used as the excitation
source. The initial laser power was 200mW.
A CCD camera was used to collect the Raman signal in regions of interest (i.e.
600-1000cm−1, 1200-1600cm−1 and 2800-3000cm−1). A maximum region of 800
wavenumbers could be detected at once. Before each measurement, the detection setup
was calibrated, using the laser peak and the peak of silicon (520.07cm−1). One should
note that, at certain wavenumbers, sharp peaks occur due to the failure of some pixels
in the CCD camera. By recording 2 regions of the spectrum slightly shifted with respect
to each other and comparing the peaks, those artefacts could be identified and removed
using LabSpec4.18.
The maximal signal/noise ratio has been obtained for a hole size of 300µm (500µm
for opaque samples), a slit size of 150µm (300µm for opaque samples) and a laser
intensity of 100%. The resulting spot size of the laser at the sample was 21µm (36µm
for opaque samples). After choosing a region of interest with the attached microscope,
the focus was adjusted so that the maximum signal/noise ratio was obtained.
The spectra were obtained after averaging 5-10 scans, each of which was recorded
over 30s, leading to a total recording time of up to 5min. The spectra were stable
over a long period of time (up to 90min) with changes only in the intensity of the
fluorescent background (see Fig.3.24), and therefore not affected by the used laser
intensity. The fluorescent background is strong compared to the background using the
Raman spectrometer, especially the shape of the water peak above 3000cm−1 depends
strongly on the choice of baseline.
The spectrum quality was, in general, of poor quality compared to the Raman
spectrometer, especially in opaque samples (see Fig.3.25). However the peaks in the
region 1200-1600cm−1 and 2800-3100cm−1 could be compared and used for further
studies (see Fig.3.26). The bands are slightly shifted to lower wavenumbers, which
might be caused by poor calibration in some measurements. In the peak between
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Figure 3.24: The dependence of the non-corrected Raman spectrum (using the
Raman microscope) with time.
Figure 3.25: The decrease in signal intensity and quality of the not corrected Raman




2800-3100cm−1, a small change in the shape can be observed. This was caused by the
different detection geometry used in the setups. While the Raman signal is recorded
at an angle of 90◦ in the spectrometer, in the Raman microscope the recording angle is
180◦. A test measurement at the spectrometer under the same detection geometry as
used in the microscope confirmed this explanation (see Fig.3.26(e)). Those differences
had to be taken into account, when analysing the spectra.
One should note that in case of white samples (liquid and solid), showing a strong
laser reflection, some artefacts in the spectra have been observed (see Fig.3.27). These
might be caused by the backreflection of the laser on the metal cover of the homebuilt
sample-cell. Covering the sample-cell with a matt black plate with a hole of a diameter
of about 1cm, removed these artefacts from the spectra.
The recorded spectra were background corrected (polynomial fit) using LabSpec4.18
and Wire2.0, with respect to the spectrum of pure water in the sample cell. The peaks
were normalised, by choosing a peak in the spectra which is least influenced by the
measurement series, using LabSpec4.18 or Origin8.0.
3.3.2.2 Single molecule calculation
Use of single molecule calculations Single molecule calculations have been used to
support the assignment of the experimentally observed Raman frequencies and confirm
influences of different conformational states on the observed spectra.
The principle of Single Molecule Calculation [Atkins 05] Computational
methods can be used to derive the properties of a molecule from first principles, i.e.
quantum mechanical calculations. Those calculations are called Ab Initio methods and
all have the aim to solve the time-independent molecular Schrödinger equation:
HΨ = EΨ, (3.17)
where Ψ is the wavefunction and E the energy. The Hamiltonian operator H for a
system of nuclei (index n) and electrons (index e) has the general form:
H = Te + Tn + Ven + Vee + Vnn, (3.18)
where Ti and Vij are the corresponding kinetic and potential energies.
This equation cannot be solved analytically even for simple molecules, and therefore
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Figure 3.26: Comparison of the spectrum obtained by Raman microscopy and
Raman spectroscopy for the lamellar phase (a,b), and the ‘white’ phase (c,d).




Figure 3.27: Artefacts in the Raman signal, caused by a strong reflection of the laser
on the white sample and the metallic sample cell.
a range of approximations have to be made. The first approximation (Born-
Oppenheimer approximation) separates the problem into an electronic and nuclear
problem. Because the electrons are light compared to the nuclei, it can be assumed that
they instantaneously adapt to any change in position of the nuclei and thus depend only
on the position of the nuclei, but not on their momentum. Therefore those movements
can be separated, the nuclei regarded as fixed in position and for each position the
Schrödinger equation is solved for the electrons in the static electric potential arising
from the nuclei (Tn=0, Vnn=const). One should note, that this approximation is good
for molecules in their electronic ground state but poor for excited states, large amplitude
vibrations or the motions of light nuclei [Atkins 05,Richardson 01].
The use of the Born-Oppenheimer approximation reduces the molecular Hamiltonian
to an electronic Hamiltonian describing the motion of n electrons in the field of N point
charges, simplifying Eq.3.17 and Eq.3.18 to
HelecΨelec = EelecΨelec, (3.19)
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where Ψelec is the electronic wavefunction and Eelec the electronic energy (the total
potential energy is Epottot = Eelec + Vnn), and
Helec = Te + Ven + Vee, (3.20)
respectively. One should note, that for every molecular configuration a different
electronic wavefunction will be obtained.
However, even with this approximation, only the H+2 molecule can be solved
analytically. The problem is the third term in Eq.3.20, which treats the coupling
between electrons. The position of the electrons are influenced by the positions of the
other electrons. If this term did not exist, the electronic wavefunction would simply
be the product of the one-electron wavefunctions. The coupling (the exchange and
correlation) is caused by two factors. One is the Pauli-principle, i.e. the rule, that
electrons of the same spin cannot occupy the same region of space. The other is the
electrostatic correlation, due to the coulombic repulsion between each electron, which is
itself modified due to the Pauli-principle, which changes the repulsion between electrons
of the same spin. To prevent the violation of the Pauli principle, a special form of the
overall wavefunction (e.g. a Slater determinant) is used and spinorbitals are introduced,
i.e. the orbital Ψ is written as a product of the spatial wavefunction Ψr and the spin
Ψs. Still, the difficulty lies in the problem of how to include the effect of the Pauli
principle on the electron-electron interaction and the correlation between the electrons.
There are two different groups of computational methods, which differ in the theoretical
approach to deal with the electron-electron interactions Vee, the first being the Hartree-
Fock approach and the second being the DFT approach.
Hartree-Fock The Hartree-Fock approach treats the electron-electron interactions
Vee in an average way. Each molecule is considered to be moving in the electric field of
the nuclei and the average field of the other n− 1 electrons.
In this approximation, the Hamiltonian is replaced by the Fock operator, which consist





















Jij is the Coulomb operator, which takes into account the classical coulombic repulsion
between electrons in different orbitals and Kij is the modification of the coulomb
repulsion due to the Pauli principle.
One should note that this approximation only includes the electron-electron interaction
to a very small degree. In Post HF methods, the electron coupling is approximated
more precisely (see [Atkins 05]), however such calculations are difficult to perform.
Density functional theory (DFT) An alternative approach is given in DFT
methods, which simplifies the calculation to a large degree, whilst taking the electron
correlation into account to a certain degree. DFT methods are based on the fact that
the ground-state energy and all other ground-state electronic properties are uniquely





where Ψi are the one-electron spatial orbitals. However, the form of the dependence
of the electronic energy E on ρ(r) is not explicitly known34. The problem is again
the exchange and correlation energy EXC , which takes into account all non-classical
electron-electron interactions in:
E[ρ] = Te + Ven + Vclas,ee + Exc, (3.23)
where Te is the kinetic energy of the electrons, Ven the electron-nucleus attraction and
Vclas,ee are the classical coulomb interaction between the total charge distribution at r1
and r2.
Different forms of Eq.3.23 have been suggested, which have been compared to HF
results. They differ mainly in the degree to which the correlation is taken into
34E is a functional, i.e. a function of a function.
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account. In this work, two standard DFT-methods have been used: BLYP and the
more advanced B3LYP, both of which are commonly used for organic compounds. The
quality of the calculation is mainly influenced by the choice of the functional.
Self consistent field The problem with both methods is that ‘the answer’ has
already to be known to perform the calculation (in HF, the wavefunction (Eq.3.21) and
in DFT the charge density distribution). This problem is solved by the self consistent
field method:
1. A set of trial wavefunctions (charge density) is guessed
2. These wavefunctions are used as input parameters in the HF theory (DFT theory)
to obtain a new set of wavefunctions (charge density)
3. The second step is repeated until convergence is satisfied
One can see that both methods are computationally expensive, especially when going to
large systems. This restricts the calculations to system sizes of about 100 atoms. The
biggest problem is that, in each step, the calculation of wavefunctions is required. This
can be simplified by approximating the spatial wavefunction by a linear combination





This approach reduces the problem of solving wavefunctions to one of solving linear
equations in order to find the best coefficients ci. However, the quality of the
calculations depend strongly on the size and quality of the basis set (especially for
HF methods) [Atkins 05,CCCBDB 06].
Gaussian type orbitals (GTOs) There are a broad variety of functions which can
be used as basis functions, varying in the quality of modelling of the shape of orbitals
(usually tested on atomic orbitals, the shape of which is well known) and in the easiness
of performing computational calculation with them. GTOs are one of the most common
basis functions, due to their simple behaviour in calculations35. The general form of a
cartesian gaussian is:
Φijk(r − rc) = (x− xc)i(y − yc)j(z − zc)ke−α|r−rc|
2
, (3.25)
35E.g. the first derivative of a GTO or the product of two GTOs is another GTO.
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where r=(x, y, z) is the position of the electron and rc=(xc, yc, zc) the centre of the
gaussian. The factors i, j and k are natural numbers depending on the type of orbital:
i = j = k = 0 −→ s-type orbital
i+ j + k = 1 −→ p-type orbital
i+ j + k = 2 −→ d-type orbital
(3.26)
However, a simple GTO very poorly approximates the real shape of an orbital, therefore,






The coefficients di are obtained by modelling the corresponding atomic orbital and are
kept constant during the calculation. One can see that this is fine for orbitals which are
close to the core of the atom as the shapes of those orbitals are least influenced by the
bonds between the atoms. This is, however, not the case for valence orbitals. For those,
the coefficients should be changed during the calculation. This is achieved by using two
(or more) basis functions (which can be simple or contracted GTOs) in Eq.3.24 for each
of the valence orbitals, and therefore allowing changes of shape of the orbital during
the calculation and not just its relative intensity with respect to all orbitals. Those
basis sets which allow two or more basis functions for the valence orbitals, but only one
for the core orbitals, are known as a split valence basis set. They are most commonly
used in computational methods which rely on GTOs.
In addition, polarisation functions can be added to the basis set to try to model the
polarization effect caused by the distortion of the shape of the electron cloud of one atom
by the electron cloud of the neighbouring atom. Polarization functions are commonly
functions of a higher quantum number l than are present for the atom, i.e. e.g. p-
orbitals for H and d-orbitals for C or N . Furthermore, in the case of modelling anions
or excited states in which electrons may be further removed from the nucleus than in
the ground state, diffusive basis functions could be added, which have a larger spatial
extent than the normal ones.
In this work the most frequently used basis set is the
6− 31G(d, p)
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split valence basis set, where G stands for gaussian type orbitals. The core orbitals are
modelled with one basis function which is a contraction of 6 GTOs, while the valence
orbitals are modelled with 2 basis functions (one consisting of 3 GTOs and the other
of 1 GTO). The letters d and p indicate that the polarisation functions of p-type for
e.g. H and d-type for e.g. C are added.
In general, one can conclude that Ab Initio calculations are the most reliable
computational methods available and provide descriptions of the electronic structure
that are purely based in quantum mechanics. They provide predictions for properties
that are completely independent of any empirical input. The quality of the calculations
can be systematically improved (by improving the basis set) for HF methods (and
those differences can be rationally explained by explaining the differences between
theory and experiment), while the advantages of DFT are that they include some
components of the electron correlation for much the same computational cost. This
means that it is a highly efficient way of performing a more advanced calculation.
However, the difficulty is, that DFT methods are not systematically improvable like
wavefunction based methods and so it is impossible to estimate the error associated with
the calculation without reference to experimental data or other types of calculation.
Once the electronic energy is obtained, a number of molecular properties can be
determined. This section will focus on the relevant properties for this work: the
equilibrium geometries and the vibrational frequencies of those geometries.
Geometry optimisation The molecular potential energy for a stationary molecule
depends on the configuration of the molecule. This dependence is illustrated in the
potential energy surface (see Fig.3.28). On this potential energy surface certain points
can be identified, depending on the first derivative (the slope) and the second derivative
(the curvature) of the potential energy with respect to nuclear coordinates:
• Maximum The slope is zero, the curvature is negative in all directions.
• Minimum The slope is zero, the curvature is positive in all directions.
• Saddle Point The slope is zero, the curvature is negative in at least in one
direction and positive in at least one other.
All these points are called stationary points. The first derivative vanishes, which means,








Figure 3.28: General form of a 2D potential energy surface.
where qi are the internal coordinates. The equilibrium structure is either in the global
or a local minimum.
Because it is impossible (requiring an immense computational cost) to compute the
whole PES, with its first and second derivatives, in order to find all equilibrium
structures and find the one coming from a global or local minimum, a search algorithm
has to be used, leading from a starting geometry to an equilibrium structure. Most
algorithms (as does the one used in this work) lead to a geometry, in which the
magnitude of the forces are sufficiently close to zero (the tolerance limit), and therefore
a stationary point is found. The searching path leads, in general, to the stationary
point which is closest to the starting geometry.
The calculation of the derivatives of the potential energy is crucial for the efficient
determination of equilibrium structure. The determination of the first derivative is
comparably easy, but the second derivative requires the derivation of the coefficients
ci in Eq.3.24. Therefore the second derivative, commonly called the Hessian matrix, is
often approximated numerically, based on the position of other known points on the
PES.
The algorithm, which is used by Gaussian 03, includes the following steps (the Berny
optimization algorithm) [Gaussian03 09]:
1. A starting structure is provided, and its potential energy and first derivative (if
possible) calculated. The Hessian (second derivatives) is estimated.
2. A quadratic function is fitted to this point in the PES in order to find the position
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of a minimum in space. The step to the found minimum is suggested.
3. The step is accepted, if it lays within the trust radius36. If the step exceeds the
trust radius, the step is reduced in length to the trust radius by searching for a
minimum of the quadratic function on the sphere having the trust radius.
4. The potential energy and the forces of the new point are calculated . The Hessian
is updated (only approximated, not analytically calculated)37
5. A linear search is performed between the latest point and the best previous point.
Depending on the knowledge of the derivatives of those points, a polynomial
function (power 3-5) is fitted (the higher the power, the more has to be known
about the points). Only if the second derivatives are available, the function is
allowed to have more than one minimum.
6. If the latest point is the best point so far, the step is always accepted. If all
polynomial fits fail, a quadratic function is fitted and the situation is the same as
for the first point.
7. If the latest point is not the best point, the step is only accepted if it lays in
between the two points. If all polynomial fits fail in providing an acceptable
point, the step is taken to be the midpoint of the line connecting the most recent
and the best previous point.
8. This procedure is repeated until a stationary point is found. The convergence
is tested against criteria for the maximum force component, root-mean square
(RMS) force, maximum step component and RMS step.
As already mentioned, this algorithm leads to the stationary point closest to the starting
geometry. Therefore, a range of equilibrium conformations can be found, by providing
different starting geometries. The global minimum, being the most stable equilibrium
conformation, can only be found, if all minima are found and their energy values
compared. For every equilibrium conformation, the vibrational Raman spectra can
be estimated.
Frequency Calculation The vibrational frequencies can be extracted from the
Hessian matrix, which has already been computed during the geometry optimization.
This is because the potential energy can be expressed as the first few terms of a Taylor
36Which basically determines the maximum step size.
37The approximation is better, the more points are known in the surrounding.
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series for small displacements x = r − r0 around the equilibrium position r0:












xixj + ... (3.29)
The first term can be neglected, as the absolute value is not searched, the second term
vanishes, because the expansion is around a equilibrium position38 and the terms higher
then second order may be neglected in a first approximation. Therefore the potential
energy can be approximated with the Hessian matrix. As already stated in section
3.3.2.1, a harmonic approximation for the potential energy can be used to describe the
vibrational frequencies (Eq.3.12), leading to the force constants of the normal modes





It is worth noting that, only for a global/local minimum, all calculated frequencies will
be positive (real), while for any stationary point other then a minimum some of the
frequencies will be negative (imaginary frequencies). This fact can be used to confirm
that a minimum is found after a geometry optimisation.
However, the PES is not harmonic, but rather approximated by a Morse function
(see Fig.3.29). This anharmonicity causes the vibrational energy levels to be more
closely spaced, and therefore the calculated frequencies are always slightly above the
real values. Anharmonic corrections can be taken into account by including higher order
terms in Eq.3.29. However, those calculation are computationally very demanding. In
practice, vibrational frequencies produced by Ab Initio methods are often multiplied
by a so-called scaling factor, which are for different methods reported in the CCCBDB
(computational chemistry comparison and benchmark database [CCCBDB 06])). These
scaling factors are based on the comparison of observed vibrational frequencies and
theoretical frequencies (for each basis set) (see Tab.3.8). They are obtained from the
sum over all the vibrational frequencies. The scaling factors are small for basis sets
including polarization functions compared to the ones without, which suggests, that
polarisation functions are important for a good prediction of vibrational frequencies.
As already discussed in section 3.3.2.1, the calculation of the Raman intensities requires
an integration over all electronic states (see Eq.3.7 and Eq.3.9). However, this is
38That is one of the reasons, that it is important to run an unrestricted geometry optimisation before
the frequency calculation.
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Figure 3.29: Comparison of the shape of the harmonic function and the Morse
function.
method scaling factor error nb. molecules nb. vibrations
HF/6-31G(d,p) 0.903 0.026 272 2719
BLYP/6-31G(d,p) 0.992 0.027 270 2715
B3LYP/6-31G(d,p) 0.961 0.045 271 2716
Table 3.8: Scaling factors relevant for this work [CCCBDB 06].
not computationally achievable. Therefore, another approximation has to be used to
compute the Raman intensities. The approach is based on a Taylor expansion of the
potential energy over an external electric field E . This leads to an expression of the
expectation value of the electric dipole moment < µi > [Atkins 05], which is, in the
presence of the electric field, the sum of the permanent dipole moment µ0z and the
contribution induced by the field [Atkins 05]:







= µ0i + αiiE + ...
(3.31)
where αii the polarizability. Gaussian 03 obtains the approximate values for α by
numerically differentiating the analytic dipole derivatives with respect to an electric
field [Gaussian03 09]. However, one should keep in mind that the obtained values are
approximated to a high degree and should therefore be treated with care.
Methodology in this work All calculations were carried out using the software
package Gaussian 03 running on a SUSe 9.x Linux HPC cluster consisting of 68
AMD Opteron processing cores contained within EaStChem’s Research Computing





Figure 3.30: The effect of the chosen halfwidth of the Lorentzians fitting the CH
stretching peak of DDAB obtained computationally (BLYP/6-31G(d,p))
(maximum force=0.00045, RMS force=0.0003, maximum displacement=0.0018 and
RMS displacement=0.0012). The molecules were build in Chemsketch. The Gaussian
input file was created by Arguslab, and manually modified if necessary (e.g. if more
processors39 were required). The obtained geometries were viewed in Arguslab or
GabEdit. The vibrational modes were investigated in GabEdit, which offered the
possibility of visualising the corresponding motion in the molecule. Furthermore
GabEdit offered the possibility to display a Raman spectrum by fitting gaussians or
lorentzians of a certain constant halfwidth to the obtained frequencies and intensities.
The shapes of the peaks in regions where they overlap depend strongly on the used
halfwidth (see Fig.3.30). The C-H stretching peak resembled the experimental data
most for a halfwidth=2.
The geometry optimisation was carried out for various starting geometries, varying
in the number of gauche conformations in the alkyl chains. The required level of
39For frequency calculations 8 processors were needed and the memory was set to 15GB.
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approximation was tested on the starting geometry, which was expected to lead to the
most stable conformation. The geometry was optimised for different methods:
1. HF 3-21G
2. HF 6-31G(d,p) (Raman)
3. BLYP 6-31G(d,p) (Raman)
4. B3LYP 6-31G(d,p) (Raman)
In every step a better basis set is used. To minimize the computational cost, the input
geometry was always the geometry of the previous step. The Raman frequencies were
computed for the two DFT methods and a HF method for comparison. The obtained
frequencies and relative intensities were very similar. As expected, the frequencies were
shifted towards slightly lower frequencies according to the scaling factors (Tab.3.8).
The obtained potential energies decreased with the quality of the basis set. All changes
were comparably small and could be explained by the theory. For all further starting
geometries, the Raman spectra were obtained from the BLYP 6-31G(d,p) method.
3.3.2.3 Powder X-ray diffraction
Use of powder X-ray diffraction Preliminary powder X-ray diffraction data have
been used to confirm the differences in crystal structure at low and high temperatures
in the DDAB sample.
The principle of powder X-ray diffraction Powder X-ray diffraction investigates
the structural properties of a sample in the Armstrong to nanometer region. The
principle is similar to that of small angle X-ray scattering described in section 3.3.3.1.
The only difference is that the sample is investigated at wide angles, therefore bands
correspond to structures at a smaller lengthscale.
In crystalline samples, the position of the diffraction peaks depends on the size and
shape of the unit cell of the sample. Therefore different unit-cells will lead to different
diffraction patterns. [Urban 07]
The setup used in this work Preliminary powder X-ray diffraction experiments
were done on the Bruker AXS D8 powder diffractometer in CSEC. A scan has been
carried out at room temperature for the powder and at T≈10◦C for the ‘white’ phase.
The temperature control was of low precision. Furthermore, the sample dried out with




3.3.3 The phase structure and phase stability
The phase structure, being characteristic for the phase itself, and density have been
investigated depending on concentration and temperature using small angle X-ray
scattering and densitometry for samples in the lamellar phase and the low temperature
crystalline phase. Furthermore, differential scanning calorimetry has given information
about the thermal limits of the phases as well as about the type of phase transitions
between the phases.
3.3.3.1 Small angle x-ray scattering (SAXS)
Use of SAXS SAXS has been used to obtain information about the repeating
distance in lamellar phases depending on surfactant concentration and temperature.
Furthermore, the strong scattering at low angles (Porod regime) of the ‘white’ samples
could support the crystalline character of this phase.
The principle of SAXS Small angle X-ray scattering in lamellar phases can be
interpreted by direct analogy with the optical diffraction grating: each plane of bilayers
in the array corresponds to a single slit in the grating. The Bragg reflections are due
to constructive interference between the X-ray radiation scattered by the planes and
correspond to the principal grating diffraction maxima.
The planes of the array act as a set of parallel mirrors and reflect the X-ray radiation,
thereby introducing phase differences because of their spatial separation. The scattered
radiation will give rise to a Bragg reflection, if the phase difference introduced by pairs
of parallel planes is an integral multiple of a wavelength. This condition (Bragg’s law)
can be written as
2D∗ · sin Θ = nλ, (3.32)
where n is an integer, Θ the angle made by the planes of the array and the incident
beam, and D∗ the perpendicular spacing between the planes. It can be seen that for
given repeating distance D∗ in a lamellar phase (membrane thickness δ + water layer
thickness aw) a discrete spectrum of Bragg orders will be observed. As can be seen
in Eq.3.32, the repeating distance D∗ increases with decreasing Θ, thus, the larger






which removes the dependence of the peaks from the wavelength λ of the radiation.
[Levine 72]
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In general, the shape (thickness, relative intensity of the different orders of the Bragg
peak, etc.) can be used to reveal further information about the structure of the lamellar
phase (e.g. Caillé model). However, high quality data, displaying at least 4 orders of
Bragg peaks, are commonly required for such calculations. This kind of analysis could
not be done on the data obtained in this study, therefore the reader is referred to
e.g. [Petrache 98].
Furthermore, particles in a nanometer to micrometer size give rise to Rayleigh scattering
of the radiation at low angles. Most structural information can be obtained from the
so-called Guiner regime (a plateau in the scattering peak at very small angles), however
this regime was not obtainable in our samples. The decay of the peak (Porod regime)
with its characteristic decay proportional to q−4 could give an estimate of the size of
the crystals in the samples. A detailed discussion of those regimes can be found in
e.g. [Oberdisse 07].
The setup used in this work The SAXS measurements have been performed
on the Bruker Nanostar (Kα radiation of a copper anode, Ibeam=106/cm/s, beam
size=0.5mm, detector size=1024x1024pixel) at the research center in Jülich (Germany).
The instrument was calibrated to obtain total intensity values using the RAW counting
rate of standard polymer FEP1400 giving 57.39. The data were measured on randomly
orientated samples in glass capillaries (thickness 1.5mm). A scan of an empty glass
capillary was used for background correction. The samples were temperature controlled
in a homebuilt cell (∆T=0.5◦C40).
The detected ‘rings’ were radially integrated using Bruker software and the data
background corrected using a Fortran program (for code see section A.2). The data
were further analysed using Excel.
All experiments have been carried out in collaboration with Wim Pyckhout-Hinzen.
3.3.3.2 Oscillating U-tube (density measurements)
Use of density measurements The density of dilute DDAB samples has been mea-
sured depending on temperature and phase using an oscillating U-tube densitometer.
40A temperature gradient along the capillary caused the large uncertainty in temperature control.
For future measurements, homebuilt metal cuvettes were built to ensure even temperature control along
the entire glass capillary.
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The principle of the measurements A U-tube densitometer measures the
frequency of the oscillation of a tube (U-shaped), which is completely filled with a
liquid sample. The frequency of oscillation can be related to the density of the phase.
However, this relationship does not take into account the effect caused by viscosity on
the oscillation41. Therefore, the values obtained in this work can only give an indication
of the dependence on temperature and phase, but are not quantitative values.
Furthermore, the density ρ of a solution containing two components, can be related










where mi is the mass of each of the components in the sample, which can be related to





leading to an expression for the density of one of the components dependent on the
measured sample density and the density of the other component
ρ1 =
ρρ2
ρ2 − (1− φ)ρ
φ (3.36)
The setup used in this work The Oscillating U-tube densitometer DA-510 at
Glasgow University has been used. The instrument was calibrated with deionised water
at 4◦C, 10◦C and 20◦C. The setup required a sample volume of about 1ml, which had
to be introduced into the tube without droplets of air. This was difficult for viscous
samples. Therefore, measurements were performed on dilute solutions of 5%, 10% and
(only for control) 25% over a temperature range of 2-30◦C. The observed quantitative
dependence on temperature was independent of surfactant concentration of the sample.
The data were compared to the measured density dependence of pure water in the same
range. The data were then analysed using Origin8.0.
3.3.3.3 Differential Scanning Calorimetry (DSC)
Use of DSC DSC has been used to identify the thermal boundaries of the phases
in the phase diagram and give information about the properties of the investigated
thermal phase transitions.
41Newer setups give the possibility to include viscosity corrections.
109
Chapter 3. Materials and methods
The principle of DSC [Hemminger 89] Differential scanning calorimetry is one of
the standard methods for investigating phase transitions or measuring heat capacities
of a sample. There are two different types of DSC equipment; one is the heat-flux-
DSC, which measures the difference in the heat flux to the sample against a reference
sample, while the sample and the reference probe undergo a determined temperature-
program. The second is the Power-Compensation-DSC, which measures the difference
in the heating power needed for having both sample and reference sample at the same
temperature throughout the whole program. In this work a heat-flux-DSC has been
used (henceforth referring to as DSC).
In principle, the sample and reference sample are placed into an oven, with the
temperature set by a temperature program. In general, this program consists of
dynamic steps, i.e. heating/cooling with a constant rate β, and/or isothermal steps, i.e.
holding the temperature constant over a certain period of time. From the oven, certain
heatfluxes ΦS/R flow to the sample/reference sample. The heatflux to the reference
sample is adjusted to keep its temperature equal to the temperature of the oven. The
temperature difference between the sample and the reference sample ∆SR is measured,
which is proportional to the difference of the heat flux ΦS/R from the oven to both
samples.
In the case of an exothermic reaction, the released reaction heat flux Φr reduces
∆TOS (the temperature difference between the oven and the sample) increasing the
temperature of the sample and thus leading to an increase in the measured signal. The
relation between the reaction heat flux and the measured temperature difference can
be expressed as:
Φr = −K∆TSR, (3.37)
where K is a calibration factor, which depends ideally only on T.
As already mentioned, DSC measures this heat flux (by measuring the temperature
difference) depending on the temperature of the reference cell (which is defined by the
choice of the temperature program). It has to be noted that the temperature of the
sample differs from the set temperature, even when no reaction occurs. This is due to
the differences in heat capacity between the sample and the reference cell. In the case
of an exothermic/endothermic reaction a peak is seen in the DSC plot. By integration








Furthermore, the onset temperature of the peak (the most independent temperature
in the curve) is generally defined as the transition temperature. A deviation from the
real onset temperature can be caused by an inhomogeneous sample temperature and
the influence of high heating/cooling rates, which had been taken into account during
the measurements.
The setup used in this work The DSC measurements on solution were carried
out on the Mettler DSC30 (Düsseldorf University, Germany) in disposable crucibles
made of Aluminium under a nitrogen flow of 20ml/min. Before the measurements, the
equipment has been calibrated using Indium, Gallium, Lead and Bismuth with scanning
rates of 2◦C, 5◦C and 10◦C/min. In case of weights above 10mg, an aluminium oxide
filled reference crucible was used. The ‘white’ phase sample was loaded into the crucible
in a cold room (5◦C) and immediately put into the precooled device.
The dependence of the onset temperature and peak width on scanning rate has been
measured for rates of 10◦C, 5◦C, 2◦C, 1◦C and 0.1◦C. The onset temperature was within
the experimental error for scanning rates of 1◦C, as was the peak width. However, one
should note that the temperature calibration was of low precision, i.e. that the error of
the relative temperature, being only 0.3◦C, is much smaller than the error of the total
temperature 2◦C.
Furthermore, the dependence of the peak width has been investigated depending on
sample mass and sample height. No dependence could be found, therefore it can be
assumed, that the observed effects are not caused by a temperature gradient in the
sample. In addition, control measurements on pure water were performed to ensure the
observed effects were not caused by the equipment.
All measurements have been performed in collaboration with Peter Roloff.
3.3.4 The colloidal Structure
In biphasic regions in the phase diagram, micron scale colloidal structures form of
one phase dissolved in the other. Using optical techniques, the dependence of the
colloidal structure on temperature, relative concentration of the coexisting phases
and the pathway to obtaining those phases has been investigated. Furthermore, the
kinetics of the dissolution of the lamellar phase in water to give myelinic figures were
investigated.
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Figure 3.31: Ray diagram for a simple compound microscope.
3.3.4.1 Optical Microscopy
Use of microscopy As a microscope provides magnification of an image, enabling the
resolution of structures on the micrometer length scale, this technique could be used
to study the size and shape of myelins and identify the occurrence of multilamellar
vesicles or crystalline structures in samples depending on surfactant concentration and
temperature.
Principle of microscopy [Beales 05] Optical microscopy provides high angular
magnification below the resolution of the human eye. It is a technique which uses
visible light and a system of lenses to magnify images of small objects.
A schematic ray diagram of a simple compound microscope is shown in Fig.3.31. The
objective lens forms a real, magnified and inverted image of the specimen in the plane
of the field stop of the eyepiece. This image then acts as an object for the eyepiece
lens, which produces, like a magnifying glass, an inverted virtual image of the original
specimen. The total angular magnification of the lens is given by M = Mo×Me, where
the indices o/e refer to the objective and the eyepiece, respectively.
Modern laboratory microscopes have more complicated optics. Objectives and
eyepieces are a sophisticated combination of lenses which reduce chromatic and
spherical aberrations, resulting in high quality images. Therefore the whole optical
path has to be very accurately set up and controlled. Based on the numerical aperture
(N.A.) - a parameter describing the brightness of the images depending on the amount
of light collected by the objective lens42 - the optical resolution and the wavelength
42In fact the image intensity is proportional to (N.A.)4 and M−2, so a small increase in the numerical
aperture at a given magnification has a significant effect on the brightness of the image.
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of light used λ sets a definite limit d to the optical resolution. Assuming that optical





The role of the recording camera [Nat 05] These days, images from a microscope
are generally recorded by a camera and stored on a PC. This enables image correction
and analysis using numerical programs. The quality of the camera and the choice of
data format have a large effect of the quality of the image and the ease of analysis.
A digital image is a 2D array of values representing light intensity, where each point
represents one pixel. Each pixel belongs to an imaging sensor, which detects a grey
level or colour that specifies the brightness or colour of that pixel. A digitized image
has three basic properties: resolution, definition and number of planes.
• The spatial resolution of an image is determined by the product of the numbers
of rows and columns of pixels.
• The definition of an image indicates the number of shades that one can see in the
image. This number is limited by the bit depth of an image, which is the number
of bits used to encode the value of a pixel. For a given bit depth n, a pixel can
have 2n different values. Higher definitions of images lead to a larger storage size,
but enable a more precise measure of light intensities.
• The number of planes in an image corresponds to the number of arrays of pixels
that compose the image. A greyscale image is composed of one plane, while a
colour image is composed of three planes - one for the red, the blue and the green
component.
Common images have a bit depth of 8-bit, 16-bit or colour encoding of 8-bit or 16-bit,
giving an image definition of 256, 65536, 4*256 or 4*6552643, respectively.
An image file is not only composed of a list of pixel values, but also of a header,
which contains (depending on the file format) image information about the horizontal
and vertical resolution, pixel definition and the original palette. Some formats (e.g.
portable network graphics PNG) also allow the storage of information about calibration,
pattern matching templates and overlays.
The choice of the file format and its definition must take into account the purpose of the
43In colour models, an additional 8-bit or 16-bit value goes unused.
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measurements and the type of planned image analysis. Most image analysis programs
require 8-bit greyscale pictures. The resolution of an image depends on the number
of pixels which are in the camera sensor. The number of planes is also determined by
the nature of the camera sensor, as colour images require the possibility to record light
intensities of the red, blue and green components, while greyscale pictures only require
a sensor recording the overall light intensity.
For time dependent measurements, the shutter speed of the camera and the storage
time of an image also have to be taken into account.
The setup used in this work The microscopic structure of a range of samples were
obtained using an Olympus BX50 or Nikkon Eclipse 80i microscope. A long working
distance lens was required to focus on the sample and to maximize the field of view with
high resolution, thus a x10 (∆xy=(0.8µm)2) phase contrast objective was chosen. The
images were stored in a PC using a RMA 4376 (Media Cybernetics) camera or an EOS
D30 (Canon) camera, respectively. If needed, the sample was held in a temperature
controlled stage (Linkam LTS350/TMS93/LNP, ∆T=0.1◦C) or a homebuilt sample cell
(see section 3.3.4.2, ∆T<0.5◦C, allows addition of water to sample).
Different types of structures could be resolved: crystals, myelins and vesicles. The
experimental information about the more advanced types of measurements done are
summarised below.
The crystals of the white phase were resolved by temperature controlled (polarized)
microscopy (Nikkon Eclipse 80i, 10x objective). The sample was temperature-controlled
in the homebuilt temperature cell at temperatures between 10-20◦C in 1◦C steps. No
time effects on the images could be observed, once the temperature was stabilized
within the whole sample. (chapter 4 and 5)
To investigate the freezing and melting of DDAB crystals, the sample was loaded into a
capillary (0.2x4mm) using capillary forces. The viscosity did not allow the capillary to
be filled over 50%. The ends were glued using Araldite. The temperature was controlled
(Linkam) between (-25)-30◦C (dT/dt=±0.1-2◦C/min). The crystalline phase appeared
black in the images (see Fig.3.32). The image size was 1.4x1.0mm2. The images were
analysed with a LabView code (see section A.1.3.3), measuring the increase in black
area of the images with time. (chapter 5)
For statistical studies on the width distribution of myelins depending on the thickness of
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Figure 3.32: The freezing transition of a lamellar phase at T=7.6◦C. The time step
between each picture is 40s.
the sample (b=25, 50, 100, 200, 300, 400 and 600 µm, see page 118), several images were
recorded (Olympus BX50, x10 objective) after a dense ‘forest’ of myelins surrounded
the sample. These images were manually analysed by taking measurements of the
width of as many myelins as possible (≈100), enabling a size distribution to be built
up (see Fig.7.3). With the exception of the tip, the width of each myelin was found to
be constant over its entire length and with time.
3.3.4.2 Direct Observation
Use of a direct observation setup The direct observation setup was used to
observe the dissolution of a whole droplet (diameter≈5-10mm) of (aqueous) surfactant
phase as a function of surfactant concentration and temperature. The setup is designed
to image the sample without significant magnification, whilst still being able to resolve
structural changes, e.g. myelin formation at the sample/water interface.
Principle of the setup [Starrs 99, Leng 06] The direct observation setup was
first designed by Starrs et al. [Starrs 99] at Edinburgh University and further developed
in [Leng 06]. A sketch of the optical principle of the setup is shown in Fig.3.33. In
general, the setup consists of a main illumination component, which transforms light
from a halogen bulb through an aspheric condenser and an achromat into a parallel
beam. To reduce degradation of the samples, the beam is UV-filtered. A set of mirrors
is used to direct the beam onto the horizontal sample cell. The light, emerging from
the sample cell, is deflected by a first-front mirror and, using two identical achromatic
doublets, focused on a camera, which is connected to a PC. The resolution of the image
is of the order of a few microns.
It has to be noted that a direct observation setup only gives a 2-D projection of the
sample. This means that any variations in height of the sample cannot be detected
and other methods have to be used to take them into account in further analysis (see
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Figure 3.33: Sketch of a direct observation setup.
section 3.3.4.3).
The setup used in this work The use of good optics, which lead to a strong increase
in image quality (sharpness and contrast) was found to be crucial for this work. The
following specific components were chosen for a direct observation setup, which was
designed at the Heinrich-Heine University (Düsseldorf, Germany) for the experiments
described in chapter 644.
• Even illumination The light emitted from a halogen bulb was diffused using a
220-grit sandblast surface on glass (see Fig.3.34(a)). The glass of the diffuser is
treated with two orthogonal passes during the sandblast and so these filters offer
an even diffusion across the surface. This causes the illumination to be even and
not in the shape of the halogen bulb.
• Point-like source The light was focused onto a pinhole using an aspheric
condenser (see Fig.3.34(b)). Aspheric condenser lenses efficiently correct for
spherical and comatic aberrations. One aspherical condenser can replace a
multiple spherical element design, reducing the number of back reflections and
ultimately leading to higher transmission yield.
• Parallel beam An achromat doublet (see Fig.3.34(c)) was used to transform the
light into a parallel beam. Achromatic lenses consist of two optical components





Figure 3.34: Sketch of the optical paths through a diffuser (a), aspheric condenser
(b) and achromatic doublet (c).
cemented together to form an achromatic doublet, which is computer optimized
to correct for on-axis spherical and chromatic aberrations.
• UV-filter The beam was UV-filtered to minimise degradation of the sample.
• Illumination the sample cell The sample cell was horizontal, therefore the
beam needed to be directed onto it using a set of three mirrors.
• Focussing the light onto a CCD camera The light emerging from the sample
cell was deflected by a first-front mirror. This mirror is highly polished on the
front side and covered with a thin layer of metallic coating for reflecting light
in different regions of the spectrum. Using two identical achromatic doublets,
the light is than focused onto a camera. Depending on the exact position of the
achromatic doublets, the image falling onto the CCD array has a magnification in
the range of 0.5-2.5. The CCD camera was controlled using the program LabView
8.0 (see section A.1.1).
The technical specifications of the optical components can be found in section A.3.
The temperature controlled sample cell The sample was temperature controlled
using a homebuilt sample cell (see Fig.3.35) made of an aluminium alloy, which ensures
good thermal conductivity, whilst being easy to manipulate in shape. The temperature
control was ensured by the incorporation of an extended channel for a cooling liquid
(here water) into the cell. The cell was designed to surround a sample, placed on two
microscopy slides, separated by a spacer of thickness b=100µm. Because water had to
be added during the measurement, two holes were drilled into the sample cell. One hole
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Figure 3.35: Sketch of the temperature controlled sample cell
was connected to a syringe containing the water. This water was held in the water-
bath to equilibrate. However, there was the slight difference in temperature between
the water bath and the sample cell. This was minimised by introducing the water
slowly to the system and therefore giving a comparably long time for flow through the
hole in the sample cell, before the sample was reached. The other hole served as an
exit for the air, when water is introduced.
The sample cell was build by the workshop of the school of Physics & Astronomy
at Edinburgh University.
The homebuilt sample cell was connected to a thermo-regulated bath with a cooling
function. The precision of the sample cell was checked using a thermocouple situated
between the glass slides and compared to a thermometer measuring the temperature of
the water inside the thermo-statted water-bath. The temperature varied by less than
1◦C in the region of interest and remained stable over a long period of time, which was
taken into account during the measurements. No gradient within the sample cell could
be measured. The precision of the temperature was therefore estimated to be greater
than 0.5◦C.
The dissolution experiments The experiments were designed by Leng et al. and
described in [Leng 06]. For this, a droplet of the sample of desired concentration was
carefully placed onto a glass slide. A second glass slide was placed on top, thereby
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Figure 3.36: A typical time series for a dissolution experiment observed with the
direct observation setup ((a) t=1.2s, (b) 2.4min, (c) 23min, (d) 2.1h, (e) 9.7h going to
the right, scale bar=2mm). On (e) the definition of the lengths R0 and L are shown.
squashing the droplet into a flat cylinder, measuring between 4-10mm in diameter.
A spacer of thickness b was placed between the two glass slides to maintain a fixed,
controlled separation (DDAB: thickness b=100µm, C12E3: b=2545,50,100, 200, 300, 400
or 600 µm).
The optics were adjusted to ensure appropriate magnification before water was carefully
introduced at the edge of the glass slides from where capillary forces drew the water
in between the slides and the dissolution process commenced. To prevent the capillary
force from changing the separation between the glass slides, a weight was put on top of
the second glass slide, so that the glass slides were pressed together as far as possible.
However, for measurements in the sample cell, this was not possible, which lead to a
decrease in the separation between the glass-slides, and therefore a further squashing
of the sample of several tens of microns just before water touched its surface. This
was commonly observed during the experiments. Furthermore, upon evaporation of
water, the amount of water between the glass slides decreased, which slowly released
the pressure between the glass slides. This lead to a slow increase in separation between
the glass slides for longer times and therefore limited the measurement time to about
15min. It was noted, that water could not be introduced to the sample a second time,
without disturbing the dissolution process because of the introduced flow of water.
The images were recorded at appropriate intervals and stored on the attached PC
(see section A.1.1.4). An experimental time of 12min (DDAB) and 1h (C12E3) was
chosen as growth within this time was generally stable and diffusive. The time series of
resulting images (see Fig.3.36) were then analysed using LabView (see section A.1.3),
locating the outer edge of the droplet and measuring the increase of the droplet size
A(t). From this information, the swelling length l(t) (which is approximately the mean
45For a thickness of 25µm a spacer of 50µm was placed on one side and no spacer on the other side.
Therefore the upper glass slide was tilted. The droplet was placed in the middle of the sample and the
separation between the glass slides therefore assumed to be 25µm.
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Figure 3.37: The phenomena of fluorescence






assuming a spherical droplet, where R0 is the radius of the initial droplet (see Fig.3.36).
All further analytical analysis was done using Microsoft Excel.
3.3.4.3 Confocal Laser Scanning Microscopy
Use of a Confocal Microscope Confocal microscopy was used for obtaining a 3-D
profile of the myelinic forest at the interface of a droplet.
Principle of fluorescence To fully understand the concept of a confocal microscope,
a short summary of some important properties of fluorescence is given. Every molecule
has a certain energy level structure, which describes electronic as well as vibrational
and rotational state (see Fig.3.37). If the molecule is illuminated with radiation of an
the energy which corresponds to the gap between two electronic levels, photons can be
absorbed. The molecules have a limited lifetime in the excited states, after which a
photon will be emitted (in case of luminescent decay). The energy level structure in
the excited state and the ground state is the same as the excitation transition (about
10−15s) is too quick for nuclear rearrangements (Frank-Condon principle). However,
after absorption, rapid rearrangement without emission of a photon (where the electron
relaxes to the lowest vibrational/rotational state) takes place. This leads to the fact
that the emitted radiation is of lower energy than that absorbed one (Stokes-shift). This
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Figure 3.38: The principle of a confocal microscope
makes it possible to select between the excitation source and the radiation emitted by
the molecules.
Some molecules give a good fluorescent response, however, some, such as the surfactant
molecules used in this work, do not have their own intrinsic fluorescence and therefore




rate of emission + rate of nonlumi. decay
(3.41)
and the life time
τ =
1
rate of emission + rate of nonlumi. decay
(3.42)
Furthermore fluorescent measurements are time limited, as the fluorescence can be lost
by the phenomena of photobleaching. Furthermore, other chemical reactions may occur
in the excited molecule. Therefore a given fluorophore can only be excited a certain
average number of times. [Beales 05]
Principle of confocal microscopy [Kelly 06] The principle of a confocal laser
scanning microscope (CLSM) is sketched in Fig.3.38. The crucial elements are the two
confocal pinholes and the beamsplitter. The two pinholes make sure that only light
coming from the object in the ‘confocal plane’ is detected, thus enabling z-axis scanning
and emerging xy scanned pictures to be merged into a 3-D image. The beamsplitter
directs the incoming light, which is used to excite the fluorescence particles as a mirror,
and lets the emission light pass unaffected to the detector. A mirror galvanometer
changes the exact position of the focal point, scanning the sample along the x- or y-axis.
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Rhodamine B DiIC18
Melting point 210-211◦C 68◦C
Molecular weight 479.01u 933.87u
λmax 543nm 549nm
Extinction coefficient 106000cm−1M−1 148000cm−1M−1
Quantum yield 0.7 moderate
Excited state lifetime 1ns
Supplier Fluka Aldrich
Purity standard Fluka grade 97%
Table 3.9: Properties of the used dyes Rhodamine B and DiIC18.
The pinhole size is most responsible for the resolution of the images (determining also
the width of the focal plane dz) with its optimum width of 0.5µm. On the other hand,
the light intensity decreases with decreasing pinhole size. Thus, a bigger pinhole gives
a stronger signal, but with lower resolution in the z-direction. Averaging of scanned
frames or reducing the scanning rate using a small pinhole is therefore a more optimal
choice than increasing the signal by opening the pinhole when time dependent resolution
is not required.
The depth which can be investigated is usually not more than 40µm due to scattering
and aberration of light passing the sample46.
Dyes The dyes used in this work are commonly used to label bilayers. They have large
hydrophobic parts and, therefore, tend to preferentially partition into the membrane’s
hydrophobic core. The properties of dyes are summarized in Tab.3.9.
Rhodamine B (C28H31N2O3Cl) is a dye with high solubility in alcohol. The structure is
presented in Fig.3.39(a). The emission and excitation spectra are shown in Fig.3.39(b)
and Fig.3.39(c), respectively. In ethanol, its excitation and emission maxima are 543nm
and 590nm, respectively.
DiIC18 (C59H97ClN2O4) is highly fluorescent and quite photostable in bilayers; transfer
of this probe between intact bilayers is negligible. It is a long-chain dialkylcarbocyanine
with a high extinction coefficient, moderate quantum yield and short excited state
lifetime in bilayer systems [Beales 05]. The structure as well as its excitation and
emission spectra are presented in Fig.3.40. In methanol, its excitation and emission





Figure 3.39: Molecular structure (a) and absorption (b) and emission (c) spectra of
Rhodamine B [Du 98].
(a) (b)
Figure 3.40: Molecular structure of DiIC18 (a); excitation and emission spectra of
DiIC18 (b) [Beales 05].
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spectra contain peaks at 549nm and 565nm, respectively.
The setup used in this work A bioRad Radiance 2100 Confocal Scanning
Microscope System with an inverted Nikkon Eclipse TE300 micrsoscope (10x objective,
resolution ∆xy = (1.6µm)2) was used. The inverted microscope, which looks at the
sample from the bottom, was used, as the myelins were assumed to assemble in the
upper region of the sample. The optimum excitation wavelength was 514nm and 543nm
for those samples containing the contrast dyes Rhodamine B and DiIC18, respectively.
For the measurement, a droplet of a sample was sandwiched between a microscope
slide and a coverslip, separated by a spacer of thickness of 100, 200, 300, 400µm
after approximately 3, 15 and 30min. The size of the initial droplet was chosen to
be sufficiently large (at least of height of 3mm) to ensure the droplet was squeezed
between the plates. This ensured a significant contact interface between the lamellar
phase and the glass slides at the top and the bottom as well as a vertical interface
between droplet and air (later water). Millipore water was placed at the edge between
the plates and was brought into contact with the droplet through capillary forces. All
experiments were performed at room temperature (T≈20◦C).
A typical scan (∆z=5µm, scan time 3s/image) starting from the bottom of the sample
is shown in Fig.3.41). As can be seen, there is a strong loss in signal intensity, when
the light has to go deep into the lamellar phase. For the analysis, it was assumed that
if lamellar phase was detected at a certain depth, it is present also above this depth.
In contrast, there was no intensity loss of the signal while passing through pure water,
therefore the position of the tip of the myelins could be detected for comparably deep
samples, if there was a sufficient slope in the depth profile. The scans can therefore give
a sufficient image of the position of the myelin tips depending on depth. Furthermore,
it can be seen that the intensity loss in the myelin region was greater than that of the
lamellar phase, due to the higher scattering of the myelin tubules.
The tilt of the profile could be nicely displayed in 3-D projection (obtained using
Confocal Assistant4.02). The pictures were analysed using the Vision Assistant (see
section A.1.3.4), measuring the area Asurf occupied by surfactant phase. The position
of the myelin interface x was calculated with:
x = Asurf −A0 − yprof , (3.43)
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(a) depth=300µm (b) depth=250µm
(c) depth=200µm (d) depth=150µm
(e) depth=100µm (f) depth=50µm
(g) depth=0µm
Figure 3.41: A confocal microscopy scan from the bottom of the sample to the top
(spacer thickness=300µm, time=27min, picture size=(821µm)2).
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Figure 3.42: 3-D image (upside down) of Fig.3.41.
where yprof is the width of the profile (approx with a straight line), which is displayed








where limage=821µm is the width/length of the picture. Because the relative position
of the myelins between the scans was not known (the objective was moved between the
scans), the data are displayed relative to a value x0:
x0 − x(depth = 0µm) (3.45)
The numerical data were analysed using Origin8.0. The movements of the myelins
during the scan was taking into account, by scanning the profile in both directions and
averaging the values (see Fig.3.43). The time corresponding to the average profile was
estimated by
tave = tend,scani+1 − tstart,scani . (3.46)
However, this time has a comparably large error (especially for deep samples). The
effect of the movements of the myelins is stronger at the beginning of the growth,
which can be explained by the t
1





Figure 3.43: Depth profiles scanned upwards (black) and downwards (red) as well
as the calculated averages (blue) after 5min (a), 16min (b) and 27min (c) (scan 5 see
Fig.3.41).
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Chapter 4
The equilibrium phase diagram of
DDAB
4.1 Introduction
The equilibrium phase behaviour of the binary DDAB-water system has been ex-
tensively studied in the past [Dubois 98]. The published phase diagrams cover a
temperature range from about 10 to over 100◦C, and the entire range of surfactant
concentrations. A detailed overview of the literature has been given already in chapter
3.2.1.1. Two phases have to be highlighted as being crucial for this further work: the
lamellar phase (Lα or L
/
α), which occurs above 16◦C and the gel phase (Lβ) below
16◦C, both in a surfactant weight concentration range between about 3% and 90%.
Those phases were intended to be compared during their dissolution in water (see
chapter 6). One should note that both phases have been described as being optically
un-identifiable. Their transition temperature TM has been obtained by doing DSC
measurements [Dubois 91].
However, while equilibrating DDAB samples just below this transition temperature,
after 2 months, a sudden increase in turbidity was observed. The change of optical
properties was observed to be faster at lower temperatures (within minutes at
temperatures below 5◦C). When heating above the TM , the sample became clear again.
The transition into this white phase was reversible.
This observation led to an intense study of the equilibrium phase behaviour of DDAB
at low temperatures, resulting in a hypothesis of a new phase diagram, which will
be presented in this chapter. After this, the thermal transition between the low
temperature phase and the high temperature phase was investigated, to confirm the
given hypothesis (see chapter 5). Furthermore, the dissolution behaviour of the lamellar
phase itself and lamellar phase being influenced by the low temperature phase has been
studied (see chapter 6).
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4.2 The dry DDAB: sample purity and thermal stability
The cationic double-chain surfactant DDAB was purchased from Aldrich (purity 99%)
and Fluka (purity 99%) for comparison and stored in a desicator at room temperature
(T ≈ 20◦C).
About 5g of DDAB was recrystallised from ethyl acetate as suggested by [Aratono 07,
Ono 05, Bumajdad 04, Dubois 98], to obtain information about the influence of
impurities on the observed phase behaviour. For this, DDAB was dissolved in the
minimum volume of ethyl acetate and diethyl ether was added dropwise, to slowly
reduce the polarity of the solvent system, until the solution began to become cloudy.
The vessel was covered to avoid extensive evaporation and the solution cooled in the
freezer. After 4h, the flask was removed and the precipitate filtered. The nature of the
precipitate was such that a large amount of product remained in the vessel. This was
recrystallised from the same solvent system with extensive precipitation induced by an
excess of diethyl ether rather than cooling. The precipitate was filtered to dryness in
air and this process repeated twice. The pure product was dried with phosphorous
pentoxide under a nitrogen atmosphere. Because of the high capacity of the DDAB
powder to absorb water, from time to time, the sample was dried under vacuum for
48h and maintained under a nitrogen atmosphere.
The recrystallisation was performed by Simon Dalgleish.
The structure of the DDAB surfactant was confirmed using 1H-NMR and 13C-NMR (see
Fig.4.1 and Fig.4.3, respectively). In the 1H-NMR spectra, the peaks could be easily
assigned to the expected chemical groups. Their chemical shifts and integrated values
agree essentially with the theoretical values. However, integration over broad peaks
depends strongly on the choice of the baseline, therefore no strong conclusion about
the chain length could be drawn. The multiplicity of the peaks could be explained
in terms of spin-spin coupling. The peak around 3.2ppm, which is assigned to the
ethylene group closest to the nitrogen, shows higher order coupling. A decoupled 1H-
NMR on the 600MHz equipment has been performed to confirm this (see Fig.4.2).
The spectrum was decoupled from the peak at 1.7ppm, belonging to its neighbouring
ethylene group (at the β position). In this case the peak around 3.2ppm changes into
a singlet. Decoupling from the peak around 1.34ppm, which was first assumed to be
related to the ethylene at the γ position, did not show any influence on the peak1. It
can be concluded that the two ethylene groups neighbouring the nitrogen (the ones at
1In contrast, the peak assigned to the ethylene groups at the end of the chains changed into a singlet,
which suggests decoupling from the ethylene group next to this ethylene group.
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Figure 4.1: 1H-NMR spectra of the recrystallised sample of DDAB in acetonitrile.
the α and β positions) in the DDAB molecule form a high order spin system.
13C-NMR could be used to confirm the length of the hydrocarbon chain (see Fig.4.3).
12 peaks (one of double height) could be resolved, corresponding to 13 different carbon
atoms. The atoms in the middle of the chain have very similar chemical environments
and therefore appear very close to each other in the spectra. The relaxation time for
CH2 groups is comparably small T1≈0.3s [Barnhart 82]. For a time of 5T1<2.114s, 95%
of the nuclei will be in the ground state and the peak heights should give information
about the number of carbons under each peak2. The peak integrals were all very
similar, while 1 peak was about double the size (see Fig.4.3 below) and can be assumed
to belong to 2C having a very similar chemical shift. The spectrum is in good agreement
with the calculated spectra of DDAB and with values in the literature. This suggests
the main component in the sample is DDAB.
The assignment in both spectra was confirmed by a 1D 13C 135DEPT (see Fig.4.4)
and a 2D NMR HSQC experiment (see Fig.4.5). The high spin coupling between
the two ethylene groups next to the nitrogen gave rise to two additional peaks (at
2Even despite the fact that an uncoupled spectra has been recorded, which usually affects the
integrals slightly.
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Figure 4.2: Decoupled 1H-NMR (600MHz) spectra of DDAB in acetonitrile, showing
the formation of a high order spin system between the ethylene groups in the
hydrocarbon chains on α and β position.
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Figure 4.3: 13C-NMR spectra of the recrystallised sample of DDAB in chloroform
confirming the length of the hydrocarbon chain.
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Figure 4.4: 13C 135DEPT experiment of DDAB differentiating between the peaks
related to the CH2 and CH3 groups in the sample.
δ=(3.21,24.59)) and (δ=(1.69,66.27)) in the HSQC spectra.
Three types of impurities were expected in the sample. The first is water, caused
by the high water affinity of the sample, the second is from DDAB analogues of slightly
different chain lengths, which could not be removed by recrystallisation, and the third
is degradation products caused by thermal degradation at higher temperatures.
4.2.1 Water content in the sample
To obtain a first estimation of the water content in the sample, the 1H-NMR spectra
could be used (see Fig.4.1). Samples were prepared using a snap top vial of dry
acetonitrile in a glove box (nitrogen environment) to minimize the effect of water uptake
from the atmosphere during sample preparation. The water content in the sample,
estimated from integrating the water peak at δ=2.18ppm, was less than H2O/4DDAB
are likely to be present in MeCN, or ingress into the NMR tube during measurement.
Therefore this is only an upper value.
When using ATR IR, the recrystallised sample shows no water peak in the ATR IR
spectrum (see blue and green line in Fig.4.6). The difference in quality between the
blue and green line, especially on the CH stretching peaks (2800-3000cm−1), is due to
the exposure of pressure on the sample to ensure good sample contact, which was only
possible in the Glasgow equipment.
This leads to the assumption that, in contrast to DODAB [Okuyama 88] and DODMAC
[Laughlin 90] the mono- or di-hydrate are not the stable dry forms at room temperature
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Figure 4.5: HSQC-NMR of DDAB confirming the high spin coupling between the
two ethylene groups in the hydrocarbon chains next to the nitrogen.
Figure 4.6: IR spectra of dry DDAB sample recorded in Glasgow and Edinburgh at
room temperature (T≈20◦C). The lack of the water peak in the samples obtained by
ATR suggest that the stable crystalline form of DDAB is a zero-hydrate.
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and that DDAB can be prepared without associated water.
The Edinburgh equipment offered the possibility of imaging the sample and selecting
different regions for comparison. The spectra were found to be, in general, affected by
the sample thickness. While thick samples lead to a loss in overall signal intensity, thin
samples had very low signal to noise ratios.
To investigate the water structure in highly concentrated samples, an 85% solution
(L′α phase) was observed during evaporation at room temperature. The morphology
of a flattened sample on an ATR microscopy slide is highly diverse as can be seen in
Fig.4.7(a). Very thin layers show no water signal in the IR, while thicker patches give
rise to a water peak, which corresponds to free water between the bilayers (see red and
black lines in Fig.4.8, respectively). The water peak can be fitted with two main broad
Gaussians around 3370cm−1 and 3475cm−1, which can be assigned to the symmetrical
and asymmetrical stretching modes, respectively.
With time, the sample morphology changes in the water rich regions, as can be seen
in Fig.4.7(b) and Fig.4.7(c). Initially round patches appear on the initially smooth
surface. After time, a ’dark phase’ covers the sample. The water intensity of the region
decreases with time as can be seen in Fig.4.8, suggesting the evaporation of water.
From the two different morphological changes, one can assume that in a first step, the
sample water concentration decreases, while maintaining the phase structure, while the
more concentrated sample is quickly covered by a quasi crystalline phase.
Upon evaporation, the water peak changes in intensity, while the shape seems not to
be affected by the evaporation process (see Fig.4.9). Thus the hydrogen-bond network
of the confined water seems not to change significantly. The water peak remains broad
and shows no appearance of sharper peaks, as has been reported for the DODMAC
system (see Fig.3.13). Therefore, one can conclude that at room temperature no
crystal hydrates are stable, but even at very low water concentration the water is
in its free liquid state. Because one could expect a change in water structure upon
a radical decrease of waterlayer thickness, the data suggest that (at later times) a
coexistence between a concentrated lamellar phase and dry DDAB forms instead of a
more concentrated lamellar phase.
In conclusion, the data suggest that a zero-hydrate is the stable form of dry DDAB
at room temperature. The water affinity does not lead to the formation of a mono-
or di-hydrate, but presumably only to a slight dissolution of crystals at their interface
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(a)
(b) (c)
Figure 4.7: Structural diversity and changes in the 85% solution upon evaporation.
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Figure 4.8: Change of the IR spectra of a 85% solution of DDAB upon evaporation.
A decrease in the water peak can be observed with time, while the peaks corresponding
to the DDAB molecule become sharper.
Figure 4.9: Relative heights and position of the fitted Gaussians below the water
peaks in Fig.4.8, showing that the relative proportions and hence hydrogen-bond
network of the confined water does not change significantly.
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Figure 4.10: Positive mass spectrum of the recrystallised DDAB, confirming the
high purity of the sample.
with water.
4.2.2 Dialkyldimethylammonium bromides of different chain lengths
As already mentioned, 13C-NMR has confirmed DDAB to be the most abundant
molecule in our sample. However NMR cannot give clear information about impurities
of less than about 5%. To obtain a more detailed picture of the occurrence of DDAB-
analogues in the sample, ESI MS has been used. Sample spectra were measured before
and after recrystallisation. The most intense peaks could be related to the DDAB
molecule (see Fig.4.10):
1. (DDA)+ (expected masses in Daltons: 382.44 (100%), 383.44 (28.5%), 384.45
(4.0%))
2. (DDA+)2Br− (expected masses in Daltons: 843.80 (100%), 844.80 (57.0%), 844.81
(1.3%), 845.8 (97.7%), 845.81(16.2%), 846.80 (55.5%) 846.81 (4.3%), 847.81
(16.2%), 848.81 (2.9%) )
The spectrum around the main peak is very clean. Only traces (well below 1%) of the
DDAB analogue C12C13DAB and C13C13DAB could be found after recrystallisation
(see Fig.4.11).
The sample can therefore be considered as highly pure.
4.2.3 Thermal degradation of DDAB
At temperatures above T≈100◦C a colour change from a white sample to a yellowish-
brown can be observed, when exposing the sample to air. This colour change is more
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Figure 4.11: Relevant sections of the mass spectra of the recrystallised and
bought sample, showing a decrease/vanishing of peaks caused by impurities upon
recrystallisation.
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apparent at higher temperatures and often accompanied by a melting of the DDAB
powder. The colour change can be related to the degradation of the quaternary
ammonium ion into the thermally stable amine [Laughlin 94, Rubingh 91] and is
caused by the N-oxidation of the amine. No oxidation is expected for the quaternary
ammonium salt. In addition, the oxidation of bromide ions is possible, but expected to
activate a further decomposition of the product.
To confirm the degradation of the sample, the coloured samples have been investigated
by TLC, depending on temperature and exposure time. Pure samples show only one
spot on the TLC-plate after eluation, while degradated samples exhibit additional spots
(see Fig.4.13). The degradation of the sample is expected to be caused by nucleophilic
attack by the bromide ion [Laughlin 94] (see Fig.4.12). Under ambient conditions the
bromide is expected to attack the nitrogen and displace one of the methyl groups bound
to the nitrogen giving the amine, which is expected to be the strongest spot on the
TLC plate. As already mentioned, this amine might be oxidised, which would further
shift the spot on the TLC plate.
The oxidation is expected to cause further degradation of the amine, e.g. forming
alkanenitriles, which could be also identified in other systems [Laughlin 09]. At higher
temperatures, nucleophilic attack of the bromide ion on N+ to detach an alkyl chain also
becomes more probable, even though this exhibits a higher energy barrier. Furthermore,
trace amounts of water are expected to lead to the formation of alkanols, also due to a
nucleophilic attack. One should note that the decomposition via Hofmann elimination,
which is often mentioned in context with quaternary ammonium salts leading to the
formation of an alkene, is not expected to occur. This pathway requires a strong base,
while bromide is commonly considered as a weak base [Laughlin 09]. 1H-NMR of the
degraded sample gave a very complex picture, showing a combination of a number of
peaks, of which some could be related to these suggested degradation products.
Samples which are only slightly coloured, cannot be distinguished from the pure sample
using TLC. Therefore, the amount of degradation is negligibly small. Such small
impurities are not expected to influence the phase behaviour of the surfactant. The
minimal temperature at which degradation could be identified for samples heated for a
period of 1 week is 90◦C, which is assumed to be close to the degradation temperature
of DDAB.
At a temperature of T≈150◦C a rapid melting of the coloured sample could be observed
by visual inspection. This is close to the temperature which has been previously
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Figure 4.12: Suggested degradation pathways of DDAB.
Figure 4.13: TLC of the sample (S) after heating to 150◦C against a reference sample
(R), which was kept at room temperature, showing the thermal degradation in the
sample.
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reported as the melting temperature of the sample [Aldrich 09]. This temperature
is, however, well above the decomposition temperature of the sample and does not
correspond to the melting of the DDAB molecule, but to a rapid decomposition into
the amine, which is at this temperature in a liquid state. Therefore, the use of a melting
point analysis for determining the purity of the sample is meaningless as has already
been suggested for related systems [Haas 98,Haas 99].
Sample purity
In summary, the purity of the sample could be shown to be very high and to be a DDAB
zero-hydrate at room temperature. The phase behaviour should not be influenced by
the trace amount of impurities, but should be characteristic of the DDAB molecule.
Furthermore, the thermal stability limit of the sample is well above the maximum
temperature in the experiments performed in this study.
4.2.4 Conformational properties of the solid sample
The Raman spectrum of the solid has been obtained (see grey line in Fig.4.14). This
spectrum is independent of time. Most peaks could be assigned and are in agreement
with the literature (see Tab.4.1), indicating the existence of an all-trans extended chain
structure [Foucault 03].
Peaks in both regions 1050-1150cm−1 (skeletal vibrations of the C-C stretching
modes) and 2800-3000cm−1 (C-H vibrations) have been reported to be sensitive to
the conformation of the hydrocarbon chain [Foucault 03]. The dominance of the
asymmetric C-H stretching vibration near 2880cm−1 over the symmetric C-H stretching
vibration near 2850cm−1 indicates a high order in the hydrocarbon chains [Foucault 03].
Furthermore, the 1070cm−1 and 1121cm−1 bands are characteristic of C-C stretching
vibrations for the trans conformation of the chain [Foucault 03].
At the low frequency range of the spectrum, LAM vibrations could be identified,
characteristic for well ordered systems such as crystals. It has to be noted that these
vibrations clearly differ from the LAM vibrations obtained for a crystalline phase
present at low temperatures (in the so-called ‘white’ phase, see section 4.3.4). This
suggest a different crystalline structure in the powder and in the low temperature
phase, which could be explained by the possible existence of a stable hydrate at low
temperatures. Furthermore, an additional band at around 1082cm−1 appears in the
low temperature crystalline phase, which is characteristic for the presence of gauche
conformations [Foucault 03].
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(a)
(b)
Figure 4.14: Raman spectrum of the DDAB powder at room temperature and
the crystalline ‘white’ phase at temperature T<14◦C. The differences in the spectra,
especially in the region of the LAM frequencies, suggest the existence of two different
crystalline forms.
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Peak Peak Peak Proportion
centre width height of Gaussian Area Assignment
.[cm−1] [cm−1] fit % %
77 11 1990 0 2 LAM mode
142 18 575 50 1 LAM mode
163 18 1507 32 2 LAM mode [Foucault 03]
209 12 1491 0 2 LAM mode
237 15 393 40 0 LAM mode [Foucault 03]
278 12 658 6 1 LAM mode [Foucault 03]
417 19 897 45 1 LAM mode [Foucault 03]
440 7 529 50 0 unassigned [Foucault 03]
465 4 893 69 0 unassigned [Foucault 03]
479 9 354 59 0
521 11 236 22 0 unassigned [Foucault 03]
564 3 236 90 0 unassigned [Foucault 03]
725 10 763 52 1 CH3 rock from N
+(CH3)2 group [Foucault 03]
761 14 1813 42 2 CH3 rock from N
+(CH3)2 group [Foucault 03]
879 10 1124 51 1
891 9 1243 51 1 CH3 rock, CN
+ stretch [Foucault 03]
918 3 263 56 0 CN+ stretch [Foucault 03]
943 10 242 57 0 unassigned [Foucault 03]
979 14 254 53 0 unassigned [Foucault 03]
1062 8 4605 42 3 C-C sym stretch + CH2 wag. [Foucault 03]
1120 8 1700 42 1 unassigned [Foucault 03]
1136 6 1717 18 1 C-C asym stretch + CH2 (gauche) wag. [Fou-
cault 03]
1167 5 675 15 0 CH2 rock [Foucault 03]
1232 1 403 50 0 CH2 wag, crystalline and CH2 twist [Foucault 03]
1296 8 4932 48 3 CH2 twist [Foucault 03]
1311 7 814 34 0
1332 17 340 51 0 CH2 wag [Foucault 03]
1403 14 321 54 0
1434 10 3715 50 3 CH2 bend [Foucault 03]
1443 7 1769 50 1 CH sym bend from N(CH3)2 [Foucault 03]
1454 15 3557 50 4 CH2 bend [Foucault 03]
CH asym bend from N(CH3)2 [Foucault 03]
1469 10 995 53 1
2719 24 794 100 1 unassigned [Foucault 03]
2791 23 652 50 1 unassigned [Foucault 03]
2845 17 8105 100 8 CH asym stretch of CH2 [Foucault 03]
2862 19 7001 50 10 CH asym stretch of CH2 [Foucault 03]
2882 16 12243 29 16 CH sym stretch of CH3 [Foucault 03]
2900 23 5110 0 11
2924 27 4994 62 10 CH sym stretch of N+(CH3)2 [Foucault 03]
2950 18 3241 50 4
2962 9 2839 50 2 CH asym stretch of N+(CH3)2 [Foucault 03]
2974 9 2361 72 1
2992 6 1763 96 1 unassigned [Foucault 03]
3021 12 1619 0 2
Table 4.1: Raman bands of the powder DDAB at room temperature.
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Figure 4.15: Preliminary X-ray diffraction data of the DDAB powder at room
temperature and the crystalline ‘white’ phase, suggesting the existence of two stable
crystalline phases in the investigated temperature range.
Preliminary powder X-ray diffraction measurements have been performed to confirm
the existence of two stable crystalline forms in the DDAB samples in the investigated
temperature range (see Fig.4.15). The diffraction pattern also clearly differs for both
phases. A further study of the temperature dependence of the diffraction pattern at
temperatures T<20◦C is planned to investigate the thermal stability and equilibrium
temperature range of each of these phases.
4.3 Properties of DDAB aqueous solutions (3%-85%)
4.3.1 Solution preparation
Samples with a volume of several cm3 were prepared spanning the region of different
pure lamellar phase across a range of surfactant mass concentrations from 3% to 85% by
diluting with distilled water (3%, 5%, 7%, 10-85% in 5% steps). Samples were shaken
and put on a roller until they had a homogeneous appearance. More concentrated
samples were additionally stored for several days at 40◦C for equilibration. To get rid
of air bubbles, all samples were centrifuged. Samples in the coexistence region were
turbid. Samples above 75% and below 25% were optically clear. The whole range of
samples were stored at room temperature.
The samples were equilibrated for one week up to several months at the required
starting temperature of the performed measurement. No dependence on the extent
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Figure 4.16: DSC plot of a aqueous DDAB solution (φDDAB=25%) in the
temperature range T=-20◦C to +20◦C (scan rate: ±1◦C/min). The peaks are assigned
in the plot based on the phase diagram presented in Fig.4.34.
of equilibration time was observed.
4.3.2 Thermodynamic properties of the solution
The thermal properties of the solution have been investigated by DSC (as described in
section 3.3.3.3) in the temperature range T=-20◦C to +20◦C. Fig.4.16 shows a DSC
plot characteristic of samples which are at room temperature in the Lα phase. Two
freezing and two melting transitions can be identified. The large hysteresis between
the positions of cooling and the heating peaks indicates slow kinetics for the phase
transition process and the existence of comparably stable overcooled phases over a
broad temperature range.
The reversible transition centered near 0◦C can be assigned to the freezing and melting
of water based on the similar temperature and enthalpy values3. The second phase
transition has been previously assigned to the Lβ→Lα phase transition [Dubois 91],
with the transition temperature corresponding to the chain melting temperature TM .
The Lβ phase had been described as a clear phase. However, whilst equilibrating
3Also based on the dependence of the enthalpy on sample concentration.
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Figure 4.17: The duration of the first freezing transition in the DSC plots (the
Lα→X+W phase transition) depending on starting temperature of the transition
(which depends on the sample history) and on cooling rate. The lines show a least
squares fit to the data.
DDAB samples for a long time (up to several months) within this temperature region,
an unexpected increase in turbidity was observed in the samples (see Fig.4.25). The
change of optical properties was observed to be faster at lower temperatures (within
minutes at temperatures below T=5◦C). When heating the sample above the TM ,
the sample becomes clear. A detailed study of the properties of this ‘white’ phase is
presented in section 4.3.4.
Interestingly, the degree of overcooling possible for the Lα phase, as well as the
transition kinetics, depend on the sample history (see Fig.4.17). This behaviour is
typical for a nucleation and growth process, where the amount of maintained nucleation
centres often determines the kinetics. A detailed study of the transition kinetics can
be found in the following chapter in section 5.2.
The shape of the X+W→Lα transition depends on surfactant concentration (see
Fig.4.18). The transition gets broader and the transition maximum is shifted towards
higher temperatures with increasing concentation.
In the following sections the lamellar phase as well as the ‘white’ phase are characterised
in more detail.
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(a)
(b)
Figure 4.18: DSC plots (a) and onset, peak maximum and offset temperature (b) of
the X+W→Lα transition for samples of different surfactant concentration. Note, the
transition becomes broader with increasing surfactant concentration. For samples in
the L′α phase at room temperature, the transition behaviour is very complex.
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Figure 4.19: The definition of the repeating distance D∗ in the lamellar phase.
4.3.3 The Lα and L
′
α-phase
The lamellar phase has been already studied extensively in the literature [Dubois 91,
Dubois 92,Karukstis 03]. However, in this section some of the reported measurements
are repeated for control and some measurements added in order to compare the lamellar
phase properties (on different length scales) with those of the ‘white’ phase (see section
4.3.4).
4.3.3.1 The Phase structure
The lamellar phase could generally be observed through crossed polarisers, confirming
the presence of a birefringent lamellar phase except at very low concentration, when
the birefringence was comparably weak, giving the sample the appearance of a isotropic
solution. The concentration range of lamellar phase existence could therefore not be
investigated using crossed polarisers.
The phase structure of a lamellar phase in the range of 5-25% DDAB concentration was
therefore investigated with SAXS in more detail (see section 3.3.3.1). The concentration
range was limited to the one-phase region of swollen lamellar phase and by the detector
limit (Bragg peaks for concentrations below 5% were covered by the beam stop). As
can be seen in Fig.4.20, the Bragg peaks, and therefore the repeat distance in the
lamellar phase D∗, depends on surfactant concentration φDDAB. The measured q values
correspond to the length
D∗ = aw + δ,
where aw is the water layer thickness and δ the bilayer thickness (see Fig.4.19). The
dependence between the water layer thickness and the sample concentration can be
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(a)
(b)
Figure 4.20: Bragg peaks obtained by SAXS for lamellar phases of DDAB for
different surfactant concentration (a) showing an decrease in repeating distance with
increasing φDDAB (b). The line shows the least squares fit to Eq.4.2 with δ=22.4±0.4
and R2=0.9905 in the region φDDAB=0.1 to 0.25.
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This equation can be used to describe the dependence of D∗ on surfactant concentration
φDDAB (see Fig.4.20(b)). Fitting the experimental data, the corresponding bilayer
thickness δ (at φDDAB=100%) can be estimated (taking into account that the density
ρDDAB≈ρH2O):




Because of the poor quality of the data at 5%, the equation was only fitted to the
D∗ values of 10-25% surfactant concentration. The obtained bilayer thickness of
(22.4±0.4)Å is close to the reported literature value of 24Å [Dubois 91]. Therefore,
this simple geometrical packing model shows good agreement with the experimental
data within the experimental error and can be used to determine the bilayer thickness.
The value of the maximal concentration of the swollen lamellar phase has been tested
by phase separating a sample in the Lα+L′α coexistence region by centrifugation and
measuring the repeating distance D∗ of the dilute phase. The obtained q value of 0.81
corresponds to a surfactant concentration of approximately 29% which is therefore in
good agreement with the literature value of 28% [Dubois 92,Dubois 98].
Finally, it should be mentioned that no significant effect of overcooling on the SAXS
data of the lamellar phase within experimental error could be observed.
4.3.3.2 Conformational properties of the lamellar phase
The conformational properties of the lamellar phases have been investigated using
Raman spectroscopy. A typical spectrum of the lamellar phase is shown in Fig.4.21
and the fitted bands in Tab.4.2. The spectra does not change with time, or number
of scans, or with the historical treatment (e.g. freezing). The Raman spectrum shows
no dependence on DDAB concentration and is the same in the Lα and L′α phase (see
Fig.4.22). The relative intensity of the DDAB peak and water peaks is not linearly
dependent on concentration, however an increase in the water signal is seen relative to
the DDAB signal on increasing water content.
Furthermore, the homogeneity of the spectra throughout the sample has been confirmed
using Raman microscopy. The Raman peaks in the C-H stretching region, C-H
bending and C-C twisting regions were of sufficient quality (see Fig.3.26) to confirm
the homogeneity within one sample, even over a long period of time (up to 90min).
The increased gauche content in the hydrocarbon chains and so the increased fluidity
of the lamellar phase compared to the solid phases (see Fig.4.14), can be observed
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Peak Peak Peak Proportion
centre width height of Gaussian Area Assignment
.[cm−1] [cm−1] fit % %
771.873 34 1435 24 1.91
840.327 19 857 31 2.48 CH2 rock in CH2-NCH3 [Foucault 03]
848.055 12 645 43 3.45
871.859 16 1254 48 3.82
890.442 15 2329 49 3.94 CH3 rock, CN
+ stretch [Foucault 03]
909.704 27 1228 51 4.09 CN+ stretching [Foucault 03]
927.503 16 972 55 4.42
1066.31 32 4917 32 2.56 C-C sym stretch & CH2 wag. [Foucault 03]
1083.9 14 3466 100 8.04 C-C stretch (Gauche conformation) [Foucault 03]
1127.23 19 1417 100 8.04 C-C asym stretch & CH2 (gauche) wag. [Fou-
cault 03]
1301.41 18 7497 67 5.43 C-C twisting
1320.57 52 2739 100 8.04
1437.48 14 10406 70 5.64 CH2 bend [Foucault 03]
1454.54 32 15893 62 4.95 CH2 bend [Foucault 03]
CH asym bend from N(CH3)2 [Foucault 03]
2848.86 17 32476 73 5.90 CH asym stretch of CH2 [Foucault 03]
2880.23 45 36197 71 5.74 CH sym stretch of CH3 [Foucault 03]
2910.07 52 23753 84 6.74
2931.2 22 15084 90 7.21
2963.93 45 16964 43 3.46 CH asym stretch of N+(CH3)2 [Foucault 03]
3032.78 29 6945 51 4.14
3218.61 210 15428 87 6.98 water
3434.24 243 26168 100 8.04 water
3619.56 101 3148 100 8.04 water
Table 4.2: Fitted bands of DDAB in the Lα phase.
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Figure 4.21: Typical Raman spectrum of the Lα phase of DDAB obtained at
φDDAB=10% at T=20◦C.
Figure 4.22: Raman spectrum of three DDAB solutions at different concentrations,
showing a decrease of the water peak with increasing surfactant concentration.
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ΦDDAB [%] wavenumber [cm



















Table 4.3: Observed peak Raman frequencies in the OH stretching region of water.
in the appearance of a strong band at 1088cm−1 in the C-C bending region of the
spectrum [Foucault 03]. Furthermore, an increase in the ratio of the symmetric C-H
stretching vibration, compared to the asymmetric C-H stretching vibration I2850/I2880
confirms the fluid-like character of the bilayers, which is also supported by the observed
broadening of the bands, and the disappearance of the LAM frequencies in the
spectrum.
Properties of the water in the samples The water peak has been compared to
those in pure water (see Tab.4.3). The frequencies are similar, with only the relative
intensities changing. Within water, there is a decrease in the relative intensity of
Isym/Iasym when lowering the temperature, i.e. increasing the order in the system.
This increase is also observed upon the addition of DDAB to the sample. This might
suggest a higher degree of order for water, which is confined between bilayers of DDAB.
4.3.3.3 Temperature range & overcooling
The Raman spectrum for temperatures above 18◦C for a solution of φDDAB=25%
shows the signal for a pure lamellar phase . As already mentioned, the Lα phase can
be overcooled. This overcooling has no effect on the Raman bands corresponding to
the DDAB molecule, however, the overcooling has an effect on the water peak in the
spectrum (see Fig.4.23 and Fig.4.24). These changes are in contrast to the expected
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Figure 4.23: The changes in the water bands upon overcooling the Lα phase to 1◦C,
observed by Raman spectroscopy.
changes for bulk water: there is a increase in the ratio Isym/Iasym instead of a decrease
once the phase is overcooled.
4.3.4 White phase
As already mentioned, if the sample is sufficiently cooled, a strong increase in turbidity
is observed in the sample, until it appears entirely white (see Fig.4.25). This suggests
a phase coexistence in the samples, with the white colour being due to scattering at
the phase boundary. Crystals could be observed for thin samples (below 100µm) under
a microscope (see Fig.4.26).
The liquid phase could be partly extracted by centrifugation or sedimentation (see
Fig.4.25(a)) due to the density mismatch in the sample (see page 159) at surfactant
concentrations below 10%. For higher surfactant concentrations, no phase separation
could be observed. This might be due to the electrostatic repulsion between the crystals,
or by constraint in packing.
No surfactant molecules could be identified in the liquid phase, therefore it can assumed
that only a very low monomer concentration is present. This is also in agreement
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Figure 4.24: Characteristic shape of the Raman water peak for different samples.
The ‘white’ phase spectra is discussed in section 4.3.4
(a) Φ=3% (b) Φ=25%
Figure 4.25: Photographs of samples in vials in the white phase. The 3% sample
did phase separate with time.
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Figure 4.26: The white phase observed using polarised microscopy (image size
1.5x2.2mm).
with the SAXS measurements on the separated white phase (by centrifugation or
sedimentation) at room temperature. Such samples show the repeating distance D∗
corresponding to a lamellar phase of surfactant concentration φDDAB of 10%.
4.3.4.1 Phase structure of the crystalline phase
The phase structure of the ‘white’ phase has been investigated in more detail using
SAXS. In this phase, no series of Bragg peaks can be resolved, as would be expected
for a lamellar phase. This is in disagreement with the existence of a previously reported
Lβ phase [Dubois 91]. In contrast, high scattering intensities at small q values (below
0.05) have been observed (see Fig.4.27). The decay of this scattering peak follows a
q−4 law.
A possible explanation of the observed strong scattering behaviour at low q values
is the Rayleigh scattering of single crystals in the sample (see Fig.4.26). As the crystals
tend to be large, the Guiner regime cannot be detected with the experimental setup,
which would give information about the crystal shape and size. The q−4 dependence





where ∆ρe is the difference in the electron density between the crystals and the water, Φ
the volume fraction of the crystals and SV the surface area to volume ratio of the crystals.
The electron density for the DDAB molecule is estimated to be ρe,DDAB=9.46·1010cm−2
and for water ρe,H2O=9.34·1010cm−2, which would lead to ∆ρe=1.14·109cm−2. For a
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Figure 4.27: The q−4 behaviour for the scattering intensity, I, at small q values for
several samples of the ‘white’ phase are shown. These can be explained by Rayleigh
scattering of the single crystals in the phase.
prefactor of the q−4 decay of the peak of about 1.3·1024cm−5 and Φ=20%, the surface
area to volume ratio of the crystals would be SV =5·10
6cm−1. For a rectangular crystal





2LW + 2LD + 2WD
LDW
. (4.4)
For larger values of SV or higher concentration of the crystalline phase, an increase in
peak intensity is expected. This can explain the variations of the peak heights seen in
the samples.
In general, one can say that the absence of Bragg peaks in the small angle region
in the scattering spectrum of the ‘white’ phase, and the strong scattering at low q
values, suggests the low temperature phase to be a phase of crystals dispersed in water,
in contrast to the previously reported assignement of an Lβ phase. Furthermore, the
preliminary X-ray diffraction data confirm this picture (see Fig.4.15).
The density has been measured for samples in the ‘white’ phase of φDDAB=5% using
an oscillating U-tube densitymeter. The density corresponding to the DDAB molecules
ρDDAB can be extracted from the measured density values ρ of the sample, based on
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the water density ρH2O for the corresponding temperature using Eq.4.5:
ρDDAB =
ρ · ρH2O
ρH2O − (1− φ)ρ
φ (4.5)
The density of the DDAB molecules in the ‘white’ phase is about 15% higher compared
to the lamellar phase4, giving ρDDAB=(1.1±0.2)kg/dm3. Therefore the comparably
high density in the crystals, compared to the surrounding liquid phase in the ‘white’
phase, can explain the sedimentation behaviour discussed earlier.
4.3.4.2 Conformational properties of the crystalline phase
A typical Raman spectrum of the ‘white’ phase has been already shown in Fig.4.14.
This spectrum is identical for concentration φDDAB=10% and 25%. Only the signal to
noise ratio is better for the higher surfactant concentration. The signal has a strong
fluorescent background, which has been deducted from the spectrum. The signal to
noise decreases significantly upon decrease in temperature, but the peaks and peak
shapes do not change with temperature. The upper temperature limit of a pure Raman
signal of a ‘white’ phase was found to be 14.1◦C.
Furthermore, the homogeneity of the spectra throughout the sample has been confirmed
using Raman microscopy. The Raman signal of the C-H stretching region, C-H
bending and C-C twisting region were of sufficient quality (see Fig.3.26) to confirm
the homogeneity within one sample, even over a long period of time (up to 90min).
A number of sharp peaks could be identified for the ‘white’ phase (see Tab.4.4). The
peaks were in general found to be much sharper, compared to the lamellar phases.
Furthermore, a range of peaks could be identified for the region below 600cm−1, which
indicates an increase of observed lattice vibrations in the sample, which is, in general,
typical for crystalline phases. The Gaussian fit was of high quality due to the sharpness
of the peaks.
The water peak in the ‘white’ phase is different from the water peak in the Lα phase
(see Fig.4.24). An additional peak around 3350cm−1 could be identified. This peak
is more intense at lower temperatures. The intensity ratios of the symmetric and
asymmetric stretching increases strongly with increasing temperature, as does the
overall intensity of the combined water peak. In contrast to the lamellar phase, upon
increase of surfactant concentration, an increase of the intensity ratio is seen. One could
4The measured value of the density of the DDAB molecules in the lamellar phase of
ρDDAB=(0.97±0.01)kg/dm3 is in good agreement with the reported literature values [Dubois 91].
160
4.3. Properties of DDAB aqueous solutions (3%-85%)
Peak Peak Peak Proportion
centre width height of Gaussian Area Assignment
.[cm−1] [cm−1] fit % %
45.9208 8 17765 100 3.71 LAM mode
68.271 7 4536 50 1.86 LAM mode
111.27 7 2039 50 1.86 LAM mode
141.434 5 2423 67 2.49 LAM mode
157.854 16 7330 48 1.77 LAM mode [Foucault 03]
190.827 11 5342 45 1.68 LAM mode
241.494 14 1280 50 1.86 LAM mode
287.886 18 576 66 2.46 LAM mode
371.98 13 2057 61 2.26 LAM mode
390.547 10 1397 36 1.33 LAM mode
415 15 1589 45 1.69 LAM mode [Foucault 03]
446.462 19 680 38 1.43 unassigned [Foucault 03]
468.723 12 1451 46 1.7 unassigned [Foucault 03]
509.33 11 2293 47 1.73
523.172 4 572 46 1.72 unassigned [Foucault 03]
769.896 7 2251 50 1.86 CH3 rock from N
+(CH3)2 group [Foucault 03]
844.724 8 3639 2 0.06 CH2 rock in CH2-NCH3 [Foucault 03]
884.843 6 3269 50 1.86
891.027 8 5907 24 0.88 CH3 rock, CH
+ stretch [Foucault 03]
1033.57 8 1490 58 2.15
1062.23 6 20066 14 0.53 C-C sym stretch, CH2 wag. [Foucault 03]
1082.82 7 9461 6 0.23 C-C stretch (Gauche conformation) [Foucault 03]
1126.15 8 14552 33 1.21 C-C asym stretch, CH2 (gauche) wag. [Fou-
cault 03]
1148.79 7 3530 37 1.37
1170.13 7 3101 34 1.26
1180.88 9 3052 38 1.42
1296.52 6 28494 46 1.71 CH2 twist [Foucault 03]
1307.88 8 3786 33 1.24
1341.1 8 6034 35 1.31
1437.73 8 13739 46 1.71 CH2 bend [Foucault 03]
1445.39 13 11716 47 1.73 CH sym bend from N(CH3)2 [Foucault 03]
1453.27 8 17757 51 1.88 CH2 bend [Foucault 03]
CH asym bend from N(CH3)2 [Foucault 03]
1461.05 9 13404 48 1.8
1469.61 9 13131 45 1.66
2841.68 13 37154 56 2.09 CH asym stretch of CH2 [Foucault 03]
2852.52 15 31277 43 1.58 CH asym stretch of CH2 [Foucault 03]
2863.01 14 32018 48 1.79 CH asym stretch of CH2 [Foucault 03]
2870.57 8 26946 50 1.87
2877.96 6 67482 74 2.74 CH sym stretch of CH3 [Foucault 03]
2886.1 18 43611 49 1.83 CH sym stretch of CH3 [Foucault 03]
2902.95 17 27856 44 1.65
2916.5 19 17014 49 1.82
2930.1 17 23919 50 1.87
2942.97 31 14342 47 1.76
2959.89 5 8059 49 1.82
2960.5 16 18706 47 1.73 CH asym stretch of N+(CH3)2 [Foucault 03]
2976.4 15 12197 39 1.46
2996.97 9 7084 67 2.48 unassigned [Foucault 03]
3026.36 12 9871 50 1.87
3040.6 14 4275 51 1.89
3249.7 260 16119 54 1.99 water
3355.64 71 4297 42 1.56
3445.12 188 16055 91 3.37 water
3596.22 122 4149 100 3.71 water
Table 4.4: Fitted bands of DDAB in the ‘white’ phase.
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suggest that the disorder in the system therefore increases upon increasing surfactant
concentration and increasing temperature.
The Raman spectrum of the ‘white’ phase differs markedly from the spectrum of the
lamellar phase (see Fig.4.28). The most striking differences are the appearance of
bands below ν<700cm−1 as well as the increased sharpness of the peaks throughout
the spectrum. Compared to the lamellar phase, the C-C stretching peak at 1080cm−1
decreases in intensity, suggesting a lower gauche content in the ‘white’ phase. The same
can be deduced from the reduced ratio of I2850/I2880. In general, one can say that the
Raman spectrum supports the crystalline character of the ‘white’ phase.
In this chapter, the Raman spectra of the powder, the Lα phase and the ‘white’ phase
of DDAB have been presented. It has been shown that the position of bands are in
agreement with those data found in the literature and therefore that many of the bands
could be assigned. It could be shown that there are significant differences in the C-
H stretching region, as well as in the C-C stretching region in the spectra. In order
to correlate these changes to conformational changes in the molecule, single molecule
calculations (see section 3.3.2.2) have been carried out.
Raman frequencies have been calculated for several DDA+ conformations, which
differ in the gauche content of the chains. The most stable configuration which has
been found is shown in Fig.4.29(a). However, the corresponding Raman spectrum
differs remarkably, especially in the region of the C-H stretching modes from the
experimentally obtained spectrum of the powder or ‘white’ phase (see Fig.4.30).
Calculation have been made on isolated molecules in the gas phase, and neglect the
effects of packing in solid and lamellar structures.
However, general trends can be seen in these calculations. The introduction of gauche
kinks in the chain influences the ratio of the peaks ICHsym/ICHasym (see Fig.4.30-
4.33). Gauche kinks at positions closer to the head group lead to a peak shape similar
to the peaks in the powder or ‘white’ phase, whilst kinks towards the end seem to
be characteristic of the Lα phase. Furthermore, the three band structure between
1000cm−1 and 1150cm−1 seems also to confirm this assignement. The peak in the
middle, which probably corresponds to the experimental peak at 1080cm−1, does not
vanish for the all-trans conformation of the alkyl chain, but decreases with increasing
amount of gauche kinks close to the head groups.
The conformation of DDAB molecules with a kink close to the head group is also
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(a)
(b)
Figure 4.28: Comparison of the Raman spectrum of the lamellar phase
(φDDAB=10%, T=20◦C) and the ’white’ phase (φDDAB=25%, T=13.8◦C).
163
Chapter 4. The equilibrium phase diagram of DDAB
(a) (b)
(c) (d)
Figure 4.29: Optimised geometry of the most stable DDA+ conformation (a) and
three conformations having a gauche kink in the chain (b-d) obtained from single
molecule calculations in the gas phase.
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(a)
(b)




Figure 4.31: Calculated Raman spectrum of the DDA+ ion with a gauche kink at
the end of the chain (see Fig.4.29(b)).
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(a)
(b)
Figure 4.32: Calculated Raman spectrum of the DDA+ ion with a gauche kink in
the middle of the chain (see Fig.4.29(c)).
(a)
(b)
Figure 4.33: Calculated Raman spectrum of the DDA+ ion with a gauche kink close
to the head group (see Fig.4.29(d)).
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Figure 4.34: Sketch of the proposed new phase diagram of the DDAB/water system.
closest to the crystal structure obtained for its slightly longer analogues DODAB (see
Fig.3.7) and DODMAC (see Fig.2.12(a)).
All the performed measurements describing the structure of the ‘white’ phase lead
to the conclusion that this phase consists of a crystalline phase and a dilute liquid
phase. The upper temperature limit of the ‘white’ phase can be assumed to be the
Krafft temperature of the aqueous DDAB system, and the liquid phase a very dilute
monomer solution.
4.4 The proposed new phase diagram
The results desribed in the last sections cannot be explained within the frame of the
phase diagram of DDAB reported in the literature [Dubois 98]. Therefore, a modified
form of the phase diagram for low temperatures is proposed (see Fig.4.34).
The previously reported Lβ phase is replaced by a coexistence region of a crystalline
phase XWn and a very dilute (near pure water) monomer solutions W . This means
that W can be drawn with a composition at φDDBA=0. This is consistent with the
phase transition for W to ice seen at 0◦C and the invariance of XWn composition
below this transition temperature. The hydration state of the crystalline phase at low
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temperatures is not known which would fix the position of the vertical line separating
the W +XWn and XWn regions at high φDDAB. However, the crystalline form differs
in structure from the zero-hydrate found in the DDAB powder at room temperature,
which might be either because it is hydrated or it is another polymorph of the zero-
hydrate. The accurate transition temperature between the two crystalline phases is not
known, and therefore that part of the phase diagram is represented by broken lines.
At higher temperatures, the phase diagram is consistent with the phase diagram
reported in the literature. Two lamellar phases can be found, the swollen Lα phase
and the collapsed L′α phase, which coexist over a broad temperature and concentration
range.
Both the Lα and the L′α phase have to have at their lower limits an eutectic discontinuity
(see section 2.2.3.2). The eutectic discontinuity of the L′α phase can, in general, lay
above or below the eutectic of the Lα phase. Both versions have been reported for other
systems [Rhinne 56,Laughlin 09]. The observed results however suggest, that there is a
region in the phase diagram in which the Lα phase coexists with the crystalline phase
(which is further confirmed in experiments presented in chapter 5). Therefore, it can
be assumed that the eutectic limiting the Lα phase corresponds to the Krafft eutectic,
whilst the lower limit of the L′α phase can be found at higher temperatures. The exaxt
position of the discontinuity limiting the collapsed L′α phase cannot be determined from
the performed experiments.
The form of the presented phase diagram is consistent with the theoretical rules of
phase science (see section 2.2.2), however the exact positions of the boundaries drawn
in broken lines is not known. The thermal stability limit of DDAB is at about 90◦C,
which is therefore the upper limit of the phase diagram.
4.5 Conclusions and future work
In this chapter, a detailed study of the equilibrium phase behaviour of the DDAB/water
system has been presented. The samples, which were used in this study, were shown
to be of high purity, the reported results did not change with additional purification.
The obtained results could not be explained within the frame of the previously reported
phase diagram [Dubois 98]. The results are based on a range of experimental techniques,
which characterise the samples at different length scales. The low temperature phase,
which was previously reported to be a Lβ phase, could be shown to be a coexistence
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region of a crystalline phase XWn and a dilute monomer solution W . This phase
differs not only in optical properties (being white in contrast to the clear Lβ phase),
but its crystalline character could be confirmed by Raman spectroscopy, small and wide
angle X-ray scattering and microscopy. Therefore the previously reported Lβ phase is
concluded to be a non-equilibrium overcooled Lα phase.
The hypothesis of a new phase diagram has been derived from the reported experimental
results, which follows all the phase rules presented in section 2.2.2. The exact position
of the phase boundaries, especially at high concentrations, could however not be derived
from the experimental data. In the following chapter, a detailed study of the thermal
phase transition involving the crystal/water coexistence region and the Lα phase is
presented, testing the correctness of the obtained phase diagram.
In future, a detailed study of the high temperature region is needed in order to obtain
the exact position of the lower limit of the collapsed L′α phase as well as the hydration
state and thermal stability limit of the crystalline phase found at low temperatures.
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Chapter 5
Thermal phase transition in the
DDAB/water system
5.1 Introduction
In the last chapter, a hypothesis of a new phase diagram of the DDAB/water system
at low temperatures was presented (see Fig.4.34) and the new crystalline phase
characterised. However, among other things, the region of Lα+XWn coexistence,
resulting from the non-isothermal melting of the XWn+W phase, was only concluded
from theoretical rules of phase science.
In a further step, the features of the non-isothermal phase transition of the Lα ↔
XWn + W transition were investigated in more detail. While the freezing transition,
being simple in principle, has been followed using only microscopy (see section 5.2), a
range of experimental techniques were needed to give insight into the melting process.
The non-isothermal character of the melting process could be confirmed with DSC and
densitometry (see section 5.3.2).
The coexisting phases during the phase transition were characterised using Raman
spectroscopy and microscopy (see section 5.3.4), as well as temperature-controlled small
angle X-ray scattering (see section 5.3.3). Furthermore, SAXS could be used to obtain
a better estimation of the phase boundaries drawn in Fig.4.34, connecting the Lα phase
with the Lα+XWn coexistence region.
5.2 The Lα → XWn + W freezing transition
5.2.1 The pathway of the transition
The freezing of the lamellar phase formed by DDAB into crystals, was observed using
temperature controlled microscopy along the isoplethal path at φDDAB=25% (see
Fig.5.1). The pathway could be identified as:
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Figure 5.1: Isoplethal path (red) for the study of the Lα → XWn + W freezing
transition.
Lα → overcooled Lα → XWn +W
As already mentioned in section 4.3.3.3, the properties of the overcooled Lα phase are
comparable to the properties of the equilibrium Lα phase. Therefore, no attention
was paid to this process. Furthermore, the temperature at which the overcooled Lα
phase finally freezes has been already shown to depend on the history of the sample
(see section 4.3.2). This section therefore focuses on the investigation of the freezing
transition.
5.2.2 The nucleation and growth mechanism of the freezing transition
The mechanism of the freezing transition has been investigated using temperature
controlled microscopy. According to the optical properties, two different types of
freezing mechanism could identified (see Fig.5.2). A high degree of overcooling below
5◦C resulted in changes in the appearance of the whole sample, shown in Fig.5.2(a).
Additionally, a fast growth of opaque areas, which correspond to areas consisting of a
large amount of crystals, can be observed. In the end, the sample appears completely
black in the image, corresponding to a high density of crystals.
This observation can be explained by a combination of two different mechanisms; the
creation of nucleation points, which are associated with an increase in turbidity of
the sample, as well as the fast growth of existing nucleation points. The formation
of new nucleation points requires a high degree of overcooling of the samples and can
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be enhanced by introducing nucleation sites. For example, contact with the rough
glue/sample interface enhances freezing, compared to the glass/sample or sample/air
interface.
It has to be noted that the recorded images give only a local image of the sample.
The whole sample is sketched in Fig.5.3. The crystalline phase starts to grow from
the Lα/glue interface, which suggests that the glue provides a good surface for the
nucleation of DDAB crystals. The crystalline phase develops in a quasi 2-D growth
along the capillary until the air/sample interface is reached. One should note that this
interface also moves during the thermal phase transition (see Fig.5.4).
The changes in position of the air/sample interface can be explained by the competition
between the air and the sample caused by density changes. Upon cooling the Lα phase,
a decrease of air volume of about 5% (taking the geometrical curvature of the interface
into account) is observed, which is close to the predicted volume change of air due
to the density change with temperature, according to the ideal gas law. The density
of the Lα phase changes only slightly (see Fig.5.10(a)). Once parts of the samples
are transformed into the crystalline phase, the density of which is about 15% lower
compared to the Lα phase (see section 4.3.4), the air/sample interface shifts towards
its initial position until the whole sample is frozen. The position of the interface of the
frozen sample does not change upon heating until the transition temperature of 14◦C
is reached. At this temperature the sample expands, which is caused by the melting of
crystals into the lamellar phase. Once the fluidity of the sample is high enough that
the pressure change in the air can change the position of the interface, the interface
shifts back to its initial position.
As already reported in the previous chapter, at temperatures just below the phase
transition temperature, no freezing is observed unless pre-existing nucleation points
are present and start to grow. The number of these nucleation points depends on the
sample history. The number of pre-existing nucleation points was found to increase, for
example, by cooling the sample just after the melting of the sample, without allowing
long equilibration time.
One should also note that the size of the crystals change with the transition
temperature. During the growth of crystals at temperatures close to the phase
boundary, the size of the crystals is large, as is shown in Fig.5.5. This is combined with
a change in growing speed. For each temperature, the increase in the area occupied by
the crystals in the pictures with time shows a linear dependence on time (see Fig.5.6).
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(a) nucleation
(b) growth
(c) nucleation & growth
Figure 5.2: Optical changes occurring during the Lα → XWn+W freezing transition
(image size=1.4x1.0mm2).
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Figure 5.3: Sketch of the thermo-statted sample (capillary 0.2x4x50mm3).
Figure 5.4: Changes of the position of the sample/air interface depending on
temperature during freezing of the lamellar phase.
Figure 5.5: The dependence of the size of crystals on transition temperature (image
size=1.4x1.0mm2).
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Figure 5.6: Increase in the area occupied by crystals in the pictures during the phase
transition at T=8◦C.
Figure 5.7: The growth speed of the crystalline phase depends on sample
temperature.
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W+XWn→Lα+XWn→Lα
Figure 5.8: Isoplethal path (red) for the study of the W+XWn→Lα+XWn→Lα
phase transition.
Therefore, for each temperature, a least-squared fit line can be fitted to the data points
to obtain the rate of crystal growth.
Fig.5.7 shows the dependence of this growing speed of the crystalline area on sample
temperature. The growing speed is very small for temperatures close to the phase
boundary. Furthermore, it should be mentioned that the samples had to be cooled to
a lower temperature to start the process for well equilibrated samples in the Lα-phase.
Only samples with a ’fresh memory’ show phase transitions close to the phase boundary.
In summary, the observed results can, as expected, all be explained within the
framework of a nucleation and growth process (see section 2.3.1).
5.3 The non-isothermal phase transition
W+XWn→Lα+XWn→Lα
5.3.1 The pathway of the transition
In a next step, the melting of the crystals in the XWn+W coexistence region into
the Lα lamellar phase has been investigated using a range of experimental techniques.
As can be seen in Fig.5.8, this is predicted to be a non-isothermal phase transition,
apart from at the most dilute point of the lamellar phase (≈3%). The transition was
investigated along the isoplethal path at φDDAB=25%. The first aim was to confirm
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the non-isothermal character of the phase transition (see section 5.3.2):
W+XWn → Lα+XWn → Lα
Then, the composition and structure of the coexisting phases in the Lα+XWn
coexistence region were identified (see sections 5.3.3 and 5.3.4).
5.3.2 The non-isothermal character
It has been already mentioned in section 4.3.2 that the width of the melting peak
observed by DSC increases with increasing surfactant concentration. Furthermore, it
can be shown, that the melting of the DDAB crystals to form the lamellar phase can be
interrupted at any point during the melting process (see Fig.5.9). Upon stabilising the
sample temperature within this region (defined by the peak width (see Fig.4.18)) if the
melting process is interrupted, a certain amount of crystals remain. The partly molten
sample can then be (partly) refrozen. This clearly indicates that the peak width is not
simply due to phase transition kinetics and, that there is not a strict defined melting
temperature for all crystals, but that the amount of crystals in the sample decreases
slowly with increasing temperature. This confirms the non-isothermal character of the
W+XWn→Lα phase transition as going via a coexistence region of the crystals XWn
dispersed in the Lα-phase.
One has to note that these observed effects are real and have not been caused by
the instrument. The melting of ice → water has been investigated in the same way.
Once the temperature is stabilised at a temperature within the observed melting peak,
the melting continues, as expected, until the whole ice is molten, characteristic of a
kinetic limitation to melting.
The same effect can be observed for the samples, when measuring the change in
density of DDAB caused by small temperature variations, within this transition region
(see Fig.5.10). When investigating the samples with microscopy, a decrease in the
number of crystals with increasing temperature can be observed within the range of
the investigated phase transition (see Fig.5.11). Once the temperature is stabilised in
the sample, the images do not change with time and the number of crystals remain
constant, as expected for a non-isothermal phase transition. One should note that,
not only the number of crystals changes, but also the appearance of the crystals. The
crystal images become less sharp, which might indicate the melting of the crystal at
the surface.
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Figure 5.9: The non-isothermal character of the XWn+W→Lα phase transition
shown by DSC. The melting can be interrupted at any temperature on the melting
peak and the partly melted sample refrozen. The dependence of the measured heat
on sample temperature (a) and time (b) is shown.
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(a)
(b)
Figure 5.10: The dependence of the measured density of DDAB on temperature (a).
The density can be stabilised at every temperature within the melting transition (b)
by halting the temperature change.
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Figure 5.11: Decrease of the relative amount of crystals in the sample upon increasing
the temperature observed by polarised microscopy (φDDAB=25%).
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Figure 5.12: SAXS data for different samples in the coexistence region during the
melting of the DDAB crystals, showing that the coexisting phase is a lamellar phase.
However, the dependence of composition of the liquid phase on temperature could not
be investigated by microscopy because surfactant phases of low concentration appear
as isotropic phases under the microscope. SAXS has been used to investigate the phase
structure in this narrow coexistence region.
5.3.3 The phase structure in the biphasic region
The phase structure of the sample during the melting process of the DDAB crystals
could be obtained from the temperature controlled SAXS measurements. One should
note that precise temperature control within the sample was difficult (see section
3.3.3.1), and therefore only a trend with increasing temperature should be deduced
from the data. The temperatures in the figure are only given for orientation of the
approximated temperature increase.
Once the melting process of the sample starts, a set of Bragg peaks occurs in the SAXS
data, similar to the ones obtained during measurements of the swollen Lα phase (see
section 4.3.3.1). The repeating distance of the lamellar phase decreases with increasing
temperature, as shown by the increase of the q values of the Bragg peaks. This is
consistent with the picture of a lamellar phase of increasing surfactant concentration
with increasing temperature, caused by the gradual melting of the crystals.
The SAXS data show the same non-isothermal characteristics, which have been reported
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W+XWn→Lα+XWn→Lα
in the previous section, i.e. that each of these q values can be maintained by stabilising
the temperature during the transition. Therefore, it can be concluded that once the
melting process starts, the dilute liquid phase W is replaced by a dilute Lα phase.
Upon increasing the temperature slightly, a further degree of crystal melting occurs
and the released DDAB molecules increase the concentration of the lamellar phase.
These results are in agreement with the predicted new phase diagram in chapter 4 (see
Fig.4.34).
The obtainedD∗ values and their dependence on temperature for the coexisting lamellar
phase could be used to derive the position of the Lα/Lα+XWn phase boundary in
the phase diagram. However, the temperature control during the measurements was
imprecise which would lead to large errors. New metal cuvettes, which can hold the
capillaries used in the SAXS measurements, have been designed of aluminium alloy and
are planned to be used in future for this purpose.
5.3.4 The conformational changes within the coexistence region
Furthermore, Raman spectroscopy could be used to follow conformational changes in
the sample during the phase transition (see Fig.5.13 and Fig.5.14). It can be seen that
the changes corresponding to the C-C stretching modes take place at slightly lower
temperatures than the changes in the C-H stretching region. The transition depends
on temperature and the surfactant concentration of the sample (see Fig.5.15). For
less concentrated samples, the Raman spectrum changes at lower temperature into the
spectrum of the Lα phase, and change happens at higher temperature with increasing
surfactant concentration (see Fig.5.15). For example, the spectrum of a sample of
φDDAB=10% recorded at 15.5◦C is similar to the spectra recorded at 16.5◦C of the
25% sample.
The transition in the region 2800-3000cm−1 can also be seen in the spectra recorded
with a Raman microscope (see Fig.5.16). However, the temperatures are slightly
shifted, which is caused by the lower accuracy of temperature control. The data are
good enough to investigate the homogeneity of the Raman signal within one sample.
As can be seen in Fig.5.17, Fig.5.18, Fig.5.19 and Fig.5.20, within the coexistence
region, the sample is not homogeneous. Raman microscopy enables us to focus on
several regions in the sample which are characterised by different sample morphology.
Some of the regions show the Raman signature of the crystalline phase, whilst at other
regions, a coexistence of the signal, corresponding to the Lα and to the crystalline
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(a)
(b)
Figure 5.13: Changes in the Raman spectrum during the non-isothermal phase
transition W+XWn→Lα+XWn→Lα in the range of LAM frequencies (a) and bands
corresponding to the C-C stretching modes (b).184




Figure 5.14: Changes in the Raman spectrum during the non-isothermal phase
transition W+XWn→Lα+XWn→Lα in the region characteristic for C-H stretching
modes. 185
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Figure 5.15: Comparison of the spectra of φDDAB=10% at 15.5◦C and φDDAB=25%
at 16.5◦C.
Figure 5.16: Changes in the Raman spectrum of the C-H stretching region during the
non-isothermal phase transition W+XWn→Lα+XWn→Lα observed with the Raman
microscope.
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(a)
(b)
Figure 5.17: Raman signal at different regions of the sample at 13.9◦C.
phase, has been seen. It should be noted that even regions in which no crystals can be
resolved under the microscope did not show the pure signal of the Lα phase until the
transition of the whole sample was almost completed (see Fig.5.20). This suggests that
even small amounts of crystals, or tiny crystalline patches, are present and have an
influence on the measured conformational structure of the apparently lamellar phase
areas in the coexistence region.
In the next chapter, it will be shown that these tiny crystalline patches seen by
conformational properties influence the dissolution behaviour of the samples (see section
6.2.3).
5.4 Conclusion and future work
In this chapter, the thermal phase transition along the isoplethal path, for a surfactant
concentration of φDDAB=25%, has been studied. The results can be explained in terms
of the new phase diagram proposed in the previous chapter. The coexistence region of
the crystalline phase XWn with the swollen lamellar phase Lα has been confirmed.
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(a)
(b)
Figure 5.18: Raman signal at different regions of the sample at 14.9◦C.
(a)
(b)
Figure 5.19: Raman signal at different regions of the sample at 15.5◦C.
188
5.4. Conclusion and future work
(a)
(b)
Figure 5.20: Raman signal at different regions of the sample at 15.9◦C.
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The structure of the Lα phase in this coexistence region was obtained by SAXS. In
future with more accurate measurements, this method can be used to obtain the precise
position of the Lα/Lα+XWn phase boundary in the phase diagram.
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Dissolution of the lamellar phases
formed by DDAB
6.1 Introduction
In the last two chapters, a detailed study of the equilibrium phase behaviour of the
binary DDAB-water system, as well as of the phase transformations along particular
isoplethal paths have been presented. Next the kinetics and mechanism of dissolution
caused by a change in concentration were investigated. This study focuses on the
dissolution of the lamellar phase, which has been of great interest over the past two
decades [Buchanan 00,Mark 03,Leng 06,Miller 93].
After contact with water, lamellar phases (Lα) can show spectacular instabilities:
multibilayer tubules (so-called myelins) grow from the Lα/water interface into the
water. These cylindrical interface instabilities have already been described in section
2.3.3. They grow when water penetrates a sample of a concentrated surfactant solution,
which has in its phase diagram a sufficient coexistence region of lamellar phase with
water at low concentration [Buchanan 00, Buchanan 99]. Therefore, myelin formation
can be observed for lamellar phases formed from DDAB (see Fig.6.1).
As already discussed in section 2.3.2, the dissolution of the flexible lamellar phase
to form myelins is described by the Leng-model, which considers the process to be
governed by the interplay of the osmotic pressure difference between the lamellar phase
and the surrounding water and the mobility of water between the bilayers. The complex
phase behaviour of DDAB, especially the formation of two lamellar phases with different
characteristics (the Lα and L′α phases) over a wide range of the phase diagram (from
about 3% to almost 90% surfactant mass concentration), allows a detailed study of
the dependence of myelin formation on the properties of this initial lamellar phase (see
section 6.2).
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Figure 6.1: Typical image of myelin figures observed during the dissolution of
lamellar phases formed by DDAB (image size 1.5x2.2mm).
The bilayers in the lamellar phase, as well as in the myelinic figures, are characterized
by a marked fluidity, but also a low permeability [Vogel-Weill 91,Gruger 94,Arunagiri-
nathan 04,Haran 02,Neuzil 81,Degkwitz 38,Sandermann 77]. The addition of molecules
which increase the permeability of water [Haran 02] or hinder molecular movement
within the sheets [Neuzil 81, Degkwitz 38], suppresses myelin formation, as does the
freezing of the bilayers by lowering the temperature (e.g. into the Lβ phase). In this
context, it is worth mentioning that, not only is the mobility of bilayers neglected in
the Leng-model describing the myelinic growth kinetics, but also the myelinic tubules
are added only as a geometric factor.
This opens the possibility of the following experiment: a comparison of the dissolution
kinetics of lamellar phases forming myelins and those lamellar phases which do not form
myelins. Ideally this would be done for the same surfactant system, and for lamellar
phases of comparable properties with regards to e.g. the osmotic pressure behaviour
and the water layer thicknesses. If both dissolution processes can be described with the
Leng-model using only geometrical factors at the interface, the occurrence of myelins
could be assumed to not influence their dissolution kinetics.
The previously reported phase diagram of the binary DDAB/water system as shown in
section 3.2.1.1 describes a system ideally suited for the comparison of the dissolution
of the Lα phase (myelins are formed) and the Lβ phase (myelin formation is suppressed).
However, in the last two chapters a detailed study of the equilibrium phase behaviour
of DDAB at low temperatures and the influence of temperature changes has been
presented, resulting in the hypothesis of a new phase diagram. In this diagram, the
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Figure 6.2: A typical time series for a dissolution experiment of a droplet of lamellar
phase of DDAB (φDDAB=20%, T=20◦C) observed with the direct observation setup
(scale bar=1cm, S=0.000081mm2/s).
previously stated Lβ phase has been replaced by a coexistence region of crystals with
water and a dilute lamellar phase, at temperatures below 14◦C and between 14◦C and
16◦C, respectively. Therefore, this planned series of experiments could not been carried
out.
But, to our surprise, we also observed no myelin formation in this system during
the dissolution of lamellar phase in coexistence with a sufficient amount of DDAB
crystals, though this is still in the Lα-phase (see section 6.2.3). To investigate
this behaviour in more detail, better control of the composition of the lamellar
phase within the coexistence region was required, which is in the case of the binary
DDAB/water system mostly limited by the narrow temperature range of the coexistence
region (about 2◦C). Therefore, we considered the use of a ternary surfactant system:
DDAB/DODAB/water. The phase behaviour of DODAB, differing from DDAB only by
its longer hydrocarbon chains, has been discussed in section 3.2.1.2. In summary, both
phase diagrams follow the same order of phases, only the phases are shifted to higher
temperatures and higher concentration in the case of the DODAB/water system. In the
ternary system at room temperature, a coexistence of lamellar phase (mostly DDAB) in
coexistence with crystals (mostly DODAB) is formed over a large concentration range
(see section 3.2.1.2 and 6.3.2).
6.2 Myelin kinetics during the dissolution process of the
Lα-phase of DDAB
Myelin kinetics were investigated using dissolution experiments described in section
3.3.4.2. Once a droplet of concentrated lamellar phase was brought into contact with
water, the droplet swells (see Fig.6.2) and myelin formation can be observed. The
swelling is, in general, homogeneous in all directions, and therefore the edge of a round
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Figure 6.3: Typical dependence of the swelling length l on time t (see Fig.6.2,
φDDAB = 20%;T = 20◦C). The solid line shows the least-squares fit to Eq.6.1.
droplet can be fitted with a circle as suggested in section 3.3.4.2 and A.1.3.2 and the
myelin length can be calculated using Eq.3.40 to give the swelling length of the droplet.
For samples of low concentration, the interface between the water and the surfactant
phase was almost invisible due to a low refractive index difference and poor contrast.
Most of these pictures had to be analysed manually giving a relatively large error.
Furthermore, the determination of the initial droplet size, the parameter R0, was
difficult, because the introduction of water between the glass slides lead to a reduction
in the separation between the glass slides for these samples.
The increase in the droplet size, characterised by the swelling length l(t) (see Eq.3.40),
as a function of time, is shown in Fig.6.3. In particular, the inset log-log plot clearly
indicates a l(t) ∼ t1/2 behaviour; the solid lines represent such a fit. A t1/2 dependence
is characteristic of a diffusive process. This dependence has been observed independent
of temperature and initial surfactant concentration of the sample.
This suggests that the length dependence can be analysed using the following equation:
l + l0 =
√
S(t+ t0), (6.1)
where S is the swelling coefficient and t0, l0 take into account the effects of limited
temporal and spatial resolution. Typically, values of l0<20µm were found. However,
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Figure 6.4: Swelling rate S versus initial surfactant concentration φDDAB at 20◦C.
Fig.6.3 shows that the data points at the beginning of the scan are highly scattered.
The poor data quality at the start of the swelling process does not allow one to tell if
this scattering is caused by the initial swelling behaviour (a prediffusive regime). After
a few seconds, a stable diffusive regime has been observed, which will be analysed in
the following sections.
6.2.1 Dependence of the swelling rate on surfactant concentration
The swelling behaviour of the lamellar phase formed by DDAB has been investigated for
temperatures between 12◦C and 26◦C over the range of φDDAB=10-80% of surfactant
concentration. The dependence on surfactant concentration for T=20◦C is shown in
Fig.6.4. The observed dependence was found to be similar for all temperatures; only
the swelling coefficients were shifted towards higher or lower values (at increasing or
decreasing temperatures, respectively). The 20◦C values were chosen to represent the
concentration dependence, because the literature osmotic pressure data was obtained
at this temperature and these can be used for comparison with the theoretical model
introduced in section 2.3.2. At the top of Fig.6.4, a sketch of the phase diagram shows
that the lamellar phase at room temperature consists of pure swollen lamellae up to
φDDAB≈28% and pure collapsed lamellae above φDDAB≈75%. For the coexistence
region, additional considerations in the theoretical calculation are needed. Therefore
the next section will focus on the swollen lamellar phase (see section 6.2.1.1), after which
a detailed discussion for higher surfactant concentrations will be given (see section
6.2.1.3).
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Figure 6.5: Swelling rate S of DDAB forming a swollen lamellar phase at 20◦C.
6.2.1.1 Dissolution of swollen Lα-phase (φDDAB < 28%)
As shown in Fig.6.5, a slow increase of the swelling coefficient with increasing surfactant
concentration can be observed. It has to be mentioned that samples with φDDAB ≤ 10%
were difficult to analyse. This is partly due to the increased probability of finding
vesicles in the sample, which drift away, after the sample is contacted with water, with
a similar speed (or slightly higher) as the sample swelling rate. Furthermore the sample
edge was easily destroyed while contacting the droplet with water, which causes patches
of lamellar phase to flow away, making the interface difficult to detect.
The swelling behaviour of the swollen lamellar phase could be described using the model
discussed in section 2.3.2. It assumes that the driving force is the osmotic pressure
difference, whereas the decreasing water layer thickness (going to higher concentrations)
limits the water mobility and thus the swelling speed. The osmotic pressure data
derived from the plot available in the literature [Dubois 98] was fitted for surfactant
concentrations below 30% and T=20◦C using the following equation (see Fig.6.6):
log Π = −2.85(log aw)4 − 24.1(log aw)3 − 76.3(log aw)2 + 105(log aw)4 − 47.0 (6.2)
It was reported that no analytical equation fitted the data properly, and numerical
calculations were needed, however the quality of the fit was sufficient for the calculations
performed in this section, as only the shape and order of magnitude of the calculated
values were used for comparison. It should be mentioned that the osmotic pressure for
composition of e.g. φDDAB=2.8% would be expected to be close to zero, as a coexistence
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Figure 6.6: Fit of the osmotic pressure data presented in [Dubois 98].
of a solution close to pure water and lamellar phase is observed upon further dilution.
However, the above equation, as well as the data in the literature, do not show this
behaviour. Nevertheless, using this osmotic pressure data and based on our model
using Eq.2.27 and Eq.2.28 with small modifications, a prediction for the interdiffusion





























where φDDAB is the surfactant concentration given as a weight or volume fraction
(their values differ less than 1% for temperatures above 16◦C as ρDDAB = 0.98kg/l)
and δ=24Å [Dubois 91].
The calculated dependence of the interdiffusion coefficient D on surfactant concen-
tration is presented in Fig.6.7. The coefficient describes the diffusion of water between
the lamellar sheet according to the osmotic pressure and the water mobility assuming
a poiseuille flow between the bilayers. The influence of a constant hydration layer or
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Figure 6.7: Interdiffusion coefficient of DDAB calculated using Eq.6.3, 6.4 and 6.5
with no hydration layer, with hydration layer of thickness of 15Å, with ε=30Å and
with both.
slip is also shown in Fig.6.7. As the water layers are relatively thick, the hydration
layer thickness does not have a big influence. Also the flow at the boundary has to be
assumed to be very large to show an influence on the interdiffusion coefficient.








Fig.6.8 shows the measured values compared to the calculated swelling coefficients.
The measured values are of the same order of magnitude but lower than the theoretical
ones as is the increase with increasing surfactant concentration. Comparing the form
of the obtained data, the introduction of a hydration layer does not lead to a better
quality of fit. In contrast, the form of the experimental data is closer to that calculated
when adding slip at the surface. However, this leads also to an increase in the swelling
coefficients, making them about an order of magnitude too high.
The exact comparison of the model with experimental data would require a better
control of the properties of the lamellar phase in the sample. The influence of the
vesicles in the lamellar phase are discussed in the next section. Furthermore, an increase
of contrast in the images would be necessary to obtain better statistics. For this, a
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Figure 6.8: Swelling rate S versus surfactant concentration φDDAB for T=20◦C.
The solid (and dashed) lines show theoretical calculation for T=20◦C.
method of introducing water to the system without disrupting the droplet interface
would be of great use. In the conclusion of this chapter, a method to obtain a less
disrupted interface is proposed.
6.2.1.2 The influence of vesicles on the swelling behaviour
As already mentioned, the occurrence of vesicles in the lamellar phase influences the
dissolution behaviour of the droplet. The almost spontaneous formation of vesicles is
well known for this system, especially at lower surfactant concentration (see section
3.2.1.1).
Preparation of samples in which no vesicles could be found has not been achieved. This
might be explained by the shear induced formation of vesicles, as has been reported
in [Bergmeier 97]. Just by using a pipette to place a droplet on a glass slide, the sample
is exposed to an external shear. This increases the possibility of finding vesicles in the
sample. A microscopic image of the typical texture of a samples in the swollen lamellar
phase is shown in Fig.6.9(a).
Furthermore, the exposure of the sample to mechanical vibrations as well as to
temperature changes also led to an increase in vesicle number. Especially after several
transitions of the sample into its low-temperature crystalline phase vesicle formation
was observed. These observations are also known for other systems [Heimburg 03].
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(a) (b)
Figure 6.9: Typical texture of the lamellar phase in samples exposed to temperature
changes and shearing, φDDAB<30% (a) φDDAB>30% (b) observed under crossed
polarisers. In the swollen lamellar phase a high number of vesicles can be found
in the sample (image size 1.5x2.2mm).
Figure 6.10: Typical image of the sample interface during the dissolution of a vesicle
rich phase (image size 1.5x2.2mm).
It has already been observed that myelin formation can be suppressed by the occurrence
of a great number of vesicles in the sample [Buchanan 99]. Instead of a forest of myelinic
figures, the interface of a vesicle rich lamellar phase during the dissolution process is
characterised by vesicles diffusing into the water (see Fig.6.10).
In the theoretical model, an ideally uniform interface consisting of a dense myelinic
forest is assumed. This is mathematically expressed in the value of the concentration of
the fully swollen lamellar phase leaving the sample φfs. The value of this concentration
has been measured for the C12E3/water system [Buchanan 99] and is close to the value
of close-packed cylinders φfs ≈0.9.
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Figure 6.11: Swelling rate S for surfactant concentration φDDAB above φDDAB=28%
at 20◦C compared to theory (black solid line).
In the case of the more loose myelin forest, this estimation is not valid. The deviation
relation from these theoretical assumptions can give a possible explanation for the low
quality of the fit. However, the model still gives a reasonable estimate of dissolution
rates.
6.2.1.3 Dissolution of the collapsed L′α-phase (φDDAB > 28%)
For surfactant concentrations between φDDAB≈28% and φDDAB≈75%, two lamellar
phases (L′α and Lα) coexist (see section 3.2.1.1), which correspond to water layer
thicknesses of aw=61Åand aw=6Å. The osmotic pressure in this region is constant and
its value is Π(T ≈ 20◦C)=4 105Pa [Dubois 98]. For higher surfactant concentrations,
the osmotic pressure increases exponentially. At T=20◦C we obtain approximately
[Dubois 98]:
Π = 109 exp(−aw/1.9Å)
One should note that no vesicles have been observed in the collapsed lamellar phase,
as previously reported by [Karukstis 03].
The measured swelling rates, along with their theoretical predictions, are presented
in Fig.6.11. The swelling rate slows down with increasing surfactant concentration
in this coexistence region. Two factors have to be considered: the osmotic pressure
and the mobility. The osmotic pressure is constant but the mobility decreases with
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increasing surfactant concentration, as the fraction of collapsed lamellae increases and
thus the average mobility goes down. With this, one can calculate the average swelling
rate
〈S〉 = xS(φDDAB = 28%) + (1− x)S(φDDAB = 75%) ≈ xS(φDDAB = 28%) (6.7)
taking into account that the swelling rate of the collapsed lamellar phase is about
1000x slower than at φDDAB=28%. The osmotic pressure derivative at φDDAB=28%
surfactant concentration is approximated to the derivative on the right-hand side of









The presented theory depends highly on precise osmotic pressure data. Because of
this, only a comparison of the shapes will be given. The almost linear decrease of the
swelling rate in the coexistence region seems to be in good agreement with theory (the
line in Fig.6.11). Also, the observed increase in S upon entering the region of collapsed
lamellae is predicted by the theory.
The size of the error bars in the data can be explained by the following observations:
in the coexistence region it is difficult to obtain a droplet of the right proportions
of collapsed and swollen lamellae, as the sample has a heterogeneous appearance.
Furthermore, the collapsed lamellar phase is relatively viscous, thus the properties
of the lamellar phase are affected by the amount of squeezing of the sample, as has
been observed by Leng et al. in [Leng 06] for the lecithin/water system.
6.2.1.4 The dependence of the swelling of pure lamellar phases on temper-
ature
As mentioned earlier, the swelling rates depend, not only on initial surfactant
concentration, but also on temperature. The temperature dependence of the swelling
rate is similar for different surfactant concentration and different lamellar phases (see
Fig.6.12). A slight decrease of the swelling coefficient with decreasing temperature
could be observed. It is interesting that the type of lamellar phase does not greatly
influence this temperature dependence, confirming that the shape of the concentration
dependence discussed in the previous section is also maintained at the remaining
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Figure 6.12: Swelling rate S for surfactant concentration φDDAB of 25% depending
on temperature. Note the data points below 16◦C have been obtained by studying
overcooled Lα-phase.
temperatures in the Lα phase.
The temperature dependence, could be caused by the changes in sample morphology
shown in Fig.6.13. At lower temperatures, the texture in the droplet becomes more
defined. This is accompanied by a more complicated interface morphology with
decreasing temperature, as shown in Fig.6.14.
The strong texture seems to suggest stable patches of bilayers, which rather tend to
swell as a whole or break away from the sample than form myelin figures. Therefore a
decrease in the number of myelins at the interface with decreasing temperature can be
observed.
6.2.2 Properties of the myelinic figures formed during the dissolution
of pure lamellar phase
The myelinic figures, which were observed during the dissolution of DDAB, were
comparably unstable, especially for dilute samples, samples containing a large number
of vesicles and samples at low temperatures. The influence of temperature on myelin
formation has been discussed already in the previous section. As can be seen in Fig.6.14,
the shape of the myelins get less defined when going to lower temperatures, often being
replaced by unchanged patches of textured lamellar phase. Also for temperatures below
the transition temperature to the crystalline phase, and therefore in the overcooled Lα
phase region, myelins can be observed. In this respect, no differences between the Lα
phase and the overcooled Lα phase can be found. This is in contrast to the Lα phase
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Figure 6.13: The influence of lowering the temperature on the texture of the lamellar
phase (image size 1.5x2.2mm, φDDAB=25%).
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Figure 6.14: The influence of lowering the temperature on the interface morphology
of the droplet (image size 1.5x2.2mm, φDDAB=25%).
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in coexistence with the crystalline phase, in the narrow temperature gap of 14-16◦C in
the equilibrium phase diagram (see Fig.4.34). The suppression of myelin formation in
samples in this coexistence region will be discussed in section 6.2.3.
The appearance and stability of myelins are also affected by the initial surfactant
concentration of the sample. While the myelins growing from dilute samples are, in
general, thin and difficult to detect, samples in the L′α+Lα coexistence region or pure
collapsed lamellar phase form well defined myelins of greater stability (see Fig.6.15)
Furthermore, in contrast to the lecithin system, which has been studied by Leng et
al. [Leng 06], the texture of the initial lamellar phase does not change in the region of
the so-called myelin roots (see Fig.6.16). As can be seen, in case of the lecithin system,
myelin texture covers almost the entire droplet with time. The myelins grow not only
at their tips, but also at their roots. In case of the DDAB system, the region of the
initial droplet keeps the morphology of the lamellar phase.
6.2.3 The influence of the crystalline phase at low temperatures
In the previous sections it has been discussed that myelin formation can be observed
during the dissolution of all pure lamellar phases (also the non-equilibrium overcooled
Lα phase). In the equilibrium phase diagram, there is a narrow gap of 2◦C, in which
the lamellar phase is found in equilibrium with a crystalline phase. This phase differs
in its dissolution behaviour strongly from the lamellar phases discussed so far.
Fig.6.17 shows the typical morphology observed during the dissolution of a sample in
the Lα+XWn coexistence region. No myelin formation can be observed, the interface
is smooth and hardly disturbed. Having a closer look, a dependence of the interface
morphology on the number of crystals in the inital sample can be observed. For samples
of a small concentration of lamellar phase, the texture of the lamellar phase is hard
to detect. Upon dissolution, at the sample/water interface a lamellar phase forms,
which quickly swells into the surrounding water, while the crystal concentration in the
sample decreases. For samples in which only a few crystals are dispersed, after some
time, myelinic figures can be observed to grow at the lamellar phase/water interface.
However, these myelins are very short and thin. Their growing rate is very slow
compared to the swelling rate of the entire sample. These myelins could not be spotted
in macroscopic swelling measurements.
The swelling speed of the sample is high compared to the swelling speed of the myelin
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Figure 6.15: Myelins growing from the collapsed lamellar phase (a) and the Lα+L′α
coexistence region (b) are of greater stability and easier to detect than myelins obtained
by the dissolution of dilute samples (c) (image size 1.5x2.2mm).
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(a)
(b)
Figure 6.16: The differences in the position of the myelin roots in a sample of lecithin
(a) and DDAB (b). The drawn rings show the initial interfaces.
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Figure 6.17: During the dissolution of a sample in Lα+XWn coexistence region, no
myelin formation can be observed.
forming lamellar phase expected for the same temperature range (see Fig.6.19). The
large error bars are caused by the difficulty in defining the sample edge during the
image analysis. The theoretical analysis of these swelling coefficients cannot be done
with the model presented in section 2.3.2, without taking the new interface morphology
into account. The model was based on the assumption that the composition is fixed at
the position of the initial sample interface and that the surfactant phase which leaves
this contour is fully swollen, leading to Eq.2.17. This assumption cannot be assumed to
be valid in the case of the smooth interface morphology observed for the samples in the
coexistence region. It can be rather expected, that a gradual swelling of the lamellar
phase is observed. A gradient of the water concentration through the lamellar phase
towards the droplet centre can be expected.
6.3 The influence of the crystalline phase formed by
DODAB
One of the difficulties which was faced in the previous section was the poor control
of the concentration of the crystalline phase within the initial sample. In this section
a system is proposed, which is better suited to give insight into the influence of the
crystalline phase on the dissolution behaviour of the lamellar phase and therefore on
myelin formation.
The idea is to use two different surfactant systems which mix poorly, and therefore form
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Figure 6.18: Dependence of the morphology at the sample/water interface on the
number of crystals initially in coexistence with the lamellar phase. For a large number
of crystals, mostly blocks of crystals are drifting away (a). Upon decrease of the
crystal concentration, a lamellar phase forms at the interface (b). For samples of a
low amount of crystals, short and thin myelins can be observed (c).
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Figure 6.19: Swelling coefficients obtained during the dissolution of samples in the
Lα+XWn coexistence region.
a coexistence in the sample of phases, which are typical for each surfactant. Each of
these phases would be mainly built by one of the surfactant species. In section 3.2.1.2,
the mixing behaviour of DDAB with its longer analogue DODAB was presented for
samples of low total surfactant concentration. This study was performed on a vesicle
solution and showed the poor mixing behaviour of both surfactants.
To confirm that the system is suitable for dissolution experiments of samples of higher
concentration, the thermal phase behaviour has been studied for samples of a total
surfactant concentration of Φ=25%, and is presented in section 6.3.2. Furthermore it
could be shown that Raman spectroscopy was suitable to distinguish between regions
of the sample containing only DDAB or DODAB (see section 6.3.3).
6.3.1 Sample preparation
Samples containing a mixture of DDAB and DODAB were prepared for a total





in 10% steps. The samples were equilibrated for a day at 60◦C, which is above the
melting temperature of the DODAB crystals, and then stored for at least a week at
40◦C, allowing the crystals to equilibrate within the lamellar phase.
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Figure 6.20: DSC plots of DDAB and DODAB solution of total surfactant
concentration of Φ=25% depending on relative DODAB concentrations ΦDODAB ,
showing two phase transition corresponding to the melting of DDAB at sample
temperatures Ts of around 14◦C and DODAB at sample temperatures between 30-
55◦C.
6.3.2 The DDAB/DODAB phase diagram
The dependence of the thermal phase transition of the concentration of DODAB in
the samples of 25% total surfactant concentration has been measured by DSC (see
Fig.6.20). The increase of DODAB concentration can be seen by a decrease in height
in the peak at about 14◦C corresponding to the melting peak of DDAB. Additionally a
second peak at far higher temperatures appears. The temperature of this peak increases
slightly with increasing DODAB concentration from a value of about 30◦C to above
50◦C for a pure DODAB solution (see Fig.6.21). Therefore the higher peaks can be
assigned to the melting of the DODAB rich phase.
A phase diagram, similar to the one presented in section 3.2.1.2, can be extracted
from the DSC data (see the phase boundaries on Fig.6.21). The broad shape of the
coexistence region confirms the poor mixing behaviour of both surfactants, as has been
already observed for vesicle solutions. The shape of the diagram is very similar to the
one reported in the literature (see section 6.3), however the transition temperatures
corresponding to the transition of the DODAB rich phases are shifted towards higher
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Figure 6.21: Thermal phase transition temperatures of a aqueous solution of
DDAB+DODAB of total surfactant concentration of φ=25% depending on DODAB
concentration ΦDODAB .
temperatures.
It had been already mentioned that in a vesicle solution a transition to gel-phases can be
observed, the transition temperature of which can be lower than the Krafft temperature
of the sample. In the phase diagram reported in section 3.2.1.2 the transition to such
a gel phase has been measured. In contrast, in the concentrated solutions which have
been studied in this work, no gel phase was observed; the phase transitions are expected
to correspond to the Krafft temperature of the surfactants.
6.3.3 The Raman spectrum of DODAB
The Raman spectrum of DODAB is, as expected, similar to the Raman spectrum of
DDAB in both the lamellar phase (see Fig.6.22) as well as in the crystalline phase
(see Fig.6.23). However, the slight differences spotted could be used to distinguish
between pure DDAB phases and pure DODAB phases. Especially in samples within the
coexistence region of DODAB crystals and the lamellar phase formed mainly by DDAB
molecules, this technique can be used to get a better insight into the mixing behaviour
of both surfactants and how this mixing can influence the dissolution behaviour of the
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Figure 6.22: Raman spectrum of DODAB (φ=25%) in lamellar phase compared to
DDAB φDDAB=10%.
lamellar phase.
In the Lα phase, the main difference in the Raman spectrum lies in the higher ratio
between of the asymmetric to symmetric CH stretching peak I2850/I2880. The same
can be observed for the crystalline phases. Furthermore, there is a marked difference in
the region corresponding to the LAM vibrations in the crystalline spectras. This can
be explained, by the different packing parameters for the two crystalline phases.
6.4 Conclusions and further work
The dissolution behaviour of lamellar phases formed by DDAB has been studied. The
formation of myelinic figures could be observed for all pure lamellar phases. The
growth kinetics of the myelins or, in other words, the swelling kinetics of the samples,
could be obtained depending on initial surfactant concentration and temperature. The
dependence on initial surfactant concentration was compared to the theoretical model
developed to describe the myelin growth for the lecithin system. However, because
of the poor data quality and the strong dependence of the kinetics on the properties
of the lamellar phase (as morphology and vesicle concentration), only a rough picture
of the dissolution process could be given. The theoretical model shows qualitatively
similar behaviour, however the values are up to one order of magnitude above the
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(a)
(b)
Figure 6.23: Raman spectrum of DODAB in the crystalline phase compared to
DDAB.
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experimentally obtained data. Therefore, the data cannot be used to confirm the
quantitative validity of the theoretical model.
The low image quality is partly caused by the disruption of the droplet interface upon
introduction of water, especially for dilute samples of low viscosity. In chapter 4, a
phase separation of dilute DDAB samples in the XWn+W coexistence region of the
phase diagram was observed. The samples separate into a white phase, containing
a crystal solution of about 10%, and a clear phase. If the sample is heated to a
temperature, which is typical for the pure Lα phase, the 10% crystalline solution forms
a lamellar phase, which then dissolves into the neighbouring water. No water has to
be introduced into the sample, therefore the lamellar/water interface is not disrupted.
This experiment would, furthermore, give the possibility to study the influence of the
disruption of the interface on myelin formation and on the swelling kinetics.
In this chapter, it could be shown that the formation of myelins could be not only
suppressed by changing the lamellar phase into a vesicle rich phase, as has been known
already for other systems, but also by mixing the lamellar phase with a crystalline
phase. In future, Raman microscopy could be used to study the changes in the lamellar
phase caused by the presence of the crystalline phase. It has already been mentioned
in section 2.3.3 that the lamellar phase has to be of high fluidity and low permeability
to allow the formation of myelins. Therefore it is expected that the presence of the
crystalline phase changes one of these properties for the bilayers.
However, there is only a narrow temperature range in the pure DDAB system, in
which such experiments could be performed. Therefore, the use of a tertiary system, the
DDAB/DODAB/water system, is proposed. In this system, over a broad temperature
and concentration range, the lamellar phase (mainly formed of DDAB molecules) is
in coexistence with the crystalline phase (mainly formed of DODAB molecules). The
differences in the Raman signal of the surfactants in the lamellar and crystalline phases
can be used to study their mixing behaviour and obtain greater insight into the changes
in the lamellar phase suppressing myelin formation.
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A study of myelin formation by C12E3
7.1 Introduction
For a detailed study of myelinic figures, a highly stable and simple system is needed.
This involves also a well characterised phase behaviour of low complexity. The study on
the DDAB system, described in the previous chapter, could therefore only give limited
insight into myelin formation and growth.
By comparison, the non-ionic surfactant C12E3 is known to form highly stable
myelins upon dissolution in water at room temperatures [Kennedy 05, Buchanan 99,
Buchanan 00, Chen 00a, Laughlin 98]. These myelins form at the Lα/water interface
and were described as relatively long-lived metastable states. The increased stability of
the myelins compared to the DDAB system (see chapter 6) made it possible to perform
a more detailed investigation of their growth and shape. Furthermore this system, with
its relatively slow growth rates, is ideally suited for a statistical study of the changes
in the appearance (especially the thickness) of the myelinic tubules, as well as their
stability.
The equilibrium phase diagram of this system is well established [Laughlin 98,
Laughlin 00, Mitchell 83, Oswald 05] and has been described in section 3.2.2.1. To
summarize, at room temperature (T≈20◦C) concentrated C12E3 forms inverted micelles
(region D in Fig.7.1). With dilution one enters first a coexistence region with a
lamellar phase (C), then a pure lamellar phase (B), and then a coexistence region with
water (A). The temperature dependence within 10◦C around room temperature can be
neglected, and therefore temperature control is not needed during these measurements.
The simplicity of the phase diagram leads to a straight-forward interpretation of the
experimental results.
To obtain a three dimensional picture of myelin growth, 2-D imaging techniques, such
as microscopy and direct observation, have been combined with depth profiling using
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Figure 7.1: Schematic phase diagram of C12E3 close to room temperature (T≈20◦C).
confocal microscopy. The growth of the generally cylindrical myelins of a diameter
between 20-60µm (see section 7.3) can be divided into three parts (see section 7.5):
a pre-diffusive, a diffusive and a sub-diffusive growth regime. The pre-diffusive and
diffusive growth speed, as well as the thickness of the myelins, increases with increasing
concentration of the initial lamellar phase. The growth kinetics can be compared to
the DDAB system (see chapter 6) or lecithin [Leng 06] and can be explained in terms
of the Leng-model (see section 2.3.2).
However, in contrast to the DDAB or lecithin system, there is a density mismatch
between the phases, involving C12E3 molecules, and pure water. Therefore, the lower
density of the myelins, compared to water, combined with the small bending modulus
of the myelinic tubes in the C12E3 system leads to a creaming force during myelin
growth (see section 7.4). The creaming of myelins has not been observed previously.
The results of the 3-D evolution of the myelin/water interface with time suggests that
they could be used to explain the dependence of the myelin growth speed observed with
2-D imaging techniques on sample thickness.
7.2 Sample preparation
Solutions of C12E3 were prepared in the range of surfactant mass fraction φC12E3=35%
to 85% in distilled water to span region A-D (Fig.7.1). The samples were homogenised
either by shaking using a mechanical shaker or by rotating the sample once per second
for several hours. As the observed viscosity of these samples was typically high,
particularly in the Lα region, they were then left at room temperature (T=20±2◦C) for
several days to equilibrate. The efficacy of this length of equilibration time has been
confirmed by comparing selected results to those obtained from samples which were
equilibrated for several weeks.
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Figure 7.2: Typical sample in the coexistence region of Lα+L2 after being contacted
with water. The lamellar phase is surrounded by the water-like L2 phase.
Once equilibrated, these samples were observed visually by eye through cross polarizers.
For φC12E3<80% (region A-C), as expected, birefringent regions characteristic of
lamellar phases were observed. At high values of φC12E3 in region B, significant
turbidity was observed, whilst clear samples were formed in region D. This enables phase
separation (into the turbid Lα phase and the clear L2 phase) to be monitored readily
in region C. During the measurements, this is necessary to determine the location of
the Lα/W, Lα/L2 or L2/W interfaces when working on samples in regions C and D
(see Fig.7.2).
For confocal microscopy, samples at surfactant mass fraction φC12E3=65% were
prepared with sufficient optical contrast by adding trace amounts of one of two lipophilic
dyes (Rhodamine B (Fluka, standard Fluka grade) or DiIC18 (Aldrich, 97%)) to pure
C12E3. After mixing the sample for 2 hours, the samples were centrifuged to get
rid of excess solid dye and the upper liquid phase was extracted into another vial.
Several grams of solution of 65% (w/w) C12E3+Dye in water (Millipore) were mixed
and left on a shaker over night. The samples were put on a roller for several days to
equilibrate giving a homogenous pink colour and a viscosity similar to samples without
the dye. Neither dye caused an observable change in the bulk sample properties, such
as birefringence and viscosity.
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Figure 7.3: Myelins as observed by optical microscopy for sample thickness b of
13µm (a), 200µm (b) and 600µm (c) and φC12E3=65% (a,c) and φC12E3=60% (b)
(scale bar=200µm).
7.3 Myelin shape and width
The formation and growth of myelins was studied using optical microscopy (see Fig.7.3).
Upon contact with water, the myelins started to form after a delay time t′ of a few
seconds (see section 7.5). Myelins grew from the interface of the droplet into the
surrounding water. In the case of droplets containing an L2 phase (region C or D), the
initial L2/W interface changed rapidly into a L2/Lα/W interface, from which myelins
started to grow. The myelins were typically stable for hours. During this time, they
grew in length, while their width remained constant with time and position along the
myelins. However, the individual myelins had somewhat different lengths and widths
and some were also curved or branched.
The distribution of the (projected) myelin width N(d) was obtained as a function
of the initial surfactant concentration φC12E3 and sample thickness b. The width d of
the myelins was measured manually, typically for about 100 myelins for each sample










(z + 1)], (7.1)
with average myelin width 〈d〉 and polydispersity σ=
√
1
z+1 . The distribution N(d) was
followed for up to two hours and its form was found to be independent of time. The
average width 〈d〉 depended, however, on φC12E3 and b.
The dependence of the average myelin width 〈d〉 on the initial surfactant concentration
φC12E3 was investigated for a constant sample thickness b=200µm (see Fig.7.5).
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Figure 7.4: Distribution of the (projected) myelin width N(d) based on the
measurement of 60 individual myelins in a sample with initial surfactant concentration
φC12E3=75% and sample thickness b=200µm. The line represents a fit by a Schultz
distribution with average myelin width 〈d〉=58.3µm and polydispersity σ=0.28.
With increasing φC12E3, 〈d〉 starts around 20µm and then increases before remaining
constant at around 60µm for φC12E3=70%. The width 〈d〉≈60µm remains constant
for φC12E3>70%, where inverted micelles are presented in the initial droplet. This is
consistent with the L2 phase first transforming into the most concentrated Lα phase and
myelins then growing out of this concentrated lamellar phase. Moreover, the myelins
have a relatively low polydispersity (indicated by the bars in Fig.7.5). In all cases the
myelins are stable for hours without noticeable changes in their morphology.
The average myelin width 〈d〉 also depends on the sample thickness b (see Fig.7.6). For
sample thicknesses b<20µm, the projected average width 〈d〉≈20µm is independent
of b and hence the myelins are not cylindrical. These myelins are also relatively
unstable; within minutes they dissolve behind the growing tips. With increasing
sample thickness, 20µm<b<600µm, 〈d〉 increases. The increase of 〈d〉 is steeper for
more concentrated samples. A maximum width 〈d〉≈60µm is reached for large sample
thicknesses b>600µm. For those samples, as well as for thin samples (b<20µm), the
mean myelin width does not significantly depend on surfactant concentration. Upon
increasing b, the morphology also changes, evolving from a tight network with a large
fraction of branched myelins to a looser network of rather curved myelins (see Fig.7.3).
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Figure 7.5: Average Myelin width 〈d〉 as a function of initial surfactant concentration
φ for spacer thickness b= 200µm. On top of the graph, the corresponding phase
diagram is indicated.
(a) φC12E3=75% (b) φC12E3=65%
(c) φC12E3=55%
Figure 7.6: Average myelin width 〈d〉 as a function of spacer thickness b for different
initial surfactant concentration φC12E3. The lines show fits of the data with the power
functions, used in the section 7.6.
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7.4 3-D profile of the myelinic forest
Convential microscopy only provides a projection onto an xy-plane. The experiments
have been therefore complemented by confocal microscopy to obtain 3-D information
on myelin growth according to the methodology presented in section 3.3.4.3.
The evolution of the sample interface during the growth of myelins in 3-D is presented
in Fig.7.7. It can be seen that the nearly vertical interface, recorded at early times,
changes during the myelin growth. The interface moves faster at the top of the sample.
This leads to a progressive slant of the interface. This has been observed for all sample
thicknesses b studied (see Fig.7.8 and Fig.7.9(a)). Furthermore, it can be seen that
similar results are obtained for two different dyes (Rhodamine B and DiIC18), indicating
that the z-profiles are not significantly affected by the presence of the dyes.
As can be seen in the figures, at the top of the sample, a layer of single myelins develops.
The thickness of this layer corresponds, at later times, to the myelin width 〈d(b)〉
obtained by convential microscopy (see Fig.7.6). This is consistent with a cylindrical
shape of the myelins for the range 100µm<b<400µm. A cylindrical shape seems to be
more stable than the non-cylindrical shape found at b<20µm, which is in agreement
with the observation for the lecithin system [Sakurai 90].
The slope of the interface can be attributed to creaming of the myelins. The density of
myelins can be estimated from the surfactant density ρC12E3(20◦C)=0.927g/cm3 and
water density ρH2O(20◦C)=0.998g/cm3 to be
ρmyelin(20◦C) = 0.966g/cm3
assuming the myelins represent a fully swollen lamellar phase [Sakurai 90,Kennedy 05]
with a surfactant concentration φC12E3≈45% [Laughlin 94, Laughlin 00, Mitchell 83].
The myelin density ρmyelin is thus lower than the density of the surrounding water
ρH2O, which can lead to creaming.
7.5 Myelin growth kinetics
For a quantitative investigation of the myelin growth kinetics, the same methodology
as already presented in chapter 6 has been used. Compared to the DDAB system, the
myelins appear as a dark ring, due to their more defined and less dilute structure (see
Fig.7.10). It should be noted, that also in this case, no significant change within
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Figure 7.7: The evolution of the 3-D profile of the myelinic forest with time t
for sample thicknesses b=300µm (the images are displayed upside down, image size
821x821x300µm3).
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Figure 7.8: 3-D profile of the myelinic forest after growth time of t≈30min for
different sample thicknesses b (the images are displayed upside down, image size
821x821xb µm3).
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(a)
(b)
Figure 7.9: Dependence of the z-profiles with the relative lateral distance, x, on the
choice of dye (a), sample thickness b (a) and time t (b).
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Figure 7.10: A typical time series for a dissolution experiment of a droplet of lamellar
phase of C12E3 (φC12E3=70%, b=200µ) observed with the direct observation setup
(scale bar=2mm).
Figure 7.11: Time dependence of the average myelin length l(t) (φC12E3=70%,
b=200µm). The line represents a fit to Eq.6.1.
the initial droplet can be observed, in contrast to the observation in the lecithin
system [Leng 06].
The direct observation setup, as with any conventional optical microscope, provides
a projection of the sample. Due to the projection, the length l(t) corresponds to the
longest myelins, which grow at the top of the sample (see section 7.4). In agreement
with previous studies [Buchanan 99, Buchanan 00], after t′, the myelin length l(t)
initially shows a square root dependence on time except at long times, where there
is a subdiffusive regime (see Fig.7.11)
The dependence of the swelling coefficient S on the initial surfactant concentration
φC12E3 has been investigated for a fixed sample thickness b=200µm, where stable
myelins are formed (see Fig.7.12). The swelling coefficient S is very small for φC12E3
close to the coexistence of the Lα phase and water, i.e. for the already almost maximally
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Figure 7.12: Dependence of the average swelling coefficient S (a) and delay time t′
(b) on the initial surfactant concentration φC12E3 (b=200µm). On top of the graph
the corresponding phase diagram is indicated.
swollen lamellar phase. With increasing surfactant concentration, S increases to reach
S≈7·10−11m2/s. For φC12E3>80% where there is an initial L2 phase, S decreases again.
The delay time t′ decreases with increasing surfactant concentration, but even for small
φC12E3 it reaches values (t′≈20s) which are small compared to the time scale of myelin
growth (see Fig.7.11).
It is reassuring that the magnitude of the swelling coefficient S is similar to values
determined earlier [Buchanan 99] and is comparable to values of the C12E6 analogue
with a longer head group of S=21.9·10−11mm2/s [Chen 00a].
The dependence of S on φC12E3 is consistent with osmotic pressure Π being the
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driving force of myelin growth [Leng 06,Zou 06,Chen 00a]. With increasing surfactant
concentration, and thus decreasing water content of the surfactant droplet, the osmotic
pressure difference between the surfactant phase and bulk water, and thus the driving
force, increases. This is consistent with an increasing S(φ). It is furthermore consistent
with a decrease in the delay time t′(φ), i.e. the time needed to form myelins and
establish a diffusive myelin growth with a t1/2 dependence.
To compare the experimentally determined swelling coefficient with the theory pre-
sented in section 2.3.2, the osmotic pressure dependence on surfactant concentration
has to be known. The osmotic pressure Π of a lamellar phase formed by a (dilute)















(φ− φfs) = χ(φ− φfs)2. (7.3)
Based on literature values for the bilayer thickness db=2.5nm [Bell 96, Lu 93a,
Lu 93b], bending modulus κ=2.5kBT (taken from a similar system, C12E6 [Bagger-
Jörgensen 96]) and viscosity of water η=0.001Pas [Raviv 01], a value of χcalc=8x10−11m2/s
is expected. A fit of the (φ − φfs)2 dependence to the data (solid line in Fig.7.12(a))
results in good agreement with the data and yields χ=36x10−11m2/s which is
encouraging, taking into account that χcalc is based on a very simple model and involves
no free parameters.
7.6 The influence of the creaming process on the observed
myelin kinetics
Next, the dependence of the swelling coefficient S on the sample thickness b was
investigated (see Fig.7.13). With increasing b the swelling coefficient increases and
reaches a limiting value for b>300µm.
In section 7.4, the creaming of myelins during the dissolution process has been
described. This has an effect on the growth kinetics observed with the direct observation
setup, as only the growth of the longest myelins are recorded, i.e. the kinetics of the
single myelin layer on top of the sample has been investigated. Especially for samples
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Figure 7.13: Dependence of the swelling coefficient S on sample thickness
b (φC12E3=65%) - The line shows a fit to Eq.7.4 with fitting parameters
S=(1.3±0.1)10−5mm2s−1 and x→∞.
of greater thickness b, this growth rate cannot simply be compared to the growth rate
of all myelins in the sample. For this, the slant in the interface has to be taken into
account.
In order to model the evolution of the interface in 3-D with time, more accurate data
than the ones which have been so far obtained by confocal microscopy are needed,
and an influence of the dye on the growing rate needs to be further investigated and
discounted. In this section, however, a highly simplified model calculating the effect of
the slant in the interface on the average kinetics, based on an interface profile similar
to the one observed, is presented. It has to be noted, that this model cannot be
used to model the evolution of the experimentally obtained interface. It only gives an
indication, that the dependence of the swelling coefficient S on sample thickness b could
be caused by the creaming of the myelinic figures.
The model is based on the following assumption: The water flux into the lamellar
phase is not significantly affected by the presence of the myelin phase. The amount of
water entering the sample depends only on the osmotic pressure and water mobility at
the myelin roots. This infers that the water flux into the lamellar phase does also not
depend on the z-geometry of the myelins, but has a constant value per unit area. The
validity of this assumption will be discussed later.
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Figure 7.14: Simplified form of the interface profile obtained by confocal microscopy.
In this case the change of the spacer thickness b, which influences the z-profile of the
myelin front, therefore does not change the water flux per unit area into the sample. The
same amount of surfactant per unit area has to leave the sample with a mean swelling
coefficient S. This differs from S, the swelling coefficient measured by macroscopic
observation. Results obtained by confocal microscopy show that the profile evolves at
a different speed at different heights of the sample, which could be attributed to the
difference in density. S then corresponds to the largest value, seen at the top of the
sample. Averaging over z, we can obtain the mean swelling coefficient S. In this model,
a highly simplified form of the interface profile is used (see Fig.7.14).
This profile consists of a layer of single myelins growing at the top of the sample cell
with the experimentally determined swelling coefficient S, resulting in a length increase
with time L(t). The thickness of this layer d (the myelin thickness) depends on b (see
Fig.7.6). Using a power function fit
d = abn
to the experimental results (solid lines in Fig.7.6), the dependence of d(b) can be
described.
The average surfactant flux per unit area is determined by the average length 〈L〉
of the myelinic layer, which can be calculated geometrically from Fig.7.14 as
〈L〉 = (b− d)Li + (b+ d)L
2b
(7.4)
Using Eq.6.1 (neglecting t0 and l0) the relation between the macroscopic swelling
coefficient S and the average swelling coefficient S can be predicted. For simplicity, the
bottom layer Li was predicted to swell with a swelling coefficient Si = Sx2 , where x>1
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(b− d(b))/x+ b+ d(b)
)2S (7.5)
Fitting the parameter S and x to the experimentally obtained results (Fig.7.13) using
the least square method, we obtained S =(1.3 ± 0.1)10 −1 mm 2 s−1 and x →∞
for sample having φ=65% (see line in Fig.7.13). One should note that the obtained
fitting parameter x→∞ would suggest no swelling for the bottom layer, which was not
observed in the experiments. However, the shape of this interface has been estimated
using a straight line and neglecting the experimentally observed curvature (Fig.7.14
and Eq.7.4). This deviation could be the origin of the underestimation of the swelling
of this bottom layer.
In future, confocal microscopy could be used to obtain a more detailed picture of the
dependence of the observed swelling coefficients on z. So far the quality of the data is
only good enough to give a qualitative insight into idea the evolution of the shape of
the myelin front and the effects of creaming.
The quality of the fit to the data in Fig.7.13 supports the assumption, that the myelins
do not strongly affect the water flux into the lamellar phase. The relatively loose
network of myelins seems not to influence the amount of water penetrating the sample,
or the mobility of the water within the lamellar phase, driven by the osmotic pressure
gradient at the myelin roots.
7.7 Conclusion and future work
The morphology and growth of myelins in aqueous surfactant solutions containing
the non-ionic surfactant C12E3 has been studied. Using a combination of the 2-
D imaging techniques of microscopy or direct observation and depth profiling with
confocal microscopy, a detailed 3-D picture of the shape and growth of the myelins has
been obtained.
Myelins formed by the non-ionic surfactant C12E3 are generally characterised by their
cylindrical shape. However, if the sample is very thin with a thickness b<20µm, non-
cylindrical myelins form, which tend to be unstable. The width of the myelins could
be modelled with a Schultz-distribution with a relatively small polydispersity. The
average value of the width 〈d〉 ranges between about 20µm and 60µm and increases
with the initial surfactant concentration φC12E3 and thickness of the sample b.
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Myelin growth starts after a relatively short delay time (t′<20s), which depends on the
initial surfactant concentration φC12E3. During the first few hours, the growth follows
a diffusion-like behaviour, i.e. the length l(t) increases with a square-root dependence
l(t) ∼ t1/2. Then, at later times, a subdiffusive growth is observed. The growth rate of
the diffusive growth, characterised by the swelling coefficient S, has been investigated.
It depends on the initial surfactant concentration φC12E3 and, apparently, the sample
thickness b.
We suggest, that the dependence of the observed swelling coefficient S on sample
thickness b is due to a slanted, instead of vertical, interface between the myelins and
the water. The slanted interface is due to a density difference between myelins and
water which leads to creaming and thus faster progression of the myelin front at the
top of the sample. This maximum length is determined in a projection as obtained
by optical microscopy and is used to calculate S. In contrast, an average length 〈L〉
is more representative of the rate of myelin formation and should be used instead.
Using confocal microscopy, the slant of the interface was investigated, which depended
on sample thickness b. The low resolution of time and long acquisition times during
the measurement made it not possible to obtain a precise time dependence of the
interface profile, to obtain a complete 3-D reconstruction of the evolution of the interface
with time. However, a highly simplified model already suggests that the creaming of
myelins might explain the observed dependence of the swelling coefficient, S, on sample
thickness b. In future more precise data on the time dependence of the interface could
result in a complete 3-D reconstruction of the interface, which could be used to develop
a more sophisticated model to quantify profile evolution and its effects on apparent and
intrinsic swelling rates.
Furthermore, the initial surfactant concentration φC12E3 was found to affect the swelling
coefficient S. Using the Leng-model, S was related to the mobility of water in the
surfactant phase and the osmotic pressure difference between the lamellar phase and
water (see section 2.3.2). Since the dependence of the mobility and the osmotic pressure
on the properties of the lamellar phase are known [Brochard 75,Bagger-Jörgensen 96],
the dependence of S on φC12E3 could be calculated
S(φ) ∼ (φ− φfs)2.
This dependence was found to agree with the experimental observations and also the
magnitude of S is of the order of the experimental values obtained. This supports the
explanation that myelin growth is indeed driven by the osmotic pressure difference and
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In this thesis, a detailed study of the equilibrium and non-equilibrium behaviour of
three aqueous surfactant systems is presented. The results are based on a broad range
of experimental techniques, recording changes in the samples at different length scales,
as well as the thermodynamic parameters of the phase transitions involved.
The equilibrium phase diagram of the cationic surfactant DDAB has been studied
in great detail. The results could not been explained within the frame of the existing
equilibrium phase diagram, therefore, an amended form for the low temperature region
has been proposed, based on experimental results and theoretical considerations. The
new phase diagram has been tested by studying a range of phase transitions along
isoplethal and isothermal paths. The obtained results could not be completely explained
by the previously reported phase diagram in the literature, however, they could be by
the new phase diagram proposed in this thesis. This gives great support for the accuracy
of this new phase diagram.
The main difference is the vanishing of the previously reported equilibrium Lβ phase.
It has to be noted that this phase did not appear in any phase diagram of DDAB
analogues, which differ in the length of the hydrocarbon chains. Instead, a coexistence
region of crystals and a dilute monomer solution was seen in the low temperature
regions. For the DDAB system, the amended phase diagram explains this trend. This
low temperature crystalline phase was characterised.
A range of more precisely temperature controlled experiments is proposed at different
parts of this thesis, which are necessary to establish the precise positions of the phase
boundaries in the diagram. These experiments are based on the knowledge which has
been accumulated during the experimental work of this thesis.
It has to be noted that the strength of this work lies in the combination of different
experimental techniques with theory. These broad range of data were necessary to
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derive a self consistent picture, and only after the last data set were obtained, could
the conclusions about the complex equilibrium phase behaviour be drawn. At this
point I would like to thank again Bob Laughlin, who did never hesitate to share his
expertise, to test the correctness of these conclusions and make me aware of the broad
range of theoretical knowledge which is reported in the literature. Bob’s experience
has been invaluable in selecting from the hundreds of articles which have been read for
this work, the ones with the most reliable information.
The second major part of this thesis, presents a study of the so-called myelinic figures,
wormlike interface instabilities, which are observed during the dissolution of some
lamellar phases. Despite their discovery at the beginning of the 18th century, the
reason for their formation and growth is still not fully understood.
The formation of myelins from two surfactant systems, DDAB and the non-ionic
surfactant C12E3 were investigated. Especially the results obtained in the more
stable non-ionic system, support the importance of the osmotic pressure between the
surfactant phase and the surrounding water. The growth kinetics of the myelin could
be shown to depend on sample concentration, proposed by a previously developed
osmotically controlled model, which was based on data of the dissolution of lecithin.
The data suggest that the kinetics of the water which diffuses into the lamellar phase
controls the kinetics of myelin growth, which, as a result of the water entering the
sample, by osmosis, are pushed out into the surrounding solution.
Further experiments are proposed to obtain a more detailed description of this myelin
growth, as well as of the conformational properties of the surfactant molecules in the





LabView is a powerful programming language, which not only allows for control of
external equipment, such as cameras, but also for analysis of images. This programming
language is not a text-based language as e.g. C++ or FORTRAN, but a graphical
one. A code consists of a front-panel, which is a user-interface for using the written
program, and a block-diagram, where the steps of the program are defined. The front-
panel consists of inputs and outputs. The input parameters can sometimes be changed
while a program is running, but often they have to be declared before the start of the
program. The block-diagram is in the style of an electronic control board in which
single steps are connected by wires. In this section the concept of the codes used in
this work will be explained as well as the purpose of them.
LabView was used to control a camera (IEEE 13294) during the direct observation
measurements (see section A.1.1) and to manipulate (see section A.1.2) and analyse
(see section A.1.3.2) images obtained by this technique as well as by conventional (see
section A.1.3.3) and confocal (see A.1.3.4) microscopy. The codes require LabView 8.0
(with Vision) as well as the Vision Assistant 8.0. The programs are written for the
camera IEEE 13294, the driver and controls of which have to be installed on the PC.
A.1.1 Controlling the camera for the direct observation measure-
ments
A.1.1.1 Concept
The measurements, which were performed on a direct observation setup, required in
general three basic steps.
1. The optics of the setup have to be aligned (PREVIEW.VI).





Figure A.1: Front-panel (a) and block-diagram (b) of PREVIEW.VI.
3. A time series of images with time steps adequate for the sample kinetics have to
be taken (GRABBING.VI, where one can, not only control the time steps, but
also change them whilst measuring in order to react to changes in the sample
kinetics).
In the following, the three steps with their programs will be described in more detail.
A.1.1.2 Aligning the optics
In order to align the optics of a direct observation setup a simple preview program is




The block-diagram consists, first of all, of a step which reads images taken with a
camera (1). These images are displayed in the front-panel as an 8bit greyscale picture
(3). The while-loop is required for renewing the display every 0.1s so that not only one
static image is shown (2). The size of the display is set by the size of the read image
(4).
A.1.1.3 Calibration and background correction
For the calibration of the setup, an image of a calibration ruler/grid of an appropriate
length scale for the sample (mm range) is needed. Furthermore, an image of the
background has to be taken for further background correction of the images (see section
A.1.3.1). The program SNAP.VI, shown in Fig.A.2, is based on the preview-program
with the additional option of saving images. Once the program is started, a preview is
displayed. The SNAP-button saves the image of a given name. The program will ask
where the image should be saved. The program offers the possibility of changing the
filename/destination in order to save several images.
The block-diagram consists of a while-loop which checks every 1s if the SNAP-button is
switched. This loop contains a sequence, the first part of which is the preview-program.
The second part is only executed if the SNAP-button is switched. If so, the image is
saved using the filename defined in the front-panel. A file-dialog appears asking about
the destination folder. The file is saved as a 16bit PNG image1. The SNAP-button
switches automatically off, so that another image can be chosen and saved.
A.1.1.4 Time series
Swelling measurements require a sample to be recorded over a certain period of time.
It is reasonable to save only as many pictures as necessary responding to the sample
kinetics and the planned analysis. The following concept is used:
• Over the first seconds, a lot of pictures are taken in order to obtain a good
estimation of the starting time of the swelling process (water surround the
sample).
• Knowing the t1/2-dependent swelling behaviour, the time steps ∆t between the
1This format has been chosen because of the possibility of storing additional information e.g. the





Figure A.2: Front-panel (a) and block-diagram (b) of Snap.VI.
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Figure A.3: Time step dependence on picture number. The whole series last over
12 min.
pictures increase with a constant factor a, having
∆tn = ∆t0an. (A.1)
The factor a and the initial time steps ∆t0 have to take into account the sample
kinetics, the number of pictures N to be saved and the maximal final step ∆tN .








where tall is the overall time of this step.
• To obtain an accurate fit of the slope of the line to the data, the last data points
are most important. Therefore the last images are taken with a constant rate
∆t ≈ ∆tN .
Fig.A.3 shows an example of the time-step dependence on image number as was
predominantly used in this work.
For the swelling measurements the program GRABBING.VI, presented in Fig.A.4,
was used. The input data for the time series should be filled before the program
is started. When started, a preview is displayed. Images are taken once the Start
grabbing-button is switched. The destination folder for the images will be chosen. If
there is a need to change the input values, the Start grabbing-button should be switched
off. Switching the button on again starts the program using the picture number, at
which it has been interrupted, and using the new input values. The program stops





Figure A.4: Front-panel (a) and block-diagram (b) of GRABBING.VI.
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starts, when the program is started. Once the Start grabbing-button is switched for the
first time, the time count starts again.
The block-diagram follows the same principle as the program SNAP.VI. The difference
is only that the Timemultiplier (SubVI).VI (see Fig.A.5) is added to calculate the
correct time step between the pictures based on a case structure:
• ‘-2’ (before the time series starts, or when stopped in between): Its function is to
check every 0.1s if the START-button of the program has been pressed.
• ‘-1’(grabbing of first pictures): gives the short time delay and increases picture
number by 1.
• ‘0’ (starts when ‘number picture’=‘start case 2’): calculates the increased delay
time, using the initial delay and the multiplier and increases the picture number
by 1.
• ‘1’ (grabbing last pictures, starts when ‘number picture’=‘start case 3’): gives
the long time delay and increases the picture number by 1
Furthermore, the time (displayed in the front-panel) is added in 6 digits to the filename
of the images. To give a precise time, the time format is 0.1s.
A.1.2 Manipulating images - Joining images to a movie
Having a set of recorded images, these can be joined to movie (AVI-file). The program
MakeMovie.VI (see Fig.A.6) writes a certain number of images to a movie. One has to
note that the time step (1/‘frame per second’) between the images is constant and does
therefore not correspond to the real time. Therefore, the time needs to be displayed in
the movie. Before starting the program, the inputs have to be defined. Upon starting,
the first picture as well as the name and destination of the AVI file have to be chosen.
The program stops after writing the specified number of pictures to the AVI-file or in
case the next picture cannot be found.
The block-diagram contains the following parts:
1. The time is extracted from the file name and the real time calculated, setting the
time of the first picture to zero.
2. The next image is searched assuming that the name is oldname(oldtime+x).pgn,
where x is increased by 1 until an image is found.





Figure A.5: Connector panel (a) and block-diagram (b) of the SubVI Timemultiplier,





Figure A.6: Front-panel (a) and block-diagram (b) of MakeMovie.VI.
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4. An AVI-file with a specified ‘frames per second’-rate and using a chosen
compressor is created.
A.1.3 Analysing images
LabView, in combination with Vision Assistant, provides the possibility of analysing
images obtained from measurements using the direct observation setup as well as
(confocal) microscopy. Most options for image manipulation require an 8-bit image
type. Therefore, at the beginning, the image is always converted to this format. In
the case of poor image quality, background correction was needed (see section A.1.3.1).
The image analysis was based on finding a particle on the image and measuring its
size and position (see section A.1.3.2-A.1.3.4). There is a wide range of options such
as selecting certain objects, erasing parts of the image, modifying the darkness and
contrast as well as measuring distances, areas etc. Therefore, the algorithm, presented
here, could be modified if the images required slightly different treatment.
A.1.3.1 Background correction
Even after aligning the optics of e.g. a direct observation setup or microscope, the
background image shows that the illumination is not uniform (see Fig.A.7). The
variations in the light intensity might be caused by some optical parts not perfectly
aligned or by the divergence in the sensitivity of certain pixels in the camera. For
particles which are difficult to identify due to their low contrast, the images have to be
corrected to maximize resolution.
The image correction contains the following steps:
1. For every pixel, the detected value of a background image Ib(x, y) is set as 100%
illumination and the corresponding maximal camera detection.
2. The recorded intensity of an image I(x, y) will be divided by its 100% value,
therefore the background intensity. This will give a value of 1 for equal intensity
of the image and the background, therefore for points where no (visible) particle
is detected. A smaller value corresponds to particles with a greater scattering
ability, while bigger values are caused by particles which scatter less light than
the background. The latter can only happen, if the background image is taken
through a media (e.g. glass plate, water etc.).
3. The obtained ratios r(x,y) have to be changed into greyscale values for the
corrected image. To obtain maximal resolution in this image, the smallest ratio
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Figure A.7: Line profile of background (image shown in inset).








The value I0 has to be such, that the highest possible ratio is displayed as the








One should note, that for a whole series of images, which are intended to be
analysed using the same parameters, the values xmin and I0 have to be the same
for the whole series.
This procedure leads to a uniform background (see Fig.A.8). Furthermore, dirt in the
optical path can be removed with the background correction (see Fig.A.9). Thus
a more homogeneous image will be obtained, which is independent of the quality of
illumination or light detection.
The code for the corresponding LabView program will be explained in more detail
2For example, an image showing a maximal arise of brightness of 25% and a maximal decrease of
50%, corresponds to a maximal or minimal ratio against the background of 1.25 and 0.5, respectively.
Therefore rmin=0.5 and the difference between the highest and lowest value is 0.75. If all values
between 0 and 0.75 have to be displayed on a 8bit greyscale (values between 0-255), than the value I0
corresponds to the divergence of 255/0.75=340.
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Figure A.8: Line profile of background and image before and after correction.






Figure A.10: Connector Pallet (a) and block-diagram (b) of IVA Adjust Dynamic
Whole Range.VI.
in the following paragraphs. As already mentioned, most of the image processing
functions are only available for 8bit greyscale pictures. Therefore the recorded 16bit
PGN files have to be converted. To maintain as much information as possible, only
the used region of the 16bit scale should be compressed to the much smaller 8bit scale.
This has to be done in the same way for the background image and all the images of
one series, to not shift the greyscale in the images against each other. This conversion
is done in the subVI IVA Adjust Dynamic Whole Range.VI (see Fig.A.10).
The input values are the image, which has to be converted, the desired image type, the
range in the 16bit scale, which should be considered (range=(Max(Imax; Ib,max) and
minValue=Min(Imin; Ib,min)). After the image is read, the minimal value of interest
of the greyscale is subtracted from the grey levels to shift the region of interest to the
lowest values. Then the region is divided by 255, to obtain only values between 0 and
255. After this, the first 8 bits of the 16bit image are written to an 8bit image without
changes.
The image correction is done according to the ideas introduced above with the
ImageCorrection.VI (see Fig.A.11). The front-panel displays the image, before
correction, as a picture and the corrected image as a matrix of the grey levels. The
inputs Min Grey Level and Max-Min correspond to the image conversion, discussed





Figure A.11: Front-panel (a) and block-diagram (b) of ImageCorrection.VI.
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a folder with the name name‘time+x’.png and saves them as corrname‘time+x’.bmp.
The input Multiplication-factor corresponds to the I0-factor in Eq.A.4.
The block-diagram consists of a sequence in the first frame, of which the background
picture is converted and saved. In the second part, one picture after the next,
scanning through the folder, is divided by the background image and multiplied by
the multiplication factor. After this, the corrected image is saved and, for control, the
image is written into a matrix on the front-panel to give the possibility of controlling
the greyscale values.
It should be mentioned that optimising the quality of the images often changes crucial
parts, which can lead to a wrong analysis. Therefore, the effect of the image correction
was controlled for a few random images of each series.
A.1.3.2 Analysis of images taken in the direct observation setup
Before providing the details about how to analyse the images obtained during the
swelling measurements, the images themselves and the ideas will be discussed shortly.
The ‘ideal’ image contains a circular object, the size of which increases with increasing
image number. In order to calculate the growing rate, the area of the object has to be










As the recorded images are in general not ideal, this section gives only an idea about
the analysis for circular samples which have a sharp edge. Most of the other images
were manually analysed based on the proposed concept. In the end of this section, some
advice will be given, for minimizing errors in the analysis caused by the experimental
setup.
The analysis of a whole time series requires two steps:
1. The threshold grey level of the sample edge is found and the proposed algorithm
is tested on one image.
2. The complete series of images is analysed using the input values obtained in step
1.
Analysis of one image In order to analyse a whole time series with the best pa-
rameters, at least one image of this series was analysed using the script FirstPicture.src
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Figure A.12: The steps in the analysis script for Vision Assistant: FirstPicture.src.
Figure A.13: Change of analysed image in step 4 and 5 of the script.
(see Fig.A.12) in Vision Assistant, which contains all steps, found later in the analysis
program. In case this script was insufficient, steps were added or removed. If it was
possible to find a new form of the script, which sufficiently analysed all images, this
script was saved as a LabView code and the changed parts added to the program
ANALYSEPICTURE.VI.
The steps of the script are:
1. The image is opened.
2. The image is converted to an 8bit-format3.
3. Dark objects (the particles of interest) are selected (see Fig.A.13).
4. Holes within these objects are filled (see Fig.A.13).
5. Border objects are removed.
6. Small objects are removed until only the particle of interest is left.
7. The particle area and its centre of mass is measured.
Analysis of a whole time-series As already mentioned, the analysis of the whole
series of images follows the concept used for the single image, only adding a step, which





Figure A.14: Front-panel (a) and block-diagram (b) of ANALYSEPICTURE.VI.
The front-panel of the analysis program is shown in Fig.A.14(a). Before the program
is started, the inputs have to be defined. The analysed data is saved in an external
.txt file. The remove border-button was only switched, if the sample did not touch the
border of the image. The range corresponds to the threshold value obtained in for the
single image analysis. After starting the program, only the destination of the text file
and the first image which should be analysed, are chosen. The program stops when the
inserted number of pictures has been analysed, the next image cannot be found or the




Figure A.15: Connector palette and block-diagram of AnalysePicture(SubVI).VI.
Figure A.16: Connector palette and block-diagram of GetArea(SubVI).VI.
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The code of the program is written in three different VI’s (1 VI and 2 SubVI’s). The
first one (see Fig.A.14(b)) contains the communication code with the user. It creates
a text file and writes into the first line the description ‘time area centreX centreY’,
before the analysis starts.
The second VI (see Fig.A.15) consists of 3 parts. The middle and the bottom ones
are responsible for extracting the time from the file name and finding the path to the
next image which should be analysed. Both parts have already been discussed in A.1.2.
The upper part contains the third VI (see Fig.A.16).
This SubVI consists of the code which has been extracted from the Vision Assistant
script (see Fig.A.12). The case structure around the remove border-function gives the
possibility to enable it if necessary. The while loop around the removing objects-function
makes sure, that only one particle is left, which will be analysed.
A.1.3.3 Analysis of images taken with a microscope
Images recorded by microscopy have to be analysed measuring the area on a picture
occupied by the crystalline phase depending on time. The area occupied by the
crystalline phase was selected according to the greyscale value of the pixels. All pixels
above a certain threshold value have been counted and added to the area.
In some images, the interface of the crystalline phase is not very clear, but rather
characterised by a decrease in density as shown in Fig.5.5. Therefore no sharp jump
of the greyscale value on that interface can be found. In this case, a medium greyscale
value has been chosen, which selects about half of this interface region. In the case of a
linear decrease in density, this would correspond to an effective selection of all crystals.
A.1.3.4 Analysis of images taken with a confocal microscope
In images obtained by confocal microscopy, the image area occupied by the surfactant
phase had to be selected. The images of one scan were merged into a montage
(see Fig.A.17) using the Confocal Assistant 4.02. The edge of the area occupied by
surfactant phase was enhanced manually (using e.g. the program Paint). The modified
images were analysed with the Vision Assistant using the following steps (see Fig.A.18):
1. The RGB image is converted into an 8bit greyscale image.
2. Particles above a certain threshold are selected.
3. Holes in the particles are filled.
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Figure A.17: Typical image obtained during the confocal measurements discussed
in chapter 7.
Figure A.18: Vision Assistant Script for the analysis of images obtained by confocal
microscopy in chapter 7.
4. Small objects are removed.
5. The measured particle areas, positions and widths for one series are saved in an
external file.
A.2 Fortran code for SAXS data
The following fortran code has been used to background correct data, which have been
obtained by the SAXS measurements (see section 3.3.3.1). The program has been








character*30 dummy,answer,file sample,file back,file dark,file out
print*,’input of 2 plotso(.plt) files:first data, then background’
print*,’data will be normalized by time in seconds (input)’
print*,’and corrected for background’
print*,’output is q,I and deltaI’

















write(6,*)’sample was measured for time (in seconds):...?’
read(5,*)time sample
write(6,*)’background was measured for time (in seconds):...?’
read(5,*)time back
if ((answer.eq.’Y’).or.(answer.eq.’y’)) then







write(6,*)’PURE transmissions of sample and of background’
read(5,*)trans sample, trans back
write(6,*)’sample thickness in cm’
read(5,*)thick sample
write(6,*)’RAW counting rate of standard FEP1400 in cps’
read(5,*)sumfepcps
c FEP1400 characterized at ERSRF: dSigma/dOmega=(6.657+/- 0.002)mm-1
c transmission at NANOSTAR Cu Kalpha=0.382, thickness=0.35mm
c so: D*T*dSigma/dOmega=0.89 dimensionless!










































BaK4 1.569 56.10 3.10 7.00 55 Achromat 2/3
BaFN10 1.670 47.10 3.76 6.80 649 Achromat 1
SF10 1.728 28.40 4.28 7.50 454 Achromat 1-3
B270/S1 1.523 58.50 2.55 8.20 533 condenser
Coating Coating Description Specifications
antireflection Wave MgF2 at 550nm Rave≤1.75%, 400-700nm
(BK7)
mirror protected aluminium, wave SiO
overcoat
Rave>90%, 400-650nm
first-front mirror VIS enhanced aluminium, multi-
layer film of dielectrics wave
Rave>95%, 450-650nm
Table A.1: Characteristics of the glasses and coatings used in the direct observation
setup.
reduced(i)=(sample(i)/time sample-dark(i)/time dark)-
1 trans sample*(back(i)/time back-dark(i)/time dark)
reduced(i)=reduced(i)*0.89/(trans sample*trans back*thick sample
1 *scattfep)
err=(dsample(i)/time sample)**2+(dback(i)/time back)**2




99 print*,’number of data points treated=’,number-1
stop
end
A.3 Technical specifications of the optics used in the
direct observation setup
The glass characteristics of the lenses as well as the coatings of the lenses and the
mirrors are summarized in Tab.A.1.
The index of refraction refers to the ratio of the speed of light in a vacuum to the
speed of light through a given material at a given wavelength. For lenses of a higher
index of refraction, light is bent more efficiently, decreasing the need for curvature in




The Abbe number of a material quantifies the amount of dispersion (variations in
refractive index) for a specific spectral range. A high Abbe number generally gives less
colour dispersion and reduces colour aberration.
When dealing with applications involving extreme temperatures and quick temperature
differentials, a glass’ coefficient of expansion becomes a key factor.
Optical coatings are used to either increase the transmission of light by reducing back
reflections (as in the case of lenses, windows, etc.) or to increase the reflection of light
(as in the case of mirrors).
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v Volume of surfactant chain
Velocity
l Length of surfactant chain
a0 Optimal surface area occupied by the surfactant head
F Degrees of freedom
C Number of components
ci Composition
xi Ratio of phases




Z Number of bonds
N Number of molecules
Eij Interaction energy
∆Umix Energy of mixing
χ Interaction parameter
kB or k Boltzmann constant
Smix Entropy of mixing
F (Elastic) free energy
Force
Ri Principal radius of curvature
κ mean bending modulus
κ Gaussian bending modulus
Φ δd
δ Bilayer thickness
d Bilayer repeating distance
Myelin width
V Volume of interacting bilayer patches
UV Van der Waals interaction
L Growth rate of nuclei
φ0s Initial surfactant concentration





φi Concentration [V/V]: i=w: water
i=2 or without i: surfactant
i=fs: fully swollen lamellar phase
i=t: defects
Concentration [w/w]: i=DDAB, C12E3 or DODAB
Ls or l Growing length
ji Volumetric flux of: i=fs: fully swollen lamellar phase
i=w: water
t Time




λw Mobility of water
ζw Slip coefficient of water flow between bilayers
aw Water layer thickness
ρi Density
Electron density
η Viscosity of water
b Thickness of the hydration layer
Spacer (sample) thickness
ε Distance between the water-hydration layer interface
and the position at which the velocity is zero
a Radius of defects
TM Main transition temperature
m Molecular mass




δ, acb Bilayer thickness
aBr Ion layer thickness
s Spin
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c Velocity of light
Θc Critical angle













EEC Exchange and correlation energy
Φ Basis function
ΦDODAB relative mass fraction of surfactant concentration
ci and di Coefficient














C12E3 Triethylene glycol monododecyl ether
Symbol Phase
Lα (Swollen) lamellar phase
L
/
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