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Resumen
En esta Tesis Doctoral se desarrollan herramientas geome´tricas desde el marco teo´rico de la
geometr´ıa diferencial y de la teor´ıa de la informacio´n para estudiar el caos cua´ntico y de esta for-
ma dar una visio´n ma´s completa del mismo. Para ello, en primer lugar estudiamos los feno´menos
caracter´ısticos del caos cua´ntico y de sus correspondientes escalas temporales en te´rminos de
valores medios cua´nticos. Esto permitio´ obtener a una caracterizacio´n asinto´tica de feno´menos
del caos cua´ntico expresada por: 1) la jerarqu´ıa ergo´dica cua´ntica (abreviadamente QEH, del
ingle´s Quantum Ergodic Hierarchy), 2) una versio´n cua´ntica del Teorema de Descomposicio´n
Espectral de Sistemas Dina´micos (abreviadamente QSDT, del ingle´s Quantum Spectrum De-
composition Theorem), 3) la granulosidad fundamental, 4) una condicio´n de caos en el l´ımite
cla´sico basada en el teorema de Pesin y 5) una derivacio´n de los ensambles Gaussianos desde el
nivel mixing de la QEH. Estos resultados constituyen una primera parte de la presente Tesis,
que enumeramos a continuacio´n.
Con la QEH se logro´ extender la jerarqu´ıa ergo´dica cla´sica a sistemas cua´nticos donde
cada uno de los niveles de caoticidad (ergo´dico, mixing, Kolmogorov y Bernoulli) quedaron
caracterizados por condiciones asinto´ticas sobre los valores medios cua´nticos. Entre otras
cosas, se pudieron caracterizar los feno´menos de dephasing y localizacio´n exponencial del
rotor pateado en te´rminos del nivel mixing de QEH.
Admitiendo la aplicacio´n del Teorema de Descomposicio´n Espectral de Sistemas Dina´mi-
cos al l´ımite cla´sico de un sistema cua´ntico dado, se obtuvo una versio´n cua´ntica dando
como resultado, entre otras cosas, un estudio del espectro de los sistemas cua´nticos per-
tenecientes a los niveles ergo´dicos y mixing de QEH. Por otra parte, su aplicacio´n a un
billar de microondas provisto de un Hamiltoniano efectivo con espectro finito de autovalo-
res complejos, permitio´ caracterizar sus transiciones cao´ticas como funcio´n de su nu´mero
de antenas.
Utilizando las correlaciones del nivel mixing de QEH bajo la hipo´teis de que el l´ımite de´bil
constituye el estado representativo del sistema cua´ntico para tiempos grandes, y asumiendo
que la probabilidad de los elementos matriciales del Hamiltoniano puede expresarse como
la traza de cierto proyector sobre el l´ımite de´bil, se obtuvieron los ensambles Gaussianos
en te´rminos de valores medios cua´nticos en el l´ımite cla´sico.
Con el objetivo de compatibilizar el Principio de Incertidumbre y el Principio de Co-
rrespondencia con la emergencia del caos en el l´ımite cla´sico, definimos la granulosidad
fundamental a partir del estudio de la evolucio´n de celdas en el espacio de fases como
el ana´logo cla´sico de un punto que se mueve. Esta compatibilidad quedo´ expresada en
te´rminos del rango temporal de la granulosidad fundamental. A partir de las ecuaciones
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9de movimiento de celdas arbitrarias, en base a dicho rango se obtuvieron las escalas tem-
porales caracter´ısticas del caos cua´ntico, es decir el tiempo de Heisenberg y el tiempo de
Ehrenfest.
Teniendo en cuenta el teorema de Pesin que relaciona los coeficientes de Lyapunov del
sistema cla´sico con su entrop´ıa de Kolmogorov–Sinai, se obtuvo una condicio´n semicla´sica
en te´rminos de valores medios cua´nticos para la existencia de caos en el l´ımite cla´sico.
Se aplico´ dicha condicio´n al modelo de Gamow provisto de un Hamiltoniano efectivo
dando como resultado una dina´mica cao´tica en su l´ımite cla´sico con la evolucio´n temporal
invertida. A partir de este resultado se obtuvo, con la ayuda conjunta del teorema de Pesin
y del tiempo de Kolmogorov–Sinai, el exponente de Lyapunov del modelo de Gamow en
funcio´n de los polos del Hamiltoniano efectivo.
A partir de estas investigaciones de ı´ndole asinto´tica, en la segunda parte de esta Tesis se
estudiaron e identificaron posibles medidas de caoticidad relevantes sobre variedades estad´ısticas
dentro del formalismo de la aproximacio´n de informacio´n geometrodina´mica al caos (IGAC) el
cual utiliza el concepto de distancia entre distribuciones, en particular la dada por la me´trica
de Fisher–Rao. Dicho estudio condujo a los siguientes resultados.
Se obtuvo una caracterizacio´n de los ensambles Gaussianos como un caso particular de
un modelo correlacionado estad´ıstico para el caso l´ımite en el que la covarianza entre las
variables microsco´picas tiende a cero. A su vez, esta caracterizacio´n geome´trica derivo´ en
una extensio´n geome´trico–informacional de la jerarqu´ıa ergo´dica, denominada jerarqu´ıa
ergo´dica geometrodina´mica informacional (abreviadamente IGEH, del ingle´s information
geometrodynamical ergodic hierarchy).
Se aplico´ el formalismo geome´trico–informacional IGAC a sistemas bipartitos lo cual per-
mitio´ estudiar la estructura me´trica de la variedad estad´ıstica del sistema total y la de
sus subsistemas. Se caracterizaron las dina´micas de los sistemas bipartitos y de sus sub-
sistemas a partir de sus escalares de curvatura y utilizando familias de distribuciones
correlacionadas bivariantes.
Por u´ltimo, se definio´ una medida de distinguibilidad para la familia de distribuciones
bivariantes del modelo 2D que permitio´ definir una cota para las correlaciones de la
IGEH. Se utilizo´ dicha cota para ilustrar la transicio´n termodina´mica de un ensamble de
pares de osciladores acoplados inmersos en un ban˜o te´rmico en te´rminos del nivel mixing
informacional de la IGEH.
Consideramos que estos estudios constituyen un conjunto de caracterizaciones asinto´ticas y
geome´tricas de la dina´mica cao´tica, tanto cla´sica como cua´ntica, que se encuentran interconec-
tadas entre s´ı y que permiten dar una visio´n ma´s amplia del caos cua´ntico desde el punto de
vista teo´rico.
Cap´ıtulo 1
Introduccio´n
Comenzamos realizando un repaso de las nociones y conceptos del caos cla´sico y cu´antico,
como as´ı tambie´n de los formalismos utilizados a lo largo de esta Tesis Doctoral.
1.1. Caos cla´sico
En meca´nica cla´sica se define el caos o comportamiento cao´tico como aquel comportamiento
determinista t´ıpicamente aperio´dico con la caracter´ıstica de ser muy sensible a las condiciones
iniciales. Este concepto destruye la imagen determinista de la f´ısica cla´sica y muestra que las
trayectorias de las ecuaciones de movimiento son en algu´n sentido aleatorias e impredecibles.
El mecanismo para esta propiedad sorprendente de la meca´nica cla´sica esta´ relacionado con la
inestabilidad exponencial local presente en el movimiento [1]. La estabilidad local del movimiento
esta´ caracterizada por el ma´ximo coeficiente de Lyapunov, definido como el l´ımite
Λ = l´ım
|t|→∞
1
|t| log d(t)
donde d(t) es la distancia al tiempo t entre dos trayectorias con condiciones iniciales cercanas
entre s´ı y se considera d(0) = 1. Entonces, la inestabilidad exponencial del movimiento significa
que que el ma´ximo exponente de Lyapunov Λ es positivo. La prediccio´n del movimiento de
la trayectoria para un tiempo suficientemente corto puede ser caracterizada por el para´metro
aleatorio [2]
r =
h|t|
| logµ|
donde µ es la precisio´n del registro de la trayectoria y h es la denominada entrop´ıa de Kolmogorov–
Sinai. La prediccio´n es posible en el intervalo finito de “determinismo temporal” r . 1, mientras
que r ≫ 1 corresponde a la regio´n de aleatoriedad asinto´tica en cuyo rango temporal casi todas
las trayectorias son impredecibles. Cabe sen˜alar que la condicio´n h > 0 es suficiente para que
ocurra el movimiento cao´tico.
Desde el lado de los fundamentos del caos cla´sico las siguientes aproximaciones se encuentran
vinculadas entre s´ı: la complejidad algor´ıtmica [3], los exponentes de Lyapunov Λ+ [4, 5] y
la jerarqu´ıa ergo´dica cla´sica [6, 7]. Esta u´ltima clasifica distintos niveles de caos a partir del
decaimiento de un tipo de correlaciones entre subconjuntos del espacio de fases permitiendo de
este modo una descripcio´n estad´ıstica del caos en el l´ımite asinto´tico. Asimismo, el teorema de
Brudno relaciona la complejidad algor´ıtmica con la entrop´ıa de Kolmogorov-Sinai h mientras
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Figura 1.1: La pira´mide cao´tica es un diagrama de las relaciones entre la jerarqu´ıa ergo´dica
cla´sica, los exponentes de Lyapunov y la complejidad algor´ıtmica, por medio de los teoremas de
Pesin y de Brudno.
que el teorema de Pesin relaciona la jerarqu´ıa ergo´dica ca´sica con los exponentes de Lyapunov.
Las relaciones entre estos indicadores cao´ticos se ilustra en la pira´mide cao´tica de la Fig. 1.
Es importante destacar que la inestabilidad exponencial implica un espectro cont´ınuo, y e´sto
a su vez trae como consecuencia un decaimiento de las correlaciones de tal forma que la medida
de la interseccio´n entre dos conjuntos del espacio de fase alejados entre s´ı temporalmente tiende
al producto de la medida entre dichos conjuntos para tiempos grandes. Esta propiedad llamada
mixing, constituye uno de los niveles de la jerarqu´ıa ergo´dica, y es la que permite una descripcio´n
estad´ıstica de la dina´mica, la cual se tratara´ con detalles en el Cap´ıtulo 2. El punto clave es que
mixing establece la independencia estad´ıstica de diferentes partes suficientemente separadas en
el tiempo de una trayectoria dina´mica. Esta es la principal razo´n de la aplicacio´n de la teor´ıa
de probabilidad en f´ısica cla´sica que nos permite el ca´lculo de caracter´ısticas estad´ısticas tales
como difusio´n, relajacio´n, funciones de distribucio´n, etc.
Por consiguiente, la aplicacio´n de la teor´ıa de probabilidad en la dina´mica cla´sica nos per-
mite reemplazar la descripcio´n en te´rminos de trayectorias por otra equivalente en te´rminos de
funciones distribucio´n, las cuales si no son singulares, representan no una u´nica trayectoria sino
un continuo de ellas. Por otra parte, la funcio´n distribucio´n satisface una ecuacio´n de Liouville
lineal. En te´rminos de distribuciones, la propiedad mixing implica la aproximacio´n a un estado
estacionario en el l´ımite asinto´tico de tiempos grandes para toda distribucio´n inicial suave. Este
proceso es denominado relajacio´n estad´ıstica y sera´ frecuentemente utilizado en el desarrollo de
los cap´ıtulos de la presente Tesis.
Para deshacerse de su complicada estructura, la distribucio´n debe ser de “grano grueso”,
es decir, debe ser promediada sobre algu´n dominio del espacio de fases. La evolucio´n de la
distribucio´n de grano grueso es descripta por una ecuacio´n cine´tica, esto es, por una ecuacio´n
de difusio´n. Ma´s au´n, la distribucio´n de grano grueso converge a un estado estacionario suave (en
el sentido de la diferenciabilidad) que es constante. Cabe sen˜alar que esta operacio´n de grano
grueso sera´ fundamental para la caracterizacio´n de las escalas temporales del caos cua´ntico
que se desarrolla en el Cap´ıtulo 3. Finalizamos esta seccio´n remarcando las dos propiedades
fundamentales de la meca´nica cla´sica que son necesarias para que la dina´mica cao´tica ocurra:
(i) un espectro continuo, y (ii) un espacio de fases continuo.
1.2. Caos cua´ntico
El problema del caos cua´ntico surgio´ alrededor de los ‘70s a partir de los intentos de com-
prender los feno´menos del caos cla´sico en te´rminos de la meca´nica cua´ntica en el l´ımite cla´sico. Si
bien au´n en la actualidad no existe un consenso en la comunidad cient´ıfica sobre una definicio´n
rigurosa del caos cu´antico, se suele aceptar como el estudio de los aspectos mecano-cua´nticos de
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los sistemas cua´nticos que admiten una descripcio´n cla´sica cao´tica [1, 8, 9, 10]. Es decir, aquellos
sistemas cua´nticos cuyo comportamiento cuando la constante de Planck es despreciable frente
a otras cantidades (l´ımite cla´sico) pueden ser caracterizados por los indicadores del caos cla´sico
que mencionamos anteriormente como los coeficientes de Lyapunov, la complejidad algor´ıtmica,
etc [11, 12].
Investigaciones preliminares pusieron en evidencia una dificultad muy profunda en el hecho
de que las condiciones mencionadas anteriormente para la dina´mica cao´tica cla´sica, el tener
un espectro continuo y un espacio de fases continuo, son violadas por la meca´nica cua´ntica: la
condicio´n (i) es violada debido a la naturaleza discreta del espectro cua´ntico y la condicio´n (ii)
es violada debido a que el Principio de Incertidumbre establece un espacio de fases cua´ntico
discretizado en celdas de taman˜o mı´nimo dadas por ∆x∆p & ~ (por cada grado de libertad). La
situacio´n se vuelve au´n ma´s cr´ıtica al considerar el Principio de Correspondencia que establece
la emergencia de todos los feno´menos cla´sicos sin excepcio´n, en particular el caos cla´sico, en el
l´ımite cla´sico de la meca´nica cua´ntica. Surgio´ entonces la idea de que una manera de reconciliar
el espectro discreto con el Principio de Correspondencia es la introduccio´n de algunas escalas
temporales caracter´ısticas del movimiento cua´ntico. El punto clave fue identificar que la dis-
tincio´n entre los espectros discreto y continuo no es ambigua solamente en el l´ımite asinto´tico
t → ∞. Esta idea fue sugerida por experimentos nume´ricos en caos cua´ntico en los cuales se
utilizo´ un modelo muy simple y emblema´tico en la literatura, el rotor pateado [1].
De esta forma, se identificaron los aspectos dina´micos del caos cua´ntico dentro del dominio
temporal. Se logro´ caracterizar al caos cua´ntico como una propiedad de la evolucio´n temporal
asinto´tica que ocurre, dentro de una escala de tiempo t∗ determinada por la densidad de estados
ρ = dEndn que expresa una derivada discretizada entre niveles de energ´ıa adyacentes. En efecto,
escribiendo una solucio´n completamente general de la ecuacio´n de Schro¨dinger dependiente del
tiempo Ψ(x, t) =
∑
n cn exp(−iEn~ t)Ψ(x) uno ve que la naturaleza cuasi-perio´dica de la evolu-
cio´n temporal se muestra, en promedio, cuando la diferencia de dos fases adyacentes crece en
2pi, esto es t∗ = 2pi~ρ. Esta escala temporal es denominada tiempo de Heisenberg y luego de
t∗ la evolucio´n temporal es dominada por las fluctuaciones cua´nticas. Entonces el caos cua´ntico
genuino es so´lo posible dentro de una escala t < t∗ donde feno´menos con una descripcio´n se-
micla´sica son posibles tales como la relajacio´n, la sensibilidad exponencial, etc. Sin embargo, no
todos los feno´menos cao´ticos pueden ser observados en meca´nica cua´ntica hasta un tiempo t∗,
existen muchos de corta vida. Por ejemplo la sensibilidad exponencial a las condiciones iniciales
so´lo puede ser simulada hasta el tiempo de Ehrenfest tE =
ln(A0/~)
λ donde A0 es el volumen del
espacio de fases explorado por una trayectoria cla´sica cao´tica y λ es el exponente de Lyapunov
cla´sico midiendo la tasa de divergencia exponencial δx(t) ∼ exp(λt)δx(0) de trayectorias cerca-
nas cla´sicas. Hasta el tiempo tE , paquetes de onda Gaussianos centrados en trayectorias cla´sicas
pueden ser utilizados para una descripcio´n semicla´sica del movimiento cua´ntico [13]. El tiempo
de Heisenberg t∗ y el tiempo de Ehrenfest tE son las dos escalas temporales caracter´ısticas
dle caos cua´ntico. Otro aspecto importante de la dependencia temporal del caos cua´ntico es el
eco de Loschmidt o decaimiento de la fidelidad [14]. La fidelidad ha sido propuesta por Peres
[15] como una analog´ıa natural en meca´nica cua´ntica de los coeficientes de Lyapunov y de la
sensibilidad a las condiciones iniciales, como
F (t) = |〈Ψ0(t)|Ψε(t)〉|2 = |〈Ψ(0)|U0(−t)Uε(t)|Ψ(0)〉|2 (1.1)
donde |Ψ0(t)〉 = U0(t)|Ψ(0)〉, |Ψε(t)〉 = Uε(t)|Ψ(0)〉, ε es un para´metro positivo chico, y U0(t),
Uε(t) son la evolucio´n temporal no perturbada y perturbada respectivamente. La primera igual-
dad (fidelidad) de (1.1) puede ser interpretada como la probabilidad de que dos evoluciones
cua´nticas cercanas finalicen en el mismo estado mientras que la segunda igualdad (eco de
1.2. Caos cua´ntico 13
Loschmidt) es la probabilidad de que el estado evolucionado hacia adelante por la evolucio´n
perturbada compuesto con la reversio´n temporal por la evolucio´n sin perturbar para la mis-
ma cantidad de tiempo, finalice en el mismo estado inicial. La fidelidad es una medida de la
estabilidad del movimiento cua´ntico. El formalismo del eco de Loschmidt puede ser conectado
ı´ntimamente con la teor´ıa de la decoherencia en sistemas cua´nticos abiertos [14].
As´ı como es importante considerar los aspectos dina´micos del caos cua´ntico el dominio tem-
poral, tambie´n se destacan los aspectos estacionarios en el dominio de la energ´ıa. Desde los ‘50s,
ha sido reconocido por Wigner [16] y luego por Dyson [17], que muchas caracter´ısticas de los
niveles de energ´ıa de nu´cleos complejos o resonancias de vida media larga pueden ser descriptos
por un modelo estad´ıstico de matrices aleatorias. La idea de Wigner fue que para un sistema
cua´ntico suficientemente complicado con muchos grados de libertad como un nu´cleo pesado, uno
puede considerar que los elementos matriciales del Hamiltoniano en una base arbitraria esta´n
distribu´ıdos al azar. Este modelo dio´ origen a la teor´ıa de matrices aleatorias la cual predice
que la distribucio´n estad´ıstica de los espaciamientos entre niveles de energ´ıa adyacentes obedece
distribuciones universales que so´lo dependen de ciertas propiedades de simetr´ıa. A comienzos
de los ‘80s comenzo´ a acumularse evidencia nume´rica dando cuenta de que, el espectro de sis-
temas muy simples pero no integrables y cla´sicamente caoticos, tambie´n exhib´ıan fluctuaciones
universales de niveles de energ´ıa descriptas por la teor´ıa de matrices aleatorias, a trave´s de los
ensambles Gaussianos. Estos ensambles modelan el comportamiento cao´tico de sistemas cua´nti-
cos partiendo de la hipo´tesis de una determinada correlacio´n entre los elementos matriciales Hij
del Hamiltoniano Hˆ del sistema cu´antico.
Las dos condiciones para la distribucio´n de probabilidad P (H11, . . . , HNN ) de los elementos
matriciales Hij que definen los ensambles Gaussianos son [8, pags. 73-74]
P (H11,H12, . . . , HNN ) = P (H11)P (H12) · · ·P (HNN ) (condicio´n de aleatoriedad) (1.2)
P (H11,H12, . . . , HNN ) = P (H
′
11,H12, . . . ,H
′
NN ) (condicio´n de invarianza) (1.3)
donde Hˆ ′ es obtenido a partir de Hˆ por medio de una transformacio´n ortogonal, unitaria o´
simple´ctica de acuerdo a que el ensamble Gaussiano sea ortogonal (GOE), unitario (GUE) o´
simple´ctico (GSE), respectivamente. La ecuacio´n (1.3) expresa la invarianza de P (H11, ..., HNN )
frente a una transformacio´n ortogonal, unitaria o simple´ctica. La ecuacio´n (1.2) nos dice que
en el re´gimen completamente cao´tico de un sistema cua´ntico cao´tico los detalles de la interac-
cio´n no son relevantes de tal manera que podemos reemplazar los elementos matriciales de su
Hamiltoniano por una matriz cuyos elementos no esta´n correlacionados entre s´ı. La observacio´n
de que “correlaciones espectrales de corto alcance de sistemas cua´nticos que son fuertemente
cao´ticos en el l´ımite cla´sico, obedecen leyes universales de fluctuacio´n que esta´n dadas por en-
sambles de matrices al azar sin para´metros libres” ha sido reconocida como la conjetura de caos
cua´ntico y a pesar de no haber sido rigurosamente probada, sigue siendo uno de los resultados
ma´s importantes y establecidos en el campo [18]. Uno de los modelos paradigma´ticos esta´ndares
donde la conjetura de caos cua´ntico ha sido demostrada de forma ma´s convincente es el billar
cua´ntico. El problema de Schro¨dinger estacionario para una part´ıcula de masa m movie´ndose
libremente dentro de un dominio planar (mesa de billar) D y colisionando con las paredes esta´
descripto por la bien conocida ecuacio´n de Helmholtz para la funcio´n de onda de la part´ıcula
∇2Ψ(x, y) + k2Ψ(x, y) = 0 (1.4)
con condiciones de Dirichlet Ψ|∂D = 0, siendo ∂D la frontera de D, y teniendo un conjunto
discreto de soluciones {kn,Ψn : n = 1, 2, . . .} con las autoenerg´ıas En = ~
2k2n
2m . Se demuestra
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nume´ricamente que, por ejemplo, para dominios circulares el sistema es integrable mientras
que para dominios tipo cardioide (propuesto por Robnik [19]) el comportamiento es totalmente
cao´tico.
Vemos entonces que los aspectos dina´micos y estacionarios del caos cua´ntico surgen en prin-
cipio independientemente unos de los otros pero esta´n ı´ntimamente relacionados y caracterizan
a todos los feno´menos del caos cua´ntico. Esta interrelacio´n se vera´ con detalle en el Cap´ıtulo
3 donde se trata la granulosidad fundamental de la meca´nica cua´ntica como una manera de
compatibilizar el Principio de Correspondencia con el caos en el l´ımite cla´sico.
1.3. Sistemas dina´micos, teor´ıa de densidades y operadores de
Markov
Los sistemas dina´micos son uno de los objetos ma´s extendidamente estudiados en la F´ısica
as´ı como en la Matema´tica [10, 11, 12, 20]. En el contexto de la teor´ıa de la medida, un sistema
dina´mico se define como la cuaterna (X,Σ, µ, τ) donde X es un conjunto (t´ıpicamente el espacio
de fases en meca´nica cla´sica), Σ es una σ−a´lgebra sobre X, µ es una medida finita sobre Σ, y
el mapa τ : X → X es una transformacio´n que preserva la medida. La interpretacio´n f´ısica de
esta definicio´n es que un sistema dina´mico establece una regla que describe la dependencia de
un punto, representando el estado del sistema, en un espacio geome´trico (el espacio de fases).
Esta regla es determinista en el sentido de que, para un dado intervalo de tiempo, el estado del
sistema so´lo sigue una u´nica trayectoria.
Desde sus or´ıgenes en la meca´nica Newtoniana hasta su posterior definicio´n matema´tica,
se ha ndesarrollado numerosas herramientas tanto teo´ricas como pra´cticas en el a´mbito de
los sistemas dina´micos. Algunas de ellas que cabe sen˜alar por su relevancia son los mapas
discretos, la teor´ıa de bifurcaciones, nudos topolo´gicos, etc. E´stas aproximaciones dan diferentes
descripciones locales y globales de los sistemas dina´micos. Sin embargo, en la mayor´ıa de los casos
lo ma´s importante resulta ser el comportamiento asinto´tico del sistema como ya mencionamos en
el caos cla´sico. Ma´s au´n, un caso de gran intere´s es el estudio de la aproximacio´n al equilibrio de
un sistema dina´mico donde podemos utilizar las herramientas de la teor´ıa del caos cla´sico. Aqu´ı
es donde aparece naturalmente la descripcio´n estad´ıstica del sistema, que matema´ticamente nos
lleva al concepto de funcio´n de distribucio´n (definida como densidad, matema´ticamente) de un
sistema f´ısico, indispensable cuando e´ste posee un alto nu´mero de grados de libertad.
Para poder utilizar estas herramientas es necesario establecer el formalismo de los sistemas
dina´micos. Adoptaremos la definicio´n de sistemas dina´micos dada en el contexto de la teor´ıa de
la medida [6, 7] ya que nos permitira´ conectar cantidades escritas en te´rminos de medidas por
medio de valores medios de operadores cua´nticos, como veremos ma´s en el Cap´ıtulo 2. Cabe
sen˜alar que e´sta definicio´n de sistemas dina´micos es equivalente a la dada en el contexto de
flujos de campos vectoriales y ecuaciones diferenciales [12, 20].
Comenzamos recordando los elementos matema´ticos de teor´ıa de los sistemas dina´micos en
el marco de la teor´ıa de la medida que utilizaremos a lo largo de e´sta Tesis, basado en [6, 7].
Dado un conjunto X, Σ es una σ-a´lgebra de subconjuntos de X si se satisface:
(i) X ∈ Σ
(ii) A,B ∈ Σ =⇒ A\B ∈ Σ
(iii) (Bi) ∈ Σ =⇒ ∪iBi ∈ Σ (donde i es un ı´ndice numerable)
Una funcio´n µ es una medida de probabilidad sobre Σ si se cumple:
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(i) µ : Σ→ [0, 1] y µ(X) = 1
(ii) Para toda familia numerable (Bi) ∈ Σ tal que Bj ∩ Bk = ∅ si j ̸= k se tiene µ(∪iBi) =∑
i µ(Bi)
Un espacio medible es toda terna de la forma (X,Σ, µ). Dado un espacio medible (X,Σ, µ), un
automorfismo T que preserva la medida µ es una funcio´n T : X → X, que satisface
∀ A ∈ Σ : µ(T−1A) = µ(A) (1.5)
Entonces se dice que la familia de transformaciones τ = {Tt : X → X}t∈R que satisfacen (1.5)
y las siguientes propiedades
(i) T0(x) = x para todo x ∈ X,
(ii) Tt1(Tt2(x)) = Tt1+t2(x) para todo x ∈ X y t1, t2 ∈ R,
(iii) el mapa (t, x)→ Tt(x) de R×X en X es cont´ınuo,
es un grupo de automorfismos que preservan la medida y lo llamaremos una ley dina´mica τ .
En el caso general, se requiere que τ so´lo sea un semigrupo, como es el caso de los sistemas
semidina´micos. En sistemas dina´micos τ es un grupo, y por lo tanto los sistemas dina´micos se
consideran inversibles mientras que los sistemas semidina´micos podr´ıan no serlo. Decimos que
la cuaterna (X,Σ, µ, τ) es un sistema dina´mico.
El concepto de densidad es una nocio´n central. Dado un sistema dina´mico (X,Σ, µ, τ) y
D(X,Σ, µ) = {f ∈ L1(X,Σ, µ) : f ≥ 0 ; ‖f‖ = 1}, decimos que toda funcio´n f ∈ D(X,Σ, µ, τ)
es una densidad.
Sen˜alamos que en meca´nica cla´sica lo usual es tomar X como el espacio de fases Γ, Σ = P(Γ)
como el conjunto de partes del espacio de fases, µ como la medida de Lebesgue y Tt como la
evolucio´n temporal dada por las ecuaciones de Hamilton.
Para un sistema cla´sico S con un estado inicial dado por una densidad sabemos que su
evolucio´n temporal esta´ determinada por la ecuacio´n de Liouville. Excepto en casos sencillos,
sabemos que esta ecuacio´n no tiene solucio´n exacta y, por lo tanto, nos vemos obligados a utilizar
otra estrategia para estudiar la evolucio´n del sistema. En este sentido, los operadores de Markov
son muy u´tiles debido a que permiten deducir propiedades globales asinto´ticas de la densidades.
Bajo ciertas hipo´tesis sobre los operadores de Markov se pueden obtener condiciones para la
existencia de una densidad de equilibrio f∗, que corresponde f´ısicamente a la aproximacio´n
al equilibrio del sistema. La aproximacio´n al equilibrio en el l´ımite asinto´tico por medio de
los operadores de Markov constituira´ el v´ınculo entre l´ımite cla´sico y la versio´n cua´ntica del
teorema de descomposicion espectral para sistemas dina´micos, que sera´ estudiado en el Cap´ıtulo
2. Presentamos una breve revisio´n de los propiedades ba´sicas de los operadores de Markov
necesarias para el desarrollo de los resultados de esta Tesis.
Dado un espacio medible (X,Σ, µ) un operador lineal P : L1 → L1 se llama un operador de
Markov si satisface para toda f ∈ L1, f ≥ 0
(i) Pf ≥ 0
(ii) ‖Pf‖ = ‖f‖
De (ii) se sigue que P es mono´tono, esto es, si f, g ∈ L1 con f ≥ g entonces Pf ≥ Pg.
Sean (X,Σ, µ) una σ-a´lgebra y f ∈ L1. Si P es un operador de Markov entonces
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(i) ‖Pf‖ ≤ ‖f‖ (contractividad)
(ii) |Pf(x)| ≤ P |f(x)| ∀x ∈ X
La nocio´n de punto fijo de un operador de Markov es fundamental para establecer la apro-
ximacio´n al equilibrio de una densidad.
Sea P un operador de Markov. Si f ∈ L1 con Pf = f entonces f se llama un punto fijo de
P . De la misma forma, toda f ∈ D(X,Σ, µ) que cumple Pf = f se llama densidad estacionaria
de P .
Una familia de automorfismos {Tt}t∈R representando la evolucio´n temporal de cualquier
sistema dina´mico permite definir una clase especial de operadores de Markov llamada operadores
de Frobenius-Perron.
Dado un espacio medible (X,Σ, µ) y T : X → X un automorfismo no singular (o sea,
µ(T−1(A)) = 0 para todo A ∈ Σ tal que µ(A) = 0) el u´nico operador P : L1 → L1 definido para
todo A ∈ Σ por la ecuacio´n ∫
A
Pf(x)µ(x)dx =
∫
T−1(A)
f(x)µ(x)dx (1.6)
se llama operador de Frobenius–Perron correspondiente a T .
De (1.6) vemos que el operador de Frobenius-Perron es lineal y posee las siguientes propie-
dades.
Sea T un automorfismo. Si P y Pn son los operadores de Frobenius-Perron correspondientes
a T y Tn respectivamente, entonces se tiene
(i)
∫
X Pf(x)µ(dx) =
∫
X f(x)µ(dx)
(ii) Pn = P
n siendo Pn = P ◦ · · · ◦ P︸ ︷︷ ︸
n veces
El adjunto del operador de Frobenius-Perron cumple un rol importante en la descripcio´n de la
evolucio´n de las funciones definidas en el espacio de fases y esta´ dado por la siguiente definicio´n.
Dado un espacio medible (X,Σ, µ) y T : X → X un automorfismo no singular, el u´nico
operador U : L∞ → L∞ definido para todo f ∈ L∞ por
Uf(x) = f(T (x)) (1.7)
se llama operador de Koopman correspondiente a T . De (1.7) vemos que el operador de Koopman
es lineal y satisface las siguientes propiedades.
Sea T un automorfismo. Si U y Un son los operadores de Koopman de T y T
n respectiva-
mente, entonces para todo f ∈ L1, g ∈ L∞, n ∈ N0 se tiene
(i) ‖Uf‖L∞ ≤ ‖f‖L∞
(ii) Un = U
n siendo Un = U ◦ · · · ◦ U︸ ︷︷ ︸
n veces
(iii) 〈Pnf, g〉 = 〈f, Ung〉
donde 〈f, g〉 = ∫X f(x)g(x)µ(dx) para todo f ∈ L1, g ∈ L∞.
Con e´stas definiciones podemos establecer los niveles de la jerarqu´ıa ergo´dica en te´rminos
de densidades y operadores de Markov. Sea (X,Σ, µ) un espacio medible normalizado (es decir,
µ(X) = 1), T : X → X un automorfismo y P , U los operadores de Frobenius-Perron y de
Koopman de T . Entonces, para todo par f ∈ L1, g ∈ L∞ se tiene
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(i) T es ergo´dico ⇔ limn→∞ 1n
∑n
k=0〈P kf, g〉 = limn→∞ 1n
∑n
k=0〈f, Ukg〉 = 〈f, 1〉〈1, g〉
(ii) T es mixing ⇔ limn→∞〈Pnf, g〉 = limn→∞〈f, Ung〉 = 〈f, 1〉〈1, g〉
(iii) T es exacto ⇔ limn→∞‖Pnf − 〈f, 1〉‖ = 0
A partir de estas definiciones se sigue que
exacto −→ mixing −→ ergo´dico (1.8)
Cabe sen˜alar que estos niveles son sustancialmente diferentes entre s´ı. Por u´ltimo, introduci-
mos la nocio´n de operador constrictivo que permite asegurar la existencia de una densidad de
equilibrio. Un operador de Markov P se llama constrictivo si existe un conjunto precompacto
F ⊆ L1 tal que para todo f ∈ D(X,Σ, µ):
l´ım
n→∞ d(P
nf,F) = 0 (1.9)
siendo d(Pnf,F) = ı´nfg∈F ‖Pnf − g‖ la distancia entre el conjunto F y Pnf .
De esta definicio´n se puede demostrar que todo operador de Markov constrictivo posee una
densidad estacionaria [7, pag. 90].
Teorema 1.1 (Existencia de densidades de equilibrio) Sea (X,Σ, µ) un espacio medible nor-
malizado, y P : L1 → L1 un operador de Markov constrictivo. Entonces P posee una densidad
estacionaria, esto es, existe una densidad f∗ ∈ L1 tal que Pf∗ = f∗.
La existencia de densidades de equilibrio puede ser relevante para la obtencio´n de posibles
marcos teo´ricos del caos cua´ntico. Por ejemplo, en el billar cua´ntico la afirmacio´n de ergodicidad
cua´ntica es equivalente a la afirmacio´n de equidistribucio´n de la densidad de probabilidad de
los autoestados.
1.4. Formalismo cua´ntico
Dado un sistema cua´ntico con N + 1 grados de libertad provisto de un espacio de Hilbert
H denotaremos el a´lgebra cua´ntica de observables por A, definido matema´ticamente como el
anillo de operadores (con la suma y producto usual) Aˆ : H 7→ H tales que Aˆ† = Aˆ para todo
Aˆ ∈ A donde Aˆ† es el conjugado hermı´tico de Aˆ.
Los estados cua´nticos esta´n representados por el cono positivo de matrices densidad que
esta´n en el dual de A, denotado por A′, esto es N = {ρˆ ∈ A′ : ρˆ(Iˆ) = 1 , ρˆ(AˆAˆ†) ≥ 0 ∀ Aˆ ∈ A}
donde Iˆ es el operador identidad en A.
La accio´n ρˆ(Aˆ) de un estado ρˆ sobre un observable Aˆ es el valor medio de Aˆ en ρˆ que esta´
dado por Tr(ρˆAˆ) siendo Tr(. . .) la operacio´n de traza sobre un operador. A lo largo de esta Tesis
Doctoral tambie´n usaremos la notacio´n usual 〈Aˆ〉ρˆ para los valores medios.
Si Aˆ ∈ A entonces la transformada de Wigner de Aˆ es la funcio´n de distribucio´n definida
sobre R2(N+1) dada por [21]
WAˆ(q, p) =
1
hN+1
∫
RN+1
〈q +∆| Aˆ |q −∆〉e2i p∆~ d∆ (1.10)
donde q, p,∆ ∈ RN+1.
El conjunto de todas las distribuciones Aq = {WAˆ(q, p) : Aˆ ∈ A} se llama a´lgebra cua-
sicla´sica. Dado un estado puro ρˆψ = |ψ〉〈ψ|, su transformada de Wigner Wρˆ puede ser negativa,
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con lo cual Aq no es un a´lgebra cla´sica. Por esta razo´n, ρ(q, p) = Wρˆ(q, p) se dice que es una
distribucio´n de cuasiprobabilidad siendo ρˆ ∈ N cualquier matriz densidad del sistema cua´ntico.
Dado Aˆ ∈ A se define el s´ımbolo de Weyl de Aˆ como [21]
W˜Aˆ(q, p) =
∫
RN+1
〈q +∆| Aˆ |q −∆〉e2i p∆~ d∆ (1.11)
Dados dos operadores Aˆ, Bˆ ∈ A podemos introducir el producto estrella [22]
W˜Aˆ(q, p) ∗ W˜Bˆ(q, p) = W˜Aˆ(q, p) exp
(
− i~
2
←−
∂ aω
ab−→∂ b
)
W˜Bˆ(q, p) = W˜AˆBˆ(q, p) (1.12)
siendo ωab el tensor me´trico de R(N+1). Del desarrollo en serie de la exponencial se deduce de
(1.12) que
W˜AˆBˆ(q, p) = W˜Aˆ(q, p)W˜Bˆ(q, p) +O(~) (1.13)
El contenido f´ısico del a´lgebra cuasicla´sica Aq esta´ dado por el corchete de Moyal definido como
{W˜Aˆ, W˜Bˆ}MB =
1
i~
(W˜Aˆ ∗ W˜Bˆ − W˜Bˆ ∗ W˜Aˆ)
A su vez, de (1.10), (1.11) y (1.14) se deduce que el corchete de Moyal es la transformada de
Wigner del conmutador cua´ntico, esto es
{W˜Aˆ, W˜Bˆ}MB =
1
i~
W[Aˆ,Bˆ]
La relacio´n entre las a´lgebras cla´sica Acl, compuesta por todas las funciones f : R2(N+1) 7→ R
con la suma y producto usual de funciones, y la cuasicla´sica Aq esta´ determinada por
{f, g}MB = {f, g}PB +O(~2)
siendo f, g : R2(N+1) 7→ R dos funciones cualesquiera donde
{f, g}PB =
N+1∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
)
es el corchete de Poisson.
La transformada de Wigner y su inversa definen un isomorfismo entre el a´lgebra cua´ntica A
y el a´lgebra cuasicla´sica Aq
A −→ Aq , Aq −→ A
El mapa as´ı definido se llama mapa de Weyl–Wigner–Moyal. En el l´ımite cla´sico se tiene que
Aq tiende a Acl debido a que cuando ~→ 0 el producto estrella tiende al producto usual entre
funciones (como puede verse de (1.12)) y el corchete de Moyal tiende al de Poisson, siendo ~ el
para´metro de deformacio´n de la cuantizacio´n.
Dado el producto escalar 〈f, g〉 = ∫R2(N+1) f(q, p)g(q, p) dqdp entre dos funciones
f, g : R2(N+1) 7→ R una propiedad relevante de la transformada de Wigner es [21]
Tr(AˆBˆ) = 〈WAˆ, W˜Bˆ〉 (1.14)
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siendo Aˆ, Bˆ dos operadores cualesquiera del a´lgebra cua´ntica. La ecuacio´n (1.14) nos dice que
el valor medio de un observable Oˆ en el estado ρˆ puede ser calculado en el a´lgebra cua´ntica A
como la traza de ρˆOˆ o´ bien en la cuasicla´sica Aq como la integral sobre R2(N+1) del producto
Wρˆ(q, p)W˜Oˆ(q, p).
Si I(q, p) es la funcio´n identidad de R2(N+1), de la definicio´n del s´ımbolo de Weyl (1.11) se
deduce que W˜Iˆ(q, p) = I(q, p) y por lo tanto, dado un estado ρˆ, poniendo Aˆ = ρˆ y Bˆ = Iˆ en
(1.14) se tiene
Tr(ρˆIˆ) = 〈Wρˆ, W˜Iˆ〉 = 1
que no es otra cosa que la normalizacio´n de ρˆ.
1.4.1. L´ımite cla´sico y l´ımite de´bil
El l´ımite cla´sico es el estudio de los sistemas cua´nticos cuando la constante de Planck puede
despreciarse frente a otras magnitudes relevantes, en cuyo caso el comportamiento del sistema
puede ser predicho por las leyes de la meca´nica cla´sica. Con el objetivo de compatibilizar las
predicciones de la meca´nica cua´ntica a nivel microsco´pico con las de la meca´nica cla´sica a
nivel macrosco´pico, en un trabajo fundacional de 1920, Niels Bohr introdujo el Principio de
Correspondencia [23]: “el comportamiento de los sistemas descriptos por la meca´nica cua´ntica
reproduce el predicho por la f´ısica cla´sica en el l´ımite de nu´meros cua´nticos grandes”. En otras
palabras, el Principio de Correspondencia establece la transicio´n de las magnitudes cua´nticas a
las de sus ana´logos cla´sicos a medida que los valores de la constante de Planck se aproximan a
cero.
Existen varios formalismos para estudiar el l´ımite cla´sico [24, 25, 26, 27, 28]. En particular, el
l´ımite de´bil es uno de ellos y es el que utilizaremos a lo largo de esta Tesis que, entre otras cosas,
permite tratar a los observables como los objetos centrales y a los estados como funcionales de
e´stos [28, 29, 30]. Una de sus principales caracter´ısticas es que establece un tipo espec´ıfico de
correlacio´n que da una imagen intuitiva del proceso de relajacio´n de un sistema cua´ntico, es
decir de su aproximacio´n al equilibrio en el l´ımite asinto´tico. La definicio´n formal del l´ımite
de´bil es la siguiente.
Dado un sistema cua´ntico, si ρˆ ∈ N es un estado inicial y ρˆ(t) el estado al tiempo t, decimos
que ρˆ∗ ∈ N es el l´ımite de´bil de ρˆ si se verifica
l´ım
t→∞〈Oˆ〉ρˆ(t) = 〈Oˆ〉ρˆ∗ (1.15)
para todo observable Oˆ ∈ A. La ecuacio´n (1.15) expresa que ρˆ∗ tiene el significado de una
especie de promedio de “grano grueso”de ρˆ sobre el conjunto de observables A donde el valor
medio 〈Oˆ〉ρˆ(t) tiende al valor constante 〈Oˆ〉ρˆ∗ para tiempos grandes. Considerando que el valor
medio 〈Oˆ〉ρˆ(t) contiene informacio´n sobre las correlaciones cua´nticas de ρˆ al tiempo t, entonces
es razonable asumir que 〈Oˆ〉ρˆ∗ representa las correlaciones de ρˆ cuando t → ∞, es decir en el
l´ımite asinto´tico. En este sentido decimos que el l´ımite de´bil ρˆ∗ es, un “estado de equilibrio”,
dado que las correlaciones de ρˆ esta´n contenidas en ρˆ∗ en el l´ımite asinto´tico.
1.4.2. Formulacio´n del l´ımite cla´sico en te´rminos del l´ımite de´bil
El contenido del l´ımite de´bil como aproximacio´n al l´ımite cla´sico se pone en evidencia al
escribir expl´ıcitamente el valor medio de un observable Oˆ en un estado ρˆ(t) a tiempo t.
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Sea S un sistema cua´ntico con un Hamiltoniano hermı´tico Hˆ. Sea {|a〉} su base de auto-
vectores, llamados autoestados. Los autovalores {Ea} constituyen el espectro cua´ntico y son las
energ´ıas del sistema, que en este caso son reales en virtud de la hermiticidad de Hˆ. Dependien-
do del sistema cua´ntico que se trate, el espectro cua´ntico puede llegar a ser discreto, cont´ınuo,
complejo o una combinacio´n de e´stos. Se tiene el conjunto de relaciones
Hˆ|a〉 = Ea|a〉 , 〈a|Hˆ = 〈a|Ea
〈a|b〉 = δab (ortonormalidad)
Iˆ =
∑
a |a〉〈a| (completitud) (1.16)
que caracterizan completamente a la base de autoestados y donde estamos asumiendo que no
hay degeneracio´n, es decir que todos los autovalores son distintos. Cabe sen˜alar que de (1.16)
se deduce que los estados ρˆa = |a〉〈a| son puros, es decir que ρˆ2a = ρˆa para todo a. Podemos
expandir el estado ρˆ en la base {|a〉}
ρˆ =
∑
a
∑
b
ρab|a〉〈b| con ρab = 〈a|ρˆ|b〉 (1.17)
El estado ρˆ al tiempo t esta´ dado por el operador de evolucio´n Uˆ(t) = e−i
Hˆt
~ . Esto es,
ρˆ(t) = Uˆ(t)ρˆUˆ(t)† = e−i
Hˆt
~ ρˆei
Hˆt
~ (1.18)
De (1.16), (1.17) y (1.18) se tiene
ρˆ(t) =
∑
a
∑
b
ρabe
−i (Ea−Eb)t~ |a〉〈b| (1.19)
De igual forma que ρˆ, dado un observable Oˆ podemos expandirlo en la base {|a〉}
Oˆ =
∑
a
∑
b
Oab|a〉〈b| con Oab = 〈a|Oˆ|b〉 (1.20)
Haciendo el producto ρˆOˆ, de (1.19) y (1.20) obtenemos
ρˆ(t)Oˆ =
∑
a
∑
b
(∑
c
ρace
−i (Ea−Ec)t~ Ocb
)
|a〉〈b| (1.21)
Tomando la traza de ρˆ(t)Oˆ y usando (1.21) se obtiene el valor medio de Oˆ en el estado ρˆ al
tiempo t
〈Oˆ〉ρˆ(t) =
∑
D +
∑
ND(t)
∑
D =
∑
a ρaaOaa
∑
ND(t) =
∑
a ̸=b
∑
b ̸=a ρabObae
−i (Ea−Eb)t~ (1.22)
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La ecuacio´n (1.22) expresa que el valor medio 〈Oˆ〉ρˆ(t) posee dos tipos de te´rminos, los diago-
nales denotados por
∑
D que son constantes, y los no diagonales denotados por
∑
ND(t) cuya
depedencia temporal esta´ en funcio´n de los factores oscilatorios e−i
(Ea−Eb)t
~ . En otras palabras,∑
ND(t) expresa las interferencias cua´nticas entre los estados de la base {|a〉}, o sea es la parte
puramente cua´ntica de 〈Oˆ〉ρˆ(t).
Adema´s, dado que los coeficientes ρaa = 〈a|ρˆ|a〉 son no negativos y suman uno ya que∑
a ρaa = Tr(ρˆ) = 1, se sigue que
∑
D tiene la estructura de un valor medio cla´sico. Ma´s au´n,
definiendo el estado ρˆ∗ =
∑
a ρaa|a〉〈a|, que es una mezcla de los estados puros |a〉〈a|, podemos
reescribir
∑
D como ∑
D
= 〈Oˆ〉ρˆ∗ (1.23)
De (1.22) y (1.23) resulta
〈Oˆ〉ρˆ(t) = 〈Oˆ〉ρˆ∗ +
∑
ND(t)
ρˆ∗ =
∑
a ρaa|a〉〈a|
∑
ND(t) =
∑
a ̸=b
∑
b ̸=a ρabObae
−i (Ea−Eb)t~ (1.24)
La ecuacio´n (1.24) representa la base del formalismo de l´ımite cla´sico en el lenguaje del l´ımite
de´bil. De la definicio´n (1.15) y (1.24) se concluye que el l´ımite de´bil del estado ρˆ existe s´ı y so´lo
si la parte no diagonal
∑
ND(t) puede hacerse arbitrariamente pequen˜a en el l´ımite asinto´tico,
es decir la cancelacio´n de las interferencias cua´nticas, que es una forma de establecer el l´ımite
cla´sico a trave´s de los valores medios cua´nticos. Dado que el espectro de la mayor´ıa de los
sistemas cua´nticos de intere´s es discreto, una forma de llevar a cabo e´sto es imponiendo que ~
sea mucho ma´s pequen˜a que la diferencia entre niveles de energ´ıa adyacentes. De esta manera
se puede aproximar el espectro por un continuo y la sumatoria
∑
ND(t) puede reescribirse en
te´rminos de integrales∑
ND(t) ≈
∫ ∫
ρ(a, b)O(b, a)e−i
(Ea−Eb)t
~ dadb si ∀ Ea, Eb : |Ea−Eb|~ ≪ 1 (1.25)
Asumiendo ciertas condiciones de regularidad sobre la funcio´n ρ(a, b)O(b, a) (por ej. que sea un
elemento del espacio L2(R2)) podemos aplicar el lema de Riemann–Lebesgue. Luego, tomando
el l´ımite asinto´tico en (1.25) resulta
l´ım
t→∞
∑
ND
(t) = l´ım
t→∞
∫ ∫
ρ(a, b)O(b, a)e−i
(Ea−Eb)t
~ dadb = 0 (1.26)
Aplicaremos el formalismo del l´ımite de´bil para estudiar del comportamiento asinto´tico de los
sistemas cua´nticos cao´ticos, que se tratara´ en los siguientes cap´ıtulos. Primeramente, debemos
sen˜alar la relacio´n entre el comportamiento cao´tico de un sistema de acuerdo al nu´mero de
constantes de movimiento. Dado un sistema cua´ntico S se define su l´ımite cla´sico, que denotamos
por Scl, como el ana´logo cla´sico de S en el l´ımite ~→ 0. En el caso general Scl podr´ıa tener ma´s
grados de libertad que constantes de movimiento. En cualquier caso, el teorema de Caratheodory
establece que, un sistema cla´sico descripto por un Hamiltoniano H(q, p) con N + 1 grados de
libertad posee N + 1 constantes “locales”de movimiento.
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Ma´s precisamente, un sistema cla´sico, en particular Scl, posee N + 1 constantes de movi-
miento locales si su Hamiltoniano es una constante definida sobre el espacio de fases y si existen
N constantes de movimiento {Oi(q, p)}i=1,...,N satisfaciendo
{H(q, p), Oi(q, p)}PB =
N∑
j=1
(
∂H
∂pj
∂Oi
∂qj
− ∂H
∂qj
∂Oi
∂pj
)
(1.27)
sobre un dominio maximal Dφ ⊆ Γ alrededor de todo punto φ = (q, p) ∈ Γ. En particular,
cuando todos los dominios Dφ son iguales a Γ, el l´ımite cla´sico Scl se dice integrable. En otro
caso, Scl se dice no integrable.
Ahora recordamos las etapas para recuperar la meca´nica cla´sica en Scl a partir del l´ımite
de´bil aplicado sobre S [31].
(i) En la primera etapa la parte no diagonal de los valores medios cua´nticos
∑
ND(t), que
es la que contiene las correlaciones cua´nticas de ρˆ(t), permanece no nula a lo largo de la
evolucio´n cua´ntica. Mientras tanto, la parte diagonal 〈Oˆ〉ρˆ∗ admite una interpretacio´n por
ignorancia, o sea posee una estructura de valor medio estad´ıstico cla´sico.
(ii) En la segunda etapa se aplica el l´ımite de´bil para obtener el l´ımite cla´sico dentro de los
intervalos de las escalas temporales del caos cua´ntico t . τ = τ(~) con el objetivo de
compatibilizar el Principio de Correspondencia y el caos, como veremos en el Cap´ıtulo 3.
El l´ımite de´bil de ρˆ(t) es obtenido de la descomposicio´n 〈Oˆ〉ρˆ(t) = 〈Oˆ〉ρˆ∗ +
∑
(t) donde∑
(t) → 0 para t → ∞. La densidad de equilibrio es obtenida a partir de ρ∗(q, p) =
Wρˆ∗(q, p) que es la parte independiente del tiempo de la funcio´n de Wigner ρ(q, p, t) =
Wρˆ(t)(q, p) = ρ∗(q, p) + f(q, p, t) donde f(q, p, t) manifiesta los efectos cua´nticos en el
espacio de fases.
(iii) En la tercera y u´ltima etapa, la densidad de equilibrio ρ∗(q, p) se expresa como una
descomposicio´n de trayectorias cla´sicas τ(q, p) = τ0 + ωt, θi(q, p) = θi0 + pit (donde i
denota los dominios maximales Dφi) sobre las hipersuperficies H(q, p) = ω, PiI(q, p) = piI
con I = 1, . . . , N . Por lo tanto, se obtienen las trayectorias cla´sicas y la meca´nica cla´sica
es recuperada a partir de la meca´nica cua´ntica.
Podemos ilustrar los pasos (i), (ii), (iii) en el siguiente esquema
meca´nica cua´ntica 7→ meca´nica cla´sica estad´ıstica 7→ meca´nica cla´sica
~ ̸= 0 , t <∞ ~→ 0 , t→∞ , t . τ = τ(~) ρ∗(q, p) esta´ descompuesta
〈Oˆ〉ρˆ(t) = 〈Oˆ〉ρˆ∗ +
∑
ND
(t) ρˆ(t) −→ ρˆ∗ (l´imite de´bil) en trayectorias cla´sicas
donde
∑
ND
(t) contiene ρ∗(q, p) =Wρˆ∗(q, p) H(q, p) = ω , PiI(q, p) = pi
las correlaciones cua´nticas
(1.28)
Estos pasos proveen un me´todo para estudiar el l´ımite cla´sico en feno´menos como la relajacio´n
estad´ıstica y la decoherencia en sistemas cerrados y abiertos [28, 29, 30], y en el caos cua´ntico
[31, 32, 33, 34, 35, 36].
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1.5. Aproximacio´n geometrodina´mica informacional al caos
Hemos visto que el estudio del caos cua´ntico involucra el proceso del l´ımite cla´sico, buscando
a que comportamiento cao´tico tienden las magnitudes cua´nticas, valores medios, distribuciones
de Wigner, etc. a medida que la constante de Planck se aproxima a cero. Asimismo, el compor-
tamiento cao´tico se identifica por medio de caracterizaciones asinto´ticas como las mencionadas
anteriormente, como por ejemplo la jerarqu´ıa ergo´dica y los exponentes de Lyapunov. Es decir
que a primera vista, el caos cua´ntico involucra una doble tarea tanto en el l´ımite cla´sico de
cantidades cua´nticas como en la utilizacio´n de indicadores asinto´ticos de caos. En ese sentido,
lo ideal ser´ıa encontrar un u´nico formalismo que diese cuenta de ambos l´ımites, tanto el cla´sico
como el asinto´tico.
Una aproximacio´n que reu´ne estas caracter´ısticas es considerar que el conocimiento de nues-
tro sistema esta´ dado por una distribucio´n de probabilidad de las variables de intere´s del sistema
(que definen el microespacio) junto con los valores medios y correlaciones entre ellas (los cuales
definen el macroespacio). Luego, la dina´mica del sistema se deduce a partir de la geometr´ıa del
macroespacio utilizando ecuaciones geode´sicas, escalares geome´tricos, etc. La idea clave es que
las correlaciones entre elementos del macroespacio permiten codificar el l´ımite cla´sico, mientras
que el l´ımite asinto´tico esta´ representado por la evolucio´n de toda magnitud geome´trica a lo
largo de las geode´sicas, como se explicara´ con ma´s detalle en los Cap´ıtulos 4 y 5.
Este es precisamente el formalismo de la aproximacio´n geometrodina´mica al caos (IGAC)
[37, 38, 39, 40] (del ingle´s, Information Geometrodynamical Approach to Chaos) que utilizare-
mos en los Cap´ıtulos 4 y 5 de esta Tesis como caracterizacio´n geome´trica del caos cua´ntico y
complementaria a las dadas en los Cap´ıtulos 2 y 3.
IGAC constituye una aplicacio´n del formalismo denominado Dina´mica Entro´pica (Entro-
pic Dynamics, en ingle´s) el cual resulta de la combinacio´n de inferencia inductiva (me´todos de
ma´xima entrop´ıa MaxEnt) con geometr´ıa de informacio´n (IG) [41]. ED es una aproximacio´n
constru´ıda sobre variedades estad´ısticas MS cuyos elementos son distribuciones de probabi-
lidad {P (X|Θ)} que esta´n uno a uno con un conjunto {Θ} de variables macrosco´picas que
parametrizan convenientemente los puntos sobre MS . El conjunto {Θ} se denomina el espacio
de parametrizacio´n y se denota DΘ. Una vez definidos estos objetos, en este caso la variedad
estad´ısticaMS y las variables macrosco´picas {Θ}, los pasos para la construccio´n de una forma
de dina´mica entro´pica son los siguientes:
• Se selecciona un conjunto de microestados {xk} con k = 1, . . . , l que caracteriza al sistema,
denominado microespacio l–dimensional. Los microestados podr´ıan ser interactuantes en-
tre s´ı o no, o bien podr´ıan no contener informacio´n relevante para la dina´mica micro´scopica,
lo importante es que a partir de e´stos se pueden inferir predicciones “macrosco´picas”del
sistema.
• Una vez definido el microespacio se seleccciona el macroespacio que contiene la informacio´n
relevante de los microestados. El macroespacio esta´ definido entonces por 2l restricciones
de informacio´n, por ejemplo los valores de expectacio´n µk y varianzas σk de las variables
{xk}, y adema´s de estas restricciones los microestados xk deben satisfacer la condicio´n de
normalizacio´n. Por ejemplo, podr´ıamos asumir que los microestados xk esta´n distribu´ıdos
de manera independiente pk(xk|µk, σk).
• Una vez que los microestados xk y las restricciones de informacio´n µk, σk han sido se-
leccionados, y para el caso de variables independientes, se definen las distribuciones de
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probabilidad p(X|Θ) = Πlk=1pk(xk|µk, σk) que codifican la informacio´n relevante dispo-
nible del sistema siendo X = (x1, . . . , xl) un vector microsco´pico l–dimensional y Θ =
(µ1, . . . , µl, σ1, . . . , σl) un vector macrosco´pico 2l–dimensional. Es decir, los conjuntos {X}
y {Θ} definen el microespacio y el macroespacio del sistema respectivamente. La variedad
estad´ıstica se define como el conjunto MS = {p(X|Θ) : p(X|Θ) = Πlk=1pk(xk|µk, σk)}.
• Luego se dota aMS de una estructura me´trica, ma´s precisamente la dada por la me´trica
de Fisher-Rao [41]
gµν(Θ) =
∫
dXp(X|Θ)∂µ log p(X|Θ)∂ν log p(X|Θ) (1.29)
donde µ, ν = 1, . . . , 2l y ∂µ =
∂
∂Θµ . Esta me´trica define una manera de distinguir macro-
estados de MS .
Cabe mencionar que ED puede ser derivado del principio de mı´nima accio´n esta´ndar (del tipo
Jacobi). La ecuaciones goede´sicas de las macrovariables esta´n dadas por las siguientes ecuaciones
diferenciales ordinarias acopladas de segundo orden y no lineales
d2Θλ
dτ2
+ Γλµν
dΘµ
dτ
dΘν
dτ
= 0 (1.30)
siendo τ un coeficiente que parametriza las curvas geode´sicas. Estas ecuaciones describen una
dina´mica reversible cuya solucio´n es la trayectoria entre un macroestado inicial Θ(inicial) y un
macroestado final Θ(final). Dada la me´trica informacional de Fisher-Rao, la estrategia principal
es aplicar los me´todos esta´ndares de la geometr´ıa diferencial Riemanniana para estudiar la
estructura geome´trico-informacional de la variedad MS subyacente a la dina´mica entro´pica.
Entre e´stos se incluyen los coeficientes de la conexio´n Γµνρ, el tensor de Ricci Rµν , el tensor
de Riemann Rµνρσ, curvaturas seccionales KMS , escalar de curvatura RMS , tensor de Weyl
Wµνρσ, vectores de Killing ξ
µ y vectores de Jacobi Jµ. La razo´n de porque estas cantidades
geome´tricas permiten caracterizar al caos es la siguiente. El caos es identificado por la ocurrencia
de dos feno´menos: 1) fuerte dependencia sobre las condiciones iniciales y divergencia exponencial
de la intensidad del vector de Jacobi, es decir, el estiramiento de las trayectorias dina´micas;
y 2) compacidad de la variedad del espacio de configuracio´n, es decir, el plegamiento de las
trayectorias dina´micas. La negatividad del escalar de Ricci RMS es una condicio´n suficiente
(pero no necesaria) para la inestabilidad local del flujo geode´sico, constituyendo un criterio
fuerte de inestabilidad local. Y debido a que el escalar de Ricci es la suma de todas las curvaturas
seccionales KMS , entonces los signos de KMS son de importancia ba´sica para la caracterizacio´n
propia del caos. Otra herramienta poderosa para estudiar la estabilidad e inestabilidad de un
flujo geode´sico es la ecuacio´n de Jacobi-Levi-Civita (JLC), la cual describe de que´ forma las
geode´sicas cercanas se dispersan y relaciona la estabilidad e inestabilidad de un flujo geode´sico
con las propiedades de curvatura de la variedad.
Finalmente, se puede ver que el re´gimen asinto´tico de evolucio´n difusiva describiendo un cre-
cimiento exponencial medio de los elementos de volumen sobreMS proporciona otro indicador
de caoticidad dina´mica.
Cap´ıtulo 2
Caracterizaciones asinto´ticas
El comportamiento asinto´tico es uno de los aspectos ma´s importantes a considerar en el
estudio de los sistemas dina´micos [6, 7, 10, 11, 12]. Entre otras cosas, para determinar si un
sistema dina´mico es cao´tico se deben considerar tiempos grandes para comprobar el alejamiento
exponencial de trayectorias con condiciones iniciales pro´ximas entre s´ı. Es por ello que en el l´ımite
asinto´tico existen diversos indicadores de caoticidad tales como los coeficientes de Lyapunov, la
entrop´ıa de Kolmogorov–Sinai, la complejidad algor´ıtmica, etc., que como mencionamos en la
introduccio´n, se encuentran relacionados entre s´ı.
En este cap´ıtulo, presentamos el estudio de los sistemas dina´micos utilizando caracterizacio-
nes asinto´ticas del caos cla´sico dadas en te´rminos de correlaciones entre subconjuntos del espacio
de fases, de donde se derivan por ejemplo las nociones de ergodicidad y mixing. Comenzamos
describiendo la la jerarqu´ıa ergo´dica cla´sica, que nos permitira´ definir una extensio´n cua´ntica
de la misma para caracterizar feno´menos del caos cua´ntico.
2.1. La jerarqu´ıa ergo´dica cla´sica
La jerarqu´ıa ergo´dica cla´sica clasifica el nivel cao´tico de un sistema dina´mico en te´rminos
de un tipo de correlaciones entre subconjuntos del espacio de fases. Dado un sistema dina´mico
(Γ,Σ, µ, τ), se puede definir la siguiente correlacio´n C(A,B) entre dos subconjuntos A,B ⊆ Γ :
C(A,B) = µ(A ∩B)− µ(A)µ(B) (2.1)
Si el espacio de fases Γ esta´ normalizado, es decir µ(Γ) = 1, se puede interpretar al nu´mero real
no negativo µ(A) como la probabilidad de hallar al sistema en un punto del espacio de fases
dentro de A. En tal caso, C(A,B) da la diferencia entre la probabilidad de A∩B y el producto
de las probabilidades de A y de B. Entonces, en esta interpretacio´n probabil´ıstica, la correlacio´n
C(A,B) mide cua´n “independientes”son los subconjuntos A y B. Esto se ve al considerar dos
subconjuntos A,B ⊆ Γ tales que C(A,B) = 0, en cuyo caso se tiene µ(A ∩ B) = µ(A)µ(B), es
decir que A y B son independientes.
Dados A,B ⊆ Γ, a partir de la correlacio´n C(A,B) y de la transformacio´n Tt (o´ en forma
discreta Tk) que lleva el sistema dina´mico desde el instante t0 = 0 hasta el tiempo t (o´ bien
despu´es del k−e´simo paso temporal), se definen los cuatro niveles de la jerarqu´ıa ergo´dica cla´sica
de la siguiente manera. Se dice que la transformacio´n Tt es
• ergo´dica si
l´ım
T→∞
1
T
∫ T
0
C(TtA,B) dt = 0 (2.2)
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o equivalentemente, de manera discreta, si
l´ım
n→∞
1
n
n−1∑
k=0
C(TkA,B) = 0 (2.3)
• Mixing si
l´ım
T→∞
C(TtA,B) = 0 (2.4)
o equivalentemente, de manera discreta, si
l´ım
n→∞C(TnA,B) = 0 (2.5)
• Kolmogorov si para todo entero r, para todo A0, A1, . . . , Ar ⊆ Γ y para todo ε > 0 existe
un entero n0 > 0 tal que si n ≥ n0 se tiene para todo B ∈ σn,r(A1, . . . , Ar)
|C(A0, B)| < ε (2.6)
siendo σn,r(A1, . . . , Ar) la mı´nima σ−a´lgebra generada por {T kAi : k ≥ n ; i = 1, . . . , r}.
• Bernoulli si
C(TtA,B) = 0 (2.7)
para todo t ∈ R.
Podemos ver que estos niveles exhiben diferentes tipos de decaimiento de la correlacio´n C(TtA,B)
desde el nivel ma´s de´bil, el ergo´dico, hasta el el ma´s fuerte, el Bernoulli. Es decir, se tiene
Ergo´dico ⊃ Mixing ⊃ Kolmogorov ⊃ Bernoulli
siendo las inclusiones estrictas. Veamos algunos ejemplos.
Ejemplo 2.1 Consideremos Γ = [0, 1] × [0, 1], Σ la σ− a´lgebra de Borel de [0, 1] × [0, 1], µ
la medida de Lebesgue de R2 y τ la familia de transformaciones dadas por iteraciones de
S(x, y) = (
√
2 + x,
√
3 + y). Entonces, en virtud de que la transformacio´n S(x, y) es ergo´dica
el sistema dina´mico resulta ergo´dico [7, pag. 63]. En la Fig. 2.1. se ilustra el efecto de S(x, y)
sobre una distribucio´n al azar de 1000 puntos en el cuadrado [0, 110 ]× [0, 110 ]. Notamos como la
distribucio´n de puntos se mueve recorriendo todo el espacio de fases, conservando su forma y
sin dispersarse.
Ejemplo 2.2 Consideremos Γ = [0, 1] × [0, 1], Σ la σ–a´lgebra de Borel de [0, 1] × [0, 1], µ
la medida de Lebesgue de R2 y τ la familia de transformaciones dadas por iteraciones de
T (x, y) = (x + y, x + 2y). Entonces, en virtud de que la transformacio´n T (x, y) es mixing el
sistema dina´mico resulta mixing [7, pag. 64]. En la Fig. 2.2. se ilustra el efecto de T (x, y) sobre
una distribucio´n al azar de 1000 puntos del cuadrado [0, 1]× [0, 1]. Notemos como la distribucio´n
de puntos se estira en la direccio´n de la recta y = 32x difundie´ndose a lo largo de todo el cuadrado
[0, 1]× [0, 1].
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Figura 2.1: Iteraciones sucesivas de la transformacio´n ergo´dica S(x, y) del Ejemplo 2.1 sobre
una distribucio´n al azar de 1000 puntos en [0, 110 ]× [0, 110 ].
Figura 2.2: Iteraciones sucesivas de la transformacio´n mixing T (x, y) del Ejemplo 2.2 sobre una
distribucio´n al azar de 1000 puntos en [0, 110 ]× [0, 110 ].
2.2. La jerarqu´ıa ergo´dica cua´ntica (QEH)
En los trabajos que dieron lugar a esta Tesis Doctoral se aborda el caos cua´ntico desde el
punto de vista de la definicio´n de Michael Berry [42], la cual tiene como hipo´tesis ad hoc la
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existencia del l´ımite cla´sico mediante la siguiente definicio´n:
“Un sistema cua´ntico es cao´tico si su l´ımite cla´sico es cao´tico”.
Esta caolog´ıa cua´ntica como ha sido denominada originalmente por Berry, es lo que posterior-
mente paso´ a llamarse “caos cua´ntico”.
Considerando que hay ejemplos de sistemas cua´nticos que exhiben caos y no poseen ana´lo-
go cla´sico (como por ejemplo un esp´ın en interaccio´n con un ban˜o de un nu´mero grande N
de espines y con las constantes de acoplamientos gi entre el esp´ın y el ban˜o distribu´ıdas al
azar) en principio podr´ıa pensarse que esta definicio´n restringe bastante su grado de aplicacio´n
a los feno´menos del caos cua´ntico. No obstante, una gran familia de sistemas cua´nticos, los
denominados “cla´sicamente cao´ticos” son suficientes para testear y verificar la mayor´ıa de las
caracterizaciones del caos cua´ntico que existen en la literatura, es decir, la aproximacio´n se-
micla´sica WKB, la teor´ıa de matrices aleatorias, los billares cua´nticos, la teor´ıa de Floquet, etc.
Precisamente, los sistemas cua´nticos cla´sicamente cao´ticos son aquellos que poseen un analogo
cla´sico cao´tico y por lo tanto permiten la aplicacio´n de la definicio´n de Berry.
Teniendo en cuenta a esta familia de sistemas cua´nticos y a la jerarqu´ıa ergo´dica cla´sica como
caracterizacio´n del caos cla´sico, el paso siguiente es investigar que informacio´n se puede obtener
sobre un sistema cua´ntico que posee l´ımite cla´sico al aplicarle el formalismo de la jerarqu´ıa
ergo´dica. Realizamos una traduccio´n a lenguaje cua´ntico de los cuatro niveles de la jerarqu´ıa
ergo´dica cla´sica descripta en la seccio´n anterior. El resultado obtenido es la jerarqu´ıa ergo´dica
cua´ntica consistente de cuatro niveles: ergo´dico, mixing, Kolmogorov y Bernoulli cua´nticos. As´ı
como la jerarqu´ıa ergo´dica cla´sica clasifica el nivel de caoticidad de acuerdo a correlaciones entre
subconjuntos del espacio de fases, de forma ana´loga la jerarqu´ıa ergo´dica cua´ntica caracteriza
el caos de un sistema cua´ntico de acuerdo a correlaciones entre estados y observables. Todo
el desarrollo de esta seccio´n esta´ basado en el trabajo [32]. Veamos primero como obtener los
niveles de la jerarqu´ıa ergo´dica cua´ntica.
2.2.1. Formalismo
Comenzamos con la observacio´n importante de que la correlacio´n de la jerarqu´ıa ergo´dica
cla´sica dada por la fo´rmula C(A,B) = µ(A ∩ B) − µ(A)µ(B), puede tambie´n expresarse de
manera equivalente en diferentes formalismos matema´ticos. Este punto es clave para pasar de
la jerarqu´ıa ergo´dica cla´sica a su versio´n cua´ntica. Emplearemos los siguientes tres tipos de
lenguaje para la correlacio´n C(A,B).
(i) En el lenguaje de conjuntos medibles, como
C(A,B) = µ(A ∩B)− µ(A)µ(B) (2.8)
(ii) en el lenguaje de las distribuciones, como
C(f, g) = 〈f, g〉 − 〈f, 1Γ〉〈g, 1Γ〉 (2.9)
donde 1Γ es la identidad sobre Γ;
(iii) y en lenguaje cua´ntico, como
C(Aˆ, Bˆ) = Tr(AˆBˆ)− hN+1Tr(Aˆ)Tr(Bˆ) (2.10)
donde Aˆ, Bˆ son operadores.
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Veamos la relacio´n entre los lenguajes (i), (ii) y (iii).
(i) y (ii): Por definicio´n se tiene que µ(A) =
∫
Γ 1A(q, p)dqdp, por lo tanto de acuerdo a la
ec. (2.8) nos queda
C(A,B) =
∫
Γ 1A∩B(q, p)dqdp−
∫
Γ 1A(q, p)dqdp
∫
Γ 1B(q, p)dqdp
=
∫
Γ 1A(q, p)1B(q, p)dqdp−
∫
Γ 1A(q, p)dqdp
∫
Γ 1B(q, p)dqdp (2.11)
Sean f, g dos distribuciones sobre Γ, entonces podemos desarrollarlas en te´rminos de funciones
caracter´ısticas, es decir
f(q, p) =
∑
i ai1Ai(q, p) (2.12)
g(q, p) =
∑
j bj1Bj (q, p)
donde {Ai}, {Bj} son particiones numerables del espacio de fases Γ. Entonces, aplicando la
expresio´n C(A,B) de (2.11) para cada Ai, Bj , multiplicando a ambos miembros por aibj y
sumando sobre los ı´ndices i y j se tiene∑
i
∑
j C(Ai, Bj) =
∫
Γ
∑
i ai1Ai(q, p)
∑
j bj1Bj (q, p)dqdp
− ∫Γ∑i ai1Ai(q, p)dqdp ∫Γ∑j bj1Bj (q, p)dqdp (2.13)
Luego, de (2.12) se tiene∑
i
∑
j C(Ai, Bj) =
∫
Γ f(q, p)g(q, p)dqdp−
∫
Γ f(q, p)dqdp
∫
Γ g(q, p)dqdp
= 〈f, g〉 − 〈f, 1Γ〉〈g, 1Γ〉 (2.14)
Es decir que hemos recuperado la correlacio´n C(f, g).
(i) y (ii): Sean Aˆ, Bˆ dos observables y consideremos f(q, p) = WAˆ(q, p), g(q, p) = W˜Bˆ(q, p).
En particular, por la ec. (2.9) se tiene
C(WAˆ, W˜Bˆ) =
∫
ΓWAˆ(q, p)W˜Bˆ(q, p)dqdp−
∫
ΓWAˆ(q, p)dqdp
∫
Γ W˜Bˆ(q, p)dqdp =∫
ΓWAˆ(q, p)W˜Bˆ(q, p)dqdp− hN+1
∫
ΓWAˆ(q, p)dqdp
∫
ΓWBˆ(q, p)dqdp (2.15)
Luego, por la propiedad (1.14) de la transformada de Wigner, (2.15) se puede expresar como
C(WAˆ, W˜Bˆ) = Tr(AˆBˆ)− hN+1Tr(Aˆ)Tr(Bˆ) := C(Aˆ, Bˆ) (2.16)
(iii) y (i): Sean A,B ⊆ Γ. Consideremos los operadores Aˆ, Bˆ tales que WAˆ(q, p) = 1A(q, p)
y WBˆ(q, p) = 1B(q, p)/h
N+1. Es decir que W˜Bˆ(q, p) = 1B(q, p). Entonces (2.10) y la propiedad
(1.14) de la transformada de Wigner resulta
C(Aˆ, Bˆ) = Tr(AˆBˆ)− hN+1Tr(Aˆ)Tr(Bˆ) = 〈WAˆ, W˜Bˆ〉 − hN+1〈WAˆ, 1Γ〉〈WBˆ, 1Γ〉 =
〈1A, 1B〉 − 〈1A, 1Γ〉〈1B, 1Γ〉 = 〈1A∩B, 1Γ〉 − 〈1A, 1Γ〉〈1B, 1Γ〉 = (2.17)
µ(A ∩B)− µ(A)µ(B)
Por lo tanto los lenguajes (i),(ii) y (iii) son intercambiables.
Consideremos el operador de Frobenius–Perron Pt del Cap´ıtulo 1, seccio´n 1.3. En general
existen varias distribuciones f∗ que son puntos fijos de Pt, o sea Ptf∗ = f∗, interpretadas
f´ısicamente como distribuciones de equilibrio. En el caso de un sistema ergo´dico existe una
u´nica f∗ [7, pag. 45], y por lo tanto consideraremos que estamos en esta situacio´n. Dado que en
30 CAPI´TULO 2. CARACTERIZACIONES ASINTO´TICAS
teor´ıa ergo´dica so´lo se consideran medidas µ que son invariantes (es decir µ(S−1(A)) = µ(A)
para todo A ∈ Σ y alguna funcio´n S : X 7→ X, [7, pag. 45]) y en virtud de que f∗ es un punto
fijo de Pt, de la definicio´n del operador de Frobenius–Perron se puede demostrar que la medida
µ∗ dada por
µ∗(A) =
∫
A
f∗(q, p)dqdp (2.18)
es invariante bajo las transformaciones Tt, [7, pag. 46]. Si pensamos a f∗(q, p) como la densidad
de puntos que ocupa el sistema en el espacio de fases en el l´ımite asinto´tico, entonces f∗(q, p) no es
otra cosa que la densidad de la ecuacio´n de Liouville, cuya evolucio´n se expresa matema´ticamente
por medio del teorema de Liouville [4, 5, 10, 11]
df∗
dt
=
∂f∗
∂t
+ {f∗,H}PB = 0
siendo { , }PB el corchete de Poisson y df∗dt = 0 se interpreta como una situacio´n de equilibrio
estad´ıstico del sistema donde los volu´menes del espacio de fase no cambian con el tiempo. Todo
esto motiva la siguiente definicio´n de una correlacio´n C∗(A,B) por medio de µ∗.
C∗(A,B) = µ∗(A ∩B)− µ∗(A)µ∗(B) (2.19)
Dados un estado ρˆ al tiempo t y un observable Oˆ, y a partir de C∗(A,B), se busca una corre-
lacio´n cua´ntica C(ρˆ(t), Oˆ) entre ρˆ(t) y Oˆ. Utilizando (2.19) y propiedades de la transformacio´n
de Wigner se obtiene la correlacio´n de la jerarqu´ıa ergo´dica cua´ntica (cuya demostracio´n se
encuentra en el Ape´ndice)
C(ρˆ(t), Oˆ) = 〈Oˆ〉ρˆ(t) − 〈Oˆ〉ρˆ∗ (2.20)
siendo ρˆ∗ el estado cua´ntico representativo del equilibrio tal que Wρˆ∗(q, p) = f∗(q, p).
Luego, reemplazando la correlacio´n C(TtA,B) por C(ρˆ(t), Oˆ) en cada uno de los niveles
de la jerarqu´ıa ergo´dica cla´sica obtenemos los niveles de la jerarqu´ıa ergo´dica cua´ntica. Siendo
ρˆ(t) = Uˆ(t)ρˆUˆ(t)† el estado ρˆ al tiempo t se dice que el operador de evolucio´n cua´ntico Uˆ(t) es
• ergo´dico cua´ntico si
l´ım
T→∞
1
T
∫ T
0
C(ρˆ(t), Oˆ) dt = 0 (2.21)
o equivalentemente de manera discreta si
l´ım
n→∞
1
n
n−1∑
k=0
C(ρˆ(k), Oˆ) = 0 (2.22)
donde ρˆ(k) = ρˆ(t = k) = Uˆ(k)ρˆUˆ(k)† es el estado inicial ρˆ despues de k pasos temporales
discretizados, y el operador Uˆ(k) es cualquier operador unitario que represente la evolucio´n
temporal cua´ntica. En general, tendremos que Uˆ(k) = e−i
Hˆ
~ tk siendo Hˆ el Hamiltoniano
del sistema cua´ntico y {tk} una discretizacio´n temporal arbitraria.
• mixing cua´ntico si
l´ım
t→∞C(ρˆ(t), Oˆ) = 0 (2.23)
o equivalentemente de manera discreta si
l´ım
n→∞C(ρˆ(n), Oˆ) = 0 (2.24)
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• Kolmogorov cua´ntico si para todo conjunto de observables Oˆ1, Oˆ2, . . . , Oˆi, . . . y para todo
mj ∈ N0 se tiene
l´ım
n→∞〈Oˆ1
∞∏
j=2
Oˆj(n+mj)〉ρˆ(n+m1) = 〈Oˆ1〉ρˆ∗ l´ımn→∞〈
∞∏
j=2
Oˆj(n+mj)〉ρˆ(n+m1) (2.25)
• Bernoulli cua´ntico si
C(ρˆ(t), Oˆ) = 0 ∀ t ∈ R (2.26)
A estos niveles debemos agregar la condicio´n de no integrabilidad del Hamiltoniano Hˆ del
sistema cua´ntico en cuestio´n. De otro modo se tendr´ıa que el oscilador armo´nico cua´ntico uni-
dimensional ser´ıa ergo´dico cua´ntico, lo cual carece de sentido en virtud de que su l´ımite cla´sico
(el oscilador cla´sico unidimensional) no es ergo´dico.
Es pertinente hacer las siguientes observaciones respecto a los niveles de la jerarqu´ıa ergo´dica
cua´ntica:
(a) Las correlaciones de la jerarqu´ıa ergo´dica cla´sica entre subconjuntos del espacio de fa-
ses se traducen en correlaciones entre observables y estados para la jerarqu´ıa ergo´dica
cua´ntica. Ana´logamente a la jerarqu´ıa ergo´dica cla´sica, su versio´n cua´ntica tambie´n es
una caracterizacio´n asinto´tica, es decir a tiempos grandes.
(b) De acuerdo a la definicio´n de l´ımite de´bil dada en la introduccio´n, se puede ver que
corresponde al estado ρˆ∗ de la definicio´n del nivel mixing cua´ntico.
(c) El nivel Kolmogorov cua´ntico implica una condicio´n sobre un conjunto de observables en
virtud de la presencia de la σ–a´lgebra dada por la definicio´n del nivel de Kolmogorov
cla´sico. La demostracio´n en detalle se encuentra en el Ape´ndice.
(d) Al igual que con la jerarqu´ıa ergo´dica cla´sica, se tienen las siguientes inclusiones para el
caso cua´ntico
Ergo´dico cua´ntico ⊃ Mixing cua´ntico ⊃ Kolmogorov cua´ntico ⊃ Bernoulli cua´ntico
donde nuevamente las inclusiones son estrictas.
2.2.2. Ejemplo: el rotor pateado
Aplicaremos los niveles de la jerarqu´ıa ergo´dica cua´ntica para caracterizar feno´menos del caos
cua´ntico. Para ello consideramos un ejemplo emblema´tico de la literatura: el rotor pateado.
El rotor pateado es uno de los sistemas cao´ticos ma´s estudiados en la literatura [1, 8, 9]. Entre
otras cosas, el rotor pateado expresa de manera simple la f´ısica del caos cuando es descripta por
un Hamiltoniano del tipo H0 + λH
′, donde H0 es la parte no perturbada y λH ′ representa una
perturbacio´n dependiente de un para´metro continuo λ que t´ıpicamente rompe la integrabilidad
de H0. Cla´sicamente, al variar el para´metro λ se observa la transicio´n de diferentes reg´ımenes de
la dina´mica del sistema. Pasando del re´gimen regular e integrable λ = 0 hasta un valor cr´ıtico
λc, caracter´ıstico del sistema, donde habitualmente las regiones de estabilidad del espacio de
fases se retuercen y estiran dando lugar al surgimiento de un mar cao´tico. A partir de valores
ma´s grandes que el valor cr´ıtico, es decir λ≫ λc, el espacio de fases se encuentra cubierto casi en
su totalidad por el mar cao´tico con la presencia de so´lo algunas pocas islas de estabilidad. Este
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es el re´gimen conocido como totalmente cao´tico. Por otra parte, la dina´mica de muchos sistemas
cua´nticos cla´sicamente cao´ticos puede ser mapeada en la del rotor pateado. El Hamiltoniano
cua´ntico del rotor pateado esta´ dado por [8, pag. 145]
Hˆ = Lˆ2 + λ cos θˆ
∑
n∈N
δ(t− nτ) (2.27)
y describe la rotacio´n libre en un a´ngulo θ de un pe´ndulo de momento angular Lˆ, pateado a
intervalos de per´ıodo τ por un potencial gravitacional de fuerza λ, donde el momento de inercia
ha sido normalizado. Para la descripcio´n mecano–cua´ntica necesitamos el operador de evolucio´n
temporal el cual, de acuerdo a la periodicidad temporal del potencial, esta´ dado por el operador
de Floquet
Fˆ = e−
i
~λ cos θˆe−
i
2~ τLˆ
2
(2.28)
A diferencia del operador de evolucio´n temporal U(t) = e−i
Hˆ
~ t, dado por el Hamiltoniano, se dice
que el operador Fˆ da una descripcio´n estrobosco´pica del sistema. En este caso la evolucio´n se
encuentra discretizada en intervalos temporales dados por pasos finitos igualmente espaciados,
es decir t0 = 0, t1 = τ, t2 = 2τ, . . . , tn = nτ, . . ..
Es conveniente utilizar la base de autofunciones de Fˆ , la cual denotaremos por {|k〉}. Si ρˆ
es un estado arbitrario entonces podemos expresarlo en la base {|k〉}, cuyos autovalores {e−iφk}
son las fases de Floquet [8, pag. 137], como
ρˆ =
∑
k
ρkk|k〉〈k|+
∑
k ̸=k′
∑
k′ ̸=k
ρkk′ |k〉〈k′| (2.29)
Para poder obtener el estado despue´s de N intervalos, correspondiente al tiempo t = Nτ ,
debemos aplicar sucesivamente N veces el operdor Fˆ sobre ρˆ. De esta forma nos queda
ρˆ(Nτ) = FˆN ρˆ(Fˆ †)N =
∑
k ρkkFˆ
N |k〉〈k|(Fˆ †)N +∑k ̸=k′∑k′ ̸=k ρkk′FˆN |k〉〈k′|(Fˆ †)N
=
∑
k ρkk|k〉〈k|+
∑
k ̸=k′
∑
k′ ̸=k ρkk′e
−iN(φk−φk′ )|k〉〈k′| (2.30)
donde la primer y segunda sumas de (2.30) contienen los te´rminos diagonales y no diagonales
de ρˆ(Nτ).
Veamos ahora co´mo caracterizar los reg´ımenes del rotor pateado utilizando los niveles de
la jerarqu´ıa ergo´dica. Comenzamos por el caso λ ≪ 1 que corresponde a un comportamiento
pseudointegrable y regular. En este re´gimen la dina´mica es casi ide´ntica a la del pe´ndulo libre
y, por lo tanto, al ser el sistema integrable la jerarqu´ıa ergo´dica cla´sica no puede aplicarse.
Cuando λ ∼ λc, siendo λc = 0, 9716 . . . el valor cr´ıtico, el sistema se vuelve no integrable
y su comportamiento es estoca´stico y difusivo. En este re´gimen se dice que el espacio de fases
es mixto debido a la presencia de zonas regulares coexistiendo con un mar cao´tico, siendo el
sistema no integrable. Si se eligen condiciones iniciales que se encuentren en el mar cao´tico,
el rotor eventualmente explorara´ todo el espacio de fases accesible. La no integrabilidad en
este re´gimen nos permite aplicar el ana´lisis del nivel ergo´dico cua´ntico. Dado que la evolucio´n
temporal dada por Fˆ es discreta, es conveniente utilizar la definicio´n discretizada (2.22) del
nivel ergo´dico cua´ntico. Sea Oˆ un observable, entonces usando la (2.30), el valor medio de Oˆ en
ρˆ en el instante Nτ se escribe
〈Oˆ〉ρˆ(Nτ) =
∑
k ρkkOkk +
∑
k ̸=k′
∑
k′ ̸=k e
−iN(φk−φk′ )ρkk′Okk′ (2.31)
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siendo Okk′ = 〈k|Oˆ|k′〉. La sumatoria doble en 〈Oˆ〉ρˆ(Nτ) corresponde a los te´rminos de interfe-
rencia cua´ntica, mientras que la primera sumatoria es la parte “cla´sica”del valor medio ya que
admite una interpretacio´n por ignorancia como un valor medio estad´ıstico cla´sico. De (2.31) se
sigue que
l´ımN→∞ 1N
∑N−1
l=0 〈Oˆ〉ρˆ(lτ) =
∑
k ρkkOkk + l´ımN→∞
1
N
∑N−1
l=0
∑
k ̸=k′
∑
k′ ̸=k e
−il(φk−φk′ )ρkk′Okk′
=
∑
k ρkkOkk + l´ımN→∞
1
N
∑
k ̸=k′
∑
k′ ̸=k
∑N−1
l=0 e
−il(φk−φk′ )ρkk′Okk′ = (2.32)∑
k ρkkOkk +
∑
k ̸=k′
∑
k′ ̸=k ρkk′Okk′
(
l´ımN→∞ 1N
1−e−iN(φk−φk′ )
1−e−i(φk−φk′ )
)
=
∑
k ρkkOkk = 〈Oˆ〉ρˆ∗
donde usamos que l´ımN→∞ 1N
1−e−iN(φk−φk′ )
1−e−i(φk−φk′ ) = 0 para todo k ̸= k
′ y que ρˆ∗ =
∑
k ρkk|k〉〈k|.
Entonces, la ecuacio´n (2.32) expresa que el rotor pateado es ergo´dico cua´ntico para valores del
para´metro λ ∼ λc. En este caso se dice que ρˆ∗ es el l´ımite de Ce´saro del estado ρˆ ya que ρˆ∗
representa el estado de equilibrio “en promedio temporal”. Equivalentemente, decimos que ρˆ
“tiende” en promedio temporal a ρˆ∗.
Cuando λ ≫ 5 el re´gimen se vuelve totalmente cao´tico y la localizacio´n exponencial es el
feno´meno caracter´ıstico que tiene lugar. En efecto, en este caso la distribucio´n cua´ntica esperada
fN (L) del valor medio cuadra´tico del momento angular 〈Lˆ2〉 despue´s de N patadas esta´ dada
por [8, pag. 149]
fN (L) =
1
ls
e−
2|L|
ls (2.33)
Esta localizacio´n exponencial implica que para un nu´mero de patadasN ≤ ls estamos en el rango
de difusio´n cla´sica mientras que para N ≫ ls estamos en el re´gimen totalmente cao´tico. Para
N ≫ ls las fases e−iN(φk−φk′ ) oscilan tan ra´pido que solo los te´rminos con k = k′ sobreviven
en (2.31), feno´meno tambie´n conocido como dephasing o desfase que constituye una de las
peculiaridades del caos cu´antico. Esto significa que
l´ımN→∞〈Oˆ〉ρˆ(Nτ) =
∑
k ρkkOkk = 〈Oˆ〉ρˆ∗ (2.34)
con ρˆ∗ =
∑
k ρkk|k〉〈k|.
De acuerdo a la versio´n discreta de la definicio´n del nivel mixing cua´ntico, la ec. (2.34)
expresa que el rotor pateado es mixing cua´ntico para λ ≫ 5. Como resultado del re´gimen
totalmente cao´tico se produce un dephasing donde el estado ρˆ decohere a su l´ımite de´bil ρˆ∗ con
un valor medio de estructura cla´sica dado por 〈Oˆ〉ρˆ∗ =
∑
k ρkkOkk.
Mas au´n, podemos estimar el tiempo de decoherencia tD. Dado que las fases e
−iN(φk−φk′ )
oscilan ra´pidamente si N ≫ ls entonces la parte no diagonal de los valores medios tienden a
cancelarse a partir de un tiempo t = Nτ ≫ τ ls. De aqu´ı que se pueda hacer la estimacio´n
tD ∼ τ ls en funcio´n del para´metro caracter´ıstico macrosco´pico del sistema τ y del ancho de la
localizacio´n ls.
Finalmente, como 〈Oˆ〉ρˆ(Nτ) ≈
∑
k ρkkOkk = cte. para N ≫ ls es decir para t≫ tD, entonces
por la definicio´n del nivel de Bernoulli cua´ntico vemos que el rotor pateado pasa de mixing
cua´ntico a ser Bernoulli cua´ntico en el intervalo temporal t≫ tD.
De esta forma hemos caracterizado las transiciones de fase cao´ticas del rotor pateado, junto
con sus respectivos feno´menos de difusio´n estoca´stica y localizacio´n exponencial, en te´rminos de
los niveles ergo´dico, mixing y Bernoulli de la jerarqu´ıa ergo´dica cua´ntica. Esta caracterizacio´n
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se resume en el siguiente esquema.
λ≪ 1 =⇒ re´gimen integrable y regular =⇒ no se aplica la QEH
λ ∼ λc = 0, 9716... =⇒ re´gimen no integrable, =⇒ ergo´dico cua´ntico
difusivo− estoca´stico
λ≫ 5 =⇒ re´gimen no integrable =⇒ mixing cua´ntico (2.35)
y totalmente cao´tico Bernoulli cua´ntico para t ∼ tD = τ ls
2.3. Ensambles Gaussianos a partir del nivel mixing cua´ntico
Hemos visto que el nivel de mixing cua´ntico corresponde a un tipo espec´ıfico de correlacio´n
entre observables y estados dado por (2.23) para evoluciones continuas y por (2.24) para las
discretas. Dado que el nivel mixing cua´ntico implica el l´ımite de´bil entonces uno podr´ıa pre-
guntarse: ¿Cual es la diferencia entre el l´ımite de´bil que expresa una relajacio´n en los valores
medios y el nivel de mixing cua´ntico de la jerarqu´ıa ergo´dica cua´ntica? Para ello, en [36] he-
mos establecido los siguientes resultados que en conjunto permiten dar una respuesta, cuyas
demostraciones se dan en el Ape´ndice.
Lema 2.3 Sea f∗ una distribucio´n normalizada que adema´s es un punto fijo del operador de
Frobenius-Perron Pt y consideremos las funciones caracter´ısticas 1A1 , 1A2 , . . . , 1An : Γ → R
siendo A1, A2, . . . , An subconjuntos del espacio de fases Γ. Si la dina´mica en Γ es mixing en-
tonces ∫
Γ
f∗1A1 · · · 1An =
(∫
Γ
f∗1A1
)
· · ·
(∫
Γ
f∗1An
)
(2.36)
Este lema expresa que en una dina´mica mixing y para una distribucio´n que es un punto fijo del
operador de Frobenius-Perron, el valor medio de un producto de funciones puede ser factorizado
como el producto de los valores medios correspondientes a cada una de las funciones. Asimismo,
esta propiedad de factorizacio´n puede ser extendida para el caso cua´ntico. Introducimos para
ello algunos resultado previos, en el contexto del nivel mixing cua´ntico.
Lema 2.4 El l´ımite de´bil ρˆ∗ es un punto fijo del operador de evolucio´n Uˆt = e−it
Hˆ
~ siendo Hˆ
el Hamiltoniano del sistema cua´ntico, es decir Uˆtρˆ∗Uˆ
†
t = ρˆ∗.
El lema 2.4 da una justificacio´n del estado ρˆ∗ como representativo del equilibrio. Un caso
particular del lema 2.3 ocurre cuando f∗ es la transformada de Wigner del estado ρˆ∗, como se
indica en el siguiente corolario.
Corolario 2.5 Si la dina´mica en el espacio de fases es mixing entonces la transformacio´n de
Wigner Wρˆ∗(q, p) de ρˆ∗ es un punto fijo del operador de Frobenius–Perron Pt asociado con la
evolucio´n cla´sica Tt dada por las ecuaciones de Hamilton.
Juntando los lemas 2.3, 2.4 y el corolario 2.5 se obtiene el siguiente teorema que constituye
una caracterizacio´n de las correlaciones de un producto de observables dentro del nivel mixing
cua´ntico.
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Teorema 2.6 Consideremos un sistema cua´ntico que satisface el nivel mixing cua´ntico. Sean
Oˆ1, Oˆ2, . . . , Oˆn observables. Entonces cuando ~→ 0 se tiene
〈Oˆ1Oˆ2 · · · Oˆn〉ρˆ∗ = 〈Oˆ1〉ρˆ∗〈Oˆ2〉ρˆ∗ · · · 〈Oˆn〉ρˆ∗ (2.37)
Este teorema es la expresio´n de las correlaciones del nivel mixing cua´ntico de un producto de
observables en el l´ımite cla´sico: la propiedad de factorizacio´n describe la forma de las correla-
ciones del estado de equilibrio ρˆ∗ del nivel mixing cua´ntico. La factorizacio´n (2.37) expresa una
especie de no correlacio´n entre los observables Oˆ1, Oˆ2, . . . , Oˆn en el l´ımite cla´sico ~→ 0.
Ahora veremos co´mo esta propiedad es clave para obtener la distribucio´n aleatoria de los
elementos matriciales del Hamiltoniano de un sistema cua´ntico cao´tico, o sea los ensambles
Gaussianos. La sorprendente capacidad predictiva de tales ensambles podr´ıa deberse a la sim-
plicidad de las hipo´tesis. Todo el desarrollo de esta seccio´n esta´ basado en el trabajo [36].
Comencemos por establecer la conexio´n entre los ensambles Gaussianos y el nivel mixing
cua´ntico de la jerarqu´ıa ergo´dica cua´ntica. Para realizar esto, consideraremos un sistema cua´nti-
co S que satisface el nivel mixing cua´ntico cuyo Hamiltoniano se asume desconocido y de di-
mensio´n finita N . Nos focalizaremos so´lo en las propiedades asinto´ticas para tiempos grandes
de S. Por lo tanto, dado un estado inicial ρˆ suponemos que el comportamiento de S a tiempos
grandes esta´ dado por el l´ımite de´bil ρˆ∗ de ρˆ, representativo del equilibrio del sistema.
Recordemos que los ensambles Gaussianos son el conjunto de matrices cuadradas de N ×N
cuyos elementos Hij esta´n distribu´ıdos de acuerdo a las siguientes ecuaciones:
P (H11,H12, . . . , HNN ) = P (H11)P (H12) · · ·P (HNN ) (2.38)
P (H ′11,H
′
12, . . . , H
′
NN ) = P (H11,H12, . . . , HNN ) (2.39)
donde (2.38) expresa la distribucio´n al azar de los Hij que implica una no–correlacio´n en-
tre ellos, y (2.39) expresa la invarianza de P (H11,H12, . . . , HNN ) frente a una transformacio´n
(H11,H12, . . . , HNN ) → (H ′11,H ′12, . . . , H ′NN ) ortogonal, unitaria o simple´ctica que define si el
ensamble Gaussiano es ortogonal, unitario o simple´ctico respectivamente.
Motivados por la regla de Born y teniendo en cuenta que el l´ımite de´bil ρˆ∗ es el estado
representativo del sistema para tiempos grandes entonces es lo´gico pensar que ρˆ∗ tambie´n debe
contener informacio´n acerca de las correlaciones entre los elementos Hij en el l´ımite asinto´tico
de tiempos grandes. Podemos justificar esta consideracio´n a partir de lo siguiente.
Es un hecho bien conocido que el caos cua´ntico so´lo puede darse dina´micamente dentro de
sus escalas temporales caracter´ısticas (τ ∝ ~−α en el caso regular y τ ∝ − log ~ en el caso
cao´tico) donde feno´menos t´ıpicos con una descripcio´n semicla´sica tales como la relajacio´n, la
inestabilidad exponencial, etc son posibles. Estos feno´menos constituyen parte de los aspectos
dina´micos del caos cua´ntico en el dominio temporal. Sin embargo, en el dominio temporal la
universalidad de las leyes de fluctuacio´n de niveles predichas por los ensambles Gaussianos
tambie´n se manifiesta. Esto muestra la ı´ntima relacio´n entre los dos puntos de vista del caos
cua´ntico, los aspectos estacionarios en el dominio de la energ´ıa y los dina´micos en el dominio
temporal. Ma´s precisamente, el rango temporal de validez de aplicacion de la teor´ıa de matrices
aleatorias se encuentra hasta el tiempo de Ehrenfest τE ∝ − log ~. Teniendo en cuenta esto, es
razonable considerar que las probabilidades P (Hij) puedan pensarse en el l´ımite cla´sico y en el
l´ımite asinto´tico de tiempos grandes a partir de la siguiente propuesta o´ hipo´tesis.
Las probabilidades P (Hij) de la distribucio´n de probabilidad de los ensambles Gaussianos
(Ecs. (2.38) y (2.39)) pueden ser calculadas en el estado de equilibrio ρˆ∗ por medio de la
regla de Born como P (Hij) = 〈pˆiij〉ρˆ∗ donde pˆiij son proyectores para todo i, j = 1, . . . , N .
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Matema´ticamente no es dif´ıcil imaginar un operador que deba satisfacer e´sta hipo´tesis, al menos
en el l´ımite cla´sico ~→ 0.
Dado que Tr(ρˆ∗Iˆ) =
∫
Γ dqdp ρ∗(q, p) = 1, ρ∗(q, p) ≥ 0 y 0 ≤ P (Hij) ≤ 1 siendo Iˆ el operador
identidad, entonces existe un subconjunto Eij ⊆ Γ tal que∫
Eij
dqdp ρ∗(q, p) =
∫
Γ
dqdp ρ∗(q, p)1Eij (q, p) = P (Hij)
Ahora bien, el operador buscado pˆiij debe cumplir W˜pˆiij (q, p) = 1Eij (q, p), entonces por (1.14)
se tiene
〈pˆiij〉ρˆ∗ = 〈Wρˆ∗ , W˜pˆiij 〉 = 〈ρˆ∗(q, p), 1Eij (q, p)〉 =
∫
Γ
dqdp ρ∗(q, p)1Eij (q, p) = P (Hij)
Adema´s, de (1.13) resulta
W˜pˆi2ij
(q, p) =Wpˆiij (q, p) ∗ W˜pˆiij (q, p) = 1Eij (q, p)1Eij (q, p) +O(~) =
1Eij (q, p) +O(~) = W˜pˆiij (q, p) +O(~)
Luego, en el l´ımite cla´sico ~→ 0 tenemos
W˜pˆi2ij
(q, p)− W˜pˆiij (q, p) ≈ 0
Y recordando que el s´ımbolo de Weyl es un mapa lineal biyectivo concluimos que en el l´ımite
cla´sico, pˆiij resulta un proyector, o sea
pˆi2ij = pˆiij
El paso siguiente es expresar la probabilidad de todos los elementos matriciales
H11, H12, . . . , HNN , denotada por P (H11,H12, . . . , HNN ), en te´rminos de ρˆ∗ y los proyectores
pˆiij . Dado que cada pˆiij permite obtener P (Hij) entonces es natural considerar que
P (H11,H12, . . . ,HNN ) = 〈pˆi11pˆi12 · · · pˆiNN 〉ρˆ∗ (2.40)
El orden del producto es indistinto ya que los pˆiij conmutan en el l´ımite cla´sico. En ese caso,
podemos usar el teorema 2.6 en (2.40) y obtenemos
P (H11,H12, . . . , HNN ) = 〈pˆi11〉ρˆ∗〈pˆi12〉ρˆ∗ · · · 〈pˆiNN 〉ρˆ∗ = P (H11)P (H12) · · ·P (HNN ) (2.41)
que no es otra cosa que la condicio´n de distribucio´n al azar de los ensambles Gaussianos dada
por (2.38).
La condicio´n de invarianza se obtiene de la siguiente forma. Consideremos dos bases {|ai〉}Ni=1
y {|bj〉}Nj=1 del espacio de Hilbert del sistema cua´ntico con |bk〉 = Uˆ |ak〉 para todo k = 1, ..., N
donde Uˆ es una transformacio´n ortogonal, unitaria o simple´ctica. Sean Hˆ y Hˆ ′ el Hamiltoniano
del sistema cua´ntico en las bases {|ai〉}Ni=1 y {|bj〉}Nj=1 respectivamente. Sean pˆikl y pˆi′kl los
conjuntos de proyectores que satisfacen la hipo´tesis escritos en las bases {|ai〉}Ni=1 y {|bj〉}Nj=1.
Entonces se tiene
pˆi′kl = Uˆ pˆiklUˆ
† ∀ k, l = 1, ..., N
UˆUˆ † = Uˆ †Uˆ = Iˆ
(2.42)
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siendo Uˆ † el operador transpuesto, el complejo conjugado o´ el dual de Uˆ , segu´n Uˆ sea una
transformacio´n ortogonal, unitaria o simple´ctica respectivamente. Dado que el Hamiltoniano
transformado es Hˆ ′ = UˆHˆUˆ † entonces es claro que
P (H ′kl) = 〈pˆi′kl〉ρˆ′∗ ∀ k, l = 1, ..., N (2.43)
siendo ρˆ′∗ = Uˆ ρˆ∗Uˆ † el estado ρˆ∗ dado en la base {|bj〉}Nj=1. Por lo tanto, tenemos
P (H ′11,H ′12, . . . ,H ′NN ) = 〈pˆi′11pˆi′12 · · · pˆi′NN 〉ρˆ′∗ = 〈Uˆ pˆi11Uˆ †Uˆ pˆi12Uˆ † · · · Uˆ pˆiNN Uˆ †〉ρˆ′∗
= 〈Uˆ pˆi11pˆi12 · · · pˆiNN Uˆ †〉ρˆ′∗ = Tr(ρˆ′∗Uˆ pˆi11pˆi12 · · · pˆiNN Uˆ †) = Tr(Uˆ †ρˆ′∗Uˆ pˆi11pˆi12 · · · pˆiNN )
= Tr(ρˆ∗pˆi11pˆi12 · · · pˆiNN ) = 〈pˆi11pˆi12 · · · pˆiNN 〉ρˆ∗ = P (H11,H12, . . . , HNN ) (2.44)
que es la condicio´n de invarianza (2.39).
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Como describimos anteriormente, la jerarqu´ıa ergo´dica cla´sica clasifica el caos a partir del
decaimiento de las correlaciones entre subconjuntos del espacio de fases de manera asinto´tica.
Tambie´n mencionamos que este hecho esta´ de acuerdo con que el caos “genuino”so´lo puede
darse a tiempos grandes para el cual existen indicadores t´ıpicos tales como los exponentes de
Lyapunov que expresan la inestabilidad exponencial del sistema.
En este seccio´n se describe otra caracterizacio´n asinto´tica del caos a partir del teorema
de descomposicio´n espectral de sistemas dina´micos (SDT, spectral decomposition theorem) que
expresa la evolucio´n temporal de cualquier densidad como una suma de funciones caracter´ısticas
donde la cantidad de te´rminos de dicha descomposicio´n da cuenta de la ergodicidad y mixing
del sistema. Por medio del SDT se obtendra´ una versio´n cua´ntica que permitira´ extender los
conceptos de ergodicidad y mixing al caso cua´ntico, relacionarlos con los niveles de la jerarqu´ıa
ergo´dica cua´ntica y tambie´n dar una clasificacio´n del espectro cua´ntico en dichos casos. A
continuacio´n describimos el teorema de descomposicio´n espectral de sistemas dina´micos en su
versio´n cla´sica. Todo el desarrollo de esta seccio´n esta´ basado en el trabajo [34].
2.4.1. El teorema de descomposicio´n espectral de sistemas dina´micos
Con los preliminares matema´ticos de teor´ıa de densidades y operadores de Markov dados en
la introduccio´n, podemos presentar el teorema de descomposicio´n espectral de sistemas dina´mi-
cos [7, pag. 88].
Teorema de descomposicio´n espectral (SDT1) (versio´n I) Sea P un operador de Mar-
kov constrictivo. Entonces existen un entero r, dos familias de funciones no negativas gi ∈
D(X,Σ, µ) y ki ∈ L∞ con i = 1, . . . , r, y un operador Q : L1 → L1 tal que para toda densidad
f ∈ L1, Pf puede ser escrita como
Pf(x) =
r∑
i=1
λi(f)gi(x) +Qf(x) (2.45)
siendo
λi(f) =
∫
X
f(x)ki(x)dµ(x) = 〈f(x), ki(x)〉, (2.46)
donde las funciones gi y el operador Q tienen las siguientes propiedades:
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(i) gi(x)gj(x) = 0 para todo i ̸= j, es decir, las funciones gi poseen soportes disjuntos;
(ii) Para cada entero i existe un u´nico entero α(i) tal que Pgi = gα(i). Adema´s, α(i) = α(j)
si i ̸= j y por lo tanto el operador P actu´a como una permutacio´n entre las funciones gi;
(iii) ‖PnQf‖ → 0 cuando n→∞.
Asumiendo que la evolucio´n temporal dada por la familia de transformaciones {Tt} posee
un operador de Frobenius-Perron constrictivo, entonces la ecuacio´n (2.45) describe la evolucio´n
temporal discretizada de cualquier densidad f . La misma esta´ expresada por un te´rmino que
oscila entre las funciones gi ma´s otro, denotado por Qf , que tiende a cero para tiempos grandes y
que esta´ asociado con el proceso de relajacio´n como veremos a continuacio´n. Usando la propiedad
(ii) del SDT en la ec. (2.45) se obtiene
Pnf(x) =
r∑
i=1
λi(f)gαn(i)(x) + P
n−1Qf(x) =
r∑
i=1
λα−n(i)(f)gi(x) +Qnf(x)
donde Qnf(x) = P
n−1Qf(x) y α−n(i) es la permutacio´n inversa de αn(i).
Cuando el espacio medible Γ es normalizable (o sea, µ(Γ) = 1) y el operador de Markov P
posee una densidad estacionaria constante f∗ (si P es el operador de Frobenius-Perron esto es
equivalente a que µf sea invariante [7, pag. 46]) el teorema de descomposicio´n espectral adopta
la siguiente forma [7, pag. 90].
Teorema de descomposicio´n espectral (SDT2) (versio´n II) Sean (Γ,Σ, µ) un espacio
medible normalizado y P : L1 → L1 un operador de Markov constrictivo. Si P posee una
densidad estacionaria entonces la representacio´n de Pnf para toda f ∈ L1 adopta la forma
simple
Pnf(x) =
r∑
i=1
λα−n(i)(f)1Ai(x) +Qnf(x) (2.47)
donde {A1, A2, . . . , Ar} es una particio´n de Γ, siendo
1Ai(x) =
1
µ(Ai)
1Ai
(2.48)
µ(Ai) = µ(Aj) si j = α
n(i) para algu´n n
Escrito en esta versio´n II, el teorema de descomposicio´n espectral permite caracterizar los
niveles de la jerarqu´ıa ergo´dica cla´sica por medio de la permutacio´n α. Este es el contenido del
siguiente teorema [7, pag. 92–94].
El Teorema de descomposicio´n espectral y la jerarqu´ıa ergo´dica: Sean (Γ,Σ, µ) un
espacio medible normalizado y P : L1 → L1 un operador de Markov constrictivo. Entonces
(a) P es ergo´dico si y so´lo si la permutacio´n α es c´ıclica.
(b) Si en la descomposicio´n dada por (2.47) se tiene r = 1, entonces P es exacto.
(c) Si P es mixing, entonces r = 1 en la descomposicio´n de (2.47).
2.4. Descomposicio´n espectral de sistemas dina´micos 39
Notemos que bajo las hipo´tesis de este teorema se tiene que P mixing implica P exacto, y
dado que P exacto implica P mixing se sigue que P es mixing si y so´lo si r = 1. Por lo tanto,
el teorema da una condicio´n necesaria y suficiente para que P sea mixing, es decir para que la
descomposicio´n (2.47) posea un solo te´rmino.
Dado un sistema dina´mico (Γ,Σ, µ, τ) hemos visto que la constrictividad de un operador de
Markov y la normalizacio´n del espacio medible Γ son suficientes para garantizar la existencia
de una densidad estacionaria y por lo tanto, para obtener una representacio´n de la evolucio´n
temporal de cualquier densidad por medio del SDT, cuya interpretacio´n f´ısica es la siguiente.
Si el Hamiltoniano cla´sico es tal que el operador de Frobenius–Perron asociado a la evolucio´n
temporal T dada por las ecuaciones de Hamilton admite una densidad de equilibrio f∗ (es decir,
Pf∗ = f∗), entonces en el l´ımite asinto´tico (n → ∞) cualquier densidad f que caracterice el
estado inicial del sistema oscilara´ entre funciones caracter´ısticas 1Ai(x) ma´s un te´rmino Qnf(x)
tendiendo a cero.
2.4.2. Una versio´n cua´ntica del teorema de tescomposicio´n espectral de sis-
temas dina´micos (QSDT)
La motivacio´n original que surgio´ para la bu´squeda de una versio´n cua´ntica del Teorema
de descomposicio´n espectral descripto, estuvo basada en una caracterizacio´n alternativa de los
sistemas cua´nticos cao´ticos, adema´s de la que proviene de QEH.
En ese sentido y para mantener un amplio grado de generalidad de los sistemas cua´nticos
cao´ticos, que en muchos casos son descriptos por medio de sistemas abiertos, supondremos que
el a´lgebra cua´ntica A contiene observables no necesariamente hermı´ticos. Esta relajacio´n de la
condicio´n de hermiticidad esta´ motivada por las siguientes razones.
El intere´s en el estudio de Hamiltonianos no hermı´ticos relacionados con la interpretacio´n
de feno´menos de transporte, resonancia nuclear, t´ıpicos de los sistemas abiertos.
En sistemas de scattering uno puede considerar resonancias cua´nticas, es decir estados
cuasiestacionarios, en vez de soluciones de scattering [43]. Estas resonancias, cuyos auto-
valores poseen parte imaginaria no nula, juegan un rol en los sistemas abiertos similar al
de los autoestados en los sistemas cerrados.
Cualquier medida sobre un sistema ondulatorio cambia dra´sticamente sus propiedades
convirtiendo niveles de energ´ıa discretos en resonancias que pueden ser descriptas por un
Hamiltoniano no hermı´tico [44, 45, 46].
Con el propo´sito de tener en cuenta evoluciones temporales no unitarias que aparecen en
la descripcio´n de sistemas cua´nticos abiertos, la introduccio´n de observables no hermı´ticos
se convierte en algo natural y fundamental desde el punto de vista teo´rico.
Los operadores no hermı´ticos son frecuentemente usados para representar matema´tica-
mente a potenciales que describen procesos de ionizacio´n o disociacio´n en sistemas cua´nti-
cos abiertos, causando que el sistema se divida en subsistemas no interactuantes que se
mueven libremente [46].
El valor de expectacio´n complejo de un observable no hermı´tico Oˆ dado por 〈Oˆ〉 = |AOˆ|eiα
puede ser f´ısicamente interpretado postulando que el mo´dulo |AOˆ| y la fase α son canti-
dades medibles [46].
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Presentaremos una versio´n cua´ntica del SDT cuyas conclusiones sera´n va´lidas para sistemas
cua´nticos abiertos y cerrados [34]. Es interesante sen˜alar una aproximacio´n entro´pica del caos
cua´ntico relativa a los sistemas cua´nticos abiertos que considera [47]: “la aproximacio´n de conec-
tar el caos con la impredicibilidad de los resultados obtenidos a partir del proceso de medicio´n
es el camino correcto en el caso cua´ntico”. Es decir que desde la aproximacio´n entro´pica el caos
en los sistemas cua´nticos so´lo puede darse genuinamente como consecuencia del azar intr´ınseco
de los resultados de la medicio´n cua´ntica, y por ende, suscribe los mismos a la presencia de un
entorno con el cual se produzcan estas mediciones. Sen˜alamos que el punto de vista que nosotros
adoptaremos es de cara´cter ma´s general, incluyendo la posibilidad de caos cua´ntico tanto en
sistemas abiertos como cerrados, que lo podemos resumir en el siguiente esquema.
sistemas cua´nticos cerrados −→ observables hermiticos −→ caos cua´ntico “intrinseco”
sistemas cua´nticos abiertos −→ observables no hermiticos −→ caos cua´ntico “genuino”
Este esquema muestra la relacio´n entre los operadores hermı´ticos (no hermı´ticos) y las evolu-
ciones unitarias (no unitarias) en el contexto de los sistemas cerrados (abiertos).
La aproximacio´n entro´pica se encuentra respaldada sobre la base de la interaccio´n del sistema
cua´ntico con su ambiente, dando como resultado (y bajo ciertos reg´ımenes) una dina´mica cao´tica
como puede verse en sistemas de muchos espines, billares cua´nticos de microondas, etc. Por otro
lado, sistemas cao´ticos cerrados como el billar de Sinai presentan una manifestacio´n del caos
cua´ntico, el dephasing, como resultado de una decoherencia dina´mica producto de la evolucio´n
cao´tica de un paquete de ondas planas coherente inicial [48].
Teniendo en cuenta estas consideraciones previas, dado un sistema cua´ntico S y su l´ımi-
te cla´sico Scl, para obtener una versio´n cua´ntica del teorema de descomposicio´n espectral de
sistemas dina´micos asumiremos la siguiente hipo´tesis:
Si Uˆt representa el operador de evolucio´n de S entonces la correspondiente evolucio´n cla´sica
Tt de Scl posee un operador de Frobenius–Perron constrictivo Pt.
Esta hipo´tesis nos permite garantizar la existencia de una densidad de equilibrio f∗ y en
consecuencia, la aplicacio´n de SDT sobre Scl, a partir del cual obtenemos la siguiente versio´n
cua´ntica cuya demostracio´n se encuentra en el Ape´ndice.
Teorema 2.7 (Versio´n cua´ntica del teorema de descomposicio´n espectral–QSDT)
Sean ρˆ un estado y Oˆ un observable. Entonces existen estados ρˆ1, ρˆ2, . . . , ρˆr; observables
Oˆ1, Oˆ2, . . . , Oˆr; una permutacio´n α : {1, . . . , r} −→ {1, . . . , r} y ρ˜0 ∈ A′ tales que
〈Oˆ〉ρˆ(n) =
r∑
i=1
λα−n(i)(ρˆ)〈Oˆ〉ρˆi + 〈Oˆ〉ρ˜0(n−1) (2.49)
siendo ρˆ(n) = Uˆ(n)ρˆUˆ(n)† con Uˆ(n) un operador de evolucio´n temporal discreto, y
λi(ρˆ) = 〈Oˆi〉ρˆ. Adema´s, ρˆ1, ρˆ2, . . . , ρˆr y ρ˜0 poseen las siguientes propiedades:
(i) Los estados ρˆ1, ρˆ2, . . . , ρˆr son ortogonales con la norma Hilbert–Schmidt, es decir
Tr(ρˆiρˆj) = 0 si i ̸= j. Mas au´n, se tiene la siguiente descomposicio´n de la identidad
Iˆ =
r∑
i=1
αiρˆi con αi ≥ 0 y
r∑
i=1
αi =
1
hN+1
; (2.50)
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(ii) Para cada entero i existe un u´nico entero α(i) tal que 〈Oˆ〉Uˆ†ρˆiUˆ = 〈Oˆ〉ρˆα(i) con α(i) ̸= α(j)
si i ̸= j. Es decir que el operador de evolucio´n permuta los estados ρˆ1, ρˆ2, . . . , ρˆr.
(iii) 〈Oˆ〉ρ˜0(n−1) → 0 cuando n→∞.
Si ahora combinamos SDT y QSDT obtenemos la siguiente caracterizacio´n de los niveles
de la jerarqu´ıa ergo´dica cua´ntica y tambie´n una posible extensio´n cua´ntica del nivel exacto en
te´rminos de la descomposicio´n dada por (2.49).
Teorema 2.8 (La jerarqu´ıa ergo´dica cua´ntica en te´rminos del QSDT) Sea S un siste-
ma cua´ntico con l´ımite cla´sico, que denotamos por Scl. Supongamos que Uˆ es un operador de
evolucio´n temporal discretizado cuyo ana´logo cla´sico T , que representa la evolucio´n temporal de
Sc, posee un operador de Frobenius-Perron que es de Markov y constrictivo. Entonces
(a) Uˆ es ergo´dico cua´ntico ⇐⇒ la permutacio´n α es c´ıclica.
(b) Si en la descomposicio´n de (2.49) se tiene r = 1 =⇒ Uˆ es exacto cua´ntico.
(c) Si Uˆ es mixing cua´ntico =⇒ r = 1 en la descomposicio´n (2.49).
Ana´logamente a su versio´n relativa a la jerarqu´ıa ergo´dica cla´sica, se tiene que Uˆ es exacto
cua´ntico ⇐⇒ Uˆ es mixing cua´ntico ⇐⇒ r = 1.
2.4.3. QSDT y el espectro cua´ntico
Adema´s de dar una caracterizacio´n de los valores medios de los niveles ergo´dico cua´ntico y
mixing de la jerarqu´ıa ergo´dica cua´ntica, QSDT conjuntamente con el teorema 2.8 proporcionan
una conexio´n entre estos niveles y el tipo de espectro que e´stos presentan. A lo largo de toda la
seccio´n asumiremos que la evolucio´n temporal esta´ discretizada y esta´ dada por el Hamiltoniano
Hˆ del sistema cua´ntico, es decir consideramos que el operador de evolucio´n temporal Uˆ(n) es
de la forma
Uˆ(n) = e−i
Hˆ
~ τn (2.51)
donde τ > 0 es un para´metro real que define los pasos de la discretizacio´n. Cabe sen˜alar que en
diversos sistemas cua´nticos de intere´s aparece naturalmente una evolucio´n temporal discretizada,
como vimos con el ejemplo del rotor pateado en la seccio´n 2.2.1.
Espectro discreto real
Asumamos que el espectro de energ´ıa es discreto y finito. Sea {|1〉, . . . , |N〉} una base
de autovectores con sus correspondientes autovalores E1, . . . , EN y sus autofrecuencias ω1 =
E1
~ , . . . , ωN =
EN
~ . Consideremos un estado inicial ρˆ y un observable Oˆ. Entonces podemos
expandir a {ρˆ en la base |1〉, . . . , |N〉} obteniendo
ρˆ =
N∑
i=1
ρi|i〉〈i|+
N∑
i̸=j
ρij |i〉〈j| (2.52)
Llamemos Oij a los elementos matriciales de Oˆ en la base {|1〉, . . . , |N〉}, es decir Oij = 〈i|Oˆ|j〉.
Entonces, el valor medio de Oˆ en el estado ρˆ despue´s de n intervalos τ esta´ dado por
〈Oˆ〉ρˆ(τn) = Tr(ρˆ(τn)Oˆ) = Tr(Uˆ(τn)ρˆUˆ(τn)†Oˆ) =
N∑
i=1
ρiOii +
N∑
i ̸=j
ρijOije
−i(ωi−ωj)τn (2.53)
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Por otro lado, QSDT nos da la descomposicio´n de 〈O〉ρˆ(τn) en la forma
〈Oˆ〉ρˆ(τn) =
r∑
i=1
λα−n(i)(ρˆ)〈Oˆ〉ρˆi + 〈Oˆ〉ρ˜0(n−1) (2.54)
Igualando (2.53) y (2.54) se tiene
N∑
i=1
ρiOii +
N∑
i ̸=j
ρijOije
−i(ωi−ωj)τn =
r∑
i=1
λα−n(i)(ρˆ)〈Oˆ〉ρˆi + 〈Oˆ〉ρ˜0(n−1) (2.55)
A partir de esta ecuacio´n podemos hacer las siguientes observaciones.
(a) Si suponemos que el sistema es ergo´dico cua´ntico entonces por el teorema 2.8 la per-
mutacio´n α es c´ıclica y de aqu´ı se sigue que
∑r
i=1 λα−n(i)(ρˆ)〈Oˆ〉ρˆi debe ser una funcio´n
perio´dica con per´ıodo r. Adema´s, debido a que 〈Oˆ〉ρ˜0(n−1) tiende a cero cuando n → ∞
entonces el lado derecho de (2.55) es cuasiperio´dica en funcio´n de n. Ahora, el lado iz-
quierdo de (2.55) contiene el te´rmino
∑N
i=1 ρiOii que es constante y por lo tanto se sigue
que
∑N
i ̸=j ρijOije
−i(ωi−ωj)τn es una una funcio´n cuasiperio´dica de n. Esta observacio´n de-
termina condiciones sobre las frecuencias ω1, . . . , ωN .
(b) Supongamos ahora que ω1, . . . , ωN esta´n racionalmente relacionadas. Esto significa que
para todo i, j = 1, . . . , N existen kij , lij ∈ N tales que
ωi
ωj
=
kij
lij
(2.56)
Entonces, se puede probar que
∑N
i̸=j ρijOije
−i(ωi−ωj)τn es una funcio´n perio´dica de n de
per´ıodo τr [34]. Por lo tanto, si asumimos que el sistema es ergo´dico cua´ntico, por (a) se si-
gue que
∑N
i̸=j ρijOije
−i(ωi−ωj)αn es funcio´n cuasiperio´dica de n. Luego
∑N
i̸=j ρijOije
−i(ωi−ωj)τn
es perio´dica y cuasiperio´dica simulta´neamente, lo cual es un absurdo.
Resumiendo, dado un sistema cua´ntico S de espectro discreto, real y finito tal que su l´ımite
cla´sico Scl con una evolucio´n Tt tiene asociado un operador de Frobenius–Perron P de Markov
y constrictivo; y considerando que la evolucio´n cua´ntica es de la forma Uˆ(n) = e−i
Hˆ
~ τn se tienen
los siguientes condiciones respecto a la ergodicidad cua´ntica:
Si Uˆ es ergo´dico cua´ntico entonces los valores medios 〈Oˆ〉ρˆ(n) son funciones cuasiperio´dicas
de n para todo estado inicial ρˆ y observable Oˆ.
Si las autofrecuencias ω1, . . . , ωN esta´n racionalmente relacionadas entonces Uˆ no es
ergo´dico cua´ntico.
Si Uˆ es ergo´dico cua´ntico entonces ω1, . . . , ωN no esta´n racionalmente relacionadas.
Es interesante observar que si asociamos las autofrecuencias ω1, . . . , ωN con las correspondientes
a las velocidades angulares de N osciladores independientes y auto´nomos, entonces la segunda
condicio´n es ide´ntica a la ergodicidad de la rotacio´n sobre el toro d–dimensional en [7, pag.
190]. Adema´s, vemos que la tercera condicio´n corresponde al contrarrec´ıproco de la segunda.
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Espectro discreto complejo
Ahora consideraremos que el espectro es discreto, finito y complejo. Este es el caso de
los sistemas cua´nticos descriptos por un Hamiltoniano efectivo no hermı´tico Hˆef que aparecen
t´ıpicamente en f´ısica ato´mica, molecular, nuclear y en las reacciones qu´ımicas. Los autoestados
con autovalores complejos representan estados, denominados “cuasiestacionarios”, de un sistema
cua´ntico abierto en interaccio´n con un ambiente donde la parte imaginaria de los autovalores
esta´ asociada con los decaimientos de e´stos.
Nuevamente, consideramos que la evolucio´n temporal despue´s de n pasos sucesivos esta´ dada
por Uˆ(n) = e−i
Hˆef
~ τn siendo τ > 0 un para´metro real que define el paso de la discretizacio´n. Sean
E1 = ~ω1+ iγ1, E2 = ~ω2+ iγ2, . . . , EN = ~ωN + iγN los autovalores de Hˆef . La no hermiticidad
de Hˆef implica la existencia de dos bases de autovectores llamados {〈1˜|, 〈2˜|, . . . , 〈N˜ |} autovectores
a izquierda y {|1〉, |2〉, . . . , |N〉} autovectores a derecha
Hˆef |j〉 = Ej |j〉 , 〈j˜|Hˆef = 〈j˜|Ej j = 1, ..., N (2.57)
que satisfacen
〈j˜|k〉 = δjk j, k = 1, ..., N (biortogonalidad)
N∑
j=1
|j〉〈j˜| = Iˆ (completitud) (2.58)
siendo Iˆ el operador identidad. Los autovalores Ej = ~ωj + iγj contienen las autoenerg´ıas ~ωj
y los anchos de resonancia −γj > 0. En un caso ma´s realista podemos suponer que so´lo los
primeros K autovalores son reales siendo 1 ≤ K ≤ N , es decir γj = 0 para todo j = 1, . . . ,K.
Podemos expresar cualquier estado ρˆ en la base {|j〉}Nj=1 y cobase {|〈k˜|}Nk=1 como
ρˆ =
N∑
i=1
ρi|i〉〈˜i|+
N∑
j ̸=j′
ρjj′ |j〉〈j˜′| (2.59)
A partir de esta ecuacio´n se tiene
ρˆ(τn) = Uˆ(n)ρˆ Uˆ †(n) = Uˆ(n)
 N∑
i=1
ρi|i〉〈˜i|+
N∑
j ̸=j′
ρjj′ |j〉〈j˜′|
 Uˆ(n)† =
K∑
i=1
ρi|i〉〈˜i|+
K∑
j ̸=j′
ρjj′e
−i(ωj−ωj′ )τn|j〉〈j˜′|+
N∑
j=K+1
ρje
2τn
γj
~ |j〉〈j˜|+
∑
j ̸=j′,j o´ j′∈{K+1,...,N}
ρjj′e
−i(ωj−ωj′ )τne
(γj+γj′ )
~ τn|j〉〈j˜′|
(2.60)
Los vectores |K + 1〉, |K + 2〉, . . . , |N〉 representan estados de un sistema abierto en interac-
cio´n con un ambiente y los coeficientes de las u´ltimas dos sumas pueden interpretarse como las
probabilidades de hallar una part´ıcula en uno de los estados |K + 1〉, |K + 2〉, . . . , |N〉 “dentro
del sistema”. Dado que e´stos coeficientes decrecen exponencialmente y representan las proba-
bilidades de transicio´n a autoestados cuasiestacionarios, sus anchos de resonancia −γj esta´n
relacionados con las vidas medias Γj a trave´s de −γj ∼ ~Γj .
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El siguiente paso es mostrar co´mo los estados cuasiestacionarios pueden ser interpretados en
te´rminos del QSDT. A partir de (2.60) el valor medio de un observable Oˆ en el estado ρˆ despue´s
de n intervalos τ esta´ dado por
〈Oˆ〉ρˆ(τn) =
K∑
i=1
ρiOi +
K∑
j ̸=j′
ρjj′Ojj′e
−i(ωj−ωj′ )τn +
N∑
j=K+1
ρjOje
2τn
γj
~ +
∑
j ̸=j′,j o´ j′∈{K+1,...,N}
ρjj′Ojj′e
−i(ωj−ωj′ )τne
(γj+γj′ )
~ τn
(2.61)
Por lo tanto, por el QSDT se tiene
r∑
i=1
λα−n(i)〈Oˆ〉ρˆi + 〈Oˆ〉ρ˜0(n−1) =
K∑
i=1
ρiOi +
K∑
j ̸=j′
ρjj′Ojj′e
−i(ωj−ωj′ )τn+
N∑
j=K+1
ρjOje
2βn
γj
~ +
∑
j ̸=j′,j o´ j′∈{K+1,...,N}
ρjj′Ojj′e
−i(ωj−ωj′ )τne
(γj+γj
′)
~ τn
(2.62)
Dado que 〈Oˆ〉ρ˜0(n−1) → 0 cuando n → ∞ y las dos u´ltimas sumas del lado derecho de esta
ecuacio´n son los u´nicos te´rminos que decaen, entonces
r∑
i=1
λα−n(i)〈Oˆ〉ρˆi =
K∑
i=1
ρiOi +
K∑
j ̸=j′
ρ∗jj′Ojj′e
−i(ωj−ωj′ )τn
〈Oˆ〉ρ˜0(n−1) =
N∑
j=K+1
ρjOje
2βn
γj
~ +
∑
j ̸=j′,j o´ j′∈{K+1,...,N}
ρ∗jj′Ojj′e
−i(ωj−ωj′ )τne
(γj+γj′ )
~ τn
(2.63)
A partir de (2.63) y QSDT conclu´ımos que el nu´mero de estados cuasiestacionarios |K+1〉, |K+
2〉, . . . , |N〉 determina la naturaleza cao´tica del sistema cua´ntico. Por ejemplo, si so´lo tenemos
un u´nico autovalor real E1 entonces tenemos ma´ximo nu´mero de estados cuasiestacionarios
|2〉, |3〉, . . . , |N〉. En este caso K = 1 y ∑ri=1 λα−n(i)〈Oˆ〉ρˆi es igual a ρ1O1. Entonces r = 1, es
decir que el sistema es mixing cua´ntico. Cuando K = 2 tenemos dos autovalores reales E1, E2, y∑r
i=1 λα−n(i)〈Oˆ〉ρˆi es igual a ρ1O1+ ρ2O2+ ρ∗12O12e−i
(ω1−ω2)
~ βn+ ρ∗21O21e
−i (ω2−ω1)~ βn que es una
funcio´n oscilatoria de n si ω1, ω2 esta´n racionalmente relacionadas. En ese caso la permutacio´n
α(n) resulta c´ıclica y de acuerdo al teorema 2.8, condicio´n (a) se deduce que el sistema es
ergo´dico cua´ntico.
Podemos ver que en el caso de espectro finito existe una diferencia sustancial entre tener
autovalores reales y complejos. En el caso de autovalores reales si las frecuencias esta´n racio-
nalmente relacionadas el sistema no es ergo´dico cua´ntico. Mientras que en el caso de espectro
complejo si las partes reales de los autovalores esta´n racionalmente relacionadas entonces el
sistema es ergo´dico cua´ntico. Esto es as´ı porque en el caso complejo el te´rmino de decaimiento
del QSDT esta´ dado por las exponenciales decrecientes cuyos decaimientos contienen los anchos
de resonancia −γj . En resumen, QSDT brinda una caracterizacio´n de los sistemas cua´nticos
abiertos de espectro discreto complejo donde los te´rminos exponencialmente decrecientes de los
valores medios esta´n asociados con el te´rmino de decaimiento de QSDT, dado por 〈Oˆ〉ρ˜0(n−1).
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2.4.4. Ejemplo: Billar de microondas
Los billares de microndas son ejemplos especiales de sistemas de scattering [8]. T´ıpicamente,
para determinar el espectro de tales sistemas se utilizan antenas como canales de dispersio´n.
Un acoplamiento externo determina las posiciones de las resonancias y sus respectivos anchos,
donde el espectro se ve modificado por la presencia del acoplamiento entre las antenas. Podemos
comenzar el ana´lisis con una expresio´n de la matriz de dispersio´n
Sˆ = 1ˆ− 2iWˆ † 1ˆ
E − Hˆ0 + iWˆ Wˆ †
Wˆ (2.64)
donde 1ˆ es la matriz identidad, Hˆ0 es el Hamiltoniano no perturbado que se asume que es una
matriz truncadaN×N–dimensional y los elementos matricialesWnk de Wˆ contienen informacio´n
acerca de las fuerzas de acoplamiento entre el k− e´simo canal y la n− e´sima resonancia. Los
polos de la matriz de dispersio´n son los autovalores del Hamiltoniano efectivo
Hˆ = Hˆ0 − iWˆ Wˆ † (2.65)
La informacio´n acerca de los anchos y saltos de transicio´n inducidos por las antenas esta´ comple-
tamente contenida en los autovalores del Hamiltoniano efectivo Hˆ. Los Hamiltonianos efectivos
de este tipo son utilizados ampliamente en el a´mbito de la f´ısica nuclear [46]. Vamos a focali-
zarnos solamente en el caso l´ımite de fuerzas de acoplamiento grandes donde Hˆ esta´ dominado
por el te´rmino −iWˆ Wˆ †. La clave es seleccionar una base donde este te´rmino sea diagonal y
Hˆ0 pueda ser tratado como una perturbacio´n. Si tenemos K canales sin pe´rdida de generalidad
podemos asumir que los K vectores wˆk con componentes Wnk son mutuamente ortogonales,
wˆ†kwˆl =
∑
n
W ∗nkWnl = |wˆk|2δkl (2.66)
Entonces podemos tomar la base ortogonal compuesta por los K vectores νˆk =
wˆk
|wˆk| y los N −K
vectores uˆα donde Hˆ0 es diagonal en el subespacio generado por los vectores uˆα. Usando teor´ıa
de perturbaciones, a primer orden los autovalores de Hˆ son [8]
El = νˆ
†
l Hˆ0νˆl − i|wˆl| l ≤ K
El = uˆ
†
l Hˆ0uˆl l > K
(2.67)
Ahora podemos considerar el Hamiltoniano
Hˆ =
K∑
l=1
El|νl〉〈ν˜l|+
N∑
m=K+1
Em|um〉〈u˜m| (2.68)
el cual es una aproximacio´n a primer orden del Hamiltoniano efectivo Hˆ. Hemos renombrado νˆl,
uˆm como |νl〉, |um〉 respectivamente, y el Hamiltoniano Hˆ ha sido expresado en dos sumatorias∑K
l=1,
∑N
m=K+1 para analizar los diferentes casos segu´n el nu´mero de canales K. Los vectores
a izquierda 〈ν˜l|, 〈u˜m| son aquellos que esta´n definidos por (2.57) y (2.58). Sea ρˆ un estado dado
por
ρˆ =
K∑
l=1
K∑
l′=1
ρll′ |νl〉〈ν˜l′ |+
N∑
m=K+1
N∑
m′=K+1
ρmm′ |um〉〈u˜m′ |+
{
K∑
σ=1
N∑
λ=K+1
ρσλ|νσ〉〈u˜λ|+ h.c.
}
(2.69)
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siendo ρij = 〈i|ρˆ|j〉 para todo i, j = 1, . . . , N y las primeras dos sumas de (2.69) los bloques
diagonales correspondientes a los subespacios generados por {|νl〉}Kl=1 y {|um〉}Nm=K+1 respecti-
vamente. El tercer te´rmino de (2.69) contiene elementos no diagonales de ρˆ que conectan subes-
pacios generados por {|νl〉}Kl=1, {|um〉}Nm=K+1 y h.c. denota la operacio´n de conjugado hermı´tico.
Renombremos νˆ†l Hˆ0νˆl y uˆ
†
mHˆ0uˆm como γl y ωm para todo l,m. El operador de evolucio´n Uˆ(n)
esta´ dado por e−i
Hˆ
~ τn as´ı que ρˆ despue´s de n intervalos τ es
ρˆ(τn) = Uˆ(n)ρˆUˆ(n)† = e−i
Hˆ
~ τnρˆei
ˆH†
~ τn =
K∑
l=1
K∑
l′=1
ρll′e
− (|wˆl|+|wˆl′ |)τn~ e−i(γl−γl′ )τn|νl〉〈ν˜l′ |
+
N∑
m=K+1
N∑
m′=K+1
ρmm′e
−i(ωm−ωm′ )τn|um〉〈u˜m′ |+
{
K∑
σ=1
N∑
λ=K+1
ρσλe
− |wˆσ |τn~ e−i(γσ−ωλ)τn|νσ〉〈u˜λ|+ h.c.
}
(2.70)
Entonces, el valor medio de un observable Oˆ en el estado ρˆ luego de n intervalos τ es
〈Oˆ〉ρˆ(τn) = tr(ρˆ(τn)Oˆ) =
K∑
l=1
K∑
l′=1
ρll′Oll′e
− (|wˆl|+|wˆl′ |)τn~ e−i(γl−γl′ )τn
+
N∑
m=K+1
N∑
m′=K+1
ρmm′Omm′e
−i(ωm−ωm′ )τn +
{
K∑
σ=1
N∑
λ=K+1
ρσλOσλe
− |wˆσ |τn~ e−i(γσ−ωλ)τn + h.c.
}
(2.71)
con Oij = 〈i|Oˆ|j〉 para todo i, j = 1, . . . , N . De (2.71) vemos que la primera y tercera sumas
decaen exponencialmente cuando n→∞ mientras que la segunda suma oscila de acuerdo a las
diferencias ωm − ωm′ . Esta observacio´n es crucial en orden de analizar diferentes casos segu´n el
nu´mero de canales K. Adema´s, por el QSDT se tiene
〈Oˆ〉ρˆ(τn) =
r∑
i=1
〈Oˆα−n(i)〉ρˆ〈Oˆ〉ρˆi + 〈Oˆ〉ρ˜0(n−1) (2.72)
Considerando la observacio´n anterior y comparando (2.71) y (2.72) obtenemos
r∑
i=1
〈Oˆα−n(i)〉ρˆ〈Oˆ〉ρˆi =
N∑
m=K+1
N∑
m′=K+1
ρmm′Omm′e
−i(ωm−ωm′ )τn
〈Oˆ〉ρ˜0(n−1) =
K∑
l=1
K∑
l′=1
ρll′Oll′e
− (|wˆl|+|wˆl′ |)τn~ e−i(γl−γl′ )τn
+
{
K∑
σ=1
N∑
λ=K+1
ρσλOσλe
− |wˆσ |βn~ e−i(γσ−ωλ)τn + h.c.
} (2.73)
La primera de las ecuaciones de (2.73) da la parte oscilatoria de 〈Oˆ〉ρˆ(n) mientras que la segunda
expresa sus te´rminos de decaimiento. Esto puede ser considerado como una caracterizacio´n
“global”de QSDT acerca del espectro a primer orden de los billares de microondas en el caso
l´ımite de grandes fuerzas de acoplamiento.
Yendo en ma´s en detalle, consideremos un billar de microondas rectangular cuyos valores
medios cua´nticos esta´n dados por (2.73). En este caso el Hamiltoniano no perturbado Hˆ0 posee
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autofrecuencias γl =
νˆ†l Hˆ0νˆl
~ , ωm =
uˆ†mHˆ0uˆm
~ las cuales podemos asumir que esta´n racionalmente
relacionadas para todo l = 1, . . . ,K; m = K + 1, . . . , N . Entonces por la observacio´n de la
seccio´n 2.4.3. se tiene que la suma doble de la primera de las ecuaciones de (2.73) es una funcio´n
perio´dica de n. Variando el nu´mero total de canales K podemos obtener diferentes transiciones
cao´ticas desde el re´gimen integrable hasta el ma´s cao´tico.
Comenzamos con K = 0 que corresponde al caso integrable Wˆ = 0. Entonces |wˆl| = 0 para
todo l = 1, . . . ,K en (2.67) con lo cual cualquier valor medio cua´ntico no tendra´ te´rminos de
decaimiento, esto es, todos los te´rminos de 〈Oˆ〉ρˆ(n) en (2.71) son oscilatorios. Puesto que no hay
te´rminos de decaimiento entonces QSDT no se aplica en este caso.
Caso 1 ≤ K < N − 1: En este caso Wˆ ̸= 0 y tenemos un decaimiento exponencial del
te´rmino que corresponde a 〈Oˆ〉ρ˜0(n−1) con tiempos caracter´ısticos τll′ = ~|wˆl|+|wˆl′ | , τσ =
~
|wˆσ |
para todo l, l′, σ = 1, . . . ,K. Dado que las frecuencias ωl esta´n racionalmente relacionadas para
todo m = K + 1, . . . , N entonces el lador derecho de la primera de las ecuaciones de (2.73) es
una funcio´n perio´dica de n. Por lo tanto, a partir del teorema QSDT se tiene que el billar de
microondas es ergo´dico cua´ntico para 1 ≤ K < N−1. Este es el caso correspondiente al re´gimen
pseudointegrable (K = 1) y cao´tico (K > 1).
Caso K = N − 1: Cuando K = N − 1 tenemos que 〈Oˆ〉ρ˜0(n−1) decae exponencialmente con
tiempos caracter´ısticos τll′ =
~
|wˆl|+|wˆl′ | , τσ =
~
|wˆσ | para todo l, l
′, σ = 1, . . . , N−1 y el lado derecho
de la primera de las ecuaciones de (2.73) posee solo un u´nico te´rmino, ρNNONN . Entonces por
QSDT se sigue que r = 1 y esto significa que el billar de microondas es mixing cua´ntico. Por
lo tanto, si K = N − 1 el billar de microondas es mixing cua´ntico. Este caso corresponde al
re´gimen con numero ma´ximo de te´rminos que decaen exponencialmente.
El casoK = N queda f´ısicamente exclu´ıdo, de lo contrario todos los valores cua´nticos 〈Oˆ〉ρˆ(n)
tender´ıan a cero.
Por lo tanto, la aplicacio´n de QSDT a los billares de microondas expresa que el incremento
en el nu´mero de canales de acoplamiento K puede ser interpretado como transiciones cao´ticas
desde el regimen integrable (K = 0), pasando por el ergo´dico cua´ntico (1 < K ≤ N − 1) hasta
alcanzar el mixing cua´ntico (K = N − 1).
En la Tabla I se muestra esquema´ticamente la caracterizacio´n QSDT de los billares de
microondas en el l´ımite de acoplamientos grandes, donde nuevamente las dimensiones del billar
se han tomado de tal forma que las frecuencias del Hamiltoniano no perturbado Hˆ0 esta´n
racionalmente relacionadas.
Tabla I: Caracterizacio´n QSDT de los billares de microondas
Nu´mero de canales K Valores medios cua´nticos 〈Oˆ〉ρˆ(n) Nivel, re´gimen
K = 0 puramente oscilatorio ninguno, integrable
1 ≤ K < N − 1 te´rminos con decaimiento exponencial ergo´dico cua´ntico, cao´tico
ma´ximo nu´mero de mixing cua´ntico,
K = N − 1 te´rminos exponenciales completamente cao´tico
Cap´ıtulo 3
Escalas temporales caracter´ısticas
Los aspectos ca´oticos de los sistemas cua´nticos se manifiestan dentro de escalas temporales
caracter´ısticas bien definidas, que son los rangos temporales en los cuales los comportamientos
cla´sico y cua´ntico se solapan y descripciones semicla´sicas de procesos t´ıpicos tales como la
relajacio´n, inestabilidad exponencial y localizacio´n entre otros, son posibles. Dado que toda
descripcio´n semicla´sica implica tomar el l´ımite cla´sico y las manifestaciones cao´ticas cla´sicas
se realizan en el l´ımite asinto´tico, entonces las escalas caracter´ısticas del caos cua´ntico deben
necesariamente poseer una estrecha relacio´n tanto con el l´ımite cla´sico como con el asinto´tico.
A su vez, el surgimiento del caos en el l´ımite cla´sico debe estar en concordancia con el Principio
de Correspondencia. A continuacio´n se describe el problema del caos en el l´ımite cla´sico con el
Principio de Correspondencia y la aproximacio´n de la granulosidad como una posible solucio´n
al mismo.
3.1. Caos y el Principio de Correspondencia
Parece ser que Einstein fue el primero en darse cuenta de una posible amenaza del caos a la
meca´nica cua´ntica en un trabajo que fue ignorado por cuarenta an˜os [49]. Una vista panora´mica
de esta incompatiblidad entre caos cla´sico y meca´nica cua´ntica puede hallarse en [3, 10, 50, 51].
Para comprender esta amenaza del caos a la meca´nica cua´ntica y en concordancia con la
definicio´n de Berry, una contribucio´n al problema fue el l´ımite cla´sico para sistemas cua´nticos
cerrados con espectro cont´ınuo [29]. Esta aproximacio´n, llamada SID (del ingle´s “Self Induced
Decoherence”, decoherencia autoinducida) esta´ basada en la interferencia destructiva para un
tiempo de decoherencia (finito o no) de la parte no diagonal de los valores medios cua´nticos.
Esta aproximacio´n permite la utilizacio´n del lema de Riemann–Lebesgue para demostrar el
l´ımite cla´sico de una clase de sistemas cua´nticos cao´ticos, como se realizamos en [32]. Ahora
mostraremos co´mo el caos pone cierta presio´n sobre el Principio de Correspondencia y de que´
forma se puede evitar a partir del formalismo del l´ımite cla´sico de sistemas cua´nticos cerrados.
Cabe mencionar que una importante fuente de inspiracio´n han sido los libros de Roland
Omne`s [52, 53], en los cuales se da una caracterizacio´n del caos cua´ntico como la evolucio´n de una
celda en el espacio de fases hacia otra distorsionada (llamada tipo ameba) como consecuencia de
la dina´mica cao´tica cua´ntica del sistema en cuestio´n. En este cap´ıtulo seguimos escencialmente
y caracterizamos la distorsio´n de una celda, compuesta por cubos de taman˜o mı´nimo dados por
el Principio de Incertidumbre, a lo largo de su evolucio´n dina´mica cao´tica como la principal
amenaza al Principio de Correspondencia. Asimismo, sen˜alamos que la aproximacio´n esta´ndar
de la granulosidad, es decir el hecho de tener un espacio de fases discretizado que en el caso
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cua´ntico se debe al Principio de Incertidumbre, ya ha sido estudiado tanto en el caso cla´sico
como en el cua´ntico por medio de la entrop´ıa de Kolmogorov–Sinai y sus versiones cua´nticas
[54, 55, 56, 57, 58]. En estas versiones, sus autores indican que no existe una amenaza al Principio
de Correspondencia sino solamente la emergencia de una escala temporal t´ıpica logar´ıtmica
proporcional a log ~−1 que sen˜ala la no conmutatividad de los l´ımites t→∞ y ~→ 0.
Sin embargo, veremos que el comportamiento tipo ameba exhibido en la evolucio´n de las
celdas involucra una “distribucio´n de grano grueso”, es decir una distribucio´n promediada sobre
recta´ngulos del espacio de fases. Este grano grueso es utilizado para deshacerse de la estructura
complicada que presenta el espacio de fases a medida que se alcanza la relajacio´n del sistema [1].
Un caso t´ıpico de esta situacio´n es la de los sistemas abiertos en interaccio´n con un ambiente,
donde perfiles estacionarios de la funcio´n de Wigner presentan fisuras (scars) y a medida que
el sistema evoluciona se estira difundie´ndose a lo largo de ciertas direcciones determinadas por
la ecuacio´n maestra.
Ma´s aun, mostraremos una conexio´n entre los tiempos caracter´ısticos del caos cua´ntico y un
para´metro adimensional que mide el grado de deformacio´n de las celdas a medida que el sistema
cua´ntico evoluciona. Esta conexio´n estara´ situada en el corazo´n de la granulosidad fundamental,
es decir del estudio de la granulosidad a partir de la dina´mica de celdas de taman˜o mı´nimo
dado por el Principio de Incertidumbre, la cual permitira´ compatibilizar el caos con el Principio
de Correspondencia dentro de un rango temporal dado por los tiempos caracter´ısticos del caos
cua´ntico. Comenzamos con una breve revisio´n de la aproximacio´n esta´ndar de la granulosidad
en la meca´nica cua´ntica. Todo el desarrollo de este cap´ıtulo esta´ basado en el trabajo [31].
3.1.1. La aproximacio´n esta´ndar
En meca´nica cla´sica, para que el caos ocurra es necesario que el sistema posea un espectro
continuo y un espacio de fases continuo [1]. No obstante, en el caso cua´ntico la mayor´ıa de
los sistemas que presentan caracter´ısticas cao´ticas en su l´ımite cla´sico poseen espectro discreto.
Adema´s de eso, el principio de correspondencia implica la transicio´n de la meca´nica cua´ntica a
la cla´sica para todos los feno´menos sin excepcio´n, inclu´ıdo el caos. Sin embargo, por el principio
de incertidumbre en meca´nica cua´ntica se tiene un espacio de fases discretizado, y por lo tanto
no cont´ınuo, compuesto por celdas de taman˜o finito ∆x∆p ≥ ~ por cada grado de libertad.
De todo esto, la pregunta natural que surge es: ¿Co´mo podemos proporcionar un formalismo
cua´ntico que explique la emergencia del caos en el l´ımite cla´sico, y que al mismo tiempo sea
consistente con el principio de incertidumbre y el principio de correspondencia?
Aqu´ı es donde el tratamiento de la granulosidad surge como una posible respuesta. Existen
varias aproximaciones de la granulosidad que tratan de resolver el problema evitando ser una
amenaza al principio de correspondencia. Una opcio´n podr´ıa ser la cuantizacio´n de sistemas
cao´ticos pero, debido a la compacidad del espacio de fases, la cuantizacio´n da lugar a un espec-
tro de energ´ıa discreto. Entonces la situacio´n no parece ser tan simple a primera vista y uno
debe buscar otros indicadores que de algu´n modo capturen las principales propiedades relacio-
nadas con el espectro cont´ınuo de los sistemas cao´ticos. La entrop´ıa de Kolmogorov–Sinai [59]
(abreviadamente entrop´ıa KS) es uno de los indicadores ma´s robustos y significativos tanto en la
teor´ıa como en las aplicaciones. La razo´n de esto es que uno puede modelar el comportamiento
del espectro cont´ınuo de sistemas cao´ticos cla´sicos a partir de modelos cla´sicos discretizados
tales que las entrop´ıas KS del sistema cont´ınuo y de los discretizados tienden a coincidir para
cierto rango apropiado. Recordemos que la entrop´ıa KS asigna medidas a conjuntos de trayec-
torias y computa la entrop´ıa de Shannon por unidad de paso temporal del ensamble de dichos
conjuntos de trayectorias en el l´ımite de infinitos pasos temporales. Adema´s, el teorema de Pesin
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relaciona la entrop´ıa KS con los coeficientes de Lyapunov [60]. Para una descripcio´n cua´ntica de
los sistemas cao´ticos, necesitar´ıamos una extensio´n cua´ntica de la entrop´ıa–KS. En este sentido
existen varios candidatos no conmutativos [61, 62, 63, 64, 65] con la presencia de un rango
temporal finito donde la versio´n cla´sica y cua´ntica coinciden, hecho que es considerado como la
principal peculiaridad del caos cua´ntico [1].
Por lo tanto, el problema de la granulosidad esta´ ı´ntimamente relacionado con las escalas
temporales del caos cua´ntico y debe ser necesariamente compatible con la restriccio´n a e´stas. Dos
escalas temporales bien distinguidas caracterizan el movimiento cua´ntico cla´sicamente cao´tico:
el tiempo de relajacio´n τH (llamado tiempo de Heisenberg) y la escala logar´ıtmica (llamado
tiempo de Ehrenfest) τE . So´lo para l´ımites cla´sicos regulares se espera que la meca´nica cua´ntica
y la cla´sica se superpongan sobre tiempos t tales que
t . τH ∝ ~−α para algu´n α > 0 (3.1)
donde τH determina el llamado re´gimen semicla´sico, es decir la escala temporal para la que
feno´menos como la localizacio´n exponencial y la relajacio´n pueden ocurrir. Ma´s aun, el espectro
discreto no puede ser resuelto si t . τH . La escala logar´ıtmica τE es mucho ma´s pequen˜a que τH
y esta´ relacionada con una fuerte propiedad cao´tica, la inestabilidad exponencial. Ba´sicamente,
τE determina el intervalo de tiempo para el cual el movimiento de un paquete de ondas es tan
aleatorio como la trayectoria cla´sica difundie´ndose por todo el espacio de fases. Se tiene
τE ∼ log q
hKS
∝ − log ~ (3.2)
siendo q = S~ el para´metro cuasicla´sico, S el valor de la accio´n cla´sica y hKS la entrop´ıa KS del
l´ımite cla´sico. La importancia del tiempo de Ehrenfest τE es que indica la escala t´ıpica para un
l´ımite cla´sico adaptado a los sistemas cua´nticos cla´sicamente cao´ticos. Cabe sen˜alar que algunos
autores consideran que τE constituye una resolucio´n satisfactoria a la aparente contradiccio´n
entre el Principio de Correspondencia y el transitorio cua´ntico finito dado por τH , y la evidencia
de que los l´ımites cla´sico y asinto´tico no conmutan [1]. Es decir,
l´ım
|t|→∞
l´ım
q→∞ ̸= l´ımq→∞ l´ım|t|→∞ (3.3)
siendo el primer l´ımite el que conduce al caos cla´sico mientras que el segundo representa un
comportamiento cua´ntico sin caos en absoluto. Al final de este cap´ıtulo estudiaremos la relacio´n
entre la granulosidad y las escalas temporales del caos cua´ntico.
3.1.2. Granulosidad fundamental con celdas
Como mencionamos anteriormente, el punto clave para una caracterizacio´n del caos cua´ntico
es promediar una funcio´n distribucio´n representativa de la llegada al equilibrio del sistema,
sobre recta´ngulos (celdas) de taman˜o mı´nimo en el espacio de fases, obteniendo de esta forma
una distribucio´n de grano grueso. La motivacio´n de esta aproximacio´n reside en el hecho de
que podemos obtener un l´ımite cla´sico siguiendo las trayectorias de celdas, que consideraremos
como el ana´logo cla´sico de un punto que se mueve, y estudiando su deformacio´n debido a la
dina´mica cua´ntica del sistema [52].
Para ello, necesitamos definir de manera cua´ntica una nocio´n ana´loga a la de “un punto
cla´sico que se mueve”. Es bien sabido que las relaciones de conmutacio´n y su consecuencia,
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Figura 3.1: En la figura de la izquierda se muestra un dominio particular bidimensional Dφ1 y su
frontera F , donde las cajas de taman˜o mı´nimo ∆x∆p = 12~ discretizan el espacio de fases dando lugar a
la granulosidad. En la figura de la derecha se muestra una celda CT siendo: C el interior de CT compuesto
de cajas de taman˜o mı´nimo ∆Θ∆J dadas por el Principio de Incertidumbre y Σ el conjunto de cajas
∆Θ∆J que intersecan la frontera B de C
T .
el principio de incertidumbre, establecen una granulosidad fundamental en el espacio de fases
cua´ntico. Ma´s precisamente, si llamamos Jˆ y Θˆ a dos operadores conjugados arbitrarios se tiene
[Θˆ, Jˆ ] = i~Iˆ (3.4)
y entonces
∆Θ∆J ≥ ~
2
(3.5)
donde ∆Θ y ∆J esta´n definidas como las varianzas para algu´n estado t´ıpico ρˆ, el u´nico con
las mı´nimas dimensiones que podemos determinar en nuestro experimento en el sentido de
Ballentine [66]. En general diferentes elecciones de ρˆ dara´n diferentes cocientes ∆Θ/∆J pero
los resultados sera´n los mismos cualitativamente. Entonces consideraremos que las cajas rec-
tangulares ∆Θ∆J de volumen ~ (o´ los poliedros rectangulares de volumen ~N+1, en el caso
2(N + 1)–dimensional) sera´n aquellas que tengan el volumen mı´nimo que pueda determinarse
con nuestro aparato de medicio´n. Precisamente,
vol(∆Θ∆J) = ~
para un espacio de fases bidimensional o en el caso 2(N + 1)–dimensional
vol
(
N∏
i=0
∆Θi
N∏
i=0
∆Ji
)
= ~N+1
Esta la caracter´ıstica principal del espacio de fases cua´ntico: su granulosidad, la cual sera´ el
origen de la amenaza al principio de correspondencia. Cabe destacar que la granulosidad apa-
rece en muchos otros contextos [67, 68]. En el libro de Omne`s [52], las celdas producidas por la
granulosidad fundamental son descriptas en coordenadas (x, p) usando la teor´ıa matema´tica del
ana´lisis microlocal basada en el trabajo [69]. En nuestra aproximacio´n cambiaremos las coorde-
nadas (x, p) por las (J,Θ) donde J sera´n las constantes de movimiento y Θ las correspondientes
variables conjugadas y donde, adema´s, las relaciones de conmutacio´n (3.4) y el principio de incer-
tidumbre (3.5) jugara´n el papel principal. Para ver co´mo funciona la granulosidad fundamental
consideremos un conjunto cerrado simplemente conexo, en un espacio de fases bidimensional,
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al que llamaremos celda CT con su frontera continua B, como puede verse en la Fig. 3.1. Las
coordenadas (J,Θ) y un grilla de cajas rectangulares ∆Θ∆J (en el caso general 2
N+1 cajas po-
lie´dricas) definen los dos dominios relacionados con CT : Σ el conjunto de cajas que interseca B,
y C el conjunto compuesto por las cajas interiores a la celda CT . Con el propo´sito de comparar
el taman˜o del volumen del interior de la celda CT con el de su frontera, definimos el siguiente
para´metro adimensional
Ω =
volΣ
vol(C)
Es claro que Ω ≪ 1 corresponde a una celda voluminosa mientras que Ω ≫ 1 corresponde a
una celda elongada y deformada. Adema´s, si queremos que una celda represente un punto real
es necesario que Ω < 1, ya que si Ω > 1 entonces el volumen del interior de C es ma´s pequen˜o
que el volumen de la frontera Σ y no sabemos con certeza si sus puntos pertenecen o´ no a CT
dado que B ⊂ Σ. Por lo tanto, si Ω≫ 1 perdemos completamente la nocio´n de un punto real y
la descripcio´n de las trayectorias cla´sicas como el movimiento de CT carece de sentido.
Ana´logamente, Omne`s define proyectores semicla´sicos para cada celda y muestra que si Ω
es muy grande entonces la definicio´n de estos proyectores pierde completamente su significado
y la clasicalidad se pierde, es decir que Omne`s obtiente una conclusio´n similar.
De ahora en ma´s, en todos los casos donde el para´metro cuasicla´sico q = S~ es finito lla-
maremos una amenaza al principio de correspondencia al rango temporal que esta´ afuera de
la validez de la granulosidad fundamental con celdas y donde esta aproximacio´n no deber´ıa
asociarse necesariamente con la emergencia de los dos l´ımites no conmutativos t→∞ y ~→ 0.
En la siguiente seccio´n consideraremos las celdas y sus evoluciones en varios casos y estima-
remos sus correspondientes para´metros Ω.
Las trayectorias cla´sicas
Si consideramos que nuestro sistema cua´ntico posee un l´ımite de´bil representado por ρˆ∗,
entonces la distribucio´n cla´sica ρ∗(φ) = ρS(φ) = Wρˆ∗(φ) (siendo φ = (q, p) ∈ Γ) es aquella a
la cual converge el sistema en el espacio de fases 2(N + 1)–dimensional Γ para tiempos largos.
A su vez, si el l´ımite cla´sico no es integrable, por el teorema de Caratheodory existen N + 1
constantes de movimiento locales {ω, pi1, . . . , piN} en cada dominio Dφi alrededor de cada punto
φi ∈ Γ y Γ = ∪iDφi que definen las hipersuperficies H(φ) = ω, PiI(φ) = piI con I = 1, . . . , N .
En el caso integrable se tiene que Dφi = Γ para todo φi. Es decir que H(φ) y PiI(φ) son
nuestras variables “impulso”. No obstante, la distribucio´n ρ∗(φ) no define las trayectorias de
“puntos”sobre estas hipersuperficies dado que no fija valores definidos para las variables de
configuracio´n cano´nicamente conjugadas a H(φ) y PiI(φ). Es razonable que esto sea as´ı debido
a que la existencia de trayectorias definidas violar´ıa el Principio de Incertidumbre. En efecto,
sabemos que si Hˆ and PˆiI poseen valores definidos, entonces los valores de los observables que
no conmutan con ellos esta´n completamente indeterminados.
Llamemos Jˆ a las variables de impulso Hˆ y PˆiI (constantes de movimiento), y Θˆ a las
correspondientes variables conjugadas, todas e´stas definidas en los dominios Dφi . Las ecuaciones
de movimiento en la representacio´n de Heisenberg son
dJˆ
dt
=
i
~
[Hˆ, Jˆ ] ,
dΘˆ
dt
=
i
~
[Hˆ, Θˆ] (3.6)
y dado que [Hˆ, Jˆ ] = 0 (cuando Jˆ = Hˆ esto es trivial) entonces
dJˆ
dt
= 0 ,
dΘˆ
dt
=
i
~
[Hˆ, Θˆ] (3.7)
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Dentro del dominio Dφi , si consideramos a Hˆ expandido en serie de potencias de Jˆ = PˆiI como
Hˆ = F (Jˆ) =
∑
n
anJˆ
n (3.8)
y dado que [Θˆ, Jˆ ] = i~Iˆ, se tiene [Θˆ, Jˆn] = in~Jˆ (n−1). Luego,
[Hˆ, Θˆ] = −i~dHˆ
dJˆ
donde Hˆ y Jˆ son constantes en el tiempo, por lo tanto llamando Vˆ (0) = dHˆ
dJˆ
, que es otra
constante en el tiempo, se tiene
Jˆ(t) = Jˆ(0) , Θˆ(t) = Θˆ(0) + Vˆ (0)t
Tomando la transformada de Wigner de Jˆ(t) y Θˆ(t) y teniendo en cuenta la linealidad se obtiene
J(φ, t) = J(φ, 0) , Θ(φ, t) = Θ(φ, 0) + V (φ, 0)t (3.9)
Utilizaremos esta ecuacio´n para seguir el movimiento de las cajas de taman˜o mı´nimo y las
celdas en el espacio de fases. En todo el ana´lisis siguiente consideraremos un espacio de fases Γ
bidimensional pero los razonamientos valdra´n independientemente de la dimensio´n de Γ.
Primero consideremos un caja rectangular en movimiento de taman˜o ∆Θ∆J con ∆Θ∆J ∼ ~
(en el caso general ~N+1) que simbolizaremos por un pequen˜o cuadrado en las figuras 3.2, 3.3,
3.4, 3.5 y so´lo por un punto en las figura 3.6. Consideremos la funcio´n distribucio´n dada por
la transformacio´n de Wigner del l´ımite de´bil, Wρˆ∗ = ρ∗(φ) = ρ∗(j, θ) siendo φ = (j, θ) ∈ Γ.
Entonces definimos los valores medios
j(φ, t) =
∫
∆Θ∆J
J(j, θ, t)ρ∗(j, θ)djdθ ; θ(φ, t) =
∫
∆Θ∆J
Θ(j, θ, t)ρ∗(j, θ)djdθ,
v(φ, t) =
∫
∆Θ∆J
V (j, θ, t)ρ∗(j, θ)djdθ; (3.10)
donde ρ∗(j, θ) no es una funcio´n del tiempo dado que, de acuerdo al corolario 2.5, es un punto
fijo del operador de Frobenius–Perron asociado a la evolucio´n cla´sica Tt. Adema´s
J(j, θ, t) =WJˆ(t)
Θ(j, θ, t) =WΘˆ(t)
V (j, θ, t) =WVˆ (0)
(3.11)
Luego usando (3.9) se tiene
j(φ, t) = j(φ, 0) , θ(φ, t) = θ(φ, 0) + v(φ, 0)t (3.12)
de tal forma que las cajas de taman˜o mı´nimo ∆Θ∆J se mueven a lo largo de trayectorias cla´sicas
de nuestro sistema.
Ahora bien, debido al Principio de Incertidumbre las cajas ∆Θ∆J no pueden deformarse.
Entonces, de ahora en ma´s consideraremos que dichas cajas son nuestra mejor nocio´n teo´rica
de un punto ubicado en (j, θ). Consideraremos celdas rectangulares cuyo movimiento estara´
dado por (3.12) y compuestas por cajas r´ıgidas ∆Θ∆J . De esta forma, al tener en cuenta la
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Figura 3.2: Hamiltoniano lineal en J . Evolucio´n de una celda con velocidad constante. Dado que no hay
deformacio´n de la celda entonces no hay amenaza al principio de correspondencia para ningu´n tiempo t.
Las regiones C0,Σ0 y Ct,Σt son el interior de la celda C
T y el conjunto de cajas r´ıgidas que intersecan
la frontera de CT , inicialmente y al instante t respectivamente.
granulosidad del espacio de fases cua´ntico y la distribucion Wρˆ∗ = ρ∗(j, θ), se pueden obtener
las trayectorias cla´sicas de puntos teo´ricos (j, θ) completando el l´ımite cua´ntico–cla´sico de una
manera compatible con el Principio de Correspondencia.
Pero recordemos que los puntos f´ısicos reales no son estas cajas r´ıgidas ∆Θ∆J sino las celdas
con Ω < 1 debido a que los aparatos de medicio´n no pueden registrar a las cajas elementales
∆Θ∆J , sino ma´s bien celdas mucho ma´s grandes cuyas dimensiones son mucho ma´s grandes que
la constante de Planck. En los siguientes ejemplos veremos co´mo es la evolucio´n de estas celdas
que consideramos como el ana´logo de puntos f´ısicos reales. Ma´s au´n, mostraremos la interaccio´n
entre los puntos teo´ricos (cajas elementales r´ıgidas) y los puntos f´ısicos reales (celdas).
Ejemplo 3.1 (Hamiltoniano lineal en J) Consideremos un espacio de fases bidimensional,
un dominio Dφ y el sistema de coordenadas (J,Θ). Asumamos que el Hamiltoniano es lineal en
Jˆ , es decir Hˆ = a0Iˆ + a1Jˆ . Entonces Vˆ = a1Iˆ y se tiene
J(φ, t) = J(φ, 0) , Θ(φ, t) = Θ(φ, 0) + a1It
Entonces las trayectorias de las cajas de taman˜o mı´nimo (puntos teo´ricos) resultan
j(t) = j(0) , θ(t) = θ(0) + a1t (3.13)
Como puede verse en la Fig. 3.2, en este caso obtenemos un movimiento de traslacio´n uniforme
con velocidad v[j(0)] = djdt = a1, a lo largo de todas las trayectorias. Entonces, al considerar dos
l´ıneas horizontales j = j1 y j = j2, y sus respectivas velocidades v[j1] = v[j2] = a1, resulta
v(j1)− v(j2) = 0 (3.14)
Luego, si consideramos una celda inicial rectangular, esta no sera´ deformada por el movimiento.
Dado que no hay deformacio´n se tiene que, si inicialmente es Ω < 1, entonces Ω seguira´ siendo
menor que 1 para todo instante t. Por lo tanto, en este caso trivial la celda representa un punto
f´ısico real movie´ndose de acuerdo a (3.13). En otras palabras, en este caso hemos completado
el limite cla´sico y el Principio de Correspondencia se satisface.
Ejemplo 3.2 (Hamiltoniano cuadra´tico en J) Manteniendo el mismo espacio de fases
bidimensional, el mismo dominio Dφ y las mismas coordenadas (J,Θ) que en el Ejemplo 3.1,
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ahora consideramos que Hˆ es cuadra´tico en Jˆ . Esto es, Hˆ = a0Iˆ+a1Jˆ+a2Jˆ
2, Vˆ = a1Iˆ+2a2Jˆ ,
entonces
J(φ, t) = J(φ, 0) , Θ(φ, t) = Θ(φ, 0) + [a1I + 2a2J(φ, 0)]t
y con el mismo razonamiento que en el ejemplo anterior se tiene
j(t) = j(0) , θ(t) = θ(0) + [a1 + 2a2j(0)]t
De la Fig. 3.3 vemos que en este caso tenemos un movimiento uniforme con velocidad constante
v[j(0)] = a1 + 2a2j(0) a lo largo de l´ıneas rectas paralelas al eje θ. Ma´s precisamente,
θ(t) = θ(0) + v[j(0)]t
Consideremos dos l´ıneas horizontales j = j1 y j = j2, entonces la diferencia entre las velocidades
de las dos l´ıneas es
v(j1)− v(j2) = 2a2(j1 − j2) = v (3.15)
Sean (J,Θ) las dimensiones de la celda rectangular inicial y ∆J ,∆Θ las dimensiones de las cajas
r´ıgidas. Dado que la longitud de la base es constante se tiene que el volumen vol(C) tambie´n
es constante. Luego, el movimiento deformara´ la celda inicial rectangular en un paralelogramo
como puede verse de la Fig. 3.3. donde la altura permanecera´ siendo J y la base cambiara´ segu´n
Θ+∆θ, es decir que hay una elongacio´n ∆θ. Ma´s precisamente
∆θ = vt
Podemos calcular expl´ıcitamente la evolucio´n del para´metro Ω en este caso: el nu´mero de cajas
nuevas Nc que aparecen en el tiempo t sera´
Nc = 2
∆θ
∆Θ
= 2
vt
∆Θ
(3.16)
Entonces
Ω =
volΣ
vol(C)
=
volΣ+∆volΣ
vol(C)
=
volΣ+Nc∆J∆Θ
vol(C)
(3.17)
Por lo tanto,
∆Ω =
Nc∆J∆Θ
vol(C)
=
Nc~
vol(C)
= 2
v
∆Θ
~
vol(C)
t = 2
∆θ
∆Θ
~
vol(C)
> 0 (3.18)
Luego, se tienen las siguientes observaciones:
(a) El aumento ∆Ω es proporcional al tiempo t y la elongacio´n ∆θ en unidades de ∆Θ.
(b) ∆Ω es proporcional a ~vol(C) , con lo cual en el l´ımite cla´sico
~
vol(C) → 0 (que equivale al
l´ımite q = vol(C)~ →∞ siendo q el para´metro cuasicla´sico) tenemos ∆Ω→ 0, es decir que
el Principio de Correspondencia se satisface.
La conclusio´n ma´s importante es que, en el caso general, incluso si ~vol(C) fuese pequen˜o pero
estando muy lejos del l´ımite ~vol(C) → 0, luego de un tiempo t, se tendra´ Ω≫ 1. En cuyo caso,
la celda deja de ser un buen modelo de un punto f´ısico real, lo cual significa que para dicho
tiempo t aparece la amenaza al Principio de Correspondencia. Esto sucede au´n si el sistema es
integrable, es decir Dφ = Γ, y con el Hamiltoniano de una part´ıcula libre Hˆ =
1
2m Pˆ
2.
Por lo tanto, la granulosidad fundamental sin caos au´n puede ser una amenaza al Principio
de Correspondencia en el caso de que ~vol(C) sea finito. Este es el caso del l´ımite cla´sico en una
dina´mica regular e integrable con la escala temporal dada por el tiempo de Heisenberg.
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Figura 3.3: Hamiltoniano cuadra´tico en J . Evolucio´n de una celda con velocidad lineal en t. En este caso
hay amenaza al Principio de Correspondencia para valores finitos de ~vol(C) y aparece un rango temporal
de validez de la granulosidad fundamental donde la celda constituye un buen modelo de punto f´ısico real
en movimiento, es decir Ω≪ 1.
Ejemplo 3.3 (Hamiltoniano con potencias mayores a dos en J) En el caso ma´s general
el Hamiltoniano estara´ dado por Hˆ = a0Iˆ + a1Jˆ + a2Jˆ
2 + a3Jˆ
3 + . . . y la ecuacio´n (3.14) se
convierte en
v(j1)− v(j2) = 2a2(j1 − j2) + 3a3(j21 − j22) + . . . (3.19)
Como puede verse en la Fig. 3.4, no hay deformaciones verticales pero existen fuertes deforma-
ciones horizontales. Esto implica que para Hamiltonianos con potencias mayores que 2 surge la
amenaza del caos al principio de correspondencia. Ahora consideremos
Hˆ =
∞∑
n=0
An(Jˆ)e
in Jˆ
∆J
entonces
v(j) =
∞∑
n=0
[A′n(j) +
in
∆J
An(j)]e
in j
∆J =
∞∑
n=0
Bn(j)e
in j
∆J
y
θ(j, t) = θ(j, 0) + v(j)t = θ(j, 0) + t
∞∑
n=0
Bn(j)e
in j
∆J
La elongacio´n de la celda estara´ dada por
∆θ = t
∞∑
n=0
Bn(j)e
in j
∆J
Tomemos el caso ma´s simple Bm(j) = constante ̸= 0 y Bn(j) = 0 para todo n que se muestra
en la Fig. 3.5. Entonces tenemos
∆θ = tBme
j
∆J , Re(∆θ) = tBm cos(m
j
∆J
)
donde la longitud de onda de las oscilaciones de las curvas verticales de la frontera de la celda
es λ = ∆Jm y se tiene que λ≪ ∆J si m≫ 1. Por lo tanto,
∆Ω =
∆volΣ
vol(C)
= 2
J∆θ
JΘ
= 2
Bm
Θ
t
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Figura 3.4: Hamiltoniano con potencias mayores que 2 en J . Evolucio´n de una celda con velocidad no
lineal en t. Las fuertes deformaciones horizontales de la celda indican la amenaza del caos al principio
de correspondencia.
Por consiguiente, cuando t → ∞ se tiene ∆Ω → ∞ y tenemos una amenaza al principio de
correspondencia sin rescate en el l´ımite cla´sico.
Ejemplo 3.4 (Comportamiento tipo “ameba”) Las cosas pueden tornarse mas drama´ticas
si en vez de un u´nico Dφ consideramos dos dominios Dφ1 y Dφ2 junto con su zona de unio´n
F como en la Fig. 3.6 de la izquierda. Ma´s precisamente, supongamos que en Dφ1 tenemos dos
movimientos paralelos y so´lo una deformacio´n tipo “paralelogramo”, y usamos las coordenadas
(θ, j) de Dφ1 .
Pero ni en F ni en Dφ2 la coordenada j es una constante de movimiento, as´ı que en Dφ2
el movimiento se convierte completamente deformado como en la figura 3.6 de la izquierda.
Luego, si la celda pasa por varias zonas de unio´n F entonces es claro que la celda regular inicial
se convertira´ en un objeto tipo ameba como se muestra en la Fig. 3.6. de la derecha donde
Ω≫ 1. Recordemos que por simplicidad los puntos en la Fig. 3.6. tienen un volumen ~. Luego,
como consecuencia del caos el volumen de la ameba se convierte de orden ~ y el l´ımite cla´sico
carece de sentido. Debemos sen˜alar que las fuertes deformaciones de la celda original rectangular
esta´n prohibidas por el Principio de Indeterminacio´n que mantiene las cajas de taman˜o mı´nimo
completamente r´ıgidas.
Otra manera de ver que existe un verdadero problema con el Principio de Correspondencia
es considerar al movimiento cla´sico del centro de la celda inicial (donde las probabilidades de
hallar la part´ıcula son no nulas) como el movimiento real de una part´ıcula cla´sica. Entonces, en
el caso cao´tico podr´ıa suceder que a un tiempo t la celda tenga forma de ameba como en la Fig.
3.6. de la derecha. En cuyo caso el centro de la celda original estar´ıa situado afuera de la celda
tipo ameba en una zona de probabilidad cero y por lo tanto no podr´ıa representar el movimiento
real de una part´ıcula cla´sica a partir de dicho instante t.
Por lo tanto, de estos ejemplos puede verse que el caos y la granulosidad fundamental son una
amenaza tanto para el l´ımite cla´sico de la meca´nica cua´ntica como para su interpretacio´n, sino se
tienen en cuenta los rangos temporales donde el modelo de la celda es una va´lida representacio´n
f´ısica de un punto que se mueve. Como u´ltimo ejemplo veamos el caso del sistema cla´sico de
Heno´n–Heiles.
Ejemplo 3.5 (Sistema de Heno´n–Heiles) El sistema cla´sico de Heno´n–Heiles posee un
Hamiltoniano cla´sico dado por [11]
H =
1
2
(p2x + p
2
y + x
2 + y2) + x2y − 1
2
y3
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Figura 3.5: Hamiltoniano oscilatorio en J . Evolucio´n de una celda con velocidad perio´dica en t. En
este caso se observan oscilaciones verticales de las paredes de la celda y dado que ∆Ω no depende de
~, entonces surge la amenaza al principio de correspondencia sin rescate posible en el l´ımite cla´sico
~
vol(C) → 0.
Podemos observar que:
(a) El Hamiltoniano no es integrable en todo el espacio de fases y por lo tanto tendremos una
situacio´n similar a la de la figura 3.6.
(b) Para una energ´ıa E = 112 los toros permanecen pra´cticamente intactos de acuerdo a [11],
Fig. 44a. Pero en un dominio grande Dφ y en un caso ma´s realista con volDφ ≫ ~2 el
Principio de Correspondencia podr´ıa estar lejos de verse amenazado por el caos, al menos
para per´ıodos cortos de tiempo. Estos dominios Dφ se convierten mas pequen˜os para E =
1
8
([11], fig. 44b) y probablemente muy diminutos para E = 16 ([11], Fig. 44c). As´ı que en
tales casos podr´ıamos tener serios problemas con el caos dado que para altas energ´ıas se
tendr´ıa vol(Dφ) ≈ ~2. Podemos obtener estas conclusiones debido a que nuestro me´todo
nos permite evaluar el volumen vol(Dφ) sobre las superficies definidas por las constantes
de movimiento (toros) a partir de las secciones de Poincare´.
Por lo tanto conclu´ımos que cuando los dominios Dφ son del orden de ~ el Principio de Co-
rrespondencia tiene problemas. Pero tambie´n vemos que para altas energ´ıas no existe un l´ımite
de altas energ´ıas bien definido. Este ejemplo de Heno´n–Heiles nos muestra la amenaza del caos
al Principio de Correspondencia au´n en el l´ımite de altas energ´ıas.
A continuacio´n analizamos como la amenaza del caos al Principio de Correspondencia pue-
de suprimirse teniendo en cuenta la relacio´n entre la granulosidad fundamental y las escalas
temporales caracter´ısticas del caos cua´ntico.
Escalas temporales y granulosidad fundamental
Como hemos mencionado en la seccio´n anterior, la granulosidad debe ser compatible con
las escalas temporales del caos cua´ntico dentro de las cuales los feno´menos t´ıpicos como la
relajacio´n estad´ıstica, la localizacio´n exponencial y la inestabilidad exponencial pueden ocurrir.
Estas escalas temporales son un intento de reconciliar el espectro discreto con el Principio
de Correspondencia donde la distincio´n entre el discreto y el continuo se convierte relevante
solamente para tiempos grandes [1].
Hemos visto que la condicio´n Ω < 1 representa el rango temporal permitido donde la nocio´n
de un punto real y la descripcio´n de las trayectorias cla´sicas son posibles. La idea clave es que
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Figura 3.6: En la figura de la izquierda se muestra una celda inicial rectangular que es dispersada
por una frontera F . En la figura de la derecha se muestra la deformacio´n de la celda, inicialmente
rectangular, que luego de repetidos pasajes a trave´s de las fronteras F se va convirtiendo en
una tipo “ameba”.
Ω≪ 1 (celda voluminosa) implica un rango temporal de validez de la granulosidad fundamental
que puede ser identificado con alguno de las escalas caracter´ısticas del caos cua´ntico. Como en
los ejemplos anteriores, consideremos un dominio Dφ en un espacio de fases bidimensional, las
coordenadas conjugadas (J,Θ) y un Hamiltoniano
Hˆ =
∞∑
n=0
anJˆ
n (3.20)
En tal caso, la diferencia de velocidades es, de acuerdo a (3.19)
v = v(j1)− v(j2) =
∞∑
n=1
nanJˆ
(n−1) = 2a2(j1 − j2) + 3a3(j21 − j22) + ... (3.21)
Por otro lado, la evolucio´n de Ω puede darse en te´rminos del nu´mero de nuevas cajas r´ıgidas
Nc(t) que aparecen al instante t de acuerdo a las ecuaciones (3.17) y (3.18)
∆Ω =
Nc(t)∆J∆Θ
vol(C)
=
Nc(t)~
vol(C)
(3.22)
Consideremos que inicialmente tenemos una celda voluminosa, es decir Ω≪ 1. Con el objetivo
de obtener las dos escalas temporales caracter´ısticas del caos cua´ntico, es decir el tiempo de
Heisenberg y el tiempo de Ehrenfest, necesitamos so´lo considerar dos casos: el caso de velocidad
lineal (Fig. 3.3) y el de velocidad no lineal (Fig. 3.4), respectivamente. Sea Ω′ el valor de Ω al
instante t. Entonces, por (3.17) se tiene
Ω′ = Ω+∆Ω (3.23)
Por hipo´tesis es Ω≪ 1, por lo tanto si imponemos que Ω′ = Ω+∆Ω . 1, es decir, consideramos
el rango permitido de la granulosidad. Entonces, esta condicio´n se traduce en
∆Ω . 1 (3.24)
que de acuerdo a (3.22) se convierte en
Nc(t)~
vol(C)
. 1 (3.25)
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Veamos ahora que (3.25) contiene las diferentes escalas temporales segu´n la forma del Hamil-
toniano dado por (3.20). Cuando la velocidad es lineal se tiene an = 0 para todo n ≥ 3 en el
Hamiltoniano de (3.20). En tal caso, podemos reemplazar (3.16) en (3.25) y obtenemos
2
v
∆Θ
~
vol(C)
t . 1 (3.26)
Ahora, dado que v, ∆Θ, y vol(C) esta´n fijos, de (3.26) se tiene
t .
(
∆Θ
2v
vol(C)
)
~−1 = τH ∝ ~−1 (3.27)
Por lo tanto, hemos obtenido el tiempo de Heisenberg τH =
(
∆Θ
2v vol(C)
)
~−1 para el caso de un
Hamiltoniano Hˆ = a0Iˆ + a1Jˆ + a2Jˆ
2 que es consistente con el denominado re´gimen semicla´sico
de los l´ımites cla´sicos regulares (sin caos). En otras palabras, para sistemas bidimensionales
nuestra aproximacio´n de granulosidad fundamental con celdas implica un rango temporal de
validez de la granulosidad dado por la escala temporal τH =
(
∆Θ
2v vol(C)
)
~−1 para el caso
de un Hamiltoniano cuadra´tico en J . Por lo tanto, se sigue que existe amenaza al Principio de
Correspondencia so´lo para tiempos t > τH que esta´n fuera del rango de validez de la granulosidad
fundamental.
Ahora veamos el otro caso, cuando el Hamiltoniano tiene potencias mayores que 2, es decir
Hˆ =
∑∞
n=0 anJˆ
n con an ̸= 0 para algu´n n ≥ 3. Como mencionamos en el ejemplo 25, existen so´lo
fuertes deformaciones horizontales de las celdas como se ven en las figuras 3.4 y 3.5. Este caso
incluye la inestabilidad exponencial donde el movimiento de un paquete de onda es tan aleatorio
como la trayectoria cla´sica y el paquete se difunde exponencialmente a una tasa cla´sica dada
por la entrop´ıa KS, denotada por hKS . Por lo tanto, podemos razonablemente suponer que el
nu´mero de cajas r´ıgidas nuevas Nc(t) que aparecen al instante t, es proporcional a exp(hKSt) a
medida que el paquete se difunde. Aqu´ı estamos teniendo en mente que la difusio´n exponencial
se traduce en una elongacio´n exponencial de la celda a medida que esta evoluciona en el tiempo.
Entonces se tiene
Nc(t) ∝ ehKSt (3.28)
Entonces, reemplazando (3.28) en (3.25) nos queda
~
ehKSt
vol(C)
. 1 (3.29)
Ahora, tomando logaritmo a ambos miembros de (3.29) obtenemos
hKSt+ log(
~
vol(C)
) . 0 (3.30)
Es decir,
t . − 1
hKS
log(
~
vol(C)
) = τE ∝ − log ~ (3.31)
que no es otra cosa que la escala logar´ıtmica τE = − 1hKS log( ~vol(C)) dada anteriormente por
(3.2) con el para´metro cuasicla´sico q = volC~ , es decir que en este caso la accio´n cla´sica S es
igual al volumen de la celda volC. En este caso la granulosidad fundamental es una amenaza
al Principio de Correspondencia so´lo cuando t > τE . Dado que τE < τH entonces vemos que el
caso de velocidad no lineal (con an ̸= 0 para algu´n n ≥ 3 y t´ıpicamente cao´tico) restringe el
rango temporal mucho ma´s que el caso de velocidad lineal (sin caos). Por lo tanto, conclu´ımos
que el caos incrementa la amenaza al Principio de Correspondencia.
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3.2. Una condicio´n semicla´sica para el caos
En el Cap´ıtulo 2 vimos que la jerarqu´ıa ergo´dica cua´ntica (QEH) clasifica el nivel cao´tico de
los sistemas cua´nticos segu´n la forma en que las correlaciones cua´nticas entre estados y obser-
vables decaen en el l´ımite asinto´tico. Ahora usaremos la idea de QEH de jerarquizar el caos con
valores medios cua´nticos para presentar una condicio´n semicla´sica de caos en el l´ımite cla´sico
por medio del teorema de Pesin. Ma´s precisamente, utilizando la transformada de Wigner ex-
presaremos cantidades cla´sicas en te´rminos valores medios cua´nticos. En particular, aplicaremos
esta te´cnica al teorema de Pesin. A continuacio´n hacemos un breve repaso de la entrop´ıa de
Kolmogorov–Sinai y el teorema de Pesin. Todo el desarrollo de este cap´ıtulo esta´ basado en el
paper [35].
3.2.1. La entrop´ıa de Kolmogorov–Sinai y el teorema de Pesin
Presentamos las nociones generales que utilizaremos de la entrop´ıa KS y del teorema de Pesin
dentro del formalismo esta´ndar de la teor´ıa de la medida. Consideremos un sistema dina´mico
(Γ,Σ, µ, {Tt}t∈J) donde Γ es el espacio de fases, Σ es una σ-algebra, µ : Σ → [0, 1] es una
medida normalizada y {Tt}t∈J es un semigrupo de transformaciones que preservan la medida.
Por ejemplo, Tt podr´ıa ser la transformacio´n cla´sica de Liouville o´ la transformacio´n cla´sica
correspondiente asociada a la evolucio´n cua´ntica. El conjunto J se considera el conjunto de los
nu´meros reales R para el caso de sistemas dina´micos continuos y Z para el caso discreto. Dada
una transformacio´n que preserva la medida Tj denotaremos por T
−j a la inversa de Tj , o sea
T−j = T−1j .
Dividamos el espacio de fases Γ en una particio´n Q de m subconjuntos Ai con medida
µ(Ai) para cada i = 1, ...,m. Dadas dos particiones A y B la particio´n A ∨B esta´ definida por
{ai ∪ bj : ai ∈ A, bj ∈ B}, es decir que A ∨ B es un refinamiento de A y B. La entrop´ıa de la
particio´n Q es
H(Q) = −
m∑
i=1
µ(Ai) log µ(Ai) (3.32)
A partir de (3.32) y de la particio´n ∨nj=0T−jQ se define la entrop´ıa KS del sistema dina´mico
como
hKS = sup
Q
{ l´ım
n→∞
1
n
H(∨nj=0T−jQ)} (3.33)
donde el supremo se toma sobre todas las particiones finitas Q de Γ y T−jQ = {T−ja : a ∈ Q}.
Un primer significado de la entrop´ıa KS que puede mencionarse es el dado por el teorema de
Brudno, a partir del cual puede probarse que hKS mide la inpredictibilidad media de informacio´n
de todas las posibles trayectorias en el espacio de fases. Como mencionamos anteriormente en
la seccio´n 3.1., la entrop´ıa KS es uno de los indicadores ma´s robustos dentro del caos cla´sico y
cua´ntico, y esta relevancia se hace ma´s patente si consideramos los exponentes de Lyapunov.
Es un hecho bien conocido que el caos cla´sico puede definirse por medio del incremento
exponencial de la distancia d(t) entre dos trayectorias que comienzan desde condiciones inicia-
les cercanas entre s´ı. Cuantitativamente, esto esta´ relacionado con el exponente de Lyapunov
positivo ma´s grande del sistema [70]. A su vez, el movimiento exponencialmente inestable es
cao´tico dado que casi todas las trayectorias son impredecibles para tiempos grandes. Aqu´ı es
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donde entra en juego el teorema de Pesin, el cual establece que [12, 71, 72]
hKS =
∫
Γ
 ∑
σi(q,p)>0
σi(q, p)
 dqdp (3.34)
siendo σi(q, p) los exponentes de Lyapunov del sistema, (q, p) ∈ Γ ⊆ R2(N+1) y 2(N + 1) la
dimensio´n del espacio de fases. En el caso particular de que los exponentes de Lyapunov son
constantes sobre todo el espacio de fases se tiene
hKS =
∑
σ>0
σ
Es decir, en este caso la entrop´ıa KS es simplemente la suma de los exponentes de Lyapunov.
Es apropiado hacer un comentario sobre el intere´s de la fo´rmula (3.34) y su significado f´ısico.
El teorema de Pesin relaciona la entrop´ıa KS, es decir la inpredictibilidad media de informacio´n
de todas las posibles trayectorias, con la inestabilidad exponencial del movimiento. De aqu´ı se
sigue que el contenido principal del teorema de Pesin es que la positividad de la entrop´ıa KS
hKS > 0 constituye una condicio´n suficiente para el movimiento cao´tico.
3.2.2. Una condicio´n semicla´sica para el caos en te´rminos de valores medios
cua´nticos
Utilizaremos la condicio´n hKS > 0 para estudiar el caos en el l´ımite cla´sico donde la positi-
vidad de hKS sera´ dada a partir de una condicio´n semicla´sica. Con los preliminares anteriores y
las propiedades de la transformacio´n de Wigner estamos en condiciones de reescribir el teorema
de Pesin en te´rminos de valores medios cua´nticos.
Como punto de partida haremos las siguientes hipo´tesis. Sea S un sistema cua´ntico con su
a´lgebra de operadores A. Al igual que en los cap´ıtulos anteriores, S posee un l´ımite cla´sico Scl
que es un sistema dina´mico (Γ,Σ, µ, {Tt}t∈J) con un espacio de fases Γ de dimensio´n 2(N + 1).
Dado que el proceso de generar la entrop´ıa KS involucra un secuencia discreta de pasos, entonces
la evolucio´n tambie´n esta´ forzada a ser discretizada. Ya vimos evoluciones discretizadas en el
caso del rotor pateado del Cap´ıtulo 2 donde se utiliza como operador de evolucio´n al operador
de Floquet Fˆ (τn), es decir Uˆ(n) = Fˆ (τn) siendo τ la periodicidad del potencial.
Al igual que en el caso del teorema QSDT, consideramos al operador de evolucio´n cua´ntico
dado por el Hamiltoniano y discretizado de la siguiente forma Uˆ(j) = e−i
Hˆ
~ αj donde α es un
para´metro real continuo que define los pasos temporales y j indica el j–e´simo paso.
Primeramente, dado un instante t vamos a necesitar expresar los volu´menes de conjuntos
del espacio de fases en te´rminos de valores medios cua´nticos, que se obtendra´ como aplicacio´n
de la siguiente proposicio´n, cuyas demostracio´n se encuentra en el Ape´ndice.
Proposicio´n 3.6 Sea Aˆ un operador del a´lgebra cua´ntica cuyo s´ımbolo de Weyl es W˜Aˆ(q, p).
Entonces el s´ımbolo de Aˆ(−t) = Uˆ(t)†AˆUˆ(t) es W˜Aˆ(Ttq, Ttp) = W˜Aˆ(q(t), p(t)), esto es
W˜Aˆ(q(t), p(t)) = W˜Uˆ(t)†AˆUˆ(t)(q, p) = W˜Aˆ(−t)(q, p) (3.35)
Donde Uˆ(t) es el operador de evolucio´n dado por el Hamiltoniano cua´ntico y Tt es la evolucio´n
cla´sica en el espacio de fases dada por las ecuaciones de Hamilton.
Aplicando la proposicio´n 3.6 a Aˆ = IˆE se obtiene el siguiente corolario.
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Corolario 3.7 Sea IE(q, p) la funcio´n caracter´ıstica de un conjunto E del espacio de fases. Sea
IˆE el operador tal que su s´ımbolo de Weyl es W˜IˆE (q, p) = IE(q, p). Entonces
IT−tE(q, p) = W˜IˆE(−t)(q, p) (3.36)
Dado que estamos interesados solamente en saber si Scl es cao´tico o´ no, no necesitamos
realizar expl´ıcitamente el ca´lculo de la entrop´ıa KS dado por (3.33), que adema´s no es un
ca´lculo sencillo en general. Esto es as´ı debido a la estructura de los conjuntos que componen
la particio´n ∨nj=0T−jQ. Llamando B(Ak0 , Ak1 , . . . , Akn) a cada elemento, vemos que son de la
forma
B(Ak0 , Ak1 , . . . , Akn) = Ak0 ∩ T−1Ak1 ∩ . . . ∩ T−nAkn (3.37)
La clave esta´ en que para determinar la positividad de la entrop´ıa KS, es suficiente con estudiar
el comportamiento asinto´tico de µ(B(Ak0 , Ak1 , . . . , Akn)) cuando n → ∞, que es el contenido
del siguiente lema [12].
Lema 3.8 Si µ(B(Ak0 , Ak1 , . . . , Akn)) decrece exponencialmente cuando n → ∞ entonces la
entrop´ıa KS es positiva.
Este lema es una condicio´n suficiente para el caos cla´sico el cual esta´ gobernado por el decreci-
miento exponencial de µ(B(k0, k1, . . . , kn)) en el l´ımite asinto´tico, es decir sin tener en cuenta
los detalles de la dina´mica cao´tica a tiempos finitos. Con la ayuda del corolario 3.7 y del le-
ma 3.8 podemos dar una expresio´n de µ(B(Ak0 , Ak1 , . . . , Akn)) en te´rminos de valores medios
cua´nticos, que constituye la siguiente versio´n cua´ntica del lema 3.8 cuando ~ ∼ 0.
Lema 3.9 Sea S un sistema cua´ntico con un l´ımite cla´sico Scl. Sea Q = {A1, . . . , AM} una par-
ticio´n finita del espacio de fases de Scl. Sea (k0, k1, . . . , kn) una (n+1)− upla con kj = 1, . . . ,M
y consideremos los (M + 1)− operadores IˆA1 , . . . , IˆAM tales que
W˜IˆA1
(q, p) = IA1(q, p), . . . , W˜IˆAM
(q, p) = IAM (q, p) son las funciones caracter´ısticas correspon-
dientes a A1, . . . , AM .
Si en el l´ımite semicla´sico ~ ≈ 0 se tiene que Tr(∏nj=0 IˆAkj (−j)) decrece exponencialmente
cuando n→∞ entonces la entrop´ıa KS de Scl es positiva.
Podemos ver que el lema 3.9 nos proporciona una condicio´n de caos en el l´ımite cla´sico. Ma´s
precisamente, nos brinda un me´todo para determinar si Scl es cao´tico o no cuya prescripcio´n
esta´ dada por los siguientes pasos.
(a) Tomamos una particio´n finita arbitraria Q = {A1, . . . , AM} del espacio de fases Γ de Scl.
(b) Para cualquier (n+1)− upla (k0, k1, . . . , kn) con kj ∈ {1, . . . ,M} obtenemos los operadores
IˆAkj (−j) = Uˆ(j)†IˆAkj (0)Uˆ(j) donde WIˆAkj (0)(q, p) = IAkj (q, p).
(c) Luego, calculamos Tr(
∏n
j=0 IˆAkj (−j)) para todo n ∈ N0.
(d) Finalmente, si comprobamos que Tr(
∏n
j=0 IˆAkj (−j)) decrece exponencialmente cuando
n→∞ entonces la entrop´ıa KS de Scl es positiva. Luego, se concluye que Scl es cao´tico.
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3.2.3. Ejemplo: modelo de Gamow
Con el fin de ilustrar la relevancia f´ısica de la condicio´n del lema 3.9 aplicaremos la pres-
cripcio´n (a)− (d) a un ejemplo de decoherencia de la literatura: el modelo de Gamow [28, 52].
Este modelo consiste de un oscilador inmerso en un ambiente compuesto por un gran ban˜o de
osciladores no interactuantes entre s´ı, que pueden ser considerados como un continuo.
La degeneracio´n de este sistema impide la aplicacio´n de la teor´ıa de perturbaciones. En vez de
ello, podemos aplicar una extensio´n anal´ıtica del Hamiltoniano para obtener un Hamiltoniano
efectivo Heff no hermı´tico [28, 30, 73, 74, 75, 76]. La no hermiticidad de Heff provee dos
conjuntos de autovectores a izquierda y derecha, {〈m˜|}∞m=0 y {|n〉}∞n=0 respectivamente, los
cuales satisfacen las siguientes relaciones [46]
Heff |n〉 = zn|n〉, 〈n˜|Heff = 〈n˜|zj , n ∈ N0 (3.38)
〈m˜|n〉 = δmn (bi− ortogonalidad) (3.39)
∞∑
n=0
|n〉〈n˜| = Iˆ (completitud) (3.40)
El Hamiltoniano efectivo Heff esta´ dado por
Hˆ =
∞∑
n=0
zn|n〉〈n˜| (3.41)
donde zn = n(ω0 − iγ0) son autovalores complejos (excepto z0 = ω0) donde γ0 esta´ asociado
con el tiempo de relajacio´n tR =
~
2γ0
y ω0 es la frecuencia natural del oscilador [52]. Podemos
expandir los operadores IˆAkj (j) en la base bi–ortogonal {|r〉〈s˜|}r,s∈N0
IˆAkj (j) = αAkj (0, 0)|0〉〈0|+
∑∞
r=1 αAkj (r, r)e
−2 γ0~ rαj |r〉〈r˜|+
+
∑∞
s=1 αAkj (0, s)e
i
ω0
~ (s−1)αje−
γ0
~ sαj |0〉〈s˜|+
+
∑∞
r=1 αAkj (r, 0)e
−iω0~ (r−1)αje−
γ0
~ rαj |r〉〈0|+
+
∑∞
r,s=1,r ̸=s αAkj (r, s)e
− γ0~ (r+s)αj |r〉〈s˜| (3.42)
Para poder utilizar el lema 3.9 vamos a utilizar el siguiente argumento: vamos a considerar
un sistema “artificial”, denotado por S′, que evoluciona para atra´s en el tiempo con el mismo
Hamiltoniano (3.41). Es decir que los operadores IˆAkj (j) representan la evolucio´n hacia atra´s
en S′ de cada uno de ellos, en virtud de que IˆAkj (j) = IˆAkj (−(−j)). El paso siguiente es
aplicar la prescripcio´n (a) − (d) de la seccio´n anterior. A partir de (3.42) vemos que para
j ≫ ~2αγ0 =
tR
α todas las sumas decaen exponencialmente. Entonces, podemos despreciar estos
te´rminos y obtener
IˆAkj (j) ≃ αAkj (0, 0)|0〉〈0| ∀ j ≫
tR
α
con j = 1, . . . , n (3.43)
El coeficiente tRα puede ser interpretado como un tiempo de relajacio´n adimensional, donde el
para´metro α define los pasos temporales de la evolucio´n discretizada.
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Luego, si n≫ tRα podemos obtener una expresio´n asinto´tica de
∏n
j=0 IˆAkj (j) basa´ndonos en
el siguiente razonamiento. Ma´s precisamente, de (3.42) y (3.43) se sigue que si n≫ tRα entonces
IˆAkn (n) ≃ αAkn (0, 0)|0〉〈0| es diagonal. Entonces,∏n
j=0 IˆAkj (j) = IˆAk0 (0)IˆAk1 (1) · · · IˆAkn (n)
≃ IˆAk0 (0)IˆAk1 (1) · · · IˆAkn−1 (n− 1)αAkn (0, 0)|0〉〈0| =
(∏n
j=0 αAkj (0, 0)
)
|0〉〈0|
resulta diagonal sin considerar si los operadores IˆAk0 (0), IˆAk1 (1), . . . , IˆAkn−1 (n−1) son diagonales
o no. Teniendo en cuenta esto, nos queda
n∏
j=0
IˆAkj (j) ≃
 n∏
j=0
αAkj (0, 0)
 |0〉〈0| ∀ n≫ tR
α
(3.44)
y por lo tanto,
Tr(
n∏
j=0
IˆAkj (j)) ≃
n∏
j=0
αAkj (0, 0) ∀ n≫
tR
α
(3.45)
Hasta la ec. (3.45) hemos completado los pasos (a)−(c) de nuestra prescripcio´n (seccio´n 5.2). El
u´ltimo (d) paso es verificar si Tr(
∏n
j=0 IˆAkj (j)) decae exponencialmente cuando n → ∞. Para
ello, primero notemos de (3.42) que cuando j →∞ tenemos
µ(Akj (j)) = Tr(IˆAkj (j)) −→ αAkj (0, 0) (3.46)
Dado que estamos considerando un movimiento acotado del oscilador, entonces podemos con-
siderar que el espacio de fases Γ esta´ normalizado. Cabe sen˜alar que el espacio de fases de un
sistema cao´tico no integrable es una variedad compacta. Para el caso de un movimiento regular
e integrable, el espacio de fases puede tomarse sobre un toro. Luego, de (3.46) tenemos
µ(Γ) = 1 > µ(Akj (j)) −→ αAkj (0, 0) (3.47)
Adema´s, dado que µ(Akj (j)) ≥ 0 para todo j, se sigue que 0 ≤ αAkj (0, 0) < 1. Mas au´n, si
µ(Akj0 (j0)) = 0 para algu´n kj0 , dado que µ(Akj0 (j0)) = Tr(IˆAkj0
(j0)) entonces de (3.45) y (3.46)
se sigue que Tr(
∏n
j=0 IˆAkj (j)) = 0 para n≫
tR
α . Por lo tanto,
Tr(
n∏
j=0
IˆAkj (j)) log Tr(
n∏
j=0
IˆAkj (j)) = 0 si n≫
tR
α
(3.48)
donde hemos usado que f(0) = 0 si f(x) = x log(x). En otras palabras, los conjuntos Akj0 tales
que µ(Akj0 (j0)) = 0 no contribuyen a la la entrop´ıa de KS dada por (3.33). Esto significa que
alcanza con considerar µ(Akj (j)) > 0 para todo j. Luego se tiene
0 < αAkj (0, 0) < 1 para todo j = 1, ..., n (3.49)
Si llamamos δ1 = mı´n{αAkj (0, 0)} y δ2 = ma´x{αAkj (0, 0)} entonces de (3.49) se sigue que
δn+11 <
n∏
j=0
αAkj (0, 0) < δ
n+1
2 (3.50)
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Finalmente, de (3.45) y (3.50) obtenemos
δn+11 < (
n∏
j=0
IˆAkj (j)|Iˆ) < δ
n+1
2 si n≫
tR
α
(3.51)
La ecuacio´n (3.51) implica que Tr(
∏n
j=0 IˆAkj (j)) decrece exponencialmente cuando n→∞. Por
lo tanto, de acuerdo el u´ltimo paso (d), conclu´ımos que el Hamiltoniano efectivo de Gamow
presenta una entrop´ıa KS positiva. En consecuencia, posee comportamiento cao´tico en el l´ımite
cla´sico cuando invertimos el orden de la evolucio´n temporal (es decir, t→ −t).
Utilicemos una vez ma´s el sistema artificial S′ para poder obtener los exponentes de Lyapu-
nov del modelo de Gamow. De acuerdo a la seccio´n anterior sabemos que S′ posee una entrop´ıa
KS positiva y por lo tanto debido al teorema de Pesin S′ tiene exponentes de Lyapunov positi-
vos. Para conocer el valor de e´stos, en vez de calcular hKS expl´ıcitamente vamos a utilizar un
argumento basado en el tiempo de Kolmogorov–Sinai (o tiempo KS) τKS que esta´ definido de
la siguiente forma [77, 78].
De acuerdo a la inestabilidad exponencial caracterizada por hKS > 0, cualquier nu´mero
de puntos inicialmente cercanos estara´n distribu´ıdos uniformemente sobre toda la superficie de
energ´ıa constante H(q, p) = E = cte. [79]. El tiempo caracter´ıstico para este proceso se llama
tiempo de Kolmogorov–Sinai que esta´ definido como
τKS =
1
hKS
(3.52)
Ahora bien, el tiempo caracter´ıstico del modelo Gamow es tR =
~
2γ0
el cual a su vez puede
identificarse con el correspondiente al sistema S′ para que las medidas µ(B(Ak0 , . . . , Akn)) de-
caigan exponencialmente. Se sigue que tR =
~
2γ0
es tambie´n el tiempo caracter´ıstico de S′ y por
lo tanto por (3.52) debe ser igual a τKS . Entonces,
τKS = tR =
~
2γ0
=
1
hKS
(3.53)
y por lo tanto,
hKS =
2γ0
~
(3.54)
es la entrop´ıa KS de S′. Adema´s, por el teorema de Pesin se tiene
2γ0
~
=
∑
σi>0
σi = σ0 (3.55)
siendo σ0 el exponente de Lyapunov positivo ma´s grande. No obstante, σ0 > 0 (expansio´n expo-
nencial de volu´menes en el espacio de fases) con el tiempo hacia atra´s en S′ se corresponde con
una evolucio´n hacia adelante en el tiempo en el modelo de Gamow y con −σ0 < 0 (contraccio´n
exponencial de volu´menes en el espacio de fases). De estos razonamientos se concluye que el
exponente de Lyapunov Λ0 del modelo de Gamow es
Λ0 = −σ0 = −2γ0~ < 0 (3.56)
el cual esta´ en funcio´n del polo ma´s chico del Hamiltoniano efectivo Hˆeff y adema´s es negativo
debido a que el modelo de Gamow corresponde a un proceso de relajacio´n, es decir con presencia
de disipacio´n de energ´ıa.
Cap´ıtulo 4
La jerarqu´ıa ergo´dica
geometrodina´mica informacional
En los cap´ıtulos anteriores se dieron diferentes caracterizaciones asinto´ticas del caos cua´ntico
que permitieron extender a lenguaje cua´ntico aproximaciones cla´sicas tales como los niveles de
la jerarqu´ıa ergo´dica, la propiedad mixing, etc., que a su vez dan una descripcio´n estad´ıstica
del comportamiento del sistema por medio de correlaciones entre subconjuntos del espacio de
fases. Ahora veremos co´mo una de estas caracterizaciones, la jerarqu´ıa ergo´dica, conjuntamente
con el formalismo de aproximacio´n geometrodina´mica informacional al caos (IGAC), nos per-
miten realizar un estudio geome´trico de los niveles de la jerarqu´ıa ergo´dica y de los ensambles
Gaussianos.
IGAC fue desarrollado por Cafaro [37, 38, 39] con el propo´sito de modelar estad´ısticamente
y predecir las caracter´ısticas cao´ticas de la dina´mica de los sistemas f´ısicos por medio de un
espacio cuyos elementos son distribuciones de probabilidad, donde la informacio´n disponible
del sistema esta´ dada por una distribucio´n de probabilidad P sobre las variables microsco´picas
{xi} del sistema que satisfacen un conjunto de ligaduras o restricciones. Luego, las restricciones
y la aplicacio´n de MaxEnt determinan un´ıvocamente a P . En primer lugar, la caracter´ıstica
principal de IGAC que lo diferencia con respecto a las caracterizaciones anteriores es que esta´
basado en una descripcio´n en te´rminos de una variedad estad´ıstica cuya dina´mica esta´ dada por
ecuaciones geode´sicas.
En segundo lugar, una de las ventajas del formalismo IGAC es que dada la me´trica en la
variedad estad´ıstica, es posible inferir caracter´ısticas cao´ticas de su dina´mica a lo largo de las
geode´sicas a partir de cantidades como el tensor de Ricci, curvaturas escalares locales, etc.
Primero daremos el contexto adecuado para luego poder aplicar todo el potencial de IGAC
en la jerarqu´ıa ergo´dica y en los ensambles Gaussianos. El contenido de este cap´ıtulo esta´ basado
en un trabajo que se encuentra en preparacio´n [81].
4.1. Ensambles Gaussianos dentro de un modelo de variedades
estad´ısticas
Comenzamos definiendo el espacio de microestados para el contexto de los ensamble Gaussia-
nos. Consideramos que tenemos un sistema cua´ntico S cuyo espacio de Hilbert esN−dimensional
y provisto de un hamiltoniano Hˆ que se asume a priori desconocido. Esta hipo´tesis esta´ jus-
tificada dentro del re´gimen totalmente cao´tico de los sistemas cua´nticos cla´sicamente cao´ticos
donde los detalles de las interacciones no son relevantes, de tal forma que uno puede modelar
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el Hamiltoniano por una matrix cuyos elementos esta´n distribu´ıdos al azar. Es decir que, a
priori, los ensambles Gaussianos parten de una descripcio´n probabil´ıstica de los elementos del
Hamiltoniano lo cual permite realizar un estudio de estos en te´rminos de la IGAC.
Definimos nuestro espacio de microestados {xk}lk=1 como el espacio de los elementos matri-
ciales de Hˆ, esto es, nuestro microestado es {Hij}i,j=1,...,N . El punto clave es definir el macro-
estado {Θ} que contendra´ la informacio´n relevante acerca de los elementos matriciales de Hˆ.
Seleccionamos el macroestado {Θ} a partir de las siguientes restricciones o ligaduras sobre las
variables Hij , tal como se describe en [37, 38]∫
p(H11,H12, . . . ,HNN )Hij dH11dH12 · · · dHNN = µij ,
∫
p(H11,H12, . . . , HNN )(Hij − µij)2 dH11dH12 · · · dHNN = σ2ij ,
∫
p(H11,H12, . . . ,HNN )HijHkl dH11dH12 · · · dHNN = σij,kl i ̸= j , k ̸= l (4.1)
Adema´s de la normalizacio´n,∫
p(H11,H12, . . . ,HNN ) dH11dH12 · · · dHNN = 1 (4.2)
para todo i, j, k, l = 1, . . . , N . Aqu´ı p(H11,H12, . . . ,HNN ) es la distribucio´n de probabilidad de
los elementos matriciales Hij que queda determinada por el me´todo de Ma´xima Entrop´ıa (en
ingle´s, MaxEnt [40]). Esto es, MaxEnt determina cua´l es la distribucio´n p(H11,H12, . . . , HNN )
que maximiza la entrop´ıa, de Shannon en este caso, dada por el funcional
H(p(H11,H12, . . . ,HNN )) =
− ∫ p(H11,H12, . . . , HNN ) log(p(H11,H12, . . . ,HNN )) dH11dH12 · · · dHNN (4.3)
sujeta a las condiciones (4.1) y (4.2). Entonces, en esta descripcio´n probabil´ıstica se acepta que
la distribucio´n p(H11,H12, . . . , HNN ) que maximiza H es la que mejor describe nuestro sistema
dado que (4.3) representa nuestra falta de informacio´n o incerteza acerca del sistema.
Por simplicidad supondremos que todos los valores de expectacio´n µij son iguales a cero
salvo uno para una de las variables Hrs. No obstante, los resultados obtenidos sera´n va´lidos
ma´s alla´ de esta simplificacio´n. Por lo tanto, el conjunto de ecuaciones de (4.1) se reduce si
consideramos
µij = δirδjsµrs (4.4)
para algu´n par r, s = 1, . . . , N que significa considerar que las medias de todas las variables
son nulas salvo para una sola de ellas. Vamos a estudiar el caso de ma´s baja dimensionalidad,
es decir N = 2. Entonces la distribucio´n buscada sera´ de la forma p(H11,H22,H12,H21) donde
reordenamos las variables por comodidad, teniendo en cuenta que los resultados obtenidos no
pueden depender de tal reordenamiento. Au´n en este caso se tienen muchas ecuaciones, por lo
tanto vamos a suponer que so´lo hay correlaciones entre las variables H11 y H22. Esto significa
suponer que la u´nica covarianza σij,kl no nula es σ11,22. Notemos que aun as´ı esto es ma´s
general que los ensambles Gaussianos dado que en estos se asume que todas las variables esta´n
descorrelacionadas lo cual se traduce en que σij,kl = 0 para todo i, j, k, l.
Adema´s, de la hermiticidad de Hˆ y suponiendo que p(H11,H22,H12,H21) es una funcio´n
anal´ıtica de H11,H22,H12,H21 se sigue que p(H11,H22,H12,H21) = p(H11,H22,H12,H21)
∗, es
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decir que p(H11,H22,H12, H21) es real. Entonces a partir de las ecuaciones planteadas obtenemos
σ12 = σ21. Luego, el conjunto de ecuaciones, considerando N = 2 y r, s = 1 en (4.1), (4.2) y
(4.4), se convierte en∫
p(H11, H22,H12,H21)H11 dH11dH12dH21dH22 = µ11,
∫
p(H11,H22,H12,H21)(H11 − µ11)2 dH11dH12dH21dH22 = σ211,
∫
p(H11, H22,H12,H21)H
2
12 dH11dH12dH21dH22 = σ
2
12,
∫
p(H11, H22,H12,H21)H
2
22 dH11dH12dH21dH22 = σ
2
22,
∫
p(H11,H22, H12,H21)H11H22 dH11dH12dH21dH22 = σ11,22 (4.5)
con la condicio´n de normalizacio´n,∫
p(H11,H22,H12,H21)dH11dH12dH21dH22 = 1 (4.6)
Pensando a XH = (H11,H22,H12,H21) como un vector aleatorio las ecuaciones (4.5) determinan
la siguiente matriz de covarianza
CXH =

σ211 σ11,22 0 0
σ11,22 σ
2
22 0 0
0 0 σ212 0
0 0 0 σ212

(4.7)
siendo σ22,11 = σ11,22. Es decir queXH es un vector Gaussiano donde las variablesH11,H22,H12, H21
son independientes o´ no segu´n sea σ22,11 igual o distinto de cero. En el caso particular de los
ensambles Gaussianos todas las covarianzas σij,kl son cero.
Una observacio´n importante que se desprende de este planteo es que al tratar las variables
H11, H22,H12,H21 como las componentes de un vector aleatorio se obtiene un marco teo´rico para
analizar los ensambles Gaussianos desde un formalismo ma´s general. Ahora vamos a explorar
esa idea. De acuerdo a MaxEnt, la distribucio´n p(H11,H22,H12,H21) que maximiza la entrop´ıa
dada por (4.3) y sujeta a las condiciones (4.5) y (4.6) es
p(H11,H22,H12,H21|µ11, σ11, σ22, σ12, σ11,22) = (4.8)
1
2pi
√
σ211σ
2
22−σ211,22
exp
(
− (H11−µ11)2σ222+H222σ211−2H11H22σ11,22
2(σ211σ
2
22−σ211,22)
)
1
2piσ212
exp
(
−H212+H221
2σ212
)
Con el objetivo de estudiar cua´n independientes son H11 y H22, es conveniente hacer el siguiente
cambio de variables, σ11,22 = rσ11σ22 con −1 ≤ r ≤ 1. De esta forma r se identifica con el
coeficiente de correlacio´n entre H11 y H22. Ahora bien, asumiendo adema´s que el producto
σ11σ22 = Σ
2 es una constante positiva y renombrando µ11 = µ, σ11 = σ1, σ12 = σ2 entonces
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reducimos la cantidad de para´metros a simplemente µ, σ1, σ2, r. A partir de (4.8) nos queda
entonces
p(H11,H22, H12,H21|µ, σ1, σ2, r) = (4.9)
1
2piΣ2
√
1−r2 exp
−( (H11−µ)2σ21 +H222σ21Σ4 − 2rH11H22Σ2 )
2(1−r2)
 1
2piσ22
exp
(
− (H212+H221)
2σ22
)
Vamos a focalizarnos en explorar el espacio de Gaussianas descripto solamente por µ, σ1 y σ2
que implica considerar que el para´metro r es fijo. Ahora bien, la me´trica inducida por (4.9) esta´
dada por la me´trica informacional de Fisher–Rao la cual esta´ definida segu´n la fo´rmula (1.29)
glm(θ) =
∫
dx1 · · · dxNp(x1, . . . , xN |θ1, . . . , θL)∂log p(. . . | . . .)
∂θl
∂log p(. . . | . . .)
∂θm
(4.10)
siendo X = {(x1, . . . , xN ) ∈ RN} el microespacio y Θ = {(θ1, . . . , θL) ∈ RL} el macroespacio de
pa´rametros.
En nuestro caso X = {(H11,H22, H12,H21) ∈ R4} y
Θ = {(µ, σ1, σ2) ∈ R3 : µ ∈ (−∞,∞) ; σ1, σ2 ∈ (0,∞)}, es decir que se trata de un modelo
estad´ıstico 3D.
So´lo necesitamos calcular tres derivadas ∂log p(H11,H22,H12,H21|µ,σ1,σ2)∂µ ,
∂log p(H11,H22,H12,H21|µ,σ1,σ2)
∂σ1
y ∂log p(H11,H22,H12,H21|µ,σ1,σ2)∂σ2 que por simplicidad en la notacio´n, escribiremos
∂log p
∂µ ,
∂log p
∂σ1
y
∂log p
∂σ2
. Sus valores de acuerdo a (4.10) esta´n dados por
∂log p
∂µ =
H11−µ
σ21(1−r2)
∂log p
∂σ1
= −1
2(1−r2)
(
−2H211
σ31
+ 2
H222σ1
Σ4
)
, ∂log p∂σ2 = − 2σ2 +
H212+H
2
21
σ32
(4.11)
A su vez, denotaremos al tensor me´trico como gij con i, j = 1, 2, 3 donde el ı´ndice 1, 2, 3 indica
las coordenadas µ, σ1, σ2 respectivamente. De acuerdo a (4.10), vemos que el ca´lculo de gij
involucra integrales Gaussianas y por lo tanto nos sera´ u´til el siguiente teorema [80].
Teorema 4.1 Sea Z = (Z1, . . . , Zk) un vector de variables aleatorias que sigue una ley normal
con valor medio ξ ∈ Rk y matriz de covarianza C = (cij) ∈ Rk×k. Sean
µr1+...+rm(Z) = µ1+...+k(Z) = E(
m∏
j=1
Z
rj
j ) , donde r1 + . . .+ rm = k y rj ≥ 1 (4.12)
los momentos centrales de orden k donde las variables Zj no son necesariamente distintas.
Entonces,
(a) Si k es impar se tiene µ1+...+k(Z − ξ) = 0.
(b) Si k es par con k = 2λ(λ ≥ 1) se tiene µ1+...+2λ(Z− ξ) =
∑
(cijckl · · · cmn) donde la suma
se realiza sobre todas las permutaciones de {1, . . . , 2λ} que dan
(2λ−1)!/(2λ−1(λ−1)!) te´rminos en la suma, cada uno siendo el producto de λ covarianzas.
De (4.10) y (4.11) vemos que so´lo aparecen momentos de orden 2 y 4. Dado que los de orden 2
son precisamente los elementos de la matriz de covarianza CXH , estos no necesitan calcularse.
4.1. Ensambles Gaussianos dentro de un modelo de variedades estad´ısticas 71
Aplicando el teorema 4.1 con k = 4 obtenemos
E(Z4i ) = 3c
2
ii
E(Z3i Zj) = 3ciicij
E(Z2i Z
2
j ) = ciicij + 2(cij)
2
E(Z2i ZjZp) = ciicjp + 2cijcip
E(ZiZjZpZq) = cijcpq + cipcjq + ciqcjp (4.13)
De (4.7) y (4.9) la matriz de covarianza nos queda
CXH =

σ21 rΣ
2 0 0
rΣ2 Σ4/σ21 0 0
0 0 σ22 0
0 0 0 σ22

(4.14)
Luego, a partir de (4.10), (4.11), (4.13) y (4.14) se tiene que gij = 0 para todo i ̸= j y por lo
tanto la me´trica es diagonal para este caso. Los u´nicos elementos no nulos son g11, g22 y g33,
cuyos valores esta´n dados por
g11 =
1
σ21(1−r2)
, g22 =
4
σ21(1−r2)
, g33 =
2
σ22
(4.15)
Por lo tanto el tensor me´trico gij y su inversa g
kl son
gij =
1
σ21(1− r2)

1 0 0
0 4 0
0 0
2σ21(1−r2)
σ22

gkl = σ21(1− r2)

1 0 0
0 1/4 0
0 0
σ22
2σ21(1−r2)
 (4.16)
Es decir que el elemento de l´ınea infinitesimal de Fisher–Rao para este modelo es
ds2 =
1
σ21(1− r2)
dµ2 +
4
σ21(1− r2)
dσ21 +
2
σ22
dσ22 (4.17)
Se observa una divergencia en la me´trica en r = ±1, la cual da cuenta de transiciones de fase
cao´ticas que presenta la dina´mica del espacio de para´metros θ⃗ = (µ, σ1, σ2). Este hecho sera´
analizado a continuacio´n.
El paso siguiente es, mediante la me´trica gij , calcular las diferentes cantidades que caracteri-
zan la dina´mica y geometr´ıa de la variedad estad´ıstica tales como los s´ımbolos de Christoffel Γkij ,
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el tensor de Ricci Rij y el escalar de curvatura R = Rijg
ij . Comenzamos por los los s´ımbolos
de Christoffel, los cuales esta´n definidos por
Γkij =
1
2
gkm(gmj,i + gim,j − gij,m) (4.18)
donde gab,c denota la derivada parcial de gab con respecto al ı´ndice c. Utilizando (4.16) y (4.18)
obtenemos los siguientes coeficientes Γkij no nulos
Γ112 = Γ
1
21 =
1
σ1
, Γ211 =
1
4σ1
, Γ222 = −
1
σ1
, Γ333 = −
1
σ2
(4.19)
A partir de los s´ımbolos (4.19) podemos obtener el tensor de Ricci Rij cuya fo´rmula general es
Rij = ∂kΓ
k
ij − ∂jΓkik + ΓkijΓnkn − ΓmikΓkjm (4.20)
De (4.19) y (4.20) las u´nicas componentes diagonales no nulas del tensor de Ricci
R11 = − 1
4σ21
, R22 = − 1
σ21
(4.21)
Finalmente, de (4.16) y (4.21) obtenemos el escalar de curvatura de la variedad
R = R11g
11 +R22g
22 = −1
2
(1− r2) (4.22)
En primer lugar, a partir de (4.22) vemos que la variedad estad´ıstica para el modelo propuesto
es globalmente curvada negativamente para todo valor del para´metro r ∈ (−1, 1) y de σ2. Por
lo tanto de la negatividad del escalar de curvatura R se deduce una dina´mica cao´tica en el
macroespacio {(µ, σ1, σ2) : µ ∈ (−∞,∞) , σi ∈ (0,∞) , i = 1, 2}.
En segundo lugar, de (4.22) vemos que el caso no correlacionado r = 0, µ = 0, σ1 = σ2 =
Σ0 = cte. corresponde a los ensambles Gaussianos, donde se detecta un mı´nimo valor de la
curvatura escalar Rmı´n que satisface
R(r) = −1
2
(1− r2) ≤ Rmı´n(r = 0) = −1
2
< 0 ∀ − 1 ≤ r ≤ 1 (4.23)
Por lo tanto, a partir de (4.23) podemos concluir que el caso no correlacionado es el que presenta
ma´s inestabilidad local del flujo geode´sico, es decir una mayor dina´mica cao´tica. Para cualquier
otro valor de r no nulo, que corresponde a correlaciones no nulas entre H11 y H22, la dina´mica
exhibe menos caoticidad que el caso r = 0. De aqu´ı se desprenden dos consecuencias.
(i) Dentro del formalismo geometrodina´mico informacional IGAC y utilizando una familia
de modelos parametrizada por r ∈ [−1, 1] se concluye que aquel correspondiente a los
ensambles Gaussianos presenta ma´xima dina´mica cao´tica que el resto de los modelos
con r ̸= 0 de dicha familia. Este hecho podr´ıa constituir, plausiblemente, una justificacio´n
teo´rica de la utilizacio´n de los ensambles Gaussianos para la caracterizacio´n de la dina´mica
de los sistemas cla´sicamente cao´ticos.
(ii) A partir de la ecuacio´n (4.23) puede verse que el escalar de curvatura crece mono´tona-
mente con el para´metro r, es decir que la caoticidad de la dina´mica parecer´ıa disminuir
al aumentar la fuerza de las correlaciones entre las variables microsco´picas del modelo.
Esto es efectivamente lo que se observa en sistemas correlacionados de muchas part´ıculas
tales como electrones en una red fuertemente correlacionados donde la cuantizacio´n del
sistema en dicho re´gimen (tight binding) conduce a la supresio´n de caos. En el formalismo
de IGAC esto corresponde al caso de r = 1 o r = −1 para el cual se obtiene, usando
(4.23), una curvatura nula.
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4.2. Hacia una definicio´n geometrodina´mica informacional de
la jerarqu´ıa ergo´dica
Motivados por las generalizaciones dadas en el Cap´ıtulo 2 ahora vamos a dar una extensio´n
de los escalones ergo´dico, mixing, y Bernoulli de la jerarqu´ıa ergo´dica cla´sica en el lenguaje
geome´trico informacional de IGAC. Primeramente, recordemos que la correlacio´n de la EH esta´
dada por
C(TtA,B) = µ(TtA ∩B)− µ(A)µ(B) ∀ A,B ⊆ Γ (4.24)
donde A,B son subconjuntos del espacio de fases Γ del sistema dina´mico (Γ,Σ, µ, {Tt}t∈R). Para
poder expresar la correlacio´n de la EH en el formalismo IGAC es ma´s conveniente utilizar la
expresio´n equivalente de la correlacio´n (4.24) en te´rminos de distribuciones
C(f ◦ Tt, B) =
∫
X
(f ◦ Tt)(x)g(x)dx−
∫
X
f(x)dx
∫
X
g(x)dx ∀ f, g ∈ L1(X) (4.25)
Ahora bien, en el contexto de IGAC las distribuciones no son otra cosa que los elementos de
la variedad estad´ısticaMS , es decir distribuciones de probabilidad P (X|Θ). Adema´s, podemos
pensar que las integrales de (4.25) esta´n pesadas justamente con las distribuciones de probabi-
lidad P (X|Θ). Luego, estas observaciones se traducen en los siguientes reemplazos para pasar
al lenguaje de IGAC
t −→ τ∫
(f ◦ Tt)g −→
∫
P (X|Θ(τ))f(X)g(X)dX∫
f −→ ∫ P (X|Θ(τ))f(X)dX∫
g −→ ∫ P (X|Θ(τ))g(X)dX (4.26)
Por u´ltimo, recordando que C(f ◦Tt, B) mide cua´n independientes son los eventos TtA y B entre
s´ı, en base a esta analog´ıa y dado que el microespacio X esta´ constitu´ıdo por una cantidad finita
de variables x1, . . . , xl proponemos la siguiente “correlacio´n geometrodina´mica informacional”
C(f1, . . . , fl, τ) = (4.27)∫
P (x1, . . . , xl|Θ(τ))
∏l
i=1 fi(xi)dx1 · · · dxl −
∏l
i=1
∫
Pi(xi|Θ(τ))fi(xi)dxi ∀f1, . . . , fl
donde las distribuciones P1(x1|Θ(τ)), . . . , Pl(xl|Θ(τ)) son las marginales de P (x1, . . . , xl|Θ(τ)),
esto es
Pi(xi|Θ(τ)) =
∫
P (x1, . . . , xl|Θ(τ))dx1 . . . ̸=i . . . dxl (4.28)
Notemos de (4.27) que la correlacio´n informacional queda parametrizada por τ . Esto puede
considerarse una generalizacio´n del para´metro temporal t presente en la correlacio´n C(TtA,B).
A partir de (4.27) podemos ver que la correlacio´n informacional C(f1, . . . , fl, τ) mide, ana´lo-
gamente a C(f ◦ Tt, B) en la jerarqu´ıa ergo´dica cla´sica, cua´n independientes son las variables
x1, . . . , xl en funcio´n del para´metro τ .
Habiendo definido C(f1, . . . , fl, τ) ya podemos establecer los niveles de una versio´n geome-
trodina´mica informacional de la jerarqu´ıa ergo´dica, que llamamos “jerarqu´ıa ergo´dica geome-
trodina´mica informacional”, abreviadamente IGEH (informational geometrodynamical ergodic
hierarchy). Decimos que el modelo estad´ıstico es
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• ergo´dico informacional si
l´ım
T→∞
1
T
∫ T
0
C(f1, . . . , fl, τ) dτ = 0 ∀ f1, . . . , fl , (4.29)
• mixing informacional si
l´ım
τ→∞C(f1, . . . , fl, τ) = 0 ∀ f1, . . . , fl , (4.30)
• Bernoulli informacional si
C(f1, . . . , fl, τ) = 0 ∀ τ ∈ R ∀ f1, . . . , fl (4.31)
Estos niveles expresan en te´rminos de la correlacio´n C(f1, . . . , fl, τ) cua´n independientes son las
variables x1, . . . , xl a lo largo de su evolucio´n sobre las geode´sicas al variar el para´metro τ . De
la definicio´n del nivel cao´tico ma´s alto, el Bernoulli, se deduce que las distribuciones Gaussianas
pertenecen a este nivel. Esto se corresponde con la “natural”manifestacio´n de distribuciones
Gaussianas en los re´gimenes totalmente cao´ticos tanto en los sistemas cla´sicos (por ejemplo al
considerar variables aleatorias en mapas cao´ticos) como as´ı tambie´n en los sistemas cua´nticos
cla´sicamente cao´ticos al utilizar los ensambles Gaussianos.
4.3. Relevancia f´ısica: El modelo 2D correlacionado en te´rminos
de los niveles de IGEH
Veamos que´ caracterizacio´n cao´tica de la dina´mica de la variedad estad´ıstica nos permiten
dar los niveles de la IGEH. Para ello primero consideramos el caso de los ensambles Gaussianos
p(H11,H22,H12,H21|µ = 0, σ1 = σ2 = Σ0, r = 0) =
1
4pi2Σ40
exp
(
− (H211+H222+H212+H221)
2Σ20
)
(4.32)
que segu´n (4.31) vemos que corresponde al nivel Bernoulli informacional, como era de esperar
por poseer la curvatura escalar ma´s negativa, R = −12 .
Au´n ma´s interesante es analizar una transicio´n en la dina´mica al variar el para´metro r en
te´rminos de los niveles de IGEH. Para esto, consideremos el modelo 2D correlacionado dado
por las restricciones macrosco´picas [39]∫
p(x, y)xdxdy = µx,
∫
p(x, y)(x− µx)2dxdy = σ2x,
∫
p(x, y)y2dxdy = σ2y , (4.33)
∫
p(x, y)xydxdy = σxy
∫
p(x, y)dxdy = 1
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Inspirados en el Principio de Incertidumbre donde t´ıpicamente dos variables conjugadas x, y
poseen sus varianzas relacionadas de la forma σxσy = α siendo α un para´metro que mide la
correlacio´n entre x e y, se agregan las condiciones
σxy = rΣ
2 = rσxσy , −1 ≤ r ≤ 1 , Σ = cte. , σx = σ (4.34)
es decir que se restringe la dina´mica a la subvariedad {(µx, σ) ∈ R≥0 ×R} ⊆ {(µx, σx, σy, σxy)}
Luego, la familia de distribuciones de probabilidad que satisfacen (4.33) y (4.34) esta´n dadas
por [39]
p(x, y | µx, σ, r) = 1
2piΣ2
√
1− r2 exp
( −1
2(1− r2)
[
(x− µx)2
σ2
+
y2σ2
Σ4
− 2r(x− µx)y
Σ2
])
(4.35)
con sus correspondientes familias de geode´sicas µx(τ) y σ(τ)
µx(τ) =
(µ0+2σ0)[1+exp(2σ0λ+τ)]−4σ0
1+exp(2σ0λ+τ)
(4.36)
σ(τ) = 2σ0 exp(σ0λ+τ)1+exp(2σ0λ+τ)
siendo µ0 = µx(0), σ0 = σ(0) y λ+ ∈ R>0. Para simplificar los ca´lculos elegimos condiciones
iniciales tales que µ0 + 2σ0 = 4σ0 y sin pe´rdida de generalizar podemos tomar λ+ tal que
σ0λ+ = 1. Entonces
µx(τ) =
4σ0 exp(2τ)
1+exp(2τ)
σ(τ) = 2σ0 exp(τ)1+exp(2τ)
Luego, tomando µ0 = 2σ0 resulta
µx(τ)
µ0
= 2 exp(2τ)1+exp(2τ) (4.37)
σ(τ)
σ0
= 2 exp(τ)1+exp(2τ)
Notemos que de (4.37) resulta l´ımτ→∞ µx(τ) = 2µ0 y l´ımτ→∞ σ(τ) = 0, que implican la localiza-
cio´n de la variable x en el valor 2µ0 y la deslocalizacio´n o completa incerteza acerca de la variable
y. Ahora consideremos que el coeficiente de correlacio´n r entre x e y es una funcio´n no nula de τ
con l´ımτ→∞ r(τ) = 0. A este caso pertenecen por ejemplo los sistemas cu´anticos abiertos donde
la interaccio´n entre el sistema y el ambiente provoca la pe´rdida de las correlaciones cua´nticas
entre estos y la emergencia de la clasicalidad, es decir el feno´meno de la decoherencia. En dicho
re´gimen la aplicacio´n de la meca´nica estad´ıstica es va´lida y el comportamiento asinto´tico de
las correlaciones del sistema corresponde al nivel mixing de la jerarqu´ıa ergo´dica. Veamos que
esto tambie´n es as´ı para el nivel mixing informacional. En este caso el microespacio (x, y) es
bidimensional y por lo tanto la correlacio´n C(f1, . . . , fl, τ) esta´ dada por
C(f1, f2, τ) =
∫∞
−∞
∫∞
−∞ p(x, y | µx(τ), σ(τ), r(τ))f1(x)f2(y)dxdy −(∫∞
−∞ p1(x, | µx(τ), σ(τ), r(τ))f1(x)dx
)(∫∞
−∞ p2(y, | µx(τ), σ(τ), r(τ))f2(y)dy
)
(4.38)
siendo
p1(x, | µx(τ), σ(τ), r(τ)) =
∫∞
−∞ p(x, y | µx(τ), σ(τ), r(τ))dy (4.39)
p2(y, | µx(τ), σ(τ), r(τ)) =
∫∞
−∞ p(x, y | µx(τ), σ(τ), r(τ))dx
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Figura 4.1: Curvas geode´sicas normalizadas correspondientes a µx(τ)µ0 =
2 exp(2τ)
1+exp(2τ) y
σ(τ)
σ0
= 2 exp(τ)1+exp(2τ) .
Puede verse como la variable x se localiza ra´pidamente en torno a 2µ0.
A partir de (4.35), (4.37), (4.38) y (4.39) calculamos el l´ımite l´ımτ→∞C(f1, f2, τ). Notemos que
en virtud de que l´ımτ→∞ r(τ) = 0 resulta
l´ımτ→∞ p(x, y | µx(τ), σ(τ), r(τ)) ≃
1√
2piσx(τ)2
exp
(
−1
2
(x−µx(τ))2
σx(τ)2
)
1√
2piσy(τ)2
exp
(
−1
2
y2
σy(τ)2
)
(4.40)
con lo cual
l´ımτ→∞ p1(x | µx(τ), σ(τ), r(τ)) ≃ 1√
2piσx(τ)2
exp
(
−1
2
(x−µx(τ))2
σx(τ)2
)
l´ımτ→∞ p2(y | µx(τ), σ(τ), r(τ)) ≃ 1√
2piσy(τ)2
exp
(
−1
2
y2
σy(τ)2
)
(4.41)
Sean f1(x) y f2(y) dos funciones arbitrarias de x e y respectivamente. De (4.40) y (4.41) resulta
l´ımτ→∞C(f1, f2, τ) ≃∫∞
−∞
∫∞
−∞
1√
2piσx(τ)2
exp
(
−1
2
(x−µx(τ))2
σx(τ)2
)
1√
2piσy(τ)2
exp
(
−1
2
y2
σy(τ)2
)
f1(x)f2(y)dxdy −(∫∞
−∞
1√
2piσx(τ)2
exp
(
−1
2
(x−µx(τ))2
σx(τ)2
f1(x)dx
))(∫∞
−∞
1√
2piσy(τ)2
exp
(
−1
2
y2
σy(τ)2
f2(y)dy
))
= 0
(4.42)
Por lo tanto, de (4.42) se sigue que el modelo 2D correlacionado es mixing informacional si r es
una funcio´n de τ tal que l´ımτ→∞ r(τ) = 0. El caso particular r = 0 corresponde al modelo no
correlacionado 2D que resulta ser Bernoulli informacional. Podemos resumir el comportamiento
del modelo 2D correlacionado en el siguiente esquema
r(τ) tal que l´ımτ→∞ r(τ) = 0 =⇒ mixing informacional
r = 0 =⇒ Bernoulli informacional (4.43)
Cap´ıtulo 5
Sistemas bipartitos en el formalismo
IGAC
Hemos visto co´mo el formalismo de aproximacio´n geometrodina´mica informacional al caos
(IGAC) permite predecir el comportamiento de sistemas f´ısicos cuyas variables dina´micas son
x1, . . . , xl (el microespacio X) a partir de distribuciones P (x1, . . . , xl | Θ) obtenidas por medio
de la aplicacio´n de MaxEnt con las restricciones o ligaduras (relaciones de media, varianza,
covarianza, etc.) sobre las variables del microespacio. A su vez, estas restricciones determinan las
macrovariables Θ = (θ1, . . . , θs) pertenecientes al macroespacio de para´metros {Θ} que es donde
se mapea la dina´mica del sistema. En base a IGAC se caracterizo´ a los ensambles Gaussianos
como un caso particular de modelo estad´ıstico no correlacionado. Esto a su vez, derivo´ en
una extensio´n de la jerarqu´ıa ergo´dica dentro del formalismo geometrodina´mico informacional,
denominada jerarqu´ıa ergo´dica geometrodina´mica informacional (en ingle´s IGEH, information
geometrodynamical ergodic hierarchy).
El objetivo de este cap´ıtulo es aplicar el formalismo IGAC y la IGEH a un sistema bipartito
para estudiar cua´les son las relaciones existentes entre la dina´mica de la variedad estad´ıstica
del sistema total y la correspondiente a la de los subsistemas. El contenido de este cap´ıtulo esta´
basado en un trabajo que se encuentra en preparacio´n [82], con una motivacio´n con respecto a
la estructura de los sistemas compuestos inspirada originalmente en [83].
5.1. Estructura me´trica del sistema bipartito y de cada uno de
las subsistemas
Vamos a considerar un sistema S compuesto por dos subsistemas SA y SB cuyas variables
microsco´picas son X e Y respectivamente, de tal forma que el microespacio de S sera´ {X,Y }.
El macroespacio de S estara´ dado por {Θ} = {(ΘA,ΘB,ΘAB)} donde ΘA y ΘB son los
macroespacios correspondientes a cada uno de los subsistemas SA y SB (por ej. las varianzas
σxi y σyj de dos variables xi ∈ X, yj ∈ Y ), y ΘAB es el macroespacio que comparten SA y SB
(por ej. la covarianza σxiyj entre dos variables xi ∈ X,yj ∈ Y ).
Sea PA+B = P (X,Y |Θ) la distribucio´n del sistema total obtenida por MaxEnt bajo un
conjunto de restricciones arbitrario sobre {Θ} = {(ΘA,ΘB,ΘAB)}. Denotamos abreviadamente
a las variables microsco´picas {xi}, {yj} como X e Y , y las variables macrosco´picas del sistema
total S como la terna Θ = (ΘA,ΘB,ΘAB). La estructura me´trica del macroespacio de S estara´
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dada por el tensor me´trico de Fisher–Rao del sistema total
gA+Bµν =
∫
dXdY PA+B(X,Y |Θ)∂µ logPA+B(X,Y |Θ)∂ν logPA+B(X,Y |Θ) (5.1)
donde µ, ν son variables en {Θ} = {(ΘA,ΘB,ΘAB)}. Sean PA(X|Θ) y PB(Y |Θ) las distribucio-
nes marginales con respecto a X e Y . Entonces PA(X|Θ) y PB(Y |Θ) no son otra cosa que las
distribuciones que resultan de considerar individualmente los subsistemas SA y SB. En otras
palabras, las distribuciones
PA(X|Θ) =
∫
dY PA+B(X,Y |Θ) (5.2)
PB(Y |Θ) =
∫
dXPA+B(X,Y |Θ)
representan la ma´xima informacio´n de cada uno de los subsistemas a la que podemos acceder
a partir de PA+B(X,Y |Θ). En particular, los macroespacios de SA y SB tienen una estructura
me´trica dada por
gAµν =
∫
dXPA(X|Θ)∂µ logPA(X|Θ)∂ν logPA(X|Θ)
(5.3)
gBµν =
∫
dY PB(Y |Θ)∂µ logPB(Y |Θ)∂ν logPB(Y |Θ)
donde µ, ν en gAµν y g
B
µν son variables en ΘA y ΘB respectivamente. En este contexto, surge una
pregunta natural: ¿Cual es la relacio´n entre la me´trica gA+Bµν del sistema total y la de cada uno
de los subsistemas gAµν y g
B
µν?
Podemos dar una respuesta parcial para el caso en que la distribucio´n del sistema total
PA+B(X,Y |Θ) se escribe como producto de PA(X|Θ) y PB(Y |Θ). Para ello definamos la si-
guiente distribucio´n
PA⊗B(X,Y |Θ) = PA(X|Θ)PB(Y |Θ) (5.4)
que representa a un sistema bipartito (que denotaremos por SA⊗B) donde los subsistemas no
interactu´an entre s´ı dado que la factorizacio´n PA(X|Θ)PB(Y |Θ) manifiesta correlacio´n nula
entre las variables X de SA e Y de SB. De esta forma, para cada sistema bipartito SA+B
tenemos una asignacio´n SA+B 7→ SA⊗B de tal forma que
PA+B(X,Y |Θ) 7−→ PA⊗B(X,Y |Θ) (5.5)
asigna a cada distribucio´n del sistema total la distribucio´n no correlacionada. El tensor me´trico
del sistema compuesto no correlacionado resulta:
gA⊗Bµν =
∫
dXdY PA⊗B(X,Y |Θ)∂µ logPA⊗B(X,Y |Θ)∂ν logPA⊗B(X,Y |Θ) =∫
dXdY PA(X|Θ)PB(Y |Θ)∂µ log (PA(X|Θ)PB(Y |Θ)) ∂ν log (PA(X|Θ)PB(Y |Θ)) =∫
dXdY PA(X|Θ)PB(Y |Θ)∂µ (logPA(X|Θ) + logPB(Y |Θ)) ∂ν log (logPA(X|Θ) + logPB(Y |Θ)) =
=
∫
dXdY PA(X|Θ)PB(Y |Θ){∂µ logPA(X|Θ)∂ν logPA(X|Θ) + ∂µ logPB(Y |Θ)∂ν logPB(Y |Θ) +
∂µ logPA(X|Θ)∂ν logPB(Y |Θ) + ∂ν logPA(X|Θ)∂µ logPB(Y |Θ)} = (5.6)
gAµν + g
B
µν +∫
dXdY PA(X|Θ)PB(Y |Θ){∂µ logPA(X|Θ)∂ν logPB(Y |Θ) + ∂ν logPA(X|Θ)∂µ logPB(Y |Θ)}
Esto es,
gA⊗Bµν = g
A
µν + g
B
µν + g
AB
µν (5.7)
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donde definimos
gABµν =
∫
dXdY PA(X|Θ)PB(Y |Θ){∂µ logPA(X|Θ)∂ν logPB(Y |Θ) + ∂ν logPA(X|Θ)∂µ logPB(Y |Θ)}
Ahora bien, dado que los valores de expectacio´n de ∂µ logPA(X|Θ) y de ∂ν logPB(Y |Θ) corres-
ponden a valores medios del score de cada uno de los subsistemas, entonces gABµν = 0 y por lo
tanto
gA⊗Bµν = gAµν + gBµν (5.8)
La ecuacio´n (5.8) expresa la me´trica del macroespacio del sistema no correlacionado SA⊗B
como suma de las me´tricas correspondientes a los macroespacios de SA y SB . Es decir, si se
tiene un sistema bipartito correlacionado descripto por una distribucio´n PA+B, la operacio´n de
trazar (tomando las distribuciones marginales) sobre A o´ B borra las correlaciones entre A y
B. Este hecho no deber´ıa sorprender si se tiene en cuenta que la distribucio´n PA⊗B(X,Y |Θ) es
el producto de las distribuciones marginales PA(X|Θ) y PB(Y |Θ) como se indica en (5.4).
5.2. Los tensores gA+Bµν , g
A⊗B
µν , g
A
µν y g
B
µν en el modelo 2D correla-
cionado
Para estudiar las caracter´ısticas de la dina´mica del macroespacio de un sistema bipartito en
relacio´n con sus partes, comencemos calculando los tensores gA+Bµν , g
A
µν y g
B
µν para el modelo 2D
correlacionado
PA+B(x, y|µx, σ, r) = 1
2piΣ2
√
1− r2 exp
( −1
2(1− r2)
[
(x− µx)2
σ2
+
y2σ2
Σ4
− 2r(x− µx)y
Σ2
])
(5.9)
A partir de (5.2) y de (5.9) calculamos las distribuciones marginales PA(x|µx, σ, r) y PB(y|µx, σ, r)
las cuales nos dan respectivamente
PA(x|µx, σ, r) = PA(x|µx, σ) = 1√
2piσ2
exp
(
− (x−µx)2
2σ2
)
(5.10)
PB(y|µx, σ, r) = PB(y|σ) = σ√
2piΣ4
exp
(
−y2σ2
2Σ4
)
De la ecuacio´n (5.10) vemos dos caracter´ısticas relevantes, la primera es que en las distribuciones
marginales PA(x) y PB(y) no aparece el para´metro r como era de esperar de lo dicho en el u´ltimo
pa´rrafo de la seccio´n anterior. Ma´s concretamente, PA(x) y PB(y) no pueden contener ningu´n
tipo de correlacio´n ya que de lo contrario su producto PA⊗B tambie´n lo tendr´ıa lo cual es una
contradiccio´n ya que vimos que PA⊗B es una distribucio´n no correlacionada.
La segunda caracter´ıstica a sen˜alar es que PB(y) depende so´lo de σ, es decir que el macro-
espacio de uno de los subsistemas, en este caso el B, ha reducido su dimensionalidad bajo la
operacio´n de tomar la distribucio´n marginal. Esto puede explicarse a partir de que la variable
y posee media cero, es decir µy = 0.
Entonces, a partir de (5.3) y de (5.10) obtenemos los tensores me´tricos gAµν y g
B
µν y en
consecuencia tambie´n gA⊗Bµν = gAµν + gBµν
gAµν =
(
1
σ2
0
0 2
σ2
)
, gBµν =
(
0 0
0 2
σ2
)
, gA⊗Bµν =
(
1
σ2
0
0 4
σ2
)
(5.11)
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Por otra parte, la me´trica correspondiente a PA+B(x, y|µx, σ, r) esta´ dada por [39] (la cual
denotamos como gA+Bµν )
gA+Bµν =
(
1
σ2(1−r2) 0
0 4
σ2(1−r2)
)
(5.12)
En primer lugar, de (5.11) y (5.12) vemos que gA+Bµν |r=0= gA⊗Bµν , es decir que la me´trica asociada
al sistema no correlacionado SA⊗B se obtiene a partir de gA+Bµν para r = 0. En segundo lugar,
de de (5.11) y (5.12) podemos tambie´n calcular los s´ımbolos de Christoffel y a partir de estos,
obtenemos las curvaturas escalares correspondientes a las variedades estad´ısticas asociadas a
cada uno de los sistemas SA, SB, SA⊗B y SA+B.
Para ello, utilizando (4.18), (4.20) y (4.22) en (5.11) y (5.12) se tienen las siguientes curva-
turas escalares
RA = −1 , RB = 0 , RA+B = −1
2
(1− r2) , RA⊗B = RA+B |r=0= −1
2
(5.13)
siendo −1 ≤ r ≤ 1. Estos resultados expresan caracter´ısticas globales de la geometr´ıa del
macroespacio del sistema total SA+B, de la de su sistema asociado no correlacionado SA⊗B y
de la de cada uno de los subsistemas SA, SB.
De (5.13) vemos que, en virtud de que −1 = RA < RA+B = −12(1− r2) ≤ 0, la curvatura de
uno de los subsistemas (en este caso SA) es ma´s negativa que la del sistema total y por lo tanto
se deduce que SA presenta mayor caoticidad que el sistema total. Por el contrario, el subsistema
SB presenta curvatura nula y por lo tanto su caoticidad tambie´n es nula, para cualquier valor del
para´metro r ∈ [−1, 1]. De (5.13) tambie´n vemos que, RA⊗B = −12 ≤ −12(1 − r2) = RA+B ≤ 0,
lo cual implica una mayor caoticidad del sistema no correlacionado SA⊗B que el sistema total.
Por lo tanto, de estas observaciones se deduce que a partir de las distribuciones marginales
PA(x) y PB(y) no es posible reconstruir caracter´ısticas geome´tricas globales del sistema total
tales como la curvatura escalar y tampoco es posible deducir propiedades cao´ticas globales de
la dina´mica del macroespacio del sistema total. A lo sumo es posible obtener la curvatura del
sistema no correlacionado SA⊗B que solamente es representativo del sistema total para el caso
de correlacio´n nula entre SA y SB, o sea r = 0.
Respecto a las ecuaciones de movimiento de los macroespacios de SA+B y SA⊗B es interesante
notar que a pesar de poseer diferentes tensores me´tricos, utilizando (4.18) en gA+Bµν y g
A⊗B
µν
obtenemos en ambos casos las siguientes ecuaciones geode´sicas
d2µx
dτ2
− 2
σ
dµx
dτ
dσ
dτ
= 0 ,
d2σ
dτ2
+
1
4σ
(
dµx
dτ
)2
− 1
σ
(
dσ
dτ
)2
= 0 (5.14)
Esto nos dice que las ecuaciones geode´sicas para µx y σ no distinguen las correlaciones entre SA
y SB, presentes en la distribucio´n total PA+B y ausentes en PA⊗B. Una explicacio´n matema´tica
posible es que el mismo factor 1
1−r2 aparece multiplicando en ambos elementos de la diagonal
de gA+Bµν de tal forma que al calcular los s´ımbolos de Christoffel el para´metro r desaparece.
En consecuencia, la dina´mica del macroespacio (de cara´cter local al aparecer derivadas en las
ecuaciones geode´sicas) para el caso del modelo correlacionado 2D no permite distinguir una
distribucio´n correlacionada de otra que no lo es. A pesar de esto, vemos que a partir de un
indicador global como la curvatura escalar R, se deduce una mayor caoticidad en la distribucio´n
no correlacionada PA⊗B que en la correlacionada PA+B.
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A continuacio´n, nos proponemos buscar otro indicador o´ medida (adema´s de la curvatura
escalar) que permita distinguir entre familias de distribuciones correlacionadas PA+B y no co-
rrelacionadas PA⊗B, para luego poder caracterizar la caoticidad de cada familia en te´rminos de
los niveles de la jerarqu´ıa ergo´dica informacional (IGEH).
5.3. Una medida de distinguibilidad en el sistema bipartito
Con el objetivo de poder distinguir distribuciones correlacionadas de la familia PA+B(x, y|r, µx, σ)
de distribuciones no correlacionadas de la familia PA⊗B(x, y|µx, σ) = PA(x|µx, σ)PB(y|σ) y que
adema´s puedan ser caracterizadas en te´rminos de los niveles de la IGEH, proponemos la siguiente
medida de distinguibilidad F (PA+B) en el sistema bipartito A+B.
F : {PA+B ∈MS} 7−→ R
F (PA+B) = ‖PA+B − PA⊗B‖∞ = ma´x(x,y)∈R2 |PA+B(x, y)− PA⊗B(x, y)| (5.15)
siendo PA+B cualquier distribucio´n de la variedad estad´ısticaMS del sistema bipartito y PA⊗B
el producto de las marginales de PA+B, de acuerdo a (5.4).
Vemos entonces que F (PA+B) es simplemente la norma infinito ‖ ‖∞ entre PA+B y PA⊗B.
La interpretacio´n f´ısica de F (PA+B) es que nos dice cuan alejada o´ no esta´ cualquier distribucio´n
PA+B del sistema bipartito con respecto a la distribucio´n no correlacionada PA⊗B.
Por otra parte, hemos visto que las correlaciones C(f1, . . . , fl, τ) miden tambie´n cuan cerca
o´ lejos los valores medios de cualquier producto de funciones f1(x1)f2(x2) · · · fl(xl) se expresa
como producto de los valores medios de cada fi. Ahora bien, en nuestro caso bidimensional para
la distribucio´n PA⊗B = PA(x)PB(y) es claro que el valor medio de un producto f1(x1)f2(x2) es
igual al producto de los valores medios de f(x1) y f2(x2).
Por lo tanto, lo que se desprende de este razonamiento es que tiene que existir una relacio´n
entre F (PA+B) y la correlacio´n C(f1, f2, τ). En efecto, considerando la definicio´n de C(f1, f2, τ)
dada por (4.27), para el caso bidimensional se tiene
|C(f1, f2, τ)| =
∣∣∫ ∫ dxdyPA+B(x, y)f1(x)f2(y)− ∫ dxPA(x)f1(x) ∫ dyPB(y)f2(y)∣∣ =∣∣∫ ∫ dxdyPA+B(x, y)f1(x)f2(y)− ∫ ∫ dxdyPA(x)PB(y)f1(x)f2(y)∣∣ = (5.16)∣∣∫ ∫ dxdy (PA+B(x, y)− PA⊗B(x, y)) f1(x)f2(y)∣∣ ≤ ‖PA+B − PA⊗B‖∞ ∣∣∫ ∫ dxdyf1(x)f2(y)∣∣
Considerando C(f1, f2, τ) como una funcio´n de la distribucio´n PA+B del sistema total, de (5.16)
llegamos a la siguiente relacio´n entre C(f1, f2, τ) y la medida F (PA+B)
|C(PA+B, f1, f2, τ)| ≤ F (PA+B)
∣∣∫ ∫ dxdyf1(x)f2(y)∣∣ ≤ F (PA+B)‖f‖1‖g‖1 (5.17)
Esta ecuacio´n nos dice que la correlacio´n de la IGEH esta´ acotada por la medida F y por
‖f‖1‖g‖1. Vamos a explorar las consecuencias de esta importante relacio´n para la familia de
distribuciones del modelo 2D correlacionado dado por (5.9). En primer lugar, utilizando (5.9),
(5.10) y (5.15) calculamos F (PA+B)
F (PA+B(x, y|r, µx, σ)) = ma´x(x,y)∈R2 |PA+B(x, y|r, µx, σ)− PA⊗B(x, y|µx, σ)| =
ma´x(x,y)∈R2 | 12piΣ2√1−r2 exp
(
−1
2(1−r2)
[
(x−µx)2
σ2
+ y
2σ2
Σ4
− 2r(x−µx)y
Σ2
])
− (5.18)
1√
2piσ2
exp
(
− (x−µx)2
2σ2
)
σ√
2piΣ4
exp
(
−y2σ2
2Σ4
)
|
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Definiendo nuevas variables adimensionales x˜ = x−µxσ e y˜ = y
σ
Σ2
la u´ltima ecuacio´n nos queda
F (PA+B(r, x˜, y˜)) =
1
2piΣ2
ma´x(x˜,y˜)∈R2
∣∣∣ 1√
1−r2 exp
(
−1
2(1−r2)
(
x˜2 + y˜2 − 2rx˜y˜))− exp(− x˜2+y˜22 )∣∣∣ (5.19)
Por lo tanto para calcular F (PA+B) alcanza con estudiar los ma´ximos y mı´nimos en todo R2
de la funcio´n Gr(x, y) =
1√
1−r2 exp
(
−1
2(1−r2)
(
x2 + y2 − 2rxy))− exp(−x2+y22 ) para cada valor
del para´metro r ∈ [−1, 1]. Para ello, es conveniente escribir Gr(x, y) = g1(x, y)− g2(x, y) siendo
g1(x, y) =
1√
1−r2 exp
(
−1
2(1−r2)
(
x2 + y2 − 2rxy)) y g2(x, y) = exp(−x2+y22 ). Luego, debemos
encontrar los puntos cr´ıticos a partir de las ecuaciones
∂Gr(x,y)
∂x =
∂g1(x,y)
∂x − ∂g2(x,y)∂x = g1(x, y)
(−1(x−ry)
(1−r2)
)
− g2(x, y)(−x) = 0 (5.20)
∂Gr(x,y)
∂y =
∂g1(x,y)
∂y − ∂g2(x,y)∂y = g1(x, y)
(−1(y−rx)
(1−r2)
)
− g2(x, y)(−y) = 0
De (5.20) se sigue que y ∂Gr(x,y)∂x − x∂Gr(x,y)∂y = 0, entonces
yg1(x, y)
(−1(x− ry)
(1− r2)
)
+ g2(x, y)xy − xg1(x, y)
(−1(y − rx)
(1− r2)
)
− g2(x, y)xy = 0
y dado que g1(x, y) es siempre positivo por ser una funcio´n exponencial, se tiene
g1(x, y)
(−y(x− ry) + x(y − rx)
(1− r2)
)
= 0 =⇒ g1(x, y)
(
r(y2 − x2)
(1− r2)
)
= 0 =⇒ r = 0 o´ y = ±x
Si r = 0 es claro que PA+B es igual a PA⊗B y la norma infinito es cero trivialmente. Suponiendo
r ̸= 0 y reemplazando y = ±x en la fo´rmula de Gr(x, y) nos queda una funcio´n solamente de x,
la cual podemos llamar ϕr(x). Se tiene entonces
ϕr(x) =
1√
1− r2 exp
( −x2
(1− r2) (1∓ r)
)
− exp (−x2) (5.21)
Entonces el valor F (PA+B) estara´ dado por el valor ma´ximo de |ϕr(x)| con x ∈ R. Para ello,
calculamos los puntos cr´ıticos de ϕr(x), igualando a cero su derivada se tiene
dϕr(x)
dx =
1√
1−r2 exp
(
−x2
(1−r2) (1∓ r)
)(
−2x
(1−r2) (1∓ r)
)
+ 2x exp
(−x2) =
2x
[
exp
(−x2)− 1√
1−r2 exp
(
−x2
(1−r2) (1∓ r)
)(
1
(1−r2) (1∓ r)
)]
= 0
=⇒ x = 0 o´ exp (−x2)− 1√
1−r2 exp
(
−x2
(1−r2) (1∓ r)
)(
1
(1−r2) (1∓ r)
)
= 0
Es decir que los puntos cr´ıticos de ϕr(x) satisfacen
x = 0 o´
1√
1− r2 exp
( −x2
(1− r2) (1∓ r)
)(
1
(1− r2) (1∓ r)
)
= exp
(−x2) (5.22)
Reemplazando (5.22) en (5.21) se tiene el valor de ϕr(x) en los puntos cr´ıticos xc
ϕr(xc) =
{
ϕ(0) =
1√
1− r2 − 1 , ±r exp
(−x2c)} (5.23)
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Para poder encontrar expl´ıcitamente exp
(−x2c) debemos resolver la segunda de las ecuaciones
de (5.22), tomando logaritmo natural a ambos miembros de dicha ecuacio´n se tiene
−x
2
c(1∓ r)
(1− r2) + ln
(
1√
1− r2(1− r2)(1∓ r)
)
= −x2c
Es decir que
exp
(−x2c) = ( 1√
1− r2(1± r)
)( 1±r∓r )
(5.24)
Luego, de (5.24) y de (5.23) se obtienen los siguientes valores de ϕr(xc) en sus puntos cr´ıticos
r
(√
1− r2(1 + r)
)−1− 1
r
, −r
(√
1− r2(1− r)
)−1+ 1
r
,
1√
1− r2 − 1 (5.25)
Ahora bien, dado que los valores ma´ximos y mı´nimos de G(x, y) son justamente los mismos que
ϕr(x) sujeto a la restriccio´n y = ±x y dado que el ma´ximo valor de |G(x, y)| corresponde a
F (PA+B), entonces de (5.25) se deduce F (PA+B) esta´ dado por
F (PA+B) = ma´x
{
|r|
(√
1− r2(1 + r)
)−1− 1
r
, |r|
(√
1− r2(1− r)
)−1+ 1
r
,
1√
1− r2 − 1
}
(5.26)
En la Fig. 5.1 se muestran las curvas |r|
(√
1− r2(1 + r)
)−1− 1
r
, |r|
(√
1− r2(1− r)
)−1+ 1
r
y
1√
1−r2 − 1 para todo r ∈ [−1, 1].
Puede verse que F (PA+B) esta´ dado por la curva violeta |r|
(√
1− r2(1 + r)
)−1− 1
r
para todo
valor de r tal que 0 ≤ r ≤ 1, mientras que para todo −1 ≤ r ≤ 0 esta´ dado por la curva negra
|r|
(√
1− r2(1− r)
)−1+ 1
r
. Esto implica que
F (PA+B) = |r|
(√
1− r2(1 + |r|)
)−1− 1|r| ∀ r ∈ [−1, 1] (5.27)
De la Fig. 5.2 se observa que F (PA+B) decae linealmente con r cuando r → 0. Ma´s precisamente,
F (PA+B) ∝ |r| para r ∼ 0 cuya interpretacio´n f´ısica es que al anularse las correlaciones PA+B
tiende (en norma infinito) a la distribucio´n no correlacionada PA⊗B como es de esperar. Por
otro lado, cuando r → ±1 vemos que F (PA+B) diverge lo cual podr´ıa interpretarse como una
ma´xima distinguibilidad para el caso de ma´xima correlacio´n (r = ±1) entre las variables x e y.
5.4. Ejemplo: Pares de osciladores acoplados e inmersos en un
ban˜o te´rmico
Para concluir esta tesis vamos a ilustrar la relevancia f´ısica de la IGEH con un ejemplo de
sistema bipartito en interaccio´n con un ambiente: un ensamble de pares de osciladores acoplados
en un ban˜o te´rmico. La eleccio´n de este ejemplo se justifica por su simpleza y su utilidad como
modelo teo´rico para ilustrar las transiciones de fase de la dina´mica de un sistema bipartito.
En primer lugar utilizaremos la descripcio´n estad´ıstica dada por el ensamble cano´nico, esto
es, consideraremos que tenemos una coleccio´n o´ ensamble de un nu´mero grande N de pares
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Figura 5.1: Valores de la funcio´n |G(x, y)| en sus puntos cr´ıticos para todo r ∈ [−1, 1]. La
curva roja corresponde al punto cr´ıtico xc = 0, yc = 0 mientras que las curvas violeta y negra
corresponden a los puntos cr´ıticos fuera del origen (0, 0) con yc = xc e yc = −xc respectivamente.
Para cada r ∈ [−1, 1], el ma´ximo entre los valores que toman cada una de las curvas es igual a
F (PA+B).
ide´nticos de osciladores acoplados no interactuantes entre s´ı, de tal forma que la distribucio´n de
energ´ıa del ensamble estara´ dada por
P (E) =
1
Z exp (−βE) (5.28)
donde Z es la funcio´n de particio´n y β = kBT es el factor de Boltzmann. Ahora bien, dado que
los pares no interactu´an entre s´ı podemos considerar que la energ´ıa total de nuestro ensamble
esta´ dada por la suma de las energ´ıas individuales de cada par de osciladores acoplados. Esto
es, si E es la energ´ıa total y Ei es la energ´ıa del i−e´simo par, entonces se tiene simplemente
que E =
∑N
i=1Ei. Consideramos que la energ´ıa Ei del i−e´simo par esta´ dada por
Ei =
p2i1
2m1
+
p2i2
2m2
+ 12m1ω
2
1(xi1 − x(0)i1 )2 + 12m2ω22(xi2 − x
(0)
i2 )
2
−r√m1m2ω1ω2(xi1 − x(0)i1 )(xi2 − x(0)i2 ) (5.29)
donde xi1,i2 , pi1,i2 son las coordenadas e impulsos de los osciladores del i−e´simo par, x(0)i1,i2 sus
respectivas posiciones de equilibrio y r es un para´metro de correlacio´n entre los osciladores de
cada par. El te´rmino −r√m1m2ω1ω2(xi1− x(0)i1 )(xi2− x(0)i2 ) representa la energ´ıa de interaccio´n
entre los osciladores del i−e´simo par. Veremos ahora co´mo el para´metro r queda determinado
5.4. Ejemplo: Pares de osciladores acoplados e inmersos en un ban˜o te´rmico 85
Figura 5.2: Gra´fico de F (PA+B) en funcio´n del coeficiente de correlacio´n r en todo el intervalo
[−1, 1]. Se observa un decaimiento lineal en r para r → 0. Cuando r → ±1 se tiene que F (PA+B)
diverge, que corresponde al caso de correlacio´n ma´xima entre x e y.
por las propiedades estad´ısticas del sistema. Teniendo en cuenta que E =
∑N
i=1Ei, de (5.28)
resulta
P (E) =
1
Z exp (−βE) =
1
Z exp
(
−β
N∑
i=1
Ei(xi1, pi1, xi2, pi2)
)
(5.30)
Ahora vamos a focalizar nuestro estudio en la dina´mica de un u´nico par de osciladores, que
al tratarse de un ensamble de N ide´nticos miembros del mismo, podemos elegir sin pe´rdi-
dad de generalidad como aquel descripto por las variables (x11, p11, x12, p12). Denotemoslo por
(x1, p1, x2, p2). Desde el punto de vista de las distribuciones esto equivale matema´ticamente a
quedarnos simplemente con la distribucio´n marginal P (x1, p1, x2, p2) respecto de las variables
(x1, p1, x2, p2). Ma´s precisamente, se tiene
P (x1, p1, x2, p2) =
∫
P (E)dx21dx22dp21dp22 · · · dxN1dxN2dpN1dpN2 (5.31)
donde la integracio´n se efectu´a sobre las variables (xi1, pi1, xi2, pi2) ̸= (x11, p11, x12, p12) de los
N − 1 pares restantes. De (5.29), (5.30) y (5.31) se sigue que
P (x1, p1, x2, p2) ∝ exp (−βE) (5.32)
siendo
E = p212m1 +
p22
2m2
+ 12m1ω
2
1(x1 − x(0)1 )2 + 12m2ω22(x2 − x
(0)
2 )
2
−r√m1m2ω1ω2(x1 − x(0)1 )(x2 − x(0)2 ) (5.33)
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Con el propo´sito de utilizar los resultados de la seccio´n anterior vamos a interesarnos solamente
en la distribucio´n P (x1, x2) de las coordenadas del par (x1, x2). Por lo tanto, para obtener
P (x1, x2) simplemente tenemos que integrar P (x1, p1, x2, p2) en las variables (p1, p2). Entonces,
de (5.32) y (5.33) se sigue que
P (x1, x2) =
∫ ∫
dp1dp2P (x1, p1, x2, p2) ∝
∫ ∫
dp1dp2 exp (−βE) = (5.34)
exp
(
−β
(
1
2m1ω
2
1(x1 − x(0)1 )2 + 12m2ω22(x2 − x
(0)
2 )
2 − r√m1m2ω1ω2(x1 − x(0)1 )(x2 − x(0)2 )
))
Luego, llegamos a la distribucio´n deseada P (x1, x2)
P (x1, x2) = (5.35)
A exp
(
−β2
(
m1ω
2
1(x1 − x(0)1 )2 +m2ω22(x2 − x(0)2 )2 − 2r
√
m1m2ω1ω2(x1 − x(0)1 )(x2 − x(0)2 )
))
Por simplicidad consideremos x
(0)
2 = 0. Para determinar la constante de normalizacio´n A y el
para´metro r podemos identificar P (x1, x2) con la distribucio´n PA+B(x, y|r, µx, σ) de la ec. (5.9)
a partir de las siguiente redefinicio´n de las variables
µx = x
(0)
1
σ2 = kBT0
m1ω21
(5.36)
Σ2 =
√
kBT0√
m1m2ω21ω
2
2
siendo T0 la temperatura ambiente (∼ 20◦C). Entonces de (5.9) y (5.36) resulta
1
1−r2 = βkBT0 =
T0
T
(5.37)
A = 1
2piΣ2
√
1−r2 =
1
2pi
√
kBT
√
m1m2ω
2
1ω
2
2
Luego se tiene
r2 = 1− T
T0
(5.38)
Esta relacio´n expresa una caracterizacio´n del formalismo de distribuciones de probabilidad sobre
la meca´nica estad´ıstica del ensamble cano´nico del ejemplo en cuestio´n. A partir la misma y de
la medida de distinguibilidad F vamos a estudiar el nivel mixing informacional de este modelo.
En primer lugar, dado que el para´metro τ de la ecuaciones geode´sicas de (µx, σ) puede elegirse
arbitrariamente, entonces se puede tomar τ como
τ =
1
1− TT0
(5.39)
Con esta eleccio´n del para´metro τ , de (5.39) se tiene
τ −→∞ si y so´lo si T −→ T0
(5.40)
τ −→ 1 si y so´lo si T −→ 0
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En otras palabras, la eleccio´n τ = 1
1− T
T0
nos permite estudiar la transicio´n T → T0 partiendo
desde T = 0. Esta transicio´n expresa el comportamiento las correlaciones del sistema de oscila-
dores acoplados cuando la temperatura del ban˜o te´rmico pasa del cero absoluto a temperatura
ambiente. F´ısicamente, a temperatura ambiente es de esperar que si la energ´ıa que le entrega
el ban˜o a los osciladores, es decir kBT0, es mucho ma´s grande que la energ´ıa del estado fun-
damental de cada uno de los osciladores (o sea kBT0 ≫ m1ω21,2) entonces como resultado de
la agitacio´n te´rmica las correlaciones entre los osciladores tienden a cancelarse. En efecto, de
(5.38) vemos que r → 0 cuando T → T0.
Veamos ahora que esta transicio´n queda caracterizada en te´rminos del nivel mixing infor-
macional. De (5.17) y (5.27) se sigue que
|C(PA+B, f1, f2, τ)| ≤ |r|
(√
1− r2(1 + |r|)
)−1− 1|r| ‖f‖1‖g‖1 (5.41)
Y puesto que (√
1− r2(1 + |r|)
)
≥ 1 ∀ r ∈ [−1
2
,
1
2
] (5.42)
Entonces, (√
1− r2(1 + |r|)
)−1− 1|r| ≤ 1 ∀ r ∈ [−1
2
,
1
2
] (5.43)
Luego, de (5.41) y (5.43) resulta
|C(PA+B, f1, f2, τ)| ≤ |r| ‖f‖1‖g‖1 ∀ r ∈ [−1
2
,
1
2
] (5.44)
Por otra parte, de (5.38) y (5.39) obtenemos
l´ım
τ→∞ |r| = l´ımτ→∞
√
1
τ
= 0 (5.45)
Por lo tanto, de (5.44) y (5.45) se sigue que
l´ım
τ→∞ |C(PA+B, f1, f2, τ)| ≤ l´ımτ→∞ |r| ‖f‖1‖g‖1 = 0 =⇒ l´ımτ→∞C(PA+B, f1, f2, τ) = 0 (5.46)
y de aqu´ı se deduce que el modelo de osciladores acoplados descripto por la distribucio´n P (x1, x2)
(ec. (5.35)) esmixing informacional cuando el ban˜o te´rmico pasa a tener la temperatura ambien-
te T0. A su vez, esto se corresponde con la cancelacio´n de las correlaciones entre los osciladores
como consecuencia de la agitacio´n te´rmica.
Por u´ltimo, calculemos la curvatura escalar. Reemplazando el valor de r2 en la expresio´n de
RA+B de (5.13) por 1− TT0 se tiene
RA+B = − T
2T0
(5.47)
Esto significa que la variedad estad´ıstica va aumentando negativamente su curvatura a medida
que la temperatura aumenta, partiendo de curvatura nula para T = 0 que corresponde al
caso ma´ximamente correlacionado con r = ±1, hasta un valor ma´ximamente negativo de −12
a temperatura ambiente donde se alcanza el nivel mixing informacional en ausencia de las
correlaciones entre cada miembro de cada uno de los pares de osciladores.
Conclusiones
A lo largo de esta Tesis Doctoral se investigaron mu´ltiples aspectos asinto´ticos y geome´tri-
cos del comportamiento de los sistemas cua´nticos con l´ımite cla´sico cao´tico, cuyos resultados
enumeramos a continuacio´n:
• Se ha logrado introducir una definicio´n de los cuatro niveles principales de la jerarqu´ıa
ergo´dica cua´ntica como una extensio´n de los de la jerarqu´ıa ergo´dica cla´sica. El nivel de
complejidad de las ecuaciones definen cada uno de los niveles de la jerarqu´ıa ergo´dica
cua´ntica comenzando desde el nivel ma´s de´bil (ergo´dico cua´ntico) el cual se expresa co-
mo un promedio temporal de valores medios cua´nticos, al que le sigue el nivel mixing
cua´ntico correspondiente a la condicio´n del l´ımite de´bil sumado a la condicio´n de no in-
tegrabilidad. Y continuando con el nivel Kolmogorov cu´antico que expresa una condicio´n
sobre un conjunto numerable de observables (que no es otra cosa que la manifestacio´n
de la σ−a´lgebra) para llegar al nivel ma´s fuerte, el nivel Bernoulli cua´ntico, exhibiendo
correlacio´n nula de los valores medios para todo tiempo. Se ha ilustrado la relevancia de
la jerarqu´ıa ergo´dica cua´ntica aplicando el formalismo al rotor pateado y hemos caracte-
rizado su comportamiento cao´tico en te´rminos del nivel mixing cua´ntico. En dicho caso,
las transiciones cao´ticas se interpretaron como el paso del re´gimen integrable hasta el
completamente cao´tico perteneciente a los niveles mixing y Bernoulli cua´ntico.
• Se obtuvo una derivacio´n de los ensambles Gaussianos bajo las hipo´tesis de un l´ımite cla´si-
co perteneciente al nivel mixing de la jerarqu´ıa ergo´dica cla´sica y del l´ımite de´bil como el
estado representativo del sistema cua´ntico en el l´ımite asinto´tico. Esta derivacio´n represen-
ta una caracterizacio´n de los aspectos estacionarios del caos cua´ntico como consecuencia
de las correlaciones del nivel mixing cua´ntico de la jerarqu´ıa ergo´dica cua´ntica.
• Suponiendo que la evolucio´n temporal del l´ımite cla´sico posee un operador Frobenius-
Perron Markoviano se obtuvo una versio´n cua´ntica del teorema de descomposicio´n es-
pectral para sistemas dina´micos (QSDT). Con QSDT se pudieron caracterizar los niveles
ergo´dico y mixing cua´ntico en funcio´n de la cantidad de te´rminos que presenta la descom-
posicio´n de la evolucio´n temporal discreta de toda densidad del espacio de fases, como
as´ı tambie´n sus respectivos espectros cua´nticos. Se aplico´ QSDT para caracterizar el com-
portamiento cao´tico de billares de microondas en el l´ımite de acoplamiento fuerte entre
antenas. De igual forma que en el caso del rotor pateado, el resultado relevante que se
obtuvo fue que el incremento en el nu´mero de canales representa el pasaje a los niveles
cao´ticos ma´s fuertes de la jerarqu´ıa ergo´dica cua´ntica.
• Se logro´ compatibilizar el caos con el principio de correspondencia en el l´ımite cla´sico,
utilizando un modelo de celdas de taman˜o mı´nimo dados por el principio de incertidumbre
como manifestacio´n de la granulosidad del espacio de fases cua´ntico. Esta granulosidad
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fundamental basada en celdas permitio´ obtener las dos escalas temporales caracter´ısticas
del caos cua´ntico, el tiempo de Heisenberg y el tiempo logar´ıtmico de Ehrenfest, teniendo
en cuenta el rango temporal de validez de la misma.
• A partir de la entrop´ıa de Kolmogorov–Sina´ı y de la expresio´n de los volu´menes de con-
juntos del espacio de fases por medio de las propiedades de la transformacio´n de Wigner
y del s´ımbolo de Weyl, se obtuvo una condicio´n semicla´sica para determinar el comporta-
miento cao´tico del l´ımite cla´sico de un sistema cua´ntico. Utilizamos esta condicio´n para
caracterizar el comportamiento cao´tico, con la evolucio´n temporal invertida, del l´ımite
cla´sico del Hamiltoniano efectivo del modelo de Gamow. Luego, en base a este resultado
y con la ayuda del teorema de Pesin y del tiempo de Kolmogorov–Sina´ı, se logro´ obtener
el exponente de Lyapunov del modelo de Gamow en funcio´n del polo de parte imaginaria
ma´s pequen˜a de su Hamiltoniano efectivo. Este resultado constituye una evidencia de la
relacio´n entre los exponentes de Lyapunov del l´ımite cla´sico y los polos del Hamiltoniano
efectivo del sistema cua´ntico.
• Se logro´ una extensio´n de la jerarqu´ıa ergo´dica dentro del formalismo geometrodina´mico
informacional al caos (IGAC), denominada jerarqu´ıa ergo´dica geometrodina´mica infor-
macional (IGEH), la cual permitio´ caracterizar a los ensambles Gaussianos como caso
particular del nivel Bernoulli informacional.
• A partir de un estudio de sistemas bipartitos basado en el formalismo de IGAC, se obtu-
vieron las me´tricas de Fisher–Rao de los subsistemas y del sistema total. Como resultado
relevante se obtuvo que la operacio´n de tomar la probabilidad marginal respecto a cada
subsistema borra las correlaciones entre los mismos para el caso del modelo 2D correla-
cionado, de la misma forma a lo que sucede con la operacio´n de traza parcial en meca´nica
cua´ntica. Como consecuencia de esto, se demostro´ que las probabilidades marginales no
permiten reconstruir caracter´ısticas globales del sistema total como la curvatura escalar
ni la dina´mica del macroespacio dada por las ecuaciones geode´sicas.
• Se definio´ una medida de distinguibilidad para el modelo 2D correlacionado. Esta medida
permitio´ obtener una cota superior para las correlaciones de IGEH del nivel mixing in-
formacional. En base a esta cota y utilizando distribuciones bivariantes con un coeficiente
de correlacio´n r, se pudo demostrar el cara´cter mixing de un ensamble de pares (no in-
teractuantes entre s´ı) de osciladores unidimensionales acoplados e inmersos en un ban˜o
te´rmico. Al conectar el formalismo de IGAC con el ensamble cano´nico, el coeficiente r
pudo ser determinado un´ıvocamente por medio del factor de Boltzmann y de e´sta forma,
la curvatura escalar pudo expresarse linealmente en funcio´n de la temperatura del ban˜o.
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Ape´ndice A
La correlacio´n C(ρˆ(t), Oˆ) de la
jerarqu´ıa ergo´dica cua´ntica
Exploremos la cantidad C∗(TtA,B) a un dado tiempo t. Por definicio´n y del hecho de que
µ∗ es invariante bajo las transformaciones Tt se tiene
C∗(TtA,B) = µ∗(TtA ∩B)− µ∗(A)µ∗(B) =∫
TtA∩B f∗(q, p)dqdp−
(∫
A f∗(q, p)dqdp
) (∫
B f∗(q, p)dqdp
)
= (A.1)∫
Γ f∗(q, p)1TtA(q, p)1B(q, p)dqdp−
(∫
Γ f∗(q, p)1A(q, p)dqdp
) (∫
Γ f∗(q, p)1B(q, p)dqdp
)
donde Γ = R2(N+1) es el espacio de fases.
Dado que 1TtA(q, p) = 1A(T−tq, T−tp) representando (T−tq, T−tp) = (q(−t), (p(−t))) el punto
(q, p) al tiempo −t con la evolucio´n cla´sica en el espacio de fases, entonces podemos reescribir
(A.1) como
C∗(TtA,B) = (A.2)∫
Γ f∗(q, p)1A(q(−t), p(−t))1B(q, p)dqdp−
(∫
Γ f∗(q, p)1A(q, p)dqdp
) (∫
Γ f∗(q, p)1B(q, p)dqdp
)
Adema´s, podemos desarrollar la distribucio´n de equilibrio f∗ en te´rminos de funciones carac-
ter´ısticas, es decir f∗ =
∑
j ck1Ck siendo f∗ ≥ 0, ck > 0 para todo k y los conjuntos {Ck} forman
una particio´n de Γ. Sea f una distribucio´n normalizada arbitraria que expandimos por medio
de funciones caracter´ısticas, o sea f =
∑
i ai1Ai . En particular, como los Ck constituyen una
particio´n de Γ entonces se tiene que 1Ai =
∑
k 1Ai∩Ck . Dado que la ec. (A.2) es va´lida para
cualquier par de subconjuntos A y B de Γ, entonces para el par Ai ∩ Ck y B nos queda
C∗(Tt(Ai ∩ Ck), B) = (A.3)∫
Γ f∗(q, p)1Ai∩Ck(q(−t), p(−t))1B(q, p)dqdp−
(∫
Γ f∗(q, p)1Ai∩Ck(q, p)dqdp
) (∫
Γ f∗(q, p)1B(q, p)dqdp
)
Ahora bien, f∗ es igual a ck sobre Ck y por lo tanto tambie´n sobre los subconjuntos Ai ∩ Ck,
con lo cual podemos reescribir (A.3) como
C∗(Tt(Ai ∩ Ck), B) = ck
∫
Γ 1Ai∩Ck(q(−t), p(−t))1B(q, p)dqdp− (A.4)
ck
(∫
Γ 1Ai∩Ck(q, p)dqdp
) (∫
Γ f∗(q, p)1B(q, p)dqdp
)
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Luego, multiplicando la ec. (A.4) por aick y sumando sobre los ı´ndices i y k nos queda∑
i
∑
k
ai
ck
C∗(Tt(Ai ∩ Ck), B) =
∑
i
∑
k
∫
Γ ai1Ai∩Ck(q(−t), p(−t))1B(q, p)dqdp− (A.5)(∑
i
∑
k
∫
Γ ai1Ai∩Ck(q, p)dqdp
) (∫
Γ f∗(q, p)1B(q, p)dqdp
)
=
∫
Γ f(q(−t), p(−t))1B(q, p)dqdp−
(∫
Γ f(q, p)dqdp
) (∫
Γ f∗(q, p)1B(q, p)dqdp
)
=
∫
Γ f(q(−t), p(−t))1B(q, p)dqdp−
∫
Γ f∗(q, p)1B(q, p)dqdp (A.6)
donde hemos usado que f(q, p) =
∑
i
∑
k
∫
Γ ai1Ai∩Ck(q, p),
f(q(−t), p(−t)) = ∑i∑k ∫Γ ai1Ai∩Ck(q(−t), p(−t)) y que ∫Γ f(q, p)dqdp = 1. Ma´s au´n, debido
a que (A.5) es va´lida para cualquier funcio´n caracter´ıstica 1B(q, p) y dado que cualquier distri-
bucio´n g(q, p) puede ser escrita como combinacio´n lineal de funciones caracter´ısticas, entonces
(A.5) puede extenderse a cualquier funcio´n g(q, p). Es decir,∑
i
∑
k
ai
ck
C∗(Tt(Ai ∩ Ck), g) =
∫
Γ f(q(−t), p(−t))g(q, p)dqdp−
∫
Γ f∗(q, p)g(q, p)dqdp
= 〈f ◦ T−t, g〉 − 〈f∗, g〉 (A.7)
Pasemos al lenguaje de operadores. Sean ρˆ un estado y Oˆ un observable arbitrarios. Con-
sideremos el operador ρˆ∗ tal que f∗(q, p) = Wρˆ∗(q, p). En particular, (A.7) es va´lida para
f(q, p) =Wρˆ(q, p), g(q, p) = W˜Oˆ(q, p) y f∗(q, p) =Wρˆ∗(q, p), entonces se tiene∑
i
∑
k
ai
ck
C∗(Wρˆ(−t), W˜Oˆ) = 〈Wρˆ ◦ T−t, W˜Oˆ〉 − 〈Wρˆ∗ , W˜Oˆ〉 := C(ρˆ(t), Oˆ) (A.8)
La ec. (A.8) es la correlacio´n cua´ntica buscada la cual podemos expresar de manera ma´s
compacta utilizando la propiedad de la transformada de Wigner (1.14) y del hecho de que
Wρˆ ◦ T−t =Wρˆ(q(−t), p(−t)) =Wρˆ(t)(q, p) (proposicio´n 3.6 del Cap´ıtulo 3, seccio´n 3.2.2)
C(ρˆ(t), Oˆ) =
∫
ΓWρˆ(t)(q, p)W˜Oˆ(q, p)dqdp−
∫
ΓWρˆ∗(q, p)W˜Oˆ(q, p)dqdp = 〈Oˆ〉ρˆ(t) − 〈Oˆ〉ρˆ∗
Por lo tanto,
C(ρˆ(t), Oˆ) = 〈Oˆ〉ρˆ(t) − 〈Oˆ〉ρˆ∗ (A.9)
Ape´ndice B
El nivel Kolmogorov cua´ntico
Recordemos la definicio´n del nivel Kolmogorov de la jerarqu´ıa ergo´dica cla´sica. La transfor-
macio´n Tt se dice Kolmogorov si para todo entero r, para todo A0, A1, . . . , Ar ⊆ Γ y para todo
ε > 0 existe un entero n0 > 0 tal que si n ≥ n0 se tiene para todo B ∈ σn,r(A1, . . . , Ar)
|C(B,A0)| < ε (B.1)
siendo σn,r(A1, . . . , Ar) la σ–a´lgebra generada por {T kAi : k ≥ n; i = 1, . . . r}.
Aplicando esta definicio´n y utilizando la correlacio´n C∗(A,B) = µ∗(A∩B)−µ∗(A)µ∗(B) con
µ∗(A) =
∫
A f∗(q, p)dqdp siendo f∗(q, p) punto fijo del operador de Frobenius–Perron, se tiene
l´ım
n→∞
∫
A0∩B
f∗(q, p)dqdp−
∫
B
f∗(q, p)dqdp
∫
A0
f∗(q, p)dqdp = 0 (B.2)
para todo A0 ⊆ Γ y todo B ∈ σn,r(A1, . . . , Ar).
El punto clave es determinar cua´les son los conjuntos de la σ–a´lgebra
σn,r(A1, . . . , Ar) = σ({T kAi : k ≥ n; i = 1, . . . r}). Esta σ–a´lgebra contiene dos tipos de conjun-
tos:
(i)
⋃
i Tn+niAsi \Tn+liApi con ni, li > 0 y si, pi = 1, . . . , r que son uniones finitas o numerables
de conjuntos de la forma TiAi \ TjAj .
(ii)
⋂
i Tn+niAsi con ni > 0 y si = 1, . . . , r que son intersecciones finitas o numerables de
conjuntos de la forma TiAi.
Comencemos por traducir a lenguaje cua´ntico la condicio´n (B.2) para los conjuntos del tipo (i).
Para este tipo de conjuntos, (B.2) se escribe como
l´ım
n→∞µ∗
((⋃
i
Tn+niAsi \ Tn+liApi
)
∩A0
)
− µ∗
(⋃
i
Tn+niAsi \ Tn+liApi
)
µ∗(A0) = 0
que es igual a
l´ımn→∞ µ∗ ((
⋃
i Tn+niAsi ∩ (Tn+liApi)c) ∩A0)− µ∗ (
⋃
i Tn+niAsi ∩ (Tn+liApi)c)µ∗(A0)
= 0 (B.3)
Por el principio de inclusio´n–exclusio´n si P es una medida de probabilidad y Z1, Z2, . . . , Zn, . . .
son una cantidad numerable de eventos, entonces la probabilidad de su unio´n esta´ dada por
P (
∞⋃
i=1
Zi) =
∞∑
k=1
∑
I⊆N,♯(I)=k
(−1)k+1P (
⋂
j∈I
Zj) (B.4)
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Dado que la densidad de equilibrio f∗ es no negativa y esta´ normalizada se sigue que µ∗(A) =∫
A f∗(q, p)dqdp es una medida de probabilidad, entonces podemos aplicar el principio de inclu-
sio´n–exclusio´n (B.4) en (B.3), con lo cual (B.3) se puede reescribir como
l´ım
n→∞
∞∑
k=1
∑
I⊆N,♯(I)=k
(−1)k+1C∗
⋂
j∈I
Tn+njAsj ∩ (Tn+ljApj )c, A0
 = 0
es decir,
∞∑
k=1
∑
I⊆N,♯(I)=k
(−1)k+1 l´ım
n→∞C∗
⋂
j∈I
Tn+njAsj ∩ (Tn+ljApj )c, A0
 = 0 (B.5)
donde hemos usado que C∗(A,B) = µ∗ (A∩B)−µ∗(A)µ∗(B). De (B.5) vemos que la condicio´n
del nivel de Kolmogorov se reduce simplemente a
l´ım
n→∞C∗
⋂
j∈I
Tn+njAsj ∩ (Tn+ljApj )c, A0
 = 0 (B.6)
para todo A0 ⊆ Γ con nj , lj > 0 y sj , pj = 1, . . . , r. Ma´s au´n, haciendo Apj = ∅ para todo pj en
(B.6) recuperamos la condicio´n de los conjuntos del tipo (ii). Reescribiendo (B.6) en te´rminos
de f∗ nos queda
l´ımn→∞
∫⋂
j∈I Tn+njAsj∩(Tn+ljApj )c∩A0
f∗(q, p)dqdp
− l´ımn→∞
(∫⋂
j∈I Tn+njAsj∩(Tn+ljApj )c
f∗(q, p)dqdp
)(∫
A0
f∗(q, p)dqdp
)
= 0
o sea,
l´ımn→∞
∫
Γ
∏
j∈I 1Tn+njAsj (q, p)1(Tn+ljApj )c(q, p)1A0(q, p)f∗(q, p)dqdp
− l´ımn→∞
(∫
Γ
∏
j∈I 1Tn+njAsj (q, p)1(Tn+ljApj )c(q, p)f∗(q, p)dqdp
) (∫
Γ f∗(q, p)1A0(q, p)dqdp
)
= 0
Ahora, usando que 1(Tn+ljApj )
c(q, p) = 1 − 1Tn+ljApj (q, p) y que 1TtA(q, p) = 1A(T−tq, T−tp) =
1A(q(−t), p(−t)) para todo conjunto A del espacio de fases Γ, nos queda
l´ımn→∞
∫
Γ
∏
j∈I 1Asj (T−n−njq, T−n−njp)(1− 1Apj (T−n−ljq, T−n−ljp))1A0(q, p)f∗(q, p)dqdp
− l´ımn→∞
(∫
Γ
∏
j∈I 1Asj (T−n−njq, T−n−njp)(1− 1Apj (T−n−ljq, T−n−ljp))f∗(q, p)dqdp
)
× (∫Γ f∗(q, p)1A0(q, p)dqdp) = 0 (B.7)
Dado que (B.7) es va´lida para funciones caracter´ısticas 1A0 , 1Asj , 1Apj donde A0, Asj , Apj son
conjuntos arbitrarios del espacio de fases Γ y debido a que toda funcio´n puede aproximarse
como combinacio´n lineal de funciones caracter´ısticas, entonces la ecuacio´n (B.7) es tambie´n
va´lida para funciones arbitrarias g(q, p), gsj (q, p), gpj (q, p). Es decir que se tiene
l´ımn→∞
∫
Γ
∏
j∈I gsj (T−n−njq, T−n−njp)(1− gpj (T−n−ljq, T−n−ljp))g(q, p)f∗(q, p)dqdp
− l´ımn→∞
(∫
Γ
∏
j∈I gsj (T−n−njq, T−n−njp)(1− gpj (T−n−ljq, T−n−ljp))f∗(q, p)dqdp
)
× (∫Γ f∗(q, p)g(q, p)dqdp) = 0 (B.8)
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Sin pe´rdida de generalidad, en (B.8) podemos reemplazar gs1(T−n−n1q, T−n−n1p)f∗(q, p) por
f(T−n−n1q, T−n−n1p) siendo f(q, p) una funcio´n arbitraria, y redefinir
gsj (T−n−njq, T−n−njp)(1 − gpj (T−n−ljq, T−n−ljp)) como Gkj (T−n−mjq, T−n−mjp). Entonces nos
queda
l´ımn→∞
∫
Γ f(T−n−n1q, T−n−n1p)
∏
j∈I Gkj (T−n−mjq, T−n−mjp)g(q, p)dqdp
− l´ımn→∞
(∫
Γ f(T−n−n1q, T−n−n1p)
∏
j∈I Gkj (T−n−mjq, T−n−mjp)dqdp
) (∫
Γ f∗(q, p)g(q, p)dqdp
)
= 0 (B.9)
donde kj = 1, . . . , r e I es cualquier subconjunto finito de los nu´meros naturales. Vemos que,
por ejemplo, haciendo Gkj = 0 en (B.9) se obtiene el nivel mixing de la jerarqu´ıa ergo´dica.
La ecuacio´n (B.9) expresa el nivel de Kolmogorov en el lenguaje de distribuciones y es la que
nos permitira´ el paso a su reescritura en te´rminos de valores medios cua´nticos. Sea ρˆ un estado
y sean Oˆ0, Oˆ1, . . . , Oˆr observables. Consideremos el estado ρˆ∗ tal que Wρˆ∗(q, p) = f∗(q, p).
En particular, para f(q, p) =Wρˆ(q, p), g(q, p) = W˜Oˆ0(q, p), Gkj (q, p) = W˜Oˆkj
(q, p) se tiene
l´ımn→∞
∫
ΓWρˆ(T−n−n1q, T−n−n1p)W˜Oˆ0(q, p)
∏
j∈I W˜Oˆkj
(T−n−mjq, T−n−mjp)dqdp
− l´ımn→∞
(∫
ΓWρˆ(T−n−n1q, T−n−n1p)
∏
j∈I W˜Oˆkj
(T−n−mjq, T−n−mjp)dqdp
)
×
×
(∫
ΓWρˆ∗(q, p)W˜Oˆ0(q, p)dqdp
)
= 0 (B.10)
Adema´s, por la proposicio´n 3.6 del Cap´ıtulo 3 tenemos
Wρˆ(T−n−n1q, T−n−n1p) =Wρˆ(n+n1)(q, p)
W˜Oˆkj
(T−n−mjq, T−n−mjp) = W˜Oˆkj (n+mj)
(B.11)
Entonces, reemplazando (B.11) en (B.10) obtenemos
l´ımn→∞
∫
ΓWρˆ(n+n1)(q, p)W˜Oˆ0(q, p)
∏
j∈I W˜Oˆkj (n+mj)
(q, p)dqdp
− l´ımn→∞
(∫
ΓWρˆ(n+n1)(q, p)
∏
j∈I W˜Oˆkj (n+mj)
(q, p)dqdp
)(∫
ΓWρˆ∗(q, p)W˜Oˆ0(q, p)dqdp
)
= 0 (B.12)
En virtud de (1.13), cuando ~ es suficientemente chico los productos W˜Oˆ0(q, p)
∏
j∈I W˜Oˆkj (n+mj)
(q, p)
y
∏
j∈I W˜Oˆkj (n+mj)
(q, p) son casi iguales al producto estrella, es decir
W˜Oˆ0(q, p)
∏
j∈I W˜Oˆkj (n+mj)
(q, p) ≈ W˜Oˆ0∏j∈I Oˆkj (n+mj)(q, p) si ~ ≈ 0
y∏
j∈I W˜Oˆkj (n+mj)
(q, p) ≈ W˜∏
j∈I Oˆkj (n+mj)
(q, p) si ~ ≈ 0 (B.13)
Reemplazando (B.13) en (B.12) nos queda
l´ımn→∞
∫
ΓWρˆ(n+n1)(q, p)W˜Oˆ0
∏
j∈I Oˆkj (n+mj)
(q, p)dqdp
− l´ımn→∞
(∫
ΓWρˆ(n+n1)(q, p)W˜
∏
j∈I Oˆkj (n+mj)
(q, p)dqdp
)(∫
ΓWρˆ∗(q, p)W˜Oˆ0(q, p)dqdp
)
= 0 (B.14)
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Luego, por la propiedad (1.14) todas las integrales de (B.14) pueden expresarse trazas de ope-
radores cua´nticos, esto es
l´ım
n→∞〈Oˆ0
∏
j∈I
Oˆkj (n+mj)〉ρˆ(n+n1) − l´ımn→∞〈
∏
j∈I
Oˆkj (n+mj)〉ρˆ(n+n1)〈Oˆ0〉ρˆ∗ = 0 (B.15)
Finalmente, como (B.15) es va´lida para cualquier producto finito
∏
j∈I extendie´ndolo a un
producto infinito numerable se obtiene
l´ım
n→∞〈Oˆ0
∞∏
j=1
Oˆkj (n+mj)〉ρˆ(n+n1) − 〈Oˆ0〉ρˆ∗ l´ımn→∞〈
∞∏
j=1
Oˆkj (n+mj)〉ρˆ(n+n1) = 0 (B.16)
que es precisamente la condicio´n del nivel de Kolmogorov cua´ntico (2.25).
Ape´ndice C
Demostracio´n del lema 2.3
Escribamos a f∗ como una combinacio´n lineal de funciones caracter´ısticas f∗ =
∑
i αi1Ci
donde Ci ∩ Cj = ∅ si i ̸= j,
∫
Γ f∗ =
∑
i αiµ(Ci) = 1 y Γ = R2(N+1) es el espacio de fases. Por
definicio´n, se tiene
µ(TtA ∩B) = C(TtA,B) + µ(A)µ(B) (C.1)
Sean A1 y A2 dos subconjuntos de Γ. Entonces, por un lado tenemos que∑
i αi
∑
j αjµ(TtCi ∩A1 ∩ Cj ∩A2) =
∑
i,j αiαj {C(TtCi, A1 ∩ Cj ∩A2) + µ(Ci)µ(Cj ∩A1 ∩A2)}
=
∑
i αi
∑
j αjC(TtCi, A1 ∩ Cj ∩A2) +
∑
i αiµ(Ci)
∑
j αjµ(Cj ∩A1 ∩A2)
=
∑
i,j αiαjC(TtCi, A1 ∩ Cj ∩A2) +
∑
j αj
∫
Γ 1Cj∩A1∩A2
=
∑
i,j αiαjC(TtCi, A1 ∩ Cj ∩A2) +
∫
Γ
∑
j αj1Cj1A11A2
=
∑
i,j αiαjC(TtCi, A1 ∩ Cj ∩A2) +
∫
Γ f∗1A11A2 (C.2)
Por otro lado, (C.2) tambie´n puede escribirse como∑
i αi
∑
j αjµ(TtCi ∩A1 ∩ Cj ∩A2) =
∑
i αi
∑
j αjµ(TtCi ∩ Tt(T−tA1) ∩ Cj ∩A2)
=
∑
i αi
∑
j αjC(Tt(Ci ∩ T−tA1), Cj ∩A2) +
∑
i αiµ(Ci ∩ T−tA1)
∑
j αjµ(Cj ∩A2)
=
∑
i αi
∑
j αjC(Tt(Ci ∩ T−tA1), Cj ∩A2) +
∫
Γ
∑
i αi1Ci1T−tA1
∫
Γ
∑
j αj1Cj1A2
=
∑
i αi
∑
j αjC(Tt(Ci ∩ T−tA1), Cj ∩A2) +
∫
Γ f∗1T−tA1
∫
Γ f∗1A2
=
∑
i αi
∑
j αjC(Tt(Ci ∩ T−tA1), Cj ∩A2) +
∫
T−tA1 f∗
∫
Γ f∗1A2 (C.3)
Adema´s, por la definicio´n del operador de Frobenius–Perron Pt∫
T−tA1
f∗ =
∫
A1
Ptf∗ =
∫
A1
f∗ =
∫
Γ
f∗1A1 (C.4)
donde usamos que f∗ es un punto fijo de Pt, e.g. Ptf∗ = f∗. De (C.2), (C.3) y (C.4) nos queda∑
i,j αiαjC(TtCi, A1 ∩ Cj ∩A2) +
∫
Γ f∗1A11A2 =∑
i αi
∑
j αjC(Tt(Ci ∩ T−tA1), Cj ∩A2) +
∫
Γ f∗1A1
∫
Γ f∗1A2 (C.5)
Tomando el l´ımite t→∞ en (C.5) y teniendo en cuenta que como la dina´mica en el espacio de
fases es mixing entonces las correlaciones C(. . .) de (C.5) tienden a cero, nos queda∫
Γ
f∗1A11A2 =
∫
Γ
f∗1A1
∫
Γ
f∗1A2 (C.6)
Para completar la demostracio´n so´lo basta aplicar sucesivamente (C.6) n− 1 veces usando que
1A1∩A2∩...∩An = 1A11A2 · · · 1An .
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Ape´ndice D
Demostracio´n del lema 2.4
Recordemos la definicio´n del l´ımite de´bil. Sea ρˆ ∈ N un estado cua´ntico. Decimos que ρˆ∗ ∈ N
es el l´ımite de´bil de ρˆ si se cumple
l´ım
t→∞〈Oˆ〉ρˆ(t) = 〈Oˆ〉ρˆ∗ (D.1)
para todo observable Oˆ del a´lgebra cua´ntica A.
Sea s ∈ R un nu´mero real. En particular, Uˆ †s OˆUˆs es un observable siendo Uˆs = e−i Hˆ~ s el
operador de evolucio´n dado por el Hamiltoniano Hˆ del sistema cua´ntico al instante s. Entonces,
para Uˆ †s OˆUˆs, de la definicio´n (D.1) se tiene
l´ım
t→∞〈Uˆ
†
s OˆUˆs〉ρˆ(t) − 〈Uˆ †s OˆUˆs〉ρˆ∗ = 0 (D.2)
con
〈Uˆ †s OˆUˆs〉ρˆ(t) = Tr(ρˆ(t)Uˆ †s OˆUˆs) = Tr(UˆtρˆUˆ †t Uˆ †s OˆUˆs) = Tr(UˆsUˆtρˆUˆ †t Uˆ †s Oˆ) = Tr(Uˆs+tρˆUˆ †s+tOˆ)
= 〈Oˆ〉ρˆ(s+t) (D.3)
y
〈Uˆ †s OˆUˆs〉ρˆ∗ = Tr(ρˆ∗Uˆ †s OˆUˆs) = Tr(Uˆsρˆ∗Uˆ †s Oˆ) = 〈Oˆ〉Uˆsρˆ∗Uˆ†s (D.4)
De (D.2), (D.3) y (D.4) se tiene
l´ım
t→∞〈Oˆ〉ρˆ(t+s) − 〈Oˆ〉Uˆsρˆ∗Uˆ†s = 0 (D.5)
siendo
l´ım
t→∞〈Oˆ〉ρˆ(t+s) = l´ımt→∞〈Oˆ〉ρˆ(t) = 〈Oˆ〉ρˆ∗ (D.6)
Luego, de (D.5) and (D.6) se sigue que 〈Oˆ〉
Uˆsρˆ∗Uˆ†s
= 〈Oˆ〉ρˆ∗ para todo observable Oˆ, es decir que
se tiene
Uˆsρˆ∗Uˆ †s = ρˆ∗ ∀s ∈ R (D.7)
y por lo tanto ρˆ∗ es un punto fijo de Uˆs = e−i
Hˆ
~ s para todo s ∈ R.
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Ape´ndice E
Demostracio´n del corolario 2.5
Sea A un conjunto del espacio de fases Γ = R2(N+1). Sea IˆA el operador cuyo s´ımbolo
de Weyl es la funcio´n caracter´ıstica de A, 1A(q, p), es decir W˜IˆA(q, p) = 1A(q, p). Aplicando
la definicio´n del operador de Frobenius–Perron,
∫
E Ptf =
∫
T−tE f para todo E ⊆ Γ y f , al
operador W˜IˆA(q, p), utilizando el lema 2.4 y la propiedad de la transformacio´n de Wigner (1.14)
se tiene ∫
A PtWρˆ∗(q, p)dqdp =
∫
T−tAWρˆ∗(q, p)dqdp =
∫
ΓWρˆ∗(q, p)1T−tA(q, p)dqdp
=
∫
ΓWρˆ∗(q, p)W˜Uˆ†t IˆAUˆt
(q, p)dqdp = Tr(ρˆ∗Uˆ
†
t IˆAUˆt) = Tr(Uˆtρˆ∗Uˆ
†
t IˆA) = Tr(ρˆ∗IˆA)
=
∫
ΓWρˆ∗(q, p)W˜IA(q, p)dqdp =
∫
ΓWρˆ∗(q, p)1A(q, p)dqdp =
∫
AWρˆ∗(q, p)dqdp (E.1)
donde hemos usado que W˜
Uˆ†t IˆAUˆt
(q, p) = 1T−tA(q, p) en virtud de la proposicio´n 3.6. Dado
que (E.1) es va´lida para todo conjunto A se sigue que PtWρˆ∗(q, p) = Wρˆ∗(q, p) y por lo tanto
Wρˆ∗(q, p) es un punto fijo de Pt.
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Ape´ndice F
Demostracio´n del teorema 2.6
Aplicando la propiedad de la transformada de Wigner (1.14) al producto Oˆ1Oˆ2 · · · Oˆn y al
l´ımite de´bil ρˆ∗ se tiene
〈Oˆ1Oˆ2 · · · Oˆn〉ρˆ∗ =
∫
Γ
Wρˆ∗(q, p)W˜Oˆ1···Oˆn(q, p) dqdp (F.1)
donde Γ = R2(N+1). Adema´s, del producto estrella (1.13) se tiene
W˜Oˆ1···Oˆn(q, p) = W˜Oˆ1(q, p) . . . W˜Oˆn(q, p) +O(~) (F.2)
Entonces, en la aproximacio´n de ~ muy pequen˜o podemos despreciar los te´rminos de orden 0(~)
de tal manera que de (F.1) y (F.2) se tiene
〈Oˆ1Oˆ2 · · · Oˆn〉ρˆ∗ =
∫
Γ
Wρˆ∗(q, p)W˜Oˆ1(q, p) . . . W˜Oˆn(q, p) dqdp (F.3)
Por el otro lado, expandiendo W˜Oˆ1 , W˜Oˆ2 , . . . , W˜Oˆn como combinaciones lineales de funciones ca-
racter´ısticas W˜Oˆ1 =
∑
j α1j1C1j , W˜Oˆ2 =
∑
k α2k1C2k ,. . . ,W˜Oˆn =
∑
l αnl1Cnl y reemplaza´ndolas
en (F.3) se obtiene
〈Oˆ1Oˆ2 · · · Oˆn〉ρˆ∗ =
∫
ΓWρˆ∗(q, p)
(∑
j α1j1C1j (q, p) · · ·
∑
j αnj1Cnj (q, p)
)
dqdp
=
∑
j α1j · · ·
∑
j αnj
∫
ΓWρˆ∗(q, p)1C1j (q, p) · · · 1C1n(q, p) dqdp (F.4)
Por el corolario 2.5, sabemos que Wρˆ∗(q, p) es un punto fijo de Pt entonces aplicando el lema
2.3 sobre la integral
∫
ΓWρˆ∗(q, p)1C1j (q, p) · · · 1C1n(q, p)dqdp de (F.4) se tiene∫
ΓWρˆ∗1C1j . . . 1C1n =
∫
ΓWρˆ∗1C1j · · ·
∫
ΓWρˆ∗1Cnj (F.5)
que a su vez implica∑
j α1j · · ·
∑
j αnj
∫
ΓWρˆ∗1C1j · · · 1C1n =
∫
ΓWρˆ∗
∑
j α1j1C1j · · ·
∫
ΓWρˆ∗
∑
j αnj1Cnj
=
∫
ΓWρˆ∗W˜Oˆ1
∫
ΓWρˆ∗W˜Oˆ2 · · ·
∫
ΓWρˆ∗W˜Oˆn = 〈Oˆ1〉ρˆ∗〈Oˆ2〉ρˆ∗ · · · 〈Oˆn〉ρˆ∗ (F.6)
Finalmente, de (F.4) y (F.6) se tiene
〈Oˆ1Oˆ2 · · · Oˆn〉ρˆ∗ = 〈Oˆ1〉ρˆ∗〈Oˆ2〉ρˆ∗ · · · 〈Oˆn〉ρˆ∗ (F.7)
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Ape´ndice G
Demostracio´n del teorema 2.7
(QSDT)
Consideramos que el espacio de fases Γ de Scl es R2(N+1) y que la medida dµ(x) es la cano´ni-
camente dada por dN+1q dN+1p. Para abreviar pondremos simplemente al elemento de volumen
como dqdp. Para poder utilizar el teorema SDT es necesario tener un espacio normalizado, por
lo tanto consideraremos aproximaciones de R2(N+1) de la forma Γη = B(0, η), es decir la bola
de R2(N+1) de radio η > 0 y centro en el origen. Bajo estas condiciones, para todo η > 0 el
sistema dina´mico (Γη, µ,Σ, {Tt}) es normalizado con la norma µ(...)µ(Γη) siendo dµ(x) = dqdp la
medida usual de Lebesgue de R2(N+1).
Sean ρˆ un estado inicial y Oˆ un observable, y llamemos f(q, p) =Wρˆ(q, p), g(q, p) = W˜Oˆ(q, p).
En particular, f(q, p) es una densidad y en virtud de la hipo´tesis de constrictividad del operador
de Frobenius–Perron Pt asociado a Tt podemos aplicar el SDT a f . Ahora bien, multiplicando
a ambos miembros de (2.47) por una funcio´n g(q, p) e integrando sobre Γη nos queda∫
Γη
Pnf(q, p)g(q, p) dqdpµ(Γη) =∑rη
i=1 λα−nη (i)(f)η
∫
Γη
1Ai,η(q, p)g(q, p)
dqdp
µ(Γη)
+
∫
Γη
Qn,ηf(q, p)
dqdp
µ(Γη)
, ∀ η > 0 (G.1)
siendo {A1,η, A2,η, . . . , Arη ,η} una particio´n de Γη. Simplificando el factor 1µ(Γη) de ambos miem-
bros y utilizando el producto escalar 〈φ, ϕ〉η =
∫
Γη
φ(q, p)ϕ(q, p)dqdp podemos reescribir (G.1)
como
〈Pnf, g〉η =
rη∑
i=1
λα−nη (i)(f)η〈1Ai,η , g〉η + 〈Pn−1Qηf, g〉η , ∀ η > 0 (G.2)
siendo Pn−1Qη = Qn,η. Ahora bien, como el operador de Koopman U es el dual del operador de
Frobenius–Perron P se tiene 〈Pnf, g〉η = 〈f, Ung〉η y 〈Pn−1Qηf, g〉η = 〈Qηf, Un−1g〉η. Haciendo
estos reemplazos en (G.2) se obtiene
〈f, Ung〉η =
rη∑
i=1
λα−nη (i)(f)η〈1Ai,η , g〉η + 〈Qηf, Un−1g〉η , ∀ η > 0 (G.3)
Definamos los operadores ρˆi,η y ρ˜0,η tales que 1Ai,η(q, p) =Wρˆi,η(q, p) y Qηf(q, p) =Wρ˜0,η(q, p).
Entonces, usando que Ung = g ◦ Tn = W˜Oˆ(Tn(q, p)) = W˜Oˆ(−n)(q, p) y que Un−1g =
g(Tn−1(q, p)) = W˜Oˆ(−(n−1))(q, p) las cuales son una consecuencia de la proposicio´n 3.6, podemos
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reescribir (G.3) como
〈Wρˆ, W˜Oˆ(−n)〉η =
rη∑
i=1
λα−nη (i)(f)η〈Wρˆi,η , W˜Oˆ〉η + 〈Wρ˜0,η , W˜Oˆ(−(n−1))〉η , ∀ η > 0 (G.4)
Tambie´n podemos definir los operadores Oˆi,η tales que ki,η(q, p) = W˜Oˆi,η(q, p) con lo cual usando
la ec. (2.46) podemos escribir los coeficientes λα−nη (i)(f)η para cada η > 0 como
λα−nη (i)(f)η =
∫
Γη
f(q, p)kα−nη (i)(q, p)dqdp = 〈f, kα−nη (i)〉η = 〈Wρˆ, W˜Oˆα−nη (i),η〉η
= λα−nη (i)(ρˆ)η , ∀ η > 0 (G.5)
Usando (G.5) en (G.4) se tiene
〈Wρˆ, W˜Oˆ(−n)〉η =
rη∑
i=1
λα−nη (i)(ρˆ)η〈Wρˆi,η , W˜Oˆ〉η + 〈Wρ˜0,η , W˜Oˆ(−(n−1))〉η ∀ η > 0 (G.6)
Teniendo en cuenta que l´ımη→∞ Γη = R2(N+1)(en el sentido de conjuntos), en el l´ımite η →∞ es
razonable considerar va´lidas las siguientes convergencias (en la mayor´ıa de ellas por la existencia
de una subsucesio´n convergente en un espacio compacto)
l´ımη→∞ rη = r ∈ N
l´ımη→∞ αη = α ∈ σ(1, 2, . . . , r)
l´ımη→∞〈 , 〉η = 〈 , 〉
l´ımη→∞ ρˆi,η = ρˆi , l´ımη→∞ Oˆi,η = Oˆi ∀i = 1, . . . , r
l´ımη→∞ ρ˜0,η = ρ˜0,η (G.7)
siendo σ(1, 2, . . . , r) las permutaciones de r elementos y 〈φ, ϕ〉 = ∫R2(N+1) φ(q, p)ϕ(q, p)dqdp el
producto escalar entre funciones en R2(N+1). A su vez, (G.7) implica
l´ımη→∞Wρˆi,η(q, p) = l´ımη→∞ 1Ai,η(q, p) = 1Ai(q, p) ∀i = 1, . . . , r
l´ımη→∞Wρ˜0,η(q, p) =Wρ˜0(q, p)
l´ımη→∞ W˜Oˆi,η(q, p) = l´ımη→∞ ki,η(q, p) = ki(q, p) = W˜Oˆi(q, p) ∀i = 1, . . . , r
l´ımη→∞〈Wρˆ, W˜Oˆ
α−nη (i)
,η〉η = 〈Wρˆ, W˜Oˆα−n(i)〉 = λα−n(i)(ρˆ) ∀i = 1, . . . , r (G.8)
Entonces, tomando l´ımη→∞ en (G.6) y usando (G.7), (G.8) obtenemos
〈Wρˆ, W˜Oˆ(−n)〉 =
r∑
i=1
λα−n(i)(ρˆ)〈Wρˆi , W˜Oˆ〉+ 〈Wρ˜0 , W˜Oˆ(−(n−1))〉 (G.9)
Ahora, usando la propiedad de preservacio´n del producto interno de la transformacio´n de Wigner
(1.14) nos queda
〈Oˆ(−n)〉ρˆ =
r∑
i=1
λα−n(i)(ρˆ)〈Oˆ〉ρˆi + 〈Oˆ(−(n− 1))〉ρ˜0 (G.10)
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Finalmente, si recordamos que mantener fijos los estados y evolucionar los observables (picture
de Heisenberg) es lo mismo que evolucionar los estados y mantener fijos los observables (picture
de Schro¨dinger), es decir que 〈Oˆ(−n)〉ρˆ y 〈Oˆ(−(n−1))〉ρ˜0 son iguales respectivamente a 〈Oˆ〉ρˆ(n)
y 〈Oˆ〉ρ˜0(n−1). Luego, la ecuacio´n (G.10) nos queda
〈Oˆ〉ρˆ(n) =
r∑
i=1
λα−n(i)(ρˆ)〈Oˆ〉ρˆi + 〈Oˆ〉ρ˜0(n−1) (G.11)
que es precisamente la descomposicio´n dada por (2.49).
(i) : Veamos primero que ρˆ1, ρˆ2, . . . , ρˆr son estados y luego que son ortogonales. Se tiene
Tr(ρˆi) =
∫
R2(N+1) Wρˆi(q, p)dqdp = l´ımη→∞
∫
Γη
Wρˆi,η(q, p)dqdp
= l´ımη→∞
∫
Γη
1Ai,η(q, p)dqdp = l´ımη→∞
∫
Γη
1
µ(Ai,η)
1Ai,η(q, p)dqdp
= l´ımη→∞ 1µ(Ai,η)
∫
Γη
1Ai,η(q, p)dqdp = l´ımη→∞ 1 = 1 ∀ = 1, . . . , r (G.12)
Utilizando preservacio´n del producto interno (1.14) de la transformada de Wigner se tiene
Tr(ρˆiρˆj) =
∫
R2(N+1) Wρˆi(q, p)W˜ρˆj (q, p)dqdp = l´ımη→∞
∫
Γη
Wρˆi,η(q, p)W˜ρˆj,η(q, p)dqdp =
l´ımη→∞ hN+1
∫
Γη
Wρˆi,η(q, p)Wρˆj,η(q, p)dqdp =
l´ımη→∞ hN+1
∫
Γ 1Ai,η(q, p)1Aj,η(q, p)dqdp = l´ımη→∞ 0 = 0 si i ̸= j (G.13)
en virtud de que las funciones 1Ai,η(q, p), 1Aj,η(q, p) tienen soportes disjuntos si i ̸= j para todo
η > 0. Dado que los A1,η, A2,η, . . . , Ar,η forman una particio´n de Γη para todo η > 0 entonces
la identidad 1Γη(q, p) puede escribirse como
1Γη(q, p) =
rη∑
i=1
1Ai,η(q, p) =
rη∑
i=1
µ(Ai,η)1Ai,η(q, p) , ∀η > 0 (G.14)
Aplicando la inversa de la transformada de Wigner (G.14) y teniendo en cuenta la linealidad
de la misma, para todo η > 0 se obtiene
IˆΓη =
rη∑
i=1
αi,ηρˆi,η con αi,η =
µ(Ai,η)
hN+1
≥ 0 y
rη∑
i=1
αi,η =
rη∑
i=1
µ(Ai,η)
hN+1
=
1
hN+1
(G.15)
siendo W˜IˆΓη
= 1Γη(q, p) la identidad en Γη. En particular, dado que los µ(Ai,η) son nu´meros
acotados, esto es 0 ≤ µ(Ai,η) ≤ 1hN+1 ∀i = 1, . . . , rη, ∀η > 0, entonces podemos tomar una
subsucesio´n convergente µ(Ai,ηik ) tal que l´ımk→∞ µ(Ai,ηik ) = µ(Ai) para todo i = 1, . . . , r.
LLamemos αi =
µ(Ai)
hN+1
. Adema´s, l´ımη→∞ IˆΓη = Iˆ en la norma Hilbert–Schmidt siendo Iˆ el
operador identidad en R2(N+1). Entonces, tomando l´ımη→∞ en (G.15) se tiene
Iˆ = l´ımη→∞ IˆΓη = l´ımη→∞
∑rη
i=1 αi,ηρˆi,η =
∑r
i=1 αiρˆi con αi = l´ımη→∞
µ(Ai,η)
hN+1
≥ 0 y∑r
i=1 αi = l´ımη→∞
∑rη
i=1
µ(Ai,η)
hN+1
= 1
hN+1
(G.16)
(ii) : Aplicando la parte (ii) del SDT se tiene
P1Ai,η = 1Aαη(i) ∀η > 0 (G.17)
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donde αη : {1, . . . , reta} → {1, . . . , rη} es una permutacio´n sin puntos fijos. Por lo tanto el
operador de Frobenius–Perron P permuta las funciones 1Ai,η . Sea Oˆ un observable y sea g(q, p) =
W˜Oˆ(q, p). Entonces a partir de (G.17) tenemos
〈P1Ai,η , g〉η = 〈1Aαη(i) , g〉η = 〈Wρˆαη(i) , W˜Oˆ(q, p)〉η ∀η > 0 (G.18)
Por otra parte,
〈P1Ai,η , g〉η = 〈1Ai,η , Ug〉η = 〈1Ai,η , W˜Oˆ(Tq, Tp)〉η = 〈Wρˆi,η , W˜Uˆ†OˆUˆ 〉η ∀η > 0 (G.19)
Luego, tomando l´ımη→∞ en (G.18),(G.19) y utilizando los l´ımites dados por (G.7),(G.8) se sigue
que 〈Oˆ〉Uˆ†ρˆiUˆ = 〈Oˆ〉ρˆα(i) .
(iii) : Sea Oˆ un observable y sea ε > 0. En particular por la condicio´n (iii) del SDT se sigue
que existe n0 ∈ N tal que si n ≥ n0
‖PnQηf‖ < ε
max{|O(q, p)| : (q, p) ∈ Γη} ∀ η > 0 con O(q, p) = W˜Oˆ(q, p) (G.20)
En particular, como l´ımη→∞ PnQηf = PnQf y
l´ımη→∞max{|O(q, p)| : (q, p) ∈ Γη} = max{|O(q, p)| : (q, p) ∈ R2(N+1)} = ‖O‖∞, de (G.20) se
obtiene
‖PnQf‖‖O‖∞ = l´ım
η→∞ ‖P
nQηf‖ (max{|O(q, p)| : (q, p) ∈ Γη}) ≤ ε (G.21)
Adema´s, dado que Qηf =Wρ˜0,η se tiene
〈PnQηf,O〉η = 〈Qηf, UnO〉η = 〈Wρ˜0,η , W˜Oˆ(Tnq, Tnp)〉η∀ η > 0 (G.22)
Tomando l´ımη→∞ en (G.22) y usando (G.7),(G.8) nos queda
〈PnQf,O〉 = 〈Wρ˜0,η , W˜Oˆ(Tnq, Tnp)〉 (G.23)
que a su vez implica, en virtud de la transformada de Wigner (1.14)
〈PnQf,O〉 = 〈Wρ˜0,η , W˜Oˆ(Tnq, Tnp)〉 = 〈Wρ˜0 , W˜Uˆ(n)†OˆUˆ(n)〉 =
Tr(ρ˜0Uˆ(n)
†OˆUˆ(n)) = Tr(Uˆ(n)ρ˜0Uˆ(n)†Oˆ) = 〈Oˆ〉ρ˜0(n) (G.24)
Luego, de (G.21) y (G.24) se tiene
〈Oˆ〉ρ˜0(n) = 〈PnQf,O〉 ≤ ‖PnQf‖‖O‖∞ ≤ ε (G.25)
Es decir que 〈Oˆ〉ρ˜0(n) tiende a cero cuando n→∞ y por lo tanto 〈Oˆ〉ρ˜0(n−1) → 0 cuando n→∞.
Ape´ndice H
Demostracio´n de la proposicio´n 3.6
Por definicio´n tenemos
W˜Aˆ(q, p) =
∫
RN+1
〈q +∆|Aˆ|q −∆〉e2i p∆~ d∆ (H.1)
de donde se sigue
W˜Aˆ(Ttq, Ttp) =
∫
RN+1
〈Ttq +∆|Aˆ|Ttq −∆〉e2i
Ttp∆
~ d∆ (H.2)
Ahora hagamos el siguiente cambio de variables
∆ −→ ∆˜ = T−t∆ , ∆ = Tt∆˜
d∆ = |Tt|d∆˜ (H.3)
siendo |Tt| el determinante Jacobiano de Tt restringido a las coordenadas q, y donde estamos
utilizando la misma notacio´n Tt para la evolucio´n de las coordenadas q y sus impulsos p. Podemos
suponer que |Tt| = 1 ya que la evolucio´n cla´sica de Liouville conserva el volumen en el espacio
de fases. Entonces, usando (H.3) y que |Tt| = 1, podemos reescribir (H.2) como
W˜Aˆ(Ttq, Ttp) =
∫
RN+1
〈Ttq + Tt∆˜|Aˆ|Ttq − Tt∆˜〉e2i
TtpTt∆˜
~ d∆˜ (H.4)
Ahora bien, es claro que
〈Ttq + Tt∆˜| = 〈Tt(q + ∆˜)| = 〈q + ∆˜|Uˆ(t)†
|Ttq − Tt∆˜〉 = |Tt(q − ∆˜)〉 = Uˆ(t)|q − ∆˜〉 (H.5)
y adema´s
e2i
TtpTt∆˜
~ = e2i
p∆˜
~ ⇐⇒ TtpTt∆˜~ − p∆˜~ = mpi con m ∈ Z
⇐⇒ p(t)∆˜(t)− p∆˜ = mh/2 (H.6)
Si consideramos que nuestro espacio de fases es cua´ntico, entonces debido al principio de incer-
tidumbre podemos suponer que esta´ grillado por celdas de taman˜o mı´nimo h/2 y con h pequen˜o
(esto u´ltimo para que las integrales de (H.1), (H.2) y (H.4) tengan sentido), en cuyo caso se
cumplira´ la condicio´n (H.6). Luego, reemplazando (H.5) y (H.6) en (H.4) obtenemos el resultado
que quer´ıamos demostrar, es decir la ecuacio´n (3.35).
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Ape´ndice I
Demostracio´n del lema 3.9
De acuerdo a (3.37) se tiene
µ(B(Ak0 , Ak1 , . . . , Akn)) = µ(Ak0 ∩ T−1Ak1 ∩ . . . ∩ T−nAkn) =∫
RN+1 IAk0∩T−1Ak1∩...∩T−nAkndqdp =
∫
RN+1 IAk0 (q, p)IT−1Ak1
(q, p) · · · IT−nAkn (q, p)dqdp
= hN+1
∫
RN+1 WIˆ(q, p)W˜IˆAk0 (0)
(q, p)W˜IˆAk1 (−1)
(q, p) · · · W˜IˆAkn (−n)(q, p)dqdp (I.1)
habiendo usado el corolario 3.7 y que hN+1WIˆ(q, p) = W˜Iˆ(q, p) es la funcio´n identidad I(q, p) en
el espacio de fases. Ahora bien, aplicando la propiedad del producto estrella (1.13) al producto
W˜IˆAk0 (0)
(q, p)W˜IˆAk1 (−1)
(q, p) · · · W˜IˆAkn (−n)(q, p) resulta
W˜IˆAk0 (0)IˆAk1 (−1)...IˆAkn (−n)
= W˜IˆAk0 (0)
(q, p)W˜IˆAk1 (−1)
(q, p) · · · W˜IˆAkn (−n)(q, p) +O(~) (I.2)
Luego, despreciando te´rminos de orden O(~) y reemplazando (I.2) en (I.1) se obtiene
µ(B(Ak0 , Ak1 , . . . , Akn)) = h
N+1
∫
RN+1
WIˆ(q, p)W˜IˆAk0 (0)IˆAk1 (−1)...IˆAkn (−n)
dqdp (I.3)
Aplicando la propiedad de la transformacio´n de Wigner dada por (1.14) en (I.3) se tiene
µ(B(Ak0 , Ak1 , . . . , Akn)) = h
N+1Tr(IˆAk0 (0)IˆAk1 (−1) . . . IˆAkn (−n)) =
hN+1Tr(
∏n
j=0 IˆAkj (−j)) (I.4)
Finalmente, para terminar la demostracio´n se aplica el lema 3.8 a (I.4).
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