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Abstract
Grid computing has made it possible for users to perform
computationally expensive applications on dynamically ac-
quired distributed resources. Users can combine data and
analysis components distributed over the globe to build new,
complex applications. Distributed query processing is now
an established way of structuring computation and analysis
over structured data, and well-used Grid tools like OGSA-
DAI and OGSA-DQP provide respectively a common inter-
face to heterogeneous databases and a way of exploiting
distributed resources. Unfortunately, the potential benefits
are often undermined when databases and computational
services are distributed over a wide area resulting in sig-
nificant computation and communication costs. This paper
describes a system that addresses this by allowing key com-
ponents including query operators, computational services
and databases to be dynamically deployed in virtual ma-
chines over a Grid. Databases are replicated within virtual
machines which are automatically deployed by the system
which monitors the performance over a set of queries us-
ing a feedback mechanism. Results of internet-scale exper-
iments are presented to show the performance benefits.
1. Introduction
Virtual organisations built over Grids[14] allow collab-
orative sharing of computational and data resources over
a wide area network. To support this, several tools, such
as Globus[7], Condor[27] and SunGridEngine[6] allow the
construction of distributed applications over grid-based re-
sources. Many grid applications need to collate structured
data from several databases distributed across a wide geo-
graphical area [23, 26]. Distributed query processing tech-
niques offer a convenient way for combining and filtering
data from multiple repositories and applying one or more
analysis operations to the resulting dataset[19].
Achieving good performance for such data-centric ap-
plications offers key challenges, especially within the Grid
setting. In the case of widely distributed data sources, a
high data transmission cost between the data source and
analysis resources affects the performance for long-running
computations retrieving large amounts of data. Within
a service-oriented setting, the communication takes place
through the exchange of SOAP messages and the over-
head increases for larger amounts of data resulting in
larger service invocation cost[15][12]. Serialisation of data
leads to an expansion of about 10 times the size of the
equivalent binary representation[13]. This causes signifi-
cant additional cost for data transmission during distributed
query processing[20]. One approach to avoid this network
overhead is by collocating the analysis services with the
data [29], although a high data transfer cost may still be
incurred in case of experiments returning a large data-set
to the user. For experiments which do not rely on the
most recently updated data, such as analysing data from
bio-informatics databases such as EMBL [2], an alternative
approach is to employ data replication, which requires a
lengthy administrative process. When multiple databases
and analysis services are involved, an automatic way of de-
ploying database snapshots and computational services is
needed; achieving this is the focus of this paper.
The approach described in this paper utilises virtual ma-
chine techniques to allow on demand deployment of compu-
tational services and database snapshots on available com-
putational resources in order to benefit the query processing
activities by extending OGSA-DQP[8] with the dynamic
deployment features supported by DynaSOAr[28]. The re-
sulting DQP framework thus is able to reconfigure itself at
run-time based on the performance of the system by col-
locating several computational entities, deploying multiple
copies of databases and computational services as and when
required. The virtual machine techniques adopted in this ap-
proach also account for specialised services requiring a spe-
cific environment or fine tuning with the hardware, which
are common in many e-Science experiments.
The paper is organised as follows: Section 2 gives a
background of OGSA-DQP and DynaSOAr. The architec-
ture of the extended DQP system with support for dynamic
deployment is outlined in Section 3. In Section 4, several
internet-scale experiments are described and their results
analysed, followed by the related work in Section 5 and con-
clusions in Section 6.
2. Background
OGSA-DQP[8][10], which builds on OGSA-DAI[3], is
a well known service-oriented distributed query process-
ing system for a grid environment. Based on earlier work
on parallel query processing techniques discussed in [25],
OGSA-DQP provides a framework that supports queries
over standardised “Grid Data Service” (GDS) and other
analysis services made available over the grid thereby com-
bining data access with data analysis, and at the same time,
adapts techniques from parallel databases to provide im-
plicit parallelism for complex data-intensive requests.
Two major services, namely the Grid Distributed Query
Service (GDQS or the coordinator) and the Query Evalua-
tion Service (QES or the evaluator), constitute the OGSA-
DQP framework. The coordinator extends OGSA-DAI,
and is deployed as an OGSA-DAI data service exposing a
data service resource[4]. It supports querying over a set
of OGSA-DAI data services, each wrapping a database on
some computational node. During the initialisation phase,
a global schema is constructed over the resources to be in-
tegrated and then queries expressed in SQL may be submit-
ted. The coordinator compiles the query to generate a paral-
lel execution plan in the form of a data flow graph, which is
evaluated in a pipeline fashion with elements deployed on
the distributed resources. A query execution engine com-
prised of a collection of evaluators is created at run-time for
processing each query. Each evaluator is a WS-I compliant
Web Service[9] encapsulating the physical algebra opera-
tors for query processing and is responsible for processing
partitions of a query execution plan by communicating with
other evaluators and third-party web services.
This version of OGSA-DQP is fairly static in the sense
that it utilises the resources that are known during the ini-
tialisation phase and hence, there is no notion of reconfigu-
ration based on the performance of executing queries. Such
configuration increases the probability of higher data access
costs when databases are remote and higher data transmis-
sion costs between widely distributed computational ser-
vices. To overcome these issues by allowing the frame-
work to reconfigure itself when necessary, OGSA-DQP was
extended to incorporate the dynamic deployment features
provided by DynaSOAr[28] which enables dynamic de-
ployment of services and virtual machines containing spe-
cialised services and database snapshots on available com-
putational nodes. It offers a service-only view for dis-
tributed application design, where, when no existing de-
ployments of the required service can meet the computa-
tional requirements, a copy, if available, is deployed dy-
namically on a suitable host in order to exploit the compu-
tational resources exposed by it. Dynamic deployment can
be exploited within DQP in a variety of scenarios, such as
collocation of key components to minimise the cost of data
transport, induced parallelism during the analysis, availabil-
ity etc. In this paper, we discuss two scenarios where virtu-
alization techniques have been successfully used.
Data Caching - Many e-Science experiments such as
analysing the data from bio-informatics databases such as
EMBL [2] are not particularly reliant on the most up-to-date
data. Virtual machine techniques supported by DynaSOAr
can be exploited in such scenarios by deploying a virtual
machine with a snapshot of the database as an OGSA-DAI
service closer to the computational entities. Contrary to
the concept of moving the computation closer to the data,
this resembles data replication, with the exception that un-
like conventional data replication techniques, the require-
ment of a database management system on the target host
and the intervention of a database administrator are not re-
quired. Based on the current performance collected using
a feedback methodology, the framework reconfigures itself
by deploying one or more database snapshots within the
local network. A separate background process however is
required to periodically synchronise the snapshot with the
actual data set that was important for the application.
Services with special requirements - Scientific work-
flows often involve specialised services such as Blast[1],
which requires a special environment combining a set of
libraries and a database, all of which together can be encap-
sulated within a virtual machine, and deployed as and when
required. Further, scientific applications are often tuned
with the host for optimal performance depending on the pro-
cessor architecture, available memory, disk space etc. The
tuning process is manual, time-consuming and is impossi-
ble to automate. A flexible alternative approach may be to
package the application or service in a virtual machine, tune
it and store in a repository for on-demand deployment on
available resources which match the requirements.
3. Towards a Dynamic Distributed Query Pro-
cessor
Demand driven deployment of services and databases
within OGSA-DQP is achieved by extending the framework
to incorporate some DynaSOAr components such as the
Host Provider, Software Repository and Service Registry,
with the decision-making process for dynamic deployment
embedded within the coordinator. Loose coupling with the
DQP framework allow these new services to be shared with
other services or frameworks requiring a software reposi-
tory or a UDDI registry. Fig. 1 shows an overview of the ex-
tended OGSA-DQP architecture. To allow dynamic deploy-
ment of services, the computational entities are exposed as
HostProviders which make themselves known to the reg-
istry. This makes the query evaluation and analysis services
optional on the computational nodes as the HostProvider
is capable of deploying the necessary services at the run
time. The deployable services are uploaded to the Software
Repository and registered at the registry with a reference to
the location of the repository as part of the registry entry.
Figure 1. Basic DQP Architecture
The DQP system is initialised with a configuration doc-
ument specifying the supported data and analysis resources
based on which the schema and metadata are imported from
the data/analysis services. Additionally, an estimate of the
network latency time between the available resources and
the actual data sources is computed by sending and re-
ceiving a pre-calculated packet, which is later used during
the query optimisation phase to schedule scan and opera-
tion call operators to specific hosts based on connectivity.
Further, during this phase, the coordinator takes a proac-
tive decision to deploy any analysis service specified in the
configuration document if it is available in the repository.
This ensures that the optimiser is able to consider multiple
instances of the analysis service thereby parallelising the
operation call operator with a view to maximise the perfor-
mance.
During the query compilation/optimisation phase, the
coordinator takes further decisions regarding prospective
deployment of the evaluation services on available nodes
with a view to collocate various entities. A scheduler re-
sponsible for parallelising the physical plan into several
partitions and assigning operators to the available compu-
tational resources first introduces intra-operator parallelism
to some physical operators such as join and operation call
by introducing exchange operators. It then assigns opera-
tors to specific computational resources by considering the
computational metadata that describes the characteristics of
each node, and the most recent network latency information
for each available node. It uses certain heuristics during this
allocation phase which ensures that the partitions with data
accessing operators are assigned to evaluators on the same
node as the data, or a node closest to it, resulting in a col-
location of the data and the evaluation engine. A similar
approach is taken for the operation call operator which en-
capsulates the invocation to the analysis service resulting in
further collocation of entities. As all available resources are
considered in this phase, a requirement may arise for the
dynamic deployment of services on some nodes. The dy-
namic deployment framework sends a deployment request
to the corresponding nodes, which download and deploy the
required services, and update the registry about the new de-
ployments, so that these instances can be considered for
subsequent queries without any further need for dynamic
deployment.
Thus, unlike the original OGSA-DQP where a tightly
coupled set of resources are used with the data access, eval-
uation and analysis services pre-deployed on them, the ex-
tended version tries to exploit the dynamic deployment fea-
tures by using only a collection of data hosts, and com-
putational resources allowing dynamic service deployment.
Each node is effectively “created” by combining a number
of components as and when required. The DQP system,
in this case, has the option of choosing the services to de-
ploy, either based on the user preferences, or the quality of
service parameters, or even predefined service level agree-
ments. The dynamic version of DQP thus incorporates a
flexibility to the framework which was absent in the earlier
versions.
3.1. Using Virtualization
Virtualization is used here as an alternative to data repli-
cation in scenarios where frequent queries are submitted
against the same dataset and some analysis is performed
on the result, a common case in many scientific domains
where the most updated data is not a mandatory require-
ment. In this extended version of DQP, a snapshot of the
corresponding dataset is deployed in a virtual machine(VM)
and stored as any other deployable service in the reposi-
tory, so that it can be deployed on demand on hosts with
a suitable environment for hosting the VMs. All the dy-
namic deployment options, such as collocation and proac-
tive service deployment for parallelism are exploited during
the query compilation/optimization phase, but for caching
the data or deploying the data closer to the computation, a
different methodology of feedback is used. Several perfor-
mance measurements, such as number of tuples transferred,
total cost of transferring the data, the total cost of the actual
evaluation process etc. are collected from each of the par-
ticipating evaluation services after the completion of each
query evaluation process and are analysed by a background
process inside the coordinator. It correlates the total exe-
cution cost for the query with the cost of transporting the
data from remote nodes and calculates the trend incorporat-
ing all the previous data received. Based on this analysis, if
it is found that the data transmission cost is the major con-
tributor to the total query execution cost and is following
an increasing trend, and is more than the cost of deploying
the database locally, the process of reconfiguring the DQP
system by deploying the VM on a local node is initiated if
a snapshot of the database is available. It is also possible to
configure the process in such a way that the consumer speci-
fies the maximum cost (in terms of the maximum amount of
time required to invoke a service, or the maximum amount
of time required to transfer partial results from the evalua-
tors) that is acceptable during the evaluation of a query. In
a scenario where a remote provider charges the consumer
based on the amount of data being transmitted, the recon-
figuration may be triggered when this cost at the provider
site surpasses the maximum allowable cost specified by the
consumer. Fig. 2 outlines the process of collecting perfor-
mance feedback and reconfiguring the corresponding data
resource.
In Fig. 2(a), the coordinator after receiving the
query from the client (in step 1) performs the compila-
tion/optimisation of the query and dynamically deploys nec-
essary services on participating nodes (step 2). The query
execution process follows a sequence of sending the query
partitions to respective evaluation services (step 3), evaluat-
ing each partition by communicating with other evaluation
and analysis services (step 4, 5, 6 and 7) and finally sending
the complete result to the coordinator and hence the client
(step 8). Once the query execution is complete, the coor-
dinator sends a request to all participating nodes requesting
for the performance data (step 9). The feedback from all the
nodes are analysed, and based on the analysis, if the criteria
for deployment is satisfied, a virtual machine which encap-
sulates the data source, data access and analysis services,
is deployed within the local network (Fig. 2(b)) which cre-
ates a new configuration for the DQP data resource. Dur-
ing the reconfiguration phase, the existing resource which
was processing the earlier queries remains alive, and a new
data resource is created, which after the configuration is
completed, replaces the former. Once the VM is instan-
tiated properly, the schema from the newly deployed data
resource and other services must be imported by the DQP
data resource. The endpoint of the data service which was
pointing to the actual remote database is overwritten with
the endpoint of the new data service on the VM. Any in-
stance of the evaluation service or the HostProvider service
on that remote node are excluded as well, as all these ser-
vices are locally available after the VM initialisation. Once
this is done successfully, the former DQP data resource is
replaced with the new one, and all further queries submitted
to this particular instance or session of DQP are processed
within this new DQP data resource. A new consumer can
however initiate a new DQP session, with the same config-
uration as the original, in which case the original resources
will be used, unless a reconfiguration is called for. The cost
of the second reconfiguration may be minimal as it may be
possible to reuse the previous deployment of the virtual ma-
chine.
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(a) Query evaluation and feedback collection
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(b) Reconfiguring the data resource by deployment of a VM
Figure 2. Reconfiguration in dynamic OGSA-
DQP
4. Experiment
A extensive experimental setup for evaluating the dy-
namic DQP framework consisting of five test data resources
and the HostProvider service was created on a set of Linux
machines within the Newcastle University GIGA cluster -
each of them being a four-processor Intelr XeonTM CPU
2.80GHz system, with 2GB memory. The GDQS was de-
ployed on a desktop running on Windows XP (Service Pack
2) machine - a four-processor Intelr Pentium(R)TM CPU
3.0GHz with 2GB memory. The same machine which
hosted the GDQS also hosted the Software Repository and
the Service Registry. A copy of the analysis service was
deployed on a Linux (one-processor Intelr XeonTM CPU
2.40GHz system with 1GB memory) system at the Edin-
burgh Parallel Computing Centre (EPCC). To compare the
results with a real-world situation, an exactly similar DQP
framework with databases, data access, and HostProvider
services was set up on a set of Planetlab[5] nodes, with
compute resources located at geographically remote loca-
tions, such as in Toronto, Tokyo, Berkeley, and several Eu-
ropean cities. Each database was replicated on five nodes
to avoid experimental problems due to node failures. The
local network was a high speed 100Mbps ethernet, and the
connection with the PlanetLab network being through the
JANET [24], a high speed gigabit ethernet between the
universities in the UK and GREN [11], the Global Re-
search and Educational Network. Experiments were de-
signed to fetch data out of each table with varying cardi-
nalities, optionally perform a join with data from another
remote database and perform the analysis on each tuple us-
ing the analysis service. Results were collected in order to
compare the performance of the various setups with static
and dynamic configurations on local and remote PlanetLab
nodes. Two virtual machines were used to investigate the
deployment of a database snapshot containing a copy of
the ProteinSequence and ProteinProperty databases respec-
tively with the necessary OGSA-DAI services. The evalua-
tion and analysis services were also pre-deployed to com-
plete the virtual machine packaging. The registration of
these virtual machines with the registry resulted in the an-
nouncement of the availability of all the packaged services
and the data resources, allowing a consumer to discover
them.
4.1. Comparing a Virtual Machine Perfor-
mance
To compare the performance of virtual machines with re-
spect to physical resources, a set of experiments involving
the same distributed query retrieving data of different cardi-
nalities from the database and invoking an analysis service
on each tuple before returning the result to the consumer
were performed on various setups. The results of these ex-
periments are compared in the graphs Fig 3. It can be seen
from the results that the performance of the query when ex-
ecuted within a virtual machine is comparable to the perfor-
mance of the same query when executed on nodes within
the local network. The cost of invoking the analysis service,
even when the service was hosted at EPCC, Edinburgh, was
extremely high compared to the cost when the service was
local (either on a VM or a real host). The costs were even
higher when the participating nodes were remote, such as in
the case of the PlanetLab nodes.
Figure 3. Execution comparison on EPCC, lo-
cal and VM nodes
4.2. Deploying a Database Snapshot Locally
To investigate the possibility of using virtual machines
for deploying database snapshots, a set of queries each ac-
cessing large amounts of data with varying cardinalities
from the databases were used repeatedly, so that each query
retrieved larger and larger amounts of data and transmitted
them over the network to other services involved in the pro-
cessing. Each experiment was performed with the following
configurations:
1. a setup where the databases were hosted on PlanetLab
nodes and the local giga cluster nodes were used as
available computational resources supporting dynamic
deployment, resulting in remote data access.
2. a setup where the databases, data services and the dy-
namic deployment framework were all deployed on
PlanetLab nodes, resulting in local data access, but
larger cost of transporting the data.
3. a setup where the databases, data services and the dy-
namic deployment framework were all deployed on the
local giga cluster nodes, resulting in an entirely local
query execution setup.
4. a setup where the performance feedback model was
enabled and the DQP system was allowed to deploy
a database snapshot by deploying the corresponding
virtual machine within the local network.
Performance data were collected using the feedback
model at the end of each query by the coordinator entity.
In the setup where reconfiguration was enabled, the perfor-
mance results were analysed based which, the reconfigura-
tion process was triggered if required, which led to a local
deployment of the database snapshot. Further queries were
directed to the newly configured DQP data resource which
utilised the new configuration in order to benefit from the
ad-hoc virtual organisation created by the new resource de-
ployment.
It can be seen in the graphs in Fig. 4(a) that the cost of
transporting the data was considerably lower after a recon-
figuration was completed by the coordinator. During the
query processing, once the increasing trend in the cost of
data transport was detected for both nodes hosting the Pro-
teinSequence and ProteinProperty databases respectively,
the coordinator deployed a snapshot for both of them on
the local network. After the reconfiguration, the transport
cost for both nodes reduced dramatically, as a result of
which the overall execution cost was also reduced (shown
in Fig. 4(b)).
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Figure 4. Comparing query performance in
remote and switching setup
An interesting observation was made in another set of ex-
periments (Fig. 5) with a select-project-join-operation call
query where an analysis service was invoked on each re-
trieved tuple after performing a join. The ProteinProp-
erty database was deployed locally first as the coordina-
tor detected an increasing trend in the transport cost from
this resource. This resulted in a momentary higher cost
of data transport for the node hosting the ProteinSequence
database. The reason behind this can be explained by con-
sidering the location of the participating nodes and the eval-
uation process in DQP. All the participating nodes in DQP
exchange data between themselves during evaluation. The
join operation in this query was parallelised on two nodes
hosting the two relevant databases. Initially, both nodes
were from the PlanetLab domain and located in the USA,
which meant that they were closer in terms of network la-
tency than when the ProteinProperty database was deployed
locally at Newcastle. When the first reconfiguration took
place, the network latency between the new node on the
local network and the PlanetLab node hosting the Protein-
Sequence database increased as they became farther apart in
terms of network connectivity resulting in an increased data
transmission cost between them thereby affecting the over-
all query execution cost(Figure 5(b)). The DQP coordinator
subsequently reconfigured the ProteinSequence database by
deploying the snapshot on a local node, and the transport
cost as well as the overall query execution cost reduced to
what is normally observed within the local network.
5. Related Work
Virtualization technologies are now being used in a
wider scale within the context of Grid computing. Several
contemporary work point to the useability of these tech-
niques to provide support for ad-hoc virtual organisational
models, adaptive models to handle resource volatility etc.
In [17] the authors speak about creating Virtual Workspace
over a cluster of virtual machines for individual consumers.
In Virtuoso[18] and Violin[16], work has been done with
regards to internetworking issues arising from a VM set-
ting. In [22], the authors have been able to move a running
VM from one host to another without interrupting the pro-
cessing. All of these are relevant to the concept of using
virtualization techniques within the Grid context. Our work
differ from them in the sense that we propose an approach
of creating a uniform service-oriented layer which abstracts
the underlying resources and allows the creation of an on-
demand ad-hoc virtual grid, transparent to the consumer by
enabling on-demand deployment of different types of com-
ponents such as web services, virtual machines, stored pro-
cedures, .NET services together in one framework. Further,
the use of virtual machines within DynaSOAr and DQP pro-
vide an alternative view of collocating data and computation
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Figure 5. Performance of a select-project-join-
operation call query
by deploying database snapshots when the system automat-
ically predicts this will be of benefit.
Dynamic deployment of services raises issues such as
deciding on whether to deploy a service or a virtual ma-
chine on a new node or to use an existing, but possibly
overloaded, deployment. The GridSHED[21] project for
job scheduling has been investigating this area, and the re-
sults are being utilised to design a better scheduling model
for DynaSOAr. The logical separation of Service Provision-
ing and Resource Provisioning in DynaSOAr opens up the
possibility of using the Software Marketplace as introduced
in [28], where, based on the preferences such as preference
to a particular provider or quality of service specifications
(such as cost, throughput, reliability etc) from the consumer,
the DQP system may be able to select a certain version of
the analysis or evaluation service from a list of all the avail-
able services.
In summary, this paper is the first to show how dy-
namic deployment in general, and virtualization techniques
in particular can be used within a distributed query process-
ing framework to provide improvement in query processing
performance by introducing a variant of data caching and
deploying services requiring special environments locally
to avoid increasing cost of data transport.
6. Conclusion
This paper presents an overview of the work done in or-
der to exploit the possibilities of dynamic service deploy-
ment and the use of virtualization techniques within the
context of distributed query processing on the Grid. It can
be seen from the experimental results that distributed query
processing can significantly benefit from the dynamic de-
ployment and virtualization mechanisms of DynaSOAr by
considering several scenarios, such as deploying database
snapshots and services requiring special environments lo-
cally. The approach is extensible and includes scope of cre-
ating software market places by choosing the computational
resources from a pool based on the cost and (or) the quality
of service provided by the host. The work on DynaSOAr
is continuing to investigate different aspects of the system,
such as resource allocation, load balancing, efficient and ro-
bust deployment of virtual machines, and future work in-
volves looking into the utility of the framework for adap-
tive and fault-tolerant distributed query processing systems
and evaluating various transport technologies for transfer-
ring the service code.
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