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CHAPTER 1. GENERAL INTRODUCTION 
1. bitroduction 
Since their introduction in the 1930's, variance components models have been 
extensively used to model experiments in various fields ranging from animal 
breeding, agricultural and biological sciences to engineering and industrial 
manufacturing. The primary methods of inference in these models are point 
estimation and interval estimation of the variance components as well as functions of 
these. 
The focus of this dissertation is on confidence intervals for functions of 
variance components in balanced data normal theory random effects models. 
Specifically, a new, simple and general method of constructing confidence intervals is 
proposed, which can be used to estimate arbitrary functions of variance components 
in balanced data normal theory random effects models. 
2. Dissertation Organization 
This dissertation is organized using the "alternative format" of compiling 
together several manuscripts prepared for submission to journals. 
The proposed method of constructing confidence intervals can be applied to 
an extremely wide range of parametric functions in random effects models. This 
dissertation takes a systematic approach to evaluating the effectiveness of the 
proposed method by organizing our discussion according to various standard models. 
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For each model, we consider a niunber of commonly studied functions of variance 
components for that model. 
Chapter 2 introduces the proposed method in general terms. It also considers 
the two-way random effects model without interaction. The two-way random effects 
model with interaction, two-fold nested random effects and three-way crossed-
classification random effects model are considered in Chapters 3, 4 and 5 
respectively. Chapter 6 compares the proposed method with that of a Bayesian 
posterior analysis (assvuning independent Jeffireys priors on the expected mean 
squares) in the context of a one-fold nested random effects model. Not related to the 
discussion of the proposed method. Chapter 7 describes a problem with two existing 
methods for estimating a particular ratio of variance components in the two-way 
model. The same ratio is discussed in Chapter 3 where it is shown that the proposed 
method is effective for estimating it. Chapter 8 contains a general conclusion for the 
dissertation and some remarks about possible future research. 
3. Litraature Review 
Over the years, various authors have written reviews on the development of 
estimation methods for variance components models, notably, Crump (1951), Sahai 
(1979), Sahai, Khuri, and Kapadia (1985), Khuri and Sahai (1985), Burdick and 
Graybill (1988), and Burdick Guid Graybill (1992, Chapters 2 wd 3). 
Depending on the particular function and model of interest, various methods 
of constructing approximate confidence intervals have been proposed. Two of the 
3 
earliest and most popular general methods for estimating linear combinations of 
variance components are those proposed by Satterthwaite (1946) and Welch (1956). 
However, these should only be used for estimating nonnegative linear combinations 
of expected mean squares when the dataset is relative large. 
Perhaps, the most successful and systematic development of approximate 
interval estimators for functions of variance components can be found in the works 
of Burdick, Graybill and associates. These can be generally described as modified 
large-sample (MLS) methods, and they form a large collection of formulas and 
procedures for estimating various functions in different models. 
One of the earliest MLS pajjers is that of Graybill and Wang (1980) whose 
method can be used for nonnegative linear combinations of varieince components. 
Various MLS methods have been developed for estimating particular types of 
parametric functions in selected random effects models. Some of these are in Graybill 
and Wang (1979), Wang and Graybill (1981), Arteaga and Graybill (1982), Leiva 
and Graybill (1986), Lu, Graybill and Burdick (1987,1988,1989). One of the two 
most important breakthroughs in the MLS approach in the ten years since its 
inception was the introduction of the MLS method of Ting, Burdick, Graybill, 
Jeyaratnam and Lu (1990) for constructing confidence intervals for linear 
combinations of variance components that are unrestricted in sign. The other is the 
method of Ting, Burdick suid Graybill (1991) for estimating ratios of sums of 
variance components with numerator and denominator that are nonnegative linear 
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combinations of disjoint subsets of expected mean squares (EMSs). Using the result 
of Ting et al. (1990), Gui, Graybill, Burdick and Ting (1995) develop a MLS method 
that can be applied for estimating ratios of linear combinations of variance 
components having an unrestricted linear combination of EMSs in the numerator 
and a nonnegative linear combination of EMSs in the denominator. This is the latest 
MLS method to be introduced. 
When the MLS methods have explicit confidence interval formulas, the 
formulas are usually rather complicated. The latest MLS method of Gui et al. (1995) 
is a multi-step procedure, rather than a collection of formula templates (such as the 
Ting et al. (1991) method). Except in simple cases, the multiple steps needed in the 
Gui et al. method may be too complicated for practical application. Moreover, the 
method can perform poorly for estimating a particular ratio of variance components 
in the two-way model. This is discussed in detail in Chapter 7. 
Burdick and Graybill (1992) provide a systematic discussion and 
recommendation of the best MLS methods (developed prior to 1992) for use in 
various "standard" random effects models such as the two-way, two-fold nested and 
three-factor cross-classification random effects models. 
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CHAPTER 2. A SIMPLE GENERAL METHOD FOR CONSTRUCTING 
CONFIDENCE INTERVALS FOR FUNCTIONS OF VARIANCE 
COMPONENTS 
A paper submitted to Technometrics 
Kok-Leong Chiang 
Abstract 
A simple general method is proposed for constructing confidence intervals for 
arbitrary functions of variance components in balanced normal theory models. The 
method produces the commonly known exact (X and F distribution based) 
confidence intervals for expected mean squares and ratios of them. The concept of 
"surrogate variables" is introduced as part of the description of the method. '^Equal-
tail" and "shortest-length" confidence intervals from this method can be easily 
computed using Monte Carlo simulations. The two-way random effects model 
without interaction is considered. It is shown that the proposed method produces 
intervals that are comparable in confidence coefficient and average length to those 
produced by the best existing methods. 
1. Introduction 
The topic of constructing approximate confidence intervals for variance 
component functions has been the subject of discussion by various authors. Each 
article resulted in what we will call a specialized method that is only useful for 
8 
estimating the particular variance component function in the model considered by 
the author(s) or a general method that can be used to estimate variance component 
functions of the particular functional form considered. The best existing intervals, 
namely, those based on the modified large-sample (MLS) methods recommended by 
Burdick and Graybill (1992), have been developed separately, a case at a time, 
across the last twenty years by different authors. Generally, these MLS intervals 
have complicated formulas and require computer programs for efficient calculation. 
To our knowledge, virtually all variance component functions discussed in the 
literature are either linear combinations or ratios of linear combinations of expected 
mean squ£ires. Burdick and Graybill (1992) define 
"a "good" confidence interval to be one that has a confidence 
coefficient equal or close to a specified value and thus provides useful 
information about the parameter of interest." 
The primary purpose of this article is to introduce a single general method that is 
simple and capable of producing good confidence intervals for all variance component 
functions in balanced data normal theory random effects models. And for functions 
known to have exact (X £ind F distribution based) confidence intervals, the 
proposed method produces these exact intervals. 
This article is organized as follows. In Section 2, we introduce the general 
normal theory random effects model and give an overview of variance component 
functions that are commonly considered in the literature and the existing methods of 
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constructing approximate confidence intervals for them. In Section 3, we introduce 
and motivate the concept of surrogate variables for the expected mean squares 
(EMSs). Some important properties of the surrogate variables are discussed. In 
Section 4, the proposed method of constructing confidence intervals for variance 
component functions is introduced in general terms. In Sections 5 and 6, we discuss 
two approaches to computing the proposed intervals. Section 5 covers what we will 
call the "CDF-equation approach" with special attention given to the estimation of 
variance component functions that are nonnegative linear combinations of EMSs. In 
Section 6, we suggest an alternative Monte Carlo simulation approach to calculate 
the confidence intervals. In Section 7, we consider the two-way random effects model 
without interaction. We present computer simulation results showing that the 
proposed method is capable of producing good confidence intervals that are 
comparable to those recommended by Burdick and Graybill (1992). In Section 8, a 
summary and a few closing remarks are given. 
2. General Normal Theory Random Effects Model 
Consider the general normal theory random effects model for the response 
variable, y, 
y.. — /i "f" A. "H B• "t" E.. 
for i = 1,•••,/; j = I,-", J; •••;«; = where /x is a fixed iwknown constant, and 
the Q random effects B.,  •••, are jointly independent normal random 
variables with zero means and variances •••, and respectively. The 
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variances •••, and commonly referred to as variance components, will be 
treated as fixed miknown nonnegative constants in all our discussions. We shall only 
consider balanced designs, that is, designs where the number of levels of each factor 
does not depend on the levels of other factors. 
The ANOVA table for the general beilanced model is shown in Table 1. We 
shall use the notation SS = {SS^,SS^,-",SS^) for sums of squares, 9 = 
for expected mean squares and lowercase ss = (ss^,ss2,--- ,ss^)  for observed sums of 
squares. 
In balanced designs, the sums of squares are independently distributed as 
multiples of random variables, SSJ9^~j^ for i = 1,---,Q. In addition, the 
variance components can be expressed as linear combinations of expected mean 
squares. Commonly studied functions of variance components such as siuns and 
ratios can be expressed respectively as linear combinations and ratios of linear 
combinations of EMSs. It is useful to categorize these functions into the following 
classes. 
Table 1. ANOVA Table for the General Balanced Model 
Source of Degrees of Mean Expected Mean 
Siun of Squares 
Variation Freedom Square Square 
1 t/j 55i M5i 9^ 
2 z/j SS2 MS2 9i 
» 
* • • • • 
• • • • • 
• » • • 
Q SSq MSq Bq 
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1. Nonnegative linear combinations of EMSs, 
LCl = g{6): g{9) =  ^  cd. where all c. > 0 
i=l 
2. Linear combinations of EMSs 
LC2= g{9): g{9) = ^ cd.  where all c. € (—oo, oo) 
1=1 
3. Ratios of nonnegative linetir combinations of disjoint subsets of EMSs, 
R1 = g{9): g{9) = / Yjall c.,> 0, 
lEA k€B 
An B = 0,AU B = 
4. Ratios of a linear combination over a nonnegative linear combination of EMSs, 
Clearly, LCl C LC2 and R1C R2 but identifying the subclasses is useful 
because their labeling identifies the chronological order in which existing estimation 
methods were developed. 
Except for selected LCl and R1 functions, no useful exact confidence intervab 
have been proposed. The only R1 functions for which exact confidence intervals are 
available are those of the form 9^/9.. An exact (1 — 2a)100% confidence interval for 
where all c. € (—oo, oo) ajid ® 
9J9. is 
(1) 
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where is the upper a point for the Snedecor F distribution with 
degrees of freedom. An exact (X based) (1 — 2q:)100% confidence interval for is 
(SS./X?..®,/<.-.) (2) 
where ^ denotes the upper a point of the X distribution with i/. degrees of 
freedom. Burdick and Sielken (1978) derived exact confidence intervals for LCI 
functions with Q = 2. However, such intervals are generally too wide to be useful 
(when compared to approximate intervals) and are therefore not recommended for 
application. Currently, we do not know of usefiil exact confidence intervals for any 
LCI or LC2 function with two or more nonzero coefficients. 
A number of MLS general methods have been developed and demonstrated to 
have adequate coverage probability in a variety of models for constructing 
approximate confidence intervals for LCI, LC2, R1 and R2 functions. Burdick and 
Graybill (1992) recommend that the Graybill and Wang (1980) method be used for 
estimating LCI functions, that the Ting, Biurdick, Graybill, Jeyaratnam, and Lu 
(1990) method be used for estimating LC2 functions, and that the Ting, Burdick, 
and Graybill (1991) method be used for estimating R1 functions. Gui, Graybill, 
Burdick, and Ting (1995) propose a MLS general method for estimating R2 
functions. 
13 
3. Surrogate Variables 
The interval (2) is obtained from "inverting" the following probability 
statement, 
< SSJ», < = 1 - 2a 
=> Prob(SS. / )d.^<e,<SSJ4^J = l-2a 
Since 0^ is a fixed unknown parameter, the interval (2) has an appropriate "long 
run" frequency interpretation but not a probability interpretation regarding 9.. 
With observed sums of squares, SS = ss,  the exact (1 — 2a)100% confidence 
limits in (2) for d. can be respectively identified as the upper (1 — a) and a point of 
an Inverse Gamma (IGAM) distribution with shape and scale parameters, 
vj2 and ssj2. (A description of the IGAM distribution is given in Appendix A.) 
For convenience, we shall associate this distribution with a hypothetical random 
variable to be referred to as the surrogate variable for 6. and denoted by 6.. That is, 
we define the surrogate variable 6. to be conditionally distributed as 
IGAM(i/. / 2,55. / 2) given SS = ss, for i = A natural question is how the 
svirrogate variables should be related to each other since they have been invented 
individually for each 9., and therefore have no obvious joint relationship. A simple 
answer would be to treat the surrogate variables, § = (9^,9^,'--,9^) as jointly 
independent given SS = sa, that is /((? |««) = Am I ss) .  Therefore, given a set of 
i=l 
observed sums of squares, ss = (55^,—,55^), with corresponding degrees of freedom. 
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formally define the vector of surrogate variables of 0 to be 
§ where is distributed as IGAM(i/./2,sa./2) and the 0.'s are 
independent. 
From here on, whenever we refer to the surrogate variables, we are 
considering their roles as "conditional" random variables given SS = ss. That is, 
when we consider the density or distribution of 0, we are always referring to that 
which is conditional on SS = ss, since the imconditional distribution, F(6 10) (that 
depends on the unknown vector 6) will never be useful to us. 
We note that for Q = 1, R. A. Fisher would have referred to the identified 
IGAM distribution as the fiducial distribution for 9^ = . It is also the case that 
the IGAM distribution may be identified as the Bayesian posterior distribution for 
9^ (assuming Jeffreys improper prior for 9^). In doing so, the z = 1 version of the 
interval (2) can also be considered as a fiducial or Bayesian posterior interval for 
9^ = al. That is, it is a probability interval that contains 9^ = with fiducial or 
Bayesian posterior probability of (1 — 2a). However, for Q > 2, the joint (product) 
IGAM distribution differs from the Bayesian joint posterior distribution (assuming 
independent Jeffreys priors on the expected mean squares). The key difference is 
that the latter incorporates a set of constraints on 9 that are imposed by the non-
negativity of the variance components. Chiang (2000) discusses this difference in the 
context of a one-fold nested random effects model. 
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Using the definition of the surrogate variables, we observe the following two 
properties about probability intervals (regions) for 6 and exact confidence intervak 
(regions) for 9. 
Property 1. Let > 0 and 0 < + ©2 — 1- ® = given SS = ss, 
(/,«) = (ss./x^ ^ ,ss./x^i_^) is both an exact (1 ——02)100% confidence interval 
for 9^ and a (1 —a^—Oj) probability interval for 9., that is, 
Prob|(9. € (/,u) ISS = saj = (1 — Oj — a^). 
Property 2. Consider any subset of EMSs 0, = (0^,'*-,0^) with corresponding 
surrogate variables 0, = (0^,-",0^). Let a^,"-,a^,7 € [0,1] be such that 0< 
f[(l-2a ) = (1-7)<1. Given SS = 3 S ,  the region ^4 = J^(5S ^ , 
t=i «=i *•' 
SS / j_„ ) is both an exact (1 — 7)100% confidence region for 9, and a (1 — 7) 
"t h,' \ 
probability region for 9, (i.e., Probj^, € X155 = ssj = 1 — 7). 
Now, suppose we wish to construct a confidence interval for g{9) , a function 
of 9. Properties 1 and 2 show that there is a correspondence between the probability 
intervals (regions) for 9. (9)  and the confidence intervals (regions) for 9. (9) .  
Therefore, it is highly plausible that a tt probability interval for g(§) is an exact or 
approximate 1007r% confidence interval for g(9). One could guess that the strength 
of the correspondence between probability and confidence coefficient will depend on 
the form of g(9). For a particular class of g(9), we have an exact correspondence 
again, as expressed in the following property. 
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Property S. Consider any p«ur of EMSs with corresponding surrogate 
variables (§. ,6.) .  Let Q!^,a2>0 and 0<O!j^ + Q 2<1. Given SS = 3s^ (l,u) = 
{F^_^{y.,v^)msJms^,F^(y^,uynsJma^ is both an exact (1 — — a2)100% confidence 
interval for 0J9. and a (l-a^—q^) probability interval for 0J6. (i.e., 
Prob {«, /1 € a «) 1 55 = m} = (1 - - a,)). 
It is easy to see that property 3 holds by considering the pivotal quantity, 
(MS./9^)/(MS./dJ-F(u. , i /J and the fact  that  given SS = 3s,  9^/Q. 
(msJms^^F{u.,u^).  
4. Proposed Method 
Our proposal for constructing a (1 — 2q)100% confidence interval for ip = g{6) 
{g : [0,oo)'' —» R) is as follows: 
1. Let E be the range of ^ as d varies over its set of possible values (which can 
be a proper subset of [0,oo)'' in some applications). 
2. Given data, ss, we define the jointly independent surrogate variables, 
B = where each 9. - lGAM.(i^. /2,ss. /2).  
3. We tailor a suitable surrogate variable for tp = g{9): 
g{9),  if E = (-00,00), 
max(0, g{9)),  if S = [0,00), 
min^l,max(0,5(^))), if E = [0,1]. 
For convenience, we shall refer to ^ as the tailored variable for V' 
4. Let be the upper a point for that is Prob(i^ > ip^) = a. We propose 
(^1 ^ equal-tail (l-2o)100% confidence interval for ip. And we 
propose as a shortest-length (1 —2a)100% confidence interval for ip 
where a and 6 are such that a, 6 € [0,1], a+ 6 = 2a and 
c^e[o.i| 
With the proposed method clearly laid out, it is easy to show that for 
estimating any linear combination or ratio of linear combinations of variance 
components, the proposed intervals are invariant to location and/or scale 
transformation on the response variable. That is, the proposed intervals for functions 
of <7^ = (<T^,crg,"*,crp remain the same if transformed data {cy} or {y + c} were to 
be used in place of the original data {j/}. 
5. CDF-Equation Approach for Estimating LCI Functions 
The percentage points of the distributions of the tailored variables are needed 
in order to compute the proposed intervals. The most obvious way to find these 
would be to set the corresponding CDF equal to the desired probability level and 
solve for the percentage point. We shall refer to this as the CDF-equation approach. 
We shall present a general expression for the CDF of LCI class tailored 
variables. That for the LC2 class tailored variables can be similarly obtained. The 
expression for the CDF is in the form of an indefinite integral that must be 
evaluated numerically when solving the CDF-equation. Fleiss (1971) gives the CDF 
18 
2 
of a linear combination of independent X random variables. An adaptation of his 
derivation gives the following theorem for the CDF of a nonnegative linear 
combination of independent IGAM random variables. 
Theorem 1. Let X be independent IGAM (i/. 72,/?) random variables for i = 1, 
p p 
where each u . > 0  and 0 > O .  Let X = , W . = X J X  and Z  =  where 
i=l 
all a. > 0. Then, 
(a) the joint density of on 
i=l 
A = {w^,"',wp): w. e [0,1] for i = 1,-",P and ^ 
1=1 
V-S/J  1-1 
(b) given W =w,--- ,Wp =w ,  Z is conditionally distributed as 
1=1 
IGAM (i//2, ff Ylm 
(c) the CDF of Z is 
>=i 
), 
' p 1 p 
l - H ,  E-Ew/' w .=1 dw^---dwp 
where is the Xl CDF. 
A proof is outlined in Appendix B. Using Theorem 1, we get the following corollary 
p _ 
for the CDF of ^ = ^cj9.. 
i=l 
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Corollary 1. Let 9. be independent IGAM(i/^/2,ss./2) for t = !,•••,/'. Let 
_ p _ 
•ip = C.9. where all c. > 0. Then the CDF of ip is 
i=l 
A 
l - H ,  E^Ew./^ j=i % i=i dw^'--dwp 
A proof is given in Appendix B. 
Therefore, our proposed upper confidence limit for ip is obtained by 
numerically solving the CDF-equation, F.(i) = 1 —q for the upper a point, The i> 
bisection method can be used to do this. A similar CDF-equation can be set up to 
solve for the lower confidence limit, . 
6. Monte Carlo Estimation of Confidence Intervak 
If we are interested in a number of variance component functions, it is clearly 
impractical to compute the proposed confidence intervals directly using the CDF-
equation approach. As the dimension of 9 increases, the nimierical integration 
associated with the CDF-equation becomes increasingly difficult to implement and 
costly in computing time and resources (especially if one also seeks the shortest-
length intervals). Fortunately, there is a quick way of working around this, namely, 
to estimate the distributions of surrogate variables using Monte Carlo simulation. 
Suppose we are interested in computing confidence intervals for T functions of 
EMSs, say, = 9^(9),1P2 = Notice that the tailored variables, 
cure but functions of 9 whose coordinates are independent 
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IGAM variables. Therefore, we only need to generate one Monte Carlo sample from 
the joint distribution of d and this single Monte Carlo sample can be reused to 
estimate the distribution of any tailored variable. Clearly, such a Monte Carlo 
estimation approach offers tremendous computing economy if one is concurrently 
interested in estimating several functions. And since it is easy to generate IGAM 
random numbers using Gamma random number generators, the Monte Carlo 
approach can be easily implemented using low-level language like FORTRAN and 
even more conveniently in statistical computing packages like S-Plus. 
An outline of the Monte Ctirlo estimation of the confidence intervals proposed 
in Section 4 is as follows: 
1. Choose a large Monte Carlo sample size, say, M = 100,000. 
2. Generate a random sample jfrom the distribution of §. 
3. Compute the tailored samples, ^ = Ir-'iT 
where = 
g,(0"') ,  if E, = (-00,00), 
max(0,17, )), if = [0,00), 
min(1, max(0, (0""))), if E, = [0,1]; 
m = l, --,Af and is the pturameter space for 
4. Sort in ascending order to get for t = 
5. For t = l, -*- ,r ,  an approximate (1 —2a)100% equal-tail confidence interval 
for is 1 where L=[a-M\ and U = [(1 —a)>Mj. K Af = 100,000 
and a = .05, the interval is simply An approximate 
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(1 —2a)100% shortest-length confidence interval for is ^ where 
SU = [{a + l-2a) 'M\,  SL = [a'M\,  and a €(0,2a) such that 
= min{|i^;'^ : X = [b-M\,Y = [(6 +1-2a)-Af),6 G(0,2a)}. 
Besides being simple and convenient to implement, the Monte Carlo 
estimation approach also has the additional advantage of allowing the shortest-
length confidence intervals to be conveniently obtained as byproducts fi'om the 
Monte Carlo samples. The only disadvantage is that there is inherent Monte Carlo 
simulation variation in the interval estimates. However, this is only a minor issue as 
in the words of Wolpert (1991), 
"High precision isn't important; ±5% or ± 1% is usually quite 
adequate. Other uncertainties and approximations arising in the 
modeling process usually make it inappropriate to seek machine 
accuracy (6-16 decimals) in statistical calculations" 
If we let be the upper a point for , then using large sample theory (see 
Bain and Engelhardt (1992), theorem 7.5.1), we know that the Monte Cfirlo 
estimator for is approximately normally distributed with mean and 
variance a(l — a)/M^/('0,.^)j where / is the density function of Thus, the 
Monte Carlo error converges to zero at the rate of and we know for large M, 
the Monte Carlo estimate would typically be within ±3^a(l — a) /of the 
actual value of . Therefore, in practice, it is possible to make the Monte Carlo 
estimation reasonably accurate by setting M large enough. If one uses a large enough 
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M (100,000 or 1,000,000), then the Monte Carlo estimated intervals would be 
virtually the same as the "6-significant figures accurate" confidence intervals 
obtained using the CDF-equation approach. It has been the author's experience that 
a FORTRAN/IMSL program on a Wmdows 98 based Pentium HI personal computer 
can easily complete the Monte Carlo computation for T = 5 variance component 
functions in 3 seconds if M = 100,000, and in 25 seconds if M = 1,000,000. With 
these choices of M, the amount of Monte Carlo variation in the estimated confidence 
limits has been observed to be typically less than 5% and 1 % respectively. Since the 
computing time is short, one can easily rerun the program a few times to ascertain 
that the Monte Carlo errors do not have any significant effects on the interval 
estimates. If desired, one can renm the program enough times to estimate the 
standard errors of the Monte Carlo limits. 
7. The Two-W;  ^Random Effects Model 
Consider the two-way random effects model without interaction, 
y.^= H + A^+Bj+E.^', i = l,--,/; j = l,-",J; fc = l,--. A"; /z is a fixed unknown 
constant, and are jointly independent normal random variables with 
means of zero and variances of and respectively. The ANOVA table for 
the model is presented in Table 2. 
Table 3 shows some conamonly used functions of variance components. In 
terms of the earlier introduced classes of variance component functions, 
and can be identified as a member of LC2, LCI, R1 and R2 respectively. 
23 
Table 2. ANOVA Table 
Source of 
Variation 
Degrees of Freedom 
Sum of 
Squares 
Mean 
Square 
Expected Mean 
Square 
A SS  ^ MS  ^ 9^=al+JKal 
B 11
 1 
ss. MS  ^ 9^=al + IKal 
Error ss. MS, 
Table 3. Selected Functions of Variance Components 
Function of Variance 
Components 
In terms of EMSs 
Parameter 
Space, 
[0,oo) 
9,{0) = {e^-9^)IJKe^ [0,oo) 
III [0,oo) 
g,{9)  = «, /JK + e^/IK + [1 - l /JK -l /IK]0^ {0,oo) 
g^{d) = BJ\I9^ + J0^ + {UK -1 - [0,1] 
g.iO) = /( f l , -0,) /[ i9^ +je^ +{rJK-i-J)e^\  [0,1] 
Let 9 = (^1,^2,^3)- We define the jointly independent surrogate variables § = 
where 9. - lGAM{i/j2,ss./2) for i = l, 2, and 3. In addition, we define 
the tailored variables, =max{0,g^{§)^ for t = 2 and 3, and = 
min(l,max(o,i//0))) for 4 = 4 and 5. 
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Exact and F distribution based confidence intervals such as (1) and (2) can 
be obtained for and using the pivotal quantities SS^ / 6^ and 
(MS^/9^)/(MS^/0^) respectively. As discussed earlier in Section 3, these exact 
confidence intervals would be identicid to those obtained using the proposed SV 
method using the surrogate variables 03 and = max(O,^j(0)) respectively. 
A simulation study was conducted to determine the performance of the 
proposed surrogate variables (SV) confidence intervals. For comparison, we also 
included the (best known) MLS approximate confidence intervals methods 
recommended by Burdick and Graybill (1992). These are shown in Table 4 and we 
shall refer to them by their acron}ans in the remaining discussion. 
For simplicity, we only considered designs with K = 2. Without loss of 
generality, we assimied + <7^ + = 1 and chose 21 parameter points 
approximately spaced evenly over the simplex where this linear restriction holds and 
each variance component is nonnegative (see Figure 1 and Table 5). 
Table 4. Burdick and Graybill (1992) Reconunended Methods 
Function Method Acronym 
^2 = ^0 Burdick, Graybill, Jeyaratnam, and Lu (1990) TBGJL90 
(Tg Graybill and Wang (1980) GW80 
+ a\-h ffg)  Ting,  Burdick,  and Graybil l  (1991) TBG91 
^5 = /(ffJJ + (Tj + (T^) Arteaga, Jeyaratnam, and Graybill (1982) AJG82 
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Figure 1. Parameter Points ((7^,cr^,crg) 
Table 5. Parameter Points 
Point # 
-1 <"1 
1 0.01 0.01 0.98 
2 0.01 0.20 0.79 
3 0.01 0.40 0.59 
4 0.01 0.60 0.39 
5 0.01 0.80 0.19 
6 0.01 0.98 0.01 
7 0.80 0.19 0.01 
8 0.20 0.20 0.60 
9 0.20 0.40 0.40 
10 0.20 0.60 0.20 
11 0.40 0.01 0.59 
12 0.40 0.20 0.40 
13 0.40 0.40 0.20 
14 0.60 0.01 0.39 
15 0.60 0.20 0.20 
16 0.80 0.01 0.19 
17 0.98 0.01 0.01 
18 0.20 0.79 0.01 
19 0.40 0.59 0.01 
20 0.60 0.39 0.01 
21 0.20 0.01 0.79 
The simulations were performed using a FORTRAN/IMSL program on DEC 
Alphastation 500 workstations. For each parameter set and design pair, 2000 
simulations were performed. In each simulation, the sums of squares, SSA, SSB, and 
SSE, were simulated using the IMSL RNCHI subroutine. The Burdick and Graybill 
(1992) recommended confidence intervals were computed (see Table 6.8.2 of Burdick 
and Graybill (1992) for more information). The SV confidence intervals were 
computed using Monte Carlo estimation (using the IMSL RNGAM subroutine) with 
Monte Carlo sample size M = 100,000. Then, the confidence coefficient for each 
method was estimated by the percentage of intervals bracketing the appropriate ip. 
Based on the normal approximation to the binomial distribution, there is a less than 
2.5% chance that the estimated confidence coefficient based on 2000 simulations is 
less than 88.6% when the true confidence coefficient is 90%. 
The simulation results are presented in Tables 6 through 9. In every table, for 
each design considered, we present the minimum, maximum and 3 quartiles (across 
the 21 parameter sets) of the estimated confidence coefficients and the minimum, 
median and maximum (again across the 21 parameter sets) of the ratio of average 
interval lengths. In the Confidence Coefficient colunms, each cell contsdns three 
estimated confidence coefficients: the top vcdue is for the shortest-length surrogate 
variable (SLSV) intervals, the middle value is for the equal-tail surrogate variable 
(EQSV) intervals, the bottom value is for the equal-tail Burdick smd Graybill (1992) 
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Table 6. Estimated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for Vj = o\ 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 Q2 Q3 Max Min Q2 Max_ 
5 5 2 88.8* 89.8 90.8 91.6 92.5 0.64" 0.69 0.69 
89.2  ^ 89.8 90.4 90.8 91.1 1.00* 1.00 1.00 
89.1" 89.9 90.3 90.8 91.1 
5 10 2 88.6 89.1 89.8 90.7 92.3 0.76 0.83 0.84 
88.7 89.5 89.9 90.2 90.6 1.00 1.00 1.00 
88.7 89.5 89.9 90.2 90.7 
5 20 2 89.0 89.8 90.1 90.9 91.7 0.83 0.91 0.92 
89.0 89.7 90.1 90.6 91.7 1.00 1.00 1.00 
89.0 89.7 90.1 90.5 91.7 
10 5 2 89.4 89.8 90.4 91.0 91.5 0.63 0.69 0.69 
89.3 89.7 90.0 90.7 91.3 1.00 1.00 1.00 
89.2 89.7 90.1 90.6 91.4 
10 10 2 89.4 89.9 90.3 90.8 92.2 0.76 0.83 0.84 
88.9 89.6 90.3 90.5 91.2 1.00 1.00 1.00 
88.9 89.6 90.3 90.5 91.2 
10 20 2 88.9 89.5 90.2 90.7 91.3 0.84 0.91 0.91 
88.5 89.6 90.3 90.6 91.5 1.00 1.00 1.00 
88.5 89.7 90.4 90.6 91.5 
20 5 2 89.6 89.8 90.2 90.7 91.8 0.64 0.69 0.69 
88.5 90.0 90.5 90.7 91.4 1.00 1.00 1.00 
88.5 90.0 90.5 90.7 91.3 
20 10 2 89.0 89.5 90.2 90.5 91.0 0.77 0.83 0.84 
88.8 89.3 90.0 90.4 90.9 1.00 1.00 1.00 
88.7 89.4 90.0 90.3 90.8 
30 30 2 89.2 89.4 90.0 90.7 91.3 0.91 0.94 0.94 
88.8 89.5 90.0 91.1 91.8 1.00 1.00 1.00 
88.8 89.5 89.9 91.1 91.8 
' SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
" TBGJL90 estimated confidence coefficient 
" Ratio of average SLSV intenral length to average TBGJL90 interval length 
* Ratio of average EQSV interval leri^  to average TB6JL90 interval leii^  
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Table 7. Estimated Confidence Coefficients and Average Lengths 
for Nominally 90% Confidence Intervals for ^3 4-^^ 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 Q2 Q3 Max Min 02 
5 5 2 89.9* 92.5 96.1 97.3 97.7 0.69" 0.78 0.93 
88.8" 89.9 90.6 91.3 92.0 1.00' 1.07 1.12 
89.8" 90.6 91.8 92.3 92.8 
5 10 2 90.2 92.2 94.4 96.0 96.8 0.69 0.83 0.96 
89.9 90.2 90.7 91.0 91.6 1.00 1.03 1.08 
90.2 90.5 91.0 91.7 93.5 
5 20 2 89.4 90.9 92.6 94.9 95.9 0.69 0.78 0.98 
88.4 89.4 90.1 90.7 92.1 1.00 1.01 1.04 
88.9 89.8 90.4 91.2 92.4 
10 5 2 90.4 91.6 94.8 95.7 96.8 0.69 0.83 0.96 
89.0 90.1 90.5 91.1 91.7 1.00 1.03 1.08 
89.4 90.5 91.2 91.7 92.3 
10 10 2 89.7 91.0 92.7 94.7 95.1 0.84 0.89 1.00 
88.8 89.9 90.3 90.9 91.7 1.00 1.02 1.05 
88.9 90.0 90.5 91.2 92.3 
10 20 2 89.5 90.6 92.6 93.4 95.0 0.84 0.92 1.00 
89.1 89.4 90.4 91.1 91.4 1.00 1.01 1.04 
88.9 89.9 90.4 91.2 91.9 
20 5 2 89.5 91.6 93.4 94.9 96.3 0.69 0.78 0.98 
88.7 90.3 90.5 91.0 92.0 1.00 1.01 1.04 
88.6 90.5 90.9 91.6 92.4 
20 10 2 89.0 90.4 92.5 93.3 94.7 0.83 0.92 1.00 
89.2 89.6 90.3 90.6 92.5 1.00 1.01 1.04 
89.0 89.9 90.2 90.9 92.4 
30 30 2 89.6 90.3 91.0 91.7 92.5 0.94 0.96 1.00 
88.8 89.6 90.3 90.7 91.9 1.00 1.00 1.02 
88.8 89.8 90.3 90.7 91.8 
' SLSV estimated confidence coefRdent 
" EQSV estimated confidence coefficient 
GW80 estimated confidence coeflident 
" Ratio of average SLSV interval length to average GWBO interval length 
* Ratio of average EQSV inten/al length to average GWBO intenal ler  ^
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Table 8. Estimated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for 
Design Confidence Coefficient Ratio of Average Lengths 
1 J K Min Q1 Q2 Q3 Max Min 02 Max 
5 5 2 84.1' 86.2 87.2 88.2 91.6 0.78" 0.92 1.08 
89.0" 90.5 91.0 91.4 92.2 o.8r 0.95 1.08 
89.2® 91.4 93.4 94.1 95.1 
5 10 2 84.8 87.8 88.6 90.2 92.2 0.85 0.95 1.06 
88.6 90.7 91.2 91.5 92.8 0.90 0.97 1.06 
89.1 91.1 92.7 93.8 94.6 
5 20 2 85.6 87.8 88.7 89.9 91.8 0.89 0.96 1.04 
89.1 89.9 90.4 90.7 91.8 0.93 0.98 1.04 
89.6 90.4 91.7 92.5 93.6 
10 5 2 86.1 87.3 88.9 90.3 92.5 0.85 0.95 1.06 
89.7 90.5 91.0 91.6 92.5 0.90 0.97 1.06 
90.0 91.0 92.4 94.1 94.6 
10 10 2 87.2 88.6 89.5 90.3 91.6 0.89 0.96 1.05 
88.6 90.0 90.5 91.3 91.7 0.92 0.98 1.05 
89.1 90.3 92.0 92.9 93.7 
10 20 2 87.5 88.6 90.0 90.8 92.0 0.92 0.97 1.03 
88.8 89.8 90.4 91.1 92.0 0.94 0.99 1.03 
88.9 90.5 91.3 92.4 93.4 
20 5 2 84.9 87.4 89.1 90.1 91.4 0.89 0.96 1.04 
88.7 89.6 90.2 90.9 91.4 0.93 0.98 1.04 
88.7 90.1 91.1 92.5 93.8 
20 10 2 87.6 88.9 89.6 90.2 91.5 0.92 0.97 1.03 
89.3 89.8 90.3 91.0 91.9 0.94 0.99 1.03 
89.4 90.3 90.9 92.5 93.7 
30 30 2 88.3 89.1 89.8 90.1 90.8 0.95 0.98 1.00 
89.0 89.5 90.0 90.5 90.1 0.96 0.99 1.00 
89.2 90.1 90.8 91.4 92.0 
' SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
' TBG91estimated confidence coefficient 
" Ratio of avefage SLSV intervai length to average TBG91 interval iengtti 
* Ratio of average EQSV intervai length to average TB691 interval length 
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Table 9. Estunated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for Vj = 
Design Confidence Coefficient Ratio of Average Lengths 
1 J K Min Q1 Q2 Q3 Max Min Q2 Max 
5 5 2 84.8" 85.8 87.4 89.5 91.4 0.64'* 0.90 1.00 
88.7" 90.1 90.6 91.4 92.2 0.90' 0.97 1.00 
89.6'' 90.4 91.1 92.4 93.6 
5 10 2 84.9 85.6 87.6 89.6 90.6 0.65 0.89 1.00 
89.2 89.8 90.5 90.9 91.4 0.94 0.98 1.00 
89.4 90.0 90.9 91.4 92.1 
5 20 2 84.3 86.3 87.0 89.4 90.7 0.66 0.89 0.99 
88.7 89.4 90.0 90.6 91.3 0.97 0.99 1.00 
88.8 89.7 90.1 90.8 91.8 
10 5 2 85.0 87.4 89.0 90.8 91.9 0.67 0.92 0.99 
89.7 90.1 91.0 91.4 92.0 0.86 0.94 0.99 
89.9 91.0 92.0 93.5 94.0 
10 10 2 85.7 90.0 89.4 90.2 91.8 0.72 0.93 0.99 
88.4 90.1 90.4 91.4 91.9 0.91 0.95 1.00 
88.5 90.5 91.5 92.6 93.2 
10 20 2 87.1 87.7 88.3 90.0 91.4 0.76 0.94 0.99 
89.4 90.3 90.4 91.0 91.4 0.95 0.97 1.00 
89.6 90.3 91.2 91.9 92.2 
20 5 2 84.0 86.8 89.2 90.4 91.5 0.69 0.92 0.99 
89.0 89.4 90.2 90.7 91.7 0.82 0.93 0.99 
89.1 89.6 91.8 93.7 94.6 
20 10 2 87.1 88.2 89.0 90.0 91.2 0.76 0.95 0.99 
89.3 89.7 90.3 90.6 90.9 0.88 0.94 1.00 
89.3 90.6 91.2 92.8 94.3 
30 30 2 88.2 88.7 89.3 90.2 91.0 0.86 0.93 1.00 
88.5 89.6 90.4 90.8 92.2 0.92 0.96 1.00 
88.6 90.2 91.4 92.2 93.3 
' SLSV estfmated confidence coeflident 
" EQSV estimated confidence coefficient 
" AJG82 estimated confidence coefficient 
" Ratio of average SLSV interval length to average AJG82 interval length 
* Ratio of average EQSV interval length to average AJG82 interval length 
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intervals. Similarly, the cells in the Ratio of Average Lengths columns contain two 
values each. The top value is the ratio of the average length of the SLSV intervals to 
the average length of the Biurdick and Graybill recommended intervals while the 
lower value is the ratio of the average length of the EQSV intervals to the average 
length of the Burdick and Graybill recommended intervals. 
Table 6 shows that for estimating the EQSV, SLSV and TBGJL90 
intervals maintain the nominal 90% confidence level. Moreover, the EQSV intervals 
and the TBGJL90 intervals are almost identical in terms of estimated confidence 
coefficients and average lengths. In fact, their confidence coefficients do not differ by 
more than .1%. The SLSV intervals can be substantially shorter than the equal-tail 
intervals. The reduction in average length is largely determined by the value of J. 
The median reduction is about 30% when J = 5 and less than 10% when J > 20. 
Table 7 shows that for estimating V3 > the EQSV, SLSV and GW80 intervals 
do maintain the nominal 90% confidence level. For equal-tail confidence intervals, 
the EQSV intervals appear to be slightly longer, on the average, than the GW80 
intervals but the difference in average lengths is never greater than 12%. In the 
design with / = / = 30, the EQSV and GW80 intervals are virtually identical in 
estimated confidence coefficients and average lengths. Also, notice that the median 
SLSV confidence coefficients range from 91.0 to 96.1 in the table. Therefore, the 
SLSV intervals are generally more conservative than the equal-tail intervals. 
However, despite being more conservative, they can still be considerably (30%) 
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shorter than the equal-tail intervals. The reduction in average length appears to 
depend on the (unknown) parameter values as well as values of I and J. 
Table 8 shows the simulation results for ip^. Both the EQSV and TBG91 
intervals appear to maintain the nominal 90% confidence level. The TBG91 intervals 
appear to be more conservative than the EQSV intervals. This is obvious from 
comparing their median confidence coefficients. The EQSV and TBG91 intervals are 
comparable in average interval lengths with slight differences that are more 
pronoimced in smaller designs than larger ones. 
In Table 9, we see that for estimating ip^, both the EQSV and AJG82 
intervals appear to maintain the nominal 90% confidence level. The AJG82 intervals 
appear to be slightly more conservative than the EQSV intervals. On average, the 
EQSV intervals are slightly (< 10%) shorter than the AJG82 intervals. 
In both Tables 8 and 9, the SLSV intervals appear to be slightly liberal, 
especially in smaller designs, and do not offer any advantage of significant reduction 
in average interval length over the equal-tail intervals. 
In summary, our observations from Tables 6 and 7 suggest that both the 
SLSV and EQSV intervals are able to maintain the nominal confidence level for 
estimating functions of variance components that are linear combinations of EMSs. 
The EQSV intervals are comparable to those recommended by Burdick and Graybill 
(1992) while the SLSV intervals can offer substantial (30%) reduction of average 
interval length in small designs. In general, the amount of reduction in average 
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length depends on the dimensions (/, J) of the design and the parameter values. 
Graybill and Wang (1980) also considered shortest-length intervals for their method 
by replacing the F-values in their formulas with appropriate "shortest" F values. 
The resulting reduction in average length over the equal-tail intervals is about the 
same as what we have observed for the SV method. However, it is clear that extra 
efforts are required to obtain these "shortest" F-values and the resulting shortest-
length GW80 intervals whereas the SLSV intervals are but byproducts of the Monte 
Carlo estimation of the EQSV intervals. Further, Ting et al. (1990) do not 
reconunend the use of "shortest" F-values in their confidence interval formula to 
give shortest-length intervals because such "shortest" F-values can introduce 
negative values for the argument of the square roots in their formula. 
From Tables 8 and 9, we observe that for estimating constrained fimctions of 
variance components that are ratios of linear combinations of EMSs, the EQSV 
intervals are able to maintain the nominal confidence level. However, the SLSV 
intervals may be slightly liberal especially in smaller designs and do not ofTer any 
advantage of important reduction in average length over the EQSV intervals. 
Therefore, the SLSV intervals are not recommended for estimating constrained 
functions of variance components that are ratios of EMSs such as the fractions 
V4 and ^5. 
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8. Conclusion 
We have proposed the concept of surrogate variables for the expected mean 
squares that rtin be used to create a tailored surrogate variable for any variance 
component fimction. The distribution of the tailored variable can be used to 
construct equal-tail and shortest-length confidence intervals for the function of 
interest. For estimating a variance component function that is a nonnegative linear 
combination of EMSs, we have presented an expression for the CDF of the relevant 
tailored variable that can be used to compute the desired confidence intervals. For 
estimating several functions, the CDF-equation approach is impractical £ind so an 
alternative Monte Carlo simulation approach is proposed. The Monte Cfurlo 
computation of the confidence limits is easily implemented and conveniently 
produces the shortest-length confidence intervals as byproducts. The uncertainty in 
the Monte Carlo estimates of the confidence intervals can be made reasonably small 
by using a large Monte Carlo sample size of 100,000 or more. 
We have examined the simulation performance of the Monte Carlo estimated 
surrogate variables confidence intervals for selected variance component functions in 
the two-way random effects model without interaction. The simulations strongly 
suggest that the proposed SV method is capable of producing good confidence 
intervals for the variance component functions considered. The equal-tail SV 
intervals are comparable in average length to the Burdick and Graybill (1992) 
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intervals while the shortest-length SV intervals can be substantially shorter than the 
equal-tail SV intervals in some cases. 
The current state of affairs seems to be that, in order to use the existing MLS 
methods to make confidence intervals for several variance component functions, the 
researcher would have to remember (or otherwise, refer to Burdick and Graybill 
(1992) for) the wide array of MLS methods. If it so happens that the desired 
variance comp>onent function/model is not one that has been considered by Burdick 
and Graybill or in the original article (proposing the relevant MLS method), then 
the researcher is left with the often tedious task of writing out the MLS intervals 
using prescribed formulas or algorithms. In contrast, there are no complicated 
formulas to remember or create in the SV method. Once the definition of surrogate 
variables is understood and the desired variance component function expressed in 
terms of EMSs, it is easy to use the Monte Carlo approach to compute the SV 
intervals for any number of variance component functions. 
While we have only considered random effects models, it is clear that the 
method would apply for estimating variance component functions in balanced mixed 
effects models as well. In forthcoming articles, we will demonstrate the effectiveness 
of the SV method for a variety of balanced random effects models. 
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Appendix A 
Let X be an Inverse Gamma random variable with shape and scale parameter, a > 0 
and 6 > 0. We denote X ~ IGAM(a, 6). We define the density fimction of X on 
(0,cx)) to be 
f ix)  = exp [-6 /  x]/  r(a)  
Note that 1/ X - Gamma(a,6),  X / b  -  IGAM(a,l) and 2b/  X xl^ .  
Appendix B 
p 
Proof of Theorem 1. The joint density of X^,---,Xp is where 
1=1 
f{x.)  = exp(-l3/  x^)/r(y.  /2) . By a change of variables, we get the joint 
density of 
d{x^,-,xp) f{z,w^ r- , W p )  =  f ( x ^ r- , X p )  
d{z,w^,—,wp) 
c''/V('^''/')exp(-/3cA/2) 
r r r 
where c = ^ ~ ^ 
j=i j=i j=i 
Thus, f^(w^,'-,^p) = £ 
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and f{z\w^,-",wp) = f{z,w^,—,wp)/f^(w^,-",wp) 
= {0cAf^ exp[-/3cA/z]/r(i//2) 
which is the density of the IGAM(i/ / 2, ^cA) distribution. 
Notice that i i  U -  IGAM(i/ / 2, ^ ScA), then 20cA/U ~ x l .  Hence, 
PToh(U <t)  = Prohixl  > 20cA/t)  = l-H,(20cA/1) 
where is the CDF of xl. 
Thus, F^{t)  = f"- f  f(z ,w^r- ,^p)dzdw^-- 'dwp 
A 
= /• • '/[XVC^ 1 f^iw^,-',wp)dw^ -dm 
l - H .  
A 
E^Ew/' j=i w dw^"-dwp 
Proof of Corollary 1. Consider d.~ss.X.  where X ~ IGAM(i/y 2,1 / 2). Then, let 
_ p _ _ p p 
ip = where all c. > 0 and apply theorem 1 on = y^c.53.X = where 
1=1 
all a = C SS > 0. 
I I t 
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CHAPTER 3. AN APPLICATION OF THE SURROGATE VAIUABLES 
METHOD OF CONSTRUCTING CONFIDENCE INTERVALS FOR FUNCTIONS 
OF VARIANCE COMPONENTS IN THE TWO-WAY RANDOM EFFECTS 
MODEL WITH INTERACTION 
A paper submitted to Technometrics 
Kok-Leong Chiang and Stephen B. Vardeman 
Abstract 
Using computer simiilations, we show that the surrogate variables method 
introduced by Chiang is good for constructing confidence intervals for fimctions of 
variance components in the two-way random effects model with interaction. In all 
cases considered, the proposed intervals msdntain the nominal confidence level emd 
have comparable or smaller average interval lengths than those of the best existing 
methods. 
1. Introduction 
In this article, we consider the use of the siurrogate variables (SV) method 
proposed in Chiang (1999a) to construct confidence intervals for variance component 
functions in the two-way random effects model with interaction. This is a model that 
is commonly used in gauge repeatability and reproducibility (R&R) studies and has 
been the subject of discussion in recent papers by Vardeman and VanValkenburg 
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(1999) and Burdick and Larsen (1997). Using computer simulations, Burdick and 
Larsen (1997) compared various methods of constructing confidence intervals of 
variance component functions that are of interest in an R&R study. Based on their 
simulations, they recommend the use of the modified large-sample (MLS) methods. 
In order to evaluate the performance of the proposed SV confidence intervals, we 
conducted computer simulations to compare the SV intervals against the MLS 
intervals recommended by Burdick and Larsen (1997). Two rovmds of computer 
simulation were performed. The first is a preliminary study using the same designs 
and parameter sets chosen by Burdick and Larsen (1997). The second is a more 
extensive simulation using a different set of designs and a greater niunber of 
parameter sets. 
The article is organized as follows: In Section 2, we introduce the model and 
functions of variance components that are important in a gauge H&R study. In 
Section 3, we describe the steps of the SV method of construction confidence 
intervals for the selected functions. In Section 4, we report the results of the 
preliminary simulation study using the Burdick and Larsen (1997) choices of design 
and parameters. In Section 5, the results of the main simulation study are reported. 
In Section 6, we conclude this article with a few closing remarks. 
2. The Two-Way Random Effects Model with biteraction 
Consider the balanced two-way random effects model with interaction, 
i = l,—,/; k = l ,  - , K ]  where /i is a 
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constant, and A, B., AB^, are jointly independent normal random variables with 
means of zero and variances of and respectively. In a gauge R&R 
experiment, y. represents the repeated measiurement on the ^ manufactured tjK 
part by the operator. I is the number of manufactiired parts, J is the number of 
o|jerators used in the experiment and K is the number of repeated measurement on 
any part by any operator. The ANOVA table for this situation is shown in Table 1. 
For A = l, --,4, the sums of squares, mean square, and expected mean square are 
denoted by 55^, and 9^ respectively. We will write the vector 
SS = where convenient and use the lowercase ss to denote an observed 
value of SS. 
Table 1. ANOVA Table 
Source of Degrees of Sums of Mean Expected 
Variation Freedom Squares Square Mean Square (EMS) 
~A = «,=4+*•"«+ 
B  = J - 1  s s ,  M S ,  e , = a l + K a ' , , + I K < r l  
A B  f . = ( / - l ) y - l )  SS, MS, tf, = 
Error 1^4 = IJ{K — 1) SS^ MS^ q  — ^^2 
4  E  
Table 2 shows five functions of variance components that are relevant to 
R&R experiments. The first four, %, %, and 6, were considered in Burdick and 
Laraen (1997). 7^ is a measure of the variability in the measuring process that can 
be attributed to the operators alone. 7^ is commonly referred to as the 
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reproducibility variability. 7^ is a measure of the total measurement variability that 
can be attributed to both reproducibility and repeatability Burdick and Larsen 
(1997) regard S as a measure of the parts variability to total R&R variability. The 
last function, 6^, considered in Vardeman and VanValkenburg (1999), is a measure 
of the fraction of total R&R variability that can be attributed tc repeatability alone. 
Table 2. Variance Component Functions 
Variance Component Fimction Expressed in terms of EMSs 
7o 
% 
% = ''I 
8 I
II 
/(», +(/-!)«, +/(jr-i)9.] 
III 
3. Surrogate Variables Confidence Intervals 
The Inverse Gamma (IGAM) distribution with (shape, scale) parameters, 
(a > 0, 6 > 0), has density function, f{x) = exp[—6 / x]/r(a), x € (0,oo). 
Since the sums of squares are distributed as multiples of random variables, 
following the procedure in Chiang (1999a), given SS = S3, we define the surrogate 
variables, to be jointly independently distributed as 
I as ~ IGAM(i/^/2, ss^/2)  for h = l,---,4. For each fimction to be estimated, we 
define a tailored variable as shown in Table 3. 
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Table 3. Tailored Variables 
Variance Component Tailored Variables 
Function 
% = mMc(o, («,-«,)//*•) 
7. = max(0, [9, +(/ -1)», 
7, = niax(0, [»,+(/-1)9, +/(*•-1)9. ]/ /TT) 
S =m<«(0, /(9,-9,)/j[9,+(/-l)9,+/(Jf-l)fl.]) 
= mm(l,oiax(0,Wif9,/[«,+(/-1)9,+ /(*•-1)9,])) 
7 = 0*0 
' 0  B  
For the tailored variable, 7^, let 7^,^ denote the upper a point of its 
(conditional)  distr ibution (given SS = 33).  That is ,  Prob{7Q > 7^^ \SS = ss} = a .  
Then, given SS = 3s, an equal-tail SV (1 — 2a)100% confidence interval for 7^ is 
^ shortest-length SV (1—2a)100% confidence interval for 7^ is 
(7oj_„,7o^) where a and b are such that that a,6€[0,1], a+b = 2a and 
The SV confidence intervals for other functions in Table 3 can be similarly 
obtained using the percentage points of the (conditional) distribution of the 
corresponding tailored variables (given SS = sa). Percentage points of the tailored 
variables for all five functions can easily be estimated simultaneously using the 
Monte Carlo method described in Chiang (1999a). 
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4. Preliminary Investigation 
For constructing confidence intervals for 7o and 7i, Burdick and Larsen 
(1997) recommend the use of the MLS method of Ting, Burdick, Graybill, 
Jeyaratnam, and Lu (1990). For estimating 7^ and 5, they recommend the MLS 
methods of Graybill and Wang (1980) and Qui, Graybill, Burdick, and Ting (1995) 
respectively. The formulas for the MLS confidence intervals for 7o, 7i, lit and are 
respectively expressed in equations (8), (10), (4), and (11) of Burdick and Larsen 
(1997). The method of Gui et al. (1995) can also be used to construct confidence 
interval for 6^. We present a formula for the Gui et al. (1995) confidence interval for 
in the Appendix. 
A preliminary study was conducted to determine how well the SV intervals 
maintain the nominal confidence level and to compare their average interval lengths 
against those of the MLS intervals. We followed the Burdick and Larsen (1997) 
choices of design and parameters as closely as possible (with the intention of 
comparing our simulation results for the MLS intervals with those reported by 
Burdick and Larsen (1997)). 
The simulations were performed using a FORTRAN/IMSL program on DEC 
Alphastation 500 workstations. For each design and parameter set, 2000 simulations 
were completed. In each simulation, the sums of squares vector, ssy was generated 
using the IMSL RNCHI subroutine. Then, for each variance component function, we 
computed the 95% equal-tail MLS confidence interval and the 95% equal-tail and 
shortest-length SV confidence intervals (using Monte Carlo simulation of sample size 
100,000 and the IMSL RNGAM subroutine). The confidence coefficient for each 
method was computed using the percentage of the 2000 intervals that contained the 
true parameter value. We also computed the average interval lengths over the 2000 
intervals. 
Since Burdick and Larsen (1997) did not specify the value of that they 
used in their simulations for 7oj 7i, and 72, we tried values of 
= .01, .5, 4,5, and 100. In doing so, we foimd that changing values of did not 
lead to any appreciable difference in the simulation results for the functions 
7o, 7i,72, and (5^. Therefore, for these four functions, we only report the result for 
0-^=4.5. Also, we approximated the parameter set (ag,<T^g,cr^) = (.2,.0,.8) with 
(.2,.001, .799) so that the simulations could be performed by simulating siuns of 
squares instead of the raw measurements. Using the normal approximation to the 
binomial distribution, there is less than a 2.5% chance that an estimated confidence 
coefficient based on 2000 simulations is below 94.0% if the true confidence coefficient 
is 95%. 
The results for estimating 7^, 7^ and 7^ are presented in Tables 4, 5 and 6 
respectively. The confidence coefficients and average interval lengths for the MLS 
method are comparable to those reported by Burdick and Larsen (1997, Table 4, 
Table 5 and Table 3 respectively). We shall use the acronyms "EQMLS", "EQSV^ 
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Table 4. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7  ^= <7  ^
Design Confidence Coefficient Average Length 
I J K SLSV EQSV EQMLS SLSV EQSV EQMLS 
a,^ =4.5, al = .3. 1,4 =-4 
6 3 4 95.9 94.7 94.2 7.4 14.8 14.9 
6 3 8 96.5 96.0 96.0 7.0 14.2 14.1 
6 3 16 95.7 95.3 95.3 6.9 13.9 14.0 
6 6 2 95.2 95.1 95.0 1.6 2.1 2.1 
12 3 2 95.5 94.8 94.7 6.5 13.1 13.1 
12 6 2 95.1 95.4 95.4 1.4 1.9 1.9 
24 3 2 94.8 95.0 94.9 6.2 12.6 12.6 
24 6 2 94.6 95.2 95.2 1.4 1.8 1.8 
48 3 2 94.9 95.0 95.0 6.0 12.1 12.1 
<7^=4.5, <^1 = -6, 1,4 = .1 
6 3 4 95.6 94.7 94.4 13.0 26.2 26.2 
6 3 8 95.1 94.8 94.8 12.9 25.9 25.9 
6 3 16 95.7 95.2 95.1 12.7 25.5 25.5 
6 6 2 95.6 95.8 95.9 2.7 3.7 3.7 
12 3 2 94.4 94.8 94.8 12.3 25.0 24.9 
12 6 2 94.7 95.6 95.6 2.6 3.5 3.5 
24 3 2 94.5 94.6 94.6 11.9 24.1 24.1 
24 6 2 94.4 94.7 94.8 2.6 3.5 3.5 
48 3 2 95.1 95.0 95.0 11.5 23.1 23.1 
,^^ =4.5,a  ^= .2,(7^^3 =.00^4 =.799 
6 3 4 95.7 95.6 95.4 4.6 9.3 9.3 
6 3 8 96.1 94.5 94.3 4.4 8.9 8.9 
6 3 16 95.5 94.4 94.1 4.2 8.5 8.5 
6 6 2 95.1 94.5 94.4 1.1 1.5 1.5 
12 3 2 95.2 94.8 94.6 4.4 8.9 8.9 
12 6 2 95.3 95.3 95.3 1.0 1.3 1.3 
24 3 2 94.4 94.3 94.3 4.3 8.6 8.6 
24 6 2 95.5 95.4 95.5 0.9 1.2 1.2 
48 3 2 94.8 94.9 94.9 4.1 8.3 8.3 
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Table 5. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7j = 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV EQMLS SLSV EQSV EQMLS 
4.5,4 =.3, II <a II 
6 3 4 98.8 95.9 97.7 7.70 15.1 15.1 
6 3 8 98.7 96.0 97.5 7.29 14.4 14.3 
63 16 98.5 96.2 97.1 7.17 14.1 14.1 
66 2 98.1 96.2 97.2 1.82 2.3 2.3 
12 3 2 98.5 96.6 97.3 6.82 13.3 13.3 
12 6 2 97.4 95.8 97.0 1.59 2.0 2.0 
24 3 2 97.4 95.0 96.2 6.46 12.7 12.7 
24 6 2 96.2 94.8 95.4 1.46 1.9 1.9 
48 3 2 96.4 94.7 95.3 6.16 12.2 12.2 
4.5,4 =.6, ' 'ab=-' II 
6 3 4 97.2 95.1 96.2 13.18 26.3 26.3 
63 8 96.9 95.1 95.7 13.05 26.0 26.0 
6 3 16 97.3 95.3 96.4 12.86 25.7 25.7 
66 2 96.9 95.8 96.3 2.84 3.8 3.8 
12 3 2 95.5 94.4 95.4 12.52 25.1 25.0 
12 6 2 95.6 95.2 95.8 2.66 3.5 3.5 
24 3 2 95.1 94.7 95.2 12.06 24.2 24.2 
24 6 2 94.6 94.8 95.0 2.61 3.5 3.5 
48 3 2 95.2 95.0 95.2 11.54 23.2 23.2 
aj =4.5,4 =.2,a ,^ = .00V  ^=799 
6 3 4 98.6 96.7 97.6 4.68 9.4 9.3 
6 3 8 97.7 94.7 95.6 4.43 8.9 8.9 
63 16 96.1 94.5 95.0 4.22 8.5 8.5 
66 2 98.5 95.5 96.0 1.23 1.6 1.6 
12 3 2 99.2 96.3 96.9 4.54 9.0 9.0 
12 6 2 97.6 95.3 95.9 1.06 1.4 1.4 
24 3 2 98.3 95.9 96.1 4.33 8.7 8.6 
24 6 2 97.5 94.4 94.9 0.97 1.3 1.3 
483 2 97.3 95.0 95.3 4.14 8.3 8.3 
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Table 6. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7  ^= cr  ^ + 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV EQMLS SLSV EQSV EQMLS 
4 = 4.5,4=.: J**
 II J,4 = .4 
63 4 98.8 95.3 95.1 7.8 15.1 15.0 
6 3 8 98.8 95.7 95.5 7.3 14.4 14.3 
63 16 98.5 96.0 95.7 7.2 14.1 14.1 
66 2 98.0 95.2 95.1 1.8 2.3 2.3 
12 3 2 98.7 95.7 95.6 6.8 13.3 13.3 
12 6 2 97.7 95.6 95.5 1.6 2.0 2.0 
24 3 2 97.6 94.5 94.3 64 12.7 12.7 
24 6 2 96.1 94.4 94.3 1.5 1.9 1.9 
46 3 2 96.2 94.4 94.4 6.1 12.2 12.2 
4.5,4 = .( J,4=.1 
63 4 97.2 95.1 95.2 13.2 26.3 26.2 
6 3 8 97.1 • 95.1 95.1 13.0 26.0 26.0 
63 16 97.3 95.4 95.6 12.9 25.7 25.6 
66 2 96.7 95.5 95.8 2.8 3.8 3.7 
12 3 2 95.6 94.6 94.7 12.5 25.1 25.0 
12 6 2 95.7 95.1 95.4 2.7 3.5 3.5 
24 3 2 95.1 94.6 94.8 12.1 24.2 24.2 
24 6 2 94.5 94.9 95.0 2.6 3.5 3.5 
48 3 2 95.2 94.9 95.0 11.5 23.2 23.2 
=.001,4 = .799 
63 4 99.0 95.8 95.8 4.9 9.5 9.5 
63 8 98.8 94.8 94.9 4.6 9.0 9.0 
63 16 97.6 94.0 94.1 4.4 8.6 8.6 
66 2 98.2 94.7 94.4 1.4 1.7 1.7 
12 3 2 99.2 94.3 94.2 4.8 9.1 9.1 
12 6 2 97.4 94.6 94.5 1.2 1.4 1.4 
24 3 2 98.2 94.9 94.6 4.5 8.7 8.7 
24 6 2 97.6 94.9 94.8 1.0 1.3 1.3 
48 3 2 97.7 94.6 94.5 4.3 8.3 8.3 
ftnH "SLSV" to represent "equal-tail MLS", "equal-tail SV" and "shortest-length 
SV" respectively. 
In each of Table 4, 5 and 6, it seems that the EQSV, SLSV and EQMLS 
intervals are all able to maintain the nominal confidence level. Also, the average 
EQSV and EQMLS interval lengths are ahnost equal. The average interval length 
for SLSV can be much smaller than those for the EQSV and EQMLS intervals. The 
amoimt of reduction in average interval length from using SLSV instead of EQSV is 
seen to be as great as 50% in designs with J = 3 and approximately 20% to 25% in 
designs with J = 6. This is true in all three tables. This suggests that when 
analyzing designs with small J values, it might be more informative to consider the 
SLSV intervals rather than EQSV or EQMLS intervals when estimating 7^,, 7^ and 
7^. Note that these functions are linear combinations of expected mean squares. 
The result for estimating is presented in Table 7. It appears that the 
EQSV and EQMLS intervals maintain the nominal confidence level while the SLSV 
intervals can be slightly liberal. The average lengths of EQSV and EQMLS intervals 
are almost equal while that of the SLSV intervals are only slightly smaller. 
Table 8A through 8D contain the simulation results for estimating 6 for 
<7^ = .01, .5, 4.5, and 100 respectively. Since the values of (T^^, <7^ satisfy 
ffg + + (T^ — 1, the value of 6 is equal to that of in these four tables. In the 
context of a gauge R&R study, values of ^ > 4.5 are considered as acceptable 
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Table 7. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for /{(Tg + +<^1) 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV EQMLS SLSV EQSV EQMLS 
4=4.5, 4 =.3 =.3 
^ AB ^ ,4 =.4 
6 3 4 91.4 95.6 96.1 0.59 0.61 0.62 
6 3 8 93.4 96.2 95.9 0.56 0.57 0.57 
6 3 16 93.1 96.1 95.9 0.54 0.55 0.55 
6 6 2 94.2 95.8 95.9 0.52 0.52 0.53 
12 3 2 93.2 96.7 97.2 0.62 0.64 0.66 
12 6 2 95.4 96.5 96.7 0.43 0.44 0.44 
24 3 2 92.1 95.7 95.7 0.55 0.56 0.57 
24 6 2 94.7 95.3 95.4 0.38 0.38 0.38 
48 3 2 91.9 95.1 95.3 0.51 0.52 0.52 
=4.5,4 =.6,4, =.3,4 =.1 
6 3 4 92.2 95.4 95.4 0.24 0.26 0.26 
6 3 8 92.0 95.0 95.2 0.23 0.24 0.24 
6 3 16 93.2 95.7 95.8 0.22 0.24 0.24 
6 6 2 93.4 95.5 95.7 0.19 0.20 0.20 
12 3 2 91.7 94.6 94.9 0.24 0.26 0.27 
12 6 2 93.6 95.1 95.3 0.16 0.17 0.17 
24 3 2 92.2 94.6 94.7 0.21 0.22 0.22 
24 6 2 92.5 94.4 94.7 0.15 0.15 0.15 
48 3 2 92.5 95.0 95.0 0.19 0.20 0.20 
4 =4.5,4 = •2.4. II o
 
o
 
4 = .799 
6 3 4 93.5 96.8 96.8 0.80 0.80 0.80 
6 3 8 92.9 94.9 94.6 0.77 0.77 0.77 
6 3 16 92.6 94.6 94.6 0.75 0.75 0.75 
6 6 2 94.0 94.8 95.2 0.61 0.61 0.60 
12 3 2 93.6 96.3 96.4 0.81 0.81 0.81 
12 6 2 95.3 95.4 95.5 0.56 0.56 0.56 
24 3 2 92.7 95.7 95.6 0.78 0.78 0.78 
24 6 2 94.7 94.7 94.5 0.53 0.53 0.53 
48 3 2 92.5 95.3 95.2 0.77 0.78 0.78 
51 
Table 8A. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 5 = cr  ^ /(a  ^+ + a|) 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV MLS SLSV SV MLS 
•OW, = .3, 
'4 = .4 
63 4 96.7 96.6 95.9 0.52 0.73 0.84 
6 3 8 96.5 96.2 95.6 0.46 0.64 0.74 
6 3 16 97.1 96.7 95.7 0.44 0.61 0.70 
6 6 2 96.0 95.4 83.4 0.33 0.47 0.51 
12 3 2 95.9 96.1 95.3 0.30 0.38 0.43 
12 6 2 96.2 95.3 79.2 0.16 0.20 0.23 
24 3 2 96.6 96.2 93.0 0.18 0.21 0.24 
24 6 2 95.4 95.4 81.3 0.09 0.11 0.13 
48 3 2 95.8 95.8 92.8 0.12 0.13 0.14 
= 
.OXal = .6, = .1 
6 3 4 96.0 95.9 95.9 0.55 0.78 0.90 
6 3 8 96.4 96.6 96.0 0.54 0.77 0.89 
6 3 16 96.7 96.8 96.6 0.51 0.73 0.85 
6 6 2 96.3 96.0 92.9 0.27 0.39 0.42 
12 3 2 95.9 95.8 96.0 0.28 0.35 0.40 
12 6 2 95.8 95.5 88.8 0.13 0.16 0.17 
24 3 2 96.5 96.1 96.1 0.17 0.19 0.21 
24 6 2 96.6 96.0 91.5 0.08 0.09 0.10 
48 3 2 96.0 95.9 95.7 0.11 0.12 0.13 
crl=.0Ul = .2,al = m 4 = .799 
6 3 4 96.5 96.0 95.4 0.27 0.37 0.42 
6 3 8 96.6 95.7 95.4 0.16 021 0.23 
6 3 16 96.9 96.5 95.0 0.10 0.13 0.15 
66 2 95.7 95.5 80.4 0.26 0.38 0.46 
12 3 2 96.3 95.8 94.0 0.23 0.28 0.32 
12 6 2 95.6 95.6 81.6 0.12 0.15 0.18 
24 3 2 96.7 95.8 91.8 0.14 0.16 0.21 
24 6 2 95.2 95.4 83.4 0.07 0.08 0.11 
48 3 2 97.0 96.6 93.2 0.09 0.10 0.11 
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Table SB. Estimated Confidence CoefGcients and Average Lengths for 
Nominally 95% Confidence Intervals for 6 = 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV MLS SLSV SV MLS 
.5,4 = .3,a L = -3.4 = .4 
6 3 4 93.1 95.5 96.1 2.64 3.64 4.13 
6 3 8 94.1 96.4 96.4 2.57 3.54 3.99 
6 3 16 94.1 95.8 96.4 2.61 3.59 4.06 
66 2 94.4 95.7 95.5 2.43 3.31 3.48 
12 3 2 94.0 96.0 96.4 1.56 1.88 2.06 
12 6 2 93.5 95.2 95.4 1.29 1.49 1.56 
24 3 2 92.4 95.1 95.8 1.07 1.19 1.27 
24 6 2 94.4 95.2 95.6 0.88 0.93 0.97 
48 3 2 91.5 95.4 96.2 0.86 0.90 0.94 
= .6,0 •L=-3.4 = .1 
6 3 4 94.0 95.9 96.4 3.24 4.54 5.12 
6 3 8 93.6 96.0 96.6 3.19 4.46 5.03 
6 3 16 94.8 96.5 96.7 3.28 4.59 5.18 
66 2 94.4 95.5 95.3 2.76 3.77 3.96 
12 3 2 93.3 95.7 96.1 1.91 2.33 2.54 
12 6 2 94.2 95.2 95.2 1.48 1.73 1.81 
24 3 2 93.3 96.2 96.2 1.40 1.59 1.68 
24 6 2 93.2 95.2 95.4 1.07 1.16 1.19 
48 3 2 92.5 94.8 94.9 1.15 1.25 1.29 
in II b = .OO^a ,^ = 799 
6 3 4 93.2 95.6 96.3 2.22 3.02 3.37 
63 8 93.5 96.2 96.1 2.10 2.84 3.15 
6 3 16 93.3 96.0 96.4 2.11 2.84 3.14 
66 2 94.7 96.2 95.5 2.35 3.18 3.34 
12 3 2 93.5 96.2 97.2 1.40 1.66 1.82 
12 6 2 93.9 95.2 95.2 1.24 1.42 1.48 
24 3 2 92.6 95.9 96.7 0.99 1.07 1.14 
24 6 2 93.4 95.1 95.1 0.80 0.85 0.88 
48 3 2 92.4 95.1 95.9 0.77 0.80 0.84 
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Table 8C. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for S = cr  ^ /(cr  ^+ 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV MLS SLSV SV MLS 
4=4.5,4 = •3.^  ^ II 11 .4 
6 3 4 93.1 95.4 96.0 20.1 27.5 31.2 
6 3 8 93.9 96.9 97.1 19.5 26.6 30.1 
6 3 16 93.3 95.9 96.5 19.8 27.0 30.5 
6 6 2 93.6 95.8 95.7 19.3 26.0 27.3 
12 3 2 92.1 95.8 96.3 12.0 14.0 15.3 
12 6 2 94.6 96.1 96.3 10.6 12.1 12.7 
24 3 2 92.4 95.6 96.2 8.7 9.4 9.9 
24 6 2 93.8 95.3 95.6 7.2 7.6 7.9 
48 3 2 92.3 95.4 95.5 7.1 7.3 7.6 
4=4.5,4 = -6.4. = .3,4 = .1 
6 3 4 93.7 95.4 95.5 26.1 36.3 40.8 
6 3 8 93.4 95.9 96.1 24.9 34.5 38.9 
6 3 16 92.6 95.8 96.3 25.6 35.4 39.9 
6 6 2 93.6 95.5 95.2 21.8 29.5 30.9 
12 3 2 91.7 95.1 95.5 15.2 18.2 19.8 
12 6 2 94.4 94.8 95.0 12.7 14.7 15.3 
24 3 2 93.3 95.7 95.9 11.4 12.7 13.4 
24 6 2 93.3 95.0 95.2 9.3 9.9 10.3 
48 3 2 92.3 94.6 95.0 9.8 10.5 10.7 
4=4.5,4 = = .oovl = .799 
6 3 4 93.3 95.9 96.2 18.2 24.6 27.6 
6 3 8 93.7 96.5 96.7 18.4 24.8 27.6 
6 3 16 92.8 95.9 96.0 18.5 24.8 27.4 
6 6 2 94.3 96.1 95.6 18.4 24.8 26.0 
12 3 2 92.6 96.0 96.9 11.0 12.7 13.8 
12 6 2 94.3 96.2 96.3 9.9 11.3 11.8 
24 3 2 92.2 94.8 96.1 7.9 8.4 8.9 
24 6 2 94.8 95.4 95.6 6.8 7.1 7.4 
48 3 2 93.3 95.4 96.1 6.4 6.5 6.8 
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Table 8D. Estimated Confidence CoefBcients and Average Lengths for 
Nominally 95% Confidence Intervals for 
Design Confidence Coefficient Average Length 
I J K SLSV EQSV MLS SLSV SV MLS 
1 4=100,4 = •3-4« = .3,4 = .4 
6 3 4 93.3 96.1 96.3 433.0 590.9 669.5 
6 3 8 93.1 96.4 96.6 437.6 595.4 672.6 
6 3 16 94.1 96.6 96.3 443.5 602.6 679.8 
6 6 2 94.2 95.2 95.0 440.9 592.3 623.6 
12 3 2 92.8 95.6 96.1 262.9 306.9 335.9 
12 6 2 94.4 95.9 95.9 233.3 265.2 277.8 
24 3 2 92.7 95.2 96.0 188.5 202.4 215.3 
24 6 2 93.9 95.3 95.5 158.0 165.6 172.0 
48 3 2 92.2 94.6 
4=100,4 
95.2 
= •6.4. 
154.7 
= .3,4 
159.9 
= .1 
166.1 
6 3 4 94.2 96.1 96.5 583.5 807.7 908.8 
6 3 8 92.3 95.0 94.8 566.0 783.5 880.4 
6 3 16 94.0 95.5 95.3 581.5 803.6 904.9 
6 6 2 94.8 96.5 96.3 503.2 680.5 713.8 
12 3 2 94.0 95.3 95.6 332.2 398.1 432.0 
12 6 2 94.7 95.3 95.4 286.6 330.1 344.2 
24 3 2 92.1 94.8 94.9 252.0 280.4 294.4 
24 6 2 93.6 95.4 95.4 201.1 214.3 220.8 
48 3 2 91.9 94.9 
4 = 100,4 = 
95.0 
•2.4« = 
215.5 
.001,4 
230.4 
= 799 
236.7 
6 3 4 93.7 95.8 96.1 413.0 556.7 621.7 
6 3 8 94.0 96.5 96.7 410.1 551.9 612.5 
6 3 16 93.9 96.3 96.6 408.6 548.3 604.8 
6 6 2 93.7 95.2 94.8 416.6 559.2 587.1 
12 3 2 92.9 95.7 96.3 239.6 275.6 301.6 
12 6 2 94.1 95.5 95.4 223.4 254.1 265.1 
24 3 2 92.7 95.5 96.7 171.8 181.6 193.6 
24 6 2 94.0 95.1 95.1 145.5 152.6 158.2 
48 3 2 93.1 95.3 95.9 141.9 144.8 151.1 
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whereas values less than 4.5 are considered undesirable. The EQMLS confidence 
coefficients and average interval lengths in Table 8B and 8C are comparable to those 
reported by Burdick and Larsen (1997, Table 6). In Table SB, 8C and 8D, we see 
that for moderate and large values of S, the EQMLS intervals appear to maintain 
the nominfl.1 confidence level. However, Table 8A shows that when 6 is small, the 
EQMLS intervals can be liberal. This is especially true in designs with J = 6 where 
the estimated EQMLS confidence coefficient can fall as low as 79.2%. This 
phenomenon where the Gui et al. (1995) MLS interval can be liberal has been noted 
and examined more closely by Chiang (1999b). In contrast, the EQSV intervals 
appear to maintain the nominal 95% confidence level for all values of 6. 
Furthermore, across Tables 8A through 8D, the average EQSV interval length is 
about 4% to 10% smaller than that of the EQMLS intervals. The value of 6 appears 
to have a small but observable effect on the confidence coefficients of SLSV 
mtervals. The SLSV intervals have adequate confidence coefficients when 6 = .01 
and are (very slightly) increasingly liberal as 6 increases to .5, 4.5 and 100. 
However, all SLSV confidence coefficients are at least 91.5%, so the SLSV intervals 
are in no way as liberal as the EQMLS intervals. We also note that the SLSV 
intervals are, on the average, about 5% to 29% shorter than the EQMLS and EQSV 
intervals across Tables 8A through 8D. 
56 
5. Further Simulation Results 
The preliminary study suggests that the SV confidence intervals are 
comparable in estimated confidence coefficient and average length to the MLS 
intervals. However, as limited parameter sets have been used, a thorough 
investigation using more parameter sets was warranted. A different set of nine 
designs was chosen on the criteria of symmetry and varying values of I and J that 
are representative of small, moderate and large experiments. We chose K = 2 since 
i t  i s  e a s i l y  s e e n  f r o m  t h e  f i r s t  t h r e e  d e s i g n s  i n  t h e  p r e l i m i n a r y  s t u d y  t h a t  c h a n g i n g  K  
&om 4 through 16 does not produce any significant effects on the confidence 
coefficient or average interval length of any method. In addition, without loss of 
generality, 21 satisfying 1 w®re selected so that 
they constitute a uniform grid over the simplex in the three-space as depicted in 
Figure 1. Table 9 shows the values of the selected points. 
Figure 1. Parameter Points 
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Table 9. Parameter Points 
Point # < 
1 0.01 0.01 0.98 
2 0.01 0.20 0.79 
3 0.01 0.40 0.59 
4 0.01 0.60 0.39 
5 0.01 0.80 0.19 
6 0.01 0.98 0.01 
7 0.80 0.19 0.01 
8 0.20 0.20 0.60 
9 0.20 0.40 0.40 
10 0.20 0.60 0.20 
11 0.40 0.01 0.59 
12 0.40 0.20 0.40 
13 0.40 0.40 0.20 
14 0.60 0.01 0.39 
15 0.60 0.20 0.20 
16 0.80 0.01 0.19 
17 0.98 0.01 0.01 
18 0.20 0.79 0.01 
19 0.40 0.59 0.01 
20 0.60 0.39 0.01 
21 0.20 0.01 0.79 
Four values of = .01, .5, 4,5 and 100 were selected, so that 84 (cr^,(Tg,o-^^,ag) 
parameter sets were used for each design in the simulation study. 
For each design and parameter set, 2000 simulations were performed exactly 
as in the preliminary study using a FORTRAN/IMSL program on DEC 
Alphastation 500 workstations. The results are summarized in Tables 10 through 14. 
For each design, we report the Tnininmni, maximimo^ and the three quartiles (across 
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Table 10. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7  ^= 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 Q2 Q3 Max Min Q1 Q2 Q3 Max 
5 5 2 93.7* 95.3 95.8 96.8 97.9 0.69" 0.69 0.69 0.69 0.69 
94.1" 94.8 95.1 95.4 96.2 0.99" 0.99 1.00 1.00 1.00 
94.0*' 94.6 95.0 95.3 96.2 
5 10 2 93.9 95.1 95.5 96.4 97.3 0.80 0.81 0.84 0.84 0.84 
94.0 94.7 95.0 95.3 96.5 0.99 0.99 1.00 1.00 1.00 
94.0 94.7 95.0 95.2 96.4 
5 20 2 94.0 94.9 95.5 96.0 96.7 0.87 0.87 0.92 0.92 0.92 
93.7 94.8 95.1 95.4 96.4 0.99 1.00 1.00 1.00 1.00 
93.6 94.8 95.1 95.3 96.4 
10 5 2 93.8 94.9 95.4 95.8 97.3 0.66 0.67 0.69 0.69 0.69 
94.1 94.7 95.0 95.5 96.1 1.00 1.00 1.00 1.00 1.00 
94.1 94.8 95.0 95.4 96.1 
10 10 2 93.9 94.9 95.3 95.7 96.9 0.78 0.79 0.84 0.84 0.84 
93.9 94.7 95.1 95.3 96.1 1.00 1.00 1.00 1.00 1.00 
93.9 94.6 95.0 95.3 96.0 
10 20 2 93.8 94.8 95.2 95.5 96.5 0.85 0.86 0.92 0.92 0.92 
93.7 94.7 95.0 95.2 95.9 1.00 1.00 1.00 1.00 1.00 
93.7 94.7 95.0 95.2 95.9 
20 5 2 93.9 94.8 95.2 95.6 96.6 0.66 0.66 0.69 0.69 0.69 
93.9 94.6 95.0 95.3 95.9 1.00 1.00 1.00 1.00 1.00 
94.0 94.6 95.0 95.3 96.0 
20 10 2 93.9 94.8 95.2 95.5 96.2 0.78 0.79 0.84 0.84 0.84 
94.0 94.7 95.0 95.4 96.1 1.00 1.00 1.00 1.00 1.00 
94.0 94.8 95.0 95.4 96.1 
30 30 2 93.7 94.7 95.1 95.4 96.3 0.89 0.91 0.94 0.94 0.94 
93.8 94.7 95.0 95.4 96.1 1.00 1.00 1.00 1.00 1.00 
93.8 94.7 95.0 95.4 96.1 
* SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
EQMLS estimated confidence coeffictent 
" Ratio of average SLSV Interval length to average EQMLS interval length 
* Ratio of average EQSV inten/al length to average EQMLS interval length 
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Table 11. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7^ = -f- a AB 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 02 Q3 Max Min Q1 Q2 Q3 Max 
5 5 2 94.5" 96.7 98.2 98.6 99.3 0.69  ^ 0.71 0.74 0.83 0.85 
94.2  ^ 95.3 95.7 96.1 97.0 1.00* 1.00 1.00 1.01 1.03 
94.2" 96.1 96.8 97.3 97.9 
5 10 2 94.1 96.0 96.8 97.3 98.4 0.84 0.85 0.88 0.93 0.96 
94.2 95.0 95.4 95.8 96.5 0.99 0.99 0.99 1.00 1.02 
94.4 95.8 96.2 96.6 97.3 
5 20 2 94.1 95.6 96.0 96.3 97.2 0.91 0.92 0.94 0.96 0.99 
93.7 94.9 95.3 95.5 96.7 0.98 0.98 0.99 0.99 1.01 
94.2 95.3 95.7 96.2 97.1 
10 5 2 93.8 96.0 97.4 98.0 98.8 0.69 0.70 0.72 0.86 0.89 
94.0 95.0 95.5 95.9 96.8 0.99 1.00 1.00 1.00 1.02 
94.1 95.6 96.2 96.7 97.6 
10 10 2 94.5 95.7 96.3 96.8 97.9 0.84 0.85 0.88 0.96 0.98 
93.9 94.9 95.3 95.6 96.3 0.99 0.99 0.99 1.00 1.02 
94.2 95.3 95.8 96.2 96.9 
10 20 2 93.9 95.4 95.6 96.2 97.2 0.91 0.92 0.95 0.98 1.00 
94.3 94.8 95.1 95.6 96.5 0.98 0.99 0.99 1.00 1.01 
94.6 95.2 95.6 96.0 96.9 
20 5 2 94.1 95.5 96.9 97.6 98.7 0.69 0.70 0.72 0.88 0.92 
93.7 94.9 95.3 95.8 96.7 0.99 1.00 1.00 1.00 1.01 
94.3 95.3 96.0 96.6 97.4 
20 10 2 94.1 95.4 96.0 96.5 97.6 0.84 0.84 0.87 0.97 0.99 
94.1 94.9 95.2 95.6 96.2 0.99 0.99 1.00 1.00 1.02 
94.1 95.1 95.6 96.0 96.7 
30 30 2 93.8 94.9 95.3 95.7 96.7 0.94 0.94 0.96 0.99 1.00 
93.9 94.7 95.1 95.4 96.2 0.99 0.99 1.00 1.00 1.01 
93.8 94.8 95.2 95.6 96.3 
' SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
 ^EQMLS estimated confidence coefficient 
f^ io of average SLSV interval length to average EQMLS interval length 
* Ratio of average EQSV inten/ai length to average EQMLS interval length 
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Table 12. Estimated Confidence Coefficients and Average Lengths for 
h=''\+<^AB Nominally 95% Confidence Intervals for 7, 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 02 Q3 Max Min Q1 Q2 Q3 Max 
5 5 2 94.5' 96.8 98.1 98.5 99.1 0.69" 0.71 0.77 0.84 0.90 
93.9  ^ 94.8 95.2 95.6 96.6 1.00* 1.01 1.02 1.02 1.03 
94.2*" 94.7 95.2 95.5 96.3 
5 10 2 94.0 96.0 96.7 97.2 98.4 0.84 0.86 0.91 0.95 0.98 
94.2 94.8 95.1 95.4 96.1 1.00 1.01 1.01 1.01 1.01 
93.9 94.8 95.1 95.4 96.0 
5 20 2 94.1 95.6 96.0 96.4 97.1 0.92 0.93 0.96 0.98 0.99 
93.7 94.8 95.2 95.4 96.7 1.00 1.00 1.00 1.01 1.01 
93.8 94.8 95.2 95.4 96.7 
10 5 2 94.0 96.1 97.3 98.0 99.0 0.69 0.71 0.76 0.88 0.92 
93.8 94.8 95.2 95.5 96.2 1.00 1.00 1.01 1.01 1.01 
94.0 94.8 95.1 95.6 96.8 
10 10 2 94.5 95.7 96.2 96.8 98.0 0.84 0.85 0.91 0.97 0.98 
94.0 94.7 95.0 95.4 96.2 1.00 1.00 1.00 1.01 1.01 
93.5 94.6 95.1 95.6 96.5 
10 20 2 94.3 95.4 95.7 96.3 97.4 0.92 0.92 0.96 0.99 0.99 
93.5 94.8 95.1 95.5 96.3 1.00 1.00 1.00 1.00 1.00 
93.8 94.8 95.1 95.5 96.6 
20 5 2 94.1 95.5 96.9 97.7 98.7 0.69 0.70 0.75 0.91 0.94 
93.8 94.7 95.2 95.5 96.7 1.00 1.00 1.00 1.00 1.01 
93.8 94.7 95.1 95.7 97.3 
20 10 2 94.4 95.4 95.9 96.7 97.8 0.84 0.85 0.89 0.98 0.99 
93.9 94.7 95.0 95.3 96.1 1.00 1.00 1.00 1.00 1.01 
93.7 94.8 95.1 95.4 96.3 
30 30 2 93.8 95.0 95.4 95.7 96.4 0.94 0.95 0.97 1.00 1.00 
93.6 94.7 95.1 95.4 96.1 1.00 1.00 1.00 1.00 1.00 
93.8 94.7 95.1 95.5 96.2 
* SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
EQMLS estimated confidence coefficient 
" Ratio of average SLSV interval length to average EQMLS interval length 
" Ratio of average EQSV interval length to average EQMLS interval length 
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Table 13. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for + cr  ^+ 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 02 Q3 Max Min 01 Q2 03 Max 
5 5 2 91.7* 
94.3" 
94.3' 
93.2 
95.2 
95.4 
93.7 
95.7 
96.0 
94.2 
96.1 
96.3 
95.6 
96.5 
97.0 
o
 o
 
o
 o
 
0.94 
0.98 
0.99 
1.00 
1.03 
1.03 
5 10 2 93.1 
94.2 
94.2 
94.0 
94.9 
95.0 
94.3 
95.3 
95.4 
94.7 
95.7 
95.8 
96.0 
96.7 
96.6 
0.93 
0.98 
0.95 
0.99 
0.97 
0.99 
0.99 
1.00 
1.03 
1.03 
5 20 2 93.3 
93.8 
94.3 
94.2 
94.8 
94.9 
94.7 
95.1 
95.2 
95.0 
95.5 
95.5 
95.8 
96.2 
96.4 
0.96 
0.99 
0.98 
0.99 
0.99 
1.00 
0.99 
1.00 
1.02 
1.02 
10 5 2 91.7 
93.9 
94.0 
93.2 
95.0 
95.1 
94.2 
95.4 
95.7 
95.2 
95.8 
96.2 
96.0 
96.7 
97.0 
0.89 
0.97 
0.95 
0.98 
0.97 
0.99 
0.99 
0.99 
1.03 
1.03 
10 10 2 92.5 
93.6 
93.7 
94.1 
94.9 
95.0 
94.8 
95.3 
95.4 
95.2 
95.6 
95.7 
96.2 
96.6 
96.8 
0.94 
0.99 
0.98 
0.99 
0.99 
0.99 
0.99 
1.00 
1.03 
1.03 
10 20 2 93.4 
93.9 
93.9 
94.4 
94.8 
94.8 
94.9 
95.1 
95.2 
95.2 
95.5 
95.6 
9.0 
96.1 
96.3 
0.97 
0.99 
0.99 
1.00 
0.99 
1.00 
1.00 
1.00 
1.02 
1.02 
20 5 2 90.6 
93.8 
94.1 
93.2 
94.8 
94.9 
94.7 
95.3 
95.5 
95.5 
95.7 
95.9 
96.9 
97.0 
96.9 
0.90 
0.98 
0.98 
0.99 
0.98 
0.99 
0.99 
1.00 
1.02 
1.02 
20 10 2 92.3 
93.5 
93.6 
94.2 
94.8 
94.9 
94.9 
95.3 
95.3 
95.4 
95.5 
95.6 
96.0 
96.1 
96.2 
0.95 
0.99 
0.99 
0.99 
0.99 
1.00 
1.00 
1.00 
1.02 
1.02 
30 30 2 93.3 
93.6 
93.6 
94.6 
94.6 
94.7 
95.0 
95.1 
95.1 
95.3 
95.4 
95.4 
96.1 
96.2 
96.3 
0.98 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.01 
1.01 
* SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
EQMLS estimated confkJence coeffic t^ 
" Ratio of average SLSV interval length to average EOMLS interval length 
* Ratio of average EOSV interval length to average EQMLS interval length 
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Table I4. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 6 = 
Design Confidence Coefficient Ratio of Average Lengths 
I J K Min Q1 Q2 Q3 Max Min Q1 Q2 Q3 Max 
5 5 2 92.8* 93.8 94.4 95.0 96.4 
94.2" 95.3 95.8 96.1 97.0 
91.5° 95.0 95.4 95.8 96.7 
0.60** 0.64 0.65 0.65 0.66 
0.92* 0.94 0.94 0.95 0.98 
5 10 2 93.6 94.2 94.6 95.1 96.9 0.50 
94.1 95.0 95.3 95.6 96.4 0.77 
70.6 94.5 94.9 95.3 96.3 
0.67 0.68 0.68 0.69 
0.98 0.98 0.98 1.00 
5 20 2 93.4 94.5 95.0 95.2 96.7 0.63 
94.2 94.8 95.2 95.4 96.2 0.95 
93.7 94.7 95.0 95.3 96.0 
0.69 0.69 0.69 0.69 
0.99 1.00 1.00 1.00 
10 5 2 93.0 93.8 94.5 95.0 96.9 0.66 
93.7 95.2 95.5 95.9 96.9 0.85 
81.2 94.8 95.4 95.7 96.6 
0.77 0.79 0.81 0.82 
0.94 0.95 0.96 0.99 
10 10 2 93.5 94.2 94.6 95.1 96.3 0.51 
93.8 95.0 95.3 95.6 96.6 0.66 
77.4 94.6 95.0 95.4 96.3 
0.81 0.82 0.82 0.83 
0.98 0.98 0.99 1.00 
10 20 2 93.7 94.5 94.9 95.2 96.2 0.76 
94.0 94.9 95.3 95.6 96.4 0.97 
93.9 94.8 95.2 95.5 96.2 
0.83 0.83 0.83 0.84 
0.99 0.99 1.00 1.00 
20 5 2 92.2 93.8 94.3 95.2 96.8 0.52 
94.1 95.0 95.5 95.8 96.7 0.61 
77.6 94.5 95.3 95.9 96.8 
0.84 0.88 0.90 0.91 
0.96 0.96 0.98 0.99 
20 10 2 93.3 94.2 94.8 95.1 96.3 0.58 
94.1 94.9 95.2 95.6 96.4 0.69 
82.6 94.6 95.0 95.5 96.4 
0.89 0.90 0.91 0.91 
0.98 0.98 0.99 1.00 
30 30 2 93.9 94.6 94.9 95.2 96.2 0.88 
94.1 94.9 95.1 95.4 96.2 0.99 
94.0 94.7 95.1 95.3 96.2 
0.94 0.94 0.94 0.94 
0.99 0.99 1.00 1.00 
* SLSV estimated confidence coefficient 
" EQSV estimated confidence coefficient 
EQMLS estimated confidence coefficient 
" Ratio of average SLSV interval length to average EQMLS interval length 
* Ratio of average EQSV interval len  ^to average EQMLS interval length 
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the 84 parameter sets) of the confidence coefficients estimated for each of the SLSV, 
EQSV, and EQMLS intervals. In each Confidence Coefficient cell, three values are 
reported, with the top, middle and bottom values corresponding to the estimated 
confidence coefficients for the nominally 95% SLSV, EQSV and EQMLS intervals 
respectively. We also report the miniTniiTn, maximum and three quartiles (across the 
84 parameter sets) of the ratios of the average SV interval length to the average 
EQMLS interval length. In each Ratio of Average Length cell, the top value is the 
ratio of the average SLSV interval length to the average EQMLS interval length, 
while the bottom value is the ratio of the average EQSV interval length to the 
average EQMLS interval length. 
For estimating 7^, Table 10 clearly shows that the SLSV, EQSV, and 
EQMLS intervals maintain the nominal confidence level. It is remarkable that the 
EQSV and EQMLS estimated confidence coefficients are very similar and that 
average interval lengths for these intervals are almost equal. This is true in the 
complete simulation results and not just in the summary statistics presented here. 
Also, on average, the SLSV intervals are about 30%, 15%, 10% and 5% shorter than 
the EQMLS and EQSV intervals when J = 5, 10, 20 and 30 respectively. 
For estimating 7^ Table 11 shows that the SLSV, EQSV and EQMLS 
intervals maintain the nominal confidence level. Across all designs, the EQSV and 
EQMLS intervals have cdmost equal average lengths. It is interesting that the SLSV 
intervals are, on the whole, more conservative than the EQSV and EQMLS intervals 
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(compare their median confidence coefficients) and yet, on average, are shorter than 
the EQSV and EQMLS intervals. The reduction in average length (from using SLSV 
intervals over the EQSV and EQMLS intervals) appears to be inversely related to 
the value of J, and to a lesser extent, the value of /. 
Similar things may be said about the SLSV, EQSV and EQMLS intervals 
based on the results in Table 12 for estimating 7^. All three methods have adequate 
confidence coefficients. The EQSV and EQMLS intervals have almost equal average 
lengths while the SLSV intervals are relatively shorter than the equal-tail intervals 
despite being more conservative. 
For estimating 6^, it is seen in Table 13 that the EQMLS and EQSV intervals 
maintain the nominal confidence level and have almost equal average length. The 
SLSV intervals can be slightly liberal in small experiments (with estimated 
confidence coefficients that are at least 90.6%). In addition, they are on average 
marginally shorter than the equal-tail mtervals. 
For estimating 6, there is some evidence in Table 14 that the EQMLS intervals can 
be extremely liberal, having estimated confidence coefficients that are as low as 71%. 
In the complete simulation results, it is seen that this only occiirs when the value of 
6 is small (£ = a^=.01). Chiang (1999b) discusses this phenomenon in greater 
details and document the parameter sets where the EQMLS intervals are liberal. In 
contrast, the EQSV intervals are able to maintain the nominal a>nfidence level. The 
SLSV intervals are very slightly liberal in designs with small to moderate (/,J) 
values but not in the largest design with ( I ,  J )  =  (30,30). Among the first 6 designs 
considered, their average lengths can be 15% to 30% shorter than the EQSV 
intervals. Hence, they are capable of providing quite substantial information over the 
EQSV intervals when used to estimate 6 in small to moderately sized experiments. 
In summary, the simulations show that the EQSV intervals are consistently 
capable of maintaining the nominal confidence level while having average lengths 
that are comparable to those of the MLS intervals. The use of the SLSV intervals 
can give the benefit of significant reduction in interval length when used to estimate 
functions such as 7^, 7^, 7^ that are linear combinations of variance components. 
6. Conclusion 
Our simulation results strongly suggest that the surrogate variables method is 
comparable or superior to the best existing approximate methods available for 
constructing confidence intervals for fimctions of variance components in the two-
way random effects model with interaction. In particular, when used to estimate all 
five variance component functions that are relevant to gauge R&R studies, the 
equal-tail SV intervals are able to maintain the nominal confidence level while 
having average interval lengths nearly the same as those of the existing methods. 
The shortest-length SV intervals can be significantly shorter than the equal-tail 
intervals especially when used in. small to moderate size experiments to estimate 
linear combinations of the variance components. Although we have not explicitly 
considered other parametric functions that are relevant when applying this model in 
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other contexts (besides R&R studies), it should be clear that there are a number of 
these "other functions" that are already "covered" by our discussions either by 
reasons of symmetry or functional relation. Since the designs used in the main 
simulation study are symmetric in I and J, therefore our observations for the 
selected functions £ilso apply to their symmetric counterparts. For instance, what has 
been said about the capability of the SV intervals for estimating also apply to 
the estimation of . Similarly, other functions such as cr^ -}- , cr^ + + <t| , 
covered as symmetric counter­
parts of 7j, 7^, and b respectively. Other functions such as the fraction 
+0"^ -^crl) can be identified as being a one to one function of 6. A  '  ^  A  B  A B  t f '  
Therefore, a SV interval for this fraction can be obtained easily by a transformation 
of that for b. Likewise, the fraction cr^ /(o-^ ^ "covered" either as 
the symmetric coimterpart of /(cr^ +<7^ +cT\g +cr^), or as a one to one function 
of ai J{a\ + + ai). Thus, it is clear that the SV method is capable of producing B '  ^ A AB o' 
good approximate confidence intervals for all these functions. 
We are convinced that SV method is capable of producing good confidence 
intervals for any function of variance components in the model that we have 
considered. When there are a large number of variance component functions to 
estimate, the SV method clearly has the advantages of being conceptually simpler 
and easier to implement when compared to the MLS methods. This is especially true 
if the functions of interest have not been considered in existing publications related 
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to the relevant MLS method. In such situations, in order to use the MLS methods, 
the researcher first needs to undertake the tedious task of deriving the MLS intervals 
by using either prescribed formulas (such as those in Ting et al.(1990)) or supplied 
algorithms (as we have done so in the Appendix using the Gui et al. (1995) MLS 
method). 
Finally, since the (Monte Carlo) SV intervals are easy to program, interested 
users are encouraged to perform simulation exercises to verify that the SV confidence 
intervals are competent for estimating the variance component functions of their 
choice. 
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Appendix 
We will outline the key steps needed to derive a (1 —2a)100% confidence 
interval for 6^ following Gui et al. (1995). Let the upper a points of the 
distribution and the Snedecor F distribution with ) degrees of freedom be 
k ^ J 
denoted by „ and F^{u.,u) respectively. 
For k , j  = , define the fimctions, 
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(1 - f-.K.",))' - BlKM^",)- c;!/ f.-.K.",)-and H = h 
Let r^ = l/IK, r^= {I— 1)1 IK, r^=l/K. We desire (L,U) such that 
Prob(5Q <L) = a and Prob(6g < U )  =  l  —  a .  
To obtain the upper confidence limit, first suppose that 
Q<U <1<K/{K -1). Then, as in Ting et al. (1990), we get 
f/* = [l-(1 -rJU]ms^ -[rpms^ + r^Ums^] + ^  
where = {ifJl - (1 - r^)U\ms^} + [Gjr^Uma^] + [G^r^Ums^ 
+ H^^[l - (1 - r^)U]r^Um8^ma^ + Hjl - (1 - r^)U]r^Ums^ms^ 
And setting U' =0 implies that + Bp + Cj = 0 for some constants 
\, We pick the solution, U = —B^ + ^ max(0, B^ — 44^(7^)j/2A^. 
Similarly, to obtain the lower confidence limit, define 
I* = [l - (1 - rjl]ms^ - [r^Lms^ + r^Lms^] -
where = {GJl - (1 - rJL]msj' + [H^r^Lms^f + [H^r^Lms^f 
+ GJl - (1 - rJiy^Lms^ms^ + - (1 - rJL]r^Lms^ms^ 
Then, setting L' = 0 implies that + BJj + = 0 for some constants 
i4j, B^, Cj and we pick the solution, L = —B^ - ^max(0, — 4i4jCj)j/2i4j. 
It is important to realize that the above procedure does not guarantee that 
17 < 1. This is because the assumption has only been that U is bounded above by 
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K / { K  —  1) which is greater than 1. Therefore, we will need to truncate the interval 
(£, U) if any part of it should fall outside of [0,1]. Hence, a (1 — 2a)100% confidence 
interval for 6^ is ^max(0, L), ndn(l, U^. 
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CHAPTER 4. CONFroENCE INTERVALS FOR FUNCTIONS OF VARIANCE 
COMPONENTS IN THE TWO-FOLD NESTED RANDOM EFFECTS MODEL 
A paper to be submitted to Biometrics 
Kok-Leong Chiang 
Abstract 
Chiang (1999) suggests a simple "svirrogate variables" method for 
constructing confidence intervals for arbitrary functions of variance components in 
balanced normal theory models. "Equal-tail" and "shortest-length" confidence 
intervals from this method can be easily computed using Monte Carlo simulations. 
We establish the effectiveness of the method when applied in the two-fold nested 
random effects model. The proposed intervals compare favorably in confidence 
coefficient and average length to those produced by the best existing methods. An 
application of the method to a classic biological dataset is considered. 
1. Introduction 
Chiang (1999) suggests a single general "surrogate variables" (SV) method for 
constructing confidence intervals for arbitrary functions of variance components in 
balanced normal theory models. The effectiveness of the method for estimating 
variance component functions in the two-way random effects model (with and 
without interaction) is supported by the extensive computer simulation results 
reported in Chifuig (1999) and Chiang and Vardeman (1999). The primary purpose 
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of this article is to demonstrate the effectiveness and simplicity of the method when 
applied to the two-fold nested random effects model. 
This article is organized as follows. In Sections 2 and 3, we consider the two­
fold nested random effects model and describe the SV method. In Section 4, we 
provide results of computer simialation comparing the SV confidence intervals to the 
best existing ones recommended by Burdick and Graybill (1992). In Section 5, we 
consider the analysis of a classical biological experiment based on the two-fold nested 
model. 
2. The Two-Fold Nested Random Effects Model 
Consider the two-fold nested random effects model, with the response 
variable, + A^ + B..i = l,—,/; j = !,•••,7; k = l,-',K. In this 
expression, is a fixed unknown constant, are jointly independent normal 
random variables with means of zero and variances of and respectively. 
The usual ANOVA table for the model is presented in Table 1. 
Table 1. ANOVA Table 
Source of Degrees of Sum of Mean 
Expected Mean Square 
Squares Square Variation Freedom 
A MS^ 
B(A) II 1 55, MS^ 
Error 5^3 MS, II 
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Since we have balanced data, SS  ^/ 9 ,^ SS  ^/9 ,^ 8iadSS^/9  ^ are independent 
random variables with and degrees of freedom respectively. We shall 
use the vector notation SS = {SS^,SS^,SS^), 9 = (9^,9^,9^), and lowercase ss = 
{ss^, 3s^, ssj) for observed values. 
Table 2 shows nine functions of variance components that are of interest in 
this model. Each function can be expressed as a function of 9. Among these 
functions, only cr^ and have exact confidence intervals. These can be constructed 
using the pivotal quantities, SS^ / 9^ and 9^MS^ f 9^MS^, which are distributed as 
Table 2. Selected Fimctions of Variance Components 
Function 
In terms of Expected Mean 
Squares 
Parameter/Range 
Space 
4 ^3 [0,c») 
CD
 III 9A6)  =  (e , -9^) /K [0,oo) 
g^i9) = (9^-9^)/JK [0,oo) 
9:,{0) = g^{9) + g^(9) + 9^ [0,oo) 
III [0,c») 
Ill
 
gM^(^: -9 , ) /JK9^  [0,oo) 
III
 9,i^) = 0Jg^i9) [0,1] 
III 9,{e) = gS9)/9,(9) [0.1] 
Ill
 g^{9) = g^{9)/g^{9) [0,1] 
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Table 3. Best Existing Methods of Constructing Confidence Intervals 
Function of Variance 
Components 
Method Acronjon 
III b I
II 
CQ Tmg et al. (1990)» TING90 
Graybill and Wang (1980)* GW80 
III Wang and Graybill (1981)* WG81 
Ting, Burdick, and Graybill (1991)* TBG91 
p B = ^ \ h ^ P A = ^ \ h  Graybill and Wang (1979)*; GW79; 
Gui et al. (1995) GUI95 
*methods recommended by Burdick and Graybill (1992) 
xl^ and respectively. The other functions do not have exact confidence 
intervals and several methods have been proposed for making approximate 
confidence intervals. In particular, Burdick and Graybill (1992, Chapter 5) 
recommend the use of various modified large-sample (MLS) methods to produce 
intervals. We list their recommendation in Table 3 and provide acronyms that will 
be used in this paper. In addition, we include the MLS method proposed by Gui et 
al. (1995). 
3. The Surrogate Variables Method 
We now briefly describe the SV method of constructing confidence intervals 
for the parametric functions in Table 2. 
First, we provide a definition for the Inverse Gamma distribution. Let X be 
an Inverse Gamma random variable with shape and scale parameter, a > 0 and 
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6 > 0. We denote X - IGAM{a,b). The density function of X on (0,oo) is defined to 
b e  f ( x  1  a ,  6 )  =  e x p  [ — 6  f x ] /  r ( a ) .  N o t e  t h a t  1  /  A "  -  G a n u n a ( a ,  6 ) ,  X  / b  ~  
IGAM(a,l) and 26/X - xl. 
A set of surrogate variables is defined as follows. Given observed sums of 
squares, ss = (ssjjssj.ssg), with corresponding degrees of freedom, define 
the surrogate variables 6=0^,9^,9^) to be jointly independently distributed as 
3 _ 
IGAM{v^ 12,ss. /2) for 2 = 1,2,3. That is, given SS = ss, f{9 | ss) = I • 
' 1=1 
Note that we are only concerned with the roles of surrogate variables as 
"conditional" random variables given SS = ss. Therefore, when we refer to the 
density or distribution of ^, we mean that which is conditional on SS = ss, and not 
the unknown unconditional distribution, F(0 | 9). 
For each function in Table 2, we need to "tailor" a variable as a function of 
the sxirrogate variables. The definition of the tailored variable depends on the 
function g{») and its permissible range. For an example, consider 7 = ^^(0). Since 
the permissible range of g^{») is a subset of [0,oo), we define a tailored variable, 
j = max(0,gjff)). Sunilarly, we define = max(0,g^(9)),j^ = max(0,g^(9)), Xg = 
max(0,g^(9)), and = max(0,^5((S')). Since is constrained to [0, 1], we define its 
tailored variable to be = min|l,max(0,<^g(^))|. Similarly, we define 
= min {l, max(0, g^ (5))} ,Pg=iBm {l, max(0,5^(0))}. 
In the SV method, the quantiles of the tailored variables are used to construct 
confidence intervals for functions of variance components. Let 7^ represents the 
upper a point of the distribution of 7. For 0^,0^ > 0 and aj+a:2<l, then 
~ ~ '^2) 100% SV confidence interval for 7. If , then we 
have an equal-tail (1 —2q^)100% confidence interval for 7  . On the other hand, if we 
choose % -7i-o is minimized, then we have a 
shortest-length (1 — 2a)100% confidence interval for 7. 
Hence, the problem of constructing a SV confidence interval for 7  reduces to 
the task of computing appropriate quantiles of 7. This is a trivial task for certain 
functions that can be expressed in terms of a single 9. or a single ratio 6.. The 
quantiles of 6. and 0. /9^ are well defined in terms of those of the and 
distributions. In fact, the SV confidence intervals based on them correspond exactly 
to the usual exact Chi-square or F distribution confidence intervals derivable using 
the pivotal quantities, SS. /9. and 9.MS. /9MS. respectively. In the present context, 
this of course means that the SV intervals for al, and A- reduce to the well known b a 
exact intervals. 
For other fimctions, the task of finding the quantiles of the tailored variables 
is not a trivial analytical problem. Chiang (1999) gives an expression for the CDF of 
a nonnegative linear combination of d.. However, it does not have a simple closed 
form. Consequently, a different and challenging numerical integration problem 
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awaits for each particular function of interest. It therefore seems best to avoid to 
tackling the problem from this angle. 
Instead of employing analytical numerical methods, Chiang (1999) suggests 
iising Monte Carlo simulation. This approach is straightforward and feasible because 
we have a nice definition of the surrogate variables and a clear description of the 
associated tailored variables. Briefly, the steps in the Monte Carlo simulation are: 
1. Choose a large Monte Carlo sample size, Af > 100,000 is recommended. 
2. Generate a random sample |$\^^,-'",^*'|from the distribution of d. 
3. Among the tailored variables, let us first consider 7. Compute the tailored 
sample, f = where 7"* = max^0,53(9"*)). Sort f in ascending 
order to get (7'", 7^^', • • •, 7^^^ j. 
4. An equal-tail (1 —2q)100% SV confidence interval for 7 is (7^^',7^'''), where 
L = [a-M\ and U = [(I - a) • Af j. If Af = 100,000 and a = .05, the interval is 
simply »««')). 
5. An approximate (1 — 2a)100% shortest-length SV confidence interval for 7 is 
(-yC'Si) where SU = [(a+1-2a)* AfJ, SL = [a-M\, and a €(0,2a) such 
that |7®' - f ^ "'1 = ^  {|7<" - f'I: X = [6 • M|,y = 1(6 +1 - 2q) • M|}. 
6. Repeat steps 3 through 5 for the other t£ulored variables. 
The only word of caution here is to set M as large as possible in order to 
minimize the Monte Carlo error in the interval estimates. 100,000 seems to be a 
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reasonably safe number while 500,000 or 1,000,000 would be even better. The 
author's experience has been that the observed percentage error due to Monte Carlo 
simulation is about 5%, 3%, and 1% for M = 100,000, 500,000 and 1,000,000 
respectively. Computing time on an AMD Athlon PC using a Windows 
98/FORTRAN 90/IMSL program for estimating all seven functions in Table 3 is 
about 3, 15, and 30 seconds for these values of M. 
4. A Computer Simulation Study 
A computer simulation study was conducted to evaluate the performance of 
the surrogate variables confidence intervals. For comparison, we included the MLS 
methods in Table 3. The confidence interval formulas for these methods can be 
found in either Chapter 5 of Burdick and Graybill (1992) or in Gui et al. (1995). 
However, the latter only provides a formula for estimating and not Pg. Since ovu: 
interest is in evaluating the performance of the SV intervals, we have decided to 
include the GUI95 method for estimating p^ and not p^. The GW79 method is used 
for estimating both and p^. 
Without loss of generality, we assume + cr^ + = 1 and then chose 21 
parameter points approximately spaced evenly over the three-space simplex (see 
Figure 1) where this linear restriction holds and each variance component is 
nonnegative. The coordinates of these points are shown in Table 4. 
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Figvire 1, Parameter Points 
Table 4. Parameter Points 
Point # cr^ <7^ 
1 0.01 0.01 0.98 
2 0.01 0.20 0.79 
3 0.01 0.40 0.59 
4 0.01 0.60 0.39 
5 0.01 0.80 0.19 
6 0.01 0.98 0.01 
7 0.80 0.19 0.01 
8 0.20 0.20 0.60 
9 0.20 0.40 0.40 
10 0.20 0.60 0.20 
11 0.40 0.01 0.59 
12 0.40 0.20 0.40 
13 0.40 0.40 0.20 
14 0.60 0.01 0.39 
15 0.60 0.20 0.20 
16 0.80 0.01 0.19 
17 0.98 0.01 0.01 
18 0.20 0.79 0.01 
19 0.40 0.59 0.01 
20 0.60 0.39 0.01 
21 0.20 0.01 0.79 
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The simulations were performed using a FORTRAN/IMSL program on DEC 
Alphastation 500 workstations. We considered a variety of designs, but for simplicity 
restricted attention to designs with K = 2. For each parameter set and design pair, 
2000 simulations were performed. In each simulation, the sums of squares, SSA, SSB, 
and SSE, were simulated using the IMSL RNCHI subroutine. E^qual-tail 95% MLS 
confidence intervals were computed. 95% SV confidence intervals were computed 
using Monte Carlo estimation (via the IMSL RNGAM subroutine) with Monte Carlo 
sample size M = 100,000. Then, the confidence coefficient for each method was 
estimated by the percentage of intervals bracketing the value of the appropriate 
parametric function. Based on the normal approximation to the binomial 
distribution, there is a less than 2.5% chance that an estimated confidence coefficient 
based on 2000 simulations is less than 94.0% when the true confidence coefficient is 
95%. 
The simulation results are presented in Tables 5 through 11. We shall use the 
acronyms 'SLSV and 'EQSV for 'shortest-length surrogate variables' and 'equal-tail 
surrogate variables' respectively. In every table, for each design considered, we 
present the minimum, maximum and 3 quartiles (across the 21 parameter sets) of 
the estimated confidence coefficients and the minimum, median and maximum 
(again across the 21 parameter sets) of the ratio of average interval lengths. 
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Table 5. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7^ = 
Design Confidence Coefficient Ratio of Average Lengths 
/ J K SLSV EQSV TING90 SLSV/TING90 EQSV/TING90 
5 5 2 MIN 0.940 0.944 0.943 0.919 0.985 
Q1 0.953 0.948 0.948 0.923 0.988 
Q2 0.959 0.951 0.950 0.931 0.993 
Q3 0.964 0.954 0.953 0.933 1.000 
MAX 0.968 0.958 0.958 0.939 1.000 
S 10 2 MIN 0.943 0.943 0.943 0.962 0.991 
Q1 0.952 0.947 0.946 0.964 0.992 
Q2 0.956 0.951 0.950 0.968 0.996 
Q3 0.959 0.954 0.953 0.970 1.000 
MAX 0.964 0.959 0.960 0.972 1.000 
5 20 2 MIN 0.945 0.943 0.942 0.981 0.995 
Q1 0.950 0.948 0.948 0.982 0.996 
Q2 0.953 0.950 0.949 0.984 0.998 
Q3 0.956 0.954 0.953 0.986 1.000 
MAX 0.960 0.962 0.962 0.988 1.000 
10 5 2 MIN 0.941 0.941 0.941 0.957 0.991 
Q1 0.950 0.946 0.945 0.959 0.993 
Q2 0.955 0.949 0.949 0.961 0.997 
Q3 0.958 0.955 0.955 0.964 1.000 
MAX 0.966 0.959 0.959 0.967 1.000 
10 10 2 MIN 0.943 0.938 0.939 0.980 0.995 
Q1 0.950 0.946 0.947 0.981 0.996 
Q2 0.952 0.951 0.950 0.982 0.998 
Q3 0.956 0.954 0.954 0.985 1.000 
MAX 0.966 0.963 0.962 0.987 1.000 
10 20 2 MIN 0.942 0.939 0.940 0.989 0.998 
Q1 0.950 0.947 0.946 0.990 0.998 
02 0.954 0.951 0.951 0.990 0.999 
Q3 0.955 0.954 0.953 0.992 1.000 
MAX 0.964 0.961 0.961 0.995 1.000 
20 5 2 MIN 0.935 0.934 0.934 0.975 0.995 
Q1 0.948 0.944 0.945 0.977 0.996 
Q2 0.951 0.948 0.948 0.978 0.998 
Q3 0.954 0.952 0.952 0.982 1.000 
MAX 0.962 0.961 0.960 0.985 1.000 
20 10 2 MIN 0.941 0.939 0.939 0.988 0.997 
Q1 0.949 0.947 0.948 0.989 0.998 
Q2 0.953 0.951 0.951 0.990 0.999 
Q3 0.954 0.954 0.954 0.992 1.000 
MAX 0.959 0.960 0.959 0.994 1.000 
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Table 6. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 7^ = aj 
Design Confidence Coefficient Ratio of Average Lengths 
/ J K SLSV EOSV TING90 SLSV/TING90 EQSV/TING90 
5 5 2 MIN 0.939 0.941 0.940 0.680 0.996 
Q1 0.950 0.945 0.944 0.680 0.996 
02 0.954 0.950 0.950 0.689 0.999 
Q3 0.968 0.952 0.952 0.692 1.000 
IMAX 0.978 0.956 0.955 0.692 1.000 
5 10 2 MIN 0.944 0.943 0.943 0.661 0.999 
Q1 0.949 0.946 0.945 0.663 1.000 
02 0.953 0.949 0.948 0.689 1.000 
03 0.957 0.952 0.953 0.691 1.000 
MAX 0.966 0.961 0.961 0.691 1.001 
5 20 2 MIN 0.944 0.939 0.938 0.657 0.999 
01 0.951 0.948 0.949 0.663 1.000 
02 0.952 0.954 0.953 0.690 1.000 
03 0.955 0.956 0.955 0.691 1.000 
MAX 0.956 0.960 0.960 0.691 1.001 
10 5 2 MIN 0.937 0.938 0.938 0.801 0.995 
01 0.947 0.946 0.945 0.803 0.996 
02 0.954 0.948 0.947 0.836 0.999 
03 0.961 0.952 0.952 0.839 1.000 
MAX 0.966 0.957 0.957 0.840 1.000 
10 10 2 MIN 0.944 0.936 0.936 0.780 0.999 
01 0.947 0.944 0.944 0.785 0.999 
02 0.954 0.949 0.949 0.837 1.000 
03 0.956 0.952 0.952 0.838 1.000 
MAX 0.960 0.963 0.964 0.838 1.000 
10 20 2 MIN 0.941 0.945 0.945 0.776 1.000 
01 0.945 0.949 0.949 0.788 1.000 
02 0.950 0.950 0.951 0.837 1.000 
03 0.954 0.953 0.953 0.837 1.000 
MAX 0.963 0.959 0.958 0.838 1.000 
20 5 2 MIN 0.946 0.939 0.938 0.866 0.996 
01 0.951 0.948 0.947 0.869 0.997 
02 0.952 0.951 0.950 0.915 0.999 
03 0.956 0.952 0.952 0.917 1.000 
MAX 0.966 0.955 0.956 0.918 1.000 
20 10 2 MIN 0.939 0.938 0.938 0.850 0.999 
01 0.949 0.948 0.947 0.856 0.999 
02 0.953 0.951 0.951 0.915 1.000 
03 0.956 0.954 0.954 0.916 1.000 
MAX 0.960 0.956 0.956 0.916 1.000 
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Table 7. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 
Design Confidence Coefficient Ratio of Average Lengths 
1 J K SLSV EOSV GW80 SLSV/GW80 EQSV/GW80 
5 5 2 MIN 0.949 0.941 0.939 0.691 1.000 
Q1 0.964 0.947 0.948 0.710 1.004 
02 0.980 0.950 0.951 0.766 1.011 
Q3 0.984 0.953 0.953 0.836 1.015 
MAX 0.989 0.959 0.958 0.889 1.019 
5 10 2 MIN 0.946 0.944 0.944 0.691 1.000 
Q1 0.960 0.949 0.948 0.705 1.002 
02 0.976 0.951 0.951 0.755 1.004 
03 0.980 0.955 0.955 0.870 1.005 
MAX 0.983 0.961 0.962 0.911 1.007 
5 20 2 MIN 0.951 0.935 0.933 0.691 0.992 
01 0.957 0.950 0.950 0.701 0.995 
02 0.970 0.952 0.953 0.743 1.001 
03 0.975 0.955 0.957 0.895 1.003 
MAX 0.982 0.958 0.963 0.926 1.005 
10 5 2 MIN 0.946 0.938 0.940 0.837 1.000 
01 0.958 0.948 0.946 0.857 1.005 
02 0.966 0.951 0.951 0.910 1.007 
03 0.971 0.955 0.956 0.948 1.008 
MAX 0.981 0.960 0.960 0.974 1.010 
10 10 2 MIN 0.943 0.942 0.941 0.837 0.998 
01 0.957 0.946 0.946 0.852 1.000 
02 0.961 0.950 0.952 0.905 1.002 
03 0.965 0.954 0.953 0.967 1.005 
MAX 0.977 0.963 0.960 0.983 1.006 
10 20 2 MIN 0.946 0.941 0.942 0.837 0.995 
01 0.952 0.948 0.948 0.847 0.997 
02 0.956 0.951 0.952 0.892 1.001 
03 0.966 0.955 0.953 0.978 1.003 
MAX 0.977 0.959 0.962 0.988 1.004 
20 5 2 MIN 0.948 0.940 0.938 0.915 1.000 
01 0.954 0.948 0.947 0.928 1.002 
02 0.958 0.950 0.949 0.962 1.003 
03 0.962 0.953 0.952 0.978 1.005 
MAX 0.971 0.960 0.959 0.989 1.005 
20 10 2 MIN 0.942 0.940 0.940 0.915 0.998 
01 0.952 0.948 0.947 0.924 0.999 
02 0.959 0.952 0.951 0.961 1.001 
03 0.961 0.954 0.955 0.986 1.003 
MAX 0.967 0.957 0.959 0.993 1.003 
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Table 8. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for =a\ fa \  
Design Confidence Coeffident Ratio of Average Lengths 
/ J K SLSV EQSV WG81 SLSV/WG81 EQSV/WG81 
5 5 2 MIN 0.942 0.943 0.943 0.670 0.978 
Q1 0.9S1 0.946 0.947 0.671 0.979 
Q2 0.954 0.951 0.952 0.680 0.992 
03 0.969 0.954 0.955 0.686 0.997 
MAX 0.980 0.960 0.961 0.690 1.000 
5 10 2 MIN 0.947 0.941 0.943 0.657 0.990 
Q1 0.951 0.948 0.948 0.659 0.991 
02 0.955 0.949 0.950 0.685 0.997 
03 0.958 0.957 0.958 0.689 0.999 
MAX 0.969 0.962 0.964 0.690 1.000 
5 20 2 MIN 0.937 0.938 0.939 0.655 0.995 
01 0.949 0.946 0.947 0.661 0.996 
02 0.954 0.950 0.950 0.689 0.999 
03 0.956 0.953 0.955 0.690 1.000 
MAX 0.960 0.960 0.960 0.691 1.000 
10 5 2 MIN 0.938 0.939 0.940 0.782 0.969 
01 0.950 0.947 0.949 0.784 0.971 
02 0.953 0.950 0.951 0.820 0.988 
03 0.966 0.951 0.955 0.829 0.994 
MAX 0.972 0.959 0.960 0.836 1.000 
10 10 2 MIN 0.943 0.938 0.938 0.771 0.985 
01 0.948 0.947 0.947 0.776 0.986 
02 0.955 0.950 0.952 0.831 0.996 
03 0.957 0.956 0.957 0.834 0.998 
MAX 0.963 0.965 0.966 0.837 1.000 
10 20 2 MIN 0.940 0.945 0.945 0.772 0.993 
01 0.946 0.949 0.949 0.783 0.994 
02 0.951 0.950 0.951 0.835 0.999 
03 0.954 0.953 0.953 0.836 1.000 
MAX 0.964 0.959 0.960 0.837 1.000 
20 5 2 MIN 0.944 0.936 0.937 0.844 0.970 
01 0.952 0.948 0.951 0.847 0.971 
02 0.954 0.952 0.953 0.899 0.986 
03 0.958 0.954 0.956 0.906 0.993 
MAX 0.970 0.957 0.960 0.914 0.999 
20 10 2 MIN 0.942 0.937 0.938 0.839 0.985 
01 0.948 0.948 0.949 0.845 0.986 
02 0.951 0.951 0.952 0.908 0.995 
03 0.958 0.954 0.954 0.912 0.998 
MAX 0.963 0.956 0.957 0.915 1.000 
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Table 9. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for Pg = 0-3/7 
Design Confidence Coefficient Ratio of Average Lengths 
/ J K SLSV EOSV GW79 SLSV/GVV79 EOSV/GW79 
5 5 2 MIN 0.919 0.941 0.940 0.775 0.841 
Q1 0.937 0.947 0.950 0.898 0.924 
02 0.942 0.955 0.964 0.950 0.975 
Q3 0.951 0.957 0.968 1.006 1.017 
MAX 0.971 0.962 0.974 1.265 1.265 
5 10 2 MIN 0.923 0.938 0.940 0.775 0.809 
Q1 0.939 0.950 0.952 0.900 0.916 
02 0.950 0.953 0.958 0.953 0.963 
03 0.955 0.955 0.973 1.000 1.002 
MAX 0.970 0.961 0.977 1.139 1.139 
5 20 2 MIN 0.923 0.942 0.929 0.756 0.788 
01 0.936 0.948 0.951 0.884 0.898 
02 0.946 0.950 0.962 0.940 0.946 
03 0.957 0.957 0.972 0.994 0.996 
MAX 0.965 0.961 0.985 1.079 1.087 
10 5 2 MIN 0.930 0.943 0.940 0.814 0.850 
01 0.944 0.949 0.953 0.915 0.927 
02 0.947 0.953 0.955 0.964 0.974 
03 0.951 0.954 0.968 1.006 1.008 
MAX 0.967 0.962 0.977 1.344 1.344 
10 10 2 MIN 0.931 0.947 0.930 0.791 0.820 
01 0.946 0.949 0.952 0.909 0.910 
02 0.950 0.952 0.958 0.961 0.965 
03 0.953 0.954 0.969 0.994 0.995 
MAX 0.965 0.957 0.974 1.191 1.191 
10 20 2 MIN 0.934 0.940 0.924 0.766 0.793 
01 0.942 0.949 0.953 0.888 0.907 
02 0.952 0.951 0.956 0.930 0.932 
03 0.955 0.954 0.972 0.995 0.995 
MAX 0.961 0.959 0.984 1.096 1.096 
20 5 2 MIN 0.939 0.942 0.933 0.841 0.869 
01 0.946 0.950 0.950 0.916 0.922 
02 0.948 0.952 0.956 0.976 0.982 
03 0.951 0.954 0.969 0.994 1.007 
MAX 0.969 0.962 0.974 1.404 1.404 
20 10 2 MIN 0.932 0.939 0.930 0.820 0.842 
01 0.949 0.950 0.951 0.904 0.904 
02 0.950 0.953 0.961 0.962 0.963 
03 0.954 0.954 0.970 0.994 0.999 
MAX 0.961 0.959 0.980 1.235 1.236 
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Table 10. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 
Design Confidence Coefficient Ratio of Average Lengttw 
/ J K SLSV EOSV TBG91 SLSV/TBG91 E0SV/TBG91 
5 5 2 MIN 0.919 0.942 0.943 0.848 0.921 
Q1 0.932 0.949 0.953 0.874 0.938 
Q2 0.935 0.954 0.963 0.928 0.971 
Q3 0.942 0.958 0.967 1.065 1.073 
MAX 0.952 0.965 0.977 1.695 1.696 
5 10 2 MIN 0.927 0.944 0.946 0.882 0.946 
Q1 0.933 0.951 0.958 0.935 0.958 
02 0.944 0.954 0.960 0.952 0.970 
Q3 0.947 0.957 0.964 0.996 0.998 
MAX 0.960 0.962 0.966 1.670 1.671 
5 20 2 MIN 0.925 0.944 0.944 0.898 0.963 
Q1 0.932 0.951 0.953 0.960 0.972 
Q2 0.949 0.953 0.958 0.971 0.979 
Q3 0.955 0.956 0.962 0.982 0.993 
MAX 0.962 0.964 0.968 1.636 1.637 
10 5 2 M(N 0.932 0.939 0.946 0.923 0.952 
Q1 0.938 0.949 0.956 0.927 0.960 
Q2 0.944 0.952 0.958 0.954 0.969 
03 0.949 0.957 0.961 0.995 1.001 
MAX 0.953 0.963 0.970 1.764 1.766 
10 10 2 MIN 0.929 0.944 0.946 0.941 0.965 
01 0.942 0.948 0.951 0.960 0.973 
02 0.948 0.951 0.955 0.970 0.979 
03 0.951 0.956 0.962 0.980 0.988 
MAX 0.957 0.963 0.967 1.759 1.760 
10 20 2 MIN 0.928 0.944 0.944 0.949 0.975 
01 0.942 0.948 0.950 0.979 0.983 
02 0.948 0.950 0.952 0.983 0.987 
03 0.952 0.952 0.957 0.988 0.992 
MAX 0.962 0.965 0.969 1.682 1.682 
20 5 2 MIN 0.934 0.940 0.945 0.954 0.969 
01 0.943 0.950 0.953 0.963 0.974 
02 0.949 0.954 0.956 0.972 0.980 
03 0.952 0.956 0.960 0.980 0.988 
MAX 0.958 0.960 0.966 1.788 1.789 
20 10 2 MIN 0.938 0.945 0.945 0.971 0.977 
01 0.948 0.952 0.953 0.977 0.983 
02 0.952 0.953 0.957 0.983 0.986 
03 0.954 0.956 0.959 0.987 0.990 
MAX 0.956 0.963 .965 1.713 1.714 
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Table 11. Estimated Confidence Coefficients and Average Lengths for 
Nominally 95% Confidence Intervals for 
Design Confidence Coeffident Ratio of Average Interval Lengths 
/ J K SLSV EOSV GW79 GUI95 
SLSV 
GW79 
EQSV 
GW79 
6UI95 
GW79 
5 5 2 MIN 0.921 0.941 0.941 0.941 0.776 0.967 0.954 
Q1 0.927 0.947 0.951 0.947 0.841 0.978 0.977 
02 0.936 0.951 0.953 0.949 0.918 0.984 0.983 
Q3 0.940 0.954 0.958 0.953 0.964 0.992 0.993 
MAX 0.950 0.962 0.965 0.962 0.992 1.000 1.000 
5 10 2 MIN 0.915 0.939 0.939 0.939 0.736 0.980 0.977 
Q1 0.927 0.947 0.950 0.947 0.783 0.987 0.986 
02 0.931 0.950 0.953 0.950 0.905 0.990 0.989 
03 0.944 0.954 0.956 0.954 0.973 0.995 0.995 
MAX 0.954 0.960 0.962 0.959 0.994 1.000 1.000 
5 20 2 MIN 0.918 0.944 0.945 0.944 0.717 0.989 0.988 
01 0.930 0.948 0.948 0.947 0.746 0.993 0.992 
02 0.933 0.949 0.950 0.949 0.903 0.995 0.994 
03 0.944 0.950 0.954 0.950 0.978 0.997 0.997 
MAX 0.954 0.958 0.958 0.958 0.995 1.000 1.000 
10 5 2 MIN 0.923 0.942 0.946 0.940 0.810 0.961 0.955 
01 0.932 0.948 0.950 0.947 0.856 0.969 0.970 
02 0.942 0.952 0.954 0.951 0.942 0.978 0.976 
03 0.947 0.954 0.959 0.953 0.964 0.989 0.991 
MAX 0.958 0.962 0.968 0.962 0.996 0.999 0.999 
10 10 2 MIN 0.922 0.940 0.943 0.940 0.793 0.978 0.978 
01 0.933 0.947 0.950 0.946 0.819 0.982 0.982 
02 0.944 0.953 0.954 0.953 0.942 0.987 0.986 
03 0.953 0.955 0.956 0.955 0.980 0.994 0.994 
MAX 0.955 0.956 0.961 0.958 0.998 1.000 1.000 
10 20 2 MIN 0.923 0.942 0.942 0.942 0.795 0.989 0.988 
01 0.939 0.949 0.950 0.948 0.801 0.991 0.990 
02 0.942 0.952 0.953 0.952 0.939 0.993 0.993 
03 0.947 0.954 0.955 0.954 0.986 0.997 0.997 
MAX 0.953 0.958 0.960 0.958 0.999 1.000 1.000 
20 5 2 MIN 0.929 0.942 0.948 0.942 0.853 0.957 0.953 
01 0.942 0.947 0.950 0.948 0.887 0.965 0.967 
02 0.945 0.949 0.954 0.949 0.957 0.975 0.978 
03 0.947 0.952 0.957 0.951 0.969 0.991 0.992 
MAX 0.955 0.957 0.960 0.956 0.998 0.999 1.000 
20 10 2 MIN 0.935 0.946 0.948 0.946 0.850 0.978 0.977 
01 0.941 0.948 0.950 0.948 0.862 0.982 0.982 
02 0.944 0.950 0.952 0.950 0.969 0.986 0.987 
03 0.949 0.953 0.955 0.954 0.981 0.995 0.995 
MAX 0.954 0.961 0.964 0.960 0.998 1.000 1.000 
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Tables 5 and 6 show that for estimating 7^ and 7^, the EQSV, SLSV and 
TING90 intervals maintain the nominal 95% confidence level. Remarkably, the 
EQSV intervals and the TING90 intervals are almost identical in terms of estimated 
confidence coefficients and average lengths. In fact, their estimated confidence 
coefficients never differ by more than .1%. For estimating 7^, the SLSV intervab 
can be substantially shorter than the equal-tail intervals. The reduction in average 
length is largely determined by the value of /. The median reduction is about 30% 
when / = 5 and less than 10% when / > 20. However, for estimating 7^, the 
reduction in average length offered by the SLSV intervals over the equal-tail 
intervals is not large. 
Table 7 shows that for estimating 7, the EQSV, SLSV and GW80 intervals 
do maintain the nominal 95% confidence level. Remarkably, the EQSV and GW80 
intervals appear to have identical average interval lengths and very similar 
confidence coefficients (the differences are imder 0.3% in the aU cases). Also, notice 
that the SLSV confidence coefficients are higher than those of the equal-tail intervcds 
and yet the SLSV intervals are on average shorter. Therefore, despite being more 
conservative, the SLSV intervals can offer an important reduction (up to 30%) in 
interval length. The amount of reduction appears to depend on the (imknown) 
parameter values as well as values of / and J. 
In Table 8, the simulation results show that the SLSV, EQSV and WG81 
intervals for easily maintain the nominal 95% confidence level. The EQSV and 
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WG81 intervals have very similar confidence coefficients and average lengths. The 
SLSV intervals can be substantially (10% to 30%) shorter than the equal-tail 
intervals. The reduction seems to be inversely related to the value of /. 
In Table 9, we see that for estimating , only the EQSV appear to maintain 
the nominal 95% confidence level. Its average interval length is roughly comparable 
to that of the SLSV and GW79 intervals. The SLSV and GW79 intervals are 
sometimes slightly liberal, as their confidence coefficients can drop to about 92% and 
93% respectively. Further, the GW79 intervals are overly conservative with 
maximum confidence coefficient ranging from 97.4% to as high as 98.5%. The GW79 
median confidence coefficient does not seem to be centered as closely to 95% as that 
of the EQSV intervals. Indeed, the EQSV confidence coefficients have medians that 
are not more than 95.5% and maximums that are not more than 96.2%. 
In Tables 10 and 11, we also see that the SLSV intervals may be slightly 
liberal with confidence coefficients as low as 91.5% to 92%. This is not surprising 
given that p^,Pg, and p^ are constrained to the interval [0, 1] and that similar 
observations have been reported by Chiang (1999) and Chiang and Vardeman (1999) 
regarding the use of the SLSV intervals to estimate constrained functions in other 
random effects model. Interestingly, Burdick and Graybill (1988) advised that the 
use of ^shortest F-values cannot always be recommendetT to construct (essentially a 
sort of 'shortest-length') MLS intervals for estimating constrained fimctions. 
However, they did not provide any reason for their advice. 
For estimating , Table 10 shows that both the EQSV and TBG91 intervals 
have confidence coefficients that are close to the nominal 95% level. We get mixed 
result in comparing their average interval lengths. For all parameter points except 
three (#1, #2, and #21) in Table 4, the EQSV intervals quite often have average 
lengths 2% to 8% smaller than those of the TBG91 intervals. However, at those 
three imusual points located at the lower right comer of the simplex closest to the 
tTg-axis in Figvure 1, the EQSV average interval length can be larger than the 
TBG91 average interval length. The worst case is at parameter point #1 where 
= (.01,.01,.98) and = .98. It is precisely at this point, where the ratio 
of EQSV to TBG91 average interval lengths hits the maximum value (for each 
design) of 1.637 through 1.879 reported in the last column of Table 10. At the other 
two parameter points, #2 and #21, the ratio is between 1.01 to 1.31 and quickly 
converges towards 1.0 as we span down the designs in Table 10. 
For estimating , Table 11 shows that the EQSV, GW79 and GUI95 
intervals have estimated confidence coefficients that are close to the nominal 95% 
level. The average interval lengths are comparable but the EQSV and GUI95 
intervals are always on average shorter than the GW79 intervals (by up to 4.5%). 
the EQSV and GIJI95 intervals have remarkably similar confidence coefficients and 
average lengths. The SLSV intervals are slightly liberal and are on average not 
significantly shorter than the equal-tails intervals. 
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In svunmary, the EQSV intervals can be recommended for estimating all seven 
variance component functions. They have good confidence coefficients and average 
interval lengths that compare favorably with those of the MLS intervals. The SLSV 
intervals have good confidence coefficients for estimating unconstrained functions 
and can offer qmte substantial reductions in interval length (compared to the equal-
tail intervals). However, the SLSV intervals are not recommended for estimating 
constrained functions such as fractions, because in these contexts they can be 
slightly liberal and not offer significant reduction m average length over the equal-
tail intervals. 
5. An Example 
The following example is considered in Burdick and Graybill (1992, Chapter 
5). Sokal and Rohlf (1969, p.260) reported a biological experiment that used a two­
fold nested design. The experiment involved 12 female mosquito pupae randomly 
assigned four apiece to three rearing cages. Two independent measurements of the 
left wing of each mosqmto were made. Hence, in terms of the two-fold nested model 
presented earlier, the random factor A is "Cages" while factor B is "Mosquitoes 
within Cages." We have / = 3, J = 4, /if = 2. The ANOVA table is in Table 12. 
95% confidence intervals are presented in Table 13. The EQSV and SLSV 
intervals were computed using Monte Carlo simulation with sample size M = 
1,000,000. The EQSV intervals are in very close agreement with the MLS intervals. 
91 
Table 12. ANOVA Table for the Mosquito Experiment 
Source of Variation df Sums of Squares Mean Squares 
Cages 2 665.67 332.84 
Mosquitoes within Cages 9 1720.68 191.19 
Measurement Error 12 15.62 1.3 
Total 23 2401 
Table 13. Computed 95% Confidence Intervals for the Mosquito Experiment 
Function 
95% MLS 
Confidence Interval 
95% EQSV 
Confidence Interval 
95% SLSV 
Confidence Interval 
Lower Upper Lower Upper Lower Upper 
to II
I 
0.0000 1615.9720' 0.0000 I603.14I0 0.0000 808.8037 
44.6205 317.9211' 44.4094 317.8194 32.2408 261.2428 
65.5071 1724.3410" 63.3673 1728.9330 37.8476 909.2953 
0.0000 1241.4650' 0.0000 1229.9210 0.0000 618.3089 
0.0000 
0.0000 
0.9438'' 
0.9436* 0.0000 0.9431 NR NR 
P B = ^ \ h  0.0550 LOOOO** 0.0558 1.0000 NR NR 
P E = ° ' \ h  0.0008 0.0381^ 0.0007 0.0324 NR NR 
MLS methods:'TING90; 'CWSO; ° WG81; ''GW79; 'GU195; 'tBG91 NR denotes "Not Recommended" 
In addition, we see that where the SLSV intervals are appropriate, there are quite 
significant reductions in the interval length over the equal-tail intervals. 
To put to rest any concern about the effects of Monte Carlo variation on the 
accuracy of the reported SV intervals, we repeated the M = 1,000,000 Monte Carlo 
computation for 100 times and the summary statistics in Table 14 show clearly that 
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Table 14. Summary Statistics for the 100 Repetitions of Monte Carlo 
Computation of the 95% EQSV Confidence Intervals. 
Lower Confidence Li^ Upper Confidence Limit 
Function Min Median Max Std Dev Min Median Max Std Dev 
0 0 0 0 1588.6 1613.0 1640.8 11.279 
44.315 44.443 44.545 0.0459 316.5 31785 319.08 .5411 
7 63.159 63.342 63.551 0.0627 1712.9 1739.9 1770.3 11.769 
\ 0 0 0 0 1209.5 1233.3 1254.0 8.347 
Pa 0 0 0 0 .94278 .94356 .94437 0.0004 
Pb .05450 .05533 .05610 .0004 1 1 1 0 
Pe .00073 .00074 .00075 <.0001 .03233 .03245 .03257 .0001 
the Monte Carlo variation has very little effect on the realized SV intervals. The 
observed Monte Carlo errors are within 1% of the median (across the 100 
repetitions) confidence limits as can be inferred from the standard deviation, max, 
and min values reported. 
The "usual" ANOVA point estimates are: = 17.706; a-g = 94.943; 
7 = 113.95; = 13.603; ^ = 0.155; ^ = 0.833; = 0.011. Short of making 
confidence intervals, a typical analysis for data like these will be to test If^ :<t^ = 0 
against >0 using F = MS^/MSIndeed, for the mosquito experiment, we 
do not enough evidence to reject the niill hypothesis. And interestingly, the same 
conclusion can be reached by examining the lower confidence limits in Table 12, 
which are zeros for and . This conclusion drives us towards the view that 
(and therefore as well) is likely to be very small or perhaps nil. A quick glance 
93 
back at the point estimate ^ = 0.155 and we might think that this cannot be too 
far from the truth (which we may never know). However, the large upper confidence 
limit (.943) for says that we cannot be too sure of that either. The bottom line is 
that is perhaps negligible but we do not really know how small or how large 
is. Something complimentary may be said about and p^. From the lower 
confidence limit, we know that is likely to be positive. However, we are not sure 
exactly how much does it contributes to the overall variance of the response 
variable. The confidence interval (.055, 1.000) for p^ is quite wide, even though the 
point estimate ^ = 0.833 is large. The reason for all the uncertainties is that the 
experiment is small and there are not enough cages and mosquitoes to provide more 
precise inference on , or pg. What is conclusive from the experiment is 
that is very small (but not zero) and contributes very little to the variance of a 
single measurement of the wings. This can be seen from the very narrow confidence 
interval for p^. 
6. Conclusion 
The computer simulation results provide strong support for the effectiveness 
of the SV method of constructing confidence intervals for selected functions of 
variance components in the two-fold nested random effects model. In contrast to the 
various MLS methods which can be quite complicated and must be consulted one at 
a time, the SV intervab are extremely easy to compute and in a single effort we can 
obtain the intervab for as many variance component functions as are of interest. As 
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shown in the example, a close examination of the computed confidence intervals can 
tell one whether the experiment carries adequate information for reliable subject 
matter conclusion to be drawn. 
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CHAPTER 5. CONFroENCE INTERVALS FOR FUNCTIONS OF VARIANCE 
COMPONENTS IN THE THREE-FACTOR CROSSED-CLASSIFICATION 
RANDOM EFFECTS MODEL 
A paper to be submitted to the Journal of Quality Technology 
Kok-Leong Chi£mg 
Abstract 
Chiang (1999) proposed a simple "surrogate variables" method for 
constructing confidence intervals for arbitrary function of variance components in 
balanced normal theory models. We demonstrate the simplicity and effectiveness of 
the method when applied to the three-way crossed-classification random effects 
model. An application is given in the context of a gauge R&R experiment. 
1. Introduction 
Chiang (1999) introduced a general "surrogate variables" (SV) method for 
constructing confidence intervals for arbitrary functions of variance components in 
baleinced normal theory models. Chiang (1999), Chiang and Vardeman (1999), and 
Chiang (2000) demonstrated the effectiveness of the method in various standard 
models such as the two-way random effects model (with and without interaction) 
and the two-fold nested random effects model. The primary purpose of this article is 
to demonstrate the simplicity and effectiveness of the method when applied to the 
three-factor crossed-classification random effects model. An application is given in 
the context of a gauge repeatability and reproducibility experiment. 
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2. The Three-Factor Crossed-Classification Random Effects Model 
Consider the balanced three-factor crossed-classification random effects model 
with interactions, y.^ = ^  + A^+ +C^+ AB.. ACBC^ + + ^ obn' 
i = k = I,---, K-,7n = l,-',M. Here // is a fixed unknown constant, 
and A,B.,C^,AB^.,AC^,BC^,ABC.^, and are jointly independent normal 
random variables with means of zero and variances of 
respectively. 
The ANOVA table for the model is presented in Table 1. We shall denote 
s u m s  o f  s q u a r e s  a n d  e x p e c t e d  m e a n  s q u a r e s  b y  S S  =  ( 5 5 p - * - , 5 5 g )  a n d  9  =  9 ^ )  
respectively. Observed sums of squares will be represented by the lowercase ss = 
(sSj,-'-,sSg). Since we have balanced data, SS^/9^,-".,SS^/9^ are independent 
random variables with degrees of freedom respectively. 
It is well known how to construct exact (x^ and F distribution based) 
confidence intervals for functions of variance components that can be expressed in 
terms of a single 9^ or a single ratio 9^/9^. Table 2 shows some pEU'ametric functions 
for which no exact confidence intervals are known. A number of approximate 
confidence interval methods have been proposed for these. In particular, Burdick and 
Graybill (1992) recommend the use the Ting, Burdick, Graybill, Jeyaratnam, and Lu 
(1990) modified large-sample (MLS) method for estimating and . The MLS 
method of Gui, Graybill, Burdick, and Ting (1995) may be used for estimating 
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Table 1. ANOVA Table for Balanced Three-Factor Crossed-Classification 
Random Effects Analysis 
Source Degree of FVeedom SS Expected Mean Square (EMS) 
A II 1 55I = al+Ma],,+KMal^ 
^3KUa\ 
B 
^2 
=  J - 1  SS, 
^2 
= 
+IMal^ IKMal 
C =  K - 1  SS, 
^3 
+JMal^ +IJMal 
AB 
'^4 
= v^v^ SS, = < + M a l c + K M a l  
AC "s = vv 13 SS, = 
BC 
^6 
= 1/1/ 
2 3 SS, = 
ABC SS^ = 
Error 
^8 
= iM-l)IJK SS, = 
4 
Table 2. Selected Functions of Variance Components 
Function In terms of EMSs Parameter Space 
so; 9,(0) s{fl,+»,-«.-9.)/^™ |0,„) 
g,(.e)={e,->,]/KU Idoo) 
9.(»)=(»,-».)/» 10,00) 
- 9 , | 0 , OO) 
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Table 2. Selected Fiinctions of Variance Components (Continued) 
Function In terms of EMSs Parameter Space 
(Hoc) 
2 2 2 2 \ 
'^ Bc '^ '^ ABc where =  l I I K M \a, = 1 /I J M \  
t t g  = i J K - J  - K ) / I J K M - ,  
a ,  = { I - l ) [ { J - l ) i K - l ) - l ] / r J K M - ,  
a, =(M-1)/Af 
ip^ and . But the Gui et al. method is a complicated multi-step procedure and in 
many cases, it is not easy to use it to get explicit confidence interval formulas. 
Multiple steps are needed for estimating a complex function like . At each step, 
after tedious computation, one arrives at two quadratic equations to solve for the 
upper and lower confidence limits. If the computed confidence limits are not 
admissible, then the user must proceed to the next step and another tedious 
computation and solution for trial limits. In contrast, the Ting et al. method 
produces explicit (if rather long and complicated) formulas. 
Chiang and Vardeman (1999), and Chiang (2000) have compared the SV 
method against the MLS methods of Ting et al. (1990) and Gui et al. (1995) for 
estimating selected varicmce component functions. They show that the SY intervals 
compare favorably in terms of confidence coefficients and average interval lengths to 
these MLS methods. 
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An example of an industrial experiment where the three-factor cross-
classification model could be employed is a gauge repeatability and reproducibility 
(R&R) study. In that context, Factor A could be 'hnanufactured parts"; B could be 
"human operators"; C could be "days". On each of the K days, each of the J 
operators (using a single gauge) takes M (repeated) measurements on some feature of 
/ manufactured parts. We assume that proper randomization is applied on the order 
of measurements so that the assumption of independence of all random effects in the 
model would be reasonable. 
One of the objectives of the R&R study is to determine the capability of the 
measurement system for monitoring manufacturing process variability. It is also of 
interest to determine the major sources of variability in the measurement process. 
This can be achieved by examining the magnitudes of individual variance 
components. One possible way to draw inference on these variance components and 
functions of them would be to construct confidence intervals. If it is determined that 
certain components are too large, then steps should be taken to determine and 
hopefully eliminate possible causes for the excessive variations. 
In the contexts of an R&R experiment, represents the component of 
variation in the measurements that is purely due to the manufacturing process. 
Following the convention of the classical gauge R&R model (see Burdick and Larsen 
(1997), Montgomery and Rimger (1994)), may be referred to as "parts" variance 
(a^) while the sum ar^ -I- cr^ -|- -I- may be interpreted as 
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total gauge variance, cr^ is commonly referred to as the "repeatability" part of the 
gauge variance while ffg + <7^^ -f- may be referred to the 
"reproducibility" part. Notice that we say "may 6e" in our discussion because the 
convention of charging the interaction variance components <^^35 '^^abc 
"reproducibility" and not to "parts" variance is lacking in symmetry with respect to 
the factor labels. Vardeman and VanValkenburg (1999) discuss this "lack of 
symmetry" problem with the conventional definition of "parts" and "reproducibiUty" 
variances in the classical gauge R&R model. They argue, quite convincingly, on the 
need to include interaction components such as to the definition of <7^^. 
Nonetheless, following the conventional definition, the ratio may be 
regarded as a measure comparing manufacturing process variance to meastirement 
variance (cf Burdick and Larsen (1997)). Knowing its value can help to determine if 
the measurement system is appropriate for deployment in process monitoring 
applications. A rule of thumb (Automotive Industry Action Group (1992)) is that a-
value of smaller than 4.5 would suggest that the variations in the measiirements 
are caused greater by the measurement process than actual parts-to-parts variability. 
This would signal the need to review the measurement process and, if necessary, 
replace the gauges. 
Alternatively, avoiding the controversy of how should be defined, a 
simpler approach would be to famine the relative contribution of each component 
t o  t h e  o v e r a l l  r e s p o n s e  v a r i a n c e .  W e  n o t e  t h a t  =  g '  / v a r f a . .  )  =  i b . / ( i j f , + l ) .  
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The rule of thumb now easily translates to say that we should only be concerned 
with values of that are smaller than 9/11 or .82. Indeed, imder this alternative 
approeich of examining the fraction of contribution by each component to the 
response variance, one would also look at other fractions such as var(y^^) 
and / vai{y..^). For instance, if it is determined that p^ is too large, then a 
review of "operators" training may be appropriate. 
3. The Surrogate Variables Method 
For completeness, we now briefly describe the SV method of constructing 
confidence intervals for the functions in Table 2. 
First, we provide a definition for the Inverse Gamma distribution. Let X be 
an Inverse Gamma random variable with shape and scale parameter, a > 0 and 
6 > 0. We denote X - IGAM(a, b). The density function of X on (0,oo) is defined to 
be /(x I a,6) = exp[—6/x]/r(a). Note that 1 / X  "  Gamma(a,6), X / b  -
lGAM{a,l) and 26/A" - xl. 
Given the observed sum of squares, = (ssj,"*,ssg), with corresponding 
degrees of freedom, we define the surrogate variables 9 ={6^,-",9^ to be 
jointly independently distributed as IGAM{i^^/2,ss^/2) for 9 = l,-",8. That is, 
8 _ 
given SS = sa, f{9 ] ss) = n/(». I 33^). As we are only concerned with the surrogate j=i 
variables' roles as "conditional" random variables given SS = ss. Therefore, when we 
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refer to the distribution of d, we mean that which is conditional on 55 = ss, and 
n o t  t h e  u n k n o w n  u n c o n d i t i o n a l  d i s t r i b u t i o n ,  F ( d  |  0 ) .  
For each (with parameter space, ), we define a tailored variable, , as 
follows: 
g^{e), if E, = (-00,00), 
max(0, g^ (0)), if = [0,00), 
min (1, max(0, (0))), if E, = [0,1]. 
IS 
Since all E^ in Table 2 are [0,oo), we define ip^ = inax{Q,g^{d)) for t = The 
SV confidence intervals are constructed using the quantiles of the distributions of the 
tailored variables. Let represent the upper a point of the distribution of ijt. For 
> 0 and < 1, ) is a (1 — - a^) 100% SV confidence interval 
for If a ^ = a ^ ,  then we have an equal-tail (1 —2aj)100% confidence interval for 
ip. On the other hand, if we choose such that = 2a and 
minimized, then we have a shortest-length (1 — 2a)100% confidence interval for ip. 
These intervals are easily computed using Monte Carlo simulation as follows: 
1. Choose a large Monte Carlo sample size, W > 100,000 is reconunended. 
2. Generate a random sample , • • •, j from the distribution of 9. 
3. Compute the tailored samples, 'i'j = < = l,-**,5 
where = max (O, y,(^")), w = 1, • • •, W. 
4. Sort in ascending order to get for t = l,"-,5. 
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5. For i = l,"-,5, an approximate (1 —2a!)100% equal-tail confidence interval 
for V. is where L = [a-W\  and C/" = [(1-a)-VTj. If = 100,000 
and a = .05, then the interval is simply An approximate 
(1 —2q)100% shortest-length confidence interval for ip^ is , where 
5t/^ = [(a+ 1 —2a)-PFj, SL = [a-W\, and a € (0,2a) such that 
I  ^ ||^ {X) _ I. X = [6. J, r = [(6 +1 - 2q) • trj, 6 € (0,2a)} 
4. A Computer Simulation Study 
A computer simulation study was conducted to evaluate the performance of 
the SV confidence intervals. For estimating and Vj* we included the Ting et 
al. (1990) MLS method for comparison even though its formulas are complicated. 
However, for estimating and , the Gui et al. (1995) MLS method was not 
employed for comparison because it is too complicated for practical application in 
the estimation of these functions of five and eight expected means squares. 
The simulations were performed using a FORTRAN/IMSL program on DEC 
Alphastation 500 workstations. We adopted the same {I,J,K) designs used by 
Jeyaratnam and Graybill (1980). As they did not specify a value of M, a single value 
M = 3 was used for our simulations. 
First, consider the simulations for estimating We have to 
decide on the set of the parameter vectors to use. Notice that these parametric 
functions depend on the subset of expected mean squares(0^,d^,d,,0^,dg). We could 
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choose a fixed set of 0^,6^,0^) vectors. However, this approach is not desirable 
because between different {I,J,K,M) designs, the values of and 
^ different for a fixed (6^,9^,6^,6^,9^) vector. It is the 
variance components and not the expected mean squares that are fundamental 
model parameters, so we should choose a fixed set of {a 
Doing so will allow us to legitimately compare simulation results across ( l ,J ,K,M) 
designs. It does not matter that for a fixed corresponding 
{6^,6^,9^,6^,9g) values will change with designs. 
Without loss of generality, it is assumed that +^Lc: + 
a], =1. There are five variance components in this sum, and it would be impractical 
to choose a uniform grid of points over the five-space simplex where this linear 
restriction holds. Instead, 121 vectors were selected according 
to an augmented simplex centroid design in five mixtures variables (see Vardeman 
and Jobe (1999, page 410)). First, 2® — 1 = 31 vectors were chosen using a simplex 
centroid design in five mixtures variables. Out of these 31, only the centroid 
(.2,.2,.2,.2,.2) is in the interior of the simplex. The remaining 30 are boundary points. 
Each boundary point has at least one zero-valued component and the remaining 
components are equally valued. Examples are (1,0,0,0,0) and (0,0,0,.5,.5). However, 
if any of the components were zero, it would be inconvenient to perform the 
simulation because we would need to simulate the responses. Instead, to allow 
simulating the sums of squares only, we substituted each zero with .01. For example, 
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we used the vector (.96,.01,.01,.01,.01) in place of (1,0,0,0,0). To add interior points 
to the above simplex centroid design, we took linear combinations of the centroid 
and each boundary point. This way, we added another 90 vectors, each of the form 
TT (centroid) + (1 — tt) (boimdary point) where tt = .25, .5, and .75. 
For each parameter vector and design combination, 2000 simulations were 
performed. In each simulation, the appropriate siuns of squares were simulated using 
the IMSL RNCHI subroutine. 90% SV confidence intervals for and were 
computed using Monte Carlo simulation with sample size W = 100,000 . 90% equal-
tail Ting et al, MLS confidence intervals were computed for 8®^ V'a • Then, the 
confidence coefficient for each method was estimated by the percentage of intervals 
bracketing the appropriate ip. Based on the normal approximation to the binomial 
distribution, there is a less than 2.5% chance that an estimated confidence coefficient 
based on 2000 simulations is less than 88.6% when the true confidence coefficient is 
90%. 
The simulation results are presented in Tables 3 through 6. We shall use the 
acronyms 'SLSV and 'EQSV for 'shortest-length surrogate variables' and 'equal-tail 
surrogate variables' respectively. In every table, for each design considered, the 
minimum, median, and maximum (across the 121 parameter sets) of the estimated 
confidence coefficients are given. Further, the minimum, median and maximum 
(again across the 121 parameter sets) of the ratio of average interval lengths are 
presented. 
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Table 3. Estimated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for = a' 
Design Confidence Coefficient Ratio of Average Lengths 
i  J  K M  SLSV EQSV MLS SLSV/MLS EQSV/MLS 
4 4 4 3 Max 95.70 92.35 91.90 0.649 1.007 
Median 92.05 90.65 89.90 0.617 0.994 
Min 89.35 88.70 88.00 0.604 0.982 
4 10 4 3 
4 6 6 3 
Max 95.20 92.20 91.45 0.633 1.001 
Median 91.45 90.55 90.05 0.616 0.997 
Min 88.35 88.60 88.15 0.583 0.986 
Max 94.70 92.90 92.75 0.614 1.001 
Median 90.80 90.40 90.15 0.607 0.999 
Min 88.30 88.30 88.20 0.582 0.991 
8 4 4 3 Max 94.95 92.25 91.90 0.802 1.001 
15 8 8 3 
20 6 6 3 
Median 91.25 90.30 90.10 0.786 0.996 
Min 89.40 88.70 88.10 0.733 0.981 
Max 92.40 91.55 91.45 0.888 1.000 
Median 90.30 90.15 90.10 0.887 1.000 
Min 87.95 88.30 88.40 0.792 0.995 
Max 92.65 91.50 91.75 0.916 1.000 
Median 90.15 90.10 90.10 0.915 1.000 
Min 88.60 87.95 87.95 0.817 0.992 
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Table 4. Estimated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for 
Design Confidence Coefficient Ratio of Average Lengths 
I  J  K M  SLSV EQSV IVILS SLSV/MLS EQSV/MLS 
4 4 4 3 Max 93.80 91.45 91.30 0.841 1.001 
Median 90.98 90.18 90.00 0.838 0.998 
Min 89.25 88.95 88.60 0.803 0.989 
4 10 4 3 Max 92.45 92.05 91.95 0.943 1.000 
Median 90.45 90.05 90.00 0.941 0.999 
Min 88.25 88.45 88.45 0.888 0.994 
4 6 6 3 Max 92.55 91.55 91.50 0.897 1.000 
Median 90.50 90.15 90.10 0.895 1.000 
Min 88.75 88.35 88.25 0.825 0.995 
8 4 4 3 Max 92.85 91.70 91.40 0.927 1.000 
Median 90.35 90.10 90.05 0.924 0.999 
Min 88.45 88.00 87.85 0.872 0.993 
15 8 8 3 Max 91.95 91.45 91.40 0.983 1.000 
Median 90.00 89.90 89.90 0.982 1.000 
Min 88.50 88.55 88.55 0.933 0.999 
20 6 6 3 Max 91.80 91.40 91.45 0.983 1.002 
Median 90.00 90.00 90.05 0.981 1.000 
Min 88.65 88.05 88.00 0.934 0.999 
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Table 5. Estimated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for V3 = 
Design Confidence Coefficient Ratio of Average Lengths 
I  J  K M  SLSV EQSV MLS SLSV/MLS EQSV/MLS 
4 4 4 3 M a x  92.0C 
4 10 4 3 
4 6 6 3 
8 4 4 3 
15 8 8 3 
20 6 6 3 
91.35 91.25 0.941 1.000 
90.05 90.05 0.940 1.000 
88.65 88.65 0.868 0.996 
92.00 92.00 0.981 1.000 
90.05 90.00 0.979 1.000 
88.00 88.05 0.929 0.998 
91.60 91.45 0.979 1.000 
90.00 90.00 0.977 1.000 
88.15 88.25 0.926 0.998 
90.95 90.95 0.975 1.000 
90.05 90.05 0.973 1.000 
88.30 88.30 0.917 0.998 
91.80 91.85 0.998 1.000 
90.05 90.10 0.997 1.000 
88.40 88.40 0.982 0.999 
91.55 91.55 0.997 1.001 
89.95 90.00 0.996 1.000 
87.75 87.75 0.977 0.999 
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Table 6. Estimated Confidence Coefficients and Average Lengths for 
Nominally 90% Confidence Intervals for ij>^=a'^ / <rl 
Design Confidence Coefficient Ratio of Average Lengths 
/ J  K  M  SLSV EQSV SLSV/EQSV 
4 4 4 3 Max 95.70 92.35 0.661 
Median 92.05 90.70 0.619 
Min 89.35 88.85 0.612 
4 10 4 3 Max 95.30 92.00 0.642 
Median 91.50 90.60 0.617 
Min 88.40 88.55 0.584 
4 6 6 3 Max 94.70 92.65 0.614 
Median 90.90 90.40 0.607 
Min 88.55 88.20 0.586 
8 4 4 3 Max 94.90 92.20 0.813 
Median 91.25 90.30 0.788 
Min 89.50 88.50 0.748 
15 8 8 3 Max 92.45 91.55 0.888 
Median 90.30 90.10 0.888 
Min 87.90 88.50 0.797 
20 6 6 3 Max 92.70 91.80 0.916 
Median 90.10 90.10 0.914 
Min 88.55 88.40 0.825 
Ill 
Tables 3, 4, and 5 show that, for estimating and the EQSV, SLSV 
and Ting et al. MLS intervals maintain the nominal 90% confidence level. 
Remarkably, the EQSV intervals and the MLS intervals have very similar estimated 
confidence coefficients £ind average lengths. The SLSV intervals can be substantially 
shorter than the equal-tail intervals. The reduction in average length varies fi:om 
10% to 40% depending on the design and the function being estimated. 
For estimating , Table 6 shows that the EQSV and SLSV intervals have 
estimated confidence coefficients that are close to the nominal 90% level. The SLSV 
intervals are slightly more conservative than the EQSV intervals and yet have 10% 
to 40% shorter average lengths. 
Our study of the estimation of follows similar logic to that used for to 
. Without loss of generality, we assumed + <7^^^ 
+ = 1 • There are eight variance components involved in this sum, and it would 
be again be impractical to consider choosing a uniform grid of points over the eight-
space simplex where this linear restriction holds. Listead, we used an augmented 
simplex centroid design in eight mixtures variables 
and . The first 255 points were chosen according to a simplex centroid design in 
eight mixture variables. Out of these 255, only the centroid 
(.125,.125,.125,.125,.125,.125,.125,.125) is in the interior of the simplex. The 
remaining 254 are boundary points. Each boundary point has at least 
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one zero-valued component and the remaining components equally valued. Examples 
are (1,0,0,0,0,0,0,0) or (0,0,0,0,0,0,.5,.5). In order to facilitate simulating only the 
aiiTns of squares, we substituted zero valued components with a small number such 
as .01. For example, we used the vector (.01, .01, .01, .01, .01, .01, .47, .47) in place of 
(0,0,0,0,0,0,.5,.5). To increase the number of interior points, we considered the 
midpoints of segments joining the centroid and each boundary point. That is, we 
added another 254 vectors, each of the form .5(centroid) + .5(boundary point). 
Consequently, we considered a total of 509 v®ctors 
in the eight-space simplex. 
The simulation procedure for ip^ is exactly that for 2000 simulations were 
performed for each parameter vector and design combination. As it takes about 509 
machine hours (on a DEC Alphastation 500 workstation) to complete the simulation 
for a single design, we only completed the simulation for the first three designs. For 
variety and to illustrate that there is nothing special about the 90% confidence level 
used in the study of estimation for through we computed 95% confidence 
intervals using Monte Carlo sample size 1^ = 100,000. Based on the normal 
approximation to the binomial distribution, there is a less than 2.5% chance that an 
estimated confidence coefficient based on 2000 simulations is less than 94.0% when 
the true confidence coefficient is 95%. 
The results are presented in Table 7. Both SLSV and EQSV intervals are seen 
to have estimated confidence coefficients close to the nominal 95% level. 
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Furthermore, the SLSV mtervals are on average 40% shorter than the EQSV 
intervals. 
Since = cr^/var($/.^) = /(I + Vg), it is clear that the SV confidence 
intervals for wiU also have confidence coefficients close to the nominal level. By a 
change of factor labeling, this will be true for estimating and p^ as well. 
Table 7. Estimated Confidence CoefGcients and Average Lengths for Nominally 95% 
Confidence Intervals for V5 = Ml +<^1+ 
Design 
/  J  K M  
Confidence Coefficient 
SLSV EQSV 
Ratio of Average Lengths 
SLSV/EQSV 
4 4 4 3 Max 98.05 97.70 .631 
Median 94.00 96.18 .609 
Min 92.05 94.85 .585 
4 10 4 3 Max 97.05 97.20 .628 
Median 94.55 95.90 .614 
Min 92.20 94.45 .589 
4 6 6 3 Max 97.10 97.15 .621 
Median 94.30 95.85 .611 
Min 92.80 94.10 .587 
6. Conclusion 
We have presented evidence that the surrogate variables method of 
constructing confidence intervals is effective for estimating selected functions of 
variance components in the three-factor crossed-classification random effects model. 
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CHAPTER 6. A COMPARISON BETWEEN THE SURROGATE VARIABLES 
CONFIDENCE INTERVALS AND THE BAYESL4N POSTERIOR INTERVALS 
(USING INDEPENDENT JEFFREYS PRIORS FOR EXPECTED MEAN 
SQUARES) FOR FUNCTIONS OF VARIANCE COMPONENTS IN THE ONE­
FOLD NESTED RANDOM EFFECTS MODEL 
A paper to be submitted to Technometrics 
Kok-Leong Chiang 
Abstract 
Chiang (1999) proposed a "surrogate variables" (SV) method of constructing 
confidence intervals for functions of variance components in balanced random effects 
model. The SV method resembles an alternative method of Bayesian posterior 
analysis (using independent Je&eys priors on the expected mean squares). We 
compare these two methods in the context of the one-fold nested random effects 
model and deduce conditions where the Bayesian intervals are likely to have 
coverage probabilities different &om nominal. This conjectured poor performance is 
verified by a computer simulation. 
1. Introduction 
Chiang (1999) proposes a "surrogate variables" (SV) method for constructing 
confidence intervals for arbitrary functions of variance components in balanced 
normal theory models. Chiang (1999), Chiang and Vardeman (1999), and Chiang 
(2000) have established the effectiveness of the method for estimating various 
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functions in the two-way random effects model (with and without interaction), and 
the two-fold nested random effects model. 
The primary purpose of this paper is to consider the difference between the 
SV method and a Bayesian posterior interval analysis assuming independent Je&eys 
priors on the expected mean squares (EMSs) 
2. The One-Fold Nested Random Effects Model 
Consider the balanced one-fold nested random effects model, 
y^. = n + A + E^.]i = = I,-",./; where /z is a fixed unknown constant, and 
A. and E^. are jointly independent normal random variables with means of zero and 
variances of and respectively. 
The ANOVA table for the model is presented in Table 1. Since we have 
balanced data, SS^/9^ ajad SS^/9^ are independent random variables with 
and degrees of freedom respectively. We shall denote the simis of squares and 
expected mean squares by SS = {SS^,SS^) and 0 = (9^,9^) respectively. Observed 
sums of squares will be represented by the lowercase ss = (s5j,ss2). 
With this setup, an arbitrary function of variance components can be 
expressed as a function of the expected means squares, g(9), whose permissible range 
Table 1. ANOVA Table 
Source Degrees of Freedom Sum of Squares EMS 
A 55, 9,=al+Jal 
Error II 1 55, 
118 
Table 2. Selected Functions of Variance Components 
Function of Variance Permissible 
In terms of EMSs 
Components Range of g, 
9o(^) = ^ [0,oo) 
9,(0) = 0^ [0,oo) 
^ 2  =  =  ( ^ x  -  ^ 2 ) / [ 0 , 0 0 )  
^3 = 9,(0) = (^1 - ^2) / ^  [0,00) 
depends on the parametric function being considered. Table 2 lists selected functions 
of variance components in this model. It is well known how to construct exact 
confidence intervals for through but not for rpy 
2.1 Surrogate Variable Method 
First, we provide a definition for the Inverse Gamma distribution. Let X be 
an Inverse Gamma random variable with shape and scale parameter, a > 0 and 
6 > 0. We use the notation X - IGAM(o,5). The density function of X on (0,oo) is 
IGAM(x I a, 6) = exp [—6 / x] / r(a). Note that 1/ X - Gamma(a, 6), X fb 
IGAM(a,l) and 2b/x-xl. 
Given a vector of observed sums of squares, ss, we define the set of surrogate 
variables, 6 = (6^,6^), to have components that are independently distributed as 
IGAM(i/j /2,m, /2), q = 1,2. That is, the joint density of 9 is 
/(9|»») = niGAM(9,|j',/2,M,/2) (1) 
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The key motivation for this definition is the observation that the usual exact 
(l-2a)100% confidence limits for 6^, ^ are exactly the 
a and (1-a) quantiles of the IGAM(i/, / 2, ss, / 2) distribution. Therefore, we 
invent a surrogate variable, to be associated with this IGAM distribution. 
Depending on the permissible range for the particular g(9), we can tailor an 
a p p r o p r i a t e  v a r i a b l e ,  ' 0 ,  a s  a  f u n c t i o n  o f  g ( d ) ,  
g(0), if Rg = (-00,00), 
max(0, g(0)), if = [0,00), 
min (1, max(0, #))), if = [0,1]. 
•ip is referred to as the tailored variable for ip . Then, quantiles of the distribution of 
•ip can be used to form confidence intervals for g{6). An equal-tail (1 — 2a)100% SV 
confidence interval for g{6) is where is the upper a point for the 
distribution of -ip. 
Properties 1 and 3 discussed in Chiang (1999) show that the SV confidence 
intervals are exact for estimating ip^ through rp^. Chiang (2000) shows that the SV 
intervals have confidence coefficients close to nominal level for estimating various 
functions of variance components in the two-fold nested model. Since the one-fold 
model can be regarded as a special case of the two-fold model, we know by the 
results in Chiang (2000) that the SV intervals for ip^ will have close to nominal level 
confidence coefficient as well. 
120 
2.2 Bayesian Posterior Analysis Assuming Independent Jeffreys Priors 
We shall describe a possible Bayesian approach, which closely resembles the 
SV method. Arguments for this approach can be found in Harville (1974), Ahmad 
and Mostafa (1987), and Wolfinger and Kass (1999). 
The "marginal" likelihood based on the "marginally" sufficient statistics, 55, 
is 
l{ss, 0) oc Q 9'"" exp(-ss, / 20,) (2) 
«=i 
Independent Jeffreys priors on 6 would be represented as /(0)a-i—. However, 
U V 12 
there axe natural constraints on 9 arising from the non-negativity of the variance 
components. For a Bayesian analysis, we would need to incorporate these constraints 
by appropriate indicator functions, 
. (3) 
Using (2) and (3), the joint posterior density is 
/(«I >») oc niGAM(9, (4) 
Now, comparing (1) and (4), we see the similarity between the joint SV 
density and the posterior density. However, it should be clear that because of the 
indicator fionctions in (4), the marginal posterior density for 9^ is not the same as 
the marginal SV density for 6 . This highlights the difference between the two 
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approaches and strongly suggests that an equal-tail (1 — 2fl:)100% Bayesian posterior 
interval for 9^ may not always have confidence coefficient of (1 — 2o!)100%. 
The SV intervfils for 9^ have exact confidence coefficients. Presumably, the 
Bayesian intervals will have close to nominal level confidence coefficients when the 
marginal posterior density matches closely the corresponding marginal SV density. 
However, if the Bayesian and SV intervals differ substantially, then it is plausible 
that the Bayesian intervals will have confidence coefficients different firom the 
nominal confidence level. 
A parallel discussion holds for Bayesian and SV interval estimation of 9^/9^. 
The marginal posterior density for xj) = 9^ J 9^ will also not be identical to the 
marginal density of the tailored variable ^ = 9^19^. As a result, the equal-tail 
(1 — 2a)100% Bayesian posterior density interval for ij) = 9^/ 0^ may not always 
have confidence coefficient close to (1 — 2a)100%. The extent that the confidence 
coefficient of the Bayesian interval deviates from the nominal level would depend on 
how much the posterior density deviates from the corresponding SV density. 
2.3 Monte Carlo Computation of Intervals 
Consider simulation-based approaches to computing the Bayesian intervals 
and the SV intervals (cf. Wolfinger and Kass (1999) and Chiang (1999)). The SV 
simulation procedure is as follows: 
SVl. Simulate independent samples of size M from the marginal SV distributions, 
IGAMiy^ / 2,ss, / 2) for g = 1, 2. 
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SV2. Pair the elements of the samples to form a bivariate sample of size M from 
the joint SV distribution. 
SV3. Apply to the joint sample, the definition of the appropriate tailored variable 
for each function of interest. This gives a sample from the appropriate tailored 
variable distribution. The SV intervals can be computed using the estimated 
quantiles for this sample. 
The Bayesian procedure is similar but we need to check for observance of the 
constraints on 6: 
Bl. Simulate a single realization independently from IGAMiy^ /%ss^ /2) for q = 
1 , 2 .  
B2. Pair the realizations to form a single bivariate sample (of size 1) from the 
product distribution. Check the bivariate sample for observance of the 
constraints on ^. If the sample violates the constraints, discard it. Otherwise, 
keep it. Return to step Bl and repeat until we have kept M number of joint 
samples. 
B3. Apply to the collected joint sample, the definition of the appropriate function 
of interest. This gives a simulated sample from the marginal posterior 
distribution of the function. The Bayesian posterior intervals can be 
computed from the estimated quantiles from the sample. 
It is clear that the simulated joint SV and Bayesian posterior samples differ 
because of discarding inadmissible sample points in step B2. The greater the number 
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of discarded points, the greater the difference between the joint samples. Therefore, 
it may be deduced that the Bayesian posterior intervals would have close to nominal 
confidence coefficients when they are compatible to the SV intervals. Conversely, if 
the Bayesian intervals and SV intervals are highly incompatible, then it is plausible 
that the Bayesian intervals will not have close to the nominal level confidence 
coefficient. This is most likely to happen when the experiment is small and when the 
£T^ • When the latter is true, it is very likely that ms^ rs ms^ or ms^ < ms^ is 
observed. 
4. A Computer Simulation Study 
A computer simulation study was conducted to evaluate the confidence 
coefficients of the Bayesian intervals. The simulations were performed using a 
FORTRAN/IMSL program on DEC Alphastation 500 workstations. Without loss of 
generality, we selected 11 vectors with component values of 
(.05,.1,.2,.3,.4,.5,.6,.7,.8,.9,.95} and such that <T^^+cr^^=l. Nine designs were 
considered with I and J taking values from {3,6,9}. For each parameter set and 
design pair, 2000 simulations were performed. In each simulation, SSA and SSE were 
simulated using the IMSL RNCHI subroutine. A Bayesian posterior sample of size 
10,000 was simulated using step B1 through 63. Then, we computed equal-tail 
Bayesian 90% posterior intervals for and The confidence coefficients for 
these intervals were computed by coimting the percentage of intervals bracketing the 
appropriate ij;. Based on the normal approximation to the binomial distribution, 
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there is a less than 2.5% chance that the estimated confidence coefBcient based on 
2000 simulations is less than 88.6% when the true confidence coefficient is 90%. 
For most of the design-parameter combinations, the simulations show that the 
Bayesian intervals have estimated confidence coefficients that are at least 88.6%. In 
general, this is true when the design used is not too small (/>3,J>3) and the 
parameter vector is "moderate" valued. This is expected, because we know that in 
such cases, there are few or no points discarded at step B2, and the simulated 
Bayesian joint posterior sample is comparable to the simulated SV joint sample (if 
one were to be generated). Hence, as expected, the Bayesian intervals will have close 
to nominal 90% confidence coefficients because the confidence coefficients for the SV 
intervals are either exactly 90% for through V2 close to 90% for . Table 3 
shows the cases where the Bayesian intervals have estimated confidence coefficients 
less than 88.6%. As anticipated, these are the cases when 7 = 3 and the value of 
Table 3. Estimated Confidence CoefScients for Equal-tail Bayesian 
90% Posterior Density Intervals 
Confidence Coefficients 
< < I J A A ^2 V'3 
0.05 0.95 3 3 88.3 77.2 73.7 74.0 
0.1 0.9 3 3 86.5 83.5 88.3 88.7 
0.05 0.95 6 3 85.3 81.8 84.0 83.7 
0.05 0.95 9 3 86.5 83.1 88.0 87.7 
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<7^ (= .05,.1) is much smaller than ffg. In such cases, it is typical that 50% to 95% of 
the simulated sample points in step B2 were rejected. Therefore, the simulated 
Bayesian joint posterior samples would differ quite substantially from the SV joint 
sample (if one were to be simulated). Consequently, the Bayesian posterior intervals 
typically do not resemble the exact or SV confidence intervals and do not have 
adequate confidence coefficients. 
Table 4 shows an example for which the Bayesian posterior intervals are 
clearly not compatible with the SV confidence intervals. Sample size of 10,000 was 
used for the Bayesian and SV samples. Step B2 of the Bayesian simulation discarded 
9977 sample points before the required posterior sample of 10,000 was collected. 
6. A Numerical Example 
Table 4. An Example where the Bayesian Posterior Intervals and 
the SV Confidence Intervals are Not Compatible. 
TTWj = 1.2, ms^ = 1.5, / = 3, / = 3 
Function 
Bayesian 95% 
Lower Upper 
95% SV 
Lower Upper 
.98 87.1 .33'' 47.4" 
.56 4.5 .62" 7.3" 
.01 18.9 .00^" 10.2" 
.02 28.2 .00' 15.5 
'Negative limit that has been tnmcated to zero 
''Exact confidence limits 
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CHAPTER 7. ON THE APPLICATION OF THE GUI, GRAYBILL, BURDICK, 
AND TING (1995) AND SATTERTHWAITE APPROXIMATE CONFIDENCE 
INTERVALS FOR A PARTICULAR RATIO OF VARIANCE COMPONENTS 
A paper submitted to Communications in Statistics - Simulation and Computation 
Kok-Leong Chiang 
Abstract 
Burdick and Larsen (1997) considered and compared the Gui et al. (1995) 
modified large-sample and Satterthwaite methods for constructing approximate 
confidence interval for the ratio 5 = (7^/(a®+0^^+a )^ in a classiccd gauge R&R 
study. In this paper, we provide results showing that both methods can fail by a 
large margin to maintain the nominal confidence level when used to estimate small 
values of S. We discuss the implications of these findings and suggest a simple and 
apparently effective alternative to these methods for estimating 6. 
I. Introduction 
Consider the two-way random effects model with interaction, 
where i = l,---,i'; j = l,•••,/; k = !,"•,K] ^ is a fixed imknown constant, and 
are jointly independent normal rwdom variables with means of zero 
and variances of and al respectively. 
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In the jargon of gauge capability analysis, model (1) is commonly referred to 
as the classical gauge repeatability and reproducibility (R&R) model. In that context, 
y^^ could represent the W" repeated measurement on the manufactured part by 
the operator. And I is the total number of manufactured parts and J is the 
number of operators used in the experiment. 
Burdick and Larsen (1997) reviewed and compared various methods of 
constructing approximate confidence interval for varioxis measures of R&R 
variability in model (1). In particular, they compared the Gui, Graybill, Burdick and 
Ting (1995) modified large-sample (MLS) method and the Satterthwaite (SATT) 
method for constructing approximate confidence interval for the ratio 
5 = /(<T^ -h <7^^ + cTj). Their simulations suggest that the MLS method is to be 
preferred over the SATT method because the latter can be liberal. Furthermore, in 
cases where both methods have adequate confidence coefficients, the average lengths 
of the MLS intervals are smaller. 
In this article, we show that both methods can fail to preserve the nominal 
confidence level by a large margin when 6 is small. We also discuss the implications 
of these findings and note that there is a simple alternative method for estimating 6. 
2. Prelimmary Investigation 
In the context of a gauge repeatability and reproducibility study, ^ is a 
measure that is useful for comparing manufacturing process variability to 
measurement variability. Ideally, 6 should be large. The Automotive Lidustry 
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Action Group (1990) suggests S should exceed 4.5 before a measuring process can be 
considered to be adequate for portrajdng the manufacturing process variability. 
However, 6 should also not be too large, since this would represent an "overkill" 
situation where the gauges deployed are more precise (and presumably more 
expensive) than necessary. 
A worst-case scenario for the manufacturer is when S is small so that 
measurement errors are clouding one's view of the actual process variability. 
Therefore, a small vfdue of 6 is what the manufacturer wants to be able to detect in 
an R&:R study. If an R&R study suggests that 6 is small, then the measuring 
system needs to be reviewed. It is therefore essential that a confidence interval 
procedure employed for estimating 6 be reliable even for cases where 6 is small. 
Burdick and Larsen (1997) used nine ( I , J , K )  designs and six parameters sets 
with (ff^,(7^^,(Tj)=(.3,.3,.4), (.6,.3,.l), (.2,.0,.8) and .5, 4.5 in their simulations. 
For compatibility, in a preliminary simulation study, we use the same designs and 
parameters as Burdick and Larsen. However, since Burdick and Larsen used only 
two moderate 6 values (.5 and 4.5) in their simulations, we also consider other values 
of al = .001, .01,20 and 100. Further, to allow our simulations to be performed by 
simiilating sums of squares instead of the responses, we approximate the 
parameter set (a^,(r^^,<Tj) = (.2,0,.8) with (.2,.001,.799). 
A FORTRAN/IMSL program was written to perform the simulations on 
DEC Alphastation 500 workstations. For each design and parameter set, 2000 
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simulations were performed. In each simulation, the sums of squares, SSA, SSB, 
SSAB and SSE, were simulated using the IMSL RNCHI subroutine. Then, the MLS 
and SATT approximate confidence intervals were computed using the formulas in 
Burdick and Larsen (1997, equations (11) and (12)). The estimated confidence 
coefficients were calculated as the percentage of intervals that contain the true 6. 
Bfised on the normal approximation to binomial distribution, there is a less than 
2.5% chance that an observed confidence coefficient based on 2000 simulations is less 
than .94 when the true confidence coefficient is .95. 
The results are presented in Table I. For al = .5 and 4.5, we see that the 
estimated confidence coefficients are similar to those in Table 6 of Burdick and 
Larsen (1997). This is especially true with regard to the general pattern of the 
design-parameter combinations that produce SATT confidence coefficients that are 
moderately less than .94. 
Since the parameters used in the simulation study satisfy cr^ + = 1, 
therefore S = (tI and we can use 6 in place of cr^ where appropriate in our following 
discussion. Table I shows that the estimated confidence coefficients of both methods 
are sensitive to the values of 6. Both the MLS and SATT intervals can be very 
liberal when estimating small values of S. This is true across all designs in Table I. 
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TABLE I. Estimated Confidence Coefficients for Nominally 95% Confidence 
Intervals for 6 
MLS Confidence Coefficients SATT Confidence Coefficients 
a-l .001 .01 
/ J K 
4.5 100 .001 .01 
'rl=.3,cTl,=Aol=A 
6 3 4 
6 3 8 
6 3 16 
6 6 2 
123 2 
126 2 
24 3 2 
246 2 
48 3 2 
6 3 4 
6 3 8 
6 3 16 
6 6 2 
123 2 
126 2 
24 3 2 
246 2 
48 3 2 
6 3 4 
6 3 8 
6 3 16 
6 6 2 
123 2 
126 2 
24 3 2 
246 2 
48 3 2 
.957 .963 .960 .965 
.945 .963 .960 .962 
.958 .960 .961 
.951 .954 .957 
.968 .962 .957 
QAi QfiA 
.slOI .}SOf .SiDO 
.964 .970 .960 
.964 .955 .959 
.952 .954 .956 
al=.6,al^.3,al=.i 
.963 .959 .962 .958 
.955 .957 .958 .960 
963 .960 .959 .959 
.957 .955 .953 
.956 .956 .954 
.963 .943 .960 
.961 .948 .952 
.960 .947 .950 
.953 .946 .951 
=-Ut, = .001, 
.954 .963 .956 .966 
.953 .961 .966 .964 
.960 .963 .965 
.953 .951 .957 
.962 .969 .961 
.959 .959 .965 
.961 .966 .964 
.956 .952 .960 
.961 .976 .960 
.5 4.5 100 
957 .950 
970 .948 
951 .945 
960 .948 
949 .949 
949 .957 
948 .943 
.950 .944 
.917 .943 
.951 .953 .951 
.965 .962 .952 
.964 .951 .950 
OKA 
.900 .962 .947 
.945 .958 .950 
.975 .952 .960 
.957 .953 .949 
.954 .944 .948 
.951 .960 .943 
Shaded ceils have estimated conlBdence coefficients < .940 
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3. Further Simulation bivestigation 
A more extensive computer simulation study on the MLS method was 
conducted with more design-parameter combinations. Without loss of generality, we 
assumed =1 and chose 21 points evenly over the three-
space simplex as shown in FIG. 1 and Table 11. Since six values of crl = .001, .01, .5, 
4.5, 20 and 100 were used, there are 126 parameter sets for each 
design. 
FIG 1. Selected points 
Table 11. Values of 
Point 
-J <0 
1 0.01 0.01 0.98 
2 0.01 0.20 0.79 
3 0.01 0.40 0.59 
4 0.01 0.60 0.39 
5 0.01 0.80 0.19 
6 0.01 0.98 0.01 
7 0.80 0.19 0.01 
8 0.20 0.20 0.60 
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Table H. Values of ((tJ, (continued) 
Point 
-2 <0 
9 0.20 0.40 0.40 
10 0.20 0.60 0.20 
11 0.40 0.01 0.59 
12 0.40 0.20 0.40 
13 0.40 0.40 0.20 
14 0.60 0.01 0.39 
15 0.60 0.20 0.20 
16 0.80 0.01 0.19 
17 0.98 0.01 0.01 
18 0.20 0.79 0.01 
19 0.40 0.59 0.01 
20 0.60 0.39 0.01 
21 0.20 0.01 0.79 
For simplicity, we only considered designs with K — 2. Table ID lists the 31 
designs used. 2000 simulations were performed for each design-parameter 
combination exactly as described earlier. 
FIG. 2 shows the plot of SATT estimated confidence coefGcients agsdnst an id 
number of the design-parameter combination used. These id numbers are assigned in 
an ascending lexicographical order of {<7^, design, point} for values in Tables 11 and 
m designating designs and parameter points respectively. Hence, id 1—651 are for 
<t\ — .001, and within these: id 1—21 correspond to (design 1, points 1—21), and id 
22—42 correspond to (design 2, points 1—21), and so forth. 
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Table HI. Choice of Designs 
Design I J K 
1 3 3 2 
2 3 6 2 
3 3 9 2 
4 3 12 2 
5 6 3 2 
6 6 6 2 
7 6 9 2 
8 6 12 2 
9 9 3 2 
10 9 6 2 
11 9 9 2 
12 9 12 2 
13 12 3 2 
14 12 6 2 
15 12 9 2 
16 12 12 2 
17 5 15 2 
18 5 25 2 
19 15 5 2 
20 15 15 2 
21 15 25 2 
22 25 5 2 
23 25 15 2 
24 25 25 2 
25 50 5 2 
26 50 15 2 
27 50 25 2 
28 50 50 2 
29 5 50 2 
30 15 50 2 
31 25 50 2 
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FIG 2. Estimated Confidence Coefficients for 95% SATT Confidence Interval for 6. 
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In FIG. 2, we see that the estimated confidence coefficients of the SATT 
method are sensitive to the value of al (or S since a^^+a^^+al =1). The SATT 
method is moderately liberal for larger values of 6 and extremely liberal for small 
values of 6. This is true across all designs. 
FIG. 3 shows a similar plot of the MLS estimated confidence coefficients 
against the id number of the design-parameter combination used. In this case, the 
MLS intervals seem to maintain the stated 95% confidence level when S > .5 (id 
1303—3906). However, the MLS intervals can be qviite liberal for small values of 6. 
The frequency and the extent of the drops in estimated confidence coefficients seem 
to increase as decreases. 
Using the normal approximation to binomial distribution, there is less than a 
.0001% chance that an estimated confidence coefficient is less than .925 if the true 
coefficient is .95. In FIG. 3, when cr^ = .01, there are 149 plotted points from id 
652—1302 that are lower than .925. And when = .001, there are 301 plotted 
points from id 1—651 that are lower than .925. Some of these are as low as .48. 
FIG. 4 shows the design-(a^,(T^^,cr^) combinations for which the estimated 
MLS confidence coefficients we lower than .925 when = .001 or .01. There are a 
number of interesting points about this plot. First, vertical lines are drawn for 
designs 18, 21, 24, 27, 28, 29 and 30 that do not have estimated confidence 
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coefBcients smaller than .925. These are designs with J  > 2 5 .  Therefore, the value of 
J appears to have some influence on the sensitivity of the MLS confidence 
coefficients to small values of 6. 
Second, among the designs with estimated confidence coefficients lower than 
.925 when crl=. 001 or .01, it is seen that for a fixed design, the set of 
"drop-points" for cr^ = .01 is a subset of that for = .001. This is consistent with 
Table I where other designs were used. This suggests that there is an increased 
sensitivity of the MLS confidence coefficients to smaller values of 6. 
Third, design 2 stands out as an enigma among the designs with J < 15. 
Consider the relation among the sets of "drop-points" for designs 1,2,3 and 4 which 
have 1=6 and J = 3, 6, 9 and 12 respectively. In view of the earlier point made 
about the effect of larger J, when al = .001 we would expect design 2 to have more 
"drop-points" than designs 3 and 4. To the contrary, it has the smallest number of 
"drop-points" among the four designs. In fact, it has the smallest nimiber among 
designs considered with J <15 
4. Implications of Poor Performance and Possible Remedies 
The most obvious implication of our findings for the planning of R&R studies 
is that the SATT method should not be used to estimate 6 and that the Gui et al. 
(1995) MLS method can only be considered if J > 25 is planned or if the possibility 
of small S values can be ruled out prior to the experiment. 
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The implications of our findings extend beyond that of the classical gauge 
R&R model. In other experiments where model (1) is commonly employed, the ratio 
p = all yax{y^.^) = I {cr^ + + <j\^ +orl) is often of interest. For example, 
Burdick and Graybill (1992, examples 6.2.1 and 6.2.2) discuss a biological 
experiment (reported by Weir (1949)) where this ratio is investigated. Since 
p  =  6 / { 6  +  1 ) ,  a  c o n f i d e n c e  i n t e r v a l  f o r  p  c a n  b e  e a s i l y  o b t a i n e d  f r o m  t h a t  f o r  6  
and vice versa. This implies that the Gui et al. (1995) MLS and the SATT methods 
may be liberal for estimating p. 
A possible remedy to the problem of liberal MLS intervals when estimating 
small values of 6 was suggested to the author by Professor Biirdick during an 
informal discussion and has also been suggested by the Referee and Associate Editor. 
Since the MLS method seems to fail only when estimating small values of perhaps 
it tends to fail to cover the value of 6 primarily when the usual F-test does not 
reject Hg-.a], = 0. That is, failure to reject the hypothesis may be associated with the 
zero lower MLS limit and (very likely) the zero upper MLS limit, and coni^uently 
degenerate MLS intervals that would obviously fail to capture the true 8 value. It is 
suggested that the following modification be made to the Gui et al. MLS method: 
The Gui et al. (1995) MLS interval should only be constructed if the F-test rejects 
Hg: al — 0. We shall refer to this as the "F-screened MLS" method. 
A simulation study was conducted to investigate the effectiveness of the 
suggestion. 2000 simulations were performed for each design-parameter combination. 
141 
We computed the estimated confidence coefficients for nominally 95% MLS 
confidence intervals (CI) using the original "unscreened" Gui et al. method. This 
was done exactly as in earlier simulations and we shall denote these estimated 
coefficients by where = (number of CI's containing fi) / 2000. For the 
"F-screened MLS" method, we computed the Gui et al. intervals only if the F-test 
rejected H, :al=0, that is, if MSA/MSAB > where 
is the upper 5% point of the distribution. We counted the 
nvunber of times the F-test rejected the null hypothesis. Then, the effective 
confidence coefficient of the "F-screened MLS" intervals was estimated as 
C •=(number of CI's containing 6 computed after Hg-.al = 0 was rejected)/Ar^^ . 
We also coimted the number of times that the MLS intervals were degenerate (that 
is both upper and lower limits were zeros) when the F-test rejected and when 
the F-test did not reject . These numbers are denoted by zero^^ and 
respectively. 
Table IV shows clearly that the inclusion of the F-test as a screening 
mechanism can have a detrimental effect on the confidence coefficients of the Gui et 
al. MLS method, especially for designs 2 and 5 where ^ C As can be 
expected, zero is 0 for all cases, so the MLS intervals are never degenerate when 
the F-test rejects H^ial = 0. However, it is not true that the MLS intervals are 
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Table IV. Simulation Results for the Original and F-Screened 
Gui et al. MLS (Nominally 95%) Confidence Intervals for 6 
design point al (j\ crl^  a]  ^
2 11 0.01 0.4 0.01 0.59 .950 
2 12 0.01 0.4 0.2 0.4 .960 
2 13 0.01 0.4 0.4 0.2 .944 
2 14 0.01 0.6 0.01 0.39 .957 
2 15 0.01 0.6 0.2 0.2 .957 
3 11 0.01 0.4 o
 
d
 
0.59 
3 12 0.01 0.4 0.2 0.4 
3 13 0.01 0.4 0.4 0.2 
3 14 0.01 0.6 0.01 0.39 
3 15 0.01 0.6 0.2 0.2 
11 0.01 0.4 0.01 0.59 
12 0.01 0.4 0.2 0.4 
13 0.01 0.4 0.4 0.2 
14 0.01 0.6 0.01 0.39 
15 0.01 0.6 0.2 0.2 
5 11 0.01 0.4 0.01 0.59 .958 
5 12 0.01 0.4 0.2 0.4 .957 
5 13 0.01 0.4 0.4 0.2 .959 
5 14 0.01 0.6 0.01 0.39 .959 
5 15 0.01 0.6 0.2 0.2 .963 
6 11 0.01 0.4 0.01 0.591 
6 12 0.01 0.4 0.2 0.4 1 
6 13 0.01 0.4 0.4 0.2 1 
6 14 0.01 0.6 0.01 o
 
CD
 
6 15 0.01 0.6 0.2 0.2 1 
158 0 37 
137 0 36 
133 0 55 
179 0 32 
137 0 35 
169 0 84 
149 0 63 
158 0 40 
228 0 43 
182 0 44 
203 0 140 
199 0 157 
154 0 172 
267 0 122 
215 0 127 
107 0 41 
118 0 50 
106 0 43 
148 0 43 
117 0 36 
207 0 71 
151 0 81 
153 0 65 
222 0 38 
183 0 43 
Shaded cells indicate estimated confidence coefGcients < .940 
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frequently degenerate when the F-test does not reject = 0 because the 
observed values of are very small. This suggests that degenerate MLS 
intervals cannot be the cause of the inadequate confident coefficients of the original 
Gui et al. method reported in Section 3. 
Although the F-screening idea does not seem to work, we note that there is a 
relatively simple alternative to using the Gui et al. method for estimating 8. Burdick 
and Graybill (1992) recommend the use of the Leiva and Graybill (1986) MLS 
method to compute approximate confidence intervals for p. Since 5 = p/(I — p), we 
can easily convert a Leiva and Graybill interval for p into one for 6. Since the 
simulation results in Leiva and Graybill (1986) strongly suggest that their intervals 
have good confidence coefficients for estimating p, therefore we can expect that the 
proposed "converted" intervals to be also good for estimating 6. 
5. Conclusion 
We have investigated the coverage probabilities of the Satterthwsute method 
and the Gui et al. (1995) MLS method for constructing approximate confidence 
intervals for 6. The simulation results suggest that both methods have estimated 
confidence coefficients that are sensitive to small values of 6. We have also 
investigated a possible "screening test" modification to the Gui et sJ. method but 
found that the preliminary testing can actually degrade coverage performance. 
Some might dismiss situations where 6 < .01 to be too rare for practical 
concern in gauge R&R studies. Even if that were true in the R&R context, 
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5 = .001,.01,.5>4.5,20, and 100 translates to p = .001,.01,.33,.82,.95, and .99. And a 
.01 value on the scale of p (a fraction) is not an absolute impossibility in other 
experiments where the two-way model is applicable. Since in practice, we do not 
always have a good idea of the possible values of 6 or p a. priori, therefore rather 
than take any risk with the Gui et al. method, it is perhaps safer to compute the 
Leiva and Graybill (1986) intervals for p and convert as needed to intervals for 6. 
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CHAPTERS. CONCLUSION 
We have proposed a new general method of constructing confidence intervals 
for functions of variance components in balanced data normal theory random effects 
models. We have demonstrated that the method is extremely easy to implement and 
is effective for estimating a wide array of functions in various standard models such 
as the two-way random effects model (with and without interaction), the two-fold 
nested random effects model and three-factor cross-classification random effects 
model. We have rigorously compared the proposed intervals against those of the best 
existing methods and showed that they have comparable or shorter average interval 
lengths than those from the best existing methods. Further, we have highlighted the 
difference between the proposed method and that of a Bayesian posterior analysis 
(assmning independent Jeffreys improper priors on the expected mean squares). 
Consequently, the proposed method is a simple and complete solution to the 
problem of making confidence intervals for functions of variance components in 
balanced data problems. Future research could possibly focus on an evaluation and 
modification of the proposed method for unbalanced data. 
