Abstract. In this work, we propose a novel nonparametric Bayesian method for clustering of data with spatial interdependencies. Specifically, we devise a novel normalized Gamma process, regulated by a simplified (pointwise) Markov random field (Gibbsian) distribution with a countably infinite number of states. As a result of its construction, the proposed model allows for introducing spatial dependencies in the clustering mechanics of the normalized Gamma process, thus yielding a novel nonparametric Bayesian method for spatial data clustering. We derive an efficient truncated variational Bayesian algorithm for model inference. We examine the efficacy of our approach by considering an image segmentation application using a real-world dataset. We show that our approach outperforms related methods from the field of Bayesian nonparametrics, including the infinite hidden Markov random field model, and the Dirichlet process prior.
Introduction
Nonparametric Bayesian modeling techniques, especially Dirichlet process mixture (DPM) models, have become very popular in statistics over the last few years, for performing nonparametric density estimation [1, 2, 3] . This theory is based on the observation that an infinite number of component distributions in an ordinary finite mixture model (clustering model) tends on the limit to a Dirichlet process (DP) prior [2, 4] . Eventually, the nonparametric Bayesian inference scheme induced by a DPM model yields a posterior distribution on the proper number of model component densities (inferred clusters) [5] , rather than selecting a fixed number of mixture components.
Markov random fields (MRFs) [6] are a classical methodology for modeling spatially-interdependent data. In essence, MRFs impose a Gibbsian distribution over the allocation of the modeled data into states (clusters), which enforces the belief that spatially adjacent data are more likely to cluster together. As the Gibbsian prior imposed by MRFs entails complex calculations that make it intractable in real-world problems dealing with large datasets, efficient approximations of the full MRF distribution are usually employed. For example, a pointwise simplification of the MRF prior based on the mean-field principle from statistical mechanics [7] was employed in [8] . Recently, MRFs have also been used in the context of Bayesian nonparametrics yielding the infinite hidden Markov random field (iHMRF) model [9, 10] .
Inspired by these advances, in this paper we come up with a different approach towards clustering data with spatial interdependencies. We propose a spatially-adaptive random measure, coined the Markov random field normalized Gamma process (MRF-NGP). Our model is based on the introduction of a normalized Gamma process (NGP) controlled by an additionally postulated pointwise Markov random field imposed over the data allocation into model states, obtained by application of the mean-field principle [9] . We evaluate the efficacy of our approach considering an unsupervised image segmentation application using benchmark data.
Theoretical Background

The Dirichlet Process
Dirichlet process (DP) models were first introduced in [11] . A DP is characterized by a base distribution G 0 and a positive scalar α, usually referred to as the innovation parameter, and is denoted as DP(α, G 0 ). Essentially, a DP is a distribution placed over a distribution. Let us suppose we randomly draw a sample distribution G from a DP, and, subsequently, we independently draw M random variables {Θ * m } M m=1 from G:
Integrating out G, the joint distribution of the variables {Θ * m } M m=1 can be shown to exhibit a clustering effect. Specifically, given the first M − 1 samples of G,
, it can be shown that a new sample Θ * M is either (a) drawn from the base distribution G 0 with probability α α+M −1 , or (b) is selected from the existing draws, according to a multinomial allocation, with probabilities proportional to the number of the previous draws with the same allocation [12] .
Markov random fields
We consider an alphabet Q = {1, ..., K}. Let S be a finite index set, S = {1, ..., N }; we shall refer to this set, S, as the set of sites or locations. Let us consider for every site j ∈ S a finite space Z j of states z j taking on Q. The product space Z = N j=1 Z j will be denoted as the space of the configurations of the state values of the considered sites set, z = (z j ) j∈S . A strictly positive probability distribution, p(z), z ∈ Z, on the product space Z is called a random field [13] .
Let ∂ denote a neighborhood system on S, i.e. a collection ∂ = {∂ j : j ∈ S} of sets, such as j / ∈ ∂ j and l ∈ ∂ j if and only if j ∈ ∂ l ∀l, j ∈ S. Then, the previously considered random field, p(z), is a Markov random field with respect to the introduced neighborhood system ∂ if [14] p(z j |z S−{j} ) = p(z j |z ∂j ) ∀j ∈ S. The distribution p(z) of a Markov random field can be shown to be of a Gibbsian form [15] :
where γ is the inverse temperature of the model, W (γ) is the (normalizing) partition function of the model, V c (z|γ) are the clique potentials of the model, and C is the set of the cliques included in the model neighborhood system. A significant problem of MRF models concerns computational tractability, as the normalizing term W (γ) is hard to compute in applications dealing with large datasets. One way to resolve these issues is the mean-field approximation [7, 16] . It is based on the idea of neglecting the fluctuations of the sites interacting with a considered site, so that the resulting system behaves as one composed of independent variables for which computation becomes tractable. That is, given an estimateẑ of the unknown site labels vector z, obtained by means of a stochastic restoration criterion, such as the iterative conditional modes (ICM) or the marginal posterior modes (MPM) algorithm (see, e.g., [14, 16] ), we make the hypothesis [17] 
where
z ij (z j = i,ẑ ∂j ),ẑ ∂j is the estimate of the jth site neighborhood, and the indexes c refer to the cliques that contain the jth site.
Proposed Approach
Model Formulation
Let us consider a set of observations Y = {y n } N n=1 , y n ∈ Y, measured over a set of sites S = {1, ..., S} on which a neighborhood system ∂ is defined. Let us denote as X = {x n } N n=1 , x n ∈ S, the sites where the observed data points {y n } N n=1 were measured. Let us introduce the latent variables {z n } N n=1 denoting the model state (cluster) where an observed data point y n measured at the location x n is assigned by our model. Motivated by the merits and the theory of the DP discussed in the previous section, to derive the sought model, we make the key-assumption, based on the mean-field-based approximation of the MRF distribution, that for any given site x n , we have available an estimateẑ ∂n of the value z ∂n (z m ) m∈∂n of the latent cluster assignment variables of the observations measured at sites in the neighborhood of site x n . Apparently, this assumption entails obtaining an initial estimate of the latent variables {z n } N n=1 for the modeled data, as discussed in Section 2.2. Further, we consider the following predictor (location)-dependent random measure
the random variables Λ i follow a Gamma distribution as
α is the innovation parameter of the process, k i (x n ;ẑ ∂n ) is the probability of the nth site being assigned to the ith cluster as computed by the employed pointwise MRF distribution
z ni (z n = i,ẑ ∂n ),ẑ ∂n is the current estimate of the nth site neighborhood, V c (·) are the employed clique potential functions, and the indexes c refer to the cliques that include the nth site, x n . The utility of the pointwise MRF distribution k i (x n ;ẑ ∂n ) in our model consists in reducing the probability (discounting) of clusters that seem rather unlikely from the viewpoint of the postulated neighborhood system. We dub this random probability measure G(x) the MRF-NGP process. A proof that the normalizing constant in the denominator of (7) is finite almost surely is provided in the Appendix.
Variational Bayesian Inference
Let us a consider a set of observations Y = {y n } N n=1 with corresponding locations X = {x n } N n=1 . We postulate for our observed data a likelihood function of the form p(y n |z n = i) = p(y n |θ i )
while for the latent assignment variables z n we consider
where the i (x) are given by (7), with the prior over the Λ i (x) given by (8) . Regarding the likelihood parameters θ i , we impose a suitable conjugate exponential prior over them; for instance, in case of a Gaussian likelihood function
we impose a Normal-Wishart prior over the likelihood parameters
Regarding the MRF temperature parameter γ, and the innovation parameter α, we choose to optimize them as model hyperparameters, as part of the variational inference procedure discussed next. Our variational Bayesian inference formalism consists in derivation of a family of variational posterior distributions q(.) which approximate the true posterior distribution over the infinite sets {z n } N n=1 , {Λ i (x n )} ∞,N i,n=1 , and
. Apparently, under this infinite dimensional setting, Bayesian inference is not tractable. For this reason, we fix a value K and we let the variational posterior over the Λ k (x) have the property q(Λ k>K (x) = 0) = 1, ∀x ∈ S. In other words, we set k (x) equal to zero for k > K, ∀x ∈ S. Note that, under this setting, the treated model involves a full MRF-NGP prior; truncation is not imposed on the MRF-NGP prior itself, but only on the variational distribution to allow for a tractable inference procedure [18] .
Letting W be the parameters of our model, and Ξ the entailed hyperparameters, including γ, α, and the hyperparameters of the prior over the likelihood parameters, variational Bayesian inference consists in derivation of an approximate posterior q(W ) by maximization (in an iterative fashion) of the variational free energy
which provides a lower bound to the computationally intractable log marginal likelihood (log evidence), logp(X, Y ), of the model [19] . The derived algorithm is in essence an expectation-maximization-like algorithm. Each iteration comprises an E-step, on which the variational posteriors over the model latent variables are computed, and an M-step, on which the variational posteriors over the model parameters are updated. Let us denote as . the posterior expectation of a quantity.
M-step This step comprises the updates of the Gamma-distributed variables
and
as well as of the parameters θ i , for which we obtain the general solution
which is similar to the corresponding solution for models imposing simple DP priors over their cluster assignment distributions.
E-step This step comprises the updates of the posteriors q(z n = i):
and ϕ nj = logp(y n |θ j )
It also consists in updating the estimates of the assignment variablesẑ = (ẑ n ) N n=1
which are used in computing the pointwise MRF priors employed in our model to regulate cluster discounting. For this purpose, we simply set
Finally, regarding the model hyperparameters Ξ, in this work we obtain estimates of the hyperparameter γ by maximization of the lower bound L(q), and we heuristically select the values of the rest of the model hyperparameters. 
Experimental Evaluation
We investigate the efficacy of our approach considering an unsupervised image segmentation application. Specifically, we consider segmentation of real-world images, using a subset of the Berkeley image segmentation benchmark [20] . The Berkeley image segmentation benchmark comprises real-world color images along with their segmentation maps provided by different individuals. To obtain an objective performance evaluation of the proposed algorithm, we employ the probabilistic rand index (PR index or PRI) [21] . The PR index counts the fraction of pairs of pixels whose labelings are consistent between a computed segmentation and the given groundtruth, averaging across multiple groundtruth segmentations to account for scale variation in human perception. In all our experiments, we use Gaussian likelihoods, and choose to impose a Normal-Wishart prior over the likelihood parameters. We compare the performance of our approach to iHMRF and DPM, both using the same likelihood function and prior over the likelihood function parameters as in the case of our model. All the evaluated algorithms are initialized by means of the k-means algorithm. Regarding the potential functions of the imposed pointwise MRFs for both the evaluated iHMRF and MRF-NGP models, we opt for a simple Potts model with a second order (8-neighbors) neighborhood system, yielding
for the pointwise MRF priors, where K is the truncation threshold, and δ(.) stands for the Kronecker's delta function.
Feature extraction is effected as follows: First, each image is segmented into approximately N = 1000 superpixels using the method proposed in [22] . We then compute feature vectors at superpixel level, comprising RGB and HSV color information along with the values of the Maximum Response (MR) filter banks [23] . The truncation level of the variational Bayesian algorithm for all the treated models is set to K = 10.
To account for the effect of poor model initialization, which may lead model training to yield bad local optima as model estimators, we execute our experiments multiple times for each image, with different initializations each time, common for all the evaluated algorithms. The visual segmentation result is presented for 4 selected images in Fig. 1 , along with the original image, one human groundtruth, and the initialization. The mean PRI results (over the executed repetitions) for the whole considered dataset are presented in Table 1 . Total results across all images are presented in Table 2 . Based on the obtained PRI metric results, we can conclude that the MRF-NGP performs considerably better than all the considered rival methods. Note also that small differences in the values of the PRI metric correspond to significant differences in the quality of the obtained segmentation results [24] . The illustrated segmentation results vouch for this assertion. 
Conclusions
In this paper, we proposed a method for nonparametric clustering of data with general spatial interdependencies. Our method, coined the MRF-NGP, consists in postulating a normalized Gamma-process, the cluster prior probabilities of which are discounted by means of a simplified pointwise Markov random field imposed over data point allocation into clusters. As a result of this construction, the MRF-NGP imposes the belief that spatially proximate data are more likely to cluster together. To examine the efficacy of our approach, we evaluated it in unsupervised image segmentation tasks using a real-life benchmark dataset, namely the Berkeley image segmentation benchmark. We showed that it yields a considerable improvement in the obtained performance of the clustering algorithm compared to both the DPM, and the recently proposed iHMRF model.
