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Non-Markovian time-evolution of quantum systems is a challenging problem, often mitigated
by employing numerical methods or making simplifying assumptions. In this work, we address
this problem in waveguide QED by developing a diagrammatic approach, which performs fully
analytical non-Markovian time evolution of single-photon states. By revisiting Fermi’s two atom
problem, we tackle the impeding question of whether rotating-wave approximation violates causality
in single-photon waveguide QED. Afterward, we introduce and prove the no upper half-plane poles
(no-UHP) theorem, which connects the poles of scattering parameters to the causality principle.
Our diagrammatic approach is the first method to perform exact and analytical non-Markovian
time evolution of multi-emitter systems in waveguide QED.
I. INTRODUCTION
Experimental realization of quantum computers
is closely linked to the theoretical developments in
describing interactions between distant qubits me-
diated by waveguides [1]. Aiming to uncover the
physics behind such interactions, waveguide quan-
tum electrodynamics (QED) has the potential to
aid with the development of quantum technologies
in many fronts including but not limited to quan-
tum memory, communication, sensing and routing
[2–8]. On the other hand, the theoretical advance-
ments in waveguide QED are limited by our abil-
ity to describe macroscopically separated systems,
where time-delayed non-Markovian feedback effects
dominate and render many simplifying assumptions
irrelevant [9–12].
Theoretical waveguide QED community has de-
veloped multitude of methods to tackle the mod-
elling issues associated with waveguide mediated in-
teractions between qubits. Some examples are real-
space approaches for few-photons, input-output for-
malism for describing asymptotic and steady-states,
generalized master equations particularly well-suited
for describing many-photons and the SLH formal-
ism with its simple set of rules [13–28]. Among
those methods, many had been employed to de-
scribe interactions between distant qubits; yet, while
some perform numerical or semi-analytical calcula-
tions [3, 18, 29–35] others perform simplifying as-
sumptions such as N-pole approximation or super-
radiance condition assumption [36, 37]. However,
a method for describing exact and fully analytical
non-Markovian time-evolution is missing from the
∗ fdinc@stanford.edu
literature.
The challenge of performing analytical time-
evolution of a given Hamiltonian is not a new con-
cept in the quantum physics literature. Even for
introductory examples in quantum mechanics and
quantum optics [38, 39], many elementary problems
are solved numerically or with simplifying assump-
tions. Similarly in [18], we have shown that the
analytical non-Markovian time-evolution in single-
photon waveguide QED is one analytically-hard-to-
compute integral away from our reach, but available
semi-analytically. Like every other difficult problem,
we need to shift our perspective and tackle the prob-
lem with a solid intuition and a clear motivation.
The intuition comes from the locality of interactions
between qubits due to point-coupling [40], whereas
the motivation stems from a nearly century old ques-
tion arisen from Fermi’s 1932 paper [41], which still
needs to be answered for waveguide QED.
A cause cannot have an effect propagating faster
than the speed of light, a fundamental principle
widely referred to as the causality. This principle
is at the heart of all quantum field theories, effective
or otherwise, yet has been shown to be violated by
two central concepts of the quantum electrodynam-
ics (QED) literature: i) the rotating-wave approxi-
mation (RWA) performed at the Hamiltonian level
[42–44]. ii) the concept of a photon wave function
in real-space [45]. On the other hand, causality has
emerged exactly [18, 29, 46] and approximately [47]
many times in waveguide QED.
Despite utilizing a wave-function approach, real-
space formalism has not predicted any non-causal
spontaneous emission dynamics so far. Similarly,
RWA-related non-causality had been cured by an-
other approximation performed by Fermi in his 1932
paper [41] – namely the extension of integral bounds
to negative energies. Ever since, Fermi’s two atom
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problem has been used as a benchmark to check
whether causality in a theory is violated. In 1995,
[48] has shown that the negative frequency approxi-
mation deletes the non-causal terms, which would
have been cancelled by the contributions coming
from the non-rotating terms. Consequently, many
studies in waveguide QED use the negative fre-
quency extension [37, 49]. In fact, a recent study
shows that the negative-frequency extension leads to
the exact and analytical result for the spontaneous
emission from an initially excited qubit and is there-
fore an essential part of the formalism [18]. How-
ever, a rock-solid argument of causality for multi-
qubit systems can be made only with analytical
time-evolution of such systems.
In this paper, we develop a diagrammatic ap-
proach that gives exact and fully analytical non-
Markovian time evolution in single-photon waveg-
uide QED. We find the detuned (absolute) momen-
tum space diagram rules that can be used to cal-
culate time evolution without explicit computation.
By revisiting Fermi’s two atom problem equivalent
in waveguide QED, we show that non-Markovian
waveguide QED is safe from the non-causal behavior
discussed in the literature regarding both RWA and
photon wave-function. Finally, using causality argu-
ments, we introduce and prove the no upper half-
plane poles (no-UHP) theorem, a waveguide QED
analogy to previously known causality theorems in
quantum theory [50, 51]. No-UHP theorem can be
used to probe whether results of any calculation
in waveguide QED respects the causality principle,
hence provides a sanity check for future research.
The main contributions of this paper are to intro-
duce and develop the diagrammatic method, discuss
causality in waveguide QED and prove no-UHP the-
orem. While other diagrammatic approaches exist in
waveguide QED, our method is distinct from them.
These diagrams help finding the steady-state solu-
tion (S-matrix elements) [52, 53] or consider a single-
qubit utilizing operational translation of the atomic
nonlinear response [19], our diagrams find time-
evolution for many-qubit systems utilizing locality
principle. To the best of our knowledge, this is the
first work considering fully analytical time dynamics
of multiple emitters in non-Markovian regime and
exact solution of the time-dependent Schro¨dinger
equation without any further approximation or as-
sumption.
II. THEORY OF DIAGRAMS
In this section, we develop our diagrammatic
method starting from the Hamiltonian and the equa-
tions of motion. We first show that the equations of
motion for the field amplitudes and qubit excitation
coefficients (together, we simply call them ampli-
tudes) are local owing to the point-coupling nature
of interactions. Later, we use the locality principle to
divide the scattering processes into unit cells, where
a specific event, a physical process described by a di-
agram, can be described by cascading multiple unit
cells. We associate a set of rules with each unit cell,
which perform the computation of complex integrals
automatically. Finally, we use the diagram rules to
perform an example amplitude computation for an
example diagram and provide a systematic method
for finding all diagrams that contribute to the cal-
culation of a specific amplitude.
A. Hamiltonian and equations of motion
We motivate our approach for a linear chain of
N equally-separated (with a distance L) identical
qubits coupled to a one-dimensional waveguide, al-
though neither assumptions are necessary. The
Hamiltonian for such a system can be given as
H = H0 +HI , where
H0 = Ω
∑
Q∈{qubits}
σ†QσQ + i~vg
∫ ∞
−∞
dx
×
(
C†L(x)
∂
∂x
CL(x)− C†R(x)
∂
∂x
CR(x)
) (1)
is the free Hamiltonian. σ†Q is the excitation oper-
ator for the qubit Q, vg is the group velocity (for
simplicity vg = ~ = 1), C†R/L(x) are creation opera-
tors for right/left moving photons. Similarly,
HI =
√
γ0/2
∑
Q∈{qubits}
∫ ∞
−∞
dxδ(x−QL)
×
(
(C†R(x) + C
†
L(x))σQ + H.c.
)
,
(2)
is the point-coupling interaction Hamiltonian with
γ0 = 2J0 being the single emitter decay rate
1. There
1 Throughout this paper, we sometimes use J0 over γ0 when
it is algebraically convenient.
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are several assumptions of the real space Hamilto-
nian [18]: The rotating-wave approximation is em-
ployed when obtaining HI , we assume that we are
interested in energy levels Ek = Ω ± O(γ0) with
γ0  Ω.
In [18], we considered the time evolution of
single-excitation states by re-constructing the time-
evolution operator using the energy-eigenstates. It
has lead us to finding exact and analytical time-
evolution under the Markovian approximation and
semi-analytical time-evolution for non-Markovian
systems. In this paper, to find analytical time-
evolution for general non-Markovian systems, we
consider a general single-excitation state
|ψ(t)〉 =
∫ ∞
−∞
dx[ψL(x, t)C
†
L(x)
+ ψR(x, t)C
†
R(x)] |0〉+
∑
Q
eQ(t) |eQ〉 ,
(3)
where ψR/L(x, t) are right/left-moving field ampli-
tudes, eQ(t) are the qubit excitation coefficients and
|eQ〉 = σ†Q |0〉. The time evolution of the state
|ψ(t)〉 follows the Schro¨dinger equation i∂t |ψ(t)〉 =
H |ψ(t)〉.
After straightforward algebra (See Appendix A),
we find the time evolution equation for ψR/L(x, t)
and eQ(t) as
i(∂t − ∂x)ψL(x, t) =
√
γ0
2
∑
Q
eQ(t)δQ, (4a)
i(∂t + ∂x)ψR(x, t) =
√
γ0
2
∑
Q
eQ(t)δQ, (4b)
∀Q, (i∂t − Ω)eQ(t) =
√
γ0
2
ψ(xQ, t). (4c)
Here, we define ψ(x, t) = ψR(x, t) + ψL(x, t) and
δQ = δ(x − xQ) as short-hand notations. Using
Eq. (4), we re-derive the time-evolution equations
for the single qubit [29] and N qubits [30] from a
real-space perspective in Appendices B and C re-
spectively, where we correct some typos from both
papers.
B. Motivating the diagrams: Locality
Before mathematically discussing locality, we
make three important remarks here:
1. For x 6= xQ, the field behaves like a free-field,
where the field is simply translated in a shape-
preserving way.
f
(R)
0
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equivalent
a
b
FIG. 1. a The time evolution of pulse scattering for a
single qubit. The red dashed dotted arrows correspond
to incident pulses, whereas solid black arrows correspond
to transmitted pulses. b A pulse is generated by an
initially excited qubit and travels to an adjacent qubit
(top), a pulse is incident from far left on a single qubit
(bottom). Regardless of incident pulse’s source of origin,
the two scenarios are equivalent in terms of the local
equations of motion at the second qubit.
2. The existence of source terms leads to non-
continuities at the right/left moving field at
the atomic position such that
ψL/R(xQ+ , t) = ψL/R(xQ− , t)± i
√
J0eQ(t). (5)
This also suggests that while the right/left
moving components are discontinuous, the
field itself ψ(xQ, t) = ψL(xQ, t) + ψR(xQ, t) is
continuous at the qubit position.
3. The discontinuity of the right/left moving
components at a qubit position depends only
on the excitation of the corresponding qubit,
that is, the interaction Hamiltonian derives
changes in the field locally. Similarly, the feed-
back from the field to the qubit is also local
due to Eq. (4c). Hence, for the scattering of
a pulse from a qubit, only the shape of the
incoming field at the atomic position is impor-
tant and other parameters such as the qubit
number are irrelevant. The source of the in-
coming pulse is irrelevant, as a geometry with
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only a single qubit would lead to the same lo-
cal EoM as the one with many qubits, which
we shortly discuss.
To illustrate the emergence of locality in equations
of motion, we first make the piece-wise substitution:
ψR(x, t) =
∑
Q
f
(R)
Q ([x− xQ]− t) (6a)
× [Θ(x− xQ)−Θ(x− xQ+1)],
ψL(x, t) =
∑
Q
f
(L)
Q ([x− xQ] + t) (6b)
× [Θ(x− xQ)−Θ(x− xQ+1)].
Here, Θ(x) is the Heaviside function. To cover the
boundaries, one could assume that x0 = −∞ and
xN+1 = ∞. Otherwise, xQ+1 = xQ + L. Setting
these equations into Eq. (4), we obtain
f
(R)
Q (−t)− f (R)Q−1(L− t) = i
√
γ0
2
eQ(t), (7a)
f
(L)
Q (t)− f (L)Q−1(t+ L) = −i
√
γ0
2
eQ(t), (7b)
(i∂t − Ω)eQ(t) =
√
γ0
2
[f
(R)
Q (−t) + f (L)Q (t)].
(7c)
These are indeed local equations, which only de-
pend on the qubit Q and the incoming and out-going
fields. In these equations, we can consider the in-
coming fields (f
(R)
Q−1([x − xQ−1] − t) and f (L)Q ([x −
xQ] + t)) as incident pulses to the qubit Q, af-
ter which eQ(t) as well as f
(R)
Q ([x − xQ] − t) and
f
(L)
Q−1([x − xQ−1] + t) can be uniquely determined.
We illustrate this for a single qubit in Fig. 1a.
In other words, we can consider the time evolu-
tion of the field-qubit system as a local phenomenon,
where we consider the incoming fields as initial
conditions. Of course, f
(R)
Q−1([x − xQ−1] − t) and
f
(L)
Q ([x − xQ] + t) do not always come from initial
conditions, rather they result from the scattering of
light from adjacent qubits, e.g. they are out-going
pulses for some other qubit Q′. On the other hand,
the equations of motion does not distinguish between
the two cases. The field and the qubit excitation co-
efficients update locally, the source of the incoming
field does not matter. We illustrate this in Fig. 1b,
where the two scenarios are mathematically equiva-
lent.
In the end, we will have developed a recursive
method that starts from the initial conditions and
updates the field and excitation coefficients one by
one at qubit positions, by taking the output of one
qubit as the input of the next. We will summa-
rize the complicated calculations in this method in
terms of simple diagrams and corresponding set of
rules. But first, we need to take a step back and re-
call the time evolution for a single qubit, which will
be required when constructing the diagram rules.
C. Single qubit time evolution
We have considered the time evolution for a single
qubit analytically in [18], which we summarize in
this section. Let us consider a qubit situated at the
position x = 0. The time evolution of any single-
excitation state can be given by [18]
|ψ(t)〉 =U(t) |ψ(0)〉 , where
U(t) =
1
2pi
∫ ∞
−∞
dk |Ek〉 〈Ek| e−iEkt.
(8)
The energy eigenstates (with energy Ek = |k| and
momentum k, for k > 0) for a single qubit can be
given as
|Ek〉 =
∫
dx[eikxΘ(−x) + tkeikxΘ(x)]C†R(x) |0〉
+
∫
dxrke
−ikxΘ(−x)C†L(x) |0〉+ ekσ† |0〉 .
(9)
For k < 0, we simply take the projection of |Ek〉
w.r.t. the origin [18]. Here, tk,rk and ek are:
tk =
∆k
∆k + iJ0
, (10a)
rk =
−iJ0
∆k + iJ0
, (10b)
ek =
√
J0
∆k + iJ0
, (10c)
where ∆k = Ek − Ω is the detuning energy. Then,
the time evolution of an arbitrary state |ψ(t)〉 can
be given as
|ψ(t)〉 = 1
2pi
∫
dk 〈Ek|ψ(t = 0)〉 |Ek〉 e−iEkt. (11)
This time-evolution equation will be employed in
Appendix D when deriving the diagram rules which
we introduce shortly.
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a b
Qubit

Right-moving photon

Left-moving photon
c
Event: Photon emission by A 

and absorption by B
Qubit A Qubit B
= + +
Emission by A Propagation Absorption by B
FIG. 2. A heuristic illustration of diagrams. a There are three physical components of the diagrams: qubits and
right/left-moving photons. b An example event whose amplitude can be calculated using the diagrams. A photon is
emitted by the qubit A, propagates for some distance and gets re-absorbed by the qubit B. c The illustration of the
event in terms of diagrams. The diagrams breaks down the complete event into smaller unit cells, for each cell there
is a special rule to calculate the input-output relation. Each unit cell is governed by the local equations of motion,
whereas cascading defines the initial conditions for the next unit cell such that the output of one unit cell is the input
of another. Diagrams are convenient ways of solving Schro¨dinger equation for the single-photon subspace without
any explicit computation.
D. An intuitive introduction to diagrams
So far, we have set up the local equations of mo-
tions, established a local equivalence between multi-
qubit systems and a single qubit and recalled the
real-space method discussed in [18] that allows find-
ing the fully analytical time-evolved state for a single
qubit. Our main goal is to bring these concepts to-
gether in a simple way such that we can calculate
the analytical time evolution of any state in single-
photon waveguide QED with multiple emitters. The
missing link is provided by the diagrams that we in-
troduce in this section, which dissect a multi-qubit
system into smaller pieces that contain at most a
single qubit. Since we know the time-evolution of
single qubits from previous section and Appendix
D, we can find the time-evolution of these smaller
pieces and hence of the whole diagram.
We start with some simple definitions. Events are
physical processes that happen in super-positions of
each other, whereas diagrams, by definition, are il-
lustrative descriptions of events that help calculat-
ing physical amplitudes. In Fig. 2, we describe
an example event including two qubits. Fig. 2a
shows the physical components of the event, which
are qubits and photons. The qubits are represented
with orange colored circles, whereas photons are rep-
resented with arrows. In Fig. 2b, we describe a spe-
cific physical event where qubit A emits a photon,
which is later absorbed by a second qubit B. This
event is in super-position with many others that de-
scribe the spontaneous emission in the case of two
qubits. We pick this one specifically, as it is the sim-
plest event possible, hence corresponds to the most
elementary diagram. Fig. 2c shows the correspond-
ing diagram, which contributes to the calculation of
the excitation coefficient for the qubit B.
The diagrams consist of three or more unit cells,
where a unit cell is the smallest portion of the di-
agram that includes at most a single-qubit and for
which an input-output rule exists. There are three
types of unit cells: i) starters ii) propagators iii)
finishers. In Fig. 2c, there are one of each. The
emission of the photon by the qubit A is a starter,
propagation without interaction is a propagator, and
the absorption of the photon by the qubit B is a fin-
isher. In an arbitrary diagram, there is one starter
and finisher each, but there is no limit on the number
of propagators.
Before discussing the specific rules, we emphasize
two important discussion points:
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1. Our diagrams are not Feynman diagrams, we
do not consider asymptotic or steady-states,
we consider exact time evolution of an initial
state. The asymptotic solutions for waveguide
QED can be found using the input-output ap-
proach or many others, which have already
been discussed in the literature [22]. The
input-output relations described by diagrams
in this work are not related to this type of
input-output formalism at all.
2. The diagrams solve the time-dependent
Schro¨dinger equation, whose solution is unique
once the initial and boundary conditions are
well-defined. Thus, the diagrams uniquely de-
termine the exact solution.
E. The set of diagrammatic rules
In this section, we introduce the diagrammatic
rules post-hoc and derive them from starting prin-
ciples in Appendix D. There is a total of four basic
rules:
Rule 1 (The unit cell compartmentalisation). For
each diagram associated with are the detuned (abso-
lute) momentum space (∆k) representation of states
and a time component (τ) that keeps track of prop-
agation delay of photons due to finite speed of light.
The diagrams are divided into smaller unit cells that
keep track of both quantities. There are three types
of unit cells: starters, propagators and finishers.
Momentum space component: All unit cells ex-
cept for starters have an input, fin(∆k), and all ex-
cept for finishers have an output, fout(∆k). Starters
are associated with a unique fout(∆k), propagators
have an input-output relationship between fin(∆k)
and fout(∆k), finishers are associated with a unique
amplitude calculation rule that determines the ex-
citation coefficients (eQ(t)) or the field-amplitudes
(ψR/L(x, t)) utilizing fin(∆k).
In the case of cascaded unit cells, the output of the
previous cell is the input of the next:
f
(i+1)
in (∆k) = f
(i)
out(∆k). (12)
Time component: Some propagators update the time
component (τ) by introducing a time-delay, the time-
delay is propagated within the cascades.
Rule 2 (Starters). There are two possible starter
unit cells: i) an initially excited qubit ii) an initial
pulse. The output of the starter unit cells can be
given
1. For an initially excited qubit:
fout(∆k) =
√
J0
(∆k + iJ0)
. (13)
2. For an initial pulse with ψR/L(x, t = 0) =
f(x)e±iΩx:
fout(∆k) =
∫ ∞
−∞
dxf(x)e∓i∆kx. (14)
For both starters, the time component starts as τ =
t.
Rule 3 (Propagators). There are three types of
propagators: i) propagation without interaction ii)
transmission through a qubit iii) reflection from a
qubit. The input-output relationships for the propa-
gator unit cells can be given
• For propagation without interaction for a dis-
tance L:
fout(∆k) = fin(∆k), τout = τin − L. (15)
• For transmission through a qubit:
fout(∆k) = fin(∆k)tk, τout = τin. (16)
• For reflection from a qubit:
fout(∆k) = fin(∆k)rk, τout = τin. (17)
Rule 4 (Finishers). There are two types of finishers:
i) qubit excitation coefficient ii) right/left-moving
field amplitudes. The calculation of observables for
the finishers can be given
1. For qubit excitation coefficients
eQ(t) =
e−iΩτin
2pi
∫ ∞
−∞
d∆kfin(∆k)eke
−i∆kτin . (18)
2. For right/left-moving field amplitudes
f
(R/L)
Q (x, t) =
e−iΩτf
2pi
∫ ∞
−∞
d∆kfin(∆k)e
−i∆kτf ,
(19)
where τf = τin ∓ (x− x0) for right/left-moving
field amplitudes with x0 being the position of
the final qubit that the photon has scattered
from.
We visually summarize the diagram rules in Fig. 3.
The diagrams give the qubit excitations eQ(t) and
local field amplitudes f
(R/L)
Q , from which we can find
ψR/L(x, t) via Eq. (6).
6
Rule 1 (General)
Starter Propagator(s) Finisher
f (1)( k)
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f (2)( k)
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Each diagram has associated detuned 
momentum space representation of 
states and a time component that 
keeps track of propagation delay of 
photons due to finite speed of light. 
Rule 2 (Starters)
There are two types of starters: 

i) Initially excited qubit

ii) Incident pulse scattering fout( k) =
p
J0
 k + iJ0
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i) Initially excited qubits ii) Incident pulse scattering
fout( k) =
Z 1
 1
dxf(x)e⌥i kx
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 R/L(x, t = 0) = f(x)e
±i⌦x
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with
Rule 3 (Propagators)
There are three types of starters: 

i) Free propagation

ii) Tranmission

iii) Reflection
i) Free Propagation
ii) Transmission
⌧ ! ⌧   L
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T
iii) Reflection
R
Rule 4 (Finishers)
There are two types of starters: 

i) Qubit Excitation

ii) Field Amplitude
i) Qubit Excitation
eQ(t) =
e i⌦⌧in
2⇡
Z 1
 1
d kfin( k)eke
 i k⌧in
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ii) Field Amplitude
e i⌦⌧f
2⇡
Z 1
 1
d kfin( k)e
 i k⌧f
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⌧f = ⌧in ⌥ (x  x0)
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with
for right/left-moving photons
fout( k) = fin( k)tk
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fout( k) = fin( k)rk
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FIG. 3. A visual summary for the set of diagrammatic rules. If followed, they provide exact and analytical non-
Markovian time evolution for single-photon waveguide QED.
F. An example diagram calculation for the
event in Fig. 2b
Using the diagrammatic rules, let us calculate the
excitation coefficient for the qubit B for the event
given in Fig. 2b, with the initial condition that the
qubit A is initially excited. We will perform the
calculations step by step for illustration purposes.
As we mentioned before, there are three unit cells
in this example. Let us start with the starter:
f
(1)
out(∆k) =
√
J0
∆k + iJ0
, τ = t. (20)
Now, by the cascading rule, we know that
f
(2)
in (∆k) = f
(1)
out(∆k) and by the propagator rule
f
(2)
out(∆k) = f
(2)
in (∆k) =
√
J0
∆k + iJ0
, τ = t−L. (21)
Once again, by the cascading rule, f
(3)
in (∆k) =
7
branch terminated
TRT R
branch terminated
Middle qubit 
initially excited
t < L
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t < 3L
<latexit sha1_base64="jDeOk8Wv69P+qjP4q0BiY7lBj84=">AAAB63icbVA9SwNBEJ2LXzF+RS1tFoNgFe4SQQuLo I2FRQTzAckR9jZ7yZLdvWN3TwhH/oKNhSK2/iE7/42byxWa+GDg8d4MM/OCmDNtXPfbKaytb2xuFbdLO7t7+wflw6O2jhJFaItEPFLdAGvKmaQtwwyn3VhRLAJOO8Hkdu53nqjSLJKPZhpTX+CRZCEj2GTSdf1+UK64VTcDWiVeTiqQozkof/WHE UkElYZwrHXPc2Pjp1gZRjidlfqJpjEmEzyiPUslFlT7aXbrDJ1ZZYjCSNmSBmXq74kUC62nIrCdApuxXvbm4n9eLzHhlZ8yGSeGSrJYFCYcmQjNH0dDpigxfGoJJorZWxEZY4WJsfGUbAje8surpF2revVq7eGi0rjJ4yjCCZzCOXhwCQ24gya0gM AYnuEV3hzhvDjvzseiteDkM8fwB87nD226jdU=</latexit>
t = 0
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branch continues branch continues
FIG. 4. Systematic approach for finding the event diagrams that contribute to the amplitude calculations. For
illustration purposes, we consider N = 3 qubits with the initial condition that the middle qubit is excited. The qubits
are separated by L. To find the event diagrams, we start with a fractal tree and branch out at every scattering point.
If the photon leaves the system, the branch is terminated, as is the case for the two out of four branches at the final
step. Earlier branches describe earlier times, which are noted with horizontal dotted red lines. The event diagrams
are illustrated on top of the branch arrows.
f
(2)
out(∆k). Finally, using the finisher rule, we obtain
eB(t) =
e−iΩ(t−L)
2pi
∫ ∞
−∞
d∆kf
(3)
in (∆k)eke
−i∆k(t−L),
=
e−iΩ(t−L)
2pi
∫ ∞
−∞
d∆k
J0
(∆k + iJ0)2
e−i∆k(t−L),
= −J0(t− L)e−(J0+iΩ)(t−L)Θ(t− L).
(22)
We have calculated the amplitude corresponding to
this event. However, this specific event describes this
problem only for t < 3L. For later times, there will
be other events, hence diagrams, that contribute to
this amplitude.
G. Fractal trees for finding all event
In general, for a given initial conditions and qubit
configuration, there are many events that contribute
to the amplitudes. The exact time-evolution for the
amplitudes can be found by summing over all pos-
sible diagrams/events. This leads to a solution in
terms of a time-series expansion, which is exact.
Luckily, the more complicated events with multi-
ple propagators start contributing at later times due
to propagation delay introduced within the system.
Thus, the early terms in the time-series expansion
can be found with simple diagrams. In fact, for
a given final time tf , we use a binary fractal tree
to find all possible diagrams that contribute to the
time-series expansion such that the exact time evo-
lution is obtained for t < tf . This is possible due
to the binary nature of scattering (transmission or
reflection) of light from a qubit in a one-dimensional
waveguide.
We illustrate the binary fractal tree for an exam-
ple of N = 3 qubits in Fig. 4. In this specific tree, we
keep track of the right/left-moving field amplitudes,
whereas the event diagrams for the excitation coef-
ficients can be written down in a similar way. For
any given final time of interest t = tf , one needs to
keep branching out the tree such that all the events
with delays less than tf are obtained.
Since the fractal tree branches out rapidly, it is
not the most ideal way to find all events for a multi-
emitter system. The diagrammatic method requires
a more efficient event-finding schema to better de-
scribe systems with many emitters. This is not our
focus in this paper and leave it as a future research
direction to the literature. For the rest of the paper,
we turn our focus to illustrating the power of dia-
grams for the Fermi’s two atom problem, which can
be exactly and analytically solved, for the first time,
in waveguide QED.
III. EXACT CAUSALITY IN
SINGLE-PHOTON WAVEGUIDE QED
So far, we introduced the diagrammatic approach
for finding the analytical non-Markovian time evo-
lution of states in the Schro¨dinger picture. Now, we
will leverage this to answer the impeding question,
whether exact causality is preserved in single-photon
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FIG. 5. Fermi’s two atom problem in waveguide QED a Two identical qubits are coupled to a one-dimensional
waveguide. The first qubit is initially excited, the second one is initially in the ground state. The first qubit
spontaneously decays with a rate γ0, whereas the emitted photon is picked up by the second qubit after some time
delay due to photon propagation. b All diagrams contributing to the qubit excitation coefficient 〈e1|ψ(t)〉, where
|ψ(t = 0)〉 = |e−1〉. Using the diagrams, one can answer Fermi’s two atom problem for waveguide QED.
waveguide QED. In this section, we first start with
Fermi’s two atom problem, then generalize to any
waveguide QED system.
A. Fermi’s two atom problem
To provide a first test of causality, we now focus
our attention to the two-qubit system, where one
of them (call it qubit −1) is initially in the excited
state and emits a photon over time. The second one
(call it qubit 1) is in the ground state and can get
excited by some finite probability after some time-
delay. The test is whether the second qubit can get
excited before t < L, as this would mean that a pho-
ton can travel faster than light and violate causality.
For a causal theory, e1(t < L) = 0 should hold.
We now consider the configuration shown in Fig.
5a, where the distance between qubits is L and we
pick the middle point of the qubits as the center of
the x-axis. As an initial condition, we assume that
the qubit −1 is excited |ψ(t = 0)〉 = |e−1〉. Then,
our aim is to find the amplitude
e1(t) = 〈e1|ψ(t)〉 . (23)
The diagrams contributing to this amplitude are
illustrated in Fig. 5b. The events corresponding to
nth diagrams include, an emission by qubit −1, an
absorption by qubit 1 and 2n reflections with (2n+1)
free propagation over length L. As n increases, we
consider events where the photon is trapped between
the qubits for longer times ((2n+1)L to be precise),
which are lower probability events as some portion
of the excitation escapes in the shape of a radiating
field for every event.
Following the rules we introduced earlier and the
diagrams in Fig. 5b, we write the excitation coeffi-
cient as
e1(t) =
∞∑
n=0
e
(n)
1 (t), (24)
where e
(n)
1 (t) corresponds to the nth diagram. Then,
following the diagram rules, we find
e
(n)
1 (t) =
e−iΩτn
2pi
∫ ∞
−∞
d∆k
r2nk ek
√
J0
∆k + iJ0
e−i∆kτn ,
= − (τnJ0)
2n+1
(2n+ 1)!
e−(J0+iΩ)τnΘ(τn),
(25)
where τn = t− (2n+ 1)L. Here, we performed con-
tour integration for two cases t > τn and t < τn.
Bringing all together, we find
e1(t) = −
∞∑
n=0
(τnJ0)
2n+1
(2n+ 1)!
e−(J0+iΩ)τnΘ(τn). (26)
We discuss the complete time-evolved state |ψ(t)〉 in
Appendix E, where we show that |ψ(t)〉 is indeed
an exact solution of the Schro¨dinger equation, hence
e1(t) found here is exact. Considering the times t <
L, we find
e1(t) = 0, t ≤ L (27)
such that the causality is not violated for the two
atom problem. Waveguide QED passes its first test.
B. Generalization of causality: no-UHP
theorem
The second test of waveguide QED is a general
one. What about if there were more than one waveg-
uide and arbitrary numbers of quantum emitters?
Luckily, to prove causality for a general system, we
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do not need to introduce any more diagrams than
we already have discussed.
Consider the first diagram in Fig. 5b, which is the
earliest contribution to the excitation coefficient. In-
deed, this diagram corresponds to the event we de-
scribed in Fig. 2. As we discussed then, this diagram
(or an equivalent one) is the most elementary dia-
gram which can be built. For any excitation prob-
lem, this diagram sets the lower bound on the time
it takes to excite a distant qubit. Hence, regardless
of the number of qubits or waveguides, the distant
qubit cannot be excited before the propagation time
has passed. This ensures us that for an initial con-
dition of type 1 (when a qubit is initially excited),
single-photon waveguide QED is causal.
When it comes to initial condition type 2, we do
not even need the diagrams. From Schro¨dinger equa-
tion, it is clear that HI |ψ(t)〉 = 0 unless the field at
qubit positions is nonzero. The free Hamiltonian
propagates the field with a constant speed of light,
which is taken as vg = 1 and modulates the phase
of the excitation coefficient, but cannot change ex-
citation probability. In other words, a qubit in the
ground state can only be excited if the field ampli-
tude at qubit position is non-zero. Thus, the initial
condition type 2 does not violate causality either.
Now that we have shown that there are no causal-
ity violations in single-photon waveguide QED, we
can now motivate the no-UHP theorem. Once again,
we start discussing a linear chain of N qubits. Later,
we will argue how the results are more general than
this specific case.
Consider a linear chain of N qubits, where qubits
are located at x = mL with m = 0, . . . , N−1. As an
initial condition, we pick the state with an incoming
decaying exponential
|ψ(t = 0)〉 =
∫ −x0
−∞
dx
√
2σeσ(x+x0)eiΩxC†R(x) |0〉 ,
(28)
where σ ∼ O(γ0) and x0 > 0. Then, the time evolu-
tion of this state is proportional to [18]
|ψ(t)〉 ∼
∫ ∞
−∞
d∆k
e−i∆k(t−x0)
∆k + iσ
|Ek+〉 . (29)
Here, we will not keep track of the proportionality
factors, as they are not important for our consider-
ation. Moreover, |Ek+〉 (k+ means that k > 0) in-
cludes the scattering coefficients e
(m)
k , rk and tk, as
well as occasional e±ikx terms. Now, let us compute
the excitation coefficient for the qubit m at time t
〈em|ψ(t)〉 ∼
∫ ∞
−∞
d∆k
e−i∆k(t−x0)
∆k + iσ
e
(m)
k . (30)
As x0 → ∞, the field is far away from the qubits.
The field amplitude at any qubit position is zero,
hence 〈em|ψ(t)〉 = 0. On the other hand, as x0 →
∞, the contour of the integral in Eq. (30) is con-
nected through the upper half-plane. For the in-
tegral to be zero, regardless of the time t, the co-
efficient e
(m)
k should not have any upper half-plane
poles. Similar arguments can be made for tk and
rk if we consider the field amplitudes instead of the
excitation coefficients.
For a more general system with many waveguides,
the same argument can be made by picking one
waveguide and an initial pulse such as the decay-
ing exponential as in Eq. (30). The reason be-
hind choosing the decaying exponential is the follow-
ing: The decaying exponential is zero for x > −x0,
hence cannot excite qubits until later times t > x0.
Thus, its momentum representation has only one
lower half-plane pole at ∆k = −iσ. Then, following
the discussion in [18] regarding a general waveguide
QED system, integral given in Eq. (30) describes
the amplitudes with the only exception that e
(m)
k is
replaced with the corresponding scattering parame-
ter, generalizing our findings regarding causality in
linear chains.
Now, we are ready to state the no-UHP theorem:
Theorem 1 (No-UHP Theorem). For any waveg-
uide QED system with multiple emitters and waveg-
uides, the scattering parameters do not have any up-
per half-plane poles.
Thus, for any scattering matrix calculation, we
expect the resulting matrix elements to have poles
only on the lower half-plane or on the real axis. This
is a waveguide QED analogy to previously known
causality theorems in quantum theory [50, 51].
IV. CONCLUSION
Non-Markovian time evolution in waveguide QED
is a challenging problem that needs to be tackled in
order to aid the theoretical research in waveguide
QED. So far, the literature has employed various
assumptions and/or numerical approaches to tackle
this problem. Among those assumptions, Marko-
vianity has been the most prominent. If qubits are
microscopically separated, the propagation time de-
lay between qubits can be neglected (Markovianity
assumption). This regime is fairly well-explored in
the literature [18] and provides important insights on
the collective behavior of the system. If the qubits
are separated by large distances, then each qubit
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behaves in an isolated manner, hence collective ef-
fects become unimportant. This regime is easily ex-
plorable, as, in this regime, the decay of one qubit
happens before another one has the chance to be
excited. Interestingly, the mysteries lie at the mod-
erate separation, where both time-delayed feedback
and collective interactions dictate the behavior of
the system. In fact, interesting phenomena had been
observed when multiple qubits are separated mod-
erately, including but not limited to enhanced quan-
tum memory [3] or enhanced superradiance (or so
called super-superradiance) [36, 54].
In this work, we have tackled the non-Markovian
time evolution problem in single-photon waveguide
QED. We have developed a diagrammatic approach,
which breaks down the complicated computations
into a simple set of rules governing unit cells. With
this method, we consider the waveguide QED equiv-
alent of Fermi’s two atom problem and show that
causality is not violated in single-photon waveguide
QED. In doing so, we also provide the literature with
the no-UHP theorem, which states that S-matrix
calculations should not lead to scattering parame-
ters with upper half-plane poles. Thus, both the di-
agrams and the no-UHP theorem can be beneficial
as a sanity check for theoretical research in waveg-
uide QED.
Further research on diagrams is necessary when
we consider large systems with many qubits, as the
number of possible diagrams increases rapidly fol-
lowing a fractal tree (See, for example, Fig. 4). As
a future work, a more efficient process is required to
find all the diagrams that contribute to the calcu-
lations of amplitudes. On the other hand, in such
large systems, the early time dynamics can still be
exactly captured by early stages of the fractal tree.
Therefore, the diagrams found from the tree can aid
the theoretical research in waveguide QED especially
in bench-marking theoretical models, as any theory
should reproduce the exact results obtained from
them. Hence, we provide the literature, for the first
time, with the analytical ground truth of the non-
Markovian time evolution of single-excitation states
driven by the point-coupling Hamiltonian in waveg-
uide QED.
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Appendix A: Derivation of Eq. (4)
We first note that the state |ψ(t)〉 in Eq. (3) is a solution to the Schro¨dinger equation
i∂t |ψ(t)〉 = H |ψ(t)〉 . (A1)
Left-hand-side can be found as
i∂t |ψ(t)〉 = i
∫ ∞
−∞
dx[∂tψL(x, t)C
†
L(x) + ∂tψR(x, t)C
†
R(x)] |0〉+ i
∑
Q
∂teQ(t) |eQ〉 . (A2)
Then, let us find the action of the free Hamiltonian
H0 |ψ(t)〉 = i
∫ ∞
−∞
dx[∂xψL(x, t)C
†
L(x)− ∂xψR(x, t)C†R(x)] |0〉+ Ω
∑
Q
eQ(t) |eQ〉 . (A3)
Before moving forward with the interaction Hamiltonian, let us assume that γ0 = 0 and consider the case
when there is no interactions. In this case, the EoM are as follows
∂tψL(x, t) = ∂xψL(x, t), (A4a)
∂tψR(x, t) = −∂xψR(x, t), (A4b)
∂teQ(t) = −iΩeQ(t). (A4c)
The general solution to these equations are as follows
ψL/R(x, t) = f(t± x), eQ(t) = eQ(0)e−iΩt, (A5)
where eQ(0) are the initial conditions and f is any pulse shape that is either left moving (for L) or right
moving (for R). In fact, for L, this represents a pulse moving to left with a constant speed while keeping its
shape constant, whereas for R, it is a solitonic pulse moving to right. In short, the free Hamiltonian acts as
a translator for the photonic component and as a phase modulator for the qubit components.
Let us now consider the interaction Hamiltonian, which gives
HI |ψ(t)〉 =
√
γ0/2
∑
Q
(ψL(xQ, t)+ψR(xQ, t)) |eQ〉+
√
γ0/2
∑
Q
eQ(t)C
†
L(xQ) |0〉+
√
γ0/2
∑
Q
eQ(t)C
†
R(xQ) |0〉 .
Adding the interaction terms to Eq. (A4), we obtain Eq. (4).
Appendix B: Time-evolution for a single qubit and causality
Fang et al [29] considers the non-Markovian dynamics of a single qubit coupled to a one-dimensional
waveguide. In doing so, they also derive the time evolution equation for the qubit excitation coefficient in
the single-excitation sector in Appendix B.1. In this Appendix, we fix the typo performed in this Appendix,
provide the accurate solution and correct their incorrect claim on causality.
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We shall start by re-stating the arguments of [29]. First, the authors consider the time evolution of an
arbitrary state in the single-excitation sector and find the following coupled differential equations
i∂tφR(x, t) = −i∂xφR(x, t) + V e(t)δ(x), (B1a)
i∂tφL(x, t) = i∂xφL(x, t) + V e(t)δ(x), (B1b)
i
d
dt
e(t) = Ωe(t) + V [φR(0, t) + φL(0, t)]. (B1c)
Here, φR/L(x) are right/left-moving field amplitudes, e(t) is the excitation coefficient of the qubit, Ω is the
excited state energy, V is the coupling between the qubit and the continuum (
√
γ0/2 for us) and δ(x) is the
Dirac-delta. Then, the authors claim to solve the equations (B1a-b) to obtain the following:
φR(x, t) = φR(x− t, 0)− iV e(t− x)Θ(x)Θ(t− x), (B2a)
φL(x, t) = φL(x+ t, 0)− iV e(t+ x)Θ(−x)Θ(t+ x). (B2b)
Here, the authors claim the causality is preserved, which is expected thanks to Θ(t ± x). However, these
theta functions are indeed typos. A quick check would be to check whether (B2a) solves (B1a):
i(∂t + ∂x)φR(x) = V e(t)δ(x)Θ(t) 6= V e(t)δ(x). (B3)
Similar expression can be obtained for Eq. (B2b). Now, as long as we consider times t > 0, most arguments
followed by [29] are consistent since Θ(t) = 1 for t > 0. This is precisely the reason why the authors do
not encounter any major issues, as they consider time evolution for t > 0. On the other hand, their claim
on the immediate manifestation of causality preservation by Θ(t ± x) is not accurate and therefore their
interpretation of causality is incorrect. We will comment on this aspect later.
Then, the authors set Eqs. (B3) into Eq. (B2c) to obtain
d
dt
e(t) = −
[
iΩ +
γ0
2
]
e(t)− iV [φR(−t, 0) + φL(t, 0)]. (B4)
Here, γ0 = 2V
2 is the decay rate of a single emitter. On one hand, it is common to consider initial value
problems in waveguide QED. The issue with Fang et. al’s derivation does not lie with the assumption t > 0,
and indeed their end result for the time evolution equation is correct for an initial value problem. The issue
is with the interpretation provided by the typo, which is incorrect even if the problem is posed as an initial
value problem. On another hand, we believe that this is a good opportunity to derive the full time evolution
equation and therefore we will provide the complete derivation.
Let us first show that the time evolution equation in [29] leads to non-physical results. Consider Eq. (B4)
under the condition that φR(−t, 0) = φL(t, 0) = 0 and e(0) = 1. Then, let us re-define α(t) = e(t)e−iΩt,
leading to the equation:
d
dt
α(t) =
γ0
2
α(t). (B5)
Under the picked initial conditions, we find α(t) = exp
(−γ0t2 ). However, this solution is not physical, since
α(t) blows up as t→ −∞. In fact, the expected solution would be [55]
α(t) = exp
(
−γ0
2
|t|
)
= exp
(
−γ0
2
t
)
Θ(t) + exp
(γ0
2
t
)
Θ(−t). (B6)
We shall show that this is indeed the solution to the equation derived without the typo.
Now, we fix the typo by re-writing Eq. (B2) in the following correct form:
φR(x, t) = φR(x− t, 0) + iV e(t− x)Θ(x− t)− iV e(t− x)Θ(x), (B7a)
φR(x, t) = φL(x+ t, 0) + iV e(t+ x)Θ(−x− t)− iV e(t+ x)Θ(−x). (B7b)
14
Now, we find the summation φR(0, t) +φL(0, t) = φR(x− t, 0) +φL(x+ t, 0)− iV e(t)sign(t), where we define
sign(x) = 1 − 2Θ(−x) = Θ(x) − Θ(−x) and Θ(0) = 0.5 as pointed out by [29]. Then, we find the time
evolution equation for the excitation coefficient as
d
dt
e(t) = −
(
iΩ +
γ0
2
sign(t)
)
e(t)− iV [φR(−t, 0) + φL(t, 0)]. (B8)
The difference between this equation and the Eq. (B4) is the existence of sign(t) function. Now, again, let
us set e(t) = α(t)e−iΩt, φR(−t, 0) = φL(t, 0) = 0 and e(0) = 1 to obtain:
d
dt
α(t) = −γ0
2
sign(t)α(t). (B9)
To solve this equation, we can first assume t > 0, which would give α(t) = exp
(−γ02 t) and then assume
t < 0, which would give α(t) = exp
(
γ0
2 t
)
. Combining both, we find the solution from Eq. (B6). Indeed, α(t)
does not blow up as t → ±∞, as expected from a physical system. It is straightforward to show that Eq.
(B6) is a solution to Eq. (B9).
Now that we have fixed the typo in Eq. (B2), this might raise a serious question. Would the time
evolution be no longer causal, as the incorrect terms in Eq. (B2) are said to be ”preserving the causality?”
The causality for a single-qubit system has been considered in [18] and indeed is preserved. This can also
be seen from our Eq. (B7), which is the corrected version of Eq. (B2). To consider t > 0, we assume that
the excitation coefficient has the form e(t) = ξ(t)Θ(t). The theta function in this assumed form provides the
theta functions dropped from Eq. (B2).
So far, we have focused on the single-excitation sector. However, a similar issue stands for the double-
excitation sector considered in Appendix B.2 of [29]. We will not discuss this further due to brevity reasons,
one can perform a quick check by setting Eq. (B8a) of [29] into (B7c) of [29]. Once again, this does not
change the main conclusions of the paper under the assumption t > 0, only the interpretation of the source
of causality.
Appendix C: Derivation of generalized time-evolution equation of excitation coefficients for a linear
chain of qubits
Liao et al [30] considers the time evolution of a linear chain of qubits coupled to a one-dimensional
waveguide. The authors derive the time evolution equation for the qubit excitation coefficients upon a
single-photon pulse scattering. However, there is a mistake in their derivations of time evolution equation
due to a careless handling of integral boundaries. In this Appendix, we identify the mistake and then correct
it. First, we intuitively point to the problem in their time evolution equation. Second, we derive the correct
time evolution equation from a real space perspective and, third, we comment on where the mistake happens
in [30]. In summary, the missing term in Eq. (8) of [30] becomes important when non-Markovian effects
(from time-delayed coherent quantum feedback) become important.
Let us start by stating the time evolution equation derived by Liao. et. al., which is Eq. (8) of [30]:
α˙j(t) = bj(t)−
N−1∑
n=0
γ0
2
eiΩ|n−j|Lαn (t− |n− j|L) , (C1)
where αj(t) is the (adjusted with e
−iΩt) excitation coefficient of qubit j at time t, bj(t) is a contribution
coming from the initial incident pulse, γ0 is the single emitter decay rate, L is the separation between two
qubits, Ω is the excited state energy for the qubits. We assume no non-radiative decay, as it is irrelevant to
our discussion.
After we define the initial conditions for t = 0, we realize from Eq. (C1) that they do not uniquely
determine the time evolution. One needs to know the αj(t) values even for some time t < 0. Consider the
following case: We are interested in time interval t ∈ [0, ], where  is a very small number. Then, the RHS
of Eq. (C1) would require that we know the excitation probability αj(−O(L)), where O(L) means at the
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order of L. This is alarming, because we are used to setting up Schro¨dinger equation as an initial value
problem and Eq. (C1) requires a continuum of initial values for −(N − 1)L < t < 0 on top of the values at
t = 0. [30] does not discuss this issue, but since the qubits are initially at the ground state and the pulse is
initially far away with effectively zero field amplitude at qubit positions, it is not far off to assume a ground
state initial condition for the time interval before t = 0. In any case, Eq. (C1) raises enough suspicion to
motivate diving into the derivations.
In this Appendix, we will derive the time evolution equation from a real-space perspective. The derivation
performed by [30] can still be re-traced to obtain the correct time evolution, which we will do in the end of
this Appendix. For now, we will introduce another perspective to the problem.
We start by finding the solution to Eq. (4a) and (4b) as:
ψL(x, t) = ψL(x+ t, 0) + i
√
γ0
2
∑
Q
eQ(t+ [x− xQ])Θ(−[x− xQ]− t)− i
√
γ0
2
∑
Q
eQ(t+ [x− xQ])Θ(−[x− xQ]),
(C2a)
ψR(x, t) = ψR(x− t, 0) + i
√
γ0
2
∑
Q
eQ(t− [x− xQ])Θ([x− xQ]− t)− i
√
γ0
2
∑
Q
eQ(t− [x− xQ])Θ(x− xQ),
(C2b)
where we define Θ(0) = 0.5. One can check this solution post-hoc by setting these into Eq. (4).
Now, we can set this into Eq. (4c) to obtain
(i∂t − Ω)eQ(t) =
√
γ0
2
[
ψR(xQ − t, 0) + ψL(xQ + t, 0)
]
− iγ0
2
 ∑
xQ′<xQ
eQ′(t− [xQ − xQ′ ]) +
∑
xQ′>xQ
eQ′(t+ [xQ − xQ′ ]) + eQ(t)
 ,
+ i
γ0
2
∑
Q′
[eQ′(t+ [xQ − xQ′ ])Θ(−[xQ − xQ′ ]− t) + eQ′(t− [xQ − xQ′ ])Θ([xQ − xQ′ ]− t)] ,
=
√
γ0
2
[
ψR(xQ − t, 0) + ψL(xQ + t, 0)
]
− iγ0
2
N−1∑
n=0
en(t− |n−Q|L)
+ i
γ0
2
N−1∑
n=0
[en(t+ (Q− n)L)Θ(−(Q− n)L− t) + en(t− [Q− n]L)Θ((Q− n)L− t)].
(C3)
We can further simplify the last term in the above expression:
N−1∑
n=0
[en(t+ (Q− n)L)Θ(−(Q− n)L− t) + en(t− [Q− n]L)Θ([Q− n]L− t)] =,
=
N−1∑
n=Q
en(t+ [Q− n]L)Θ(−[Q− n]L− t) +
Q−1∑
n=0
en(t− [Q− n]L)Θ([Q− n]L− t)

+
Q−1∑
n=0
en(t+ [Q− n]L)Θ(−[Q− n]L− t) +
N−1∑
n=Q
en(t− [Q− n]L)Θ([Q− n]L− t)
 ,
=
N−1∑
n=0
en(t− |n−Q|L)Θ(|n−Q|L− t) +
N−1∑
n=0
en(t+ |n−Q|L)Θ(−|n−Q|L− t).
(C4)
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We can now bring all together to obtain the general time-evolution equation:
i(∂t − Ω)eQ(t) =
√
γ0
2
[
ψR(xQ − t, 0) + ψL(xQ + t, 0)
]
− iγ0
2
N−1∑
n=0
en(t− |n−Q|L)Θ(t− |n−Q|L)
+ i
γ0
2
N−1∑
n=0
en(t+ |n−Q|L)Θ(−|n−Q|L− t).
(C5)
Now, this equation is the complete time evolution equation for all times t. [30] considers t > 0, so we
shall apply this condition, which makes the final term zero, use the initial conditions ψR(x, 0) = φR(x) and
ψL(x, 0) = 0 and define ej(t) = αj(t)e
−iΩt to obtain
α˙j(t) = −i
√
γ0
2
φR(xj − t)eiΩt − γ0
2
N−1∑
n=0
αn(t− |n− j|L)eiθ|n−j|Θ(t− |n− j|L). (C6)
where α˙(t) = ∂tα(t), θ = ΩL. This is the correct form of Eq. (8) of [30] derived from the real space
perspective in the absence of non-radiative decay. The only difference is the existence of Θ(t − |n − j|L)
functions multiplied with αn(t − |n − j|L). The corrected equations do not require a continuum of initial
conditions, only those defined at t = 0. Both equations agree for t > (N − 1)L, as the Θ(|Q− n|L− t) term
becomes zero. However, for finite and low t, the two equations do not agree.
Let us now see why the derivation by [30] does not agree with ours. This is because in moving from
Eq. (6) to Eq. (8), [30] does not carefully consider the integral boundaries. During their calculations, they
encounter an integral: ∫ t
0
dτδ(τ − |i− j|L) =
{
1 t > |i− j|L,
0 t < |i− j|L. (C7)
For large t, |i − j|L falls within the integral bounds [0, t] and therefore the integral is evaluated as one.
However, for low t values, this integral evaluates to zero. Hence, this integral brings a Heaviside function
Θ(t− |i− j|L) which supplies the missing term in Eq. (C1).
Now, let us consider the Markovian regime, where the qubits are microscopically separated. If we define
Jjl = e
iθ|j−l| and perform the Markovian approximation (α[t−O(L)] ' α[t]) and Θ(t−|n− j|L) ≈ Θ(t) = 1
for t > 0, we obtain the matrix equation for the time evolution
α˙j(t) = −i
√
γ0
2
φR(xj − t)eiΩt − γ0
2
∑
l
Jjlαl(t). (C8)
The same result is obtained starting from Eq. (C1). Since the authors consider microscopic separation
between qubits (which is L ∼ O(Ω−1)), their calculations fall under the Markovian regime and their main
results are indeed accurate. The danger exists if one wants to use Eq. (C1) to describe non-Markovian
time dynamics. In that case, the missing Heaviside function should be added. Alternatively, one could use
the methods described in [18], where the non-Markovian time evolution boils down to computing a single
numerical integral instead of solving time-delayed differential equations numerically.
[18] also provides a link to [30] by showing that Markovian collective decay rates calculated for a linear
chain from the time evolution equation agree with the poles of the scattering parameters. This discussion
remains unaffected from the error corrected in this Appendix, as the link to [30] is established only in the
Markovian regime, which is also why the error was not spotted in [18].
Appendix D: Deriving and discussing the diagram rules
In this Appendix, we start from the time-evolution of states for a single-qubit and derive the diagram
rules along the way.
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Rule 1 is more of a descriptive rule than a mathematical statement. It picks up our discussion from Eq.
(7) and provides a recipe for how to use these equations to compartmentalize the diagrams into unit cells.
Here, each unit cell includes at most one single qubit, where a unit cell considers the EoM in Eq. (7) instead
of Eq. (4) upon the substitution of Eq. (6). Here, an important distinction needs to be made between ψR/L
and f
(R/L)
Q . The former can be obtained from the latter by constraining in space [xQ, xQ+1] with Heaviside
functions.
As a matter of fact, unit cell compartmentalisation is rooted in the local equivalence illustrated in Fig.
1. For any distant qubit (distant from qubit Q) radiating photons, we extend the field to the complete
spatial domain by considering f
(R/L)
Q over ψR/L and ignore any other qubit other than Q. This performs the
compartmentalisation for us. The cascading part of the Rule 1 simply connects the unit cells by equating
the out-going field of one cell to the incoming-field of another. This way, f
(R/L)
Q are all connected through
cascading and uniquely determined, given that there is a proper initial condition.
The starters provide the initial condition for the local EoM, where they provide the initial f
(R/L)
X values
for some qubit X, other f
(R/L)
Q become non-zero one-by-one after f
(R/L)
X has scattered long enough. The
free propagator connects the local EoMs for qubits Q and Q + 1 by introducing the time-delay it takes for
the out-going field of one to be the incoming field of another. The other two propagators solve the local EoM
for the qubit Q by properly scattering the incoming field. The finishers either give excitation coefficients of
qubits upon the incident pulse, or provide the real-space representation of the field whose detuned momentum
space representation we already know. As the interactions are mediated via photons, the communication
between unit cells is dependent on incoming and out-going fields. Thus, Rule 1 implicitly suggests that the
diagrams follow the path of a photon.
To prove Rule 2, we start by considering the starter with an incident pulse, as it is easier to prove:
|S(t = 0)〉 =
∫
dxf(x)eiΩxC†R(x) |0〉 . (D1)
Here, f(x) is an initially incident right-moving pulse with f(x > 0) = 0. Then, the time evolution is
|S(t)〉 = 1
2pi
∫ ∞
−∞
d∆k 〈Ek+ |S(0)〉 |Ek+〉 e−iEkt, 〈Ek+ |S(0)〉 =
∫ ∞
−∞
dxf(x)e−i∆kx. (D2)
At this point, we define fout(∆k) = 〈Ek+ |S(0)〉, where |Ek+〉 represents energy-eigenstates with positive
momentum k. This definition will be clear when we are discussing rule 4. For now, we motivate this
definition by arguing that 〈Ek+ |S(0)〉 is the only initial condition dependent part of the integral expression,
thus it is the only part that needs to be propagated within the diagram through unit cells. For a more
general integral of this form, we can read-out fin/out(∆k) and τ as follows
1
2pi
∫ ∞
−∞
d∆kfin/out(∆k) |Ek+〉 e−iEkτ , (D3)
which is true for right-moving photons. For left-moving photons |Ek+〉 is replaced with |Ek−〉.
Now, we can consider the field amplitude emitted by an initially excited qubit. For simplicity, we assume
that the qubit is located at x = 0 and we consider the emitted field for x > 0. The initial condition for this
system is
|ψ(t = 0)〉 = |e〉 . (D4)
Then, by the time-evolution operator in Eq. (3), we find the time-evolved state as
|ψ(t)〉 = 1
2pi
∫ ∞
−∞
dk 〈Ek|e〉 |Ek〉 e−iEkt. (D5)
Here, the integral is over the momentum k, not detuned energy ∆k. It is important to discuss here why
we call ∆k as the detuned (absolute) momentum in the diagrams. Since ~ = vg = 1, ∆k = |k| − Ω. Thus,
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∆k is the detuned absolute momentum as much as it is the detuned energy. We choose to pick the notion
momentum over energy to put emphasis on the path of photons for the diagrams.
Now, we can find the emitted field amplitude for x > 0 as
S(x, t) = 〈x|ψ(t)〉 = e
−iΩ(t−x)
2pi
∫ ∞
−∞
d∆ke
∗
k(tk + rk)e
−i∆k(t−x) =
e−iΩ(t−x)
2pi
∫ ∞
−∞
d∆k
√
J0
∆k + iJ0
e−i∆k(t−x).
(D6)
As we mentioned above, we motivate the diagrams from the path that photons follow. Thus, we prefer
turning an excited qubit to an incident pulse using the local equivalence. Then, replacing the qubit with the
field it radiates (S(x, t) = 〈x|S(t)〉), which could become an input for a cascaded unit cell, we would have
obtained for the input 〈Ek|S〉 =
√
J0
∆k+iJ0
. Therefore, we say that an initially excited qubit is equivalent to an
incident pulse with
fout(∆k) =
√
J0
∆k + iJ0
, (D7)
with the only difference that the qubit radiates this pulse to two various direction, both of which contributes
to the possible events as shown in Fig. 4. In both cases, τ starts as τ = t.
Let us now consider the Rule 3. We start with the free propagator over the distance x0, as it is the simplest
one to prove. The free propagator simply shifts the reference frame by x0, to the left for right-moving photons,
or to the right for left moving photons.
For now, let us discuss a right-moving photon in Eq. (D1). We first let the field propagate freely for a
time t = x0, which gives us
|S(t = x0)〉 =
∫
dxf(x− x0)eiΩ(x−x0)C†R(x) |0〉 . (D8)
which evolves over time as
|S(t)〉 = 1
2pi
∫ ∞
−∞
d∆k 〈E′k+ |S(x0)〉 |E′k+〉 e−iEk(t−x0). (D9)
Here, |E′k〉 is in a different reference frame2 than |Ek〉. We need to shift the initial reference frame by x0 such
that the end-point of the propagator unit cell becomes the center. This is required because when we connect
the unit cells, they need to have the same reference frame and all unit cells start at the local coordinate
x′ = 0. The easiest way to perform this shift is to pick |Ek〉 for a qubit located at x = x0, rather than x = 0.
Then, we find
〈E′k+ |S(x0)〉 =
∫
dx 〈E′k+ |x〉 〈x|S(x0)〉 =
∫
dxe−ik(x−x0)f(x− x0)eiΩ(x−x0),
=
∫
dxe−ikxf(x)eiΩ(x) = fin(∆k).
(D10)
Now, the time-evolution integral becomes
|S(t)〉 = 1
2pi
∫ ∞
−∞
d∆kfin(∆k) |E′k+〉 e−iEk(t−x0), (D11)
where we can read-out fout(∆k) = fin(∆k) and τout = τin−x0, where τin = t for this specific case. A similar
calculation can be performed for left-moving photons, where we consider the neighbor qubit at x = −x0
rather than at x = x0 and |Ek+〉 is replaced with |Ek−〉.
2 There is no prime on Ek and ∆k, as Ek = |k| is independent of reference frame shifts.
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Now, we can turn our attention to the other two propagator unit cells. Once again, we assume a right
moving photon as in Eq. (D1) that gets scattered from a qubit. The transmitted field amplitude for x > 0
can be found as
St(x, t) =
1
2pi
∫ ∞
−∞
d∆kfin(∆k)tke
−iEk(t−x). (D12)
We note that St(x < 0, t) = 0. However, we can once again employ the local equivalence and replace the
system with the qubit by the system without the qubit but the field amplitude extended to x < 0. Then,
the output field corresponds to the state:
|St(t)〉 = 1
2pi
∫ ∞
−∞
d∆kfin(∆k)tk |Ek+〉 e−iEkt. (D13)
We can read-out fout(∆k) = fin(∆k)tk and τout = τin, where τin = t for this specific case. A similar argument
can be made for the reflected pulse, where we consider Sr(x, t) instead of St(x, t) and extend it to x > 0
with the local equivalence.
Now, we are ready to consider the final rule, Rule 4. Once again, we start with a pulse given in Eq. (D1)
and find the qubit excitation probability
〈e|S(t)〉 = 1
2pi
∫ ∞
−∞
d∆kfin(∆k) 〈e|Ek+〉 e−iEkt = e
−iΩt
2pi
∫ ∞
−∞
d∆kfin(∆k)eke
−i∆kt. (D14)
This is indeed the finisher rule for the qubit excitation coefficient, with τ = t is picked by the initial condition
in Eq. (D1). For a more general initial condition, τ comes from the previous parts of the diagram. The
finisher rule for the field amplitudes can be found similarly by finding 〈x|S(t)〉 instead of 〈e|S(t)〉.
We now see why we have propagated only 〈Ek± |S(t = 0)〉 rather than the whole expression in the integral
in Eq. (D3). The changes within unit cells occur only in the f(∆k) and τ portions of the integrals. Thus,
rather than propagating the complete integral throughout the cascades, we put the integral into the finisher
rules.
Appendix E: Time evolution in Fermi’s two atom experiment
In this Appendix, we present the complete time evolution for the Fermi’s two atom problem, which is
partially discussed in the main text. We show that the diagrams give the time evolved state, which is an
exact solution of the time-dependent Schro¨dinger equation.
Let us start by writing down the Hamiltonian H = H0 +HI [18]
H0 = Ω
∑
j={−1,1}
|ei〉 〈ei|+ i
∫ ∞
−∞
dx
(
C†L(x)
∂
∂x
CL(x)− C†R(x)
∂
∂x
CR(x)
)
, (E1a)
HI =
√
J0
∑
j=±1
(
σ†j [CL(jL/2) + CR(jL/2)] + σj [C
†
L(jL/2) + C
†
R(jL/2)]
)
, (E1b)
where we pick x = 0 as the center of the 2 qubit system. The distance between qubits is L. We can write
down the time-evolved state as sum of many parts:
|ψ(t)〉 = |ψ−1(t)〉+ |ψ1(t)〉+ |ψRi(t)〉+ |ψRe(t)〉+ |ψLi(t)〉+ |ψLe(t)〉 . (E2)
Here, 1/2 stand for qubits, i/e stand for internal and external. The time evolution for these states can be
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found from the diagrams. We will state them here directly rather than deriving them:
|ψ−1(t)〉 =
∞∑
n=0
(τ(1)n J0)
2n
(2n)!
e
−(J0+iΩ)τ
(1)
n Θ(τ
(1)
n ) |e1〉 , τ(1)n = t− 2Ln,
|ψ1(t)〉 = −
∞∑
n=0
(τ(2)n J0)
2n+1
(2n+ 1)!
e
−(J0+iΩ)τ
(2)
n Θ(τ
(2)
n ) |e2〉 , τ(2)n = t− (2n+ 1)L,
∣∣ψRi (t)〉 = −i√J0 ∞∑
n=0
∫ ∞
−∞
dx
(J0τ
(3)
n )
2n
(2n)!
e
−(J0+iΩ)τ
(3)
n ΠL(x)Θ(τ
(3)
n )C
†
R(x) |0〉 , τ(3)n = (t− 2nL)− (x+ L/2),
|ψRe (t)〉 = i
√
J0
∞∑
n=0
∫ ∞
−∞
dx
(τ(4)n J0)
2n
(2n+ 1)!
[τ
(4)
n J0 − (2n+ 1)]e−(J0+iΩ)τ
(4)
n Θ(x− L/2)Θ(τ(4)n )C†R(x) |0〉 , τ(4)n = (t− [2n+ 1]L)− (x− L/2),
∣∣ψLi (t)〉 = i√J0 ∞∑
n=0
dx
(τ(5)n J0)
2n+1
(2n+ 1)!
e
−(J0+iΩ)τ
(5)
n ΠL(x)Θ(τ
(5)
n )C
†
L(x) |0〉 , τ(5)n = (t− [2n+ 1]L) + (x− L/2),
|ψLe (t)〉 = −i
√
J0
∞∑
n=0
∫ ∞
−∞
dx
(τ(6)n J0)
2n−1
(2n)!
(τ
(6)
n J0 − 2n)e−(J0+iΩ)τ
(6)
n Θ(−[x+ L/2])Θ(τ(6)n )C†L(x) |0〉 , τ(6)n = (t− 2nL) + (x+ L/2).
Here, ΠL(x) = Θ(x+ L/2)−Θ(x− L/2).
To prove that the EoM given in Eq. (4) are satisfied, we first extract the amplitudes ψR/L(x, t) and eQ(t)
ψL(x, t) = i
√
J0
∞∑
n=0
[ (τ (5)n J0)2n+1
(2n+ 1)!
e−(J0+iΩ)τ
(5)
n ΠL(x)Θ(τ
(5)
n ) (E4a)
− (τ
(6)
n J0)
2n−1
(2n)!
(τ (6)n J0 − 2n)e−(J0+iΩ)τ
(6)
n Θ(−[x+ L/2])Θ(τ (6)n )
]
,
ψR(x, t) = i
√
J0
∞∑
n=0
[ (τ (4)n J0)2n
(2n+ 1)!
[τ (4)n J0 − (2n+ 1)]e−(J0+iΩ)τ
(4)
n Θ(x− L/2)Θ(τ (4)n )
− (τ
(3)
n J0)
2n
(2n)!
e−(J0+iΩ)τ
(3)
n ΠL(x)Θ(τ
(3)
n )
]
, (E4b)
e−1(t) =
∞∑
n=0
(τ
(1)
n J0)
2n
(2n)!
e−(J0+iΩ)τ
(1)
n Θ(τ (1)n ), (E4c)
e1(t) = −
∞∑
n=0
(τ
(2)
n J0)
2n+1
(2n+ 1)!
e−(J0+iΩ)τ
(2)
n Θ(τ (2)n ). (E4d)
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Then, let us check Eq. (4a)
i(∂t − ∂x)ψL(x, t) =
√
J0
∞∑
n=0
[ (τ (5)n J0)2n+1
(2n+ 1)!
e−(J0+iΩ)τ
(5)
n [δ(x+ L/2)− δ(x− L/2)]Θ(τ (5)n )
+
(τ
(6)
n J0)
2n−1
(2n)!
(τ (6)n J0 − 2n)e−(J0+iΩ)τ
(6)
n δ(x+ L/2)Θ(τ (6)n )
]
,
=
√
J0
∞∑
n=0
[ (t− (2n+ 2)L)J0)2n+1
(2n+ 1)!
e−(J0+iΩ)(t−(2n+2)L)Θ((t− (2n+ 2)L))δ(x+ L/2)
− (t− (2n+ 1)L)J0)
2n+1
(2n+ 1)!
e−(J0+iΩ)(t−(2n+1)L)Θ((t− (2n+ 1)L))δ(x− L/2)
+
(t− 2nL)J0)2n−1
(2n)!
((t− 2nL)J0 − 2n)e−(J0+iΩ)(t−2nL)δ(x+ L/2)Θ(t− 2nL)
]
,
=
√
J0δ(x+ L/2)
[
e−(J0+iΩ)tΘ(t) +
∞∑
n=1
Θ(t− 2nL)e−(J0+iΩ)(t−2nL)
[ ((t− 2nL)J0)2n−1
(2n− 1)!
+
((t− 2nL)J0)2n−1
(2n)!
((t− 2nL)J0 − 2n)
]]
+
√
J0e1(t)δ(x− L/2),
=
√
J0δ(x+ L/2)
[
e−(J0+iΩ)tΘ(t) +
∞∑
n=1
Θ(t− 2nL)e−(J0+iΩ)(t−2nL) ((t− 2nL)J0)
2n
(2n)!
]
+
√
J0e1(t)δ(x− L/2),
=
√
J0e−1(t)δ(x+ L/2) +
√
J0e1(t)δ(x− L/2).
(E5)
Now, let us check Eq. (4b)
i(∂t + ∂x)ψR(x, t) = −
√
J0
∞∑
n=0
[ ((t− (2n+ 1)L)J0)2n
(2n+ 1)!
[(t− (2n+ 1)L)J0 − (2n+ 1)]e−(J0+iΩ)(t−(2n+1)L)
δ(x− L/2)Θ(t− (2n+ 1)L) + ((t− (2n+ 1)L)J0)
2n
(2n)!
e−(J0+iΩ)(t−(2n+1)L)δ(x− L/2)Θ(t− (2n+ 1)L)
− ((t− 2nL)J0)
2n
(2n)!
e−(J0+iΩ)(t−2nL)δ(x+ L/2)Θ(t− 2nL)
]
,
=
√
J0e1(t)δ(x+ L/2)−
√
J0δ(x− L/2)
∞∑
n=0
e−(J0+iΩ)(t−(2n+1)L)Θ(t− (2n+ 1)L)
((t− (2n+ 1)L)J0)2n+1
(2n+ 1)!
,
=
√
J0e−1(t)δ(x+ L/2) +
√
J0e1(t)δ(x− L/2).
(E6)
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Now let us check Eq. (4c) for qubit −1
(i∂t − Ω)e−1(t) = −iJ0e−(J0+iΩ)tΘ(t) + ie−(J0+iΩ)tδ(t)− iJ0
∞∑
n=1
((t− 2nL)J0)2n
(2n)!
e−(J0+iΩ)(t−2nL)Θ(t− 2nL),
+ i
∞∑
n=1
((t− 2nL)J0)2n
(2n)!
e−(J0+iΩ)(t−2nL)δ(t− 2nL)
+ iJ0
∞∑
n=1
((t− 2nL)J0)2n−1
(2n− 1)! e
−(J0+iΩ)(t−2nL)Θ(t− 2nL),
= iJ0
∞∑
n=0
((t− 2nL)J0)2n−1
(2n)!
[2n− (t− 2nL)J0]e−(J0+iΩ)(t−2nL)Θ(t− 2nL) + iδ(t),
=
√
J0ψL([−L/2]−, t) + iδ(t).
(E7)
Here, in the final step, we use the fact that ψ(x, t) = ψR(x, t)+ψL(x, t) is continuous and is equal to ψL(x
−
Q, t)
at xQ = −L/2. Moreover, a δ(t) term occurs on top the expected terms according to Eq. (4c). This delta
term comes from the way we introduce the initial condition and EoM are satisfied with the understanding
that we are considering the time evolution for t > 0 for a the initial condition |ψ(0)〉 = |e−1〉.
Now let us check Eq. (4c) for qubit 1
(i∂t − Ω)e1(t) = iJ0
∞∑
n=0
([t− (2n+ 1)L]J0)2n+1
(2n+ 1)!
e−(J0+iΩ)[t−(2n+1)L]Θ(t− (2n+ 1)L)
− iJ0
∞∑
n=0
((t− (2n+ 1)L)J0)2n
(2n)!
e−(J0+iΩ)(t−(2n+1)L)Θ(t− (2n+ 1)L),
= iJ0
∞∑
n=0
([t− (2n+ 1)L]J0)2n
(2n+ 1)!
([t− (2n+ 1)L]J0 − (2n+ 1))e−(J0+iΩ)(t−(2n+1)L)Θ(t− (2n+ 1)L),
=
√
J0ψR([L/2]
+, t).
(E8)
The δ(t) function does not show up here, as the initial condition was introduced as |ψ(0)〉 = |e−1〉, which
only includes the qubit on the left. Thus, we have proven that the diagrams give the exact time-evolved
states for Fermi’s two atom problem.
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