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ON DENSITIES OF THE PRODUCT, QUOTIENT AND POWER OF
INDEPENDENT SUBORDINATORS
K. K. KATARIA AND P. VELLAISAMY
Abstract. We obtain the closed form expressions for the densities of the product, quo-
tient, power and scalar multiple of independent stable subordinators. Similar results for
the independent inverse stable subordinators are discussed. This is achieved by expressing
the densities of stable and inverse stable subordinators in terms of the Fox’s H-function.
1. Introduction
A stable subordinator Dβ(t), with index β, is a one dimensional stable Le´vy process with
non-decreasing sample paths (see [1, pp. 49-52]). Subordinated processes have interesting
probabilistic properties with applications in financial time series. The inverse stable subor-
dinator is defined by Eβ(t) = inf{x > 0 : Dβ(x) > t}. As statistical densities are basically
elementary functions or the products of such functions, the theory of special functions is
directly related to statistical distribution theory. The H-function, introduced by Fox [5],
has numerous applications in the theory of statistical distributions and physical science.
Some areas of astrophysics where the H-function appears naturally are the analytic solar
model, pathway analysis, gravitational instability and reaction-diffusion problems (for more
details on the H-function and its applications see [9]).
The main aim of this paper is to show that the random variable defined as the product,
quotient, power or scalar multiple of independent stable subordinators has H-distribution.
For this purpose we first obtain the closed form expression for the density of a β-stable
subordinator in terms of the Fox’s H-function for β ∈ (0, 1). Some known results such
as the self-similarity property of a stable subordinator etc. are evident from such closed
form. Similar representations for the densities of the tempered stable subordinator and the
first-exit time of a stable subordinator, also known as the inverse stable subordinator, are
obtained. Our findings complement and extend the results of Meerschaert and Scheffler
[10], Meerschaert and Straka [11].
2. Preliminaries
We start with some definitions and identities, and set some notations required in the
paper.
The Fox’s H-function. This function is represented by the following Mellin-Barnes type
contour integral (see [9, p. 2])
H(z) = Hm,np,q
[
z
∣∣∣∣(ai, Ai)1,p(bj , Bj)1,q
]
=
1
2pii
∫ c+i∞
c−i∞
χ(s)z−s ds, (2.1)
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where
χ(s) =
∏n
i=1 Γ (1− ai − Ais)
∏m
j=1 Γ (bj +Bjs)∏p
i=n+1 Γ (ai + Ais)
∏q
j=m+1 Γ (1− bj − Bjs)
. (2.2)
An equivalent definition can be obtained on substituting w = −s in (2.1). In the above
definition, i =
√−1, z 6= 0, and z−s = exp{−s(ln |z| + i arg z)}, where ln |z| represents
the natural logarithm of |z| and arg z is not necessarily the principal value. Also, m,n, p, q
are integers satisfying 0 ≤ m ≤ q and 0 ≤ n ≤ p with Ai, Bj > 0 for i = 1, 2, . . . , p,
j = 1, 2, . . . , q, and ai’s and bj ’s are complex numbers. The path of integration, in the
complex s-plane, runs from c−i∞ to c+i∞ for some real number c such that the singularity
of Γ (bj +Bjs) for j = 1, 2, . . . , m lie entirely to the left of the path and the singularity of
Γ (1− ai − Ais) for i = 1, 2, . . . , n lie entirely to the right of the path. An empty product
is to be interpreted as unity.
The H-function distribution. This distribution was introduced by Carter and Springer
[3] whose density is given by
f(x) = kH(δx) =
δ
χ(1)
Hm,np,q
[
δx
∣∣∣∣(ai, Ai)1,p(bj , Bj)1,q
]
, x > 0, (2.3)
where δ 6= 0 and k = δ/χ(1) is the normalizing constant. The cumulative distribution
function of the H-function distribution is (see [2, p. 110], [4, p. 104])
F (x) =
1
χ(1)
Hm,n+1p+1,q+1
[
δx
∣∣∣∣ (1, 1) (ai + Ai, Ai)1,p(bj +Bj , Bj)1,q (0, 1)
]
, (2.4)
provided −B−1j bj < 1 for all j ∈ {1, 2, . . . , m}. The Mellin and Laplace transforms of
H(δx) are given by (see [3], [9, pp. 47-50])
Mx(H(δx)) = χ(s)
δs
(2.5)
and
Lx(H(δx)) = 1
δ
Hn+1,mq,p+1
[
s
δ
∣∣∣∣(1− bj −Bj , Bj)1,q(0, 1) (1− ai − Ai, Ai)1,p
]
, (2.6)
respectively.
Some properties of the H-function. The following properties follow from the definition
of the H-function (see [3], [9, pp. 11-12]). Let ρ, λ be any complex numbers and σ > 0.
Then
Hm,np,q
[
1
z
∣∣∣∣(ai, Ai)1,p(bj , Bj)1,q
]
= Hn,mq,p
[
z
∣∣∣∣(1− bj , Bj)1,q(1− ai, Ai)1,p
]
, (2.7)
Hm,np,q
[
zσ
∣∣∣∣(ai, Ai)1,p(bj , Bj)1,q
]
= σ−1Hm,np,q
[
z
∣∣∣∣(ai, σ−1Ai)1,p(bj , σ−1Bj)1,q
]
, (2.8)
zρHm,np,q
[
z
∣∣∣∣(ai, Ai)1,p(bj , Bj)1,q
]
= Hm,np,q
[
z
∣∣∣∣(ai + ρAi, Ai)1,p(bj + ρBj , Bj)1,q
]
. (2.9)
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Also, the k-th derivative of the H-function is given by (see [9, p. 13])
dk
dzk
zρ−1Hm,np,q
[
λzσ
∣∣∣∣(ai, Ai)1,p(bj , Bj)1,q
]
= (−1)kzρ−k−1Hm+1,np+1,q+1
[
λzσ
∣∣∣∣ (ai, Ai)1,p (1− ρ, σ)(1− ρ+ k, σ) (bj , Bj)1,q
]
.
(2.10)
The following identity will be used later (see [9, p. 23])
H1,00,1
[
z
∣∣∣∣(b, B)
]
=
1
B
zb/Be−z
1/B
. (2.11)
Generalized Wright function and M-Wright function. Let αi, βj ∈ R \ {0} and
ai, bj ∈ C, i = 1, 2, . . . , p; j = 1, 2, . . . , q. Then the generalized Wright function (see [7, Eq.
(1.1)]) is defined by
pΨq(z) = pΨq
[
z
∣∣∣∣(ai, αi)1,p(bj , βj)1,q
]
:=
∞∑
n=0
∏p
i=1 Γ(ai + nαi)∏q
j=1 Γ(bj + nβj)
zn
n!
, z ∈ C.
The integral representation of pΨq(z) in terms of Mellin-Barnes integral (see [7, Eq. (1.5)])
is given by
pΨq
[
z
∣∣∣∣(ai, αi)1,p(bj , βj)1,q
]
=
1
2pii
∫ c+i∞
c−i∞
Γ(s)
∏p
i=1 Γ(ai − αis)∏q
j=1 Γ(bj − βjs)
(−z)−s ds. (2.12)
The M-Wright function Mβ(z), 0 < β < 1, (see [6, Appendix A.5]) is defined as
Mβ(z) = 0Ψ1
[
− z
∣∣∣∣(1− β,−β)
]
=
∞∑
n=0
1
Γ(1− β − nβ)
(−z)n
n!
, z ∈ C.
The Euler’s reflection and the Legendre duplication formula for the gamma function are
Γ(z)Γ(1− z) = pi
sin zpi
(2.13)
and
Γ(2z) =
22z−1√
pi
Γ(z)Γ(z + 1/2), (2.14)
respectively.
3. Independent stable subordinators
From Le´vy-Khinchin representation (see [1, pp. 49-50]), the Laplace transform of a sub-
ordinator D(t) with density f(x, t) is given by the following expression:
Lx(f(x, t)) = E
(
e−sD(t)
)
=
∫
∞
0
f(x, t)e−sx dx = e−tψ(s),
where ψ(s) denotes the Laplace exponent given by
ψ(s) = bs+
∫
∞
0
(
1− e−sx) λ(dx), s > 0.
Here b ≥ 0 denotes the drift whereas λ is a Le´vy measure. For the following Le´vy measure
λβ(dx) =
β
Γ(1− β)x1+β I(0,∞)(x) dx, 0 < β < 1,
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the identity sβ =
∫
∞
0
(1− e−sx) λβ(dx) holds. Since a β-stable subordinator Dβ(t), 0 <
β < 1, is a subordinator with zero drift and Le´vy measure λβ, its Laplace exponent is
ψ(s) = sβ. This leads to the integral representation for the density fβ(x, t) of a β-stable
subordinator.
Proposition 3.1. The density of a β-stable subordinator, 0 < β < 1, admits the following
integral form
fβ(x, t) =
1
pi
∫
∞
0
e−ux−tu
β cos βpi sin(tuβ sin βpi) du, x > 0.
Proof. The proof follows on similar lines as the proof of Theorem 2.1 in [8] by choosing a
contour similar to Figure 1 with branch point at origin (see Remark 2.1 in [8]). 
Next we obtain the Mellin transform of the density of a stable subordinator.
Proposition 3.2. The Mellin transform of the density of a β-stable subordinator, 0 < β <
1/2, is
Mx (fβ(x, t)) = 1
βt(1−s)/β
Γ ((1− s)/β)
Γ (1− s) .
Proof. See Appendix A.1. 
Remark 3.1. The integral representation and the Mellin transform for the density of a
stable distribution is given in [14, Theorem 2.2.1, p. 70] and [14, Theorem 2.6.3, p. 118],
respectively. The Fox function representation for the density of a stable distribution is
given by Schneider [13].
Now by using the Mellin inversion formula and Proposition 3.2, the closed form repre-
sentation of the density of a β-stable subordinator in terms of the Fox’s H-function is given
by
fβ(x, t) =
1
2pii
∫ c+i∞
c−i∞
Mx (fβ(x, t)) x−s ds
=
1
βt1/β
1
2pii
∫ c+i∞
c−i∞
Γ (1/β − s/β)
Γ (1− s)
( x
t1/β
)−s
ds
=
1
βt1/β
H0,11,1
[
x
t1/β
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
, x > 0, 0 < β < 1/2. (3.1)
The density of the Le´vy subordinator (β = 1/2) is given by the Le´vy distribution (see [1,
p. 50]) as follows:
f 1
2
(x, t) =
t
2
√
pi
x−3/2e−t
2/4x, x > 0
=
4
t2
√
pi
H1,00,1
[
t2
4x
∣∣∣∣(3/2, 1)
]
, (using (2.11))
=
4
t2
√
pi
H0,11,0
[
4x
t2
∣∣∣∣(−1/2, 1)
]
, (using (2.7))
=
4
t2
√
pi
1
2pii
∫ c+i∞
c−i∞
Γ (3/2− s)
(
4x
t2
)−s
ds
4
=
2
t2
1
2pii
∫ c+i∞
c−i∞
Γ (2(1− s))
Γ (1− s)
( x
t2
)−s
ds, (using (2.14))
=
2
t2
H0,11,1
[
x
t2
∣∣∣∣(−1, 2)(0, 1)
]
,
i.e. (3.1) can be extended for index β ∈ (0, 1/2].
Next we see that this result can be extended for index 0 < β < 1. Gorenflo and Mainardi
[6, Eq. (4.7)] express the density of Dβ(t), 0 < β < 1, in terms of the M-Wright function.
Hence,
fβ(x, t) = βtx
−(β+1)Mβ(tx
−β), x > 0
= βtx−(β+1)0Ψ1
[
− tx−β
∣∣∣∣(1− β,−β)
]
= βtx−(β+1)
1
2pii
∫ c+i∞
c−i∞
Γ (s)
Γ (1− β + βs)
(
tx−β
)−s
ds, (using (2.12))
= βtx−(β+1)H1,01,1
[
tx−β
∣∣∣∣(1− β, β)(0, 1)
]
= βtx−(β+1)H0,11,1
[
xβ
t
∣∣∣∣ (1, 1)(β, β)
]
, (using (2.7))
=
β
x
H0,11,1
[
xβ
t
∣∣∣∣(0, 1)(0, β)
]
, (using (2.9))
=
1
t1/β
H0,11,1
[
x
t1/β
∣∣∣∣(−1/β, 1/β)(−1, 1)
]
, (using (2.8) and (2.9))
=
1
t1/β
1
2pii
∫ c+i∞
c−i∞
Γ (1 + 1/β − 1/βs)
Γ (2− s)
(
xt−1/β
)−s
ds
=
1
βt1/β
1
2pii
∫ c+i∞
c−i∞
Γ (1/β − 1/βs)
Γ (1− s)
(
xt−1/β
)−s
ds
=
1
βt1/β
H0,11,1
[
x
t1/β
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
and thus (3.1) can further be extended for index β ∈ (0, 1).
The above discussed results can be summarized in the following theorem.
Theorem 3.1. The density of a β-stable subordinator Dβ(t), 0 < β < 1, in terms of the
H-function is given by
fβ(x, t) =
1
βt1/β
H0,11,1
[
x
t1/β
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
, x > 0. (3.2)
Corollary 3.1. The density fβ(x, 1) of Dβ(1), 0 < β < 1, is
fβ(x, 1) =
1
β
H0,11,1
[
x
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
, x > 0. (3.3)
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Remark 3.2. On using (2.6), (2.11) and (3.2), we can obtain a well known result i.e. the
Laplace transform of the density of a β-stable subordinator
Lx (fβ(x, t)) = 1
β
H1,00,1
[
t1/βs
∣∣∣∣(0, 1/β)
]
= e−ts
β
.
Proposition 3.3. The Mellin and Laplace transforms of the density of a β-stable subor-
dinator, 0 < β < 1, with respect to the time variable are
Mt (fβ(x, t)) = 1
x1−βs
Γ(s)
Γ(βs)
and
Lt (fβ(x, t)) = xβ−1H1,11,2
[
xβs
∣∣∣∣(0, 1)(0, 1) (1− β, β)
]
,
respectively.
Proof. From (3.2), we have
fβ(x, t) =
1
βt1/β
H0,11,1
[(
xβ
t
)1/β ∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
=
1
x
(
xβ
t
)1/β
H0,11,1
[
xβ
t
∣∣∣∣(1− 1/β, 1)(0, β)
]
, (using (2.8))
=
1
x
H0,11,1
[
xβ
t
∣∣∣∣(1, 1)(0, β)
]
, (using (2.9))
=
1
x
H1,01,1
[
t
xβ
∣∣∣∣(0, β)(0, 1)
]
, (using (2.7)). (3.4)
Finally by using (2.5) and (2.6), we get
Mt (fβ(x, t)) = 1
x
Mt
(
H1,01,1
[
t
xβ
∣∣∣∣(0, β)(0, 1)
])
=
1
x1−βs
Γ(s)
Γ(βs)
and
Lt (fβ(x, t)) = 1
x
Lt
(
H1,01,1
[
t
xβ
∣∣∣∣(0, β)(0, 1)
])
= xβ−1H1,11,2
[
xβs
∣∣∣∣(0, 1)(0, 1) (1− β, β)
]
.

An alternate and direct proof of Proposition 3.3 for the Mellin transform is given in
Appendix A.2. Note that on following this alternate proof for the Mellin transform and
using the inverse Mellin formula, we can directly obtain the density of a stable subordinator
in the form (3.4), which is equivalent to (3.2).
In the next proposition, we express the cumulative distribution function Fβ(x, t) of a
stable subordinator in terms of the Fox’s H-function. This is a straightforward application
of (2.4).
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Proposition 3.4. The cumulative distribution function of a β-stable subordinator, 0 <
β < 1, is
Fβ(x, t) =
1
β
H0,11,1
[
x
t1/β
∣∣∣∣(1, 1/β)(0, 1)
]
. (3.5)
The next theorem gives the densities of the product, quotient, power and scalar multiple
of independent stable subordinators. These are direct consequences of the results proved
for the H-function distribution in Carter and Springer [3].
Theorem 3.2. Let Dβi(t), i = 1, 2, . . . , n, be n independent βi-stable subordinators, 0 <
βi < 1, with corresponding density functions
fβi(xi, t) =
1
βit1/βi
H0,11,1
[
xi
t1/βi
∣∣∣∣(1− 1/βi, 1/βi)(0, 1)
]
, xi > 0.
Then, the probability density function of
(i) X(t) = aDβi(t), a > 0, 1 ≤ i ≤ n, is given by
f(x, t) =
1
aβit1/βi
H0,11,1
[
x
at1/βi
∣∣∣∣(1− 1/βi, 1/βi)(0, 1)
]
, x > 0. (3.6)
(ii) Y (t) =
∏n
i=1Dβi(t) is given by
f(y, t) =
(
n∏
i=1
1
βit1/βi
)
H0,nn,n
[
y
t
∑n
i=1 1/βi
∣∣∣∣(1− 1/βi, 1/βi)1,n(0, 1)1,n
]
, y > 0.
(iii) W (t) = Drβi(t), 1 ≤ i ≤ n, for r rational is given by
f(w, t) =
1
βitr/βi
H0,11,1
[
w
tr/βi
∣∣∣∣(1− r/βi, r/βi)(1− r, r)
]
, w > 0,
when r > 0 and for r < 0
f(w, t) =
1
βitr/βi
H1,01,1
[
w
tr/βi
∣∣∣∣ (r,−r)(r/βi,−r/βi)
]
, w > 0.
(iv) Z(t) = Dβi(t)/Dβj(t), 1 ≤ i, j ≤ n and i 6= j, is given by
f(z, t) =
1
βiβjt1/βi+1/βj
H1,12,2
[
z
t1/βi+1/βj
∣∣∣∣(1− 1/βi, 1/βi) (−1, 1)(−1/βj, 1/βj) (0, 1)
]
, z > 0.
Proof. (i) The density ofX can be obtained on using the Mellin inversion formula as follows:
f(x, t) =
1
2pii
∫ c+i∞
c−i∞
Mx(f(x, t))x−s ds
=
1
2pii
∫ c+i∞
c−i∞
as−1Mxi(fβi(xi, t))x−s ds
=
1
aβit1/βi
1
2pii
∫ c+i∞
c−i∞
Γ (1/βi − s/βi)
Γ (1− s)
( x
at1/βi
)−s
ds, x > 0,
where the last step follows from Proposition 3.2. The proof now follows on using (2.1).
Parts (ii), (iii) and (iv) follow from Theorems 4.1, 4.2 and 4.3 of Carter and Springer [3],
respectively. 
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Remark 3.3. Since M-Wright function is a particular case of H-function, (4.4) reduces to
f(x, t) = aβiβitx
−(βi+1)Mβi
(
aβitx−βi
)
, x > 0. (3.7)
On substituting a = 1/t1/βi in (3.6) or (3.7), we can obtain the self similarity property
of a stable subordinator i.e. Dβi(t)/t
1/βi D=Dβi(1) for all t > 0, where
D
= means equal in
distribution.
3.1. Tempered stable subordinator. There is a limitation to the applications of a sta-
ble subordinator because of the non-existence of its finite moments. The tempered stable
subordinator is obtained by exponentially tempering the distribution of a stable subordi-
nator (see Rosinski [12]). The density of the tempered stable subordinator Dλ,β(t), λ > 0,
is given by
fλ,β(x, t) = e
−λx+λβtfβ(x, t), x > 0,
which on using (3.2) can be expressed in terms of the H-function as follows:
fλ,β(x, t) =
e−λx+λ
βt
βt1/β
H0,11,1
[
x
t1/β
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
, x > 0. (3.8)
The tempered stable subordinator have all moments finite and is infinitely divisible with
exponentially decaying tail probability but lack self similarity. Next we give a different
proof of a known result using the obtained density (3.8).
Proposition 3.5. The Laplace transform of the density of the tempered β-stable subor-
dinator, 0 < β < 1, is
Lx (fλ,β(x, t)) = e−t((λ+s)β−λβ).
Proof. From the definition of the Laplace transform, we have
Lx (fλ,β(x, t)) =
∫
∞
0
fλ,β(x, t)e
−sx dx
=
eλ
βt
βt1/β
∫
∞
0
e−(λ+s)xH0,11,1
[
x
t1/β
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
dx
=
eλ
βt
β
H2,01,2
[
(λ+ s)t1/β
∣∣∣∣(0, 1)(0, 1) (0, 1/β)
]
, (using (2.6))
=
eλ
βt
β
H1,00,1
[
(λ+ s)t1/β
∣∣∣∣(0, 1/β)
]
,
where the last equality is obtained on using the definition of the H-function. Finally, the
result follows on using (2.11). 
Similarly, the Laplace transform of the density of the tempered β-stable subordinator,
0 < β < 1, with respect to the time variable is
Lt (fλ,β(x, t)) = e
−λx
(s− λβ)xH
1,1
2,1
[
1
xβ(s− λβ)
∣∣∣∣(0, 1) (0, β)(0, 1)
]
.
The proof follows on similar lines as the proof of the Proposition 3.5.
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Proposition 3.6. The Mellin transform of the density of the tempered β-stable subordi-
nator, 0 < β < 1, is
Mx (fλ,β(x, t)) = e
λβt
βt1/βλs
H0,22,1
[
1
t1/βλ
∣∣∣∣(1− s, 1) (1− 1/β, 1/β)(0, 1)
]
.
Proof. From the definition of the Mellin transform, we have
Mx (fλ,β(x, t)) =
∫
∞
0
xs−1fλ,β(x, t) dx
=
eλ
βt
βt1/β
∫
∞
0
xs−1e−λxH0,11,1
[
x
t1/β
∣∣∣∣(1− 1/β, 1/β)(0, 1)
]
dx
=
eλ
βt
βt1/β
1
2pii
∫ c+i∞
c−i∞
Γ (1/β − w/β)
Γ (1− w) t−w/β
∫
∞
0
xs−w−1e−λx dx dw
=
eλ
βt
βt1/βλs
1
2pii
∫ c+i∞
c−i∞
Γ (1/β − w/β) Γ (s− w)
Γ (1− w)
(
1
t1/βλ
)−w
dw.
The result now follows on using the definition of the H-function. 
4. Independent inverse stable subordinators
The first-hitting time of a β-stable subordinator Eβ(t), also called inverse β-stable sub-
ordinator, is defined by
Eβ(t) = inf{x > 0 : Dβ(x) > t}.
The following relationship holds:
{Eβ(t) ≤ x} = {Dβ(x) ≥ t}.
The integral representation for the density gβ(x, t) of the inverse stable subordinator can
be obtained on substituting λ = 0 in Theorem 2.1 of Kumar and Vellaisamy [8].
Proposition 4.1. The density of the inverse β-stable subordinator, 0 < β < 1, admits the
following integral form
gβ(x, t) =
1
pi
∫
∞
0
uβ−1e−tu−xu
β cos βpi sin(βpi − xuβ sin βpi) du, x > 0.
Next result give the Mellin and Laplace transforms of the density of the inverse stable
subordinator.
Proposition 4.2. The Mellin and Laplace transforms of the density of the inverse β-stable
subordinator, 0 < β < 1/2, are
Mx (gβ(x, t)) = 1
t(1−s)β
Γ(s)
Γ(1− β + βs)
and
Lx (gβ(x, t)) = tβH1,11,2
[
tβs
∣∣∣∣(0, 1)(0, 1) (0, β)
]
,
respectively.
Proof. See Appendix A.3. 
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On using the Mellin inversion formula and Proposition 4.2, the density of the inverse
stable subordinator can be represented in terms of the Fox’s H-function as follows:
gβ(x, t) =
1
2pii
∫ c+i∞
c−i∞
Mx (gβ(x, t)) x−s ds
=
1
tβ
1
2pii
∫ c+i∞
c−i∞
Γ(s)
Γ(1− β + βs)
( x
tβ
)−s
ds
=
1
tβ
H1,01,1
[
x
tβ
∣∣∣∣(1− β, β)(0, 1)
]
, x > 0, 0 < β < 1/2. (4.1)
The density of Eβ(t), 0 < β < 1, can also be expressed in terms of the M-Wright function
(see [6, Eq. (5.7)]). Therefore,
gβ(x, t) = t
−βMβ(xt
−β), x > 0
= t−β0Ψ1
[
− xt−β
∣∣∣∣(1− β,−β)
]
= t−β
1
2pii
∫ c+i∞
c−i∞
Γ (s)
Γ (1− β + βs)
(
xt−β
)−s
ds
=
1
tβ
H1,01,1
[
x
tβ
∣∣∣∣(1− β, β)(0, 1)
]
.
Alternatively, the density of Eβ(t), 0 < β < 1, can be obtained as follows:
P(Eβ(t) ≤ x) = 1− P(Dβ(x) < t)
= 1− 1
β
H0,11,1
[
t
x1/β
∣∣∣∣(1, 1/β)(0, 1)
]
, (using (3.5))
= 1− H0,11,1
[
tβ
x
∣∣∣∣(1, 1)(0, β)
]
, (using (2.8))
= 1− H1,01,1
[
x
tβ
∣∣∣∣(1, β)(0, 1)
]
, (using (2.7)).
Now differentiating with respect to x both sides, we get
gβ(x, t) =
1
x
H1,01,1
[
x
tβ
∣∣∣∣(1, β)(1, 1)
]
, (using (2.10))
=
1
tβ
H1,01,1
[
x
tβ
∣∣∣∣(1− β, β)(0, 1)
]
, (using (2.9)).
From above discussion it is clear that (4.1) can be extended for index β ∈ (0, 1).
Theorem 4.1. The density of the inverse β-stable subordinator Eβ(t), 0 < β < 1, in terms
of the H-function is
gβ(x, t) =
1
tβ
H1,01,1
[
x
tβ
∣∣∣∣(1− β, β)(0, 1)
]
, x > 0. (4.2)
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Proposition 4.3. The Mellin transform of the density of the inverse β-stable subordinator,
0 < β < 1, with respect to the time variable is
Mt (gβ(x, t)) = 1
βx1−s/β
Γ (1− s/β)
Γ(1− s) .
Proof. From (4.2), we have
gβ(x, t) =
1
tβ
H1,01,1
[
x
tβ
∣∣∣∣(1− β, β)(0, 1)
]
=
1
βtβ
H1,01,1
[
x1/β
t
∣∣∣∣(1− β, 1)(0, 1/β)
]
, (using (2.8))
=
1
βx
H1,01,1
[
x1/β
t
∣∣∣∣ (1, 1)(1, 1/β)
]
, (using (2.9))
=
1
βx
H0,11,1
[
t
x1/β
∣∣∣∣(0, 1/β)(0, 1)
]
, (4.3)
where the last step follows from (2.7). The proof is complete on using (2.5). 
An alternate and direct proof of Proposition 4.3 is given in Appendix A.4. We note
that on following this alternate proof for the Mellin transform and using the inverse Mellin
formula, we can directly obtain the density of the inverse stable subordinator in the form
(4.3), which is equivalent to (4.2).
Remark 4.1. On using (2.6), (2.11) and (4.3), we obtain another well known result
Lt (gβ(x, t)) = 1
β
x1/β−1H1,00,1
[
x1/βs
∣∣∣∣(1− 1/β, 1/β)
]
= sβ−1e−xs
β
.
Next, the cumulative distribution function Gβ(x, t) of the inverse stable subordinator in
terms of the Fox’s H-function is obtained on using (2.4) and (4.2).
Proposition 4.4. The cumulative distribution function of the inverse β-stable subordina-
tor, 0 < β < 1, is
Gβ(x, t) = H
1,1
2,2
[
x
tβ
∣∣∣∣(1, 1) (1, β)(1, 1) (0, 1)
]
.
As obtained for independent stable subordinators, similar results for the product, quo-
tient, power and scalar multiple of independent inverse stable subordinators holds.
Theorem 4.2. Let Eβi(t), i = 1, 2, . . . , n, be n independent inverse βi-stable subordinators,
0 < βi < 1, with corresponding density functions
gβi(xi, t) =
1
tβi
H1,01,1
[
xi
tβi
∣∣∣∣(1− βi, βi)(0, 1)
]
, xi > 0.
Then, the probability density function of
(i) X(t) = aEβi(t), a > 0, 1 ≤ i ≤ n, is given by
g(x, t) =
1
atβi
H1,01,1
[
x
atβi
∣∣∣∣(1− βi, βi)(0, 1)
]
, x > 0. (4.4)
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(ii) Y (t) =
∏n
i=1Eβi(t) is given by
g(y, t) =
1
t
∑n
i=1 βi
Hn,0n,n
[
y
t
∑n
i=1 βi
∣∣∣∣(1− βi, βi)1,n(0, 1)1,n
]
, y > 0.
(iii) W (t) = Erβi(t), 1 ≤ i ≤ n, for r rational is given by
g(w, t) =
1
trβi
H1,01,1
[
w
trβi
∣∣∣∣(1− rβi, rβi)(1− r, r)
]
, w > 0,
when r > 0 and for r < 0
g(w, t) =
1
trβi
H0,11,1
[
w
trβi
∣∣∣∣ (r,−r)(rβi,−rβi)
]
, w > 0.
(iv) Z(t) = Eβi(t)/Eβj(t), 1 ≤ i, j ≤ n and i 6= j, is given by
g(z, t) =
1
tβi+βj
H1,12,2
[
z
tβi+βj
∣∣∣∣(1− βi, βi) (−1, 1)(−βj , βj) (0, 1)
]
, z > 0.
Proof. (i) The density of X is given by
g(x, t) =
1
2pii
∫ c+i∞
c−i∞
Mx(g(x, t))x−s ds
=
1
2pii
∫ c+i∞
c−i∞
as−1Mxi(gβi(xi, t))x−s ds
=
1
atβi
1
2pii
∫ c+i∞
c−i∞
Γ (s)
Γ (1− βi + βis)
( x
atβi
)−s
ds, x > 0,
where the last step follows from Proposition 4.2. The proof now follows on using (2.1).
Parts (ii), (iii) and (iv) follow from Theorems 4.1, 4.2 and 4.3 of Carter and Springer [3],
respectively. 
Remark 4.2. Since M-Wright function is a particular case of H-function, (4.4) reduces to
g(x, t) =
1
atβi
Mβi
( x
atβi
)
, x > 0. (4.5)
On substituting a = 1/tβi in (4.4) or (4.5), we can obtain the self similarity property of the
inverse stable subordinator i.e. Eβi(t)/t
βi D=Eβi(1) for all t > 0.
Remark 4.3. From our results the Corollary 3.1 (a), (c) of [10] i.e. Eβ(t)
D
= (Dβ(1)/t)
−β
and
gβ(x, t) =
t
β
x−1−1/βfβ
(
tx−1/β , 1
)
can easily be verified and an explicit form for fβ (x, 1) is given by (3.3).
Also, on using (2.5) and (4.2), the r-th moment of the inverse stable subordinator is
given by
E (Eβ(t)
r) = C(β, r)tβr =
Γ(1 + r)
Γ(1 + βr)
tβr,
12
which determines the positive finite constant C(β, r) in Corollary 3.1 (b) of [10]. Therefore,
the mean and variance of Eβ(t) are explicitly given by
E (Eβ(t)) =
1
Γ(1 + β)
tβ
and
Var (Eβ(t)) =
(
2
Γ(1 + 2β)
− 1
Γ2(1 + β)
)
t2β ,
respectively.
Appendix
A.1. By using the definition of the Mellin transform, we have
Mx (fβ(x, t)) =
∫
∞
0
xs−1fβ(x, t) dx
=
1
pi
∫
∞
0
∫
∞
0
xs−1e−ux−tu
β cos βpi sin(tuβ sin βpi) du dx
= Im
1
pi
∫
∞
0
∫
∞
0
xs−1e−ux−tu
β cos βpi+ituβ sinβpi du dx
= Im
1
pi
∫
∞
0
e−tu
β(cos βpi−i sinβpi)
∫
∞
0
xs−1e−ux dx du
= Im
Γ(s)
pi
∫
∞
0
u−se−tu
βe−iβpi du
= Im
Γ(s)
βpi
∫
∞
0
w1/β−s/β−1e−te
−iβpiw dw, (substituting w = uβ)
= Im
1
βt(1−s)/β
Γ (s) Γ ((1− s)/β) ei(1−s)pi
pi
=
1
βt(1−s)/β
Γ (s) Γ ((1− s)/β) sin (1− s)pi
pi
.
The proof follows on using the identity (2.13). 
A.2. An alternate and direct proof for the Mellin transform is
Mt (fβ(x, t)) =
∫
∞
0
ts−1fβ(x, t) dt
=
1
pi
∫
∞
0
∫
∞
0
ts−1e−ux−tu
β cos βpi sin(tuβ sin βpi) du dt
= Im
1
pi
∫
∞
0
∫
∞
0
ts−1e−ux−tu
β cos βpi+ituβ sinβpi du dt
= Im
1
pi
∫
∞
0
e−ux
∫
∞
0
ts−1e−tu
βe−iβpi dt du
= Im
Γ(s)eiβspi
pi
∫
∞
0
u1−βs−1e−ux du
=
1
x1−βs
Γ (s) Γ (1− βs) sin βspi
pi
.
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A.3. By using the definition of the Mellin transform, we have
Mx (gβ(x, t)) =
∫
∞
0
xs−1gβ(x, t) dx
=
1
pi
∫
∞
0
∫
∞
0
xs−1uβ−1e−tu−xu
β cos βpi sin(βpi − xuβ sin βpi) du dx
= Im
1
pi
∫
∞
0
∫
∞
0
xs−1uβ−1e−tu−xu
β cos βpi+iβpi−ixuβ sinβpi du dx
= Im
eiβpi
pi
∫
∞
0
uβ−1e−tu
∫
∞
0
xs−1e−u
βeiβpix dx du
= Im
Γ(s)ei(1−s)βpi
pi
∫
∞
0
u(1−s)β−1e−tu du
= Im
1
t(1−s)β
Γ (s) Γ ((1− s)β) ei(1−s)βpi
pi
=
1
t(1−s)β
Γ (s) Γ ((1− s)β) sin (1− s)βpi
pi
The proof follows on using the identity (2.13). For Laplace transform use (2.6). 
A.4. An alternate and direct proof is
Mt (gβ(x, t)) =
∫
∞
0
ts−1gβ(x, t) dt
=
1
pi
∫
∞
0
∫
∞
0
ts−1uβ−1e−tu−xu
β cos βpi sin(βpi − xuβ sin βpi) du dt
= Im
1
pi
∫
∞
0
uβ−1e−xu
β cos βpi+iβpi−ixuβ sinβpi
∫
∞
0
ts−1e−ut dt du
= Im
Γ(s)eiβpi
pi
∫
∞
0
uβ−s−1e−xe
iβpiuβ du
= Im
Γ(s)eiβpi
βpi
∫
∞
0
w−s/βe−xe
iβpiw dw, (substituting w = uβ)
=
1
βx1−s/β
Γ (s) Γ (1− s/β) sin spi
pi
.

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