Abstract. In this paper, we propose to mix the approach underlying Bandt-Pompe permutation entropy with Lempel-Ziv complexity, to design what we call Lempel-Ziv permutation complexity. The principle consists of two steps: (i) transformation of a continuous-state series that is intrinsically multivariate or arises from embedding into a sequence of permutation vectors, where the components are the positions of the components of the initial vector when re-arranged; (ii) performing the Lempel-Ziv complexity for this series of 'symbols', as part of a discrete finite-size alphabet. On the one hand, the permutation entropy of Bandt-Pompe aims at the study of the entropy of such a sequence; i.e., the entropy of patterns in a sequence (e.g., local increases or decreases). On the other hand, the Lempel-Ziv complexity of a discretestate sequence aims at the study of the temporal organization of the symbols (i.e., the rate of compressibility of the sequence). Thus, the Lempel-Ziv permutation complexity aims to take advantage of both of these methods. The potential from such a combined approach -of a permutation procedure and a complexity analysis -is evaluated through the illustration of some simulated data and some real data. In both cases, we compare the individual approaches and the combined approach.
Introduction
Many real signals result from very complex dynamics and/or from coupled dynamics of many dimensional systems. Various examples can be found in biology, such as the reaction-diffusion process in cardiac electrical propagation that provides electrocardiograms, and the collective actions of genes for the production of proteins in specific quantities [1, 2, 3] . In finance, there is the example of the variation in the price of an asset, which results from the collective actions of the buyers and sellers [4] , while statistical physics and social sciences also have huge numbers of situations where 'complexity' emerges [5] . One of the challenges is to describe these complex signals in a simple way, to allow meaningful and relevant information to be extracted [6, 7, 8, 9, 10] .
The complex origin of such signals has led researchers
to analyze these signals through tools that come either from the 'probability world', or conversely, from 'nonlinear dynamics'. The purpose is to characterize the degree of information or the complexity of the signals under analysis as well as possible. The first approach is statistical, and the goal is to measure the spread of the distribution underlying the data, or to detect any changes in the statistics.
The common tools that are used here come from information theory [8, 9, 11, 12, 13] , or are correlation measures [3] , or come from spectral analysis [14] . The second approach is devoted to signals that are produced by deterministic (generally nonlinear) mechanisms, even if the sequence under analysis can appear to be somewhat 'random'. The tools generally used for the description of such complex signals come often from the chaos world, like Lyapunov exponents, fractal dimensions, and others [6] , or from the concept of complexity in the sense of Kolmogorov (e.g., Lempel-Ziv complexity) [7, 10, 15, 16, 17] .
The measures from information theory are very powerful, in a sense that they allow the quantification of a degree of uncertainty (the rate) of a random sequence, or of a sequence considered as randomly generated. However, tools such as entropies can have some drawbacks when used in practice. One of these occurs when dealing with continuous-state data. In this case, the estimation of a differential entropy from the data is not always an easy task [18, 19, 20] . Some nonparametric estimators make use of nearest neighbors, or of graph lengths, although their properties are difficult to study [18, 19, 20, 21, 22] . More simple estimators are based on 'plug-in' approaches [18] ; namely, the density is estimated using a Parzen-Rosenblatt approach [23, 24] , and the estimation is plugged into the mathematical expression of the entropy. The most simple density estimator is based on a histogram, which is equivalent to quantization of the data.
The estimation performance depends on this quantization (e.g., number of thresholds, quantization intervals). To overcome this potential difficulty, Bandt and Pompe proposed (i) to construct the multivariate trajectories from the scalar series, i.e., an embedding; and (ii) to work with the so-called vectors of permutation, i.e., for each point of the trajectory, its components are sorted, and each component of the point is replaced by its position (rank) in the rearranged components [25] . Bandt and Pompe proposed then to estimate the discrete entropy of the permutation vector sequence, which led to the so-called permutation entropy, and later on, to some variations of this measure [26, 27, 28] . However, when dealing with sequences generated by a deterministic process, such statistical measures can be inappropriate because they measure an ensemble, or average, behavior.
Conversely, for deterministic sequences generated by dynamical systems, there are a huge number of analysis tools, like Lyapunov exponents, and fractal dimensions, among others [29, 30, 31] . In general, the quantities under study are relatively difficult to evaluate, and they require long times of computation. As an example, there can be the need to reconstruct a phase-space trajectory using several estimations to determine the embedding dimension and the optimal delay, and then, in a second step, to estimate some quantities from the reconstructed trajectory, such as the whole Lyapunov spectrum, or just some exponents (e.g., positive, max), or dimensions [32, 31] . Moreover, these tools are generally designed specifically for the study of chaotic series. A more natural concept of 'uncertainty' of a time series, whether chaotic or not, is that of its complexity in the sense of Kolmogorov.
Roughly speaking, this measures the minimal size of a binary program that can generate the sequence (i.e., the algorithmic complexity) [33, 34] . Among these, there is the Lempel-Ziv complexity, which is based on simple recursive copy-paste operations, as will be seen later [35, 36] .
This kind of measure naturally finds applications in the compression domain [33, 36, 37] , and it is also used for signal analysis [10, 13, 15, 16] . A strength of this complexity is that as it deals with a random discrete-state and ergodic sequence, and when it is correctly normalized, it converges to the entropy rate of the sequence [35, 33] . In a sense, the Lempel-Ziv complexity contains the concept of complexity both in the deterministic sense (Kolmogorov) and in the statistical sense (Shannon). This property led to the use of the Lempel-Ziv complexity for entropy estimation purposes [38, 21] . A possible drawback of the Lempel-Ziv complexity is that it is defined for sequences that take their values on a discrete (finite sized) alphabet. If it can find natural applications that deal with discrete-state sequences, such as DNA sequences or sequences generated by logical circuits, while 'real-life' signals are generally continuous states 1 . Thus, to use the Lempel-Ziv complexity for signal characterization purposes, there is first the need to quantize the data, which introduces some parameters into the tuning. These parameters can influence the behavior of the complexity of the quantized signal, as can be seen, e.g., in [39] , where for a logistic map, some bifurcations are not (completely) captured by the Lempel-Ziv complexity.
1 When performing the acquisition of a signal in a computer, for example, the (discrete time) series is intrinsically a discretestate series due to the finite precision of the computer. However, this precision is generally high, so that the series can be assumed to be a continuous-state series. In particular, in general, the number of possible states is much higher that the number of samples to be analyzed. 2 Notation and recall
Bandt-Pompe permutation entropy
The starting point of the Bandt-Pompe approach [25] appears to take its origin from a study of chaos, and more specifically, through the famous Takens' delay embedding theorem [32, 31] . The principle of this theorem is the reconstruction of the state trajectory of a dynamical system from the observation of one of its states. To fix the ideas, consider a real-valued discrete-time series {X t } t≥0 that is assumed to be a state of a multidimensional trajectory.
Consider two integers d ≥ 2 and τ ≥ 1, and from the series, let us then define a trajectory in the d−dimensional space as:
where the dimension d is known as the embedding dimension, and where τ is called the delay. Takens' theorem gives conditions on d and τ such that Y
the dynamical properties of the full dynamic system (e.g., reconstruction of strange attractors) [32, 31] . Many studies have dealt with 'optimal' reconstruction of this phase space; i.e., the choice of the correct embedding dimension, and more particularly, the 'optimal' delay.
In [25] , Bandt and Pompe did not focus especially on chaotic signals, even if these signals serve as illustrations.
Thus, they did not focus on the phase-space reconstruction problem. More precisely, they did not provide discussion on the parameters d and τ . The only ingredient they wished to conserve was the idea of taking into account the dynamics of the system underlying an observed signal. These questions of optimal reconstruction also go beyond the scope of our paper, so we do not discuss the choice of the embedding dimension and of the delay in the sequel anymore.
Starting with the phase-space trajectory Y 
Dealing with random processes, it is then possible to define the permutation entropy as the Shannon entropy H of the (random)
permutation vector
For a stationary process, provided the size of the sequence is large enough in terms of d!, the entropy can be estimated were proposed in [25] , although such extensions go beyond the purpose of the present paper. Thus, we do not present these here.
The idea behind permutation entropy is that the d! possible permutation vectors, also called patterns, might not have the same probability of occurrence, and thus, this probability might unveil knowledge about the underlying system. For a sequence of independent and identically distributed (iid) variables, whatever the distribution of the random variable, all of the patterns have the same probability 1 d! of occuring (whatever the delay τ ), so
that the permutation entropy is maximum and equal to log(d!) [25] . Conversely, an important situation is represented by the so-called forbidden patterns, which are patterns that do not appear at all in the analyzed time series [40, 41, 42] . As an example, it was shown in the logistic map X t+1 = 4X t (1 − X t ) that whatever the initialization is an indicator of deterministic dynamics [40, 41, 42] . This question remains, however, controversial, as it is possible to construct random series with forbidden patterns [43] , and conversely, a chaotic series does not always show forbidden patterns [44] .
Note that if we work on a multidimensional sequence {X t } t≥0 , the permutation procedure can be performed on each vector X t , so that there are no embedding pro- Lempel and Ziv, and of several variations [36, 37] , naturally gave rise to various algorithms of compression (including the famous 'gzip'). It can intuitively be understood that in a minimal sequence of production, all of the productions are not reproductions, otherwise it would be possible to reduce the number of steps [35] . This allowed the development of simple algorithms for the evaluation of the Lempel-Ziv complexity of a sequence [39] .
Surprisingly, although analyzing a sequence from a completely deterministic point of view, it appears that C(S 0:T −1 ) sometimes also contains the concept of informa-tion in a statistical sense. Indeed, it was shown in [33, 35] that for a random stationary and ergodic process, when correctly normalized, the Lempel-Ziv complexity of the sequence tends to the entropy rate of the process; i.e.,
where H(S 0:T −1 ) is the joint entropy of the T symbols, and the righthand side is the entropy rate (entropy per symbol) of the process. Such a property gave rise to the use of the Lempel-Ziv complexity for entropy estimation purposes [38, 21] .
Note that using the Lempel-Ziv complexity for analysis purposes might not be envisaged if the size of the sequence is not large enough in terms of the size of the alphabet. Indeed, for small sequences compared to the size of the alphabet, except for very elementary situations (e.g., constant signals, periodic signals), the complexity of the sequence has a great probability of being close to the size of the sequence. 
where
is its permutation vector, and
This way provides an answer to the necessity of working with data taking the values on a finite size alphabet (here, the alphabet is A ≡ [45] .
Working on the permutation vectors maintains the idea of studying the occurrences of patterns in a sequence.
By analyzing the permutation vectors via the Lempel-Ziv complexity, a step is added because how the patterns are temporarily organized is analyzed, rather than the frequency of occurrences. To stress this, let us come back to the example of the permutation vector sequences of an iid noise versus a periodic sequence of period T = 2.
As previously explained, the patterns [0 1] t and [1 0] t appear with the same frequency in both cases. However, the difference between the permutation vector sequences in the two cases is that in the first case, the two patterns 4 More rigorously, it quantizes the difference between a sample and a prediction of this sample (the 'delta' part) in one bit.
The prediction is made from all of the past samples, in general performing an integration or a summation (the 'sigma' part). Moreover, dealing with intrinsically multivariate sequences, the argument of capturing the dynamics that underlie the sequence fails, as there is no embedding prior to the quantization that is made with the construction of the permutation vector. At least this question is not clear.
In essence, the Lempel-Ziv complexity will in a way capture the dynamics of such a multivariate sequence, which strengthens the interest for mixing both the Bandt-Pompe and Lempel-Ziv approaches in this context.
The Lempel-Ziv permutation complexity has some properties that have been inherited from the standard Lempel-Ziv complexity. The first is the link with the permutation entropy. Indeed, for a stationary ergodic process that is scalar or multivariate, the sequence of permutations remains stationary and ergodic, so that Equation (3) applies to the Lempel-Ziv complexity and the entropy rate of this sequence, which can be written as:
and
The second property is the invariance of the Lempel-Ziv permutation complexity to a given permutation applied to the components of the vector of the initial series; i.e., for any permutation matrix P ,
In other words, if a sequence of vectors X t is constructed from d scalar sequences, the choice of the order of the components does not modify the value of the complexity of the 'joint' sequence. This property arises because Π P Xt = P Π Xt (permuting the components of a vector results in permuting the components of its permutation vector), together with the invariance of the Lempel-Ziv complexity to a one-to-one transformation [17] .
As shown by [17] for the Lempel-Ziv complexity, it is possible to build measures associated with the LempelZiv permutation complexity, although such possible extensions go beyond the scope of the present paper.
Before moving on to put the Lempel-Ziv permutation complexity into action, let us just note the following additional choices:
-To take into account a finite resolution in data acquisition or to counteract possible low noise in the data, we can introduce a radius of confidence δ; i.e., if the absolute value of the difference of two components is strictly lower than δ, then they are considered to be equal.
-Performing the permutation procedure, when two components of a vector are equal, we chose the 'smallest' one as that with the lowest index (the oldest one in the case of embedding).
(see Appendix for more details and further justification).
Once again, note that using the Lempel-Ziv permutation complexity for analysis purposes might not be feasible if the size of the sequence is not large enough in terms of the size of the alphabet d!.
4 Illustrations based on synthetic and real data
Characterizing the logistic map
To illustrate how the Lempel-Ziv permutation complexity can capture regularities in a signal, we consider here the example of the famous logistic map
We initialize X 0 randomly in [0; 1] so that the sequence has a real value in the interval [0 ; 1]. This map has already been taken as an illustration by both Bandt & Pompe in [25] , and Kaspar & Schuster in [39] .
The logistic map has been studied for a long time, and its behavior is well known and can be found in any textbook on chaos; e.g., [47, 48] . Let us just recall that when k increases, it shows more and more complex regimes: there is an increasing sequence of values k −1 = 0 < k 0 < · · · < k ∞ ≈ 3.56995 such that, if k ∈ (k n−1 ; k n ], the output asymptotically oscillates between 2 n values, a phenomenon that is well known as bifurcations. For k ≥ k ∞ , the system is in a chaotic (unpredictable) regime. Roughly speaking, it appears to behave randomly, although it is produced by an elementary deterministic system. However, in this zone, there remain some intervals, known as islands of stability, in which the behavior is nonchaotic.
This briefly described behavior is summarized in the bifurcation diagram plotted in Figure 1A .
Let us now study the regimes of the logistic map versus k through the Lempel-Ziv permutation complexity proposed here. To this end, a sequence of size T = 1000 is drawn and only the second half of the sequence, which is assumed to be in the permanent regime, is analyzed. The Figure 1G , and this is compared to the permutation entropy ( Fig. 1D-F ), to the Lempel-Ziv complexity performed on a static 2−level quantization of the signal 1 (.5 ; 1] (X t ), where 1 is the indicator function (Fig. 1C) , and to the Lyapunov exponents (Fig. 1B) . Roughly speaking, the Lyapunov exponent 5 measures the exponential convergence or divergence of two trajectories for two close initial conditions: a positive Lyapunov exponent is a signature of chaos [47, 48] .
The behavior of each descriptor can be interpreted as follows:
-The Lyapunov exponent: This exponent clearly describes the chaotic character of the logistic sequence (when it is positive) versus its non-chaotic character (when it is negative). However, as already mentioned 5 For a discrete map of the type Xt+1 = f (Xt), this coefficient is given by λ = lim
log f (Xt) [47, 48] . Practically speaking, this is calculated for a large T .
,
, (δ > 0) In particular, it is high in chaotic regions, while it is low in nonchaotic regions; e.g., as is the case in the islands of stability. This is particularly true for the 'high' embedding dimension; e.g., d = 5. Note that for δ = 0, the first bifurcation is not detected here. This is due to the small oscillations that remain around the limit value when k ∈ (2 ; k 0 ]. The consequence is that the permutation entropy fails to detect the first bifurcation, as the damped oscillatory behavior of the system for k ∈ (2; k 0 ] is seen in the same manner as the sustained 
Detecting of a sudden change in a three-dimensional signal
To illustrate how the proposed measure can outperform the permutation entropy in assessing the degree of complexity of some signals, let us consider a multidimensional series X t composed first of N c points issued from a d−dimensional logistic series, followed by N n points of both spatially and temporally iid noise. The d−dimensional logistic map we have chosen here for our purpose is described by the following equation:
where roughly speaking, the probability of error in a discrim- inates between chaos and noise. However, when the components are weakly coupled, this is no more the case. This is clearly seen in the histograms that overlap in the weak coupling case (Fig. 3C ) while they are separated in the strong coupling situation (Fig. 2C ).
Our interpretation of this effect is that, in a sense, the Lempel-Ziv analyzes the components almost individually: in the weak coupling case, it does not 'see' that the components follow exactly the same dynamics and are, in a sense, linked by these common dynamics.
-The Lempel-Ziv permutation complexity: In both types of coupling, this measure unambiguously detects the change in the nature. This can be viewed both in the snapshots and in the probability distributions of the values taken by this measure (Figs. 2D and 3D) .
Clearly, there is no overlap between the two histograms, which confirms that there is no probability of error in the discrimination between the chaos and noise in this illustration. From the curves, it would appear that for both cases, the Lempel-Ziv permutation entropy shows a weaker dispersion around its mean value than does the standard Lempel-Ziv complexity.
These illustrations show that in spite of the power of the permutation entropy to discriminate between chaos and randomness, for instance, there are situations in which this tool fails in this task. Using the Lempel-Ziv complexity of a basic quantized version of the sequence can be an alternative, but this remains dependent on the quantification. Moreover, in this example, when there is no coupling or there is weak coupling between the components, the permutation vector takes into account that the components follow exactly the same dynamics, which is what the standard Lempel-Ziv complexity appears not to do. For these interpretations, basically, we believe that dealing with an intrinsic multidimensional sequence, the Lempel-Ziv permutation complexity should be preferred to the permutation entropy and the standard Lempel-Ziv complexity.
Epileptic electroencephalogram analysis
The electroencephalogram (EEG) signal analyzed in this illustration corresponds to a scalp EEG record of a secondary generalized tonic-clonic epileptic seizure, recorded from a central right location (C4) of the scalp. This EEG record is one of the EEGs studied by Rosso et al. in [51, 52, 53] . It was obtained from a 39-year-old female patient with a diagnosis of pharmaco-resistant epilepsy (temporal lobe epilepsy), and no other accompanying disorders. The EEG signal is shown in Figure 4A As this signal serves essentially as an illustration, and as our goal here is not to carry out deep EEG analyses, we will not go further with this analysis. We also do not compare our result here to those obtain in [51, 52, 53] , which merits a study in itself.
Discussion
Data analysis has a long history and still gives rise to a In this paper, we propose a tool that mixes two very well known approaches: the permutation entropy and the Lempel-Ziv complexity. The idea is to try to take the advantage of both of these approaches, the first of which is statistical, and the second of which is deterministic.
The Lempel-Ziv complexity has long been known and was initially introduced in the compression domain. However, it has been shown to be powerful for data analysis.
On the other hand, the permutation entropy allows a part of the dynamics of a signal underlying data to be cap- Step 1. t ← t + 1: replacement of Y by the new vector of the trajectory, evaluation of the new permutation vector Π t to be stored in the stack.
Step 2. Up-dating of the Lempel-Ziv complexity using this permutation vector, and go to step 1.
In the case where τ = 1, the evaluation of the permutation vector Π t at time t can be simplified by using Π t−1 . For the Lempel-Ziv complexity, when beginning a new production step, the algorithm of [39] consists of testing all of the letters of the already constructed history as possible pointers of a production step, and retaining the letter that gives the greatest production step: this pointer gives what is then called an exhaustive production step.
The global recursive algorithm is described in detail by the diagram flow shown in Figure 5 ; in this simple case, τ = 1. For τ > 1, the same scheme holds, except that we have to first store the τ permutation vectors, then store the τ vectors Y , let us say Y 0 , . . . , Y τ −1 , and use both Y t mod τ and R t−τ to recursively evaluate Π t . For a nonzero radius of confidence, in the algorithm described in Figure 5 , x > y (and respectively, x ≥ y) is then replaced by x > y + δ (respectively, x ≥ y + δ) and x < y (respectively, x ≤ y) by x < y − δ (respectively, x ≤ y − δ).
Note that there are various fast algorithms that rank a vector [55, 56] . In general, these work by recursively partitioning the points to be ranked in a partially ordered manner (through a tree), performing a brute-force sorting in the last partitions, and coming back to the overall ensemble. In general, the computational cost is in O(d log d),
instead of O(d 2 ) for a totally brute force method. Such approaches should be used in our algorithm, using the partitions at step t − 1 to determine that at step t, expecting a computational cost in O(log d) instead of d. However, in practice, the Bandt-Pompe entropy (and here the Lempel-Ziv permutation complexity) is studied in low dimensions, so that the computational cost of a brute force approach is relatively close to that of fast approaches.
Thus, we will not go deeper into such possible improvements of the proposed algorithm.
Finally, note that contrary to the permutation entropy, the Lempel-Ziv complexities can be evaluated online, i.e., up-dated acquisition by acquisition. , and the size of the sequence is denoted as T . we marks when a word is exhaustive or not, l is the beginning of an exhaustive word, j is the tested pointer, and km is the size of the current exhaustive word [35, 39] .
