Introduction.
Let us consider the following semilinear boundary value problem A necessary and sufficient condition on / for the existence of solutions to (1.1)-(1.3) has been established by Baras-Pierre in [5] . It says that a certain "norm" of /, say [/]^, should be exactly less than or equal to k('j) = (7 -1)/7 7 where 1/7 -(-1/7' = 1. This quantity [f]^ is defined by duality through a functional which is naturally associated with the above problem, but whose expression looks rather awkward. Namely, the following result is proved in [5] : let / be a nonnegative measurable function on fL Then (1.1)-(1.3) has a solution (in a weak sense), if and only if f V^ € C°°W with ^ ^ 0 on Q arid ^ = 0 on 9fl 1 /^/0(7)/lA^pV-7 '. < Jfl Jfl
Thus, one must deal with this functional if one wants to exactly describe the optimal size of the datum /. Actually, this result remains valid when / is replaced by a nonnegative Radon measure ^ on 0 as also proved in [5] .
Our purpose here is to better understand the regularity condition contained in (1.4). For instance, if / = A/i where A is a positive real number and [i is a nonnegative Radon measure, one might want to solve (1.1)-(1.3) at least for small A. Then the measure p, should be "regular" enough, the exact regularity condition being expressed by (1.4). It turns out that this property has equivalent "simpler" forms -and apparently weaker -in terms of TV 2 ' 7 '-capacities (see [I] , [2] , [8] , [10] , [11] ). It is our goal to state some of these forms and to prove their equivalence with (1.4).
where
is the Riesz potential of / (see for instance [12] , [2] / 101^ ^k^ f |AQ|^|Q|.
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Remarks. -a) The equivalence (2.2) <^ (2.3) is well known although not obvious (see [10] , [I] , [8] ). Indeed (2.2) looks like a weak form of (2.3) and as a consequence, (2.3) is often referred to as "capacitary strong type estimate" although not stronger than (2.2).
b) The interest of the theorem lies in the equivalence between (2.2) (or (2.3)) and property (2.1) which appears in the characterization (1.4). Indeed, as a consequence, (2.2) provides a new and simpler characterization of the regularity of the measures fi for which problems of type (1.!)-(!.3) (with f = p.) are solvable. Moreover, (2.2) is expressed in terms of a capacity which (at least locally) depends only on the TV^-norm rather than on the specific form of the operator A. This suggests that the solvability of (2.5) Lu = u^ + A/f or A small, should be independent of the specific form of the uniformly elliptic operator L. This is precisely the purpose of the next theorem.
c) Another interest of the theorem is its proof which surprisingly relies (at least for the most difficult part (2.3) => (2.1)) on deep results for singular integrals with Ap-weights. d) Property (2.4) is just a natural generalization of (2.1) and (2.3) which correspond to the extreme cases q == 1 and q = p. e) Theorem 2.1 is stated for p < N/2 since it is global in R^. This assumption will be dropped in the next theorem because of it local nature. In order to state it, some definitions are in order.
Let Q be a bounded open subset of R^ and let L be a second order differential operator defined on open neighborhood uj of H by
We introduce There exists k^ > 0 such that
Remark. -According to the results in [5] , the property (2.12) characterizes the measures /i for which the problem (2.5) is solvable for A small enough. Then, one can deduce the following applications from theorem 2.2. has a solution for \ small.
Remark. -The solution in (2.13) or (2.14) is understood in a weak sense namely
where GL is the Green function of L.
COROLLARY 2.4 (Removable sets). -Let N > 2, 7 > 1 and let K be a compact subset offl,. Then any solution of (2 15) [
is a solution of
if and only if
Remark. --The sufficiency of (2.17) was established in [4] . The necessity relies upon solving (2.18) Lu=u^+\p.K where c'^^'(K) / 0 and ^LK is the C2,y-capacitary measure of K (see [12] ). It is well known that IIK satisfies (2.9) due to the uniform boundedness of nonlinear potentials (see [12] , [2] 
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The fact that (2.1) and (2.4) are also equivalent to the corresponding Riesz-potential statement will be essential in the proof of the theorem :
and similarly for (2.1)' (take q = 1).
Indeed, (2.4)' implies (2.4) since, for all 0 e C^^), 0^0 |e| ^ CNR-2 * |AO|, lAO^ * IAQI)^ < lAonei^.
The converse is obtained by regularization of /. Let fn e (^(R^), fn ^ 0 converging to / in L^R^) with support included in a fixed compact set K. One first shows that (2.4)' holds for fn by applying (2.4) to a sequence Op C (^(IR^) converging uniformly on compact sets to H 2 * fn and with AOp converging uniformly to fn. Then, using that R^^fn remains positive on K (uniformly in n), we pass to the limit in n in (2.4)'. 
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From this we deduce
Using the maximal theorem, that is (see e.g. 
) y ^d^ ^ ks f \^^/P\P ^k3c(p,q) ( \^\P^-P + ^^P^Q-^PÂ
rguing as before, we use Hedberg's lemma to get
Here estimate (3.5) is not sufficient for the result. We need its generalized version with Ap-weights.
LEMMA 3.2 (Muckenhoupt [13]). -Let u; e ^oc(R^), ^ ^ 0 such that
(3.9) sup (^) (y ^- l /^- l )y -l ^ K ^ oo, 1 < p < oo,
wAere the supremum is taken over all cubes Q and -/ denotes the average JQ over Q. Then there exists C = C(K,p, N) such that (3.10) / M(fr(x)^{x)dx ^ C ( \f\^x)^{x)dx

JR 1^ JRN for all f e LP(u(x)dx).
We will apply this lemma with ^ = V^-P which turns out to satisfy (3.9) with a constant K independent of ^ due to the fact that ^ = R^ * /, / ^ 0. Indeed, since / > 0, by Harnack's inequality, there exists C = C(N) such that, for all cubes Q We now apply (3.7), (3.8), (3.14) and lemma 3.2 to obtain f ^d^^k^C ( fP^-P J JRN which establishes (2.4)' for all / e Go oo (R 7v ), / ^ 0. We finish with a density argument as in the preliminary remarks.
The proof of theorem 2.2.
We will prove (2.12) ^ <2.9) ^ (2.10) ^ (2.12). The proof will then be complete since -A is a particular operator L. Let us start with the easy part. 
Proof of (2.12) ^ (2.9). -
Others terms in ^(^P^P) are treated in the same way and give an estimate similar to (4.6) with a constant C depending on the derivatives of . The inequality (2.9) follows.
Remark. -Note that the constant A;i obtained depends on fca, L, p as well as on the distance of the support of /i to the boundary of Q.
.Proof of (2.9) => (2.10). -This is essentially the content of the classical capacitary strong type estimates ("weak => strong" as proved in [8] , [2] ). We will not reproduce the proof here. Let us just indicate how the local version here can be deduced from the usual result for Bessel capacities
If u, satisfies (2.9), its extension by 0 outside to the whole space H N satisfies the same inequality for all compact sets K in R^. By the results for Bessel capacities in [8] , this implies the existence of a constant k such that
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Let ^ € C §°W as in (4.1). For ^ C V(A), we apply (4.7) to 0 = ^ to obtain
Since Q is bounded, there exists C\, C-z depending on Q and p such that (see e.g. [7] )
Then (2.10) follows from (4.8) and (4.9).
Proof of (2.10) ^ (2.12
). -This is the main part of the proof. The main difficulty will be solved by using the singular integrals theory with Ap-weights as in theorem 2.1. But here there will be more technicalities due to the generality of L and to the necessity of working with Ap-weights in the whole space H N . By assumptions (2.7), (2.8), L is an elliptic operator satisfying the maximum principle (see [7] ). In particular, the mapping / -> u where u is the solution of It is classical (see e.g. [7] ) that ^s exists and by maximum principle that 
This estimate together with (4.31) proves that ^5 converges to some ŝ atisfying the same inequality (4.34) and such that V^7 2 is in L^R^) by (4.33). Moreover ^ is solution of (4.26) by passing to the limit in (4.30) and ^ ^ (^ on Q by (4.31). The fact that ^ e L^R^) is a consequence of the maximum principle and / C L^Q).
Finally, since (4.36)
B^f ^ 0 on Râ nd because of the structure of B. ^ satisfies the one-sided Harnack inequality (4.29) (see [7] th. 8.18). Proof of lemma 4.3. -If B was equal to A on the whole space H^ , this would be the classical weighted ZAestimate for singular integrals except that the last integral on Q.^ would not be needed (see ). Using the continuity of the b^ and (4.23), we can extend it to B. Let us indicate how.
We set
M=max||^||^(H.v,.
If b^ are constant on R N , by a change of coordinates, from [6] we have the existence of C = C(ao,M,p, K) such that 
