We' consider a laser-induced population transfer problem on a finite dimensional quantum system in the rotating wave approximation. For a convex cost depending only on the moduli of controls, we prove that there always exists a minimizer in resonance. This fact is quite important because it permits to reduce remarkably the complexity of the problem from dimension 2n -1 to dimension n -1 (and extend some of our previous results for n = 2 and n = 3). Moreover it justifies some strategies used in experimental physics.
I. INTRODUCTION
The problem of design an efficient transfer of population between different atomic or molecular levels is crucial in many atomic-physics projects [13] . Often exitation or ionization is accomplished by using a sequence of laser pulses to drive transitions from each state to the next state. The transfer should be as efficient as possible in order to minimize the effects of relaxation or decoherence that are always present. In the recent past years, people started to approach the design of laser pulses by using Optimal Control Techniques (see for instance [2] , [7] , [lo] ). Finite dimensional closed quantun systems are in fact left invariant control systems on SU(n), or on the corresponding Hilbert sphere S2n-1 c Cn, where n is the number of atomic or molecular levels. For these kind of systems very powerful techniques were developed both for what concern controllability [3], [9] and optimal control [I], [8] .
The most important and powerful tool for the study of optimal trajectories is the well known Pontryagin Maximum Principle (PMP, see for instance [l] , [SI, [12] ), that is a first order necessary condition for optimality. For each optimal trajectory, Ph4P provides a lift to the cotangent bundle that is a solution to a suitable pseudo-Hamiltonian system. Anyway, give a complete solution to an optimization problem (that for us means to give an optimal synthesis, see for instance [4] , [ for several reasons. First one is faced with the problem of integrating an Hamiltonian system (that generically is not integrable except for very special costs). Second, even if one is able to find all the solutions of the PMP it remains the problem of selecting among them the optimal trajectories. For these reasons, usually, one can hope to find a complete solution of an optimization problem in low dimension only. This paper is the continuation of a series of papers on optimal control of finite dimensional quantum systems [5] , [6] . The main purpose is to show that for a certain class of quantum systems (that contains systems useful for applications) one can reduce remarkably the complexity of the problem. More precisely for a convex cost depending only on the moduli of controls (e.g. energy of the lasers) we prove the following. There always exists a minimizer in resonance that connects a source and a target defined by conditions on the moduli of the components of the wave function (e.g. two pure states, see Theorem 1). Roughly speaking to be in resonance means to use lasers oscillating with a frequency equal to the difference of energy between the levels that the laser is coupling. As a consequence one get a reduction of the dimension of the problem from 2n -1 to n -1 (being n the number of energy levels), see Corollary 1. This extend some of our previous results (see [51, [61) .
Here we are considering a class of systems to which it is possible to eliminate the so called drift term. This include n-level quantum systems in the rotating wave function approximation (RWA) and in which each laser couples only closed levels. For these kind of systems our reduction is crucial to give a complete solution for systems with n = 2 , 3 for several costs interesting for applications. Moreover it gives some hope to find the time optimal synthesis for systems with four levels and bounded lasers. Finally it is of great help in finding numerical solutions to problems with n 2 4. Beside, proving that there are always minimizers in resonance we investigate also on the question if every minimizer is in resonance (see Theorem 2) .
A. The Model
In this paper we consider closed finite dimensional quantum systems in the rotating wave function approx-imation (RWA). More precisely we consider systems whose dynamics is governed by the time dependent Schrodinger equation (in a system of units such that fL = 1): j , k = 1, ..., n, with 3 j , k the external pulsed fields (the lasers) and p 3 , k = p k , j > 0 the couplings (intrinsic to the quantum system). In the following we say that two levels E,,Ek are coupled if &,k is a control (and not zero). Moreover if all the couplings p2 are equal to a constant p (that we normalize to 1) we say that the system is isotropic. Otherwise we say that the system is nonisotropic Remark 1: The term D = diag(E1, ..., E,) in equation (1) is called drift and it will be eliminated in Section 11, thanks to the fact that each control couples only two levels.
Remark 2: This model is physically reasonable in the case in which: i) the number of energy levels is not to high, and they are distinct by pairs; ii) there are not too many couplings between the energy levels. The most interesting case is perhaps the one in which only closed levels are coupled. In this case V has non null coefficients &,k only on the second diagonals (for j and k such that Ij -IC1 = 1). In the rest of the paper, we will refer to this model as the most important example.
B. Controllability and Representation of the System with a Graph
To each system of the form (l), (Hl) one can associate a topological Graph (i.e. a set of points and a set of edges connecting the points) in a very natural way. The points are associated to energy levels Ej ( j = 1, ..., n) and two points Ej, Ek are connected by an edge iff the element 4 , k is a control. This make sense also if all the energy levels are zero (as happen after elimination of the drift,
cfr. Section II)
With standard arguments of controllability on compact Lie goups and corresponding homogeneous spaces, one gets the following (see for instance [31, [9] and also [5] , [61):
Proposition 1: The control system (l), under the assumption (Hl) is completely controllable from any initial to any final condition if and only if the corresponding Graph is connected. In the following we deal with optimal control problems and we assume existence of minimizers for every couple of points. Hence we will assume:
(H2) The graph associated with the control system (l),(Hl) is connected. If (H2) does not hold, then all the results of the paper are true for the restricted systems associated to the connected parts of the Graph.
Remark 3: Notice that to guarantee controllability it is necessary (but not sufficient) to have at least n-1 controls &,k (with j < IC).
C. The Optinzal Control Problem
In this paper, we are faced with the problem of finding optimal trajectories for a convex cost depending only on the moduli of controls between a source and a target defined by conditions on the moduli of the components of the wave function. These are the most common situation in physics since the moduli of the components of the wave function represent probabilities of measures. More precisely our problem is the following:
Problem (P) Consider the control system (I),(Hl),(H2)
and assume that for time t = 0 the state of the system is described by a wave function $(O) whose components satisfy (l@1(0)12, ..., l+n(0)12) E Sin, where Si, is a subset of the set:
(2)
We want to determine suitable controls y , k ( . ) , j , k = 1, ..., n, dejned on an interval [0, TI, such that for time t = T , the system is described by the wave function
., I$n(T)12) E Sfin, where
Sfin c b, requiring that these controls minimize a cost that depends only on the moduli of controls:
Remark 4: Typical sources and targets are pure states. For instance if the source and the target are respectively the pure states 1 and n, we have Si, = (1,0, ..., 0),
In the following to guarantee existence of minimizers we assume: Remark 6: Notice that if fo is convex and depends only on the moduli of controls then it is an increasing function (of the moduli of controls). Hypotheses (H3) could be relaxed, in particular if we do not require existence of minimizers for each couple of points, it is not always necessary to assume that controls are bounded or that fo is convex. Moreover the hypotheses of boundness of controls could be exchanged with suitable hypotheses of growth of f at infinity. Anyway these investigations are not the purpose of the paper. The costs on which we are interested are those described in the next Section, that are convex (some of them strictly). Moreover the corresponding minimization problems are always equivalent to minimization problems with bounded controls. In the following if V ( . ) is a measurable function satisfying (Hl), (H2), (H3), and $(.) the corresponding absolutely continuous trajectory we say that the couple ($(.), V ( . ) ) is an admissible pair.
D. Main Questions
Although the system (l), (Hl) has a lot of symmetries, and good properties, the problem (P) in general is very difficult to solve also for the costs described above, for the reasons explained in the introduction:
problem of integrability of the Hamiltonian System problem of selecting the optimal trajectories among associated with the PMP, those satisfying the PMP.
Up to now the problem is solved for a special cost (the energy of the lasers) and for the system described in Remark 2 in the cases n = 2 , 3 In both cases optimal controls appear to be in resonance (with the difference between the energy levels that they are coupling) In this paper we generalize these results for more general systems and costs. Let us first introduce the definition of resonance. 
In formula (6), if (0) = 0, then u~g ( $~ (0)) is intended to be an arbitrary number. Remark 7: From a physical point of view, to be in resonance means to use lasers (described by complex functions) oscillating with a frequency given by wl(27r) where w is the difference of energy between the levels that the laser is coupling. Notice that in formula (5) U3,k(.) takes real values (it describes the amplitude of the lasers). In the definition of resonance, the phases (P.,,k sometimes are important and sometimes not, depending on the explicit form of the control term V ( t ) in (1) and on the choice of the source and the target. For instance if we are considering the problem described in Remark 2 and we start from a pure state (e.g. I$l(O)l = 1) then all the phases p 3 , k appearing in formula (4) are arbitrary. In fact in this case we have n -1 arbitrary numbers arg ($3(0) ) and n -1 controls. Therefore in this case it is not necessary to synchronize the phases of the lasers between them. On the other side, if we start from a state that is not pure or we have more controls than the minimum number necessary to guarantee controllability (see Remark 3), to be in resonance we need to synchronize the lasers according with formula (6). In any case notice that a global factor of phase in front of $ is not important because it can be eliminated with a unitary transformation. Hence all the phases (P3,k can be shifted of an arbitrary factor a.
Remark 8: To prove that a minimizer corresponds to controls in resonance, (even without finding the explicit expression) is very important because, as we will see, after elimination of the drift, it permits to reduce the dimension of the problem from the sphere S2"-' C @" to the sphere Sn-l c Rn. See the Corollary 1 in Section ID.
For instance an isotropic or nonisotropic minimum time problem with bounded controls for a 3-level system (for which there are not yet available results), is a problem in dimension 5. In this case the (non smooth) Hamiltonian system given by the Pontryagin Maximum is integrable, but, since the dimension of the state space is big, the problem of selecting optimal trajectories can be really hard. The possibility of proving that minimizers are in resonance (and this is the case!) permits to reduce the problem to a bidimensional problem that can be solved with standard techniques (see for instance [4] , [SI). This is the contents of a forthcoming paper. Moreover it justifies some strategies used in experimental physics.
Consider the problem (P) under (H3). Hence a minimizer exists. The main purpose of this paper is to answer to the following questions:
Does exist a minimizer that corresponds to controls in resonance? Once we have given a positive answer to question Q1 we would like to answer to the question: are all the minimizers of the problem (P) in resonance? The answer to questions Q1 is yes, and it is formalized in Theorems in the next Section, after elimination of the drift.
The answer to question Q2 is in general no, but for an increasing cost we show that every minimizer is in weak-resonance (again this will be formalized in a Theorem after elimination of the drift). To define this notion, we introduce some notation. 
E. Some Useful Notation
Consider an admissible pair ($(.), V ( . ) ) and define the following subset of 10, T [ :
Since $(.) is continuous, the sets 10, since it may happen that $ j ( t ) $ k ( t ) = 0 on some interval of positive measure.
E Weak-Resonance
Now we are ready to give the following: Definition 2: (weak-resonance) Consider the control system (l),(Hl) and an admissible pair ($(.), V ( . ) ) defined in an interval [O,T] . We say that the couple ($(.), V ( . ) ) is in weak-resonance (or is weakly-resonant) if in each interval I J , k , l (defined above) the controls y , k ( . ) satisfy a.e.: ($? ( % , k , l ) )w 7 ( $ k ( a j , k , l ) 
where Ij,k,l = : ] U j , k , l , b , , k , / [ . In the last formula, if $j (a,,k,l) = 0, then arg( (QJ ( u J , k , l ) ) ) is intended to be an arbitrary number.
Roughly speaking a control v j , k is weakly resonant if it is in resonance in each interval of time in which the states that it is coupling (i.e. $j and Q k ) are different from zero. On the other side if the cost is not strictly increasing (for instance minimum time with bounded controls) in general there are minimizers that are not in weak-resonance. Finally notice that a resonant minimizer is also in weak-resonance.
ELIMINATION OF THE DRIFT TERM
The great advantage of the model presented in the previous section in which each control couples only two levels is that we can eliminate the drift term D = diag(El, ..., E,) from equation (1) (hence getting a system in distributional form x = x j u j F ( x ) ) , simply by using the interaction picture. This is made by a unitary change of coordinates and a unitary change of controls (interaction representation). Since the transformation is unitary, Si, and Sfin are invariant and the original and the transformed system describe exactly the same population distribution.
Assume that Q ( t ) satisfies the Schrodinger equation (1). Let U ( t ) be a unitary time dependent matrix and set $(t) = U(t)Q'(t). Then $'(t) satisfies the Schrodinger equation:
with the new Hamiltonian:
and we recall that 'H = D + V ( t ) , we get 'H' = eiDtV(t)e-iDt, that is an Hamiltonian whose elements are either zero or can be redefined to be controls. Hence The relation between the. old controls V(t)j,k (for equation (1)) and the new controls N(t)j,k for equation (1 1) is the following:
--H ( t ) j , k eiI(Ek--Ej)t+T/21
Remark 10: Notice that the transformation U ( t ) = eiDt kills also a not-only-diagonal drift. While to kill a time dependent drift we need the transformation (see [6] ):
STATEMENT OF THE MAIN RESULTS
With the transformation described above (formula (lo), and following), the problem (P) becomes the problem (P') below and the answers to questions Q1, Q2, are contained in the next Theorems, that we are going to prove in the long version of this paper.
Problem (P') Consider the minimization problem:
where: 8 f depends only on the moduli of controls, e it holds (HI'), (H2), (H3). where ( H l ' ) is the following condition:
( H I ' ) the matrix H ( t ) is a skew-Hemitian, measurable a s h fiction oft and its elements are either zero or controls. We have the following: = a r d $ J ( Q j . k . l ) ) a v ( $ k ( . , , k . l ) 
where Ij,k,l =]uj,k,l, b j , k , l [ are the intervals defined in Section I-E. In the last formula, if $ j ( u j , k , i ) = 0, then urg( (Qj(uj,k,l) )) is intended to be an arbitrary number.
Remark 11: Notice that after elimination of the drift, to be in resonance implies to use controls with constant phases. An important consequence of Theorem 1 is the following. If an admissible pair is a solution in resonance to the minimization problem, then there exists also one for which arg($j(0)) = 0, j = 1, ..., n, i.e. corresponding to real controls. In this case equation (13) restricts to reals, so $~( t ) E Sn-l C R". So we have the following: Corollary 1: If ($(.), H ( . ) ) is a solution to the minimization problem (P') restricted to real ($(t) E S"-l E
