Abstract. There have been several attempts to automate knowledge acquisition for ITSs that teach procedural tasks. The goal of our project is to automate the acquisition of domain models for constraint-based tutors for both procedural and non-procedural tasks. We propose a three-phase approach: building a domain ontology, acquiring syntactic constraints directly from the ontology, and engaging the author in a dialog, in order to induce semantic constraints using machine learning techniques. An ontology is arguably easier to create than the domain model. Our hypothesis is that the domain ontology is also useful for reflecting on the domain, so would be of great importance for building constraints manually. This paper reports on an experiment performed in order to test this hypothesis. The results show that constraints sets built using a domain ontology are superior, and the authors who developed the ontology before constraints acknowledge the usefulness of an ontology in the knowledge acquisition process.
Introduction
Intelligent Tutoring Systems (ITS) are educational programs that assist students in their learning by adaptively providing pedagogical support. Although highly regarded in the research community as effective teaching tools, developing an ITS is a labour intensive and time consuming process. The main cause behind the extreme time and effort requirements is the knowledge acquisition bottleneck [9] .
Constraint based modelling (CBM) [10] is a student modelling approach that somewhat eases the knowledge acquisition bottleneck by using a more abstract representation of the domain compared to other common approaches [7] . However, building constraint sets still remains a major challenge. In this paper, we propose an approach to automatic acquisition of domain models for constraint-based tutors. We believe that the domain ontology can be used as a starting point for automatic acquisition of constraints. Furthermore, building an ontology is a reflective task that focuses the author on the important concepts of the domain. Therefore, our hypothesis is that ontologies are also important for developing constraints manually.
To test this hypothesis we conducted an experiment with graduate students enrolled in an ITS course. They were given the task of composing the knowledge base for an ITS for adjectives in the English language. We present an overview of our goals and the results of our evaluation in this paper.
The remainder of the paper is arranged into five sections. The next section presents related work on automatic knowledge acquisition for ITSs, while Section 3 gives an overview of the proposed project. Details of enhancing the authoring shell WETAS are given in Section 4. Section 5 presents the experiment and its results. Conclusions and future work are presented in the final section.
Related Work
Research attempts at automatically acquiring knowledge for ITSs have met with limited success. Several authoring systems have been developed so far, such as KnoMic (Knowledge Mimic) [15] , Disciple [13, 14] and Demonstr8 [1] . These have focussed on acquiring procedural knowledge only.
KnoMic is a learning-by-observation system for acquiring procedural knowledge in a simulated environment. The system represents domain knowledge as a generic hierarchy, which can be formatted into a number of specific representations, including production rules and decision trees. KnoMic observes the domain expert carrying out tasks within the simulated environment, resulting in a set of observation traces. The expert annotates the points where he/she changed a goal because it was either achieved or abandoned. The system then uses a generalization algorithm to learn the conditions of actions, goals and operators. An evaluation conducted to test the accuracy of the procedural knowledge learnt by KnoMic in an air combat simulator revealed that out of the 140 productions that were created, 101 were fully correct and 29 of the remainder were functionally correct [15] . Although the results are encouraging, KnoMic's applicability is restricted to simulated environments.
Disciple is a shell for developing personal agents. It relies on a semantic network that describes the domain, which can be created by the author or imported from a repository. Initially the shell has to be customised by building a domain-specific interface, which gives the domain expert a natural way of solving problems. Disciple also requires a problem solver to be developed. The knowledge elicitation process is initiated by a proble-solving example provided by the expert. The agent generalises the given example with the assistance of the expert and refines it by learning from experimentation and examples. The learned rules are added to the knowledge base.
Disciple falls short of providing the ability for teachers to build ITSs. The customisation of Disciple requires multiple facets of expertise including knowledge engineering and programming that cannot be expected from a typical domain expert. Furthermore, as Disciple depends on the problem solving instances provided by the domain expert, they should be selected carefully to reflect significant problem states.
Demonstr8 is an authoring tool for building model-tracing tutors for arithmetic. It uses programming by demonstration to reduce the authoring effort. The system provides a drawing tool like interface for building the student interface of the ITS.
The system automatically defines each GUI element as a working memory element (WME), while WMEs involving more than a single GUI element must be defined manually. The system generates production rules by observing problems being solved by an expert. Demonstr8 performs an exhaustive search in order to determine the problem-solving procedure used to obtain the solution. If more than one such procedure exists, then the user would have to select the correct one. Domain experts must have significant knowledge of cognitive science and production systems in order to be able to specify higher order WMEs and validate production rules.
Automatic constraint acquisition
Existing approaches to knowledge acquisition for ITSs acquire procedural knowledge by recording the expert's actions and generalising recorded traces using machine learning algorithms. Even though these systems are well suited to simulated environments where goals are achieved by performing a set of steps in a specific order, they fail to acquire knowledge for non-procedural domains. Our goal is to develop an authoring system that can acquire procedural as well as declarative knowledge.
The authoring system will be an extension of WETAS [4] , a web-based tutoring shell. WETAS provides all the domain-independent components for a text-based ITS, including the user interface, pedagogical module and student modeller. The pedagogical module makes decisions based on the student model regarding problem/feedback generation, whereas the student modeller evaluates student solutions by comparing them to the domain model and updates the student model. The main limitation of WETAS is its lack of support for authoring the domain model.
WETAS is based on Constraint based modelling (CBM), proposed by Ohlsson [10] which is a student modelling approach based on his theory of learning from performance errors [11] . CBM uses constraints to represent the knowledge of the tutoring system [6, 12] , which are used to identify errors in the student solution. CBM focuses on correct knowledge rather than describing the student's problem solving procedure as in model tracing [7] . As the space of false knowledge is much grater than correct knowledge, in CBM knowledge is modelled by a set of constraints that identify the set of correct solutions from the set of all possible student inputs. CBM represents knowledge as a set of ordered pairs of relevance and satisfaction conditions. The relevance condition identifies the states in which the constraint is relevant, while the satisfaction condition identifies the subset of the relevant states in which the constraint is satisfied.
Manually composing a constraint set is a labour intensive and time-consuming task. For example, SQL-Tutor contains over 600 constraints, each taking over an hour to produce [5] . Therefore, the task of composing the knowledge base of SQLTutor would have taken over 4 months to complete. Since WETAS does not provide any assistance for developing the knowledge base, typically a knowledge base is composed using a text editor. Although the flexibility of a text editor may be powerful for knowledge engineers, novices tend to be overwhelmed by the task.
Our goal is to significantly reduce the time and effort required to generate a set of constraints. We see the process of authoring a knowledge base as consisting of three phases. In the first phase, the author composes the domain ontology. This is an interactive process where the system evaluates certain aspects of the ontology. The expert may choose to update the ontology according to the feedback given by the system. Once the ontology is complete, the system extracts certain constraints directly from it, such as cardinality restrictions for relationships or domains for attributes. The second stage involves learning from examples. The system learns constraints by generalising the examples provided by the domain expert. If the system finds an anomaly between the ontology and the examples, it alerts the user, who corrects the problem. The final stage involves validating the generated constraints. The system generates examples to be labelled as correct or incorrect by the domain expert. It may also present the constraints in a human readable form, for the domain expert to validate.
Enhancing WETAS: Knowledge Base Generation via Ontologies
We propose that the initial authoring step be the development of a domain ontology, which will later be used to generate constraints automatically. An ontology describes the domain, by identifying all domain concepts and relationships between them. We believe that it is highly beneficial for the author to develop a domain ontology even when the constraint sets is developed manually, because this helps the author to reflect on the domain. Such an activity would enhance the author's understanding of the domain and therefore be a helpful tool when identifying constraints. We also believe that categorising constraints according to the ontology would assist the authoring process.
To test our hypothesis, we built a tool as a front-end for WETAS. Its main purpose is to encourage the use of domain ontology as a means of visualising the domain and organising the knowledge base. The tool supports drawing the ontology, and composing constraints and problems. The ontology front end for WETAS was developed as a Java applet. The interface (Fig. 1a) consists of a workspace for developing a domain ontology (ontology view) and editors for syntax constraints, semantic constraints, macros and problems. As shown in Fig. 1a , concepts are represented as rectangles, and sub-concepts are related to concepts by arrows. The concept details such as attributes and relationships can be specified in the bottom section of the ontology view. The interface also allows the user to view the constraints related to a concept.
The ontology shown in Fig. 1a conceptualises the Entity Relationship (ER) data model. Construct is the most general concept, which includes Relationship, Entity, Attribute and Connector as sub-concepts. Relationship is specialized into Regular and Identifying ones. Entity is also specialized, according to its types, into Regular and Weak entities. Attribute is divided in to two sub-concepts of Simple and Composite attributes. The details of the Binary Identifying relationship concept are depicted in Fig. 1 . It has several attributes (such as Name and Identified-participation), and three relationships (Fig. 1b) : Attributes (which is inherited from Relationship), Owner, and Identified-entity. The interface allows the specification of restrictions of these relationships in the form of cardinalities. The relationship between Identifying relationship and Regular entity named Owner has a minimum cardinality of 1. The interface also allows the author to display the constraints for each concept (Fig. 1c) . The constraints can be either directly entered in the ontology view interface or in the syntax/semantic constraints editor. a b c
Fig. 1. Ontology for ER data model
The constraint editors allow authors to view and edit the entire list of constraints and problems. As shown in Fig. 2 , the constraints are categorised according to the concepts that they are related to by the use of comments. The Ontology view extracts constraints from the constraint editors and displays them under the categorised concept. Fig. 2 shows two constraints (Constraint 22 and 23) that belong to Identifying relationship concept.
Fig. 2. Syntax constraints editor
All domain related information is saved on the server as required by WETAS. The applet monitors all significant events in the ontology view and logs them with their time stamps. The logged events include log in/out, adding/deleting concepts etc.
We hypothesized that composing the ontology and organising the constraints according to its concepts would assist in the task of building a constraint set manually. To evaluate our hypothesis, we set 18 students enrolled in the 2003 graduate course on Intelligent Tutoring Systems at the University of Canterbury the task of building a tutor using WETAS for adjectives in the English language.
The students had attended 13 lectures on ITS, including five on CBM, before the experiment. They also had a 50 minute presentation on WETAS, and were given a description of the task, instructions on how to write constraints, and the section on adjectives from a text book for English vocabulary [2] . The students had three weeks to implement the tutor. A typical problem is to complete a sentence by providing the correct form of a given adjective. An example sentence the students were given was: "My sister is much ________ than me (wise)."
The students were also free to explore LBITS [3] , a tutor developed in WETAS that teaches simple vocabulary skills. The students were allowed to access the "last two letters" puzzles, where the task involved determining a set of words that satisfied the clues, with the first two letters of each word being the same as the last two letters of the previous one. All domain specific components, including its ontology, the constraints and problems, were available. Seventeen students completed the task satisfactorily. One student lost his entire work due to a system bug, and this student's data was not included in the analysis. The same bug did not affect other students, since it was eliminated before others experienced it. Table 1 gives some statistics about the remaining students, including their interaction times, numbers of constraints and the marks for constraints and ontology.
The participants took 37 hours to complete the task, spending 12% of the time in the ontology view. The time in the ontology view varied widely, with a minimum of 1.2 and maximum of 7.2 hours. This can be attributed to different styles of developing the ontology. Some students may have developed the ontology on paper before using the system, whereas others developed the whole ontology online. Furthermore, some students also used the ontology view to add constraints. However, the logs showed that this was not a popular option, as most students composed constraints in the constraint editors. One factor that contributed to this behaviour may be the restrictiveness of the constraint interface, which displays only a single constraint at a time.
WETAS distinguishes between semantic and syntactic constraints. In the domain of adjectives, it is not clear as to which category the constraints belong. For example, in order to determine whether a solution is correct, it is necessary to check whether the correct rule has been applied (semantics) and whether the resulting word is spelt correctly (syntax). This is evident in the results for the total number of constraints for each category. The averages of both categories are similar (9 semantic constraints and 11 syntax constraints). Some participants have included most of their constraints as semantic and others vice versa. Students on average composed 20 constraints in total.
We compared the participants' solution to the "ideal" solution. The marks for these two aspects are given under Coverage (the last two columns in Table 1 ). The ideal knowledge base consists of 20 constraints. The Constraints column gives the number of the ideal constraints that are accounted for in the participants' constraint sets. Note that the mapping between the ideal and participants' constraints is not necessarily 1:1. Two participants accounted for all 20 constraints. On average, the participants covered 15 constraints. The quality of constraints was high generally.
The ontologies produced by the participants were given a mark out of five (the Ontology column in Table 1 ). All students scored high, as expected because the ontology was straightforward. Almost every participant specified a separate concept for each group of adjectives according to the given rules [2] . However, some students constructed a flat ontology, which contained only the six groupings corresponding to the rules (see Fig. 3a ). Five students scored full marks for the ontology by including the degree (comparative or superlative) and syntax such as spelling (see Fig. 3b ).
Even though the participants were only given a brief description of ontologies and the example ontology of LBITS, they created ontologies of a reasonable standard. However, we cannot make any general assumptions on the difficulty of constructing ontologies since the domain of adjectives is very simple. Furthermore, the six rules for determining the comparative and superlative degree of an adjective gave strong hints on what concepts should be modelled. Fourteen participants categorised their constraints according to the concepts of the ontology as shown in Fig. 2 . For these participants, there was a significant correlation between the ontology score and the constraints score (0.679, p<0.01). However, there was no significant correlation between the ontology score and the constraints score when all participants were considered. This strongly suggests that the participants used the ontology to write constraints developed better constraints.
An obvious reason for this finding may be that more able students produced better ontologies and also produced a complete set of constraints. To test this hypothesis, we determined the correlation between the participant's final grade for the course (which included other assignments) and the ontology/constraint scores. There was indeed a strong correlation (0.840, p<0.01) between the grade and the constraint score. However, there was no significant correlation between the grade and the ontology score. This lack of a relationship can be due to a number of factors. Since the task of building ontologies was novel for the participants, they may have found it interesting and performed well regardless of their ability. Another factor is that the participants had more practise at writing constraints (in other assignments for the same course) than on ontologies. Finally, the simplicity of the domain could also be a contributing factor. The participants spent 2 hours per constraint (sd=1 hour). This is twice the time reported in [8] , but the participants are neither knowledge engineers nor domain experts, so the difference is understandable. The participants felt that building an ontology made constraint identification easier. The following comments were extracted from their reports: "Ontology helped me organise my thinking;" "The ontology made me easily define the basic structure of this tutor;" "The constraints were b.
a.
constructed based on the ontology design;" "Ontology was designed first so that it provides a guideline for the tasks ahead."
The results indicate that ontologies do assist constraint acquisition: there is a strong correlation between the ontology score and the constraints score for the participants who organised the constraints according to the ontology. Subjective reports confirmed that the ontology was used as a starting point when writing constraints. As expected, more able students produced better constraints. In contrast, most participants composed good ontologies, regardless of their ability.
Conclusions
We performed an experiment to determine whether the use of domain ontologies would assist manual composition of constraints for constraint-based ITSs. The WETAS authoring shell was enhanced with a tool that allowed users to define a domain ontology and use it as the basis for organizing constraints. We showed that constructing a domain ontology indeed assisted the creation of constraints. Ontologies enable authors to visualise the constraint set and to reflect on the domain, assisting them to create more complete constraint bases.
We intend to enhance WETAS further by automating constraint acquisition. Preliminary results show that many constraints can be induced directly from the domain ontology. We will also be exploring ways of using machine learning algorithms to automate constraint acquisition from dialogs with domain experts.
