In this paper we derive well-posed boundary conditions for a linear incompletely parabolic system of equations, which can be viewed as a model problem for the compressible Navier-Stokes equations. We show a general procedure for the construction of the boundary conditions such that both the primal and dual equations are wellposed. The form of the boundary conditions is chosen such that reduction to first order form with its complications can be avoided.
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Introduction
Functionals can represent the lift or drag on an aircraft, energy or any other scalar quantity computed from the solution to a partial differential equation (PDE). In many engineering applications, high order accurate functionals are often of greater interest than accurate solutions of the equations themselves. Whenever there is a functional involved, the concept of duality becomes important. The solution of a PDE resides in some function space, and the set of all bounded linear functionals on that space is called its dual space. Knowledge of the functional of interest can thus be obtained by studying the dual space. This is the main topic in functional analysis and references can be found in any standard textbook.
The dual equations need, as the primal equations, to be supplied with the correct boundary conditions in order for a solution to exist and be unique. Like the dual differential operator, the dual boundary conditions depend on the primal problem and it is a non-trivial task to construct boundary conditions such that both the primal and dual problems are well-posed. The most common choice is Dirichlet boundary conditions since the analysis of the continuous equations is simplified. However, it is well-known that Dirichlet boundary conditions cause large reflections and reduces the accuracy and stability properties of a numerical scheme [18] . Other kinds of boundary conditions are beneficial for a discretization, but complicate the analysis of the dual equations. Here, we shall study boundary conditions of far-field type which have been shown to be beneficial for discretizations [19, 23, 21] .
In numerical analysis, and in particular for computational fluid dynamics problems, duality has been exploited for optimal control problems [27, 15, 8] , error estimation [26, 34, 35, 12, 7] and convergence acceleration [9, 25, 13, 4 ]. An extensive summary of the use of adjoint problems can be found in [10] , and more recently in [6] with focus on error estimation and adaptive mesh refinement.
In this paper we will use a finite difference method on summation by parts (SBP) form with boundary conditions weakly imposed by the simultaneous approximation term (SAT). There has recently been a development of the quadrature properties of SBP-SAT discretizations. The base for an SBP operator is a norm matrix, denoted by P . The norm matrix is an integration operator for equidistant grid points. The integration properties of P has been studied in [14] and it was shown that P is a high-order accurate quadrature rule which extends the Gregory formulas. In [13] , the discretization of steady problems were considered. The authors showed that certain SBP-SAT discretizations, so called dual consistent discretizations, led to superconvergent functionals if the same P was used in the discretization as in the functional evaluation. The theory of dual consistency and superconvergence was extended to time-dependent problems in [4] . Several problems were analyzed and it was shown that dual consistency and stability implies superconvergence of linear functionals.
In order to avoid additional theoretical difficulties in [4] , Dirichlet boundary conditions for both the primal and dual problems were used. The Dirichlet boundary conditions ensured that both problems were well-posed without additional efforts. In an Euler or Navier-Stokes calculation, however, Dirichlet boundary conditions are rarely used at far-field boundaries. Unless exact boundary data is known, Dirichlet boundary conditions cause reflections which pollute the solution.
In this paper we will investigate the potential gain, or loss, when replacing the Dirichlet boundary conditions with more sophisticated ones. The aim of the paper is to derive well-posed boundary conditions for both the primal and dual problems such that the complications of having Dirichlet boundary conditions are removed, while maintaining all desirable properties of a dual consistent discretization and sophisticated boundary conditions.
Preliminaries
In this paper, we will consider time-dependent partial differential equations of the form
where J(u) is a linear functional output of interest with g = g(x, t) being an arbitrary weight function. L can be either linear or non-linear and u can represent either a scalar or vector valued function. Detailed descriptions can be found in [4] but for convenience, we summarize the main preliminaries here. The inner product is the standard L 2 -inner product
In [4] , the concept of spatial dual consistency was introduced to avoid treating the full time-dependent dual equations when discretizing using a method of lines. The concept is motivated by the following. To find the dual problem, we follow the 3 notation in [4, 13] , and seek a function θ in some appropriate function space, such that
A formal computation (assume L linear and u, θ to have compact support in space) gives
where L * is the formal adjoint, or dual, operator associated with L under the inner product such that (θ, Lu) = (L * θ, u). By having homogeneous initial conditions for the primal problem, we obtain the time-dependent dual problem as
where we have to put an initial condition for the dual problem at time t = T . The time transformation τ = T − t transforms (2) to
with an initial condition at τ = 0. A discretization which simultaneously approximates the spatial primal and dual operator consistently, is called spatially dual consistent and produces superconvergent time-dependent linear functionals if the scheme for the primal problem is stable [4] . A difference operator for the first derivative is said to be on SBP form if it can be written as D 1 = P −1 Q. P defines a norm by ||u h || 2 = u T h P u h and Q satisfies the SBP property Q + Q T = E N − E 0 , where
The second derivative operator can be constructed either by applying the first derivative twice, i.e. D 2 = (P −1 Q) 2 which results in a wide operator, or a compact operator with minimal bandwidth of the form
as described in [5, 17, 16] . In this paper, we consider only diagonal [28] norms and wide second derivative operators. The diagonal norm is flexible for realistic simulations as the resulting schemes can be shown to be energy stable under curvilinear coordinate transforms. This does not hold for non-diagonal norms [20, 22, 30, 32] . A first derivative SBP operator is essentially a 2s-order accurate central finite difference operator which has been modified close to the boundaries such that it becomes one-sided. Together with the diagonal norm, the boundary closure is accurate of order s making the SBP operator accurate of order s + 1 in general [28] . For problems with second derivatives, the compact operator can be modified with higher order accurate boundary closures to gain one extra order of accuracy [17, 33] .
A discretization of the primal problem (1) can be written as
where u h is the discrete approximation of u and L h is a discrete approximation of L, including the boundary conditions. The discrete inner product in an SBP setting is defined by (u h , v h ) h = u T h P v h and hence the discrete adjoint operator can be computed, according to the definition
The proof that a stable and spatially dual consistent SBP scheme produces superconvergent linear functionals is presented in [4] . The proof is based on the fact that the mass matrix, P , in the norm is a 2s-order accurate integration operator [14, 13] .
The procedure for constructing stable schemes which produce superconvergent linear functionals can now be summarized as follows;
1. Determine boundary conditions such that both the primal and dual problems are well-posed 2. Discretize the primal problem and ensure stability 3. Compute L * h and choose the remaining parameters (if any) such that the continuous adjoint L * is consistently approximated together with the dual boundary conditions Note that a stable and consistent discretization of the primal problem does not imply that the dual problem is consistently approximated.
Linear incompletely parabolic system
We shall study the linear incompletely parabolic system of equations on 0 ≤ x ≤ 1 given by
where
together with a linear functional of interest,
Equation (3) can be viewed as the symmetrized [2] , one-dimensional Navier-Stokes equations, linearized around a flow field with constant velocityū > 0 and speed of soundc > 0. In this case, we assumeū <c and it can be shown [24, 29] that (3) requires two boundary conditions at the inflow boundary, x = 0, and one at the outflow boundary at x = 1, in both the subsonic and supersonic case. Even though this is a model problem, we denote the caseū <c as subsonic, and supersonic if u >c.
Dirichlet boundary conditions
In [4] , equation (3) was supplied with the Dirichlet boundary conditions
An energy estimate results in
where we used the notation ||U ||
. Note that the boundary conditions cancel all boundary terms completely, and does not give any additional damping of the energy, ||U || 2 . The spatial dual operator was obtained by reducing (3) to a first order system by introducing the auxiliary variable v = √ εu x . There are several drawbacks with this technique. The most obvious one is that it results in a larger system of equations which complicates the analysis. The drawbacks of the first order form also carries over to the discretization. In the discretization of the first order form, there are nine unknown penalty parameters in the SAT procedure which have to be determined for stability and dual consistency [4] . This makes extensions to larger system in multiple dimensions complicated.
Flux based boundary conditions
The new boundary conditions we consider are of the form
where H L,R will be determined for well-posedness of both the primal and dual problems.
There are many different forms of the matrices H L,R in (6) which give wellposed inflow or outflow boundary conditions. The typical way to determine the structure of H L,R is to diagonalize the hyperbolic part of the equation and consider the ingoing or outgoing characteristics. This method will provide an energy estimate with optimal damping properties [19] . However, the dual problem associated with the linear functional (4) will most likely be ill-posed. Well-posedness of the primal problem does not imply well-posedness of the dual problem.
Since we are only interested in the spatial dual operator, it is sufficient to consider the steady, inhomogeneous, problem
In this case, the differential operator L is given by
and we seek θ = [φ, ψ] T such that J(U ) = (θ, F ). Integration by parts gives
, where L * θ = −Aθ x − Bθ xx and hence the dual operator is given by
To determine the boundary conditions for the dual problem, we have to find a minimal set of conditions such that
after the homogeneous boundary conditions for the primal problem have been applied. This is what put restrictions on the matrices H L,R in (6). Not only does the boundary terms have to vanish, they will also have to satisfy the correct number and form for the dual equation. Wrong choice of boundary conditions for the primal problem will cause the dual problem to be ill-posed [24, 29] .
Left boundary conditions
To simplify the analysis, we assume the left boundary condition to be homogeneous,
By considering only the terms at x = 0, we can write (8) as
after having applied the homogeneous boundary conditions (9) for the primal equation. The boundary conditions for the dual equation are thus given by
The form of the matrix H L can now be determined. Since the left boundary is an inflow boundary for the primal equation, but an outflow boundary for the dual equation, only one boundary condition is allowed for the dual equation. The boundary conditions (10) hence have to be of rank one and thus it is required that
or equivalently
Any other form of H L would impose too many boundary conditions for the dual equation and it would not be well-posed. The coefficients α L , β L have to be chosen such that we obtain an energy estimate for both the time-dependent primal and dual problems.
We can now turn our attention back to the primal equation. The primal equation needs two boundary conditions at x = 0, and hence H L is required to have a non-zero top row. This requirement is automatically fulfilled sinceū > 0 by assumption. To determine the coefficients α L , β L we apply the energy method to (3) and consider only the left boundary terms. We get
By applying the homogeneous boundary conditions (9), we can write (13) as
and we have to choose the coefficients α L , β L such that M L ≥ 0. There are several strategies for how to choose the parameters α L and β L such that M L ≥ 0. The most general is to compute the eigenvalues of M L and determine the parameters such that all eigenvalues are positive. In this simple 2 × 2 case, the eigenvalues can be directly computed as
For larger systems and more complicated equations, this approach might not be possible as the eigenvalues are not analytically available. A simpler strategy is proposed in Proposition 3.1. The primal equation (3) is well-posed with the left boundary conditions given in (9) , where H L is defined in (12) and
Proof. The primal problem requires two boundary conditions at x = 0. Hence the top row of H L needs to be non-zero. We can see from (12) that this is always the case sinceū > 0 by assumption. By inserting the values in (15) into (14), we get
which is diagonal with non-negative diagonal entries.
Note that the strategy in proposition 3.1 is to i) cancel the off-diagonal terms and ii) ensure that the remaining diagonal terms have the correct sign.
A third option is to determine α L and β L such that the boundary conditions converge uniformly to a well-posed set of boundary conditions for the hyperbolic system U t + AU x = 0 as ε → 0. The third option will be discussed later, and for now we consider the choices in (15).
It is not only the primal equation which has to be well-posed. The time-dependent dual equation with its dual boundary conditions need also be well-posed with the conditions given in (15) . By introducing the time transformation τ = T − t, we can write the time-dependent dual equation as
The well-posedness of the dual problem is proven in Proposition 3.2. The time-dependent dual problem (16) is well-posed with the dual boundary conditions (10) where H L is defined in (12) with the parameters given in (15).
Proof. The dual problem is only allowed to have one boundary condition at x = 0. It is thus required that the top row of A − H T L is zero. By construction of H L , this is the case as can be seen in (11) . By applying the energy method to (16) , and only considering the terms at x = 0, we obtain
after applying the boundary conditions (10) . The semi-definiteness of M L , with the choices (15), were already proven in the energy estimate of the primal equation.
To summarize, the left homogeneous boundary conditions for the primal problem are given in (9) and for the dual problem in (10) , where H L is defined in (12) with the coefficients given in (15).
Right boundary conditions
The right boundary, x = 1, is an outflow boundary for the primal problem and hence only one boundary condition can be used, while we have two variables in the system. This immediately puts restrictions on the homogeneous primal boundary condition
in such a way that H R is required to have the form
10 For any other form of H R , too many boundary conditions are placed at the outflow boundary and the primal problem is ill-posed. The coefficients α R , β R have to be determined such that both the time-dependent primal and dual problems are wellposed.
Once the form of H R in (18) has been determined, we must make sure that the correct number of boundary conditions are imposed on the dual problem. To determine the boundary conditions for the dual problem, we restrict (8) to the terms at x = 1. After applying the homogeneous primal boundary conditions (17) we obtain
and hence the boundary conditions for the dual problem are given by
Since the dual problem requires two boundary conditions at x = 1, it is required that the top row of A + H T R is non-zero. We can see that this requirement is automatically fulfilled sinceū > 0 by assumption.
The coefficients α R and β R can now be determined such that we obtain energy estimates for both the primal and dual equations. The energy method applied to the time-dependent dual problem (16) , with the homogeneous dual boundary conditions in (19) , gives ||θ||
As this is a 2 × 2 system, we can directly compute the eigenvalues of the symmetric matrix M R as
2 and see that they are both non-negative if we choose α R and β R such that
Again, in more realistic situations the eigenvalues might not be analytically computable and we use the same strategy as before -to cancel the off-diagonal elements and ensure that the remaining diagonal terms have the correct sign. The values of α R and β R with this strategy are given in Proposition 3.3. The time-dependent dual problem (16) is well-posed with the right dual boundary conditions in (19) where the parameters in H R satisfy
Proof. The dual problem requires two boundary conditions at x = 1 and hence the top row of A + H T R must be non-zero. That this is always the case can be seen in (20) sinceū > 0 by assumption. By substituting the relations in (22) into (21), we obtain
The well-posedness of the primal problem is given in Proof. The primal problem requires one boundary condition at x = 1 which is fulfilled by the construction of H R in (18) . As before, the energy method applied to the timedependent primal problem gives
where semi-definiteness of M R is already proven from the energy estimate of the dual equation.
To summarize, the right homogeneous boundary conditions for the primal problem are given in (17) and for the dual problem in (19) , where H R is defined in (18) with the coefficients given in (22) .
Remark 3.1. Note how it is the problem which requires the least number of boundary conditions which sets restrictions on the form of the boundary conditions. When also considering well-posedness of the dual problem, it can be used to reduce the number of unknown parameters in the boundary conditions of the primal problem.
Remark 3.2. The energy estimate, when considering all terms, for the primal problem is given by ||U || and for the dual problem by
Both matrices M L and M R have at least one positive eigenvalue and hence the boundary conditions contribute to damping of the energy. In the energy estimate (5) with Dirichlet boundary conditions, no additional damping is obtained.
Convergence to the hyperbolic system
As was discussed previously, the parameters α L,R and β L,R can be chosen such that they converge to well-posed boundary conditions of the hyperbolic system
as ε → 0. The energy method applied to (23) results in
0 . Since A is symmetric there is an orthonormal matrix X which diagonalizes A as A = XΛX T , where Λ = diag[ū +c,ū −c] contains the eigenvalues of A. The energy estimate can hence be rewritten as
and we can see that one boundary condition is required on each boundary, since by assumption we haveū <c. Hence, as ε → 0 the number of boundary conditions change from 2 to 1 on the left boundary for the primal problem. For the dual problem, the number of boundary condition change from 2 to 1 on the right boundary. As a consequence it is required that the matrices H L in (12) and A + H T R in (20) both have rank 1 and non-zero top rows, and that energy estimates can be obtained. The choices which fulfills these requirements are given in
Then the boundary conditions
constitute a well-posed set of boundary conditions for the incompletely parabolic system of equations (3) and its dual equations (16) , and converge to a well-posed set of boundary conditions for the hyperbolic system (23) and its dual as ε → 0.
Proof. On the left boundary it is required that H L has rank 1 and non-zero top row. In this case, two boundary conditions will be imposed if ε = 0 and one linearly independent condition if ε = 0. On the right boundary it is required that A + H T R has rank 1 and non-zero top row. Thus the dual equations will have two conditions if ε = 0 and one linearly independent condition if ε = 0. Inserting the values of α L,R and β L,R in (24) gives
and we can see that the requirements are fulfilled. The energy estimates of both the primal and dual equations, independently of ε, are of the form
where M L,R are as before. The 2 × 2 matrices M L and M R have the same eigenvalues which are given by
sinceū <c by assumption. Hence energy estimates are obtained for all cases.
Remark 3.3. The choices in (24) make the boundary conditions for both the primal and dual equations relate to the characteristics of A by
where X L,R are the normalized eigenvector matrices and
contains the positive and negative eigenvalues of A, respectively. See for example [18, 31] .
Discretization, stability and spatial dual consistency
To discretize systems of equations, it is convenient to introduce the Kronecker product which is defined for arbitrary matrices C, D as
For the matrix inverse and transpose we have
if the usual matrix inverses are defined. Furthermore, a useful property which will be extensively used, is the mixed product property,
if the usual matrix products are defined. Using the Kronecker product, equation (3) with the boundary conditions (6) can be discretized using the SBP-SAT technique as
where Σ L,R are 2 × 2 matrices which have to be determined for stability. The second derivative is approximated using the wide operator,
The matrices Σ L,R are given in Proposition 3.6. The scheme (25) is energy stable by choosing
Proof. We let G L = G R = 0 and apply the energy method to (25) . By using the SBP properties of the operators, we obtain
By choosing Σ L = Σ R = −I, equation (27) simplifies to
where, by construction in the continuous case,
according to propositions 3.1 and 3.3. Since the Kronecker product preserves positive (semi) definiteness, we have
and the scheme is energy stable.
The choices of penalty matrices in (26) renders the scheme not only energy stable, but also spatially dual consistent. To prove this we must show that the discrete adjoint operator L * h consistently approximates the continuous adjoint L * , including the dual boundary conditions (10) and (19) . This is done in Proposition 3.7. The scheme (25) is spatially dual consistent with the choices of Σ L,R given in (26) .
Proof. For G L,R = 0, we can write the scheme (25) as
The discrete dual operator is defined by
and a straight forward calculation shows that
which is a consistent approximation of (7) including the dual boundary conditions (10) and (19) . The scheme is hence spatially dual consistent.
Not only is the scheme dual consistent, the discrete dual scheme is also stable which is shown in Proposition 3.8. The discrete dual scheme
is stable with L * h given in (29) . Proof. The energy estimate of (30) is given by
which is again stable by construction of the continuous boundary conditions. The discretization of the primal problem (28) is hence simultaneously a stable discretization of the dual problem (30).
Remark 3.4. To obtain a stable and dual consistent scheme with the flux based boundary conditions, only one penalty parameter at each boundary is required. From the stability analysis both of them are determined uniquely as the identity matrix, which is also sufficient for spatial dual consistency. For Dirichlet boundary conditions, nine non-trivial penalty parameters were required, and the stability requirements were not sufficient for dual consistency.
Convergence and errors
A forcing function has been chosen such that an analytical solution is known, and the rates of convergence and errors are computed with respect to the analytical solution. This is known as the method of manufactured solutions. The solution in this case is given by
and the functionals by
Typical values of the parameters arē u = 0.5,c = 1, ε = 10 −2 , δ = 0.1, α = 5π. Table 1 : Convergence rates for the variables and functionals using both flux based and Dirichlet boundary conditions
In Table 1 we present the numerical results regarding the order of convergence of the solution and functionals using both flux based and Dirichlet boundary conditions. The time integration is performed until time t = 0.2 with the classical 4th-order Runge-Kutta method using 1000 time steps. The convergence rates for the flux based boundary conditions (6) are not sensitive to the choice of the continuous parameters, and in the numerical examples that follow, we have chosen the marginal values
The choices in (24) give very similar results and are excluded. As can be seen from Table 1 , both schemes results in superconvergent functionals with similar rates of convergence. The error in the solutions and functionals as a function of time for 3rd-order and N = 32 grid points can be seen in Figure 1 and 2, respectively. We denote the values in (31) by "Flux 1" and the characteristic values in (24) by "Flux 2".
As we can see from Figure 1 and 2, in particular the characteristic flux based scheme (Flux 2) has significantly smaller functional errors.
In [21, 1] it was shown that schemes based on characteristic boundary conditions for hyperbolic problems, have non-growing errors in time -so called error bounded schemes. We can hence expect the discretization with Dirichlet boundary condition to have linearly growing errors in time for ε << 1, while the flux based boundary conditions are error bounded. Indeed, in Figures 3 and 4 we plot the error as a function of time for large times using ε = 10 −6 . The Dirichlet boundary conditions give linearly growing errors while the flux based boundary conditions are error bounded.
With increasing ε, the discretization using the Dirichlet boundary conditions also becomes error bounded due to the parabolic effects. Since the characteristic choices in (24) converges uniformly to well-posed and stable boundary conditions for the hyperbolic system, we have an error bounded scheme for all values of ε, including ε = 0.
Spectral analysis
A consistent numerical scheme should have eigenvalues which converge to the continuous eigenvalues as the mesh is refined [23, 3] . The continuous spectrum of a PDE is obtained by Laplace transforms in time to reduce the PDE to an ordinary differential equation, and solve the corresponding Sturm-Liouville problem. Let denote the Laplace transform of U . By ignoring the initial condition, as usual, and Laplace transforming (3), we obtain
and the ansatzÛ = e kx Ψ turns (32) into the eigenvalue problem
The general solution to (32) , assuming distinct roots, can be written aŝ
where k i are the roots of the polynomial det(sI + kA − k 2 B) and
T are the corresponding eigenvectors. Once the k i and Ψ i have been determined, the system of equations for determining σ i can be written as
after the homogeneous boundary conditions have been applied. The continuous spectrum is then given by the values of s such that det(E(s)) = 0. See [11] for 21 further details on the proceedure. For the Dirichlet boundary conditions we obtain the 3 × 3 matrix
The flux based boundary conditions yield the 4 × 3 matrix
where the 3rd row is zero and hence E F (s) is condensed to a 3 × 3 matrix. Analytical solutions to det(E(s)) = 0 can in general not be obtained due to the algebraic complexity. For scalar equations, analytical results are available in [3] , while for more complicated equations, numerical methods have to be used. See [23] for more details.
Once E D,F (s) has been computed, eigenvalues s from the discrete spectrum can be inserted into the matrices to see whether or not a discrete eigenvalue actually belongs to the spectrum of the PDE. This technique can be used to verify convergence of discrete eigenvalues with certain properties. The semi-discretization of a linear system of equations can be written as
where the entire spatial discretization, including the boundary conditions, are included in the matrix K. The discrete spectrum can be modified and tuned for certain purposes depending on the boundary treatment.
The maximum real part and absolute value of the spectra are important since the first determines the convergence rate to steady-state [18, 23] while the second is a measure of the stiffness of the system. Both of these depend on the value of ε, which can be viewed as the viscosity. To see the effects, we show the maximum real part and absolute value in Table 2 . For small values of ε, the characteristic flux based conditions, Flux 2, has significantly smaller real part of the spectrum. The difference is about a factor of 50-100 compared to Flux 1, and between 3 and 8 compared to Dirichlet. The spectrum of Flux 1 can, however, easily be shifted to the left in the complex plane by having strict inequalities in (24) . The maximum absolute values are similar for small values of ε, while larger values forces the flux based conditions towards a much stiffer discretization. The continuous eigenvalue with real part closest to zero can be computed from the determinants of E D,F (s). As an example, we show the convergence of Flux 2 towards this eigenvalue in Figure 5 (a). In Figure 5 (b) we show the increase in stiffness for different values of ε as the mesh is refined.
Conclusions
New flux based boundary conditions for a linear incompletely parabolic system of equations have been derived. The boundary conditions are constructed such that both the primal and dual problems are well-posed. Depending on parameter variations in the new boundary conditions, choices can be made to either provide wellposedness independently of sub-or supersonic conditions, or such that convergence to the hyperbolic system is ensured for the subsonic case.
The numerical scheme based on the new boundary conditions can be constructed to be both energy stable and dual consistent. Compared to a discretization using standard Dirichlet boundary conditions, the new scheme is significantly simpler since reduction to first order form, and additional penalty parameters, can be avoided.
The solutions and functionals computed using the flux based boundary conditions are more accurate and have better damping properties. Long time computations showed that the new scheme can provide error boundedness independently of the amount of viscosity, even in the hyperbolic limit.
Eigenvalue computations showed that the maximum real part of the discrete spectrum converges to the analytical value. The flux based boundary conditions can provide smaller real parts than a discretization with Dirichlet boundary conditions which is beneficial for steady-state computations. The stiffness is, however, increased for large viscosity.
The analysis of this model problem will be applied to the more complicated compressible Navier-Stokes equations in future work.
