Although GPSS enjoys many advantages as a language for modeling discrete, non-deterministic systems, it suffers from several disadvantages.
Introduction
A frequent use of simulation is to compare alternative system configurations with the purpose of finding the one which best satisfies a given objective.
This comparison of alternatives often takes place on a man-model interactive basis.
The analyst configures the model in some way, simulates with that configuration, examines the resulting measure of performance, estimates some other system configuration which might improve the performance measure, re-configures the model accordingly, and so on.
Such an interactive process can be very time consuming. There is some motivation, then, to attempt automating the contribution of the man in this man-model interaction, so the need for interaction can be eliminated.
In many circumstances, the man's contribution cannot be automated. This is because it may be difficult or impossible to develop an algorithm which duplicates a man's heuristic decision-making ability.
In other circumstances, however, the searching strategy a man might employ can be duplicated, or at least approximated to a satisfactory degree. If this is done, and if the resulting algorithm is suitably combined with a model simulating the system to be optimized, the search for optimality can be conducted automatically and quickly.
Whether a searching strategy can be automated depends on the behavior of the measure of performance, i.e., on the nature of the objective function.
If the objective function is unimodal with respect to each of the independent variables, a variety of searching strategies is available [1, 4] .
A function is unimodal "if the independent variables are altered in an (arbitrarily) given direction, and if the resulting values of the function are found initially to increase up to a maximum and then to fall away again.
In such functions, as the name suggests, there is only a single peak." [i, p. 108 ] The concept of unimodality is further motivated with an example in Section 3 below.
Assuming unimodality, the univariate searching strategy can be implemented to seek the conditions under which the objective function assumes its maximum (or minimum) value.
This strategy involves moving through the search domain along successive contours until all more promising directions of movement have been exhausted. Section 3 elaborates further on the method.
In this paper, a fully developed example is given to show how the FORTRAN-implemented univariate searching strategy can be combined with the GPSS model of a system, thereby automating the optimization process.
A simple systems problem is first stated.
The possibility of using the univariate searching strategy with a model of the system is then explained.
~ FORTRAN subroutine implementing this strategy is presented, and a GPSS model which simulates the system, and arranges for the necessary linkages with the FORTRAN routine, is discussed.
Results produced by using the GPSS-FORTRAN combination are then presented.
Statement of the Problem
The manufacture of a certain line of widgets involves a relatively lengthy assembly process, followed by a short firing time in an oven.
Since ovens are expensive to maintain, assemblers share a group of ovens.
Each oven holds only one widget at a time.
An assembler cannot begin assembling a next widget until he has removed his current one from the oven. This is the pattern followed, then, by each assembler. (i) Assemble the next widget.
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(2) Wait, first-come, first-served, to use the oven. Time and cost studies have been conducted to provide the information in Tables 1 and 2, Build a GPSS model for this manufacturing process. Then use the model to determine the optimal system configuration, i.e., the number of assemblers to hire, and ovens to purchase, to maximize profit.
Base the determination on simulations equivalent to i0 8-hour working days.
Assume there are no discontinuities within a working day, or in moving between consecutive 8-hour work days.
Before making a given 10-day run, simulate with the configuration for 1.5 days to eliminate the effect of transient conditions in the system [b].
3.
The Univariate Searching Strategy
Assume for now that a model is available for the system described in the problem statement. Consider how a systematic search procedure might be designed for intelligent use of the model. For a given number of ovens purchased, the influence of "assemblers hired" will follow the pattern in Figure i .
With too few assemblers, profits are low because fewer widgets are made than could be sold.
With too many assemblers, profits are low because not all widgets which could be made can be sold, and yet salaries must nonetheless be paid.
Similarly, for a given number of assemblers hired, average daily profit can be expected to vary with "ovens purchased" as shown in Figure  2 .
Profits are low with too few ovens, because not all widgets that could be sold can be made.
At the other extreme, profits are low when there are more ovens available than needed to manufacture widgets at the rate at which they can be sold.
A three-dimensional perspective of the situation is suggested in Figure 3 . Note that the mesh points in the grid laid down in the Figure 3 "hired/purchased" plane represent feasible (integer-valued) choices of values for the decision-variable pair.
Located above each of these mesh points, in the third dimension, is the expected value of daily profit corresponding to that particular hire/purchase alternative (these points are not shown in Figure 3) . The collection of all such cost points forms a "cost surface" in the third dimension [c] . Figures 1 and 2 are then simply contours through this cost surface.
It is easy to argue that the profit surface is unimodal, i.e., has a single maximum.
The search for the optimal hire/purchase combination, then, is essentially a search for the only "highest point" on the profit surface. The problem is to establish an intelligent strategy for finding this point.
Consider this strategy. (a) Estimate the average daily profit for some first choice of hire/purchase combination. (Preliminary analysis usually suggests what a good first choice would be.) (b) Holding the "ovens purchased" constant, vary the "assemblers hired" until the high point in the corresponding contour has been found.
This amounts to finding the high point in Figure i .
If this is the first time (b) has been performed, or if in performing (b) a higher profit than the previous best is found, go to (c);
otherwise, go to (e). (c) Holding "assemblers hired" constant at its high-point value from (b), vary the "ovens purchased" until the high point in that contour has been found. This is equivalent to finding the high point in Figure 2 . If not, return to (b); otherwise, go to (e). (e) Call the best hire/purchase pair found so far the tentative optimum.
As a final check, simulate for the as-yet-uninvestigated hire/ purchase alternatives (if any) surrounding this tentative optimum.
If one of them produces a higher profit, let this point be the new tentative optimum and return to (b). Otherwise, the search is finished.
For a numeric example which illustrates the approach, assume that the profit surface takes the form shown in Table 3 .
Assume further that the analyst starts with "23,7" as his first choice of hire/purchase combination. A history of his investigation is given in Table  4 .
(For a similar example in a different problem context, and a corresponding FORTRAN model designed for interactive use, see reference [3] .)
[a] Assume the times are uniformly distributed over the indicated interval of integers.
[b] The durations of simulation required to move through transient conditions, and to gather meaningful steady-state statistics, usually must be determined by experimenting with a model of the system. The "1.5" and "i0" day figures given in the problem statement were arrived at in such fashion.
[c] The points, rather than forming a "surface", are simply a collection of discrete values with no continuum joining them. It is nevertheless convenient to use the term "surface". 
Comments
In the "7 purchased" contour, "22 hired" is found to produce the highest profit.
In the "22 hired" contour, "5 purchased" is found to produce the highest profit.
In the "5 purchased" contour, "22 hired" is still the best combination.
The two alternative combinations neighboring "22,5" are now investigated.
The tentative'optimum, "22,5", is more favorable than any of the neighboring alternatives. It is therefore optimum, and the search is finished. The strategy just illustrated, then, enables the analyst to move systematically across the profit surface until he arrives at the maximum value of the objective function.
From each "best point so far", moves are made along a contour only in the direction of increasing profit.
When the high point in a contour is found, the next moves are made along an orthogonal contour.
Eventually, a point is reached from which any move corresponds to a smaller profit.
Assuming unimodality, this point is then the optimal profit.
In the example, each decision variable was either incremented or decremented by 1 when a move was being made along one of its contours. If the starting point is far from optimal, many simulations may then be required before the search reaches the neighborhood of optimality.
A better approach is to start the search with relatively coarse increments for the decision variables.
It is then possible to arrive at the region of optimality with relatively few simulations.
When the "optimal point" corresponding to the first set of increments has been found, the first c[cle is complete.
From this "optimal point", a second set of (smaller) variable increments can be used to continue the search in a higher-resolution neighborhood.
When this next "optimal point" has been located, the second cycle is complete.
The increments can now be decreased a third time, and a third cycle performed, etc.
When the last cycle is performed, the increment used for each variable will presumably be unity.
Then, the "optimum point" found on the last cycle will be the true optimum, under the unimodality assumption.
A potential problem with the univariate searching strategy in the context of Monte Carlo simulation is that each simulation only provides an estimate of a profit surface value.
If the variability of the estimator is high (because, for example, sample size is too small), a false conclusion can be drawn about the optimal system configuration.
Furthermore, if the surface is not unimodal, the univariate strategy will very likely only find a local maximum.
In this event, the search must be conducted a number of times, using a different starting point each time. The various local maxima can then be compared by the analyst to identify the largest one. There is no guarantee, of course, that the largest entry in a possibly incomplete set of local maxima is the global maximum.
4.
The FORTRAN Subroutine SERCH
The searching strategy described in Section 3 consists of a well-defined, step-by-step procedure capable of being programmed. Schmidt and Taylor have presented a FORTRAN main program which implements most features of this strategy [2] . The Schmidt and Taylor algorithm terminates, however, when the "tentative optimum" described at step (e) in Section 3 has been found.
That is, it does not check diagonal neighbors of the tentative optimum. Hence, even if there is a single high point on the surface, the algorithm may not find it.
For the present application, Schmidt and Taylor's algorithm has been converted to a subroutine, and has been modified in several other major ways to decrease the execution time required to implement the univariate searching strategy.
Because of its general utility, the source statements for this subroutine, named SERCH, are shown in Figure 4 . A variable dictionary is given in Table 5 .
SERCH can handle up to 20 decision variables. It requires these inputs. (i) The number of decision variables (NDV).
(2) The number of cycles to be performed. (3) For each decision variable, (a) the starting value, (b) the minimum feasible value, (c) the maximum feasible value, and (d) as a function of the cycle being performed, the amount by which to increment (decrement) that variable when the search is conducted along its contour. (4) The estimate of the objective function's value corresponding to each decision variable vector for which a simulation has been performed.
A "decision variable vector" is any particular set of feasible values the decision variables might assume.
Note that the first decision variable vector, i.e., the "starting point", is inputted as data in (3a) above.
Inputs (I) through (3) occur the first time SERCH is called.
They are not communicated to SERCH by the GPSS model, but are inputted by SERCH itself by reading from a data file. When these inputs are complete, SERCH places the first decision variable vector in fullword Savevalues 1 through 20 (or 1 through the number of decision variables, NDV) of the GPSS model, then returns control to GPSS. After the GPSS model has simulated for the system configuration corresponding to that vector, it calls SERCH, passing the objective function estimate in the call.
SERCH then conducts tests to determine what next decision variable vector holds promise for improving the objective function's value.
This next vector is placed in Savevalues I through NDV, and SERCH then returns control to GPSS, etc. Eventually, when the largest value has been found for the objective function at the last cycle, SERCH indicates this at the printer, then returns control directly to the operating system.
As suggested by the inputs at (3b) and (3c) above, SERCH limits the search domain to values which the analyst indicates are feasible.
Before SERCH requests a simulation of the GPSS model, it checks to determine that no simulation has yet been performed for the decision variable vector in question.
If an estimate of the objective function's value at that point is already available, the simulation is not repeated.
This has the advantages of (a) decreasing execution time by avoiding redundant simulation, and (b) avoiding the possibility of a no-convergence condition because of variability in the estimator.
Further description of SERCH will not be included here.
By making use of the variable dictionary and comments cards in the program listing, those interested can come to a detailed understanding of the algorithm by studying The GPSS Model A variety of alternative GPSS models can usually be found which are valid analogs for a stated system.
C TEST FOR POSSIBLE BOUNDARY CONDITION VIOLATION. 140 IF(DV(DVNOW) .LT. DVMIN(DVNOW) .OR. DV(DVNOW) .GT. DVMAX(DVNOW)) 1 GO TO
In the present case, the need to communicate with the subroutine SERCH must be taken into account while building the model.
Two-way communication between a GPSS model and a FORTRAN subroutine can take place through halfword and fullword Savevalues, through the Parameters of the Transaction currently at the HELP Block in the GPSS model, and through HELP Block Operands B, C, D, E, and F [d,e] .
For the application here, only the fullword Savevalues and the HELP Block B Operand are used for inter-program communication.
The GPSS model passes the estimate of the objective function's value to SERCH through the HELP Block B Operand;
and, as already indicated in Section 4, SERCH communicates the next system configuration to the GPSS program by placing the decision variable vector in fullword Savevalues 1 through NDV (i through 2, in this two-variable problem).
The GPSS model is shown as a Block Diagram in Figure 5 . A corresponding Table of Definitions showing interpretations for the various GPSS entities appears in Table 6 .
The model has been divided into two segments, one for the simulation itself, and another to control the GPSS-FORTRAN interface.
These two segments have been labeled in Figure 5 , and explanatory remarks have been placed adjacent to the various Blocks, making it easier to follow the model's logic.
Consider first the Simulation Segment. Each Transaction circulating in this segment represents an assembler.
The Storage named OVEN simulates the ovens.
The number of Transactions in the Simulation Segment, and the capacity of the Storage OVEN, are controlled from the Control Segment by a method to be described below.
The Control Segment also controls the duration of a simulation.
When a simulation is to begin, the proper number of Transactions is routed to the first Simulation Segment Block from the Control Segment. Each assembler these Transactions represent then assembles a widget ("ADVANCE 30,5") , queues for an oven ("ENTER OVEN"), uses the oven ("ADVANCE 8,2") , frees it ("LEAVE OVEN") , ed" at the HELP Block, the subroutine reads the previously-described data file (see items (I) through (3), Section 3), places the number of assemblers and number of ovens for the first configuration in Savevalues 1 and 2 (i.e., Xl and X2), respectively, and returns control to the GPSS model. Moving on from the HELP Block, the control Transaction then closes the "simulation done" gate in the Simulation Segment ("LOGIC R i"), and prepares to establish the proper capacity for the oven. Because Storage capacities cannot be directly modified dynamically as a GPSS simulation proceeds, this approach is taken. (i) The Storage capacity is defined as 50 for the entire simulation.
Prior analysis shows that this is far in excess of the optimal number of ovens. (2) From the LOGIC Block, the control Transaction moves into the Block "ENTER OVEN,R$OVEN". This has the effect of exactly filling the Storage. (3) The Transaction then executes the Block "LEAVE OVEN,X2".
This makes the remaining capacity of the Storage equal to the number of ovens to be used in the current configuration.
After the proper oven capacity has been provided, the control Transaction enters the Block "SPLIT UPDTE,XI".
This causes the right number of assembler-Transactions to be brought into the model. Their Priority Level is boosted above that of the control Transaction If], and they are then routed to the first Block in the Simulation Segment ("AD-VANCE 30,5"). The control Transaction then waits for 1.5 work days, or 720 minutes ("ADVANCE 720"), to elapse, while the transient-condition simulation takes place.
The finished-widgets counter is then set back to zero ("SAVEVALUE 5,0"), and the control Transaction waits for another i0 working days at "ADVANCE 4800". The ten-day profit is then computed and placed in Savevalue 3, the gate in the Simulation Segment is opened, and the control Transaction waits until all assemblers have been removed from the model ("TEST E X5, XI").
It then initializes the departure counter at 0 for the next simulation ("SAVEVALUE 5, 0"), and cycles back to the HELP Block, where the ten-day profit is passed to SERCH through Savevalue 3 (X3).
The control Transaction then remains parked at the HELP Block while SERCH adds to the count of finished widgets ("SAVEsets the next system configuration, and the VALUE 4+,1"), and transfers back to begin the process repeats itself. next assembly if the simulation is not yet over ("GATE S I,ASSEM"). When the simulation Note how the constraint of an assumed maximum is over, the "gate" at the GATE Block is opensales rate has been reflected in the model. In ed from the Control Segment, permitting assemdetermining the ten-day profit, either the blers to leave the model, checking out as they number of widgets actually made (Savevalue 4) do ("SAVEVALUE 5+,1"). or 2750, whichever is smaller, is used as the total production on which the computation is The Control Segment is run by a single Tranbased. This either-or effect is accomplished saction.
When the simulation begins, this through the Function MADE. If a given conTransaction enters the model ("GENERATE ,,,i"), figuration did produce widgets at an average then calls the subroutine SERCH ("HELP SERCH, rate exceeding 275 per day, then, the model X3").
While the control Transaction is "parkbehaves as though production is controlled so
[d] This statement applies to the HELP Block implemented for GPSS/360, Version I, in The University of Michigan's operating system. Those using the HELP Block in other environments should consult the available documentation to determine the corresponding possibilities.
[e] The HELP Block A Operand is the name of the FORTRAN subroutine being called.
[f] As a result of the priority boost, assembler-Transactions have a higher "increment the depart counter and go home" priority at the end of a given simulation than does the control Transaction in testing for an empty factory. If this priority distinction were not made, circumstances leading to a "no next event in the system" error message could arise. A Variable whose value is the profit associated with a 10-day simulation
Definitions for the GPSS Model as not to outstrip that rate. Of course, the profit computation still assumes that oven overhead and assembler salaries continue, even when production is deliberately held back to avoid making a product in quantities which cannot be sold. In this application, however, there are only two decision variables.
As a result, only Savevalues 1 and 2 are used in the decision variable context. SERCH knows this through the value of NDV, which is 2. Because Savevalues 3 through 20 are consequently available for other purposes, the GPSS model arbitrarily makes use of some of them. In particular, it uses Savevalue 3 to pass the profit estimate to SERCH;
and it uses Savevalues 4 and 5 as a widget counter and departure counter, respectively.
Runs Made, and Results
A run was made for these conditions. Step sizes of 2 and 1 were specified for varying the number of assemblers during the first and second cycles, respectively. (6) A step size of 1 was specified for varying the number of ovens during both the first and second cycles.
Output produced by SERCH for this run is shown in Figure 6 . Simulations were performed for 16 different system configurations before the optimal combination of 22 assemblers and 5 ovens was found [g] .
The various objective function values appearing in Figure 6 were used to construct Table 3 in Section 3.
The path across the profit surface followed in the example in that section corresponds to the path followed when the model was run.
The information in Figure 6 and Table 3 can consequently be compared.
Note that Table 3 entries are profit per day, however, whereas objective function values in Figure 6 are tenday profits.
Also note that only one cycle was performed in the Section 3 example, using 1 as the increment for each variable.
Additional runs were also made under the conditions indicated above, except that the starting-point vector was varied.
In several of these other runs, the simulation terminated before the optimal (22,5) point was reached. Analysis of the results indicated that this happened only because the "tentative optimum" (see step (e), Section 3) is accepted as the optimum by the Figure 3 algorithm .
That algorithm should consequently be extended so that all immediate neighbors of the tentative optimum (and not just those in directions paral-
[g] Execution time for this run on The University of Michigan's 360/67 multiprocessing system was 142 CPU seconds. For comparison, another run was made with a GPSS model consisting only of a single GENERATE Block, then a HELP Block to make the first call on SERCH, then 16 additional HELP Blocks to return, respectively, the 16 profit estimates shown in Figure  6 .
CPU time for that run was 6.8 seconds. This comparison emphasizes the extent to which the simulations themselves use CPU time, in contrast with the time requirements of the univariate searching strategy. 
Summary
This paper, presented in the spirit of a tutorial, shows through a detailed example how a GPSS model can be interfaced with a FORTRAN subroutine, thereby overcoming some of the limitations inherent in the GPSS language. Some of the advantages in using FORTRAN with GPSS are those of (a) greater arithmetic capability, (b) availability of FORTRAN-based input and output, and (c) implementation of high-overhead activities, such as searching and testing, at execution times substantially lower than would be required if the same logic were performed in GPSS.
The example selected for this paper indicates in particular how an external optimizing algorithm, the univariate searching strategy, can be FORTRAN-implemented and then used with a GPSS model to search for the way to best configure a system. Enough details have been presented so that others can use the same FOR-TRAN subroutine in conjunction with GPSS models to move in the direction of automating the search for optimal system configurations. Even when the surface being searched is not unimodal in character, some or all of its local extrema can be identified by making a series of runs with a variety of starting points. He regularly teaches an intensive one-week short course on GPSS in The University of Michigan's Engineering Summer Conference Series, and is a 1972 ACM National Lecturer on the subject.
He is author of a book on GPSS (A GPSS Primer; John Wiley & Sons, Ihc.; forthcoming mid-1972).
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