Abstract.-Gaussian processes such as Brownian motion and the Ornstein-Uhlenbeck process have been popu-1 lar models for the evolution of quantitative traits and are widely used in phylogenetic comparative methods. 
theory is necessary. Introductory books such as Øksendal (2007) or Klebaner (2012) can be helpful. Gardiner (2009) provides an excellent practical approach which largely ignores the measure-theoretic foundations, but 48 concentrates mainly on applications in the physical sciences.
49
Consider a sample space Ω consisting of discrete, elementary events ω, occurring over time such that: Ω = {ω : ω = (x 1 , x 2 , x 3 , . . . , x T )} where x 1 , . . . , x T are values of a (univariate) trait x at time = 1, . . . , T . Our trait may come from a good palaeontological sequence, for example. Our knowledge about the evolution of the trait increases as we observe more and more values of x as T increases. However, in general we only observe one possible x at each time step. There could have been many other outcomes for the trait at each time, so we only have information on the observed values A, a subset of Ω. We therefore know that the "true" state of the trait over all time must be in A and not in that part of Ω that is not A. In set notation, Ω\A =Ā. Now define F t as the information available about the trait (ie the trait values) at all times up to time t, ie A. At t = 0 we have no information about the trait so F 0 = {∅, Ω} where ∅ is the empty set. At t = 1 we know x 1 , at t = 2 we know x 1 and x 2 , etc. We do not forget the previously gained information. Therefore each F t contains the trait value at time t plus all the F t that have gone before. ie. F 0 ⊂ F 1 ⊂ F 2 ⊂ . . . ⊂ F T . Each F t is called a field or algebra. The collection of all fields is called a filtration. ie.
The above explanation of fields is limited to the discrete time case. We would also like to model probability can be found in any textbook on measure-theoretic probability (e.g. Pollard 2002 ). The most important field 52 in measure-theoretic probability theory is the Borel σ-field (B). A probability (Lebesgue) measure, P can be 53 defined for a process that generates a σ-field. Hence, a probability space is defined as the triple (Ω, F, P). A following form:
where µ is the mean of the process. Note that X(t) in (1) depends on B(s). 
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Note that the stochastic integral in (1) is with respect to "white noise", implying that B(t) is differentiable,
112
whereas one of the properties of BM is that it is not differentiable. other. In practice, the Itô integral is the most widely used:
we outline a generalized method of constructing new stochastic process models for continuous trait evolution.
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Diffusions as Models of Trait Evolution
129
Consider the stochastic differential equation (SDE): The Ornstein-Uhlenbeck diffusion process can be defined by the following SDE:
for α, µ and σ as real, positive constants. Here, α represents the restraining force of stabilising selection. µ 142 represents the mean trait value (at stationarity). The drift coefficient here is a linear function of X t . The form 143 of the drift is significant, as it is this expression that controls the forcing of the trait X t back towards µ. OU is 144 thus said to be "mean-reverting": X t tends to return to µ over time. However, the property of mean reversion The key to the construction of new models for evolution is the solution of the Fokker-Planck (Kolmogorov
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Forward) equation (Risken 1996) . In one dimension it takes the form:
(5) governs the time evolution of the underlying probability law f (x, t). It is a partial differential equation in 155 x and t. Note that it is not stochastic. If the stochastic process is time-homogeneous, (5) can be written as:
Solving for f (x) gives the following formula for the construction of the stationary distribution (Appendix 1):
where C is a constant of integration found by solving f (x)dx = 1. (7) is sometimes known as Wright's equation (Wright 1938; Cobb 1998).
159
Consider the following diffusion equations:
The drift terms in (8) and (9) are of the same form as in (4). Hence, these processes are both mean-reverting, and will be driven by a central tendency towards µ, with a restraining force α. The difference between these two processes and OU is in the diffusion coefficient. With a mean-reverting process, the form of the diffusion coefficient determines the distribution of the stationary distribution. The stationary distributions for each process described by (8) and (9) are derived in Appendix 2. While the notation for calculating with diffusion models is powerful and elegant, stochastic processes come alive when visualised using simulation. We provide example plots of paths mapped onto a phylogeny with five species (Figs.2 and 3) . (8) has as its stationary distribution:
Γ is the Gamma function. That is, f (x|µ, δ) is a density of a Gamma distribution with mean = µ, mode = µ − δ, Large dots are nodes and tips.
163
The stationary distribution of the process described by(9) is:
B is the Beta function. That is, f (x|µ, δ) is the density of a Beta distribution with x ∼ Beta( µ δ ,
(1−µ) δ ) (Fig 2) .
164
The analysis of (8) and (9) and several other examples have been provided by Cobb (1998). It is interesting 165 that in both cases, the substitution δ = α was necessary in order to correctly recognise the distributions as been addressed by Cai and Lin (1996) . Extra information is needed, specifically the form of the spectral density 175 of the process, which affects the structure of the drift coefficient in the SDE. Unfortunately for models of trait 176 evolution, we rarely have detailed information on the evolutionary trajectory of a trait (ie the true historical 177 realisation of the process) and hence we cannot analyse the spectral density of the trajectory in order to infer a good model for the drift coefficient. We need to make extra assumptions. Fortunately, if we assume that the spectral density is of the low-pass filter type:
where Φ XX is the spectral density at frequency ω, δ 2 is the mean-square value of the process X(t), then the 181 drift coefficient will be of the mean-reverting OU type in (4), with α in (10) being identical to α in (4). The 182 low-pass filter assumption implies that the drift coefficient is determined mainly by the low frequency (long 183 wavelength) characteristics of the evolutionary trajectory. That is, the form of the drift is mainly determined 184 by long-lasting, slow deviations from µ and short-term (high-frequency) excursions are less important. To our 185 knowledge, this assumption has never been made explicit in the literature on the application of the OU model 186 in phylogenetic comparative methods.
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Calculation of the diffusion coefficient comes directly from the application of the time-homogeneous FokkerPlanck equation (6), except instead of solving for f (x), we now solve for σ(x) (Cai and Lin 1996). The expression for σ 2 (x) becomes:
yf (y)dy.
188
Transition Distributions
189
The stationary distribution is not the only distribution associated with a Markov diffusion process. The transi- 
for t > s ≥ 0 where
I ν is the modified Bessel function of the first kind of order ν:
where z ∈ R + and Γ(·) is the Gamma function. The expectation and variance of this distribution are:
respectively. The transition density of equation (9) is even more complicated and involves infinite sums of 
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The notion of using fossil phenotypes and dates to fix points in the trait-time space is attractive, but may ancestor or as a sister taxon). It may be that inferring a fossil as a direct ancestor rather than as a close sister 249 taxon will make little difference to parameter estimates for models of quantitative trait evolution. However,
250
this has yet to be established. 
Provided the transformation g(·) exists and is invertible, Y fulfils the diffusion equation:
with Y t0 = g(x 0 ).
252
Transforming the model to remove any dependence of the diffusion coefficient on X(t) and on t makes the 
Further, equations (A1.1) can be written as:
S(X t , t) can be interpreted as a probability flow. For natural boundary conditions min x = −∞ and max x = ∞, and assuming time-homogeneity, S(X t , t) = S(X t ) = 0. Letting x = X t we have the following first-order linear (1−µ) δ ).
