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ABSTRACT 
The efficiencies of water exchanges in both vertical and horizontal directions 
reflect the overall impact of various physical processes and serve as important indicators 
of physical control over a variety of ecological and biogeochemical processes. The 
vertical exchange between surface layers and bottom layers of a waterbody has proved to 
exert great control over the hypoxic condition, while the horizontal exchange between an 
estuary and coastal ocean determines the flushing capacity of the estuary and the 
retention rate of riverine materials. Various processes, such as tidal flushing, tidal mixing, 
gravitational circulation, and lateral circulation, can affect water exchange. Therefore, 
water exchange processes are complex and varying in time and space in estuaries. 
Besides the impact of numerous forcing variables, large-scale climate oscillation, sea-
level rise, and human activities can result in a change of estuarine dynamics. Two 
biologically relevant timescales, residence time (RT) and vertical exchange time (VET), 
are used in this study to quantify the overall horizontal and vertical exchange, aiming to 
understand the physical transport control over the ecosystem functioning in a simpler way.  
 A long-term simulation of VET in the Chesapeake Bay over the period of 1980-
2012 revealed a high spatial and seasonal similarity between VET and the dissolved 
oxygen (DO) level in the mainstem of the Chesapeake Bay, suggesting a major control 
over the DO condition from the physical transport. Over the past three decades, a VET of 
about 20 days in the summer usually indicates a hypoxic condition in the mainstem. 
Strong correlation among southerly wind strength, North Atlantic Oscillation index, and 
VET demonstrates that the physical condition in the Chesapeake Bay is highly controlled 
by the large-scale climate variation. The relationship is most significant during the 
summer, during which time the southerly wind dominates throughout the Chesapeake 
Bay. By combining the observed DO data with modeled VET, decoupling the physical 
and biological effect on the DO condition becomes possible. Bottom DO consumption 
rate was estimated through a conceptual model that links DO with VET. Using observed 
DO data and modeled VET, the overall biological effect on the DO condition can be 
quantified. The estimated bottom DO consumption rate shows strong seasonal variation 
and its interannual variation is highly correlated with the nutrient loading.  
 The response of an estuary ecosystem to a change of nutrient loading depends on 
the flushing capacity of the estuary, which is related to the horizontal water exchange. 
The overall flushing capacity can be quantified by resident time, which determines the 
retention and export rates of materials discharged in the estuary. The horizontal exchange 
in Chesapeake Bay was investigated over the period of 1980-2012. Quantified by the 
residence time (RT), the horizontal exchange in Chesapeake Bay exhibits high 
interannual and spatial variability. The 33-year simulation results show that the mean RT 
of the entire Chesapeake Bay system ranges from 110 to 264 days, with an average value 
of 180 days, which is smaller than 7.6 months (approximately 230 days) reported in 
previous studies. There is significant lateral asymmetry of RT in the mainstem, with a 
larger RT along the eastern bank than that along the western bank in the lower Bay, 
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which is mainly attributed to the horizontal shearing of estuarine circulation and large 
freshwater input along the western bank. Because of the persistent stratification and 
estuarine circulation, the vertical difference between the surface RT and bottom RT is 
dramatic, with a difference as large as 100 days. Relations among RT, river discharge, 
and strength of estuarine circulation reveal that the variation of horizontal exchange is 
mainly controlled by the river discharge and modulated by the estuarine circulation. A 
strengthened estuarine circulation will enhance the water exchange and reduce the RT. 
By affecting the estuarine circulation, wind forcing has a great impact on the horizontal 
exchange.   
 The horizontal and vertical exchanges, together, contribute to the unique pattern 
of riverine material redistribution in Chesapeake Bay. By conducting long-term 
numerical simulations using multiple passive tracers that are independently released in 
the headwater of five main rivers (i.e., Susquehanna, Potomac, Rappahannock, York, and 
James Rivers), the relative contribution of discharge from each river to the total material 
in the mainstem can be calculated. The results show that the discharge from Susquehanna 
River has the dominant control on the riverine material throughout the entire mainstem. 
Despite the smaller contribution from the lower-middle Bay tributaries to the total 
materials in the mainstem, materials released from these rivers have a high potential to be 
transported to the middle-upper Bay through the bottom inflow by the persistent estuarine 
circulation. Depending on the magnitude of river discharge and the location of the 
tributary, material released at the headwaters of the main five rivers contributes 
differently to the riverine material in the mainstem. Material released in the upper estuary 
tends to have a longer residence time and a larger contribution, while materials released 
near the mouth are subject to a rapid flushing process, a small retention time, and a strong 
shelf-current induced dilution. The results reveal three distinct spatial patterns for 
materials released from the main river, tributary, and coastal oceans. 
 One of the potential factors to change the exchange processes is the degree of 
human activities, such as construction of large infrastructures. With projected intensified 
hurricane and an accelerated sea-level rise in the 21st century, building storm surge 
barriers to mitigate the flooding risk has been considered as feasible climate change 
adaptation strategies in many coastal areas, which will surely affect the ecosystem 
functioning by affecting the water exchange. Two types of partially embanked storm 
surge barriers across the mouth of Chesapeake Bay were examined. Under modeled 
scenarios, surge barriers exert a significant influence on the tide, salinity, residual current, 
and transport processes. The vertical exchange is weakened, mainly due to the reduction 
of tidal range and tidal mixing. Even though the stratification is enhanced, the estuarine 
circulation is weakened due to accumulation of freshwater in the downstream and a 
decreased horizontal salinity gradient. The overall horizontal exchange is weakened due 
to a barrier, but the impact varies spatially. 
  
 
 
 
 
Impact of climate variation and human adaptation on the physical 
transport processes and water exchange in Chesapeake Bay 
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GENERAL INTRODUCTION 
Physical transport processes and water exchange are the most fundamental aspects 
of a coastal aquatic system, and they highly influence various biogeochemical processes 
of the system. Understanding and accurately estimating the water exchange is of 
particular importance for establishing a reliable material budget and predicting the 
ecosystem response to climate variation and human-induced perturbation. Water 
exchange between an estuary and the adjacent coastal ocean, and between the estuarine 
mainstem and its sub-estuaries, directly determines the material redistribution in an 
estuary. A quantitative investigation of water exchange will provide valuable information 
for source and fate assessments for a variety of substances, such as nutrients, sediments, 
fish larvae, trace elements, and contaminants.  
Water exchange can be categorized into two classes, the vertical water exchange, 
and the horizontal water exchange. Those two types of exchanges, individually or 
together, have a significant influence on various aspects of estuarine and coastal systems.  
Vertical water exchange and its control on hypoxia 
 Dissolved oxygen (DO) is essential for the survival of almost all aquatic 
organisms and is the most commonly measured state variable that indicates the 
environmental integrity of a waterbody as it is influenced by physical, chemical, and 
biological dynamics within the ecosystem. A seasonally hypoxic condition (DO<2 mg l-1) 
in sub-pycnocline waters is often observed in estuaries, lakes, and coastal waters, such as 
Chesapeake Bay (Taft et al., 1980; Officer et al., 1984; Kuo and Neilson, 1987; Kemp et 
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al., 2005), the Gulf of Mexico (Rabalais et al., 2001; Justić et al., 2003), Lake Erie 
(Hawley et al., 2006), and Long Island Sound (Anderson and Taylor, 2001; Lee and 
Lwiza, 2008). Hypoxia in coastal waters is a widespread phenomenon that appears to 
have been growing globally for at least 50 years (Gilbert, 2001; Diaz and Rosenberg, 
2008; Rabalais et al., 2001). Much of the recent increased extent and severity of hypoxia 
is believed to be caused by excessive anthropogenic inputs of nutrients and 
eutrophication (Cloern and Jassby, 2010; Diaz and Rosenberg, 2008). 
 Hypoxia in estuaries and coastal seas is usually the consequence of a combination 
of eutrophication and strong density stratification. Remediation on nutrient loading, 
mainly the nitrogen and phosphorus, has been recommended to reduce the hypoxia in a 
variety of coastal systems (Kemp et al., 2009). With the changing climate, the physical 
control on the hypoxia has proved to be an important factor to modulate the bottom DO 
condition (Murphy et al., 2011; Scully 2013; Yu et al., 2015; Chen et al., 2015). 
Generally prolonged density stratification are necessary for the formation of hypoxia 
(Stanley and Nixon, 1992; Buzzelli et al., 2002; Bergondo et al., 2005).  Murphy et al. 
(2011) found that the early summer hypoxia trend in the Chesapeake Bay is related to an 
increase of the stratification strength from 1985-2009. Multiple recent studies have 
confirmed the important role of physical control on the formation of hypoxia in various 
coastal systems, such as Yangtze Estuary (Chen et al., 2015), Gulf of Mexico (Yu et al., 
2015) and Chesapeake Bay (Hong and Shen, 2013; Scully, 2016). Yu et al (2015) 
conclude that the spatial distribution of hypoxia along Louisiana shelf in the northern 
Gulf of Mexico can be largely attributed to the physical processes that regulate the river 
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plume and stratification. Scully (2016) demonstrated that the variation of physical control 
in the Chesapeake Bay over the period of 1984-2013 accounts for more than 50% of the 
interannual variation of hypoxic volume. 
 Various physical processes contribute to the physical control of DO condition, e.g. 
gravitational circulation, lateral circulation, and density stratification (Kuo and Neilson, 
1987; Sanford et al., 1990; Hagy et al., 2004; Scully, 2010). Rare studies gave a 
quantitative indicator to represent the physical control because it is determined by a 
variety of processes with different time scales. Exploring a way to be able to decouple the 
physical control and biological control quantitatively will be very helpful for further 
understanding of the hypoxia formation and development.  
Horizontal water exchange between Chesapeake Bay and the coastal ocean 
Horizontal water exchange between a partially mixed estuary and the coastal 
ocean can be attributed to two major processes, tidal exchange and estuarine circulation. 
The tidal exchange is extremely important in those estuaries with weak estuarine 
circulation. One of the important parameters to characterize the tidal exchange is the 
return ratio, which quantifies the portion of the clean ocean water entering the estuary 
during flood tide for the first time (Parker et al., 1972; Rynne et al., 2016). Field 
measurement of the return ratio in San Francisco Bay is about 76% on average through 
the Golden Gate (Parker et al., 1972), while the return ratio in many Cheapeake Bay 
tributaries varies from 0.3 to 0.5 (Kuo et al., 2005). Rynne et al. (2016) decompose the 
tidal exchange into two fractions, an ocean exchange fraction and a lagoon exchange 
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fraction, providing a better understanding of the tidal exchange. A return ratio can be 
calculated by using the residence time and exposure time (de Brauwere et al., 2011; 
Andutta et al., 2016). The residence time is the time for a water parcel to reach, for the 
first time, an open boundary of the domain of interest, while the exposure time is the time 
for a water parcel that will stay in the domain before it is completely flushed out. Neither 
interannual variations of the return ratio nor the residence time in the Chesapeake Bay 
have been quantitatively reported.  
Gravitational circulation has been widely known as an essential part of estuarine 
dynamics in a partially mixed estuary, serving as the important path of material transport 
in estuaries. Hansen and Rattray (1965) developed the first theory for the gravitational 
circulation, which incorporated river discharge, diffusive flux, and exchange flow. The 
theory of gravitational circulation has been well established over the past half century 
(Hansen and Rattray, 1965; Chatwin, 1976; McCarthy, 1993; MacCready, 2004; Valle-
Levinson et al., 2003; Valle-Levinson, 2008; Geyer and MacCready, 2014). The 
persistent gravitational circulation in the Chesapeake Bay was investigated by in-situ 
measurements and numerical modelings (Goodrich and Blumberg, 1991; Valle-Levinson, 
1995; Chen and Sanford, 2009). The gravitational circulation has proved to influence a 
variety of ecosystem relevant phenomena, such as hypoxia, fish larvae transport, and 
maintenance of turbidity maximum zone (Kuo and Neilson, 1987). The relationship 
between gravitational circulation and horizontal water exchange has not been fully 
investigated. 
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Horizontal water exchange is a key parameter in quantifying the impact of 
hydrodynamics on biochemical processes in an estuary. The ecological responses of a 
waterbody to increased nutrient loads have been widely linked to the flushing capability 
of the system (Monbet, 1992; Boynton et al., 1995; Josefson and Rasmussen, 2000). The 
available nutrient supply for algae growth is determined not only by the nutrient loads but 
also by the retention of nutrients, which is related to the residence time of a system 
(Nixon et al., 1996). For example, coastal eutrophication has been built up in Koljo 
Fjords because of slow water exchange, even though there are no significant nutrient 
loads (Rosenberg, 1990; Lindahl et al., 1998; Nordberg et al., 2001). The export rate of 
nutrients proved to be strongly negatively related with the residence time (Nixon et al., 
1996; Dettmann, 2001).  With a larger residence time, nutrients are subject to a longer 
retention within in the estuary basin, and the fraction of nutrients to be exported to the 
open ocean will be smaller.  
Despite the complex dynamics related to the horizontal exchange processes, 
quantifying the overall water exchange would be very useful for both understanding the 
physical processes and the management of pollutant sources. Besides the interactions of 
tide and freshwater discharge, measurement at the Bay’s mouth has shown the important 
roles of both local wind and the remote wind effect in modulating the overall water 
exchange at the Bay’s mouth (Wong and Valle-Levinson, 2002). Both the long-term and 
short-term dynamics could attribute to the horizontal water exchange. The subtidal 
residual water exchange is mainly controlled by the persistent stratification, which is 
primarily controlled by the freshwater discharge. A short-term change of the dynamic 
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condition, such as stratification/ destratification, or strong downwelling/ upwelling during 
hurricane and storm events, could pose a significant influence on the water exchange (Li 
et al., 2006; Shen and Gong, 2009). 
To quantify the water exchange, several timescales have been widely used, 
including flushing time, water age, residence time, and exposure time. Flushing time is 
regarded as a bulk or integrative property that describes the overall exchange or renewal 
capability of a waterbody (Dyer, 1973; Geyer et al., 2000; Officer, 1976; Oliveira and 
Baptista, 1997). The other three timescales provide the space-varying property of the 
waterbody in the domain of interest. The age of a water parcel is defined as the time 
elapsed since the parcel departed the region in which its age is defined to be zero 
(Deleersnijder et al., 2001; Takeoka, 1984; Zimmerman, 1976). The spatial pattern of the 
transport time in the Bay’s mainstem was initially investigated by Shen and Wang (2007) 
using the concept of freshwater age. They found that it requires 120-300 days for a 
marked change in the characteristics of the pollutant source discharged into the Bay from 
the Susquehanna River to affect significantly the conditions near the Bay mouth for 
selected wet and dry years. However, the temporal and spatial interannual variation of 
residence time have not been reported because of the difficulty of this calculation using a 
conventional modeling approach. The monthly and interannual variation of residence 
time in a system could indicate the overall impact of a changing climate condition on the 
dynamics of the system.     
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             Besides the forcings that vary from hourly to monthly, such as wind, tide, and 
freshwater discharge, other factors such as the change of sea level and human-created 
coastal infrastructures can also result in a long-lasting impact on the water exchange. 
Water renewal is generally thought to be slowed down when sea level rises because of 
increased volume in the estuary (Hong and Shen, 2012). However, on the other hand, the 
gravitational circulation will be enhanced due to increased stratification and enlarged 
water depth, which would offset some impact from the increase of volume. Human 
interferences have increased in estuarine and coastal systems in recent years. 
Infrastructures, such as causeways and barrier islands, would pose great impact on the 
water exchange and thus the ecosystem functions. Because of accelerated sea-level rise 
and intensified storm due to climate change, floodgates and barriers have been built in 
coastal area to mitigate the damage by storm surge and inundation. While these structures 
provide protection from storm surges, there may be an ecological cost. However, the 
impact of the storm-surge barrier in a partially mixed estuary is not well known.  Many 
previous studies of hypothetical tests on storm surge barriers mainly focused on the 
impact of water level, tidal current (Bowman et al. 2005), and sediment transport 
(Eelkema et al. 2013). Studies rarely gave an explicit answer to the question as to 
whether the changes of water level and salinity could cause long-lasting and dramatic 
changes to physical transport processes. The long-term change has been observed after 
construction of similar infrastructures, such as reclamations, bridges, causeways, and 
tidal barriers. These large constructions can dramatically change the tidal attenuation, 
tidal prism, salinity stratification, residual circulation, flushing capacity, and residence 
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time (McAlice and Jaeger 1983; Militello and Zarillo 2000; Gong et al., 2008; Meyers et 
al. 2014; Lee and Zaharuddin 2015). McAlice and Jaeger (1983) demonstrated that 
building a causeway in the Sheepscot River Estuary would reduce the tidal flow, and 
enhance both salinity stratification and gravitational circulation. To minimize unintended 
consequences, the impact of a storm surge barrier on the hydrodynamics and ecosystem 
should be carefully evaluated before construction. 
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OBJECTIVES   
Given the important role that vertical and horizontal water exchange plays in the 
estuarine and ecosystem dynamics, and the unanswered question of the potential impact 
of climate variation and human activities, my main objective is to study the long-term 
variation of water exchange and its impact on estuary hypoxia, as well as material 
retention and distribution, and to understand the underlying physical parameters that 
control the variation. My studies will focus on four specific objectives, which are 
summarized as follows and will be achieved in each chapter.   
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CHAPTER 1 
It is commonly agreed that both physical control and biological control on bottom 
dissolved oxygen condition are important. However, these two impacts usually are 
coupled and difficult to separate. A conceptual two-layer model that involves the vertical 
transport processes and bottom-layer DO consumption process is used in this chapter to 
investigate the contributions of physical and biological processes on hypoxia in the 
Chesapeake Bay. Combining the modeled vertical transport time and long-term observed 
DO will enable us to decouple the effects of biological and physical controls on the 
hypoxic condition in Chesapeake Bay. The potential forcing driving both the biological 
and physical conditions will be discussed.  
Objective 1: Understanding the influence of interannual variation of vertical exchange 
time from 1988 to 2012 and its impact on dissolved oxygen variation in the Chesapeake, 
and decoupling the contribution of physical process and biological processes on DO.  
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CHAPTER 2 
The horizontal exchange process can be quantified by the residence time, which can 
provide characteristics of the water exchanges inside the Chesapeake Bay and between 
the Bay and coastal sea in both temporal and spatial variation. However, the spatial 
variation of residence time in Chesapeake Bay has not been well documented. Multiple 
processes and forcings could affect the residence time, including wind, river discharge 
and estuarine circulation.  The relative importance of those factors is different on the 
interannual and inter-monthly variation of residence time.  
 
Objective 2: Understanding the impact of physical forcings and estuarine circulation 
on residence time, and on water and material retention and export between of estuary 
and coastal sea. 
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CHAPTER 3 
Through estuarine circulation, material released in the Lower Chesapeake Bay can be 
transported to the Upper Bay. How far and what percent of the material from the lower 
estuary can be transported to the upstream is rarely investigated. For an estuary system 
with multiple tributaries, the relative contribution from each tributary can provide 
important information for source analysis and fate prediction of conservative substance 
and passively moving organisms (e.g. pollutant, nutrient, algal, fish larvae). Based on 
long-term numerical simulation for multiple tracers that are separately released at the 
head of five main tributaries (i.e. Susquehanna, Potomac, Rappahannock, York and 
James), the pathway and the relative contribution of riverine material from each tributary 
were investigated in this study. 
 
Objective 3: Understanding the material exchange between estuary and sub-estuaries 
and the contribution of discharges from each tributary to overall material distribution 
in the Bay mainstem  
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CHAPTER 4 
Floodgates or storm surge barriers are increasingly being considered as feasible climate 
change adaptation strategies to mitigate flooding risk. We developed a numerical 
modeling approach for a partially mixed estuary to simulate long-term alterations to 
hydrodynamics and transport processes induced from human modifications; two types of 
partially embanked storm surge barriers across the mouth of Chesapeake Bay were 
examined. The analysis of impact of barriers on the estuarine dynamics, including tide, 
salinity, estuarine circulation, vertical and horizontal exchange, are conducted.  
 
Objective 4: Understanding the impact of potential impact of large human-made 
infrastructure on the estuarine dynamics and ecosystem functioning in a partially 
mixed estuary   
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ABSTRACT:  
It is instructive and essential to decouple the effects of biological and physical processes 
on the dissolved oxygen condition, in order to understand their contribution to the 
interannual variability of hypoxia in Chesapeake Bay since the 1980s. A conceptual 
bottom DO budget model is applied, using the vertical exchange timescale (VET) to 
quantify the physical condition and net oxygen consumption rate to quantify biological 
activities. By combining observed DO data and modeled VET values along the mainstem 
of Chesapeake Bay, the monthly net bottom DO consumption rate was estimated for 
1985-2012. The DO budget model results show that the interannual variations of physical 
conditions accounts for 88.8% of the interannual variations of observed DO. The high 
similarity between the VET spatial pattern and the observed DO suggests that physical 
processes play a key role in regulating the DO condition. Model results also show that 
long-term VET has a slight increase in summer, but no statistically significant trend is 
found. Correlations among southerly wind strength, North Atlantic Oscillation index, and 
VET demonstrate that the physical condition in the Chesapeake Bay is highly controlled 
by the large-scale climate variation. The relationship is most significant during the 
summer, when the southerly wind dominates throughout the Chesapeake Bay. The 
seasonal pattern of the averaged net bottom DO consumption rate ( 20'B ) along the main 
channel coincides with that of the chlorophyll-a concentration. A significant correlation 
between nutrient loading and 20'B  suggests that the biological processes in April-May are 
most sensitive to the nutrient loading. 
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1 INTRODUCTION 
Dissolved oxygen (DO) is essential for the survival of almost all aquatic 
organisms and is the one commonly measured state variable that can integrate physical, 
chemical and biological dynamics with ecosystem effects in natural waters. A seasonally 
hypoxic condition (DO<2 mg l
-1
) in sub-pycnocline waters is often observed in estuaries, 
lakes, and coastal waters, such as Chesapeake Bay [Taft et al., 1980; Officer et al., 1984; 
Kuo and Neilson, 1987; Kemp et al., 2005], the Gulf of Mexico [Rabalais et al., 2001; 
Justić et al., 2003], Lake Erie [Hawley et al., 2006], and Long Island Sound [Anderson 
and Taylor, 2001; Lee and Lwiza, 2008]. Hypoxia in coastal waters is a widespread 
phenomenon that appears to have been growing globally for at least 50 years [Gilbert, 
2001; Diaz and Rosenberg, 2008; Rabalais et al., 2010]. Much of the recent increased 
extent and severity of hypoxia is believed to be caused by excessive anthropogenic inputs 
of nutrients and eutrophication [Cloern and Jassby, 2010; Diaz and Rosenberg, 2008]. 
 Hypoxia was initially observed in the mainstem of the Chesapeake Bay in the 
1930s [Newcombe and Horne, 1938] and severe anoxia (DO<0.2 mg L
-1
) was observed 
as early as 1984 [Seliger et al., 1984]. Hypoxia and anoxia usually develop in the 
Chesapeake Bay from the middle to upper Bay in summer [Kemp et al., 2005].  Generally, 
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large amounts of organic matter are released from the euphotic zone and settle to the 
bottom water after the spring diatom bloom, which usually begins in March and declines 
in April [Harding, 1994; Marshall and Nesius, 1996; Hagy et al., 2005].  As bottom 
water is isolated from oxygenated surface water due to strong stratification [Taft et al., 
1980], the decomposition of organic matter by microbes in the bottom water depletes the 
DO, leading to hypoxia [Taft et al., 1980; Officer et al., 1984; Malone et al., 1986]. Net 
oxygen demand in bottom water is exacerbated by decreased aeration due to increased 
stratification and lower solubility of DO in summertime [Sanford et al., 1990]. Besides 
the impact of various biological processes, the variation of estuarine dynamics is one of 
the key factors controlling the development of hypoxia in the Chesapeake Bay [Malone et 
al., 1986; Kuo and Neilson, 1987; Kuo et al., 1991; Boicourt, 1992; Scully, 2010a, b]. It 
is largely believed that freshwater, usually associated with nutrient loading, is a major 
factor in regulating both interannual stratification and bottom DO variation, and is an 
important predictor of summertime hypoxia volume [Boicourt, 1992; Hagy et al., 2004]. 
Two major non-tidal circulations that contribute to oxygen transport are gravitational 
circulation and lateral circulation. The strength of the gravitational circulation is 
responsible for determining hypoxia conditions of the bottom waters in Virginia 
tributaries [Kuo and Neilson, 1987]. Lateral circulation, caused by wind-driven Ekman 
transport, replenishes the low DO bottom water in deep channels with oxygenated 
shallow water [Sanford et al., 1990; Scully, 2010b], and also transports oxygen-depleted 
bottom waters over adjacent shallow areas [Tuttle et al., 1987]. 
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 In general, both the extent and duration of hypoxia are positively correlated with 
the nutrient loading [Hagy et al., 2004; Kemp et al., 2009]. One interesting question that 
remains unanswered for the Chesapeake Bay is the inconsistent relationship between the 
rates of increase of hypoxia volume and nutrient inputs since the 1980s. The nutrient 
loading has shown a slightly decreasing trend or has remained at the same level since the 
early 1980s [Murphy et al., 2011] while summertime hypoxia volume in the Chesapeake 
Bay has not changed significantly over time [Hagy et al., 2004]. Hypoxia is the result of 
both biological and physical processes. However, they are highly coupled as the 
biological process can be highly modulated by the physical process due to changes of 
transport and residence time [Nixon et al., 1996; Lucas et al., 2009]. To address this 
problem, a quantitative evaluation of the relative contributions of the biological effect 
and the physical effect is needed. 
 Previous studies show that the development of hypoxia in the bottom layer of 
estuaries results from the competition between DO consumption and DO supply and is 
highly correlated to the external physical forcings [Kuo and Neilson, 1987; Sanford et al., 
1990; Scully, 2010a, b; Lee et al., 2013]. To diagnose the influence of physical processes 
and biological processes on DO, complex three-dimensional eutrophication models have 
been successfully applied to Chesapeake Bay [Cerco, 1995a, b; Cerco and Noel, 2004; 
Linker et al., 2000; Testa et al., 2014]. On the other hand, the statistical approaches and 
simplified models provide important correlations between hypoxia volume and external 
forcings, such as freshwater, nutrient loading, and wind strength [Hagy et al., 2004; 
Scavia et al., 2006; Lee et al., 2013].  Shen et al. [2013] proposed a conceptual bottom 
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DO budget model, which is applicable to separate physical and biological processes 
based on timescales that quantify both physical and biological processes. This approach 
will be used to investigate the long-term variation of physical and biological conditions in 
the Chesapeake Bay in this study. By decoupling the effects of physical and biological 
processes, the variation of biological processes and its correlation with nutrient loading 
can be evaluated.    
 The purpose of this study is (1) to understand the inconsistent relationship 
between variation of hypoxia volume and nutrient loading in Chesapeake Bay since the 
1980s, (2) to assess the effect of interannual variation of physical and biological 
processes on the bottom DO condition, and (3) to discern the causes of the interannual 
variation of physical and biological conditions. A three-dimensional numerical model 
was used to compute the timescale of vertical exchange time that quantifies the 
interannual variation of the influences of physical processes. Using the bottom DO 
budget model and sufficient observation data along the deep channel of the Chesapeake 
Bay, we are able to estimate the monthly variation of the net consumption rate of 
dissolved oxygen, which can be used to evaluate the biological effect on hypoxia.  
 
2 METHODS 
2.1 Conceptual bottom DO budget model 
 A conceptual model based on timescales for describing the bottom DO for an 
estuary was developed by Shen et al. [2013]  and has been applied to estimate the bottom 
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DO in the Chesapeake Bay [Hong and Shen, 2013]. For a partially mixed estuary, the 
gravitational circulation can be described by a two-layer model [Prichard, 1952; Kuo and 
Neilson, 1987; MacCready, 2004]. Assuming steady state for tidally averaged flow, the 
lower layer oxygen for a uniform estuary is governed by the following equation [Kuo and 
Neilson, 1987]: 
 sz O OkdOu B
dx H d

       (1) 
where u is the mean bottom inflow velocity due to estuarine circulation and is assumed to 
be constant, sO  and O are the DO concentrations (mg l
-1
) in the surface and bottom 
layers, zk is the vertical exchange rate (m
2 
s
-1
) between the surface and bottom layers that 
parameterizes the overall exchange between surface and bottom layers and is not limited 
to turbulent mixing, H  is the bottom layer thickness, d is the distance between the 
middle of two layers, and B  is the total DO consumption rate (gO2m
-3
d
-1
) including both 
that from water column and SOD. Letting sD O O   as DO deficit, and applying 
boundary condition 0D D at 0x  , Eq. 1 can be solved as: 
0(1 )
z zk x k x
Hdu Hdu
s z s s
DD BHd
e e
O k O O
 
   , and 0D        (2) 
 An approach similar to that of Lucas et al. [2009] is used by letting (1) /e x u   
be the longitudinal transport timescale indicating the travel time of gravitational 
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circulation; (2) /v zHd k   be the vertical exchange timescale; and (3) /b sO B  be the 
timescale of the biological oxygen consumption. Substituting into Eq. 2 gives: 
/ /01 (1 )e v e vv
s b s
DO
e e
O O
   

             (3) 
 The equation is a function of timescales and gives a Lagrangian perspective of the 
DO budget in the sub-pycnocline. The third term on the right-hand side of Eq. 3 accounts 
for the effect of the boundary condition, which diminishes as x increases. Because the 
Chesapeake Bay has a persistent stratification, the bottom layer is referred to the layer 
below the pycnocline in this study. The boundary of the conceptual model is set to 
coincide with the open boundary of the 3-D hydrodynamic model and x is the distance 
from the open boundary (~60 km from the mouth of Chesapeake Bay).  The effect of the 
boundary condition can be neglected due to the minor variability of oxygen conditions 
for the open ocean and the long distance from the mainstem of the Bay to the open 
boundary.  
 The longitudinal transport timescale e usually ranges from 100 to 150 days in the 
mid to upper Bay [Shen et al., 2013]. Even if DO at the open ocean is well oxygenated, it 
will be consumed by biological processes after 100 to 150 days while transported 
upstream by the gravitational circulation. v  usually ranges from 0 to 40 days in the 
Chesapeake Bay [Shen et al., 2013]. /e v  is larger than 2, and the term exp( / ) 1e v  . 
Thus DO is mainly controlled by biological consumption and vertical exchanges and the 
effect of longitudinal circulation that transport oxygenated water at the mouth to the 
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middle and upper Bay can be neglected. Consequently, the bottom DO in the mid-to-
upper Bay can be simplified as: 
s vO O B     (4) 
2.2 Vertical exchange time calculation 
 One essential variable required in the bottom DO budget model is the vertical 
exchange timescale ( v ). We use this vertical exchange timescale (VET) to parameterize 
the overall exchange between the surface and bottom layers, which includes effects due 
to lateral circulation, gravitational circulation, and other processes, and is not limited to 
turbulent mixing. 
 The timescale can be computed using the concept of water age [Delhez et al., 
1999; Huang et al., 2010; Liu et al., 2012; Shen et al., 2013]. The vertical exchange time 
is the elapsed time since the water parcel was last in contact with the surface. The age is 
the mean time required for the parcel to be transported from the surface to the bottom, 
regardless of its pathway. The age clock will be reset to zero if the water parcel travels 
back to the surface before reaching the bottom.  
 Delhez et al. [1999] provided a way to use a numerical model to compute the 
water age. Assuming there is only one tracer released to a system without internal sources 
and sinks, the transport equation for computing the tracer and the age concentration can 
be written as [Deleersnijder et al., 2001]: 
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( , )
( ( , ) ( , )) 0
C t x
uC t x K C t x
t

   

       (5) 
( , )
( ( , ) ( , )) ( , )
t x
u t x K C t x C t x
t



   

       (6) 
The mean age can be calculated as follows:  
( , )
( , )
( , )
v
t x
t x
C t x

         (7) 
where i j k
x y z
  
   
  
, C  is the tracer concentration,   is age concentration, and 
K  is the diffusively tensor.  
  Following Eq. 5-7, we use Environmental Fluid Dynamics Code (EFDC) 
[Hamrick, 1992] to compute the vertical age by continuously releasing tracers at the 
surface and applying a zero-flux boundary condition at the bottom [Gustafsson and 
Bendtsen, 2007]. EFDC uses a boundary fitted curvilinear grid model in the horizontal 
and sigma grids in the vertical. This model has been calibrated for surface elevation, 
current, and salinity for the Chesapeake Bay and is suitable for hydrodynamic 
simulations in the Chesapeake Bay [Hong and Shen, 2012, 2013].The model produces 
reliable stratification and destratification response temporally and spatially in both wet 
and dry year [Hong and Shen, 2012]. The same model configuration and boundary 
condition are used for computing the age in this study as were used in Hong and Shen 
[2012]. The bathymetry and grid are shown in Fig. 1. The simulation of vertical age ( v ) 
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starts in 1984 and continues until 2012. The first year is for model spin-up. The model is 
forced by interpolated observed tide at the open boundary 
(http://tidesandcurrents.noaa.gov), freshwater discharges of eight main tributaries 
(http://waterdata.usgs.gov/nwis/), and wind obtained from the North America Regional 
Reanalysis (NARR) produced at the National Center for Environmental Prediction 
(http://www.esrl.noaa.gov/psd/thredds/catalog/Datasets/NARR/pressure/catalog.html). 
2.3 Estimation of the influence of physical processes on DO variation  
 By assuming a constant biological condition (or mean condition), we can examine 
the DO variation induced by the physical condition via the conceptual bottom DO budget 
model. As shown in Eq.4, bottom DO is mainly controlled by two variables, 'B
representing the biological processes and v  representing the physical process.  In this 
study, we use an averaged net bottom DO consumption rate of 0.3 g O2 m
-3 
d
-1
 at a 
temperature of 20 degree Celsius based on observations. The observed net DO 
consumption rate varies temporally and spatially with a range of 0.1~0.9 g O2 m
-3 
d
-1
 
[Boynton and Kemp, 1985; Kemp et al., 1992; Smith and Kemp, 1995].  The temperature 
effect is considered as follows [Thomann and Mueller, 1987]: 
( 20)0.3 1.06 TB          (8) 
 Saturation DO is assumed at the surface layer and saturation DO is calculated as a 
function of temperature and salinity. The temperature and salinity is based on the 
observation data collected from Chesapeake Bay Program 
(http://www.chesapeakebay.net/data/).  
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2.4 Estimation of net bottom DO consumption rate  
 By combining observed DO data and modeled timescale, the net bottom DO 
consumption rate can be computed based on Eq. 4 as follows: 
_ _ _' ( ) /s obs b obs v bottomB O O               (9) 
( 20)
20' '/1.06
TB B             (10) 
where _s obsO  is observed surface layer DO concentration, _b obsO is observed bottom layer 
DO concentration, and _v bottom  is the modeled bottom layer v . The surface and bottom 
values are the vertically averaged values to represent the mean values above and below 
pycnocline water. The pycnocline depth is determined by the observed salinity profile. 
Observed DO data for 20 stations (shown in Fig.1-b) along the deep channel section from 
1985 to 2012 are collected through Chesapeake Bay Program. DO data are firstly 
averaged monthly and interpolated vertically for each station and then interpolated into 
the model grid along the main channel section (207 horizontal grids, 20 layers). In this 
way, 'B  can be estimated monthly for every grid along the deep channel section. 20'B  is 
the estimated net bottom DO consumption rate at a temperature of 20 degrees Celsius. 
20'B represents the rate of bottom water net ecosystem metabolism that quantifies the 
effect of all possible biological processes that regulate bottom DO, including sediment 
oxygen demand, decay of organic matter, and other respirations.  
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3 RESULTS 
3.1 Variation of Vertical Exchange Time  
 Fig. 2 shows the spatial distribution of the VET averaged over 28 years (1985-
2012) (Fig. 2-a, e), conceptual model predicted DO (Fig. 2-b, c, f, g) and observed DO 
(Fig. 2-d, h) along the main channel in spring (left panels) and summer (right panels). 
There is a remarkably similar spatial pattern of VET and observed DO. Both VET  and 
observed DO show a vertical gradient and horizontal gradient in the bottom layer with a 
relatively high VET and low DO in the middle Bay (38N-39N). During the spring, the 
observed DO can be as low as 4 mg l
-1
 and the averaged VET reaches 21 days near 39N. 
During the summer, the averaged VET can be as large as 27 days and hypoxia (DO<2 mg 
l
-1
) appears in the bottom waters at location from 37.8N-39.2N.  The region with VET 
values larger than 24 days is consistent with that having DO values less than 1 mg l
-1
 in 
summer, while VET values of 18 days corresponds to DO value of 2mg l
-1
.  
 A qualitative comparison of variation of DO due to the spatial variation of the 
physical condition can also be inferred by applying the simple budget model at each layer 
using a constant net DO consumption rate (Eq. 4).  Fig. 2-b, f show the model-predicted 
DO using a constant net DO consumption rate of 0.3 g O2 m
-3 
d
-1
 at 20
o
C with a 
correction of temperature (Eq. 8). Compared to the observed DO, it appears that the 
predicted DO over- and under-estimates the bottom DO condition in spring and summer, 
respectively.  The difference suggests that 20B  is of high temporal variability, and a 
higher 20B  and a lower 20B  should be applied in spring and summer, respectively.  Fig. 
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2-c shows the estimated DO in spring with a higher 20B  of 0.4 g O2 m
-3 
d
-1
, and Fig. 2-g 
shows the estimated DO in summer with a lower 20B  of 0.2 g O2 m
-3 
d
-1
.  The great 
similarity of estimated DO (Fig. 2-c, g) and observed DO (Fig. 2-d, h) indicates that both 
temporal and spatial variations of the physical condition play an important role in the 
distribution of bottom DO. Despite the great similarity, the difference between predicted 
DO and observed DO suggests that the spatial and temporal variations of the biological 
condition are equally important.  A 0.1 g O2 m
-3 
d
-1
 difference of 20B , which accounts for 
30% of the mean value, can make a significant difference on the distribution of DO, 
especially for the hypoxic condition in summer.   
 The seasonal variation of VET is examined. Fig. 3 shows the monthly sectionally 
averaged bottom layer VET along the main channel (Fig. 1-b) for every month over 
1985-2012. The bottom layer is the layer below the multi-year averaged pycnocline depth 
based on the observed salinity profile. A significant seasonal pattern of the VET is 
revealed and a peak VET occurs in the summer.  The VET (solid-line), averaged over 28 
years, shows the bottom layer VET is about 10 days in the winter, and 16 days in the 
summer. Besides the seasonal pattern, the VET varies greatly in any specific month over 
the 28 years, with an averaged range of about 10 days. For example, the VET of July 
ranges from 8 to 23 days, which indicates that the average bottom DO concentration 
ranges from 5.5 to 1.4 mg l
-1
, respectively, given an average temperature of 26.3
o
C
 
and a 
20B  value of 0.2 g O2 m
-3 
d
-1
.  Therefore, the area with an average VET of 23 days will be 
under a hypoxic condition in the bottom layer during summer.  
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 The interannual variation of the sectionally monthly averaged VET from April to 
July is shown in Fig. 4. Statistically, no consistent trend of VET is found for any of these 
four months and the decadal variation of VET is different for each month. For April, 
VET shows a slightly decreasing trend from 1985 to 2002 and a rapidly increasing trend 
from 2002 to 2012. An extremely high VET occurred in 2010 while an extremely low 
VET occurred in 2002.  For May, rapid decreases of the VET occurred during 1989-1996 
and 1998-2004, with an extremely low value in 2004. Both June and July shows an 
increasing trend from 1999 to 2012. The slightly increasing trend of VET over the recent 
10 years may contribute to an earlier shift of the maximum hypoxia in Chesapeake Bay 
[Murphy et al., 2011; Zhou et al., 2014].  However, this does not necessarily result in an 
increase of hypoxia volume, as hypoxia is also highly controlled by the biological 
condition.  
3.2 Physically induced bottom DO variation 
 Physically induced bottom DO variation is estimated based on Eq. 4, where a net 
constant bottom DO consumption rate is assumed, but modulated by temperature (Eq. 8). 
Therefore, the variation of modeled DO represents the contribution of the interannual and 
seasonal variations of estuarine dynamics and temperature. The seasonal patterns of 
observed and modeled DO averaged over the entire longitudinal section (shown in Fig.1-
b) are consistently matched (Fig. 5).  The estimated low value of DO in summer and its 
high value in winter correspond to the high value of VET in summer and its low value in 
winter, and the seasonal variation of temperature. A linear regression between observed 
and estimated DO for sub-pycnocline waters of the mainstem shows that the physically 
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induced bottom DO variation accounts for 88.8% of the observed DO variation (Fig. 6), 
suggesting that the variability of the physical condition, including seasonal and 
interannual variations of both the VET and temperature, plays an important role in 
moderating the bottom DO.  
 The difference between observed and modeled DO cannot be neglected, although 
the simple model has a good predictive skill. As shown in Fig. 6, modeled DO is usually 
less than observed DO for a relatively low DO condition (DO < 6 mg L
-1
, usually in 
summer), indicating that the DO consumption rate is less than the average value (i.e., 0.3 
g O2 m
-3 
d
-1
) in summer, which is probably due to the O2-limitation of aerobic respiration. 
This is consistent with the fact that the observed bottom DO consumption rate is smaller 
in the summer in the middle Bay [Kemp et al., 1997]. The bias is randomly distributed 
when DO is high. Nevertheless, the bias can be as large as 2 mg L
-1
 for a high DO 
condition and 3 mg L
-1
 for a low DO condition (Fig. 5). The bias of modeled DO is 
largely contributed from the variation of the biological condition besides the model 
uncertainty, which will be presented in the following section.  
3.3 Net bottom DO consumption rate 
 The net bottom DO consumption rate can serve as an important indicator of the 
biological condition, including the effect of plankton respiration, decay of organic matter, 
and sediment oxygen demand, i.e., a net ecosystem metabolism. The net bottom DO 
consumption rate (B’) can be calculated by combining the modeled timescale and 
observed DO data at each observation station (Eq. 9). The sectionally averaged B has a 
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mean value of 0.24 g O2 m
-3 
d
-1
, a standard deviation of 0.10 g O2 m
-3 
d
-1
, and a maximum 
value of 0.8 g O2 m
-3 
d
-1
(Fig. 7-a), which is consistent with the range of observed and 
modeled results [Boynton and Kemp, 1985; Kemp and Boynton, 1992; Smith and Kemp, 
1995; Scavia et al., 2006; Testa et al., 2014]. The result also shows a significant seasonal 
pattern with a peak in May and a trough in October. After removing the temperature 
effect (Eq. 10), the DO consumption rate at a temperature of 20
o
Celsius ( 20'B ) is 
calculated and can serve as an indicator quantifying dissolved organic matter in the water 
column, as well as the strength of biological processes. It shows a similar seasonal pattern, 
with a peak in April and a mean value of 0.33 g O2 m
-3 
d
-1
,  a standard deviation of 0.16 g 
O2 m
-3 
d
-1
, and a maximum value of 0.95 g O2 m
-3 
d
-1 
(Fig. 7-b). Different from B, 20'B  
has a larger range from December to May, but has a much smaller range from June to 
November. 
 The seasonal pattern of 20'B  coincides with that of the chlorophyll-a 
concentration in Chesapeake Bay. The observed chlorophyll-a concentration data were 
collected by the Chesapeake Bay Program from 1985 to 2012 and interpolated along the 
deep channel section for every month. The sectionally averaged chlorophyll-a 
concentration shows a similar pattern as that of 20'B . However, the peak concentration 
occurs in March and decreases from March to June (Fig. 7-c).  The seasonal pattern of 
20'B  is associated with the variation of phytoplankton biomass from two aspects. Firstly, 
the peak of multiple years of monthly mean values of 20'B  shows a one-month delay to 
the peak of plankton biomass. Following the peak of algal bloom (usually in March), a 
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large amount of organic matter is released to the sub-pycnocline waters, which cause the 
peak of 20'B  (usually in April). Besides, the range of different months has similar 
patterns for 20'B  and chlorophyll-a concentration, both of which have a larger range for 
the months of December to May and a much smaller range for the months of June to 
November. 
 Besides the temporal variation, the spatial variation of estimated net DO 
consumption rate (B) is also important in regulating the DO. The spatial variation of B 
for April-July is shown in Fig. 8. A 28-year average of B (solid line) usually has its 
smallest value at the mouth of the Bay, increasing from the mouth to the Lower Bay 
(37N-38N).  Averaged B maintains the same level or decreases slightly in the middle 
Bay, with a mean value of about 0.3 g O2 m
-3
d
-1
. A smaller standard deviation is found in 
the middle Bay rather than the lower Bay, suggesting a more stable biological condition 
in the Middle Bay. A larger mean standard deviation is found in April and May, rather 
than that in June and July. However, the spatial distribution of standard deviation is quite 
different between April and May. Compared to June and July, the spatial pattern of the 
standard deviation in April is characterized with a larger standard deviation in the Lower 
Bay and a relatively smaller deviation in the Middle Bay, while the deviation in May is 
larger in both the Lower Bay and the Middle Bay. The larger maximum B of April is 
found in the lower Bay (37-38N), while the maximum B of May has a similar magnitude 
in both the Lower Bay and the Middle Bay. This indicates that the high variability of B  
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occurs in the lower Bay, while low variability of B  occurs in the middle and upper Bay 
regions. 
 
4 DISCUSSION 
4.1 Effect of large-scale climate variability 
 The physical condition is controlled by external forcing, including wind, 
precipitation, solar radiation, and river discharge. The variability of the local physical 
condition is likely to relate to the change of the large-scale climate pattern. There is 
growing evidence that climate forcing plays a role in recent changes in the Chesapeake 
Bay [e.g., Najjar et al., 2010; Scully, 2010a; Varnell, 2014]. We hypothesize that the 
physical condition of the Bay is highly controlled by the large-scale climate variation. 
North Atlantic Oscillation (NAO) index has been used as an indicator of the variability of 
the large-scale climate pattern, as it is a major source of the interannual variability in the 
atmospheric circulation, dominating the climate pattern in North America and Europe 
[Loon and Rogers, 1978; Barnston and Livezey, 1987; Kushnir and Wallace, 1989; 
Hurrell, 1995; Hurrell and Loon, 1997]. Correlation analysis between sectionally 
averaged bottom VET and NAO index 
(http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml) is conducted 
over the 1985-2012 period. The results show that they are negatively correlated in June-
July (Fig. 9-a, R=0.58, P = 0.001). 
41 
 
 Two of the most important external forcings are wind and freshwater discharge. 
We found a significant correlation between southerly wind and VET in June-July (Fig. 9-
b), while no significant correlation is found between freshwater discharge and VET for 
the same corresponding period. Regressions between bottom VET of different regions 
(Lower Bay, Middle Bay and Upper Bay) in June-July and spring river discharge show 
that spring river discharge only accounts for 4-13% of the variation of the summer VET. 
The effect of river discharge on the VET has been discussed by Hong and Shen [2013], 
which shows that the pulse of river discharge has a weak impact on the summer VET 
because the Bay is buffered by the large amount of the freshwater inside the Bay. 
Therefore the effect of the spring river discharge pulse tends to diminish after several 
months. In addition, the impact of the spring river discharge is confounded by the 
profound impact of the interannual variation of the wind field. Compared to freshwater 
discharge, wind forcing moderates the vertical mixing more directly and rapidly, as 
responses to stratification and the VET of the mainstem Bay have a much longer time 
lags to the variation of freshwater [Boicourt, 1992; Scully, 2010a; Lee et al., 2013; Hong 
and Shen, 2013]. 
 We use wind strength, which is computed as the summation of the product of 
wind duration and wind speed, to quantify the overall wind effect. The southerly wind 
strength is found to be positively correlated with VET in June-July (Fig. 9-b, R=0.70, P< 
0.001). Scully [2010b] demonstrates that southerly winds, compared to winds from other 
directions, are the most effective at replenishing DO in sub-pycnocline waters via the 
enhancement of lateral circulation and longitudinal circulation.  The reason that a 
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significant correlation is found only during June-July is probably because southerly 
winds are dominant during the summer in Chesapeake Bay [Scully, 2010a]. Southerly 
wind in eastern United States has been found associated with the NAO in winter [Hurrell, 
1995], and also shows a high correlation with NAO in summer (Fig. 9-c, R=0.82, 
P<0.001). Therefore, the relationship among southerly wind strength, NAO, and VET 
suggests that interannual variability of the physical condition in Chesapeake Bay is 
highly caused by the large-scale climate variation. 
 The key linkage among the large-scale climate and VET is wind forcing. Wind 
forcing has been generally believed to play an important role in modulating 
hydrodynamics in Chesapeake Bay [Wang, 1979; Sanford et al., 1990; Guo and Valle-
Levinson, 2008; Chen and Sanford, 2009; Scully, 2010a, b; Li and Li, 2012; Hong and 
Shen, 2013; Lee et al., 2013]. Hong and Shen [2013] indicate that VET is highly 
correlated with total discharge and wind forcing. Southerly wind is believed to not only 
enhance the lateral circulation, but also enhance the vertical mixing, and horizontal 
transport time [Shen and Wang, 2007; Scully, 2010a, b]. Stratification, related with 
freshwater discharge and wind, has been proven to have a dramatic effect on the DO 
condition in Chesapeake Bay [Taft et al., 1980; Murphy et al., 2011]. Increased 
freshwater will enhance stratification as well as gravitational circulation. However, the 
short-term variation of freshwater discharge will not necessarily result in a quick 
response of the VET [Hong and Shen, 2013], as it may take several months for the 
freshwater being transported from the heads of rivers to reach to the middle Bay and the 
lower Bay. In contrast, a variation of wind forcing will cause the change of stratification 
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in hours or days [Wang, 1979; Chen and Sanford, 2009; Scully, 2010b; Li and Li, 2012]. 
Stratification is always reduced by an up-estuary wind, i.e. southerly wind, and shows an 
increase-then-decrease transition when the down-estuary wind increases [Chen and 
Sanford, 2009]. The enhanced stratification weakens the vertical mixing and causes the 
increase of VET. Another important mechanism regulating VET is the lateral circulation, 
which serves to replace the aging bottom water in the deep main channel with younger 
water from the shallow region where vertical mixing is able to bring surface water to the 
bottom. Lateral circulation, caused by the Ekman transport driven by surface wind 
forcing, is believed to have a significant effect on the replenishment of low DO bottom 
water in the mainstem of the Bay with oxygenated water in shallow water [Sanford et al., 
1990]. Scully [2010b] suggested that both southerly wind and northerly wind can enhance 
the lateral circulation, and yet the southerly wind can reduce the hypoxia condition more. 
This is confirmed by the correlation between southerly wind strength and VET (Fig. 9-b).  
 Varnell [2014] studied the long-term (1948-2010) wind in the Chesapeake Bay, 
based on hourly wind velocity data collected at Norfolk International Airport. A noted 
decreasing trend of southeasterly and southerly wind since 1948 is observed. Southerly 
wind hours decreased from 1948 to year 2000 and increased from 2000 to 2008. 
Southeasterly wind decreased from 1948 to 2010, while southwesterly wind has no 
significant trend [Varnell, 2014]. A slight increase of bay stratification in June is evident 
[Murphy et al., 2011]. Our model results show that the long-term VET has a slight 
increase in summer, but no statistically significant trend was found, suggesting that the 
VET variation is modulated by interannual variability (Fig. 4, Fig. 9). The result agrees 
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with results from Zhou et al. [2014], which concludes that there is no trend in the 
seasonal-maximum hypoxic volume itself and yet the end time and maximum hypoxia 
time move earlier.  
4.2 Effect of nutrient loading on biological condition  
 Nutrient input is largely agreed to be the dominant factor regulating the hypoxia 
condition in Chesapeake Bay [Malone et al., 1996; Hagy, 2004; Scavia et al., 2006]. In 
general, a large amount of organic matter is released after a diatom bloom, which starts as 
early as midwinter and continues until late spring with a maximum concentration 
between March and May [Marshall et al., 2005]. This organic material is subsequently 
decomposed by the bacteria or other microorganisms [Taft et al., 1980; Officer et al., 
1984]. Seasonal O2 depletion in Chesapeake Bay is generally driven primarily by 
planktonic respiration in the bottom layer rather than benthic respiration [Taft et. al., 
1980; Kemp and Boynton, 1992]. Therefore, water-column oxygen consumption is 
assumed to be sensitive to the intensity of an algal bloom, which is usually positively 
correlated with nutrient loading [Cerco, 1995a; Boesch, 2002; Anderson et al., 2002]. The 20'B  
value obtained from Eq. 10 represents the level of net ecosystem metabolism, or the 
biochemical activities, in the bottom water. The use of 20'B  instead of B is to remove the 
temperature effect on biological activities. Therefore, we hypothesize that the 20'B  is 
positively correlated with the nutrient loading during the months after the spring bloom.  
 A correlation analysis between the monthly value of 20'B  (from April to 
September) and the Jan-May averaged nutrient loading from the Susquehanna and 
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Potomac Rivers based on USGS data (http://cbrim.er.usgs.gov/) is conducted. The 
Susquehanna and Potomac Rivers are selected because the nutrient loadings of these two 
largest rivers are much larger than those of other small tributaries.  The results show a 
significantly positive correlation between 20'B  and nutrient loading in the months of 
April and May (Fig. 10) (R=0.69, P=0.001). If extreme years of 2010 (second minimum
20'B ), 2004 (maximum 20'B ), and 1989 (minimum 20'B ) are excluded, the R value 
becomes 0.82. The anomalously estimated 20'B  in these three years is not well 
understood. The possible reasons include the effect of extreme events, model uncertainty 
of estimation of v, and measurement uncertainty. Absence of a relationship between 20'B  
and nutrients in summer suggests that DO consumption is more sensitive to the winter-
spring nutrient loading in the months following an algal bloom. There are two possible 
reasons for the different sensitivity of 20'B  to the nutrient loading in different months. 
Firstly, the peak of the decomposition usually occurs in April and May, following the 
peak chlorophyll-a concentration in March (Fig. 7-c). The decline of dissolved oxygen of 
bottom water during spring is primarily caused by respiration of spring deposition events 
[Boynton and Kemp, 2000] and there is a 1-2 month lag between the spring 
phytoplankton bloom and significant deep-water oxygen depletion [Boynton and Kemp, 
2000; Cowan and Boynton, 1996; Hagy et. al., 2005]. Therefore it is reasoned that the 
DO consumption rate in the month following an algal bloom is directly related and highly 
sensitive to the intensity of the algal bloom. Secondly, an oxygen-limitation of aerobic 
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respiration in summer causes less sensitivity of the bottom DO consumption rate to 
nutrient loading.  
 
5 CONCLUSIONS 
 A bottom DO budget model is applied to decouple the effect of physical and 
biological processes on the dissolved oxygen in Chesapeake Bay for the period from 
1985 to 2012.  Vertical exchange time (VET) that serves as an important indicator of the 
physical condition is computed by the 3-D numerical model and its monthly average 
value along the mainstem of the Chesapeake Bay is analyzed. The VET shows a 
significant seasonal pattern, and usually peaks in the summer. Physical conditions 
(vertical exchange and temperature) induced bottom DO variation, assuming a constant 
net DO consumption rate (0.3g O2 m
-3
d
-1
, at T=20
o
C), predicted DO matched well with 
the observed DO in the mainstem. The correlation between estimated and observed DO 
indicates that interannual variability of the physical condition can account for 88.8% of 
the variation of observed DO. Because temperature has a much lower interannual 
variation, the high similarity of spatial patterns of VET and observed DO suggests that 
hydrodynamic processes play a key role in regulating the hypoxic condition. The region 
with VET larger than 24 days is consistent with that of the distribution of DO less than 1 
mg l
-1
 in the summer. Our model results also show that long-term VET has a slight 
increase in summer although no statistically significant trend is found. 
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 The relations among southerly wind strength, NAO (North Atlantic Oscillation) 
index, and VET suggest that the hydrodynamic condition in Chesapeake Bay is highly 
controlled by the large-scale climate variation. The correlation is significant in the 
summer (Jun-July), when the southerly wind dominates.  A negative correlation between 
NAO and VET is found for June-July (R=0.58, P=0.001), which can be well explained by 
the negative relationship between VET and southerly wind strength(R=0.70, P<0.001) 
and the positive relationship between NAO and southerly wind strength(R=0.82, 
P<0.001).   
 The net bottom DO consumption rate (B), indicating the strength of biochemical 
processes and the biological condition, is estimated by combining the observed DO data 
and modeled VET along the mainstem of the Chesapeake Bay. A significant seasonal 
pattern of 20B  (temperature corrected B’) is found, with a peak in April and a mean value 
of 0.33 g O2 m
-3 
d
-1
. The seasonal pattern coincides with that of plankton biomass 
indicated by the observed chlorophyll-a concentration, which usually has a peak in March 
and rapidly decreases subsequently.  The relationship between nutrient loading and 20B  
suggests that the biological processes are most sensitive to the nutrient loading in April-
May and contribute highly toward interannual DO variation.  
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Figure 1:  (a) Bathymetry of the Chesapeake Bay; (b) curvilinear orthogonal grid for the 
Chesapeake Bay model. The selected section along the deep channel (red solid line) and 
observation stations (green diamond symbols) are marked.  
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Figure 2: Profiles of 28-year (1985-2012) averages of (a, e) vertical exchange time 
(days), (b, c, f, g) model predicted DO (mg l-1) and (d, h) observed DO(mg l-1) for 
spring(March-May) and summer (June-August) along the deep channel of the Bay (the 
location of the section is marked in Fig. 1-b). The VET contour line of 21 days and the 
DO contour line of 2 mg l-1 are shown in bold. The contour intervals are 3 days and 1 mg 
l-1 for VET and DO, respectively. Different net DO consumption rates at a temperature 
of 20 degrees Celsius (i.e., 20
B
) are used for the model predicted DO, 0.3 g O2 m-3 d-1 
(b) and 0.4 g O2 m-3 d-1 (c) for spring, 0.3 g O2 m-3 d-1 (f) and 0.2 g O2 m-3 d-1 (g) for 
summer, respectively.  
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Figure 3: Seasonal distribution of sectionally and monthly averaged bottom VET along 
the main channel for years 1985-2012. Solid line with solid square symbol represents the 
28-year average VET. Black dots represent individual values for each year.  
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Figure 4: Sectionally averaged VET of the bottom layer for April to July. The black 
dashed line denotes the trend over 28 years (R and P values are shown on the top of each 
panel).  
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Figure 5: Sectionally averaged predicted bottom DO (solid line, using a constant net 
bottom DO consumption rate, 20B =0.3 g O2 m
-3
d
-1
) and observed DO (solid circles). 
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Figure 6: Scatter plot of the monthly sectionally averaged bottom DO of observations 
against predictions. Solid line is y=x, dashed line is for the linear regression. R and P 
values are shown on the top.  
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Figure 7: Seasonal distribution of estimated monthly sectionally averaged (a) net bottom 
DO consumption rate (B), (b) temperature corrected net bottom DO consumption rate 
( 20'B ) and (c) chlorophyll-a concentration.  Solid line represents the mean of 28 years for 
each month.  
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Figure 8: Spatial variation of estimated net bottom DO consumption rate (B’) along the 
deep channel for April (a), May (b), June (c) and July (d). Mean (solid line), standard 
deviation (color filled), maximum (dashed line), and minimum (dashed line) are shown.  
The average of the mean and the standard deviation are also shown in the text above the 
curves.   
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Figure 9: Relationship among monthly sectionally averaged bottom VET (June-July 
averaged), NAO index (June-July averaged) and wind strength (June-July accumulated). 
(a) Correlation between VET (hollow diamond) and NAO (solid triangle). (b) Correlation 
between wind strength and VET. (c) Correlation between wind strength and NAO.  
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Figure 10: Relationship between monthly section averaged 20'B  for April-May and Jan-
May averaged nutrient loading of Susquehanna River and Potomac River. (a) Variation 
of 20'B  and nutrient loading for June-July from 1985 to 2012. (b) Linear regression 
between 20'B  and nutrient loading (ellipses circled are three abnormal years, which are 
1989, 2004, and 2010, respectively.  
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Key Points: 
1. Spatial and temporal variation of the 33-year residence time of Chesapeake Bay were 
analyzed 
2. Large variability of residence time was highly correlated with river flow and estuarine 
circulation. 
3. Wind exerts a significant impact on residence time. 
 
 
The main results are published in Journal of Marine System (2016, 164: 101-111). 
Additional results of the impact of sea level rise on the residence time, which have  
not been published, are presented in the discussion section.  
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ABSTRACT: 
 Concerns have grown over the increase of nutrients and pollutants discharged into the 
estuaries and coastal seas. The retention and export of these materials inside a system 
depends on the residence time (RT). A long-term simulation of time-varying RT of the 
Chesapeake Bay was conducted over the period from 1980 to 2012. The 33-year 
simulation results show that the mean RT of the entire Chesapeake Bay system ranges 
from 110 to 264 days, with an average value of 180 days. The RT was larger in the 
bottom layers than in the surface layers due to the persistent stratification and estuarine 
circulation. A clear seasonal cycle of RT was found, with a much smaller RT in winter 
than in summer, indicating materials discharged in winter would be quickly transported 
out of the estuary due to the winter-spring high flow. Large interannual variability of the 
RT was highly correlated with the variability of river discharge (R
2
=0.92). The monthly 
variability of RT can be partially attributed to the variability of estuarine circulation. A 
strengthened estuarine circulation results in a larger bottom influx and thus reduces the 
RT. Wind exerts a significant impact on the RT. The upstream wind is more important in 
controlling the lateral pattern of RT in the mainstem.  
Keywords: residence time, Chesapeake Bay, water exchange, estuarine circulation, wind, 
river discharge 
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1 INTRODUCTION  
 Concerns have grown over the increase of nutrients and other pollutants 
discharged into the estuaries and coastal seas (Nixon, 1995; Paerl et al., 2006; Smith et al., 
1999). These substances have deleterious effects on aquatic organisms and human health 
through the food chain (Kennish, 1997). Due to the increase of anthropogenic nutrient 
input, many estuaries and coastal seas have become more eutrophic over the past few 
decades (Carpenter et al., 1998; Kemp et al., 2005; Murphy et al., 2011; Nixon, 1995). 
The ecological responses of a waterbody to increased nutrient loads have been widely 
linked to the flushing capability of the system (Boynton et al., 1995; Josefson and 
Rasmussen, 2000; Monbet, 1992). The available nutrient supply for algae growth and 
bloom is determined not only by the nutrient loads, but also by the retention of nutrients, 
which is related to the residence time (RT) of a system (Nixon et al., 1996). For example, 
coastal eutrophication has been built up in Koljo Fjords because of slow water exchange, 
even though there are no significant nutrient loads (Lindahl et al., 1998; Nordberg et al., 
2001; Rosenberg, 1990). The export rate of nutrients proved to be strongly negatively 
related with the RT (Dettmann, 2001; Nixon et al., 1996). The RT is thus a key parameter 
in quantifying the impact of hydrodynamics on biochemical processes in an estuary 
(Boynton et al., 1995; Cerco and Cole, 1992). In addition, from a management 
perspective, it is essential to know the timescale for a pollutant discharged into a water 
body to exit the system. Therefore, it is of importance to study the flushing capacity and 
water exchange for an estuary. 
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 To quantify the flushing capacity, several transport timescales have been used. 
Among them, flushing time, RT, and water age are the three fundamental concepts of 
transport time (Alber and Sheldon, 1999; Bolin and Rodhe, 1973; Hagy et al., 2000; 
Huang et al., 2010; Liu et al., 2004; Liu et al., 2008; Shen and Haas, 2004; Shen and 
Wang, 2007).  Flushing time is regarded as a bulk or integrative property that describes 
the overall exchange or renewal capability of a waterbody (Dyer, 1973; Geyer et al., 2000; 
Officer, 1976; Oliveira and Baptista, 1997). The age of a water parcel is defined as the 
time elapsed since the parcel departed the region in which its age is defined to be zero 
(Deleersnijder et al., 2001; Takeoka, 1984; Zimmerman, 1976). The RT of a water parcel 
is defined as the time needed for the water parcel to reach the outlet (Zimmerman, 1976) 
and thus can be regarded as the remainder of the lifetime of a water parcel in a waterbody 
(Takeoka, 1984). Age and RT can be applied not only to steady-state cases, but also to 
time-varying cases (Deleersnijder et al., 2001; Delhez, 2005; Takeoka, 1984). Although 
flushing time can be used to estimate the overall flushing capability of a waterbody, the 
steady-state approach does not provide spatial and temporal variations in a large estuary, 
especially in a partially mixed estuary (e.g., Chesapeake Bay), where the transport could 
vary substantially in different regions and different vertical layers. The transport process 
for a substance in an estuary has large variability due to the time-varying estuarine 
dynamics. It is desirable to know the spatial pattern of the RT and its temporal variation, 
which can be applied to determine the impact of hydrodynamics on biogeochemical 
processes and be used for environmental assessment. 
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 The water RT of Chesapeake Bay, the largest estuary in the United States, was not 
well documented. The RT of the Bay’s tributaries was calculated using box model or e-
folder time (e.g., Hagy et al., 2000; Shen and Haas, 2004). Hagy et al. (2000) calculated 
the RT in Patuxent River, one main tributary of Chesapeake Bay, using a box model and 
found the control of residence time from the head to its mouth changed from primarily 
river flow to the intensity of gravitational circulation. The spatially averaged RT of 7.6 
months in Chesapeake Bay was estimated in a numerical model using e-folder time 
(Nixon et al., 1996). The spatial pattern of transport time in the Bay’s mainstem was 
initially investigated by Shen and Wang (2007) using the concept of freshwater age. They 
found that it requires 120-300 days for a marked change in the characteristics of the 
pollutant source discharged into the Bay from the Susquehanna River to affect 
significantly the conditions near the Bay mouth for selected wet and dry years. However, 
the spatial variation and long-term temporal variation of the RT still remained largely 
unknown.  
 Here we aim to investigate the spatial pattern and long-term temporal variability 
of the RT in Chesapeake Bay. A long-term numerical simulation of the RT from 1980 to 
2012 in Chesapeake Bay was conducted for the first time using a robust algorithm 
developed by Delhez et al. (2004). The seasonality and interannual variability of RT will 
be examined. Finally, the main factors controlling the variation of RT will be discussed, 
including river discharge, estuarine circulation and wind.  
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2 METHODS 
2.1 RT calculation 
 The RT is often computed using a particle tracking method by injecting some 
particles at a fixed time, following the path of these particles, and registering the time 
when they leave the domain of interest (Gong et al., 2008; Monsen et al., 2002). Another 
method to calculate the RT is to use the remnant function approach proposed by Takeoka 
(1984), by integrating the model-calculated tracer concentration time series to give a 
mean RT (Wang et al., 2004; Wang and Yang, 2015). With both approaches, the RT 
depends on the release time and different values of RT will be obtained if particles or 
tracers are released at different times, such as high tide or low tide (Brye et al., 2012). In 
order to obtain a mean RT for a period, many releases are required with regard to the 
changing current condition (Monsen et al., 2002). They are not computationally efficient, 
and therefore it is difficult to evaluate the long-term temporal variation of RT. Delhez et 
al. (2004) proposes an adjoint method to compute the RT. The method provides 
variations of RT in space and time with a single model run. The method does not require 
any Lagrangian module. It is based on an Eulerian algorithm that makes it more 
appropriate for long-term and large-scale simulations than the straightforward Lagrangian 
approach (Delhez, 2005).  
 According to the approach of Delhez et al. (2004), the mean RT, denoted by   as 
a function of time t and location x, can be computed using the adjoint equation expressed 
as, 
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where   is the domain of interest. At the boundary of the domain of interest 0   is 
used, which ensures the residence time to vanish at the boundary for the first time the 
water parcel hits the boundary and the computed residence time is the same as the 
residence time computed using Lagrangian method (Delhez and Deleersnijder, 2006; 
Blaise et al., 2010). For stability reasons, the adjoint equation must be integrated 
backward in time with the reversed flow, i.e. velocity vector v  changed to v . The 
backward procedure is also necessary because one does not know in advance the fate of 
the particles (Delhez, 2005). In order to calculate the mean RT, two steps were required. 
In the first step, the hydrodynamic model was used to generate the velocity and 
turbulence fields, and the intermediate results were saved every half-hour. We ran a 
hydrodynamic model from 1979 to 2014 and obtained 35 years (1980-2014) of 
hydrodynamic fields. The first year of 1979 was used to spin-up the model and not used 
to calculate the RT. In the second step, Eq. 1 was integrated backward with the 
interpolated hydrodynamic field at each time step based on the hydrodynamic field saved 
in the first step, running from the end of 2014 to the beginning of 1980. The model 
experiments showed that it takes about 1.5 years for the RT to reach a stable value in 

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Chesapeake Bay. Therefore, results of RT in the last two years (i.e., 2013 and 2014) were 
not used and only the RT values of 1980-2012 were used for analysis. 
 In this study, we set the boundary of the domain of interest at the mouth of the 
Bay and computed the RT at any location x and time t inside the Bay. ( , )t x T  denotes 
that particles released at location x and time t will be transported to the mouth of the Bay 
for a period of T. In other words, RT is determined by the hydrodynamics after the 
release. Notes that the domain of interest in this study included the tributaries (Fig. 1b). 
As freshwater discharges into estuary at its headwater, which would lead to a non-zero 
RT value at the headwater due to the fact that water parcels released at the headwater of 
tributaries will not return and hit the upstream boundary. 
2.2 Simulation of the hydrodynamics 
 A numerical model based on the Environmental Fluid Dynamics Code (EFDC) 
(Hamrick, 1992) was used to simulate the hydrodynamics.  EFDC uses a boundary-fitted 
curvilinear grid in the horizontal and sigma grids in the vertical. The EFDC model used 
for the Chesapeake Bay was also referred to as the HEM-3D model (Hong and Shen, 
2012, 2013; Du and Shen 2015). The same model was used for this study with the same 
model configuration and boundary condition. A grid with a horizontal dimension of 
112×240 and 20 layers in the vertical was deployed (Fig. 1).  The model was forced by 
interpolated observed tide at the open boundary (http://tidesandcurrents.noaa.gov), 
freshwater discharges of eight main tributaries (http://waterdata.usgs.gov/nwis/), and 
wind obtained from the North American Regional Reanalysis (NARR) produced at the 
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National Center for Environmental Prediction 
(http://www.esrl.noaa.gov/psd/thredds/catalog/Datasets/NARR/pressure/catalog.html). 
This model has been calibrated for tidal and non-tidal surface elevation, current, and 
salinity for the Chesapeake Bay from 1999-2008 and it has simulated reliable 
stratification and destratification responses temporally and spatially in both wet and dry 
years (Hong and Shen, 2012, 2013). Details of model calibration can be found in Hong 
and Shen (2012). We ran the model from 1979 to 2014, and saved the half-hourly 
hydrodynamic results, which were then used to calculate the RT with the adjoint method 
described above.  
3 RESULTS  
3.1 Mean RT of Chesapeake Bay   
 The mean RT of Chesapeake Bay averaged over the period from 1980 to 2012 is 
presented in Fig. 2. The spatially and vertically averaged RT value of the entire 
Chesapeake Bay system for 1980-2012 was 180 days, shorter than 7.6-month reported in 
Nixon et al. (1996). It was larger than the flushing time estimated by calculating the ratio 
of freshwater volume to freshwater flow, which ranged from 90 to 140 days (Goodrich, 
1988; Kemp et al., 2005; Shen and Wang, 2007). The difference was due to the fact that 
the flushing time estimation in previous studies was actually the mean renewal time of 
freshwater while the RT in this study included renewal of both the freshwater and saline 
water. Hong and Shen (2012) estimated the RT by releasing dye at the beginning of the 
model run and using the e-folder method to determine the RT for a typical mean flow 
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year. Their results suggested that the mean RT in a mean flow year was about 175 days, 
which is consistent with our results.  
 Considering the entire Chesapeake Bay as a box, the ratio of total water volume V 
to the mean residence time RT  can be regarded as the total effective outflow of the 
system, 
outQ .  For a steady state condition, the total effective outflow should equal the 
total influx of “clean” water, which has two sources, river freshwater discharge R  and 
influx of “clean” water from the outside of the Bay 
inQ . Here the clean water from the 
outside of the Bay refers to the water that was not transported out of the Bay during the 
previous ebb tide. 
out R inQ V T Q R      (3) 
 Based on the simulation of the past 3 decades, the mean 
outQ is about 4800 m
3
/s, 
given the volume of the entire Chesapeake Bay system V of 7.5×10
10 
m
3
 and TR of 180 
days.  The total mean freshwater discharge from all the rivers R  was about 2200 m3/s. 
Therefore, 
inQ is about 2800 m
3
/s, which is of the same order of magnitude as the influx 
at the Bay mouth measured by Wong and Valle-Levinson (2002). This estimation 
suggests that the influx of coastal ocean water is as equally important as the freshwater 
discharge on the water renewal in Chesapeake Bay.   
 There was a clear longitudinal pattern of the RT. The vertical mean RT ranges 
from 0 to 200 days in the lower Bay (37-38N), 200-240 days in the middle Bay (38-39N), 
and 240-280 days in the upper Bay (39-39.6N) (Fig. 2a). The gradient of RT was larger 
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in the lower Bay than that in the middle-upper Bay. It took about 200 days to transport a 
water parcel from the Potomac River mouth (~38N) to the Bay mouth (~37N), while it 
took only 260 days to transport a parcel from the head of the Bay (~39.5N) to the Bay 
mouth.  
 The lateral distribution of vertical mean RT was different in different regions. The 
lateral asymmetry of the vertical mean RT in the lower Bay was significant, with a much 
larger RT in the eastern bank than that in the western bank (Fig. 2a). The difference could 
be as large as 80 days. The lateral asymmetries could be attributed to several factors, such 
as lateral shearing of the gravitational circulation (Valle-Levinson et al., 2003), the large 
freshwater discharge from the western tributaries (e.g., Potomac River, York River, and 
James River), and the strengthened ebb flow along the western boundary due to Coriolis 
force. The lateral pattern was similar in both surface and bottom layers in the lower Bay. 
In the middle to upper Bay, the vertical mean RT was larger in the deep area than in the 
shallow region, which was caused by a larger bottom RT in the deep channel due to the 
typical gravitational circulation with flow in the deep channel directed to the upstream.  
 The vertical pattern of the RT can be examined by averaging the RT for the 
surface and the bottom, respectively (Figs. 2b, 2c). The surface RT is the RT averaged 
over the 5 layers near the surface, and the bottom RT is the RT averaged over the 5 layers 
near the bottom. The bottom and surface RT, and their difference were presented in Figs. 
2b-d, and the vertical profile along the deep channel section was shown in Fig. 3. The 
gradient of RT was much larger in the bottom layers than in the surface layers, especially 
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in the deep channel section (Figs. 2, 3). The mean bottom RT of the Bay’s mainstem was 
about 184 days and the mean surface RT was about 145 days. There were minor vertical 
differences in the upper Bay and shallow banks, where the water was well-mixed and the 
vertical difference was less than 10 days (Fig. 2d). Vertical differences were significant 
in the lower to middle Bay, especially in the deep channel where differences had a range 
of 20-100 days. The maximum vertical difference was found in the deep channel outside 
of the Rappahannock River mouth (~37.75N).  
3.2 Seasonal cycle of RT  
 The vertical mean RT of the entire Bay exhibited a clear seasonal cycle, with its 
largest value in summer (Jun.-Aug.) and smallest value in Nov.-Jan. This seasonal cycle 
suggested that winter has a short retention time for soluble materials. In contrast, material 
released in the summer usually has the longest retention time in the Bay. The minimum 
RT during the winter was mainly due to large freshwater discharge during ensuing 
months (e.g. Mar. and Apr.), which caused a large downstream residual current during 
this high-flow period (Fig. 4b-c). Taking Susquehanna River as an example, the river 
discharge usually peaked in March and troughed in August, which was consistent with 
the downstream residual current averaged over the Bay’s mainstem.  
 RT values during January and July were selected to represent the seasonal 
minimum and maximum RT (Fig. 5a-b). In the middle to upper Bay, a small area had RT 
values larger than 240 days in January (Fig. 5a), while the major area had RT values 
exceeding 240 days and some areas had RT even exceeding 280 days in July (Fig. 5b). 
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The difference between July and January RT could be larger than 50 days in the upper 
Bay, 20-40 days in the middle Bay, and 0-40 days in the lower Bay (Fig. 5c). The 
seasonal difference was highly asymmetrical between the eastern and western banks in 
the lower Bay (Fig. 5c). The seasonal difference along the western bank of the lower Bay 
was usually less than 10 days, but it could be as large as 40 days along the eastern bank. 
A similar pattern of seasonal difference was found for both bottom and surface layers 
(not shown). Little seasonal difference of the RT in the western bank of the lower Bay 
was related to the dominating role of frequent tidal exchange in this area. The tidal 
current (0-100 cm/s) had a much larger magnitude than the residual current (1-2.5 cm/s, 
Fig. 4c) induced by the river discharge. The dominating ebb current and large influence 
of the tide caused the persistently small RT and little seasonal difference along the 
western bank near the Bay mouth. The tidal effect decreased in the middle and upper Bay, 
where the river discharge became more influential on the variation of RT.  
3.3 Interannual variation of RT 
 There was high interannual variability of the RT. The vertical mean RT of the 
entire Bay had a standard deviation of 30 days over the period of 1980-2012.  The 
maximum and minimum of the vertical mean RT averaged over the entire Bay were 264 
days and 110 days, respectively (Fig. 6). No significant trend of the RT was found during 
the past 3 decades. There were several particularly high RT years with a yearly mean RT 
larger than 200 days, e.g., 1980, 1987, 1988, 1991, 1998, 1999, 2000 and 2001 (Fig. 6). 
The maximum RT occurred in 2001, and the minimum RT occurred in 2003-2004.  
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 Since the RT highly depends on sub-tidal transport processes, the status of the 
stratification, and the residual current field, we hypothesized that part of the RT variation 
was related to the pre-existing condition.  Regressions between the RT of a given season 
and the RT of the following season were conducted. The regressions demonstrated that 
the interannual variation of the previous season accounted for a large portion of 
interannual variation of the RT in the following season (Fig. 7). However, the impact of 
the pre-existing condition varied from season to season. A stronger effect of the pre-
existing condition occurred in the fall and winter with an R
2
 value larger than 0.82, 
followed by summer with an R
2
 value of 0.72. The effect of the pre-existing condition 
was relatively weaker in the spring, as the winter RT variation accounted for only 68% of 
spring RT variation. The weaker effect of the pre-existing condition in the spring could 
be attributed to the high variability of the spring river discharge.  
 
4 DISCUSSION  
4.1 Relationship between RT and river flow 
 Even though the variation of RT is generally believed to be highly controlled by 
the river discharge (Hagy et al., 2000; Shen and Haas, 2004), it is of interest to examine 
the relative importance of river discharge on the RT over different timescales (e.g. 
monthly, yearly), and to examine the mean delay between RT and river discharge. We 
chose the river discharge of Susquehanna River to represent the total river discharge, 
since the discharge of Susquehanna River accounts for 51% of the total discharge and 
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river discharges from other rivers are usually proportional to it (Guo and Valle-Levinson, 
2007). The Susquehanna River daily discharge time series was extracted from the USGS 
website (http://waterdata.usgs.gov/nwis). The linear regression between the yearly mean 
RT and the inverse of the yearly mean river flow (without smoothing) has a correlation 
coefficient R
2
 of 0.67 (Fig. 8).  
 To estimate the delay between river flow and RT, a series of regressions between 
the yearly mean RT and the inverse of yearly mean flow of the Susquehanna River were 
conducted, in which the flow (smoothed or unsmoothed) was shifted by different 
numbers of days. A moving average of 360 days was applied to the flow in order to 
remove the seasonal frequency. The result showed that the best relation was found when 
the flow was smoothed and shifted by 83 days, with an R
2
 value of 0.92 (Fig. 8). Without 
smoothing, the largest R
2
 value was 0.84 when the flow was shifted by 108 days (Fig. 8). 
It should be noted that a shift of 83 days meant that the RT of a given time was 
determined by the flow condition after that given time, instead of prior. For instance, the 
yearly mean RT for 1980 (t=0-365 days) is determined by the yearly mean river 
discharge of 83-448 days.  
 The best relation between yearly mean RT (days) averaged over the entire Bay 
and the inverse of yearly mean flow (m
3
/s) was shown in Eq. 4, where the flow was 
moving averaged by 360 days and shifted by 83 days (Fig. 9a).  
2118,813/ 69.3, 0.92, 33RT flow R N      (4) 
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 This significant relationship suggests that, when it was averaged yearly, the RT is 
mainly controlled by river discharge and other factors (e.g. wind, tide) have little impact. 
However, for a shorter period, the river discharge accounts for a much less percentage of 
the variation of the RT. Even by shifting the flow by 83 days and applying a moving 
average of 360 days, the river discharge accounts for 78% of the monthly mean RT 
variation (Fig. 9b). Without smoothing of the river flow, there is no significant relation 
between the monthly RT and the monthly flow, with the largest R
2
 of only 0.22. This can 
be understood as the variation of RT was between 110-264 days, and the RT depends on 
the accumulative effect of river flow and other factors (e.g., tide, wind, and the pre-
existing condition) for a period of more than 110 days. A short-term pulse of river flow 
does not necessarily result in a significant change of RT, as the impact of the pulse can be 
confounded by varied flow conditions in the following days. Even though there were 
usually multiple pulses of high flow in each year, including short-term pulses (e.g., 
during storm periods in the summer), there was usually only one peak and one trough of 
RT in each year (Fig. 6).   
 Based on the significant flow-RT relationship (Eq. 4), a long-term estimation of 
yearly mean RT back to 1891 was conducted and shown in Fig. 10.  The 360-day moving 
average and the 83-day shifting of the flow were applied. Susquehanna River flow data 
were those observations collected at USGS Station 01578310, which had daily discharge 
data since 1967. The missing discharge data of 1891-1967 were estimated with the data 
from another nearby Station USGS 01570500, located upstream of Station USGS 
01578310.  Daily discharge values measured at these two stations were highly linearly 
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correlated (R
2
=0.997, from a 10-year linear regression). The estimation showed that RT 
of the past century had a high variability. It seems the interannual variability became 
larger after the 1970s. The maximum RT occurred in 1930 (RT=248 days) and the 
minimum RT occurred in 2004 (RT=132 days). No significant trend could be found for 
the past century.  
4.2 Impact of estuarine circulation on RT 
 Despite the high correlation between the yearly mean RT and yearly mean flow, a 
large part of the monthly RT variation remained to be explained. Besides the river 
discharge, tidal exchange and estuarine circulation are two main processes that contribute 
to the water exchange between an estuary and coastal waters. The relative importance of 
tidal exchange and estuarine circulation differs in different systems (Hansen and Rattray, 
1965; Officer and Kester, 1991). Tide has proven to be important to affect water transport 
through tidal pumping (Chen et al., 2012) and thus change the pattern of the RT, 
especially for a small estuary where RT is relatively small (Brye et al., 2012; Andutta et 
al., 2016). In the Chesapeake Bay, tide contributes to the vertical mixing and the 
formation of asymmetry of west-east RT distribution and to the gravitational circulation 
that leads to the huge difference between surface and bottom RT. Consistent with the 
findings of Brye et al. (2012), RT varied more significantly over a tidal cycle than over a 
spring-neap cycle, especially in the area near the mouth boundary (Fig. 11). The semi-
diurnal tidal component of the RT weakens toward the upstream. No significant signal of 
the spring-neap cycle in the RT time-series at selected stations was found. As the 
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residence time of the Bay is on the order of 100 days, the semi-diurnal tidal signal 
becomes insignificant towards the upstream.  
 The other important process that may have a significant impact on the RT is the 
estuarine circulation. Hagy et al. (2000) demonstrated the saline influx at the mouth of a 
partially mixed estuary is important to the water renewal, especially in the area near the 
mouth. To quantify the variability of estuarine circulation, we calculated the influx for 
each month at a mid-Bay cross-section (location shown in Fig. 1b with red line) to 
indicate the strength of the circulation. In order to remove the impact of river discharge 
on monthly mean RT, the residual value from the monthly RT-flow regression (Fig. 9b) 
was used to compare with the monthly influx at the mid-Bay cross-section. Similar to the 
regression between river flow and RT, a delay of 83 days was also considered when 
conducting the regression between the residual and influx.  
 The regression between the residual and influx showed that the residual was 
highly negatively correlated with the influx, with p<0.001 (Fig. 12). Even though the R
2
 
is not high, troughs of the residual RT often coincide with peaks of influx. A larger influx 
will enhance the outflow and lead to a faster water exchange near the mouth and thus 
smaller RT. This significant relation also suggests that those factors (e.g., wind, tide, 
river discharge) affecting the estuarine circulation could also have potential impact on the 
RT, especially on the short-term averaged RT.  
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4.3 Impact of wind 
 The influence of wind on estuarine circulation has been recognized for many 
years (Geyer, 1997; Guo and Valle-Levinson, 2008; Scully, 2010; Li and Li, 2011, 2012; 
Officer, 1976; Scully, 2010; Wang, 1979). To examine the influence of wind on RT, 
several numerical experiments were conducted (i.e., without wind, with NE-NW wind, 
with SE-SW wind, base case with all directions of wind). For these simulations, model 
runs were from 2002 to 2005 and the model configuration was unchanged except the 
wind forcing. For example, in the NE-NW wind case, wind was set to be zero when there 
is the SE or SW wind. The RT value of year 2003 was analyzed and compared.   
 The comparison between different cases suggests that wind can have a significant 
impact on the lateral pattern of RT. With the NE-NW wind forcing, the RT distribution is 
very similar to the RT distribution without wind forcing, both with large lateral 
asymmetry between the eastern and western region in the mainstem (Fig. 13a-b). The 
lateral asymmetry is most significant near the mouth of Potomac River (~38N). Southerly 
wind, however, generates a similar lateral pattern as under base wind condition, in which 
the asymmetry is highly weakened (Fig. 13c-d).  
 The difference between the no-wind case and the other cases reveals that 
northerly wind and southerly winds have different impacts in different regions and their 
impacts are not simply opposite to each other. Both southerly and northerly winds are 
likely to reduce the RT in the eastern region of the lower-middle Bay (Fig. 13e-f). 
Southerly wind increase the RT in the middle-upper Bay significantly by up to 100 days 
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(Fig. 13f), while the northerly wind has little impact (<20 days) in the western region of 
the middle-upper Bay (Fig. 13e). It appears that the southerly wind plays a more 
dominant role in controlling the long-term transport, which is consistent with findings for 
the impact of wind on freshwater age (Shen and Wang, 2007). The southerly wind causes 
strong lateral and vertical mixing, reduces the gravitational circulation, and thereby 
increases the transport time. The influx at the mid-Bay cross-section, indicating the 
strength of gravitational circulation, was strongly reduced by the SE-SW wind and 
enhanced by the NE-NW wind (Fig. 14). Compared to NE-NW wind, the influx was 
reduced by half with SE-SW wind.  
4.3 Impact of sea level rise 
 A potentially global SLR of 0.5~1.5 m by 2100 had been predicted and suggested 
by a number of publications (Hoffman et al., 1986; Gornitz, 1991; Rahmstorf, 2007;  
Williams et al., 2009;  Najjar et al., 2010). To examine the future impact of SLR on the 
RT, several numerical experiments with different changes of the mean sea level were 
conducted (i.e., 25 cm, 50 cm, 75 cm, 100 cm, 125 cm).  Each SLR scenario used the 
altered hydrodynamics from 1999 to 2002, and the RT of year 2000 (mean flow year) 
was compared. For the simulation with SLR, the specific SLR was added to the mean sea 
level used in the Base Case. The salinity and tide at the open boundary were unchanged 
for each scenario run. 
 Numerical experiments showed that the vertical mean RT averaged over the 
Bay’s mainstem increased with SLR (Fig. 15a). The overall results were consistent with 
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previous work (Hong and Shen, 2012), which estimated the mean RT as the time when 
the Bay-averaged tracer concentration reached its e-folding value. Instead of providing 
one scalar, our results were able to investigate the impact spatially.  
 The impact of SLR differed in different regions (e.g., lower, middle, and upper 
Bay) and in different layers (e.g., bottom and surface). The bottom RT and vertical mean 
RT increased in all regions (Fig. 15b-d), while the response of the surface RT to SLR was 
dramatically different in different regions. With SLR, a decrease of the surface RT was 
found in the lower and middle Bay (Fig. 15b-c), and an increase of the surface RT was 
found in the upper Bay (Fig. 15d). The impact of a 100 cm SLR was shown in Fig. 16 
spatially. The bottom RT increased in the majority of the Bay’s mainstem, except in a 
portion of the shallower areas (Fig. 16b). However, for the surface RT, it decreased 
significantly in the lower and middle Bay by up to 10 days, and increased in the upper 
Bay by up to 5 days (Fig. 16c).  The different impact on RT in different layers suggested 
that, with a SLR, material released near the surface in the lower-middle Bay is likely to 
be exported more effectively.  
 One unexpected result is that the increased rate of RT was much less than the 
increased rate of water volume in any SLR scenario. Taking 100 cm SLR as an example, 
the total volume of the Bay’s mainstem increased by 10%, given that the mean water 
depth of the Bay’s mainstem in our model is 9.85 m. However, the increased rate of RT 
under a 100 cm SLR was about 2%. The inconsistence of increased rate between the RT 
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and water volume was because of the increase of the exchange flow due to the 
strengthened gravitational circulation, which will be discussed in the following section.  
 It is generally believed that RT will increase with sea level rises (Hong and Shen, 
2012). Considering the entire Bay as one homogenous tank, given an unchanged 
freshwater discharge, the mean RT is likely to be increased. However, in a partially 
mixed estuary, the freshwater flushing is not the only mechanism that controls the water 
exchange between the estuary and the coastal sea. Other important processes that 
contribute to the exchange are the outside dynamics, including tide, wind-driven Ekman 
transport, and gravitational circulation. The gravitational circulation, driven by the 
horizontal salinity gradient, creates a residual inflow to the upstream at the bottom and a 
residual outflow to the downstream at the surface, affecting exchange between freshwater 
and salt water. The residual inflow at the bottom moves upstream, resulting in a larger 
RT at the bottom and significant vertical difference as shown in Fig. 2d.  
 One direct impact of SLR is the increase of water depth, which possibly leads to 
stronger gravitational circulation. It is necessary to examine the impact of SLR on the 
gravitational circulation. According to the classical theory of gravitational circulation 
[Hansen and Rattray, 1965], the strength of gravitational circulation is expressed as: 
3
48
x
e
m
gS H
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K

    (5) 
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where g is the acceleration due to gravity,  is the coefficient of saline contraction, xS  is 
horizontal salinity gradient, H  is the water depth, and mK  is the eddy viscosity. 
Therefore, the estuarine circulation is positively correlated with 3H and xS , and 
inversely correlated with mK (Hansen and Rattray, 1965). Since it is difficult to assign an 
appropriate value of mK , an alternative approach to this equation can be obtained by 
replacing mK  with an equivalent expression involving the tidal velocity tU and a bottom 
drag coefficient dC (Geyer, 2010):  
1
48
m d t
o
K C U H
a
    (6) 
 Thus the magnitude of gravitational circulation can be expressed as: 
2
x
e o
d t
gS H
U a
C U

      (7) 
 To quantify the effect of SLR on the gravitational circulation, components of Eq. 
7 were calculated. H is the mean depth of the Bay’s mainstem, calculated as the ratio of 
the total volume to the total area. H=9.85m+SLR, where 9.85 m is the mean depth 
without SLR. tU  is the magnitude of tidal current, calculated as the mean amplitude of 
the tidal current averaged along the deep channel section. To get the tidal currents, the 
sub-tidal current was removed by applying a low-pass filter on the raw current data. xS  is 
the mean horizontal gradient of vertically averaged salinity along the deep channel 
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section. By assuming a constant oa (~0.3),   (~7.7×10
-4
 psu
-1
), g (9.8 m s
-2
), and Cd 
(~3×10
-3
), the changing rate of eU  can be estimated.  
 Fig. 17 shows the change rate of xS , eU , tU , eU H , and exchange flow at the 
mouth section from numerical model results. H is used to scale the gravitational 
circulation so that eU H is proportional to the magnitude of exchange flow due to 
gravitational circulation. After removing the net flow at the mouth section, the inflow that 
has an equal magnitude of outflow is regarded as exchange flow. The values of these 
components under the base scenario (i.e., without SLR) were also shown in Fig. 17. It is 
clear that, with SLR, the horizontal salinity gradient decreased, the tidal current 
amplitude increased, and the magnitude of gravitational circulation increased. For 
instance, with a 100 cm SLR, the horizontal salinity gradient decreased by 9%, the tidal 
current increased by 7%,  H
2
 increased by 21%, and, thus, the magnitude of gravitational 
circulation increase by 3%. Exchange flow induced by gravitational circulation increased 
by 13%. The change rate of exchange flow at the mouth cross-section was highly 
consistent with the change rate of eU H , suggesting that the exchange flow at the 
mouth was determined by the exchange flow induced by gravitational circulation. 
 In summary, with SLR, the impact of increased water volume on RT will be 
weakened by the increased exchange flow due to the strengthened gravitational 
circulation.  
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5 CONCLUSION 
 In this study we investigate the water exchange between the Chesapeake Bay and 
its adjacent coastal sea, using the timescale residence time (RT) that can often be used to 
evaluate the impacts of hydrodynamic conditions on biological and geochemical 
processes. The long-term simulation of water RT of the Chesapeake Bay was conducted 
over the period from 1980 to 2012, using an adjoint method, which enables us to compute 
the time-varying RT in a single model run. The impacts of river discharge, intensity of 
estuarine circulation, and wind on the RT were discussed. The main conclusions are 
summarized as follows. (1) The vertically mean RT averaged over the entire Chesapeake 
Bay system ranges from 110 to 264 days, with a mean of 180 days and a standard 
deviation of 30 days over the past 3 decades. No clear trend was detected during the past 
three decades. The bottom RT was larger than that of the surface due to the gravitational 
circulation, and the vertical differences could be as large as 100 days. (2) There was a 
clear seasonal cycle of RT, with high RT occurring in the summer and low RT occurring 
in the winter, suggesting materials released in winter would be flushed out most quickly. 
(3) Interannual variability of the RT was significant and was highly correlated with the 
variability of river discharge. The correlation coefficient between yearly mean RT and 
yearly mean river discharge can be as high as 0.92, if the river discharge was shifted by 
83 days and a moving average of 360 days was applied. (4) The monthly variability of 
RT can be partially attributed to the variability of estuarine circulation. A strengthened 
estuarine circulation results in a larger bottom influx and thus reduces the RT. (5) Wind 
exerts a significant impact on the lateral pattern of RT. The upstream wind is more 
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important in controlling the lateral pattern of RT in the mainstem than the downstream 
wind.  
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CHAPTER 2 - FIGURES 
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Figure 1: (a) Bathymetry of the numerical model; (b) domain of interest (blue grid), the 
deep channel section (green line), middle Bay cross-section (red line), and Station s1, s2 
and s3 (red triangle) 
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Figure 2: Vertical mean (a), bottom (b), and surface (c) residence time (days) averaged 
over 1980-2012; (d) difference between the bottom and surface residence time, positive 
denoting larger residence time in bottom layers. 
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Figure 3: Vertical profile of residence time (days) along the deep channel section. 
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Figure 4: (a) Seasonal cycle of residence time averaged over the entire Bay; (b) seasonal cycle of Susquehanna River flow; (c) 
seasonal cycle of vertically mean residual along estuary current averaged over the Bay’s mainstem. Red lines denote medians of the 
33 years of record from 1980 to 2012, blue rectangles denote the first and third quartiles, dashed lines denote the upper and lower 
whiskers, and red crosses denote the outliers. 
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Figure 5: Vertical mean residence time (days) averaged over 1980-2012 in January (a) 
and July (b); (c) difference between July and January vertical mean residence time, 
positive value denoting larger residence time in July. 
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Figure 6: Time series of vertical mean residence time averaged over the entire Bay for 
1980-2012; bar plot indicates the yearly mean. 
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Figure 7: Regression of the residence time between winter and spring (a), spring and 
summer (b), summer and fall (c), fall and winter (d). The linear regression coefficient is 
shown in text. Spring (Mar.-May), summer (Jun.-Aug.), fall (Sep.-Nov.), and winter 
(Dec.-Feb.).  
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Figure 8: Linear regression coefficient R
2
 between the interannual variation of vertical 
mean residence time averaged over the entire Bay and the interannual variation of shifted 
Susquehanna River flow, x-axis denoting the shifting days of flow. 
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Figure 9: (a) Regression between interannual variation of yearly mean residence time 
averaged over the entire Bay and interannual variation of yearly mean Susquehanna River 
flow shifted by 83 days and moving averaged by 360 days; two kinds of regression were 
applied and the correlation coefficient is shown in text, where the red dashed line denotes 
the linear regression between RT and flow, and the blue solid line denotes the linear 
regression between RT and 1/flow; (b) regression between monthly mean residence time 
averaged over the entire Bay and monthly mean flow shifted by 83 days and moving 
averaged by 360 days. 
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Figure 10: Estimated mean residence time of the entire Bay since 1891; annual mean residence time from model simulation is shown 
as a black asterisk. 
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Figure 11: Time-series of hourly mean surface residence time at 3 selected stations (i.e. 
s1, s2, s3), whose locations are shown in Fig. 1b. 
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Figure 12: (a) Time-series of normalized influx at the middle Bay cross section (red line) 
and normalized residual value from the monthly RT-Flow regression (blue line). Both 
time series were normalized by removing the mean and dividing by the standard 
deviation. A positive value 1.0 of normalized influx denotes the influx is larger than the 
mean influx by 1.0 standard deviation. (b) Scatter plot of the influx and residual value 
from the monthly RT-Flow regression.  
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Figure 13: (a-d) Yearly and vertically averaged RT of 2003 under different wind forcing 
conditions. (e-f) The impact of wind forcing on the RT, indicated by the differences 
between model simulations with and without wind forcings.  
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Figure 14: Along channel residual current at the middle Bay cross section under different 
wind forcing conditions, with contour level of 0.02 m/s (black lines). Positive value 
denotes an influx to the upstream. Values of laterally and vertically integrated influx are 
shown in the text at the bottom.  
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Figure 15: Impact of sea level rise on residence time averaged over the Bay’s mainstem 
(a), lower Bay (b), middle Bay (c) and upper Bay (d). The impact is shown as the 
difference between sea level rise scenario and the baseline, positive denoting a larger 
residence time with sea level rise than the baseline. Bottom (red dotted line with circle), 
surface (blue dashed line with x) and vertical mean (black solid line with +) residence 
time are compared separately.  
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Figure 16: Impact of 100 cm sea level rise on the vertical mean (a), bottom (b) and 
surface (c) residence time, positive (red) denoting a larger residence time than the 
baseline. 
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Figure 17: Impact of SLR on horizontal salinity gradient (Sx), tidal current amplitude 
(Ut), magnitude of gravitational circulation (Ue), Ue*H, and the exchange flow at the 
mouth cross section. Sx, Ut and exchange flow values were calculated based on the 
numerical experiments’ results. Ue values were calculated based on the theory of 
gravitational circulation. The values of each component under base scenario, i.e. no SLR, 
are shown in text. 
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Key Points: 
1. Estuarine circulation strongly affect the vertical and horizontal distribution of riverine 
material in the mainstem 
2. Material from tributaries has high potential to be transported to the upper estuary, 
despite its low concentration in the mainstem 
3. This study reveals three distinct spatial patterns in the mainstem of an estuary for 
materials from various sources 
4. We proposed a simplified appoarch to estimate total nitrogen loss rate in an estuary 
 
The section “An alternative way to examine the total nitrogen budget in Chesapeake Bay” 
is not included in the submitted paper.  
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ABSTRACT: 
Driven by estuarine circulation, material released from lower Chesapeake Bay tributaries 
has potential to be transported to the upper Bay. How far and what fraction of the 
material from tributaries can be carried to the upper estuary have not been quantitatively 
investigated. For an estuary system with multiple tributaries, the relative contribution 
from each tributary can provide valuable information for source assessment and fate 
prediction for riverine materials and passive moving organisms. We conducted long-term 
numerical simulations using multiple passive tracers that are independently released in 
the headwater of five main rivers (i.e., Susquehanna, Potomac, Rappahannock, York, and 
James Rivers) and calculated the relative contribution of each river to the total material in 
the mainstem. The results show that discharge from Susquehanna River exerts the 
dominant control on the riverine material throughout the entire mainstem. Despite the 
smaller contribution from the lower-middle Bay tributaries to the total materials in 
the mainstem, materials released from these rivers have a high potential to be 
transported to the middle-upper Bay through the bottom inflow by the persistent 
estuarine circulation. The fraction of the tributary material transported to the upper 
Bay depends on the location of the tributary. Materials released near the mouth are 
subject to a rapid flushing process, small retention time, and strong shelf current. 
Our results reveal three distinct spatial patterns for materials released from the 
main river, tributary, and coastal oceans. This study highlights the important control 
of estuarine circulation over horizontal and vertical distributions of materials in the 
mainstem. Additionally, we proposed a simplified approach to estimate total 
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nitrogen loss rate in an estuary based on total nitrogen release experiments and 
sufficient monitoring data.  
Keywords: riverine material, passive tracer, numerical modeling, Chesapeake Bay, 
estuarine circulation 
 
1 INTRODUCTION 
Chesapeake Bay, the largest estuary in the United States, has a well-defined 
mainstem that connects numerous tributaries. Five major rivers (i.e., Susquehanna River, 
Potomac River, Rappahannock River, York River, and James River) contribute about 90% 
of the total freshwater discharge to the Chesapeake Bay [Hargis, 1980; Guo and Valle-
Levinson, 2007]. The Susquehanna River, located at the north end of the Bay, is widely 
known to exert a dominant control on a variety of aspects in the middle-upper Bay, 
significantly affecting the stratification, sedimentation, nutrient levels, dissolved oxygen, 
and contaminants in this region [Schubel and Pritchard, 1986; Ko and Baker, 2004; Shen 
et al., 2012]. Meanwhile, materials discharged from the main tributaries (e.g., Potomac, 
Rappahannock, York and James Rivers) have the potential to be transported to the 
middle-upper Bay through the bottom layers by the persistent gravitational circulation 
[Goodrich and Blumberg, 1991]. How far, and what fraction of, the material discharged 
from these tributaries can be transported toward the upper estuary have not been well 
investigated quantitatively. It is of interest to know the relative contributions of the 
material discharged from different tributaries to the material at different locations in the 
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mainstem, which will provide valuable information for water quality management, source 
assessment, and prediction of the fate of substances, such as pollutants, nutrients, harmful 
algae seeds, and passive floating fish larvae. 
The persistent gravitational circulation in the Chesapeake Bay has been well 
studied and it is generally believed to have great impact on the water exchange between 
the mainstem and tributary, and between the Bay and the coastal ocean [Austin, 2002; 
Valle-Levinson et al., 2001; Shen and Wang, 2007; Du and Shen, 2016]. The net 
movement of bottom water between tributaries and the Bay’s mainstem greatly affects 
the extent and duration of hypoxia in the tributaries [Kuo and Neilson, 1987]. Due to the 
persistent gravitational circulation, the difference of residence time between the bottom 
and the surface in the mainstem can be as large as 100 days [Du and Shen, 2016]. The 
Chesapeake Bay Program conducted a conservative tracer simulation for the year of 1987 
and found that the tributaries in the lower Bay have limited contribution to the upper Bay 
[Butt et al., 2000]. The limited contribution from the lower Bay tributaries is largely due 
to its small discharge and cannot be interpreted as the low possibility of the material 
discharged from the tributaries being transported to the upper Bay. Large variability and 
high concentration of trace metals in local regions (e.g., Baltimore Bay and Hampton 
Roads) have been observed [Sinex and Wright, 1988; Skrabal, 1995]. However, it is not 
well known how these local sources will affect the concentration in the mainstem 
spatially. Therefore, a quantitative study of the influence of estuarine circulation on the 
transport of materials discharged from tributaries, especially the lower Bay tributaries, is 
needed.    
126 
 
The present study is intended to investigate the transport of dissolvable riverine 
material and the relative contribution from five main rivers through a numerical modeling 
approach by conducting a long-term simulation of transport of multiple passive tracers 
independently released at the headwaters of five main rivers (i.e., Susquehanna, Potomac, 
Rappahannock, York, and James Rivers). The article is organized as follows. The 
numerical simulations and the method to compute the tracer influx and outflux are 
described in Section 2. The spatial distribution of tracer concentration and the relative 
contribution from different rivers are presented in Section 3. The importance of 
gravitational circulation on the vertical and horizontal distribution of riverine material 
will be discussed in Section 4, followed by a summary in Section 5.  
 
2 METHODS 
2.1 Numerical model 
We used the Environmental Fluid Dynamics Code (EFDC) [Hamrick, 1992] to 
simulate the hydrodynamics of the Chesapeake Bay from 1984 to 2014. EFDC uses a 
boundary-fitted curvilinear grid in the horizontal and sigma grids in the vertical. The 
model configuration and boundary condition are the same as those employed in Hong 
and Shen [2012] and Du et al. [2017]. The bathymetry is shown in Fig. 1a. A grid with a 
horizontal cell matrix with dimensions of 112×240 and 20 evenly spaced sigma layers in 
the vertical was utilized. The model was forced by observed tide interpolated from three 
monitoring stations (i.e., 08651370 Duck, NC; 08638863 CBBT, VA; 08557380 Lewes, 
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DE) at the open boundary (http://tidesandcurrents.noaa.gov), freshwater discharges of 
main rivers (http://waterdata.usgs.gov/nwis/), and wind obtained from the North America 
Regional Reanalysis (NARR) produced at the National Center for Environmental 
Prediction 
(http://www.esrl.noaa.gov/psd/thredds/catalog/Datasets/NARR/pressure/catalog.html). 
 This model has been calibrated for surface elevation, current, and salinity for the 
Chesapeake Bay and it simulated reliable stratification and destratification responses 
temporally and spatially in both wet and dry years [Hong and Shen, 2012; 2013]. 
2.2 Tracer release simulations 
A passive tracer was independently and continuously released at the headwater of 
each of five rivers, with a constant concentration of 1.0 (arbitrary unit) for all layers. For 
all the tracer release simulations, the tracer concentration at the open boundary is set to 
zero. As the constant concentration of 1 (arbitrary unit) is used for all tracer release 
simulations, the tracer concentration at any location is corresponding with the tracer 
concentration at its discharge location. Therefore, it can serve as a useful index to 
estimate the dilution strength and to predict the concentration of the corresponding 
material if given the concentration at the release location. 
To examine the relative importance of the bottom influx and surface outflux in the 
transport of riverine material within the mainstem, we computed transverse and vertical 
integrals of the tracer influx and tracer outflux for nine selected cross-sections in the 
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mainstem (section locations are shown in Fig. 1b). The influx and outflux were calculated 
using the long-term mean tracer concentration and residual along channel velocity.      
0
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
         (2) 
where V is the along channel residual velocity (positive to the upper estuary and negative 
to the lower estuary) and C is the tracer concentration, both of which are averaged over 
the past three decades. H is the water depth. The water flux is calculated by setting the 
value of C to 1.0. Table 1 lists the long-term mean water influx at each cross section, 
which shows a rather large water influx in the lower and middle Bay. The magnitude of 
the water influx in the lower Bay is 3000-5000 m
3
 s
-1
, which is of the same order from 
the measurements at the Bay mouth [Wong and Valle-Levinson, 2002]. The magnitude of 
the water influx in lower-middle Bay is about twice the total mean river discharge (~2200 
m
3
 s
-1 
for the entire Bay), suggesting a high potential for material near the bottom to be 
transported toward the upper estuary. The water influx decreases from Section 3 to 
Section 9, and there is no water influx at the northernmost section.  
The relative contribution at a given location is measured by the tracer fraction Pi, 
which is the ratio of tracer mass discharged from a given river to the total mass 
discharged from all five rivers.  
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where Ci is the concentration of tracer released from river i. The fraction can serve as an 
index to estimate the relative probability of the material discharged from different rivers.  
Because of the large bottom inflow, the coastal ocean source can also be an 
important source of the material in the estuary. It has been well-known that the coastal 
ocean provides a large amount of phosphates in the estuary [Boynton et al., 1995; Nixon 
et al., 1996]. The harmful algae bloom seeds are abundant in the coastal sea, which can 
be transported into the estuary through the bottom inflow and serves as an important 
source for the local harmful algae bloom [Marshall et al., 2005; Anderson et al., 2005; 
Anderson et al., 2008]. Understanding the transport of the coastal ocean input is of 
interest. To examine the distribution of the material from coastal ocean input, a 
simulation for material input from the coastal ocean was also conducted. The release 
location for the coastal ocean input is the same as the offshore open boundary. The tracer 
concentration at the open boundary is set to 1.0 (arbitrary unit). 
 
3 RESULT 
3.1 Horizontal distribution of the tracer concentration 
For all the tracer release simulations, tracer concentrations decrease down-estuary 
because of quick dilution by large volumes of water in the mainstem (Fig. 2). Depending 
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on the magnitude of discharge and the relative location of the river mouth to the 
mainstem, the tracer concentration varies significantly for different rivers. Here we use a 
tracer concentration of 1% as a criterion to determine if the river input has influence for a 
given region.  
Not surprisingly, discharge from the main river, Susquehanna River, has the most 
significant influence in the mainstem, which is due to its largest river discharge and its 
most upper estuary location (i.e., at the head of the Bay). The tracer concentration from 
Susquehanna input is about 50%, 30%, and 10% at latitudes 39N, 38N, and 37N in the 
mainstem, respectively (Fig. 2a). Its influence is also evident in the lower reach, even in 
the middle reach, of other sub-estuaries.  
The Potomac River has the second largest area of influence, despite the relatively 
smaller tracer concentration (<10%) in the mainstem in comparison with the 
Susquehanna River release. The tracer concentration decreases quickly from 100% at the 
river head to 10% at the river mouth (Fig. 2b). In the Bay’s mainstem, its concentration 
decreases towards both the upper Bay and the lower Bay. 
For the other three tributaries, i.e. Rappahannock, York, and James Rivers, the 
tracer concentration exhibits a similar pattern, with a rather small influence area in the 
mainstem due to its small river discharge and a quick dilution by the large volume of 
water in the lower Bay. The tracer concentration at the mouth of any of the three rivers is 
around 3% (Fig. 2c-e). The outreach of the 1% isoline is very limited, suggesting that 
riverine material from these rivers is quickly diluted.  
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3.2 Vertical distribution along the mainstem 
The vertical difference of tracer concentration along the deep channel section is 
evident, with a larger concentration near the surface from the river mouth down to the 
Bay’s mouth and a larger concentration near the bottom from the river mouth up to the 
upper Bay (Fig. 3; Fig. S1). For the Susquehanna River release, the larger surface tracer 
concentration is observed over the entire Bay’s mainstem, which can be attributed to the 
buoyancy force induced by the large freshwater discharge. The vertical difference of 
tracer concentration from tributary release exhibits an obviously different pattern, 
compared to the main river release. Taking Potomac River as an example, the tracer 
concentration decreases both towards the upper Bay and the lower Bay, with a larger 
concentration in the bottom layers in the upper Bay and a smaller concentration in the 
bottom layers in the lower Bay (Fig. 3b). For discharge from other tributaries (i.e., 
Rappahannock, York, and James), the tracer concentration exhibits a similar vertical 
pattern as with the Potomac River (Fig. 3b-e). Materials from the lower Bay tributaries 
cannot reach to the north end of the mainstem, because there is no bottom inflow at the 
north end of the mainstem (Tab. 1).  
3.3 Lateral distribution across the mainstem 
The vertical difference of tracer concentration is not only obvious along the deep 
channel in the mainstem, but also across the mainstem. The asymmetry of the tracer 
concentration between the Bay’s Eastern Shore and Western Shore occurs in almost all 
cross-sections (Fig. 4). Sections 1, 2, 3 in the lower Bay and Section 6 in the middle-
upper Bay are selected to examine the lateral distribution of tracer concentration. Much 
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lower concentration in the Eastern Shore is observed at the section near the tributary 
mouth (e.g. Sections 2 and 3 for York and Rappahannock Rivers input, respectively), 
where material tends to move along the Western Shore by the strong seaward residual 
current (Fig. 5). The tracer concentration isolines show moderate to strong tilting across 
the mainstem (Fig. 4). The tilting of isolines is related to the horizontal shear of the 
exchange flow (Fig. 5), and the tilting strength is related to the width of the channel 
[Valle-Levinson et al., 2003]. A strong tilting of both the tracer concentration and the 
residual current is found in Section 3 (Fig. 4c, Fig. 5c), which has the largest width 
among the four selected sections. From the tributary mouth to the Bay mouth, the tracer 
concentration is greater at surface layers and along the Western Shore, which is evident 
in Section 1 (located at the mouth). On the contrary, from the tributary mouth to the 
upper Bay, the tracer concentration is larger along the Eastern Shore and larger in the 
bottom layers. In addition, the vertical difference in Sections 2-6 is much smaller than 
that in Section 1. Tracer concentration at the surface ranges from 30 to 43 times that at 
the bottom in Section 1, while there is less difference between the bottom and the surface 
in Section 6. The larger vertical difference near the Bay’s mouth is believed to be related 
with the shorter residence time and southward shelf current outside the mouth, which will 
be further discussed in Section 4.2.  
3.4 The tracer influx and outflux 
 The product of the water flux and the tracer concentration is calculated as tracer 
flux (Eq. 1-2) to understand the relative magnitude of tracer influx and outflux. The tracer 
influx and outflux normalized by the river discharge are shown in Fig. 6.  The ratio of the 
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tracer influx to the river discharge can be as large as 119% (Fig. 6b), suggesting a large 
portion of material in the lower estuary can be transported to the upper estuary. Note that 
the 119% ratio can not be interpretaed as a net transport of 119% of the material toward 
the upper estuary, as the net transport is the sum of influx and outflux. For any release, all 
the material will be ultimately exported out of the Bay. Influenced by the magnitude of 
river discharge and the location of the river’s mouth, the tracer influx and outflux ratio in 
the mainstem vary dramatically, with a maximum influx ratio ranging from 18% (at 
Section 3 for the York River release) to 119% (at Section 4 for the Potomac River 
release).   
 The maximum tracer influx ratio usually occurs in the lower Bay, at either Section 
3 or Section 4, and the tracer influx decreases toward both upper Bay and lower Bay ends. 
Sections 3 and 4 have the largest influx among all the sections, probably due to the large 
widths of these two sections. Among all the five rivers, the Potomac River has the largest 
maximum tracer influx ratio with a value of 119%, followed by 98% and 94%, 
respectively, for the Susquehanna and Rappahannock Rivers. Surprisingly, the tracer 
influx ratio for the Rappahannock River is rather large (maximum 94%), despite its small 
tracer concentration in the mainstem (less than 3%, Fig. 2c). In the middle-upper Bay, the 
mean tracer influx ratio value is largest for Susquehanna, followed by Potomac, 
Rappahannock, York, and James. Taking Section 8 as an example, the tracer influx ratio 
from the Potomac River release is 7 times larger than that from the James River release. 
James River and York River have the smallest mass influx ratios at almost all cross 
Sections, except Section 1. Even though other smaller tributaries are not included in the 
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simulations, it is confident to imply that material released at tributaries in the middle and 
upper Bay is very likely to have a large tracer influx. 
3.5 Relative contribution from each river  
The relative contribution (Eq. 3) indicated by the fraction of discharged material 
from each river to the total materials discharged from five rivers varies dramatically 
among different river releases. The results provide a measure of the contribution of each 
tributary assuming the concentration of material discharged from each river is the same. 
The Susquehanna River source dominates over the entire mainstem, with tracer fraction 
ranging from 50% at the Bay’s mouth to 100% at the Bay’s head (Fig. 7a, Fig. S2). 
Material from the Susquehanna River also has a large contribution in the lower reaches, 
even in the middle reaches, of sub-estuaries in the lower-middle Bay. The tracer fraction 
from the Potomac River input is less than the Susquehanna River input but much larger 
than the inputs from the Rappahannock, York, and James Rivers (Fig. 7b-e). The mean 
contribution averaged over the mainstem are about 70%, 20%, 3%, 2%, and 5% for the 
Susquehanna, Potomac, Rappahannock, York, and James Rivers, respectively (Fig. S3).  
Different from the dominant contributions of the Susquehanna and Potomac, the 
contributions from the Rappahannock, York, and James are very limited in the Bay’s 
mainstem. Among these three tributaries, York River has the least contribution to the 
mainstem. For the York River, the 1% isoline cannot even reach to the middle Bay. 
James River, on the other hand, has a larger influence, with its 1% isoline extending to as 
far as the upper Bay (Fig. 7e). James River has a large contribution (20-30%) in the shelf 
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area near the Bay’s mouth. Overall, the Susquehanna River input dominates the majority 
of the Bay while inputs from tributaries dominate locally.  
3.6 Material from the coastal ocean 
A simulation of tracer release at the open boundary was conducted, and it reveals 
the high potential of coastal ocean material to be transported to the Bay and the sub-
estuaries (Fig. 8). Transport of material from the coastal ocean is highly similar to the 
process of salt intrusion. The incoming water mass from the coastal ocean is transported 
up-estuary mainly through the bottom inflow and affects the shoaling area and surface 
layer through vertical mixing and lateral transport, resulting in a larger concentration near 
the bottom and a lower concentration near the surface (Fig. 8). The tracer concentration 
decreases towards the upper estuary, with a value of about 90% at the mouth, 60% at 38N, 
and 40% at 39N, respectively. Given the material concentration in the coastal ocean, the 
contribution of the coastal ocean source in the Bay can be estimated.  
 
4 DISCUSSION 
4.1 Important control of estuarine circulation on the distribution of riverine material 
The distribution of riverine material is greatly regulated by the persistent estuarine 
circulation. The estuarine circulation is generally believed to play a major role in the 
aggregation of sediment in the turbidity maximum zone [Festa and Hansen, 1978; 
Sanford et al., 2001], the larvae transport for a variety of species of fish [Fortier and 
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Leggett, 1983; Epifanio and Garvine, 2001] and the hypoxia condition [Kuo and Neilson, 
1987; Kemp et al., 2005; Du and Shen, 2015].  
The vertical distribution is mainly caused by the unique manner of water 
exchange between the estuary and adjacent coastal ocean, and between tributary and 
mainstem. Material released from the Susquehanna River tends to concentrate near the 
surface, leading to a net downward transport through vertical mixing and lateral transport 
processes in the mainstem. Because of the bottom influx, the surface outflux can be as 
large as 190% of the river discharge (Fig. 6a). This effect manifests in vertical differences 
in both the mainstem and the lower reach of other sub-estuaries, with a larger surface 
concentration in the mainstem and a smaller surface concentration in the sub-estuaries 
(Fig. S1a). A large amount of material in the mainstem is transported into the tributaries 
in the bottom layers by gravitational circulation [Kuo and Neilson, 1987]. This 
mechanism can be also applied to explain the vertical difference of material concentration 
from the input of other tributaries. Taking the material released from the Potomac River 
as an example, the bottom tracer concentration is larger in the upper Bay and the lower 
reaches of Rappahannock, York, and James Rivers (Fig. S1b), because the most efficient 
way the material from the Potomac River is transported to these areas is through 
gravitational circulation. 
Besides the along-channel distribution, the lateral distribution is also highly 
related to the estuarine circulation. The horizontal shear of exchange flow [Valle-
Levinson et al., 2003] is a key factor controlling the lateral shape of tracer concentration. 
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Even for a narrow channel, the horizontal shear of the exchange flow, induced by the 
Coriolis force, will cause a larger bottom inflow to the right of the channel (looking up-
estuary from the estuary mouth). This lateral inequality of transport will lead to a lateral 
tilting of tracer concentration as shown in the vertical profile of Section 2 and Section 3 
(Fig. 4). As the strength of tilting is related to the width of the cross-section, a narrower 
cross-section (e.g., Section 6 in Fig. 4, Fig. 5) tends to has less horizontal shear of 
exchange flow and thus less tilting of tracer concentration isolines.  
The channel topography can modulate the vertical mixing and stratification, and 
thus affect the distribution of released material. The shallow topography in the lower Bay 
(37-37.5N) contributes to the stronger vertical mixing in this region. Without the 
contribution of the shallow topography in the region, the material released from the 
tributaries in the middle-upper Bay (e.g., Potomac River, Susquehanna River) is expected 
to be more concentrated at the surface layer. 
4.2 Source location determines the fraction of material moving up-estuary in an estuary 
The estuarine circulation, together with the source location, determines the 
difference of spatial distribution of material from different sources. Figure 9 is a 
conceptual diagram illustrating the dominant processes that regulate the material 
distribution. The location of the source affects the material distribution, the magnitude of 
bottom tracer influx, and the relative contribution.   
The source location greatly affects both horizontal and vertical distributions of the 
material. Substances discharged from the main river will spread to the lower estuary and 
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concentrate in the surface layers (Fig. 9a). The net vertically downward transport is 
mainly caused by both vertical mixing and lateral transport [Scully, 2010; Hong and Shen, 
2013]. A portion of the material near the bottom will be transported up-estuary by 
gravitational circulation. For tributary discharge, material concentrates near the mouth of 
the tributary and is diluted in both landward and seaward directions. The net vertical 
transport direction is opposite between the lower estuary and upper estuary (Fig. 9b). 
Material from the coastal ocean input will be transported into the upper estuary in the 
bottom layers by the persistent gravitational circulation, leading to an opposite spatial 
pattern as with the main river source (Fig. 9c). The vertical net transport will be in 
upward direction in the mainstem for the coastal ocean source. 
The location of source highly affects the magnitude of the bottom tracer influx. 
The lower Bay is characterized by rapid flushing and small residence time [Du and Shen, 
2016]. The strong outflow near the southern shore at the mouth will export the material 
from the James and York Rivers quickly, and material exported usually has little chance 
to come back because of the southward river plume and southward shelf current [Guo 
and Valle-Levinson, 2007; Jiang and Xia, 2016; Lentz, 2008]. The larger vertical 
difference near the mouth (where the surface concentration is 30-43 times that at the 
bottom) can also be attributed to the rapid flushing in this region. Tracers released at the 
upper estuary tend to have longer residence time inside the Bay. With a long residence 
time, a larger fraction of material will be mixed downward to the bottom layer through 
diffusion, vertical advection, and lateral and longitudinal circulation, leading to a smaller 
vertical difference. The quick flushing near the mouth also explains the much smaller 
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tracer influx to the middle-upper Bay for the discharges from both York and James 
Rivers. It appears that the ratio of tracer influx to the river discharge will increase as the 
location of the mouth of the tributary moves up-estuary.  
The different retention time for different sources also contributes to the 
inconsistency between the relative contribution of material in the mainstem and the 
relative river discharge. The contribution is not necessarily proportional to the discharge.  
For example, the relative contribution of Susquehanna is about 70%, which is larger than 
the percentage of its river discharge, which is about 60% of the total of the five river 
discharges. The contribution of input material from the James River is less than 5%, 
which is lower than its flow contribution that is about 10%. The longer the residence time 
the material has inside the Bay, the larger the contribution will be.  
Even though there is a high potential of material released from the tributaries in 
the lower Bay and the coastal ocean to be transported to the upper Bay, the movement 
toward the upper Bay in the bottom layers is very slow. The mean bottom inflow is with a 
magnitude of 1~2 cm/s, and thus a water parcel at the mouth needs 100-200 days to reach 
the upper Bay [Shen et al., 2012; Hong and Shen, 2013]. Transport of material released at 
the lower estuary is more sensitive to the coastal dynamics, such as upwelling, dispersion 
of the river plume, and shelf currents.  
In addition to the impact from the release location, several other factors are also 
important for the transport and the distribution of the non-conservative material, such as 
the solubility of the material, the settling velocity, the biogeochemical processes, the 
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duration and amount of releasing, and the release depth. A different release depth could 
make a dramatic difference at different locations, which has been confirmed by multiple 
studies using the particle tracking [e.g., North et al., 2008]. The releasing time and the 
duration of release can make a dramatic difference, especially for a large estuarine system 
as dynamics can change dramatically over a short period. Short-term events, such as 
storms and flooding, can alter the transport processes. The transport of material whose 
release lasts for only a short period is subject to short-term events, such as strong Ekman 
transport toward the coastal ocean, and a high-speed wind event that could well mix the 
entire water column and weaken the estuarine circulation [Li et al., 2006; Shen and Gong, 
2005; Cho et al., 2012]. Furthermore, materials with settling velocity will be subject to 
the bottom inflow in its earlier stage. Even though these specific properties of the 
material could modulate the spatial distribution, they are unlikely to shift the overall 
pattern of the distribution. 
4.3 An alternative way to examine the total nitrogen budget in Chesapeake Bay 
The fate of riverine nutrients, one of the most ecosystem-relevant riverine 
materials, has been extensively studied in the Chesapeake Bay. The relative amounts of 
total nitrogen (TN) loss in the Bay and export to the coastal ocean are highly variable and 
still attract a considerable interest, primarily due to the limited observations and different 
assumptions [Smullen et al., 1982; Flemer et al., 1983; Nixon, 1987; Fisher et al., 1988; 
Boynton et al., 1995; Kemp et al., 1997; Linker et al., 2013; Testa et al., 2014; Feng et al., 
2015]. Both simplified budget models and complex ecosystem models have been applied 
to understand the nitrogen budget in Chesapeake Bay. The estimated fraction of net 
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nitrogen export to coastal ocean ranges from 30% to 64% [Nixon, 1987; Fisher et al., 
1988; Boynton et al., 1995; Feng et al., 2015].  
Instead of applying a sophisticated ecosystem model, the total removal rate can be 
estimated by conducting TN release experiments with reduced TN loading and without 
removal terms. Here we will use the simple release experiments to get an alternative way 
to understand the overall loss rate of nitrogen in Chesapeake Bay. It is based on the 
assumption that, in a release experiment with reduced TN loading and without any loss 
terms, if the reduction rate of the TN loading is equal to the nitrogen loss rate, the 
predicted nitrogen concentration should be equal to the observed true values..  
We carried out a release experiment of the non-point source TN (~60% of the 
total loading), with a time-varying concentration of TN for each of five tributaries. The 
daily concentration of TN is used based on the USGS monitoring data at upstream 
stations for each river (Table 2). The station selection is identical to the report of Belval 
and Sprague [1999]. Note that other source of TN (e.g. atmospheric deposition and point 
source) and removal terms (e.g. sediment burial and denitrification) are not included in 
the simulation. The TN concentration is set to be zero at the offshore open boundary, in 
order to exclude the impact of coastal ocean nitrogen supply. Comparison between the 
long-term mean value of estimated TN concentration from this release experiment and 
the observed TN concentration is used to examine the nitrogen loss rate. 
The simple non-point source TN release shows a high similarity between 
predicted TN concentration and the observed TN value in spatial variation after averaging 
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both values for the past 3 decades (Fig. 10). The data of observed TN at 105 stations 
(locations shown in Fig. 1b) were retrieved from the Chesapeake Bay Program 
((http://www.chesapeakebay.net/)). It is important to note that the estimated TN is the 
result of solely physical transport of the non-point source loading at the headwater 
without including any biogeochemical processes (e.g. uptake, denitrification, burial). The 
results highlight the importance of the physical contribution on the spatial distribution of 
the long-term mean TN concentration. More importantly, it suggests that the amount of 
other sources and the removal of TN almost balance each other for a long-term average. 
The linear regression between the modeled TN and observed TN provides the a 
maximum slope of 1.5 and minimum slope of 0.82, which suggest a maximum loss rate 
of 60% (calculated by 1-0.6/1.5) and minimum loss rate of 27% (1-0.6/0.82). This 
estimated loss rate (27%~60%)  is within the range of previous studies. Note that this 
range is obtained by assuming the non-point source loading is 60% of the total loading. 
Accurate estimate of nitrogen loss rate may be obtained for each year and each region if 
given sufficient monitoring data and total nitrogen loading data.  
Besides the high consistency of decadal mean TN concentration, the interannual 
variation of the estimated TN agrees well with observed values at selected stations along 
the deep channel section, with a high linear regression coefficient R
2
 ranging from 0.6 to 
0.8 (Fig. 11). One interesting phenomenon is that the estimated TN is usually lower than 
the observed value in the lower Bay (Fig. 11e), which can be attributed to the coastal 
ocean input that was not included in this simulation. Despite the good estimation of the 
annual mean value of TN, the estimated monthly mean TN cannot catch the peak and 
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trough properly, suggesting an overestimate or underestimate in specific months or 
seasons, which can be attributed to the seasonality of nitrogen retention and removal 
processes. The bias between the monthly mean estimated value and observed value reveal 
the different contributions of physical and biogeochemical processes for the TN 
distribution in different timescales, i.e., with dominant control from physical transport in 
the long-term mean spatial distribution and significantly seasonal (or monthly, daily, 
hourly) modulation by the related biogeochemical processes. 
Comparisons between predicted TN and observed TN at 40 selected stations 
located in the mainstem (locations shown in black solid circles in Fig. 1b) for different 
seasons are conducted, and the results show an interesting shifting trend of bias between 
predicted TN and observed TN in the middle-upper Bay (Fig. 12). For all seasons, an 
underestimation in the lower Bay is obvious, which is mainly due to the coastal ocean 
input. For the middle-upper Bay, the observed TN is smaller than the estimated value in 
the summer and larger in the winter and spring. The observed value and estimated value 
is mostly consistent in the fall. In general, the seasonal deviation is lower than 
concentration estimated by the physical processes, suggesting the important contribution 
of physical processes. The seasonal pattern of the bias suggests that there are important 
additional source and sink terms which are not included in the simulation and which have 
clear seasonality. Assuming the atmospheric deposition and point-source are evenly 
distributed in all months and do not have a significant seasonal cycle, the seasonal change 
of the bias is attributable to the seasonal variation of nitrogen removal terms, including 
denitrification, particulate organic nitrogen burial, and removal by fishery activity. The 
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variation of these terms has been observed with significant seasonality. Kemp et al.[1990] 
observed coherent temporal patterns for nitrification and denitrification, with relatively 
high values in spring and fall and a virtual elimination of both processes in summer. 
Lower nitrogen concentration and higher demand for nitrogen by phytoplankton, bacteria, 
and benthic algae during summer lead to high efficiency of nitrogen uptake and nitrogen 
regeneration in the water column [Baird et al., 1995; Smith and Kemp, 1995]. The 
overestimation of TN in the summer can be, in part, attributed to the intensive organic 
nitrogen removal in the late spring. Followed by the spring bloom, large amounts of 
organic matter in the column sink to the bed, leading to an intensive nitrogen removal by 
sediment [Marshall et al., 2005; Kemp et al., 1990]. The overestimation of TN in the 
summer is consistent with the observed salinity dilution plot of TN [Magnien et al., 1992].  
 Although the precise reason remains elusive, the seasonal trend of the bias 
between the observed value and the estimated value based on the solely non-point source 
above fall line without any biogeochemical process may provide an alternative way to 
think about the contribution of biogeochemical dynamics within the Bay. If provided 
with the seasonal variation of the biogeochemical activity, it is possible to estimate the 
nitrogen concentration as the first-order approximation.  
 
5 CONCLUSION 
By using passive tracers, our numerical simulation highlights the important 
control of estuarine circulation on the redistribution of riverine material in a partially 
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mixed estuary. Driven by the persistent bottom inflow, material released from the 
tributaries in the lower-middle reach of the estuary and from the coastal ocean has high 
potential to be transported to the upper estuary. The results reveal three distinct spatial 
patterns in the mainstem of an estuary for material released from different sources, 
namely the main river input, tributary input, and coastal ocean input. Even though the 
Chesapeake Bay is selected as an example, the spatial pattern is applicable for other 
partially mixed estuary systems.  
For the Chesapeake Bay, our results suggest that the main river (i.e. Susquehanna 
River) has dominant control on the concentration of riverine material in the mainstem and 
even in the lower reach of other tributaries through the bottom inflow in these sub-
estuaries. Despite the small contribution from tributaries (e.g., Potomac, Rappahannock, 
York, and James Rivers), material from these rivers can be slowly moved to the upper 
estuary. The portion of materials moved to the upper estuary largely depends on the 
location of the tributary. Material from a tributary located near the mouth (e.g., James 
River) tends to have a relatively smaller portion of material transported to the upper Bay, 
due to the rapid flushing near the mouth area and the southward shelf current outside the 
mouth.  
We proposed a simplified way to estimate the total nitrogen loss rate by using the 
reduced amount of total nitrogen as tracer released from main rivers. The estimated TN 
from this experiment agrees well with the observed value in both spatial variation and 
interannual variation, revealing a rough balance between the additional source (i.e., 
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coastal ocean source, point sources, and atmospheric deposition) and the removal terms 
(i.e., denitrification, sediment burial, fishery activity). The seasonal and annual 
comparison between predicted TN and observed TN points to the important role of 
coastal ocean water in decadal mean TN distribution in the mainstem, and reveals the 
importance of biogeochemical processes in modulating the seasonal change of TN 
concentration. 
The spatial pattern illustrated by our simulation is not applicable to short-period 
release, which is highly subject to short-period events (e.g., hurricanes, storms). Further 
research on the event-driven transport is needed. Nevertheless, we hope the general 
insights demonstrated by our numerical approach will help to improve the understanding 
of the source and fate of materials in estuarine and coastal systems.  
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Figure1: (a) Bathymetry of Chesapeake Bay. (b) Locations of TN and TP observation 
stations; 105 stations with long-term TN observation data are shown as solid and open 
circles, with solid circles denoting the stations in the mainstem; 9 cross sections in the 
mainstem are represented by red lines, with section numbers shown in red text; the 
separations between lower Bay, middle Bay, and upper Bay are signified by dotted blue 
lines.   
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Figure 2: Distribution of vertical mean tracer concentration for each river release; two groups of contour lines are used, a solid black 
line with a 0.2 interval is used for values 0.1-0.9 and a pink line with a 0.02 interval is used for values 0.01-0.09. 
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Figure 3: The vertical profile of tracer concentration along the longitudinal section for 
tracers released from Susquehanna River (a), Potomac River (b), Rappahannock River 
(c), York River (d), and James River (e). The color scale is different for different rivers.  
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Figure 4: The vertical profiles of tracer concentration at Sections 1, 2, 3, 6 for tracer 
released from Susquehanna River (a-d), Potomac River (e-h), Rappahannock River (i-l), 
York River (m-p), and James River (q-t). The maximum and minimum values for each 
section are shown along the color scale.  
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Figure 5: Residual along channel velocity (cm/s) for Section 1 (a), Section 2 (b), Section 3 (c), and Section 6 (d). Positive values 
represent influx moving up-estuary. The isoline for value zero is marked with a bold black line. The interval between adjacent isolines 
is 1 cm/s. 
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Figure 6: Pathway of riverine material from Susquehanna River (a), Potomac River (b), 
Rappahannock River (c), York River (d), and James River (e). The blue lines on the left 
show the tracer outflux to the lower Bay and the red lines on the right show the tracer 
influx to the upper Bay. Nine cross-sections in the mainstem are shown with dotted lines, 
the influx and outflux ratio relative to the net river loading are shown in text. A larger 
shadow denotes a larger flux. The arrow between the bottom tracer influx and surface 
tracer outflux denotes the net vertical flux, with red arrows denoting a net upward tracer 
flux and blue arrows denoting a net downward tracer flux.
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Figure 7: The distribution of the relative contribution for 5 main rivers, assuming the same material concentration at headwater of all 
the rivers; two groups of contour lines are used, a solid black line with a 0.2-interval for values 0.1-0.9 and a pink line with a 0.02- 
interval for values 0.01-0.09. 
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Figure 8: Vertical profile of the tracer concentration along the longitudinal section (top 
panel) and the vertical mean tracer concentration (bottom panel) from the coastal ocean 
input with an original concentration of 1.0 at the offshore boundary.  
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Figure 9: Conceptual diagrams to show the main processes affecting the transport of 
material from main river input (a), tributary input (b), and coastal ocean input (c). Filled 
color in grayscale denotes the material concentration. The magnitude of inflow in the 
bottom layers decreases toward the upper estuary and the magnitude of the outflow 
increase toward the lower estuary. The residual circulation is shown by the black arrow, 
and there is no inflow at the upper end of the estuary. Different directions of the net 
vertical transport are marked with different colors.  
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Figure 10:  Regression between the estimated TN and observed TN for 105 monitoring 
stations located over the mainstem and tributaries of the Chesapeake Bay; the station 
locations are shown in Fig. 1b (open circles + solid circles); the equation of the linear 
regression is shown in text; the maximum slope and minimum slopes are 1.5 and 0.82, 
respectivey, and denoted by the red lines 
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Figure 11: Monthly (left panels) and yearly (right panels) mean estimated TN (blue line) 
based on solely physical transport of non-point source and observed TN (black line) at 
selected stations in the mainstem.  
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Figure 12:  Scatter plots between observed and predicted TN for the mainstem 
monitoring stations in different seasons, averaged over years 1985-2014. Red shading 
denotes a larger observed value than the predicted value, while blue shading denotes a 
smaller observed value than the predicted value.  
 
  
168 
 
 
Table 1: The water influx at nine cross-sections; the cross-section location is shown in 
Fig. 1b; influx values were calculated based on the residual velocity field, which is the 
average of the velocity over the past three decades  
 
Section No. Influx (m
3
/s) 
1 4266.44 
2 3705.25 
3 4957.67 
4 4444.21 
5 3381.00 
6 2208.88 
7 2475.94 
8 1647.79 
9 0.00 
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Table 2: Mean flow and mean total nitrogen concentration for each of the five main 
tributaries; both mean flow and mean nitrogen concentration are averaged over years 
1985-2014  
 
River Name Mean 
discharge 
(m
3
/s)
1
 
Mean TN 
concentration 
(mg/L)
1
 
USGS station used for 
time-varying non-
point TN input 
Susquehanna  1138 1.82 01578310 
Potomac 341 2.21 01646580 
Rappahannock 49 1.29 01668000 
York 41 0.76 01673000   
01674500  
James 236 0.80 02035000  
02041650  
1
 United States Geological Survey (USGS) - Note: two stations have been used for York 
River and James River as there are two main tributaries for each river 
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Appendix: Supplemental Figures 
 
 
 
 
 
 
 
Figure S1: Tracer concentration difference between bottom and surface layers. Positive 
values signify that bottom values exceed surface values, and negative values signify that 
surface values exceed bottom values. 
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Figure S2: The dominant riverine material source; the dominating area denotes the 
corresponding river has contribution larger than 50%; blank area (e.g., middle reach of 
Rappahannock River) denotes none of the rivers contributes more than 50%. Here we 
assume that concentrations of riverine material at the headwater of all rivers are the same.   
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Figure S3: Temporal variation of tracer percentage averaged over the mainstem for 
different river input.  
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ABSTRACT: 
 Floodgates or storm surge barriers are increasingly being considered as feasible climate 
change adaptation strategies to mitigate flooding risk. We developed a numerical 
modeling approach for a partially mixed estuary to simulate long-term alterations to 
hydrodynamics and transport processes induced from human modifications; two types of 
partially embanked storm surge barriers across the mouth of Chesapeake Bay were 
examined. Under modeled scenarios, surge barriers exerted a significant influence on the 
tide, salinity, residual current and transport processes. The surge barrier caused (1) a 
reduction of tidal range inside the estuary, (2) stronger stratification and further salt 
intrusion, weaker vertical mixing and larger vertical exchange time, and (3) decrease of 
bottom inflow in the mainstem and weakened horizontal water exchange. (4) The change 
of horizontal water exchange and residence time was not a linear response with the 
barrier size and it varied at different region of the estuary. The modeling approach is 
suitable to assess large-scale long-term ecosystem changes induced by human 
modifications or adaptations under a changing system. 
Keywords: vertical exchange time, residence time, storm surge barriers, climate change 
adaptation, Chesapeake Bay 
 
1 INTRODUCTION 
 According to the projections of future climate change, hurricane intensity is likely 
to increase in the Atlantic region (Emanuel 2005; Knutson et al. 2010), although the 
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frequency may decrease under a warming condition (Knutson et al. 2008). Intensified 
storm surge, combined with sea level rise resulting from climate change, poses a major 
threat in low-lying coastal areas (Irish et al. 2014). Cooper et al. (2008) predicted that 
coastal storms would temporarily flood low-lying areas up to 20 times more frequently 
along the New Jersey coast in the next century. Annual losses from tropical cyclones in 
the United States are estimated to average about $10 billion/year over the period 1900-
2005 (Pielke et al. 2008). It is generally advantageous to use expensive structural 
protection in areas that are highly developed (Kirshen et al. 2008). Large storm surge 
barriers have been built to reduce the flooding damage caused by hurricanes and storms 
in many coastal cities, e.g., Rotterdam in Netherlands, New Orleans in US, London in the 
UK, St. Petersburg in Russia, Venice in Italy, and Tönning in Germany (Bowman et al. 
2005). While these structures provide protection from storm surges, there may be an 
ecological cost. By examining the difference before and after construction of the barrier, 
the ecological consequence and hydrodynamic change of the barrier were well-
documented in Oosterchelde Estuary, a well mixed estuary of Netherlands (Bakker et al. 
1990; Leeuw et al. 1994). However, the impact of the storm-surge barrier in a partially 
mixed estuary is not well known.  The different characteristics of estuarine dynamics 
between well mixed estuary and partially mixed estuary would lead to a different impact 
of storm-surge barrier.  
 To minimize unintended consequences, the impact of a storm surge barrier on the 
hydrodynamics and ecosystem should be carefully evaluated before building. Many 
previous studies of hypothetical tests on storm surge barriers mainly focused on the 
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impact of water level, tidal current (Bowman et al. 2005), and sediment transport 
(Eelkema et al. 2013). Studies rarely gave an explicit answer to the question as to 
whether the changes of water level and salinity could cause long-lasting and dramatic 
changes to physical transport processes. The long-term change has been observed after 
building of similar infrastructure, such as reclamation, bridge, causeway and tidal barrage. 
These large constructions can dramatically change the tidal attenuation, tidal prism, 
salinity stratification, residual circulation, flushing capacity and residence time (McAlice 
and Jaeger 1983; Militello and Zarillo 2000; Gong et al., 2008; Meyers et al. 2014; Lee 
and Zaharuddin 2015). McAlice and Jaeger (1983) demonstrated that building a 
causeway in the Sheepscot River Estuary would reduce the tidal flow, enhance salinity 
stratification and gravitational circulation.  
 Chesapeake Bay is a typical partially mixed estuary and has a large low-lying 
coastal area that is highly vulnerable to hurricanes and storm surge. Furthermore, this 
area is experiencing some of the highest rates of relative sea level rise in the United 
States (Najjar et al. 2010). As sea level continues to rise at an accelerated rate (Boon and 
Mitchell 2015), all forms of climate change adaptation are likely to be considered to 
minimize damage from flooding and storm surges, including large engineering projects. 
Integral to the decision-making process will be the ability to simulate the impacts of any 
modification (e.g., storm surge barrier, tidal gates, barrier islands) on estuarine dynamics 
and ecosystem functioning.   
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 Our study objectives were to develop a modeling approach to simulate the 
potential consequences of manipulating the Chesapeake Bay system to reduce storm 
surge impacts. Specifically, we simulated the long-term effects of two types of 
hypothetical partially embanked storm surge barriers at the mouth of Chesapeake Bay on 
tidal amplitude, salinity structure, residual current, water fluxes, and transport processes. 
We used two ecologically relevant timescales, residence time and vertical exchange time 
(VET), to quantify the horizontal and vertical water exchange, because these two 
timescales are the key timescales related to the export and retention of nutrients and 
pollutants, algal blooms, and the variation of hypoxia, providing important information 
for research on biological and chemical processes in estuaries (Boynton et al. 1995; 
Nixon et al. 1996; Dettmann 2001; Kemp et al. 2005; Delhez 2005; Lucas et al. 2009; Du 
and Shen 2015).    
 
2 METHODS 
2.1 Scenarios set up 
 We examined two kinds of hypothetical storm surge barriers built at the mouth of 
the Chesapeake Bay along the footprint of the Chesapeake Bay Bridge-Tunnel that 
traverse the mouth to connect the south side of the Bay to the Eastern Shore. Barrier 
types simulated consisted of either a moderate or large permanently embanked barrier, 
with open shipping channels unless a storm event is occurring. A mid-sized surge barrier 
was placed in both the southern and northern portions of the mouth with lengths of 
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approximately 4 km and 11 km, respectively (Fig. 1c, shown with two black solid lines, 
~60% of the Bay mouth blocked). A large-sized surge barrier included an additional 
middle section with a length of approximately 6 km, blocking all but the 2 deep shipping 
channels (Fig. 1c, shown with two black solid lines plus one black dashed line, ~85% of 
the Bay mouth blocked). A numerical model was applied to simulate 3 different scenarios, 
namely the existing condition with no barrier (Case 1), the mid-sized storm surge barrier 
(Case 2), and the large-sized storm surge barrier (Case 3). 
 Previous works at Oosterchelde estuary demonstrated that the barrier reduced the 
tidal amplitude effectively and the reduction of tidal energy caused various effects 
(Bakker et al. 1994; Mulder and Louters 1994). In order to understand the mechanism of 
storm-surge barrier’s impact and the similarity between the influence of a storm-surge 
barrier and a reduction of tidal energy, one additional case (Case 4) was carried out by 
using a different tidal forcing at the open boundary with reduced tidal range (i.e., 80% of 
the current tidal range) while keeping other forcing conditions unchanged. Note that there 
was no barrier in Case 4.   
2.2 Numerical model and model calibration 
 We used the Environmental Fluid Dynamics Code (EFDC) (Hamrick 1992) to 
simulate the hydrodynamics. EFDC uses a boundary fitted curvilinear grid in the 
horizontal and sigma grids in the vertical. The model configuration and boundary 
condition were the same as those used in Hong and Shen (2012) and Du and Shen (2015). 
The bathymetry is shown in Fig. 1a. A grid with a horizontal cell matrix of 112×240 and 
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with 20 evenly spaced sigma layers in the vertical was utilized. The model was forced by 
observed tide interpolated from three monitoring stations (i.e., 8651370 Duck, NC; 
8638863 CBBT, VA; 8557380 Lewes, DE) at the open boundary 
(http://tidesandcurrents.noaa.gov), freshwater discharges of main tributaries 
(http://waterdata.usgs.gov/nwis/), and wind obtained from the North America Regional 
Reanalysis (NARR) produced at the National Center for Environmental Prediction 
(http://www.esrl.noaa.gov/psd/thredds/catalog/Datasets/NARR/pressure/catalog.html). 
 This model has been calibrated for surface elevation, current, and salinity for 
Chesapeake Bay and it simulated reliable stratification and destratification responses 
temporally and spatially in both wet and dry years (Hong and Shen 2012, 2013). To 
verify the suitable simulation of storm surge, the model simulation of Hurricane Isabel 
(2003) was examined. Observations at several stations (locations are shown in Fig. 1b) 
from the Lower Bay to Upper Bay were chosen to evaluate the performance of the model. 
A period of 10 days was selected to show the water level simulation, during which time a 
severe hurricane, Isabel, occurred and a surge as high as 2 m was observed in the middle 
to upper Bay. The model showed good prediction skill on both water level and salinity 
(Fig. 2).  The modelled salinity matched well with the measurements, and the root-mean-
square of the difference between observation and model results was less than 2.0 PSU 
over the entire year for both surface and bottom layers. Overall, the model skill was 
satisfactory. Despite the fact that small scale changes of the velocity near the barrier 
cannot be simulated by this model, the model is suitable for the simulation of tide and 
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exchange flow caused by the gravitational circulation, and the computation of residence 
time. 
2.3 Inflow and tidal prism calculation 
 In order to examine the relative strength of estuarine circulation, we examined the 
residual inflow at 8 transverse cross-sections in the Bay’s mainstem (section locations are 
shown in Fig. 1b). To calculate the residual inflow, the flux for each grid and each layer 
was first averaged over the summer time (June-August, 2003) to remove the tidal impact. 
At each transverse section, the lateral and vertical integration of residual influx directed 
to the upstream was considered as the inflow Qin.  
       (1) 
      (2) 
where  is the along channel component of residual current at grid i and layer j, 
denotes the residual current directs to the upstream, and  is the vertical area of the 
cell.  
 The tidal prism was calculated at the section “Mouth” (location shown in Fig. 1b) 
for neap tides, spring tides, and 4 spring neap tidal cycles (≈2 months). After integrating 
the inflow and outflow over time at section “Mouth” for each tidal cycle, the mean of 
integrated inflow was regarded as the tidal prism. The river discharge (≈103 m3/s) and 
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other non-tidal effects on flux were eliminated by subtracting the instantaneous flux with 
the mean flux averaged over 25 hours. 
2.4 Vertical Exchange Time (VET) calculation 
 The VET quantifies all the processes that may affect the vertical transport, 
including gravitational circulation and lateral circulation, and is not limited to vertical 
mixing. The VET has a strong correlation with the bottom DO and the hypoxic condition 
in Chesapeake Bay, serving as a useful parameter to quantify the physical control on 
hypoxia (Shen et al. 2013; Hong and Shen 2013; Du and Shen 2015). The variation of 
VET can be attributed to a number of factors including the local wind by changing 
vertical mixing (Chen et al. 1994; Lentz and Largier 2006), the freshwater discharge by 
changing stratification and estuarine circulation (Pritchard 1952; McCready 2004), and 
also the lateral circulation by affecting the water exchange between deep channel and 
shallow banks (Guo and Valle-Levinson 2007; Scully 2010a, 2010b; Li and Li 2012). 
 The timescale can be computed using the concept of water age (Delhez et al. 1999; 
Huang et al. 2010; Liu et al. 2012; Shen et al. 2013). VET is the elapsed time since a 
water parcel was last in contact with the surface. The age at depth z is the mean time 
required for the parcel to be transported from the surface to depth z, regardless of its 
pathway. The age clock will be reset to zero if the water parcel travels back to the surface.  
 Delhez et al. (1999) provided a way to use a numerical model to compute the 
water age. Assuming there is only one tracer released to a system without internal sources 
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and sinks, the transport equation for computing the tracer concentration and the 
age concentration  can be expressed as (Deleersnijder et al. 2001): 
           (3) 
          (4) 
The mean age can be calculated as follows:  
          (5) 
where , and  is the diffusivity tensor. To calculate the vertical age, 
tracer concentration  is forced to be 1 at the surface, and age concentration 
is forced to be 0 at the surface for every time step (Gustafsson and Bendtsen 2007). A 
non-flux boundary at the bottom was used for C and  calculations.  
2.5 Residence time calculation 
 The residence time of a water parcel is usually defined as the time it takes to leave 
a defined water body (e.g. Bolin and Rohde 1973; Takeoka 1984; Zimmerman 1976; 
Monsen et al. 2003; Braunschweig et al. 2003), serving as a valuable diagnostic tool to 
describe and understand environmental issues. Nixon et al. (1996) suggest that the 
retention and export of nutrients are controlled by residence time, which depends on the 
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exchange between estuary and coastal sea, and is influenced by the strength of estuarine 
circulation. The residence time is one of key parameters governing ecosystems (Boynton 
et al. 1995; Josefson and Rasmussen, 2000; Dettmann, 2001).  
 The residence time is often computed using the particle tracking method by 
injecting some particles in the flow, following the paths of these particles and registering 
the time when they leave the domain of interest (Shen and Haas 2004; Monsen et al. 
2003). Because this approach depends on release time, it is difficult to evaluate the long-
term variation of residence time. Instead of using a forward procedure to calculate the 
residence, we applied the backward method introduced by Delhez et al. (2004). This 
method has been successfully applied in Chesapeake Bay (Du and Shen, 2016). The 
mean residence time  at time t and location x can be calculated using the adjoint 
equation expressed as, 
         (6) 
where  is the velocity vector,  is the symmetric diffusion tensor and 
          (7) 
 is the domain of interest. For stability reasons, the equation must be integrated 
backward in time with the reversed flow, i.e. with velocity vector changed to  and 
with additional modification of transport scheme for high order transport (Yang and 
Hamrick 2002).The backward procedure is also necessary because one does not know in 
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advance the fate of the particles (Delhez 2005). In order to calculate the mean residence 
time, two steps were required. In the first step, the hydrodynamic model used to generate 
the velocity and turbulence fields was integrated forward, and the intermediate results 
were saved for every half-hour. As it may take 200-300 days for water parcels being 
transported from the Bay head to the Bay mouth (Shen and Wang 2007), we ran the 
model from year 2003 to year 2005 and obtained three-year hydrodynamic files. In the 
second step, Eq. 6 was integrated backward using the hydrodynamic fields computed in 
the first step, running from the end of 2005 to the beginning of 2003. Only the residence 
time in 2003 was used for analysis. In this study, we set the boundary at the mouth of the 
Bay, where residence time is zero.  
 
3 RESULTS 
3.1 Impact on tide 
 A barrier will decrease tidal range inside the Bay by blocking remarked amount of 
tidal energy from penetrating to the upstream. The tidal amplitude of the principal lunar 
semidiurnal constituent (M2) was computed using harmonic analysis and results along 
the deep channel section are shown in Fig. 3. Compared to Case 1, the M2 amplitude in 
the mainstem was reduced in both Case 2 (13% reduction averaged along the section) and 
Case 3 (20% reduction averaged along the section). The impact on the M2 amplitude 
from the Case 2 barrier has almost the same impact from the 20% reduction of tidal range 
at the open boundary (i.e., Case 4).  
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 The difference caused by the barrier inside the Bay was proportional to the 
original tidal amplitude distribution, for both M2 and K1 tide. The spatial distribution of 
the M2 tidal amplitude for Case 1 is shown in Fig. 4a, and the differences caused by the 
barriers are shown in Figs. 4b and 4c, respectively. The largest increase of M2 amplitude 
occurred just in front of the barrier while the largest decrease happened behind the barrier. 
Even though K1 has different wavelength and the distribution of K1 amplitude differs 
from M2 tide, they share the same mechanism with which the tidal amplitude was 
reduced. Reduction of tidal amplitude at the mouth area directly affects the magnitude of 
tide in the mainstem. Tidal reflection and damping in a long estuary will cause the spatial 
heterogeneity of tidal amplitude, leading to one or multiple nodal points in a long estuary 
(Officer, 1976). A tidal amplitude distribution with two nodal points is shown in the base 
run result (Fig. 3). The amplitude of the tide in the mainstem is determined by the tidal 
amplitude at the entrance of an estuary and modulated by the reflection and damping. 
Because both length and depth of the estuary are unchanged in barrier scenario, M2 
amplitude distribution is proportional to the original M2 amplitude distribution, with 
reduced magnitude due to reduced tidal amplitude at the month. By blocking the mouth 
area, the barrier exerts similar impact on both the diurnal and semi-diurnal tide.   
 Beside the change of tidal range, the mean surface elevation was also altered 
accompanied with the change of vertical mean salinity. The mean elevation and salinity 
along the bay mainstem was obtained by averaging the value for 3 months. A sharp drop 
of mean elevation occurred near barrier location in Case 2 and Case 3, which in turn will 
cause a larger barotrophic pressure gradient in this area. However, the mean elevation 
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was increased over the majority of the mainstem and slightly changed at the head in Case 
2 and Case 3 (Fig. 5a), which is mainly due to the inhibited freshwater export. The 
altered pressure gradient would change the velocity and ultimately the residual velocity in 
this region. Barotrophic pressure gradient is important, which balance the baroclinic 
pressure gradient and determines the strength of the estuarine residual circulation 
(Burchard and Baumert, 1998; Stacey et al., 2001). A reduced barotrophic forcing was 
balanced by a reduced baroclinic forcing which was induced by the horizontal salinity 
gradient. In Case 2 and Case 3, the vertical mean salinity was decreased in the lower Bay 
and increased in the upper Bay (Fig. 5b). This suggests that the horizontal salinity 
gradient and the baroclinic forcing will be reduced in the majority of the mainstem with a 
barrier, consistent to the change of barotrophic forcing. As a result, the estuarine 
circulation would be affected accordingly, which will be discussed in section 3.4. The 
change of vertical mean salinity will be detailed spatially in the following section.   
 Along with the reduction of tide amplitude in the mainstem Bay was the reduction 
of tidal prism (Table 1). The estimated averaged tidal prism was 1.5×10
9
 m
3
, which is 
consistent with previous studies (Gong et al. 2009). The results showed that the tidal 
prism was reduced by 19% and 34%, respectively, in Case 2 and Case 3. Reduction rates 
were higher during spring tides for both cases. The comparison demonstrated that the 
barrier blocked a remarkable amount of tidal energy from penetrating to the upstream. 
The reflected tidal energy would lead to an increase of the tidal range outside the Bay. 
The reduction of tidal energy inside the Bay might cause various changes on the 
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stratification, circulation and transport processes, which will be represented in the 
following sections. 
3.2 Impact on Salinity 
 We used the salinity difference (Diff. Sal.) between the top layers (layers 16-20) 
and bottom layers (layers 1-5) to indicate the stratification, and used vertically averaged 
salinity (Avg. Sal.) to quantify the amount of salt mass and indicate the salt intrusion. A 
3-month averaged value from Jun to Aug in 2003 was used. For consistency, other 
quantities (e.g., velocity, transport time) were also averaged over the same time period.  
 Compared with Case 1, both Case 2 and Case 3 had higher salinity in the upper 
Bay (Fig. 6b-c), indicating a stronger bottom salt intrusion. Stronger bottom salt intrusion 
is obvious in Case 3 along the deep channel section (Fig. 7). Salt intrusion length has 
proved to be negatively related with the tidal current and the bed friction (Prandle, 2004). 
With reduced tidal range, the tidal current and bed friction was also reduced, resulting 
stronger salt intrusion.  
 Barriers tended to enhance the stratification in both Case 2 and Case 3 in the main 
stem Bay, and the impact was  more dramatic in Case 3 (Fig. 6f-g, Fig. 8). The change of 
stratification indicated by the maximum buoyancy frequency was most significant in the 
lower bay (Fig. 8). The barrier was likely to have less impact in the middle region of the 
mainstem Bay from 37.5N to 39N. The enhanced stratification can be attributed to the 
reduced tidal mixing, which can be quantified by the tidal amplitude and tidal current 
(Geyer et al., 2000). The change of tidal mixing has been attributed to stratification and 
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destratification during spring-neap tidal cycle in a partially mixed estuary (Haas, 1977; 
Simpson, 1990; Geyer et al., 2000).  Absence or reduction of tidal forcing will strengthen 
the stratification through reduction of the tidal current and bottom friction (Guo and 
Valle-Levinson, 2007). Another factor that may contribute to the highly enhanced 
stratification in the lower Bay is the accumulation of freshwater in this region, as a result 
of restraining on freshwater export due to the surge barrier. The elevated surface 
elevation near to month (Fig. 5a) and the increased thickness of the surface layer (Fig. 7b) 
clearly show the accumulation of freshwater in the lower Bay. 
 The restraining of freshwater export due to the barrier was significant, resulting in 
remarkable decrease of vertical mean salinity in the lower Bay (Fig. 6b-c). The decrease 
of vertical mean salinity in the lower Bay was caused by dramatic decrease of surface 
salinity and the deepening of surface mixing layer (Fig. 7b). In the lower Bay, bottom 
salinity change was less than the surface salinity. While in the middle-upper Bay, bottom 
salinity change was more dramatic than the surface salinity. The decrease of vertical 
mean salinity can also be seen as an outcome of the weakened water exchange in the 
mouth area. From a mass balance’s view, in a steady state, the amount of freshwater 
export through the mouth didn’t decrease but remained unchanged. Otherwise, total 
volume of the Bay will keep increasing and total salt mass will keep decreasing. The 
barrier weakened the water exchange by reducing the bottom influx and surface outflux, 
which will be shown in section 3.4. As a consequence, the freshwater ratio in the surface 
layer should be increased in order to keep the total freshwater outflux unchanged.   
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 In summary, with either size of barrier, salt intrusion was enhanced and the 
stratification increased inside the entire mainstem Bay. Because of inhibited freshwater 
export by the barrier, freshwater was accumulated and vertical mean salinity was 
decreased behind the barrier in the lower Bay.  
3.3 Impact on Residual Current 
 The northward component of vertically averaged Eulerian residual current 
averaged over the entire summer of 2003 for Case 1 is presented in Fig. 9a. For the 
baseline condition, the vertically averaged residual current was in the southward direction 
on the shallow regions (~5 cm/s) and northward in the deep channel (~5 cm/s), exhibiting 
a typical pattern due to estuarine circulation (Valle-Levinson et al. 2003).  
 The barrier tended to enhance the N component of  the vertically averaged 
residual current in the western part and reduce the N component of the  residual current in 
the eastern part of the mainstem Bay, and the impact was more dramatic in Case 3 (Fig. 
9b-c). Compared to Case 1, in both Case 2 and Case 3, the southward residual current in 
the western shallow regions of the middle Bay was weakened by 0-1 cm/s while the 
southward residual current in the eastern shallow region was enhanced by 0-1 cm/s (Fig. 
9b-c). The asymmetrical change of residual current between eastern and western banks 
can be attributed to the change of horizontal shearing of residual circulation (Valle-
Levinson, 2003). It primarily drives the asymmetrical change of horizontal transport 
processes, which will be reflected in the change of residence time.  
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 The residual current field in the lower Bay had the most significant difference 
between different cases. Both surface (top 5 layers) and bottom (bottom 5 layers) residual 
current fields near the mouth of the Bay are shown in Fig. 10. For the surface layer, the 
seaward residual current concentrated in the southern part of the mouth area, with a 
maximum speed of up to 20 cm/s (Fig. 10a). New eddies in the surface layer were created 
near the south barrier location, where the outflow in the surface layers was blocked. In 
both Case 2 and Case 3, there were two strong eddies behind (counter-clockwise) and in 
front (clockwise) of the south barrier, and one relative weaker eddy (counter-clockwise) 
in front of the north barrier (Fig. 10b-c).  Bottom residual current was much smaller than 
that in the surface layers with a maximum speed of up to 10 cm/s, and not concentrated in 
the southern part of the mouth area. New eddies occurred behind the south (counter-
clockwise) and north barrier (clockwise) in the bottom layers.   
3.4 Impact on Flux 
 A storm surge barrier will affect the water exchange between an estuary and the 
coastal ocean, as well as the water exchange inside the Bay between different regions. 
Using the inflow at 8 sections located in the mainstem as an indicator of strength of the 
water exchange, the impact of the barrier can be examined. The mean inflow averaged for 
sections L1~U1 was about 2700m
3
/s, which was of the same order of magnitude as 
estimated with mooring measurements (Goodrich 1987; Wong and Valle-Levinson 2002). 
With either size of barrier, the inflow was reduced for any transverse sections, except 
section U2, where there was no inflow for all scenarios (Fig. 11). There was no 
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significant difference of inflow between Case 2 and Case 3, possibly because the two 
deep channels at the mouth were kept for both cases.  
 Gravitational circulation, indicated by the inflow, was slightly weakened by the 
barrier. Enhanced stratification doesn’t necessarily lead to a stronger estuarine circulation 
in the barrier case because the change of gravitational circulation depends on the balance 
of barotrophic and baroclinic pressure gradients, according to the classic theory of 
gravitational circulation (Pritchard 1952). As shown in Fig. 5b and Fig. 6a-c, with a 
barrier, the vertically averaged salinity decreased in the lower Bay and increased in the 
upper Bay, leading to a decreased horizontal salinity gradient. The accumulation of 
freshwater in the lower Bay and the restraining of water exchange near the mouth due to 
the surge barrier is a key process contributing to the decreased horizontal salinity gradient 
and the weakened gravitational circulation.  
 There was little impact on the pattern of residual circulation from the surge barrier.  
The along channel residual velocity at a mid-Bay cross-section was compared (Fig. 12). 
Little difference can be found on the pattern of residual velocity between Cases 2~3 and 
Case 1. In all the cases, the residual current was vertically and horizontally sheared, with 
inflow concentrates on the right and outflow on the left (look into the basin to the 
upstream) (Fig. 12). This pattern agrees well with the hypothesis of the impact of 
topography and friction on the residual circulation (Valle-Levinson, 2008). The two non-
dimensional number, Kelvin number and Ekman number used by Valle-Levinson (2008), 
at this cross-section were on the order of 1 and 0.01, respectively. Although the mouth 
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was largely blocked in barrier case, the width of the mainstem and the depth of the 
channel remained unchanged and therefore the pattern and strength of the gravitational 
circulation was not significantly changed (Valle-Levinson et al. 2003; Valle-Levinson 
2008). The flux calculation results show there is a little decrease of influx (Fig. 11) at the 
section M2, which was because of the reduction of influx at the bottom  (Fig. 12e-f). The 
difference of flux caused by the barriers exhibited obviously lateral asymmetry (Fig. 12e-
f), with a decrease of outflow in the west shoal region and an increase of outflow in the 
east shoal region.   
3.5 Impact on Transport Processes 
 Both vertical and horizontal water exchange and transport are critical for 
biological processes. Here we use VET to quantify the vertical exchange and RT to 
quantify the horizontal exchange. A larger value of VET or RT suggests a weakened 
exchange.  
Impact on VET 
 Bottom VET in the deep channel was significantly enhanced over the majority of 
the mainstem under both barrier scenarios and the impact is more dramatic with the larger 
size surge barrier (Fig. 13a-c), demonstrating that a barrier could further degrade the 
bottom DO condition in the Bay and increase the hypoxia extent. A VET of about 20 
days in the summer usually leads to hypoxic condition (Hong and Shen 2013; Du and 
Shen 2015). The impact of a barrier on the bottom VET varied spatially, with the most 
dramatic change in the deep channel in the Bay’s mainstem and lower reach of tributaries 
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(Fig. 13a-c).  Bottom VET in the area near the south barrier decreased in both Cases 2 
and Case 3.  The change of bottom VET coincided with the change of vertically averaged 
eddy viscosity spatially (Fig. 14). Negatively correlated with the change of bottom VET 
in Case 2 and Case 3, the eddy viscosity decreased over the majority of the mainstem Bay, 
except in the area near the barrier at the mouth. The area with increased eddy viscosity 
was almost exactly where bottom VET decreased. This suggests that the bottom VET 
change can be largely attributed to the vertical mixing indicated by the eddy viscosity.   
Impact on Residence Time  
 The residence time of middle to upper Bay (averaged over 2003 summer) has a 
range of 150-200 days (referred to the boundary at the Bay mouth), and the lower Bay 
has a much smaller residence time, usually less than 150 days (Fig. 15a). In the lower 
Bay, the western shore region had a much shorter residence time than the eastern shore 
region due to large freshwater discharge from the western tributaries and the horizontally 
shearing of residual circulation (Fig. 12a), with residual outflow concentrating in the 
western shore and inflow concentration at the bottom of deep channel and the eastern 
shore. This pattern suggests that water and nutrients are transported out of the estuary 
more quickly along the western shore in the lower Bay.  
 The comparison between different cases suggests that a barrier would 
dramatically change residence time, but the influence was not a linear response with the 
barrier size and it varied in different regions. Averaged over the entire Chesapeake Bay, 
the RT was increased for both barrier cases. For both surge barriers, the residence time in 
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the lower Bay increased by up to 20 days. However, in the middle to upper Bay, the 
effect of a barrier was totally different, with an increased residence time in Case 2 and a 
decreased residence time in Case 3 (Fig. 15b-c). In addition, the differences were 
asymmetrical between western and eastern shores in the lower to middle Bay, with a 
greater increase in residence time along the western shore than along the eastern shore. 
This asymmetrical difference can be explained by the change of residual circulation; 
outflow was reduced along the western shore and enhanced along the eastern shore (Fig. 
12e-f).   
 In summary, the model experiments demonstrated that a storm surge barrier will 
likely have a dramatic impact on both vertical and horizontal transport processes, and the 
impact varied spatially.  
3.6 Similarity and difference of the impact between tidal energy reduction and a surge 
barrier 
 Similar effects of a surge barrier could result from a tidal energy reduction 
(without barrier). These effects included a reduction of tide amplitude (Fig. 4d), an 
enhancement of salt intrusion (Fig. 6d, Fig. 7), a strengthening of the stratification (Fig. 
6h), a reduction of vertical mixing (Fig. 14d), and an increase of bottom VET (Fig. 13d). 
The tidal energy reduction has a different impact on the K1 tide amplitude, with a small 
increase of K1 at the head of the Bay, in contrast to the impact of surge barrier (Fig. 4h). 
Because the M2 tide is the dominating tide in the Chesapeake Bay, it is appropriate to 
imply that the reduction of offshore tidal energy has a similar impact on the tidal 
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processes as does the surge barrier. Tidal energy reduction and surge barrier generated a 
similar impact on vertical water exchange.  
 However, in terms of horizontal water exchange and estuarine circulation, the 
impact of tidal energy reduction (without barrier) was completely different from a surge 
barrier. In contrast to the impact of the barrier, tidal energy reduction caused an increase 
of inflow at all cross-sections (Fig. 11, Case 4). A change of along channel residual 
velocity suggested that the bottom inflow and surface outflow were both enhanced in 
Case 4 (Fig. 12g). The increased inflow contributed to the reduced residence time in the 
middle to upper Bay (Fig. 15d). Note that the residence time increased near the mouth 
area in either the barrier case or the tidal energy reduction case, which was due to the fact 
that water exchange in this area was mainly controlled by tidal exchange. The different 
change of residence time in the middle to upper Bay can be attributed to the different 
change of inflow, which correlated with salinity structure and the estuarine circulation. 
With a tidal energy reduction, the vertical mean salinity increases throughout the entire 
mainstem (Fig. 6d). In contrast, with a barrier, the vertical mean salinity decreased in the 
lower Bay and increased slightly in the upper Bay (Fig. 6b-c). The different impacts on 
salinity gradient caused different impacts on residual circulation and thus the water 
exchange between the estuary and the adjacent coastal sea.  
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4 DISCUSSION 
4.1 Potential impact on ecosystem from a surge barrier 
 The complexity of ecosystem makes it hard to predict precise changes to an 
ecosystem by using a numerical tool because resultant large-scale ecosystem changes 
may only be evident after a long time period and unaccounted for external factors (e.g. 
management action) may alter the system’s trajectory (Mulder and Louters 1994). 
However, the projected changes in hydrodynamics can be considered in relation to 
biologically important processes and habitat requirements to provide insights into 
potential ecosystem responses.  
Impact on salt marsh extent 
 Salt marsh provides important ecosystem services, including water purification, 
flood control, carbon sequestration, and nutrient removal (Deegan et al. 2012). 
Worldwide loss of salt marsh has accelerated for the past century (Kennish 2001). Tidal 
energy is an essential and major driving force in a salt-marsh-estuarine ecosystem 
(Chapman 1938). Restriction of tidal energy would result in loss of the wetland, or 
modify the wetland by changing the dominant species (Roman et al. 1984). The upper 
and lower limits of the salt marsh are directly determined by the tidal range.  
 Because the storm-surge barrier reduced the tidal amplitude inside the Bay, it is 
likely the salt marsh extent would be reduced inside the Bay. In addition, the altered salt 
intrusion due to the storm surge barrier may cause changes to edaphic characteristics of 
salt marsh vegetation, as salt marsh usually exhibits a distinct low and high marsh 
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zonation that corresponds to elevation, soil salinity and the frequency of tidal inundation 
(Pennings and Callaway 1992). Investigation of the response of salt marsh vegetation 
following storm surge barrier construction in Oosterschelde Estuary revealed that most 
vegetation species moved down the marsh elevation gradient and that the composition of 
salt marsh vegetation changed after the construction of the barrier (Leeuw et al.1994).  
Impact on hypoxia 
 The regular formation of hypoxic bottom waters is a major concern of the Bay, 
which can dramatically alter microbial cycling, community composition, trophic transfer, 
and estuarine production (Kemp et al. 2005; Breitburg et al. 2009; Baird et al. 2004). 
Hypoxia in coastal waters is a widespread phenomenon that appears to have been 
growing globally for at least 50 years (Gilbert 2001; Diaz and Rosenberg 2008; Rabalais 
et al. 2010). It is commonly agreed that the density stratification plays an important role 
in regulating the bottom DO condition by inhibiting the vertical mixing that would 
otherwise replenish the bottom water with highly oxygenated surface water (Malone 
1992; Hagy et al. 2004; Murphy et al. 2011). A VET of approximately 20 days indicates 
a hypoxic condition in the mainstem Bay during summer months (Hong and Shen 2013) 
for an average oxygen respiration rate of 0.3 O2 g m
-3
 d
-1
 (Boynton and Kemp 1985; 
Kemp and Boynton 1992; Smith and Kemp 1995).   
 Both the enhanced stratification and enlarged VET with the presence of a storm-
surge barrier suggested that the extension and severity of hypoxia would increase with a 
barrier. A degraded DO condition could cause a variety of consequences to an ecosystem, 
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including more energy flow to the micro-loop instead of high trophic levels, reduced 
fishery landings, higher mortality rate of benthic organisms, etc (Diaz and Rosenberg 
2008). 
Impact on nutrient transport and primary production 
 The net export rate of nutrients through estuaries to continental shelf is inversely 
correlated with the residence time (Nixon et al. 1996; Dettmann 2001). The residence 
time increased with either size of a barrier in the lower Bay, indicating a smaller export 
rate of nutrients in this region. However, the export rate of the middle to upper Bay 
differed with different barrier sizes. The increased residence time for the entire Bay with 
the mid-sized barrier would possibly result in an intensified retention of nutrients in the 
entire Bay. While, with a larger barrier, nutrient export was faster in the upper Bay, but 
slower in the lower Bay, which would probably cause even stronger retention in the 
lower Bay and a southward shift of nutrient transport. Because transport time is scaled to 
the whole system, additional investigation is needed to evaluate the impact of shifts in 
residence time on nutrient transport at local scales, which may differ.  
4.2 Partially mixed versus well mixed estuaries 
 The ecological and hydrodynamic impacts of the storm-surge barrier of 
Oosterschelde Estuary, a typical well mixed estuary, were well-documented, including 
decreased tidal amplitude, decreased current velocity, increased sedimentation, better 
water transparency, longer residence time, reduced salt marsh extent, changed seasonal 
succession of phytoplankton, etc. (Mulder and Louters 1994; Bakker et al. 1990, 1994; 
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Leeuw et al. 1994; Vroon 1994). Reduced tidal energy had been commonly agreed to be 
the primary driven force for the changed ecosystem in Oosterschelde Estuary. However, 
not all the effects of Oosterchelde barrier will be applied in a partially mixed estuary.  
 One obvious difference between the impact of the barrier in Chesapeake Bay and 
in Oosterschelde is the horizontal water exchange. In Oosterschelde, tidal energy 
reduction causes decreases in tidal exchange and increases in residence time. This 
mechanism does not apply to a partially mixed estuary because of differing 
hydrodynamics. Tidal exchange dominates in Oosterchelde and water is well mixed 
vertically in the Oosterschelde, while there is large freshwater input and strong 
gravitational circulation in Chesapeake Bay. One major contribution of the water 
exchange in Chesapeake Bay is related to the gravitational circulation that transports 
water to the upstream at the bottom and to the downstream at the surface. In a well mixed 
estuary, where horizontal water exchange is controlled by the tides, reduction of tidal 
energy will slow down the water exchange, leading to an increased residence time. 
However, in a partially mixed estuary, reduced tidal energy might not necessarily lead to 
an increased residence time. With a reduced tidal range, simulation of Case 4 showed that 
the residence time decreased significantly in the upstream because of the increased inflow 
and strengthened estuarine circulation.  
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5 CONCLUSION 
 In this study, we simulated alterations to hydrodynamics and long-term water 
transport processes from a storm surge barrier. Numerical simulations demonstrated that 
a barrier would exert a significant long-term influence on the tide, salinity, residual 
current, and transport processes, with significant implications for ecosystem functioning 
in a partially mixed estuary. Consistent with the impact of existing storm-surge barrier in 
a well mixed estuary, a barrier at the Bay mouth will block a large part of the tidal energy 
from propagating into the estuary, leading to the reduction of tidal range and tidal mixing.  
 However, the effect of the storm-surge barrier in a partially mixed estuary 
differed from its effect in a well mixed estuary in several aspects. (1) The barrier causes 
stronger stratification and salt intrusion, weaker vertical mixing, and slower vertical 
water exchange. These effects could result in the degradation of the bottom DO condition 
and an increase in both the extent and severity of hypoxia. (2) The barrier causes a 
decreased inflow and weakened horizontal water exchange. (3) Change of horizontal 
transport and residence time varies in different regions with different barrier sizes. There 
is significant value to be gained in investing in the development of modeling approaches 
with the flexibility to evaluate various types and combinations of adaptation strategies 
because they will provide a means to estimate the costs and benefits that may be derived 
from various climate change adaptations strategies.   
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Figure 1: (a) Bathymetry of the numerical model (names of main tributaries are shown in text); (b) tidal gauge stations (black 
triangles), salinity observation stations (green solid circles), 9 cross-sections from mouth to the upper Bay (red line) and deep channel 
section (dashed black line); (c) location of mouth barrier, two black lines show the barrier for the Case 2, while an additional dashed 
line combined with black lines show the barrier for the Case 3 
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Figure 2: (a-d) Calibration of water level at four selected tidal gauge stations whose 
locations are shown in Fig.1-b. The blue line shows the model result and red dots 
represent the observed water level. (e-h) Calibration of salinity at four selected 
observation stations whose locations are shown in Fig.1-b. The red line shows the 
modeled bottom salinity and the blue line shows the modeled surface salinity, black dots 
are the observed bottom salinities and green dots are the observed surface salinities. 
Root-mean-square (RMS) values of the differences between observed and modeled for 
bottom and surface layers are also shown in text at the top 
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Figure 3: M2 tide amplitude along the deep channel section for each case, vertical grey 
dotted line indicates the location of the barrier. Different color denotes different case, and 
the error due to the harmonic analysis was shown by the shadow 
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Figure 4: (a) M2 amplitude of base run; (b-c) difference of M2 amplitude caused by the 
barrier; (d) difference of M2 amplitude caused by the reduction of tidal range; (e) K1 
amplitude of base run; (f-g) difference of K1 amplitude caused by the barrier; (h) 
difference of K1 amplitude caused by the reduction of tidal range 
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Figure 5: (a) Mean elevation along the deep channel section, a zoom in plot is shown at 
the top left; (b) vertical mean salinity along the deep channel section 
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Figure 6: (a) Vertically averaged salinity in Case 1, averaged over the 2003 summer; the 
impact of the barriers (b-c) and tidal energy reduction (f) on the vertically averaged 
salinity, positive values denoting higher salinity than those of Case 1; (e) salinity 
difference between bottom and surface layers in Case 1, averaged over the 2003 summer; 
the impact of the barriers (f-g) and tidal energy reduction (h) on the salinity difference 
between bottom and surface layers, positive values denoting stratification stronger than 
those of Case 1 
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Figure 7: (a) Contour lines of salinity along the deep channel section, averaged over the 
2003 summer. Different cases are shown by different line styles. (b-e) Vertical profile of 
salinity at selected stations in the deep channel section 
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Figure 8: Maximum buoyancy frequency (N
2
) along the deep channel section for 
different cases 
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Figure 9: (a) Northward component of vertically averaged residual current in Case 1, averaged over the 2003 summer, positive values 
denoting northward; the impact of the barriers (b-c) and tidal energy reduction (d) on the northward component of vertically averaged 
residual current, positive values denoting more northward exceedances over those of Case 1 
222 
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Figure 10: (a-c) Residual current of surface and (d-f) bottom layers near the mouth area, 
averaged over the summer of 2003. (a, d) for Case 1, (c, e) for Case 2, (d, f) for Case 3. 
The barrier location is shown with bold black lines. The scale of the vector is shown at 
the bottom 
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Figure 11: Residual inflow at transverse sections for each case. The section locations are 
shown in Fig. 1b 
 
 
225 
 
 
Figure 12: (a-d) Along channel residual current at cross section M2 (location shown in Fig. 1b) for Case 1~4; (e-g) the difference 
between Case 2~4 and Case 1 
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Figure 13: (a) Bottom vertical exchange time in Case 1, averaged over the 2003 summer; the impact of the barriers (b-c) and tidal 
energy reduction (d) on the bottom vertical exchange time, positive values denoting larger vertical exchange time than those of Case 1; 
(e-h) estimated hypoxic area for each case, based on criteria of VET 20 days and averaged over the 2003 summer 
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Figure 14: (a) Vertically averaged eddy viscosity in Case 1, averaged over the 2003 summer; the impact of the barriers (b-c) and tidal 
energy reduction (d) on the vertically averaged eddy viscosity, positive values denoting larger vertically averaged eddy viscosity than 
those of Case 1 
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Figure 15: (a) Vertically averaged residence time for Case 1, averaged over the 2003 summer; the impact of the barriers (b-c) and 
tidal energy reduction (d) on the residence time, positive values denoting larger residence time than those of Case 1 
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Table 1: Tidal prism for neap and spring tides, and the average tidal prism for Case 1. 
The percentages of difference caused by barrier are shown for Case 2 and Case 3 
 
 
 
 
 
 
  
Case Name Neap 
(10
9
.m
3
) 
Spring 
(10
9
.m
3
) 
Average 
(10
9
.m
3
) 
Case1 1.06 1.85 1.50 
Case2 -17.3% -19.4% -18.6% 
Case3 -31.0% -34.7% -33.6% 
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