We comment on the correctness of the article "Average life prediction based on incomplete data" by [1] (Applied Mathematics, Vol. 2, pp. 93-105).
Introduction
Tang et al. [1] studied average life prediction based on incomplete data assuming the prior distribution being unknown. However, the paper contains serious errors and the concluded results are incorrect. We shall point out the errors in the following. To do so, we first describe the considered statistical model as below.
Suppose that there are n different manufacture units possessing the same technology and regulations. For a known integer m > 0, a sample of m components are selected from unit j, and put on life test at time t = 0, for each . It is assumed that the lifetime of a component arising from unit j follows a two-parameter exponential distribution having probability density
denote the lifetimes of the m components. The life test experiment will be terminated if one of the m components fails. Thus,
 j m is the lifetime of the ineffective component from unit j. Let a > 0 be a pre-specified constant. If j X X a  , then a second round sample is carried, at which we sample one more component from unit j, and denote its unknown lifetime by j Y .
Furthermore, it is assumed that   , ,
are iid random parameters, and that j X are possibly censored from the right by a non-negative random censoring variable j V , where V are iid, with a common distribution W, and
. Thus, j X may not always be observable. Instead, one can only observe 
S S S
S S S  .
Tang et al. [1] proposed using S to predict . S Tang et al. [1] claimed the following results: , 1, 2.
(see (2.8)-(2.9) of Tang et al. [1] ). Based on the identity property of (1), and some additional conditions, Tang et al. [1] claimed in their Theorem 1 that 0 S S   in probability as n. They further apply the identity property of (1) and Theorem 1 to claim their Theorem 2. We now point out the errors of Tang et al. [1] as follows.
1) The sampling scheme is not well defined. Since random censorship model is considered, we may be unable to observe the exact value of j X . In case that 0
In such a situation, shall we carry the second round of sampling and sample one more component from unit j? This is not discussed in the paper.
2) For the distribution W known case, unfortunately, the claimed identity that
  is incorrect. The error is pointed out as follows. In (2.8) of [1] , it is stated that (see Equation (2)): 
are iid. Using the iid property, we can obtain Equation (3) Note that the expression of (3) is different from that of (2). So, we see that
This type of computational errors also occur at (5.3), (5.4), (5.7), (5.8) and (5.9) of Tang et al. [1] , where
Based on the preceding discussion, the correctness of Theorem 1 in Tang et al. [1] is doubtful.
3) Tang et al. (2011) then applied the result of their Theorem 1 for the case where the distribution W is un-
Open Access AM T. LIANG 1708 known, and claimed their Theorem 2. However, since Theorem 1 is dubious, the correctness of Theorem 2 is also doubtful.
