Abstract | Communication over a waveform channel corrupted by additive white Gaussian noise and by an unknown and arbitrary interference of bounded power is considered. For this channel, an upper bound is presented for the worst-case error probability of a communication system comprising a direct-sequence spread-spectrum modulator and a nonlinear correlation receiver. It is shown that this bound is exponentially tight as the number of chips used in the modulator becomes large. This bound is evaluated for several detector nonlinearities. Numerical examples and comparisons to the performance of a pure Gaussian noise channel are also given.
In 7], Hizlan and Hughes derived an upper bound for the worst-case error probability of a communication system consisting of a direct-sequence modulator and a linear correlation receiver. This improved upon an earlier bound by Kullstam 9] (see also 16 , Sec. 1.2]). In 7] , the worst-case interference for this communication system was shown to be a tone of the same frequency and phase as the DS carrier. That this interference is non-Gaussian suggests that worst-case performance might be improved by using a nonlinear correlation receiver. Such receivers have been investigated in connection with non-Gaussian and impulsive noise in 2, 3, 11] .
The purpose of this paper is to study the worst-case error probability su ered by a DS modulator and a nonlinear correlation receiver when used on a channel that is corrupted by Gaussian noise and by an unknown and arbitrary interfering signal of bounded power. In Section II, we de ne the problem precisely, derive an upper bound to the worst-case error probability, and show that this bound is exponentially tight as the number of chips used in the modulator becomes large. In Section III, we evaluate this bound for several nonlinearities. We conclude in Section IV with numerical examples and a comparison of system performance with the pure Gaussian noise channel.
II. Preliminaries

A. The Detection Problem
Consider the transmission of a single data bit B, which takes the values +1 and ?1 with equal probability, over a channel using direct-sequence modulation. The transmitted signal is given by X(t) 4 = B q 2P T C(t) cos(! o t) ; 0 t < T ;
where P T is the transmitter power, C(t) is the spreading waveform C(t) 4 = n?1 X The received signal takes the form Y (t) 4 = p X(t) + N(t) + S(t) ; 0 t < T ; (1) where is an attenuation factor, N(t) is a zero-mean, white Gaussian noise process with onesided power spectral density N 0 watts/hertz, and S(t) is an arbitrary and unknown interfering signal. The signal S(t) represents interference from poorly characterized sources, such as jamming, multiple-access interference, and impulsive noise. In this paper, we consider a communication situation in which nothing is known about S(t) except that it is independent of B, N(t), and fA i g, and that its time-averaged power (to be de ned) is constrained.
Thus, S(t) may be random or deterministic, stationary or time-varying, narrow or wideband, Gaussian or non-Gaussian.
To bound the error probability of a receiver for (1), we must place some constraint on the interference power, 1
This paper will consider power constraints that consist of bounds on the moments or tails of the probability distribution of this power. In this section and the next, however, we focus attention on the particular case when interference power is strictly bounded, i.e., 
A discussion of other power constraints on S(t) is deferred until Section II-C.
Signal detection is accomplished by the nonlinear correlation receiver illustrated in Fig. 1 . This receiver consists of an analog conversion to baseband, followed by chip correlation, chip-rate sampling, a memoryless nonlinearity, and an accumulator. When the receiver is synchronized to the transmitter, the test statistic formed by this system is U n 4 = n?1 X i=0 g(Y i ) ; (3) where g is the receiver nonlinearity and Y i is the ith output of the sampler. From Fig. 1 = 2 P T T c =N 0 is the chip signal-to-noise power ratio. Since the Gaussian density is symmetric, the coe cient A i in (5) can be omitted. The power constraint (2) on S(t) implies that the interference samples are bounded by
; a:s: ; (7) where ?2 4 = P T =P I is the signal-to-interference power ratio.
It is convenient to recast the task of the receiver as a binary hypothesis testing problem. (8) where the distributions of fA i g and fN i g are known, but fS i g is an unknown and arbitrary interfering sequence which is independent of fA i g and fN i g and satis es (7) . Given S 4 = (S 0 ; : : :; S n?1 ) = s, the conditional probability of error of the receiver in Fig. 1 is p n (s; 2 ) 4 = PrfB 6 = BjS = sg = (1=2) PrfU n > 0jB = ?1; S = sg + (1=2) PrfU n < 0jB = +1; S = sg (9) whereB 4 = sgn(U n ). For simplicity, the event U n = 0 in (9) is always regarded as an error. The unconditional probability of error is then E p n (S; 2 ), where E denotes the expectation with respect to the distribution of S. Our objective in this paper is to investigate the worst-case error given by P n ( 2 ; 2 ) 4 = sup S E p n (S; 2 ) ; (10) where the supremum is over all S satisfying (7). It is not di cult to see that this supremum can be restricted to deterministic sequences s satisfying (7) ) represents the worst-case error probability of the receiver in Fig. 1 over all possible interfering signals that satisfy the power constraint (2).
B. A Measure of Performance
In general, it is exceedingly di cult to evaluate exactly the error probability P n (   2   ;   2 ). This is typical of memoryless detection problems, where indirect or asymptotic measures of performance (such as e cacy) must often be used. In this section, we consider a performance criterion for the detection problem in Section II-A which is similar to those used by Moustakides 13] . In this paper, we determine this exponent and evaluate it for several commonly-used detector nonlinearities.
The following result, which is a consequence of the Cherno bound and elementary results from large deviations theory, will form the basis for comparison. A proof is given in the appendix. 
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Eq. (12) is essentially the worst-case Cherno bound on the error probability for all interfering signals that satisfy (2). Eq. (14) shows that this bound is usually tight in an exponential sense. It is perhaps somewhat surprising that the expectation over S in (13) is taken outside of the logarithm, rather than inside as is typical of the Cherno bound. This is a consequence of the fact that the interference samples in (6) can be statistically dependent.
C. Alternate Constraints on Interference Power
Until now, we have considered a communication situation in which interference power is strictly bounded, i. ) may be used to bound the error probability for a variety of situations where (15) is violated, but where a bound on the tail probability or moments of I(S) is known.
First, let S be any sequence of interference samples. We can use P n to bound the conditional error probabilities
regardless of whether S satis es (15) . If the distribution function of the power were known, say F(l) 4 = PrfI(S) lg, then
Note that an immediate consequence of (17) is the following bound on the error:
Thus, in any situation in which F(l) or bounds on the tail probabilities PrfI(S) > lg are available, we can use P n to bound the worst-case error probability. Now suppose that we have a bound on a moment of I(S). For concreteness, consider a constraint on the expected interference power,
Let F = fF :
e., the set of all distribution functions of I(S) that satisfy (18) . The worst-case error is then given by
where the rst supremum is over all S satisfying (18) . The second equality follows from (17) and (11), which implies that for every l it is possible to nd an s such that I(s) l and p n (s;
2 ) is arbitrarily close to P n (l; 2 ). It is not di cult to see that many power constraints can be treated in the same way as (18) , by modifying F appropriately. Observe that the performance of a nonlinearity g for such problems is closely tied to its performance for the constraint (15) . Moreover, any bound obtained on P n ( 2 ; 2 ) can be translated into a bound on the worst-case error for other power constraints through (17) .
III. Performance of Selected Nonlinearities
In this section, we evaluate the exponent of Theorem 1 for four common detector characteristics: the linear detector, the sign detector, the dead-zone limiter, and the soft limiter. These exponents are compared numerically in Section IV.
The main di culty in evaluating (13) This formula also applies when h( ; ) is convex (so that p = 1 is optimum) or concave (so the in mum is approached as p ! 0). The next lemma, which is proved in the appendix, gives su cient conditions for h to have these properties. In the remainder of this section, we derive expressions for h( ; r) for several nonlinearities, and we determine which of (22) or (23) applies.
A. The Linear Detector
The characteristic for the linear detector is g(x) = x. Here, (13) (27) which is always nonnegative. This exponent improves upon an earlier exponent of (2 2 + 2 2 ) ?1 due to Kullstam 9] . The convexity of h( ; ) implies that the worst-case exponent is achieved by S = with probability one, which implies that the worst-case interference for the linear detector is a tone of the same phase and frequency as the DS carrier. 
We now show that the exponent for this detector can be evaluated as in (23) 
Proceeding as in (33)-(34), we can again show that h( ; ) has the shape described in Lemma 2. Thus, when c = 1, the exponent can be calculated from the simpler formula (23).
D. The Soft Limiter
The soft limiter is de ned by the detector characteristic In general, to evaluate E g we must use (22).
IV. Numerical Examples
In previous sections, we derived an exponentially tight bound on the worst-case error probability of a communication system comprising a direct-sequence modulator and a nonlinear correlation receiver. In this section, we numerically evaluate the exponents derived in Section III for the linear detector, the sign detector, the soft limiter, and the dead-zone limiter.
We are primarily interested in the situation where thermal noise power is small in comparison to transmitter power. As 2 ! 0, it is easily seen from (28) that the linear detector exponent becomes in nite in the range ?2 > 1. This occurs because the interference does not have su cient power to move the received signal vector outside of the decoding region for the correct message, and hence the error probability is zero. By similar reasoning, as 2 ! 0 the exponent for the sign detector becomes in nite for ?2 > 2. We therefore focus attention on the range 0 ?2 2, where at least one of these exponents is nite. 2 ) of the dead-zone limiter for several values of the signal-to-interference power ratio ?2 , with 2 = 0:001 and c = 0, 1=3, 2=3, and 1. The case c = 0 coincides with the sign detector. It can be seen from this table that c = 1 yields the largest exponent for ?2 < 1, while c = 1=3 gives the best performance for ?2 > 1. Moreover, c = 1=3 is uniformly better for 0 ?2 2 than the sign detector, which gives exceedingly poor performance when ?2 < 1.
A similar comparison of soft limiter characteristics is given in Table II ). Again, we see that each of the nonlinear detectors yields a smaller exponent (and hence a larger error probability) than the linear detector. It is noteworthy that the exponent for the linear detector in arbitrary power-limited interference is signi cantly larger than the corresponding exponent for a purely Gaussian interference. Thus, the worst-case arbitrary interference actually leads to a smaller error probability than does Gaussian noise. This is due to the fact that most of the error probability in icted by a Gaussian interference S comes from realizations for which jsj 2 > n 2 . Since these sequences are not permitted by the constraint (7), the error probability is smaller.
We conclude that the use of nonlinear correlation receivers can lead to a signi cant loss of performance in the presence of arbitrary power-limited interference. It should be mentioned that this conclusion contrasts with recent work on the performance of DS systems in impulsive noise 2, 3] , where it was shown that the sign detector yields much better performance than the linear detector. This suggests that the soft limiter would be a better choice of detector in practice, where it is desirable to employ a receiver which is robust to where S n is a random variable that is uniformly distributed on s 0 ; : : :; s n?1 . Using the odd symmetry of g and the even symmetry of the distributions of A and N, we can similarly show that PrfU n < 0jB = +1; S = sg is bounded above by the same quantity. Thus, on combining (9), (11) , and (40), we obtain (12).
To prove (14) , let S = (S 0 ; : : : ; S n?1 ) be any IID sequence of RVs, not necessarily satisfying the power constraint (7) . From (10), we obtain the lower bound 
where the last step follows by observing that E g?x (l;
2 ) is increasing in x and decreasing in l. This completes the proof of (14) .
Proof of Lemma 2: It is enough to show that ' 000 (x) > 0 whenever ' 00 (x) = 0, since this implies either that ' 00 (x) never changes sign, or else changes sign exactly once from negative to positive.
To prove this, observe that 
