We announce some results obtained in a recent study [14] , concerning a general class of hypoelliptic evolution operators in R N +1 . A Gaussian lower bound for the fundamental solution and a global Harnack inequality are given.
Introduction
In this note we will discuss a result obtained in a recent study by Andrea Pascucci and myself [14] . Let us consider the linear second order operator in R N +1 of the form
(1.1)
In (1.1) z = (x, t) denotes the point in R N +1 and the X p 's are smooth vector fields on R N , i.e.
where any a p j is a C ∞ function. In the sequel we also consider the X p 's as vector fields in R N +1 , moreover we denote 
for any (x, t) ∈ R N +1 and λ > 0. The natural number Q = 2 + n k=1 k dimV k is usually called the homogeneous dimension of G with respect to (δ λ ) λ>0 . We also introduce the following δ λ -homogeneous norm on R N :
Operators of the form (1. [5] and [6] . Under these hypotheses the Hörmander condition holds:
hence L in (1.1) is hypoelliptic (i.e. every distributional solution to Lu = 0 is smooth; see, for instance, Proposition 10.1 in [5] ) and has a fundamental solution Γ which is smooth out of the pole and δ λ -homogeneous of degree 2 − Q:
Hence operator (1.1) belongs to the general class of hypoelliptic operators on homogeneous groups first studied by Folland [3] , Rothschild and Stein [17] , Nagel, Stein and Wainger [11] .
The main result in [5] is an invariant (local) Harnack inequality for L; one-side Liouville theorems are given in [6] . In the paper [14] a non-local Harnack inequality has been proved (see Theorem 5.1 below). Moreover in [14] it is proved a lower bound for the fundamental solution Γ of the operator L, under the assumption that the group G has step three, i.e. 
In the above statement Γ(·) denotes the fundamental solution of L with pole at the origin. Due to the left •-invariance of Γ, we have that Γ(z, ζ) = Γ(ζ −1 • z) and a lower bound analogous to (1.5) also holds for Γ(·, ζ).
The above estimate looks rather rough, since it is natural to expect |x| 2 G t in the exponent in (1.5). Indeed the following Gaussian upper bound has been proved by by Kogoj and Lanconelli in [5] :
being C a positive constant. However it is known that the fundamental solution of the (Kolmogorov) operator ∂ 2
(see (3.4) below) so that, in particular,
On the other hand, we have
so that neither (1.5) nor (1.6) are sharp. However we can hope to sharpen (1.5) at least in some component of x. The following example shows that further hypotheses on the operator L are needed to obtain such a result. Consider the operator L = X 2 + Y in R 3 , where
In Sections 2,3, and 4 we give some examples of operators that motivate our study. In these particular cases we will give sharp estimates for the case of a Lie algebra of step three (see Propositions 2.1, 3.1 and 4.1 below). The results stated in Sections 2 and 3 agree with the known results for the same kind of operators, the results stated in Section 4 are new. Last section contains an outline of the proof.
Heat operators on Carnot groups
Consider the operator L in (1.1) under assumptions [H.1] and
In this case G = R N , •, δ λ is a Carnot (or stratified) group (see, for instance, [3] and [19] ).
where as usual ∆ G denotes the canonical sub-Laplacian on G:
We recall the well-known Gaussian upper and lower bounds for heat kernels due to 
3)
Operators of this kind have been considered by Alexopoulos in [1] .
The following statement contains the global lower bound and the global Harnack inequality for a parabolic operator on a Carnot group of step three proved in [14] . The estimates are in accord with the classical ones given in [4] , [8] and in [1] .
Proposition 2.1 Let L be a parabolic operator on a Carnot group of step three and let
• There exists a positive constant C such that
• There exist two constants c > 0 and
Kolmogorov type operators
Assume X p = ∂ p , p = 1, . . . , m, and the coefficients of X 0 are linear functions of x ∈ R N :
This kind of operator has been extensively studied (see [10] and [9] for a comprehensive bibliography 
for some basis of R N , where 
where
Moreover the fundamental solution of L in (1.1) is explicitly known:
for t > 0, and Γ(z) = 0 for t ≤ 0. In (3.4), we denote
where B T is the transpose matrix of B. We remark that condition [H.3] ensures that C(t) > 0 for any t > 0 (cf. Proposition A.1 in [10] , see also [7] ). In this case the group law is
In the sequel we call
Non-local Harnack inequalities for this kind of operator are proved in [13] , moreover Gaussian estimates for the fundamental solution are given in [15] , [16] and [12] in the case of non-constant coefficients of the second order derivatives.
The following statement contains the global lower bound and the global Harnack inequality for operators on a Kolmogorov group of step three proved in [14] . Also in this case the estimates are in accord with the ones given in [10] .
Proposition 3.1 Let L be a Kolmogorov type operator on a group K of step three and let
Operators on linked groups
Let L = G K be the linked group of a Carnot group G on R m × R n and a Kolmogorov group K on R m × R r × R, as defined by Kogoj and Lanconelli in [5] (Sect. 10). We consider the operator
For reader's convenience, we recall here the definition of link of Carnot and Kolmogorov groups. Consider a Carnot group
where (x, y) denotes the point in R m × R n and assume that
Hence the dilations and the group law take the following form:
Moreover the Kolmogorov group is 1
where we denote (x, w, t) the point in R m × R r × R. We assume that
The dilations (3.3) and the group law (3.6) will be denoted by:
The link L = G K is defined as follows:
It turns out that L is a homogeneous group, the X p 's and Y (considered as vector fields on
2] (see Propositions 10.4 and 10.5 in [5] ). Let explicitly note that the operations defined in L extend the ones in G and K. In particular we have
The following statement contains the global lower bound and the global Harnack inequality for operators on a linked group of step three proved in [14] .
for every z = (x, y, w, t) ∈ R N ×]0, T ].
Outline of the proof
The main tool in the proof of Propositions 2.1, 3.1 and 4.1 is the following non-local Harnack inequality given in [14] , Theorem 1.1:
In the above statement we denoted (as usual) exp(sX)(z) = γ(s), where γ is the (unique and globally defined) solution to the Cauchy problem γ = X(γ); γ(0) = z. In the sequel we also use the following notation e X = exp(X)(0) and recall that exp(X)(z) = z • e X . The above Harnack inequality has been proved by using repeatedly the invariant local Harnack inequality by Kogoj and Lanconelli [5] , Theorem 7.1. In order to state the Harnack inequality in [5] , we set some notations. Given r > 0, ε ∈ ]0, 1[ and z 0 ∈ R N +1 , we put
The connectivity assumption [H.2] and Theorem 5.1 directly yield a global Harnack inequality for positive solutions to Lu = 0 of the form:
When we are able to find explicitly an L-admissible path γ connecting (x, t) to (ξ, τ ), then we can express explicitly H(x, t, ξ, τ ) and obtain a more useful estimate. Aiming to take into account of the homogeneous structure of the Lie group, we construct such a γ by considering separately the commutators of different homogeneity of X 1 , . . . , X m , Y . We remark that these commutators can be conveniently approximated by L-admissible paths: for instance, the direction of the commutator [X p , X q ] can be obtained by using the integral curves of X p , X q , −X p , −X q . To be more specific, by using the Campbell-Hausdorff formula, we have We omit here the details of the proof, that are contained in the paper [14] .
