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Abstract: Space trajectory design always requires the solution of an optimal control problem in order
to maximize the payload launch-mass ratio while achieving the primary mission goals. A certain level
of approximation always characterizes the dynamical models adopted to perform the design process. Fur-
thermore the state identification is usually affected by navigation errors. Thus, after the nominal optimal
solution is computed, a control strategy that assures the execution of mission goals in the real scenario
must be implemented. In this frame differential algebraic techniques are here proposed as an effective al-
ternative tool to design the guidance law. By using differential algebra the final state dependency on initial
conditions, environmental and control parameters is represented by high order Taylor series expansions.
The mission constraints can then be solved to high order using a so-called high order partial inversion of
the polynomial relationship for every admissible uncertainty. The control strategy is eventually reduced to
a simple function evaluation. The performances of the proposed methods are assessed by two examples of
space mission trajectory design: a continuous propelled Earth–Mars transfer and an aerocapture maneuver
at Mars.
Keywords: Differential Algebra, Aerocapture, Low-Thust transfer, Robust Guidance.
1 Introduction
Space missions are usually designed by solving optimal control problems in nominal conditions; i.e., at the
design stage the dynamics modeling is supposed to exactly represent the reality. However, a certain level
of approximation must be always considered as characterizing the dynamical models adopted to perform
the design process. Moreover the state identification is usually affected by navigation errors; consequently,
the knowledge of the spacecraft state is always characterized by a certain level of uncertainty. Thus, after
the nominal optimal solution is computed, a control strategy that assures the satisfaction of mission
goals in the real scenario must be implemented. The previous problem is usually referred to as the
guidance problem: given an initial deviation of the spacecraft state from its nominal value, the guidance
problem aims at canceling the effects that such a deviation might have on the satisfaction of the mission
requirements, corresponding to a later objective time, by correcting the nominal control law.
A guidance algorithm which makes use of differential algebraic (DA) techniques is proposed. Differential
algebra is a tool which serves the purpose of automatic differentiation, i.e. the automated transformation
of existing codes in such a way that derivatives of functional relationships between variables are calculated
along with the original code. In particular, DA techniques are based on the observation that the Taylor
coefficients of a function can be extracted along with the function evaluation up to an arbitrary order n,
with a fixed amount of effort. Using differential algebra yields the embedded possibility of approximating
the dependency of the final spacecraft state on initial conditions, environmental, and control parameters
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by means of high order Taylor series expansions. Taylor series can then be processed to explicitly solve
the mission constraints, and to identify the correction to the nominal control. The control strategy is
eventually reduced to a simple polynomial evaluation, which is particularly suited for application on on-
board autonomous softwares. The result is a general-purpose guidance algorithm, whose performances
are investigated. The versatility of the algorithm is illustrated by considering two applications, which
are characterized by two different dynamics: a low-thrust Earth-Mars transfer with uncertain departure
epoch, and an aerocapture maneuver at Mars, where uncertainties are supposed to affect initial conditions
and dynamical model parameters.
With respect the general problem of guiding a spacecraft on continuously propelled interplanetary tra-
jectories, several techniques have been developed in the past, which can be gathered in distinct groups,
differing for the way the control law is corrected to compensate for the deviation from the nominal tra-
jectory, J. Gil-Fernandez et al. (2004): the full reoptimization of the control strategy starting from the
new conditions; the insertion of low-thrust arcs, tailored on the specific problem at hand, which takes
advantage of the fact that optimal low-thrust trajectories usually alternate propelled arcs with ballis-
tic ones; the modification of a reference thrust profile. Applicability of the algorithm for autonomous
on-board guidance and general application to different problems seem to suggest the latter technique as
particularly suited for interplanetary transfer problems. The guidance algorithm presented here can be
considered as belonging to this latter category. In particular, Gil-Fernendez et al. (2004) developed an
algorithm to compute first order corrections of the control parameters to compensate deviations from
the nominal trajectory. High order expansions of the solution with respect to uncertain parameters and
controls are used and processed here to modify the reference thrust profile.
The second application concerns an aerocapture maneuver at Mars. Aerocapture is a state-of-the-art
technology considered to reduce the fuel cost for planetary insertion by using a single pass into the target
planet atmosphere to decrease the total orbital energy of the vehicle. The Mars Sample Return mission
initially planned to use aerocapture for orbit insertion. Although the aerocapture has been later cancelled,
many studies to develop and test different guidance algorithms have been completed. These algorithms
can be grouped in four main categories: the analytical predictor-corrector, Hamel and Lafontaine (2005),
Masciarelli et al. (2000), and Cerimele and Gamble (1985); the energy controller, Rousseau (2001), the
numerical predictor-corrector, Berges et al. (2001) and Powell and Braun (1993); and the terminal point
controller, Ro and Queen (1998). The analytical predictor corrector and the energy controller make certain
assumptions that lead to an analytical guidance solution to the exit conditions for the current vehicle
state. The numerical predictor corrector numerically integrates the remaining part of the trajectory to
predict the atmospheric exit conditions from the current position and updates the commanded bank
angle for the remaining part of the trajectory. Finally, the terminal point controller (TPC) is based on
the calculus of variations. In particular it uses a predefined optimal trajectory to compute the sensitivities
of the exit condition to changes in the state and control to determine the guidance at any point along
the trajectory. Among all these algorithms, the terminal point controller was ranked first for the Premier
mission, Rousseau et al. (2002). The method proposed here, similarly to the terminal point controller
method, uses a nominal solution to compute the sensitivity of the exit condition to controls, initial state,
and uncertain parameters. Conversely to the TPC the sensitivity is computed up to an arbitrary order
n, and the guidance law is obtained by applying the DA techniques to explicitly satisfy the constraints
on the exit conditions.
The paper is organized as follows. Firstly models adopted for the Earth–Mars transfer and aerocapture
maneuver are described. A summary on the DA theory is presented in order to facilitate the comprehension
of the proposed guidance algorithm. Finally the results of applications are analyzed and discussed.
2 Models
2.1 Earth–Mars Transfer
The low-thrust Earth-Mars transfer is designed in the frame of the controlled two-body problem. Con-
sequently, the spacecraft dynamics in the heliocentric reference frame is modeled by the set of six first
order ordinary differential equations{
r˙ = v
v˙ = − µ
r3
r + u, (1)
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in which r = (x, y, z) is the radius vector, µ is the Sun gravitational parameter, u is the acceleration
given by the low thrust engine. The state vector is defined as x = (r,v). The mass of the spacecraft, m,
can be evaluated from the control history by integrating the differential equation
m˙ = − um
Isp g0
, (2)
where Isp is the specific impulse of the thruster, which is set to Isp = 3000 s, whereas g0 = 9.807 m/s2
is the Earth gravitational acceleration at sea level (Chobotov, 2002). By analytical manipulations the
solution of Eq. (2) is
m(t)
m0
= e−
∫ t
t0
u dτ
Isp g0 (3)
where m0 is the spacecraft mass at the beginning of the transfer, and m/m0 is the mass fraction. Position
and velocity vectors of Earth and Mars, at the beginning and the end of the interplanetary transfer are
computed through an analytical ephemeris model derived from JPL Horizon ephemeris model, Giorgini
et al. (1998). In particular, the planetary ephemerides returned by JPL Horizon are fitted in time using
third order polynomials. The result is a set of analytical formulas, which deliver the planetary osculating
orbital elements at a given epoch. The osculating orbital elements are: the orbit semimajor axis a, the
eccentricity e , the inclination with respect to the ecliptic plane i , the longitude of the ascending node
Ω, the argument of the periapsis ω, and the planetary mean anomaly M . The corresponding cartesian
coordinates are readily obtained once the Kepler’s equation
M = E − e sinE (4)
is solved for the planetary eccentric anomaly E. The solution of Eq. (4) is effectively obtained using a
classical Newton’s method (Battin, 1960). The eccentric anomaly is then used to evaluate the planetary
position and velocity vectors in the orbital reference frame, which are mapped in the ecliptic reference
frame through simple algebraic relations. The resulting ephemerides model is sufficiently accurate for
preliminary orbit design in an interval of dates which does not exceed 2050 A.C.
2.2 Aerocapture
The vehicle’s dynamics is written in a local non-inertial reference frame x, y, z attached to the vehicle with
x axis aligned with the local vertical, y pointing towards east and z to complete the right handed triad. An
inertial planetocentric ecliptic reference frame X,Y, Z is assumed; in particular, in the fundamental plane
the X axis is collinear to the vernal equinox direction. The relative orientation between the two frames
is defined by the longitude ϑ and the latitude ϕ, whereas the flight path angle γ and the heading angle
ψ are introduced to identify the vehicle velocity vector in the local reference frame. These quantities are
shown in Fig. 1. The motion of the vehicle’s center of mass is described by the set of ordinary differential
equations (5).

r˙ = v sin γ
ϑ˙ =
v cos γ cosψ
r cosϕ
ϕ˙ =
v cos γ sinψ
r
v˙ =
D
m
− g sin γ
vγ˙ =
L cosσ
m
− g cos γ + v
2 cos γ
r
vψ˙ =
L sinσ
m cos γ
− v
2 tanϕ cos γ cosψ
r
(5)
Figure 1: Local reference frame and state
vector variables x = (r, ϑ, ϕ, v, γ, ψ)
definition
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The first three equations represent the kinematic relations, the latter three represent the dynamics. The
state vector is x = (r, ϑ, ϕ, v, γ, ψ), in which v and r are vehicle’s speed and radius; the entry and
exit conditions from the atmosphere boundary are labeled as x−e and x
+
e respectively. L =
1
2 ρSCLv
2
and D = 12 ρSCDv
2 are the lift and the drag force respectively, in which CL and CD are the lift and
drag coefficients, ρ is the atmosphere density, and S the base area of the capsule. Finally σ is the bank
angle, defined as the angle between the lift vector and the plane described by the local vertical and the
velocity vector, and g the gravitational acceleration of Mars. A simple exponential model for the planetary
density is considered ρ = ρ0e−βh, in which h is the vehicle altitude and β is the inverse scale height of
the atmosphere, whose boundary is fixed for Mars at 100 km of altitude.
In the following simulations, some considerations are carried out on the thermal protection system mass
percentage TPS %. This value is computed considering the convective and radiative heating rates at
stagnation point by means of simple formulas given by Tauber and Sutton (1991) and Tauber and Bowles
(1989). The TPS % is then estimated by the curve fit
TPS% = 0.0091q0.51575 (6)
based on previous NASA missions that have adopted ablative shields, in which q is the heat experienced
by the capsule, Laub and Venkatapathy, (2003).
The vehicle adopted for the simulations is a capsule of 5 m3 of volume, a base radius of 1.59 m, a nose
radius of 1.42 m, and a ballistic coefficient β = mSCD = 86.13 kg/m
2. The half-cone angle is 70 deg, similar
to those of previous capsules used in Mars landing missions.
3 Notes on Differential Algebra
The theory of differential algebra presented in this section has been developed by Martin Berz in the late
80s, and the short resume given in the following takes advantage of his book Modern Map Methods in
Particle Beam Physics, Berz (1999b).
Differential algebraic techniques find their origin in the attempt to solve analytical problem by an algebraic
approach. Historically, treatment of functions in numerics has been based on the treatment of numbers,
and the classical numerical algorithms are based on the mere evaluation of functions at specific points.
DA techniques are based on the observation that it is possible to extract more information on a function
rather than its mere values. In particular, the Taylor coefficients of a function can be obtained until a
specified order n, along with the function evaluation, with a fixed amount of effort. The Taylor coefficients
of order n for sums and product of functions as well as scalar products with reals can be computed from
those of summands and factors; therefore, the set of equivalence classes of functions can be endowed
with well-defined operations, leading to the so-called truncated power series algebra (TPSA), Berz (1986,
1987).
Similarly to the algorithms for floating point arithmetic, the algorithm for functions followed, including
methods to perform composition of functions, to invert them, to solve nonlinear systems explicitly and to
treat common elementary functions, Berz (1991, 1999a). In addition to these algebraic operations, also
the analytic operations of differentiation and integration have been developed on these function spaces,
defining a differential algebraic structure.
3.1 The Minimal Differential Algebra
The simplest nontrivial differential algebra is described. Consider all ordered pairs (q0, q1), with q0 and
q1 real numbers. The addition, scalar multiplication, and vector multiplication are defined as follows:
(q0, q1) + (r0, r1) = (q0 + r0, q1 + r1)
t · (q0, q1) = (t · q0, t · q1)
(q0, q1) · (r0, r1) = (q0 · r0, q0 · r1 + q1 · r0).
(7)
The ordered pairs with the arithmetic are called 1D1. The multiplication of vectors is seen to have (1, 0)
as the unity element. The multiplication is commutative, associative, and distributive with respect to
addition. Together, the three operations defined in (7) form an algebra. Furthermore, they do form an
extension of real numbers, as (r, 0) + (s, 0) = (r + s, 0) and (r, 0) · (s, 0) = (r · s, 0), so that the reals can
be included.
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However 1D1 is not a field, as (q0, q1) has a multiplicative inverse in 1D1 if and only if q0 6= 0. If q0 6= 0
then
(q0, q1)−1 =
(
1
q0
,− q1
q20
)
. (8)
One important property of this algebra is that it has an order compatible with its algebraic operations.
Given two elements (q0, q1) and (r0, r1) in 1D1, it is defined
(q0, q1) < (r0, r1) if q0 < r0 or (q0 = r0 and q1 < r1)
(q0, q1) > (r0, r1) if (r0, r1) < (q0, q1)
(q0, q1) = (r0, r1) if q0 = r0 and q1 = r1.
(9)
As for any two elements (q0, q1) and (r0, r1) only one of the three relation holds, 1D1 is said totally
ordered. The order is compatible with the addition and multiplication; for all (q0, q1), (r0, r1), (s0, s1) ∈
1D1, it follows (q0, q1) < (r0, r1) ⇒ (q0, q1) + (s0, s1) < (r0, r1) + (s0, s1); and (s0, s1) > (0, 0) = 0 ⇒
(q0, q1) · (s0, s1) < (r0, r1) · (s0, s1).
The number d = (0, 1) has the interesting property of being positive but smaller than any positive real
number; indeed (0, 0) < (0, 1) < (r, 0) = r. For this reason d is called an infinitesimal or a differential. In
fact, d is so small that its square vanishes. Since for any (q0, q1) ∈ 1D1
(q0, q1) = (q0, 0) + (0, q1) = q0 + d · q1, (10)
the first component is called the real part and the second component the differential part.
The algebra in 1D1 becomes a differential algebra by introducing a map ∂ from 1D1 to itself, and proving
that the map is a derivation. Define ∂ : 1D1 → 1D1 by
∂(q0, q1) = (0, q1). (11)
Note that
∂{(q0, q1) + (r0, r1)} = ∂(q0 + r0, q1 + r1) = (0, q1 + r1)
= (0, q1) + (0, r1) = ∂(q0, q1) + ∂(r0, r1)
(12)
and
∂{(q0, q1) · (r0, r1)} = ∂(q0 · r0, q0 · r1 + r0 · q1) = (0, q0 · r1 + r0 · q1)
= (0, q1) · (r0, r1) + (0, r1) · (q0, q1)
= ∂{(q0, q1)} · (r0, r1) + (q0, q1) · ∂{(r0, r1)}
(13)
This holds for all (q0, q1), (r0, r1) ∈ 1D1. Therefore ∂ is a derivation and (1D1, ∂) is a differential algebra.
The most important aspect of 1D1 is that it allows the automatic computation of derivatives. Assuming
to have two functions f and g and to put their values and their derivatives at the origin in the form
(f(0), f ′(0)) and (g(0), g′(0)) as two vectors in 1D1, if the derivative of the product f · g is of interest, it
has just to be looked at the second component of the product (f(0), f ′(0)) · (g(0), g′(0)); whereas the first
component gives the value of the product of the functions. Therefore, if two vectors contain the values
and the derivatives of two functions, their product contains the values and the derivatives of the product
function. Defining the operation [ ] from the space of differential functions to 1D1 via
[f ] = (f(0), f ′(0)), (14)
it holds
[f + g] = [f ] + [g]
[f · g] = [f ] · [g]
(15)
and
[1/g] = [1]/[g] = 1/[g] (16)
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by using (8). This observation can be used to compute derivatives of many kinds of functions algebraically
by merely applying arithmetic rules on 1D1, beginning from the value and the derivative of the identity
function [x] = (x, 1). Consider the example
f(x) =
1
x+ 1x
(17)
and its derivative
f ′(x) =
(1/x2)− 1
(x+ (1/x))2
. (18)
The function value and its derivative at the point x = 3 are
f(3) =
3
10
, f ′(3) = − 2
25
. (19)
If the function (17) is evaluated at the identity function [x] = (x, 1) at the point 3, i.e. (3, 1) = 3 + d, it
results
f((3, 1)) =
1
(3, 1) + 1/(3, 1)
=
1
(3, 1) + (1/3,−1/9)
=
1
(10/3, 8/9)
=
(
3
10
,−8
9
/
100
9
)
=
(
3
10
,− 2
25
)
.
(20)
As it can be seen after the evaluation of the function, the real part of the result is the value of the function
at x = 3, whereas the differential part is the value of the derivative of the function at x = 3. This is
simply justified by applying the relations (15) and (16)
[f(x)] =
[
1
x+ 1/x
]
=
1
[x+ 1/x]
=
1
[x] + [1/x]
=
1
[x] + 1/[x]
= f([x]).
(21)
The method can be generalized to allow the treatment of common intrinsic functions like sin and exp.
The differential algebra 1D1 allows to compute the first derivative for every function f along with the
function evaluation. This has an important consequence when the numerical integration of an ordinary
differential equation is performed by means of an arbitrary integration scheme. Any integration scheme is
based on algebraic operations, involving the evaluations of the ODE right hand side at several integration
points; therefore the 1D1 algebra can be exploited to compute the first oder expansion of the flow of the
ODE. By extending the algebra 1D1 to order n and v variables, the expansions of the flow of a dynamical
systems can be computed up to order n with fixed amount of effort.
3.2 The Differential Algebra nDv
The algebra described in this section was introduced to compute the derivatives up to an order n of
functions in v variables. Similarly as before, it is based on taking the space Cn(Rv), the collections of
n times continuously differentiable functions on Rv. On this space an equivalence relation is introduced.
For f and g ∈ Cn(Rv), f =n g if and only if f(0) = g(0) and all the partial derivatives of f and g agree
at 0 up to order n. The relation =n satisfies
f =n f for all f ∈ Cn(Rv),
f =n g ⇒ g =n f for all f, g ∈ Cn(Rv), and
f =n g and g =n h⇒ f =n h for all f, g, h, ∈ Cn(Rv).
(22)
Thus, =n is an equivalence relation. All the elements that are related to f can be grouped together in
one set, the equivalence class [f ] of the function f . The resulting equivalence classes are often referred to
as DA vectors or DA numbers. Intuitively, each of these classes is then specified by a particular collection
of partial derivatives in all v variables up to order n. This class is called nDv.
Journal of Aerospace Engineering, Sciences and Applications, Jan–April 2008, Vol. I, No 1 48
Di Lizia, P. et al. High-order robust guidance of interplanetary...
If the values and the derivatives of two functions f and g are known, the corresponding values and
derivatives of f + g and f · g can be inferred. Therefore, the arithmetics on the classes in nDv can be
introduced via
[f ] + [g] = [f + g]
t · [g] = [t · f ]
[f ] · [g] = [f · g]
(23)
Under this operations, nDv becomes an algebra. For each k ∈ 1, . . . , v, define the map ∂k from nDv to
nDv for f via
∂k[f ] =
[
pk · ∂f
∂xk
]
, (24)
where
pk(x1, . . . , xk) = xk (25)
projects out the k-th component of the identity function. It’s easy to show that for all k = 1, . . . , v and
for all [f ], [g] ∈ nDv
∂k([f ] + [g]) = ∂k[f ] + ∂k[g] (26)
∂k([f ] · [g]) = [f ] · (∂k[g]) + (∂k[f ]) · [g]. (27)
Therefore, ∂k is a derivation for all k, and hence (nDv, ∂1, . . . , ∂k) is a differential algebra.
Observe that f lies in the same class as its Taylor polynomial Tf of order n around the origin; they have
the same function values and derivatives up to order n. Therefore,
[f ] = [Tf ] (28)
and the introduced differential algebra is referred to as Taylor polynomial algebra.
Similar to the structure 1D1, composition of functions and elementary functions, i.e. exp, sin, and log, are
introduced in nDv. Consequently, the derivatives of any function f belonging to Cn(Rv) can be computed
up to order n in fixed amount of effort. The DA sketched in this section was implemented by M. Berz
and K. Makino in the software COSY INFINITY, Makino and Berz (2005).
4 Guidance Algorithm
A DA guidance law is implemented, exploiting the map composition and map inversion tools available in
COSY INFINITY. The guidance algorithm described in the followings is kept as general as possible and
considers constraints on k components of the final state xcf , m uncertain parameters p, and variations
on k control parameters ug. Parameters ug are suitably selected from the entire vector of the control
parameters defining the nominal control law u(t).
First of all the control points and the uncertain parameters are initialized as DA variables of order n:
[p] = p + δp and [ug] = ug + δug. Through the DA integration of the dynamics the n-th order map
δxcf =Mxcf (δug, δp) (29)
is computed. This map is the n-th order Taylor expansion of the change in the final state as function of
changes in parameters and controls. Note that the constant part of the map is dropped to deal with an
origin preserving map, necessary for inversion. The m-th dimensional identity map δp = Ip(δp) is then
appended to the map (29) to form the square map(
δxcf
δp
)
=
(Mxcf
Ip
)(
δug
δp
)
. (30)
This map is inverted using an algorithm developed by Berz (1999a), which reduces the inversion to a
fixed point problem. As a result the inverse map(
δug
δp
)
=
(Mxcf
Ip
)−1(
δxcf
δp
)
(31)
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is obtained.
The goal of the guidance algorithm is to reach the nominal final state xcf , regardless of the uncertainty
δp. This translates into applying the constraint δxcf = 0 in the Eq. (31)(
δug
δp
)
=
(Mxcf
Ip
)−1(
0
δp
)
(32)
and considering its first component
δug =Mug (δp). (33)
This map is the n-th order Taylor expansion of the manifold of the constraint δxcf = 0. For any value
of δp the evaluation of the map (33) delivers the correction δug required to cancel the effect of the
perturbations on the constrained subset of the final state xcf . Note that for any value of the uncertainty
in the range of validity of the map (29), the guidance law consists in a polynomial evaluation.
This algorithm is based on the hypothesis that the corrected maneuver will not differ significantly from
the nominal one. In this sense the guidance law computes neighbor optimal trajectories.
The map (29) is a subset of the complete map
δxf =Mxf (δug, δp). (34)
The composition of this map with the guidance law δug = Mug (δp) delivers the n-th order Taylor
expansion of the entire final state when the guidance is applied. As a consequence, the result of the
guidance law on the unconstrained state variables can be addressed by polynomial evaluations for all
the range of admissible uncertainties. For this reason the Monte Carlo simulations required to assess the
effectiveness of the developed guidance law can be avoided.
5 Earth–Mars Transfer
5.1 Nominal Solution
An optimal control problem is solved to find the low-thrust Earth-Mars nominal transfer that minimizes
the performance index
J =
1
2
∫ tf
t0
u2dτ, (35)
where u is the magnitude of the acceleration supplied by the thrusters. Boundary constraints are imposed
at the beginning and the end of the transfer. Specifically, the spacecraft is constrained to leave the
Earth with Earth’s velocity at time t0 and to match position and velocity of Mars at time tf . The
previous optimal control problem is parameterized using a simple shooting technique: the control profile
u(t) = (ux(t), uy(t), uz(t)) from time t0 to time tf , is represented by cubic splines, built upon four
equispaced collocation points. The resulting optimization variables are the departure epoch from Earth,
t0, the transfer time to Mars, tf − t0, and four control parameters for each component of the control
vector u. The dynamics is scaled so that distances are measured in astronomical units, whereas time unit
is selected to normalize the Sun gravitational parameter µ to 1. The resulting nonlinear programming
problem is solved by a local optimizer, based on a sequential quadratic programming approach. Based on
the trajectory of Mars-Express mission, the supplied initial guess is a ballistic conic arc, connecting Earth
to Mars in 210 days starting from 1247 MJD2000, Chicarro et al. (2004). The optimal solution found is
described in Fig. 2 and Fig. 3. In particular, a two-dimensional projection of the optimal trajectory on
the ecliptic plane is reported in Fig. 2. The resulting departure epoch is 1213.789 MJD2000, whereas the
transfer time is 513.210 day. The three control profiles are described in Fig. 3.
It is worth observing that the magnitude of the acceleration is maximum at the beginning of the transfer,
where an order of magnitude of 10−4 m/s2 is reached; considering 103 kg as the typical order of magnitude
of the spacecraft initial mass would lead to an initial required thrust of ≈ 0.1 N. The reason for this high
thrust level must be sought in the constraint on the spacecraft heliocentric velocity at the beginning of
the transfer, which is required to match Earth’s velocity, with no excess velocity supplied by the launcher.
The final spacecraft mass fraction is 0.801, i.e. about 20% of the initial spacecraft mass represents the
amount of propellant to be spent during the transfer.
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Figure 2: Optimal nominal Earth–Mars
transfer
Figure 3: Optimal control profile
components
5.2 Guidance Law
The performance of the guidance algorithm detailed in the previous section is analysed on the Earth-Mars
transfer. Uncertainty is supposed to affect the departure epoch. Given the deviation δt0 on the departure
epoch from the nominal value t0, the previous algorithm is applied to design the new control law which
cancels the effect of the uncertainty, taking the spacecraft to its final target Mars.
The problem of evaluating the planetary ephemerides is addressed first. Without loss of generality, suppose
Earth’s ephemerides are sought. It is worth observing that, once the assessment epoch is initialized as DA
variable, i.e. [t0] = t0 + δt0, the evaluation of the analytical ephemeris model delivers the eccentricity e
and the mean anomaly M as Taylor expansions with respect to the uncertain parameter, e.g. e =Me(δt0)
and M =MM (δt0). Consequently, the Kepler’s equation (4) is no longer solved to gain real values of the
eccentric anomaly E, but rather the Taylor expansion of E with respect to δt0. DA techniques have been
developed by Berz (1999b) to address the solution of implicit equations which can be used to solve the
previous problem.
The way the control law is redesigned is now addressed. Given the uncertainty on the departure epoch
δt0, the corrections δu(t) on the control parameters identifying the splines for the control law u(t) are
computed using the guidance algorithm. In particular, as the constraints on the initial spacecraft position
and velocity are automatically satisfied using Earth’s ephemerides to set the initial conditions for the
interplanetary transfer, the constraints on the final position and velocity must be imposed, which form
the vector xcf of the constrained final state. Consequently, a set of six constraints must be satisfied, so
requiring the selection and correction of six control parameters. The control parameters corresponding to
the first and fourth collocation points of each component of the control parameter vector u are selected,
labeled as u1,4. Therefore, the corrections δu1,4 are computed using the previously described guidance
algorithm, whereas the remaining u2,3 are kept unchanged. The selection of the control parameters to be
corrected is drawn by the analysis of the condition number of the Jacobian of the constraints. Specifically,
once the high order map (30) is obtained for the problem at hand, the first order components are extracted
to form the required Jacobian. The resulting condition number is considered to deliver a valuable insight
on the quality of the Taylor expansion of the constraint manifold.
To summarize the consequences of the previous decisions, given the uncertainty on the departure epoch
from Earth δt0, Earth’s ephemerides are used as initial conditions to propagate the spacecraft position and
velocity, and the guidance algorithm is used to compute the corrections δu1,4 of the control parameters
as Taylor expansions of δt0 in order to satisfy the constraints on the final state xcf . The results of this
process are illustrated in the following example. A launch window of 10 days is considered on t0, centered
on its nominal value. Consequently, the departure epoch is supposed to lie in the uncertainty interval
t0 ∈ [1208.789, 1218.789] MJD2000. For each value of t0, the transfer time is set to reach Mars at the same
arrival epoch as the nominal solution. The guidance algorithm is applied to obtain 7-th order corrections
δu1,4 = δu1,4(δt0). Therefore, given a certain departure epoch within the previous uncertainty interval,
the displacement δt0 can be computed, and the previous polynomials can be evaluated to correct the
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Figure 4: Ecliptic projection of the
controlled trajectories
Figure 5: Control profile components for
uncertain initial conditions
control law. A two-dimensional projection onto the ecliptic plane of the resulting trajectories is reported
in Fig. 4. In particular, a uniform grid of ten real values of t0 is built on the previous uncertainty
interval. Earth’s ephemerides are computed corresponding to each grid point, which constitute the initial
conditions for the spacecraft motion. Then, the corrections δu1,4 are computed through simple evaluations
of the Taylor expansion δu1,4 = δu1,4(δt0) at specific points, and the dynamics is propagated using the
resulting guidance law. The final spacecraft state matches Mars’ position and velocity with accuracy of
10−10 AU and 10−9 AU/year, respectively. The resulting control laws are illustrated in Fig. 5. As can be
readily noticed, the corrections mainly act at the beginning and the end of the transfer trajectory, which
is easily predicted by the fact that the selected control parameters correspond to the first and fourth
collocation points of the cubic splines. The magnitude of the correction is of the order of 10−5 m/s2, i.e.
about one order of magnitude lower than the nominal control.
6 Aerocapture
6.1 Nominal Solution
In the aerocapture maneuver the capsule is considered to be trimmed at a fixed angle of attack, whereas
banking is adopted to control the trajectory. The optimal control problem solution delivers the optimal
trim angle of attack and the bank profile that minimize the ∆v required to achieve the target orbit.
An incoming velocity of 5 km/s at Mars sphere of influence is considered and the selected target orbit
is a circular polar orbit of 200 km of altitude. The optimal bank profile is shown by Fig. 7 and the
associated optimal atmospheric path in Fig. 6. The optimal ∆v equals 38.25 m/s and thermal protection
system mass percentage (TPS %) is 7.05. To avoid the objective function Hessian and the constraints’
Jacobian ill-conditioning and to improve the optimization convergence, the dynamics is suitably scaled,
Betts (2001).
6.2 Sensitivity Analysis
DA techniques are a valid tool to study the sensitivity of the trajectories to uncertain parameters like the
aerodynamic coefficients CD, CL and atmosphere density ρ. Furthermore, the sensitivity of the trajectory
to the control points defining the bank cubic spline is addressed too. High order maps are obtained to
prove the effectiveness and the efficiency of DA techniques when dealing with aerocapture maneuvers.
For any scalar parameter p the n-th order map δx+e = Mx+e (δp) is obtained by initializing the DA
variable [p] = p + δp and by integrating the differential equation with the DA version of a 8−th order
Runge–Kutta integrator. The map Mx+e (δp) allows to compute the deviation in the final state δx+e due
to a perturbation δp in the parameter by a mere function evaluation.
The effect of a small change in the density constant ρ0 of the exponential density law ρ = ρ0e−βh is
analyzed. The uncertainty is scaled in such a away that δρ0 = 1 corresponds to a density variation of
±1%. Figure 8 shows the third and the fifth order map x+e =Mx+e (δρ0) obtained with COSY INFINITY.
These maps are obtained along with the trajectory integration. The 0-th order coefficients represent the
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Figure 6: Nominal height profile
Figure 7: Nominal bank control law and
vehicle’s shape
Figure 8: Third and fifth order expansion of the final state in the density parameter
nominal final state, whereas the other terms are the coefficients of the Taylor expansion of the final
state in density change, i.e. x+e = x
+
e + c1δρ0 + c2δρ0
2 . . . cnδρ0
n. Only the first component of the maps
(i.e., the radius r+e ) is shown. Note that although the nominal final states should be the same for both
computations, the constant parts of the two maps differ after the twelfth digit. The smaller step sizes
selected by the DA Runge–Kutta integrator for the accurate computation of the fifth order map is the
reason for such difference.
The three altitude profiles of Fig. 9, obtained with a real algebra (RA) Runge–Kutta integrator for nominal
density value and for δρ0 = ±1%, underline the trajectory sensitivity to the uncertain parameter. Note
that a small increase in the density causes the vehicle to crash, if no trajectory control is employed. The
“·” and “×” indicate the final altitude obtained by evaluating the r+e component of the DA maps in Fig. 8
for the δρ0 = ±1%. Obviously the highest order expansion puts in evidence a better accuracy. Therefore,
the selection of a proper expansion order allows to address the sensitivity analysis of the trajectory: a
single DA integration is needed to build the map Mx+e , and several map evaluations deliver the effects
of the uncertainty on the final state. This method can represent a viable alternative to Monte Carlo
simulation, which as opposite requires several RA integrations.
Similar considerations apply to the aerodynamic coefficient analysis. On the other hand, the sensitivity
analysis on the ten collocation points σj defining the bank angle spline is more interesting. Indeed a
perturbation on each of these points can be seen either as an error in the execution of the guidance
law or as a bank angle correction to counteract some uncertainties. In the second instance, the Taylor
expansion is a mean to analyze the controllability of the system. Observing the first order expansion of
Fig. 10 it is evident that σ2 plays a key role in the control of the entire trajectory. It determines the
control law of the vehicle in the deepest layer of the Martian atmosphere, where the aerodynamical forces
reach the maximum magnitude. Furthermore, σ2 is located rather at the beginning of the trajectory, so
it affects almost the entire maneuver. On the other hand, a control point at the end of the trajectory has
a negligible control effect as it acts in the highest layers of the atmosphere and its effect is limited to a
small part of the maneuver.
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Figure 9: Altitude sensitivity to density
parameter: RA integrator and maps
evaluation
Figure 10: First order expansion of the
final state in the control parameters (a
unitary change in the control corresponds
to a change of 1 deg in the bank angle)
(a) δσ2 =Mσ2 (δCL) (b) δσ2 =Mσ2 (δCD) (c) δσ2 =Mσ2 (δρ0)
Figure 11: Guidance laws for uncertain CL, CD, and ρ0 (δσ2 in radians)
6.3 Guidance Law
The guidance algorithm previously described is applied to aerocapture maneuvers. On the basis of the
control sensitivity analysis, the second collocation point of the bank control spline σ2 is selected for
guidance purposes. The density parameter ρ0, and the aerodynamic coefficients CD and CL are considered
as uncertain parameters. The uncertainty values are normalized in such a way that a unitary change
in each parameter, i.e. δp = 1, corresponds to a relative change of 30%, 20%, and 30% respectively.
The guidance algorithm is designed to bring the vehicle to the atmosphere boundary regardless of the
uncertainty encountered in the atmospheric path. Consistently with the notation of the former section,
xcf is r
+
e , and the constraint to be satisfied is δr
+
e = 0. This scalar constraint and the consideration that
the amended trajectory lies in the proximity of the optimal trajectory, assure the achievement of an exit
trajectory close to the optimal one.
The computed guidance laws are given in Fig. 11. Note that, for each value of the uncertainty belonging
to the range of validity of the Taylor representation of the dynamics, the correction δσ2 satisfying the
constraint δr+e is computed by a polynomial evaluation. Figures 12 to 13 detail the application of the
guidance law for δCD±20%. The dashed lines show the effects that the uncertainty in the drag coefficient
produces on the nominal trajectory. A greater vehicle drag causes a surplus of kinetic loss, turning out
into impact trajectories. On the other hand, an actual value of CD lower than the nominal value causes an
early skip. When the guidance law is applied, the vehicle exits the atmosphere at the final time regardless
of the uncertainties as shown by solid lines. By looking at Fig. 11(b) and Fig. 13 it can be noticed that an
increase in the drag coefficient is compensated by a decrease in the bank angle and vice versa. Note that
although the controlled trajectories are very close, their apogee radius does not lie on the target trajectory,
as opposed from the nominal trajectory. As a result a slight increase in the ∆v is required to reach the
target orbit. Table 1 resumes the maximum ∆v corrections required for the three uncertainties considered,
as well as the effect of the guidance law on the TPS mass fraction. As it can be noticed, the variations
due to the perturbations are significant, but they can be easily accommodated within the mission design
margins. Furthermore the uncertainty magnitude considered for the aerodynamic properties is largely
greater than expected.
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Figure 12: Height profile for uncertain CD Figure 13: Bank profile for uncertain CD
Table 1: Aerocapture guidance law: effects on ∆v and TPS %
Nominal δCL δCD δρ0
solution -30% 30 % -20% 20 % -30% 30 %
∆v m/s 38 90 110 135 122 53 87
TPS % – 7.05 6.80 7.20 7.66 6.51 7.15 6.90
The test cases analyzed so far consider a single mapMx+e,i(δp) and its inversion. It is possible to extend the
guidance algorithm to greater value of uncertainties by using the composition of several maps in fractions
of the whole uncertainty. This method reveals to be beneficial when an uncertain entry flight path angle is
considered. Indeed, even small changes in this initial condition strongly affect the atmospheric path, due
to the combination of high velocity and exponential law of the density. For this reason an accurate global
(from entry to exit conditions) map r+e = Mr+e (δγ−e ) can be obtained for a limit value of δγ−e = 0.063
deg. By using map compositions and applying the same guidance algorithm described before, a guidance
law that covers the uncertainties in the range δγ−e = ±0.92 deg (bigger than the ±0.1 deg estimated
navigation error, Powell and Braun (1993)) is obtained.
The uncontrolled trajectories indicated by the dashed lines in Fig. 14 highlight the great sensitivity of
the trajectories to errors in the initial conditions. The application of the guidance for the limit values
of ±0.92 deg is reported by the solid and the dashed-dotted lines. The guidance algorithm reacts to a
shallow entry by increasing the bank angle. In this way the lift force has a bigger component in the nadir
direction, and the vehicle avoids an early skip from the atmosphere. On the other hand, a steep entry
is managed by reducing the nadir component of the lift force. For the steep entry a ∆v = 109 m/s is
necessary to reach the target orbit and a TPS %= 7.44 is necessary to withstand the increased thermal
Figure 14: Height profile for uncertain γ−e Figure 15: Bank profile for uncertain γ
−
e
Journal of Aerospace Engineering, Sciences and Applications, Jan–April 2008, Vol. I, No 1 55
Di Lizia, P. et al. High-order robust guidance of interplanetary...
Figure 16: Exit trajectories for uncertain γ−e
load. The shallow entry results in a ∆v = 107 m/s and a reduce TPS % = 6.35. Figure 16 highlights
that for some of the uncontrolled trajectories the energy loss is so small that the exit trajectory is still
an hyperbola, causing an unbounded departure from the target trajectory.
7 Conclusion
A high order guidance algorithm has been proposed, which makes use of differential algebraic techniques to
approximate the dependency of the final spacecraft state on initial conditions, environmental, and control
parameters by means of high order Taylor series expansions. Taylor series are processed to explicitly solve
the guidance problem by computing the correction to the nominal control profile. The control strategy
is reduced to a simple polynomial evaluation, which is particularly suited for application on on-board
autonomous softwares. The result is a versatile algorithm, whose perfomances have been investigated
by a low-thrust Earth-Mars transfer and by an aerocapture manouvre at Mars. Given the possibility of
selecting the expansion order, the accuracy of the guidance laws can be readily improved, within the
validity of the Taylor expansions. At current stage, the selection of the most appropriate expansion order
is the result of a rule of thumb tuning process. Future work will concentrate on the automatization of
the previous process.
The simplest low-thrust transfer has been considered, as a continuous control function is supposed to
act on the spacecraft during the whole transfer. This decision precludes the possibility of guiding a
spacecraft on typical nominal solutions for low-thrust transfers, where ballistic arcs usually alternate
with propelled arcs. The subdivision of the overall transfer in subsequent arcs will be considered in future
implementations. Moreover the application considered deviations on the initial conditions only and the
corrections of the nominal control profile have been computed in the same dynamical model as the one
used to design the nominal solution. On going works are devoted to generalize the algorithm to cancel
the effects of navigation errors occurring along the whole transfer trajectory, by redesigning the control
law in more complete dynamical models.
Pertaining the aerocapture maneuver, the proposed algorithm is a first step towards the development
of a practical tool comparable to those already developed for aerocapture. To better control the exit
trajectory it would be beneficial to apply constraints on more final state components. It has been noticed
that no more than three constraints can be applied without gaining any significant advantage. Constraints
on the final velocity and flight path angle can not be satisfied indeed. The problem is due to having
considered fixed-time trajectories only until present moment. To avoid this problem the expansion of the
final state with respect to the final time could be computed and utilized as a further control variable.
Moreover, additional constraints on integral variables, as the total heat, could also be easily added.
Introducing intermediate constraints on maximum heating peak or maximum structural load as done in
more sophisticated guidance algorithms of Powell and Braun (1993) appears more difficult. To this aim
it could be possible to split the trajectories into intervals and apply the guidance algorithm to each of
them.
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