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There is so far no clear-cut experimental analysis that can determine whether dipole-dipole inter-
actions enhance or reduce the blocking temperature TB of nanoparticle assemblies. It seems that
the samples play a central role in the problem and therefore, their geometry should most likely be
the key factor in this issue. Yet, in a previous work, Jönsson and Garcia-Palacios did investigate
theoretically this problem in a weak-interaction limit and without the presence of an external DC
field. Based on symmetry arguments they reached the conclusion that the variation of the relaxation
rate is monotonous. In the presence of an external magnetic field we show that these arguments
may no longer hold depending on the experimental geometry. Therefore, the aim of this paper is to
evaluate the variation of TB for a model system consisting of a chain of ferromagnetic nanoparticles
coupled with long-range dipolar interaction with two different geometries. Rather than addressing
a quantitative analysis, we focus on the qualitative variation of TB as a function of the interparticle
distance a and of the external field h. The two following situations are investigated: a linear chain
with a longitudinal axial anisotropy in a longitudinal DC field and a linear chain with a longitudinal
axial anisotropy in a transverse field.
I. INTRODUCTION
The magnetization dynamics in magnetic nanoparti-
cles (MNP) assemblies is the corner stone of many phys-
ical observables such as the dynamical susceptibility, the
magnetic resonance and many others. However, having
a direct access to these observables does not guarantee
that one is able to disentangle the collective effects from
the intrinsic properties of the isolated nanoparticles. The
competition between these two effects might indeed im-
pair the true picture that one should have of the long
range interaction physics in such complex systems [1, 2].
For this reason, and thanks to the long-standing endeavor
that has been devoted to the study of MNP assemblies,
it is desirable to first deal with the relatively simple and
ordered low-dimensional systems. Quasi bi-dimensional
assemblies are nowadays well controlled by chemists, see
e.g. [3–5], and 1D chains of magnetic nanoparticles have
been investigated for more than 30 years in magnetotac-
tic bacteria [6] with a recent revival of interest [7–9] due
to their potential applications. In order to clearly high-
light the effect of dipole-dipole interactions (DDI) on the
dynamics of MNP assembly, we tackle the problem by
determining semi-analytically the behavior of the block-
ing temperature TB in 1D chains of MNP, which requires
the calculation of the relaxation rate of the chain.
For non-interacting systems, the problem has been ad-
dressed in many works, including the pioneering works of
Néel, Brown and Aharoni [10–12]. Here, our system con-
sists of a chain of N ferromagnetic nanoparticles, with
a restriction to monodisperse assemblies of monodomain
MNP. The latter are represented by a single macrospin,
mi = mSi = nµBSi, with a uniaxial anisotropy. All
anisotropy axes are parallel and aligned along the chain
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Figure 1: 1D chain of N magnetic nanoparticles. All mag-
netic nanoparticles are interacting via long range dipolar in-
teraction depicted in green, each nanoparticle has a uniax-
ial anisotropy axis along z. Two situations are considered:
(a) a longitudinal field with respect to the chain and to the
anisotropy axis, or (b) a transverse field.
direction ez. We apply to the system an external DC
magnetic field H that can be either longitudinal (along
ez) or transverse (e⊥). The two situations are presented
in Fig 1.
The aim of this study is to investigate the variation of
TB as a function of the interparticle distance a and the
applied external dc field H . A naive approach would be
to take an Arrhenius law giving the relaxation time as
τ = τDe
∆E
kBT , (1)
where ∆E represents the energy barrier between the two
potential wells and τD the diffusion time. The maximum
blocking temperature is then defined with respect to the
2measuring timescale through the expression:
τmes = τDe
∆E
kBTB ⇒ TB ∝
∆E
kB
. (2)
We thus see that we first need to compute the variation
of the energy barrier ∆E (a,H) in the presence of a weak
dipolar field. However, this simple approach suffers a
major drawback: by focusing only on the barrier, one
neglects the dynamics in the wells whilst Jönsson and
García-Palacios showed that the latter plays an essential
role in the determination of the blocking temperature
[13, 14]. In order to take this dynamics into account, we
compute the relaxation rate Γ in the presence of weak
dipolar interactions, in the limit of intermediate to high
damping using Langer’s theory [15, 16]. A similar ap-
proach was used by Braun for chains with exchange cou-
plings [17] and is generalized here to take account of the
specificity of the long range nature of the dipolar inter-
action [2].
The paper is organized as follows: our model is in-
troduced in Section II and we summarize the procedure
to compute the relaxation rate by following Langer’s ap-
proach. The relaxation rate in the longitudinal field case
is presented in details in Section III, while the compu-
tation for the transverse field case is done more briefly
in Section IV. Our results are disclosed in Section V; we
show in particular the behavior of the relaxation rate as
a function of the field or the reduced energy barrier for
different strengths of the DDI. We also provide a detailed
discussion of the behavior of the blocking temperature in
1D MNP chains and interpret our results with the help
of a simple analytical formula. The paper closes with a
conclusion and outlook.
II. PRESENTATION OF THE MODEL
The total energy of the chain is given by the addition of
the anisotropy energy, the Zeeman energy and the dipole-
dipole interaction (DDI) energy :
E = Eanis + EZeeman + Eddi (3)
where
Eanis = −
N∑
i=1
KV (Szi )
2
EZeeman = −
N∑
i=1
H ·mi
Eddi = −
µ0
4pi
m2
a3
N∑
i=1
∑
i<j
SiDijSj
with
Dij =
3 · eij eij · −1
r3ij
, rij = ‖ri − rj‖ , eij =
rij
rij
.
The total energy can be measured in units of 2KV
(anisotropy energy), i.e. E = E/ (2KV ). Accordingly,
we define the dimensionless physical parameters
h ≡
H
Ha
; ξ ≡
µ0
4pi
m2/a3
2KV
(4)
but keep the anisotropy parameter k = 1 so as to be able
to track the anisotropy contribution in the subsequent
developments. Consequently, we write
E =
N∑
i
Ei = −
k
2
N∑
i=1
S2i,z −
N∑
i=1
h · Si − ξ
N∑
i=1
∑
i<j
SiDijSj .
(5)
The estimation of the relaxation rate for an interacting
chain of nanoparticles may be relatively complicated to
compute analytically because of the discrete sums. How-
ever, in the case of a chain, the lattice sum is straightfor-
ward to compute. We introduce the local coordinates for
each spin (θi, ϕi), such that Si,z ≡ cos θi. We also define
the compact notation Vij ≡ V (ri − rj) = 1/ ‖ri − rj‖
3
such that, owing to the symmetry with respect to rota-
tions about the chain’s axis (z), we write the local energy
as follows
Ei = −h · Si −
k
2S
2
i,z
− ξ
∑
j 6=i
Vij
[
2Si,zSj,z −
∑
α=x,y
Si,αSj,α
]
(6)
and the total energy then reads
E = −
∑
α,i
hα Si,α −
k
2
∑
i
S2i,z
− ξ
∑
i,j 6=i
[
2Si,zSjz −
∑
α=x,y
Si,αSj,α
]
.
(7)
In the intermediate-to-high damping limit, the relaxation
rate Γ for an elementary process, i.e. an escape from a
metastable state (m) to a state of lower energy, through
a saddle point (s), can be calculated with the help of
Langer’s theory [15, 16]. Γ can be put into the following
compact form [18]
Γ =
|κ|
2pi
Zs
Zm
, (8)
3where κ represents the attempt frequency to cross the
barrier, Zs and Zm are the partition functions at, re-
spectively, the saddle point (s) and the metastable state
(m). The explicit evaluation of Eq. (8) thus requires the
analytical expression of the energy in the vicinity of the
stable state and the saddle point.
III. LONGITUDINAL CASE h = hez
A. Energy barrier in the continuous limit in the
longitudinal case
In order to compute the energy barrier we need to de-
termine the saddle point. For this we compute the func-
tional derivative δEi/δSi,α, α = x, y, z. The two trans-
verse components (i.e. α = x, y) yield the constraints:∑
j
VijS
α=x,y
j = 0.
This is consistent with the fact that the problem is
symmetric with respect to the z-axis. The longitudi-
nal component Sz contains the most relevant information
about the energy barrier:
Si,z = −
h
k
− 4
ξ
k
∑
j
VijSj,z (9)
which can be self-consistently solved leading to the fol-
lowing result (to first order in ξ)
S
(s)
i,z = cos θ
(s)
i = −
h
k
[
1− 4
ξIi
k
]
, (10)
with Ii =
∑
j Vij and where (s) refers to the saddle point.
We have checked that for chains of more than 20 parti-
cles, the sum Ii is nearly constant along the chain with
a maximum deviation at the edges of less than 5%. This
implies that the lattice sum I can be considered as inde-
pendent of the site at which it is computed. Its limit is
given by the Riemann zeta function ζ (3) ≈ 1.202. Hence-
forth, in a first approximation we consider chains that are
sufficiently long to neglect edge effects, such that Ii = I
and consequently θ
(s)
i = θs. Substituting S
(s)
i,z from Eq.
(10) back into Eq. (6) yields
E
(0)
s‖ (r) =
h2
2k
(
1− 4
ξI
k
)
. (11)
The energy at the (meta)stable state is gained by in-
serting S
(±)
i,z = ±1 into Eq. (6), such that the en-
ergy barrier ∆E± with respect to the (meta)stable state,
E
(0)
± = ±h−
k
2 − 2ξI is given by
∆E
‖
± =
k
2
(
1±
h
k
)2
+ 2ξI
(
1−
h2
k2
)
(12)
where the ± sign refers to the relative orientation of the
field with respect to the magnetic moments.
B. Evaluation of the partition functions
As is inherent to Langer’s approach, the expression
of the partition functions in the vicinity of the saddle
point and metastable state are obtained by performing a
second-order expansion of the energy. For this purpose,
it is easier to rewrite the equation of the energy in Eq.
(6) in spherical coordinates (θ, ϕ). By definition of the
extrema the first order derivative will not contribute to
the expansion once evaluated thereat.
The second-order expansion around the saddle point
then reads
E‖s ≃ E
(0)
s‖ +
1
2
∂2E
∂θ2
∣∣∣∣
θs
(θ − θs)
2
.
Inserting the value of cos θs obtained in Eq. (10) in the
expression of the second derivative and keeping only the
linear terms in ξ, leads to
E‖s ≃ E
(0)
s‖ +
1
2
k
(
h2
k2
− 1
)[
1 +
8h
2
k2
ξI
k
1− h
2
k2
]
︸ ︷︷ ︸
=−λt<0
(θ − θs)
2
. (13)
If the chain is sufficiently long we may neglect the edge ef-
fects and assume that the deviation induced by the dipo-
lar field is nearly constant over the whole chain. Hence,
the partition function at the saddle point can be factor-
ized and the partition function per spin then reads
Zs,‖ = 2pie
−βE
(0)
s‖ sin θs
∫ +∞
−∞
e−β
λt
2 δ
2
dδ
which can be computed and then expanded in terms of ξ
Zs,‖ = (2pi)
3/2
√
kBT
k
e
−βE
(0)
s‖ . (14)
To first order, the dipolar field is only present because
it shifts the energy of the saddle point by hardening the
anisotropy. In the absence of ξ in Eq. (14), one recovers
the standard expression for a single spin with a uniaxial
anisotropy.
Let us now compute Z−, the partition function near
the metastable state. Since there is a rotational invari-
ance around the (Oz) axis, this part is easier to compute
by using the Cartesian coordinates


S2z = 1− S
2
x − S
2
y
Sz ≃ −1 +
1
2S
2
x +
1
2S
2
y
hence, the energy around the metastable point may be
4written as
E− ≃
[
−
k
2
+ h− 2ξI
]
︸ ︷︷ ︸
=E
(0)
−
+ k
1− h/k
2
[
1 +
4ξI/k
1− h/k
]
︸ ︷︷ ︸
=µ
(
S2x + S
2
y
)
.
Therefore the partition function is given by
Z− = e
−βE
(0)
−
(∫ +∞
−∞
e−βµx
2
dx
)2
= e−βE
(0)
− 2pikBT
k(1−hk )[1+
4ξI/k
1−h/k ]
.
(15)
From Eqs. (14) and (15), we obtain the ratio Zs,‖/Z−
Zs,‖
Z−
=
√
2pik
kBT
e−β∆E
‖
−
(
1−
h
k
)[
1 +
4ξI/k
1− hk
]
(16)
where the energy barrier ∆E− is given by Eq. (12).
C. Attempt frequency
In order to complete the calculation of the relaxation
rate of Eq. (8), we still have to compute the attempt
frequency κ. This is given by the first nonzero nega-
tive eigenvalue of the transfer matrix. For computing it
we proceed by writing the Landau-Lifshitz equation in
spherical coordinates

θ˙ = − 1sin θ∂ϕE − α∂θE ,
ϕ˙ = − αsin θ∂ϕE + ∂θE
(17)
where α is the damping parameter. We then make the ex-
pansion of the coordinates (θ, ϕ) around the saddle point
(θs, ϕs), i.e. θ ≃ θs + t, ϕ ≃ ϕs + p and next expand the
energy to second order (call the result E
(2)
s ) in t, p upon
which the Landau-Lifshitz equation becomes

·
t = −∂pE
(2)
s − α∂tE
(2)
s ,
p˙ = −α∂pE
(2)
s + ∂tE
(2)
s .
The two equations above can be recast into the follow-
ing matrix form (using the notation ηi = (t, p))
∂tηi =
∑
j
Mij∂ηjE
(2)
s .
Close to the saddle point, the energy may be expressed
as Es = E
(0)
s +
1
2λtt
2 + 12λff
2. In the present case, we
have λf = 0 and λt is defined in Eq. (13). Hence, the
eigenvalue of the resulting matrix leads to
|κ| = αk
(
1−
h2
k2
)[
1 +
8h
2
k2
ξI
k
1− h
2
k2
]
. (18)
D. Relaxation rate in the longitudinal case
The result in Eq. (18) and the ratio in Eq. (16) are
used in Eq. (8) to compute the relaxation rate in longi-
tudinal field, that is
Γ−→s = αk
3/2
√
β
2pi
(
1− h
2
k2
) (
1− hk
)
×
[
1 +
8h
2
k2
ξI
k
1−h
2
k2
] [
1 + 4ξI/k
1−hk
]
e−β∆E
‖
− .
(19)
By simply performing the change h → −h, one can de-
duce the rate Γ+→s
Γ+→s = αk
3/2
√
β
2pi
(
1− h
2
k2
) (
1 + hk
)
×
[
1 +
8h
2
k2
ξI
k
1−h
2
k2
] [
1 + 4ξI/k
1+hk
]
e−β∆E
‖
+ .
(20)
Adding up these two equations renders the total relax-
ation rate of the chain’s magnetic moment
Γ‖ = αk
3/2
√
β
2pi
(
1− h
2
k2
)
×
{(
1 + hk
) [
1 +
4
(
1−hk+2
h2
k2
)
ξI
k
1−h
2
k2
]
e−β∆E
‖
+
+
(
1− hk
) [
1 +
4
(
1+hk+2
h2
k2
)
ξI
k
1−h
2
k2
]
e−β∆E
‖
−
}
.
(21)
It can readily be checked that setting ξ → 0 in this
expression recovers the Néel-Brown result [12].
Eq. (21) shows that the energy at the saddle point
changes due to the dipolar interaction as well as the
external magnetic field. The concomitant presence of
the two contributions leads to the additional cross term
∝ h2ξI. In contrast, even in the absence of the DC field,
the energies of the two minima are lowered by the same
amount 2ξI due to the dipolar interaction. This varia-
tion can be absorbed in the definition of the anisotropy
constant k by introducing the renormalized anisotropy
constant k′ = k
(
1 + 4ξIk
)
. This means that the chain of
interacting MNP would behave as a macrospin with ef-
fective uniaxial anisotropy of constant k′ with easy axis
along the chain.
5IV. TRANSVERSE FIELD
The external magnetic field is now normal to the chain
axis and the uniaxial anisotropy; we choose h = hex.
The relaxation rate for the transverse field is then ob-
tained by following the same procedure as described in
detail in the previous section.
The energy in the continuum limit now reads
Ei = −hSi,x −
k
2S
2
i,z
− ξ
∑
j 6=i
Vij
[
2Si,zSj,z −
∑
α=x,y
Si,αSj,α
]
,
(22)
and can be re-expressed in spherical coordinates as it is
more convenient for finding the extrema. The derivative
with respect to ϕi yields the following equation
h sinϕi − 2ξ
∑
j 6=i
Vij sin θj sin (ϕi − ϕj) = 0.
Since the magnetic field is applied along the x axis and
the anisotropy is along the z axis, the effective field is
necessarily in the xz plane and thereby we may simply
set the azimuthal angle to zero, i.e. ϕi = 0. Therefore,
we derive the following simplified equation for the polar
angle θi
0 = cos θi [−h+ k sin θi]
+ 2ξ
∑
j 6=i
Vij {2 cos θj sin θi + sin θj cos θi}
. (23)
This equation may be solved perturbatively and to first
order in ξ it yields the position of the saddle point θs and
the minimum θm

θs =
pi
2 ,
θm =
h
k
[
1− 6ξIk
]
.
(24)
Next, we can evaluate the energy at these two points lead-
ing to E
(0)
s⊥ = −h+ξI and E
(0)
m = −k2−
h2
2k−2ξI
[
1− 32
h2
k2
]
,
and infer from the latter the energy barrier
∆E⊥ = E
(0)
s⊥−E
(0)
m =
k
2
(
1−
h
k
)2
+3ξI
(
1−
h2
k2
)
. (25)
Since the addition of the external magnetic field now ex-
plicitly breaks the rotational symmetry around the z-
axis, the expansion of the energy in the vicinity of the
saddle point and the metastable state contains a term in
ϕ,
E⊥s ≃ E
(0)
s⊥ +
1
2 [h− 2ξI] (ϕ− ϕs)
2
+ 12 [−k + h− 2ξI] (θ − θs)
2
,
Em ≃ E
(0)
m +
1
2
h2
k
[
1− 8ξIk
]
(ϕ− ϕs)
2
+ k2
[(
1− h
2
k2
)
+ 4ξIk
(
1 + 3h
2
k2
)]
(θ − θs)
2 .
(26)
From this the partition function is obtained at the sad-
dle point
Zs,⊥ =
2pikBT
k
√
h
k
(
1− hk
)e−βE(0)s⊥
(
1 +
ξI
h
k − 2h
k − h
)
(27)
and at the minimum (metastable state)
Zm =
2pikBT
k
√
1− h
2
k2
e−βE
(0)
m
(
1−
4ξI
k
k2 + h2
k2 − h2
)
. (28)
Hence, to first order in the dipolar interaction (ξ), their
ratio reads
Zs,⊥
Zm
=
√
1−h
2
k2
h
k (1−
h
k )
e−β∆E
⊥
×
[
1 + ξI
1+3hk−2(
h
k )
2
+4(hk )
3
h
k
(
1−h
2
k2
)
]
.
(29)
Similarly to what was done in subsection III C, the ex-
pression of the energy in the vicinity of the saddle point
given in Eq. (26), leads to the transition matrix and the
attempt frequency is obtained upon diagonalizing the lat-
ter. This yields
κ = k2
[
α
(
1− 2hk
)
+ 2
√
h
k
(
1− hk
)
+ α
2
4
]
+ ξI
[
2α−
1− 2hk√
h
k (1−
h
k )+
α2
4
]
;
(30)
which can symbolically written as κ = κ(0) + ξIκ(1) =
κ(0)
(
1 + ξI κ
(1)
κ(0)
)
, where κ(0) is the result for the single
spin problem in a transverse field [19]. By collecting the
results of Eqs. (29) and (30) and inserting them into Eq.
(8) we obtain the expression of the relaxation rate in a
transverse field
Γ⊥ =
κ(0)
2pi
√
1−h
2
k2
h
k (1−
h
k )
e−β∆E
⊥
×
[
1 + ξI
(
1+3 hk−2(
h
k )
2
+4(hk )
3
h
k
(
1−h
2
k2
) + κ
(1)
κ(0)
)]
.
(31)
It can be readily checked that upon setting ξ = 0, one
recovers the relaxation rate of an isolated spin [19].
V. DISCUSSION OF THE RESULTS
Let us now consider a chain of monodisperse iron-
cobalt particles with a radius R = 4 nm, an effective
uniaxial anisotropy K = 4.5 × 104 J/m3, and Ms =
1.162 × 106A/m. The reduced anisotropy barrier with
respect to thermal energy is given by
σ =
KV
kBT
, (32)
6and is relatively large σ (300K) ≃ 3 at room temperature.
The free diffusion time τD, defined by
τD =
Ms
2αγgK
, (33)
where γg is the gyromagnetic ratio. With these spe-
cific parameters and for intermediate-to-high damping
(namely 1 . α . 10) τD varies between 7 × 10−11s and
7 × 10−12s. As already mentioned earlier, the chain is
assumed to be long enough so as to neglect the edge ef-
fects. We have checked that this assumption becomes
valid when the chain consists of more than 20 nanopar-
ticles.
A. Relaxation rate Γ
In the expressions of the longitudinal and transverse
relaxation rates given in Eqs. (21) and (31), using the
respective energy barriers in (12) and (25), we see that
the arguments of the exponential functions are primarily
governed by the zero field energy barrier σ = KV/kBT .
Besides, if we inspect more closely these two arguments
for h→ 0, we realize that taking the interparticle dipolar
interaction into account is equivalent to doing a renor-
malization of the anisotropy. For a 1D chain, the dipo-
lar field can indeed only be along the chain and thus it
merely brings an additional rigidity to the magnetic sys-
tem. This implies that the relaxation rate decreases as
the dipolar interaction increases. This can be checked
in Figs. 2-(a) and (b) where the logarithm of the relax-
ation rate is plotted against the field for different dipolar
strengths ξ.
The relaxation rate Γ‖ is mostly given by
exp
(
−β∆E
‖
−
)
and its prefactor as h increases. In
the prefactor, ξ is coupled to h only via positive terms.
This implies a monotonic behavior of log
(
Γ‖
)
as a
function of h.
In contrast, the prefactor of the relaxation rate Γ⊥ in
transverse field has a more involved expression which is
a non monotonic function of h. As a consequence, and
as it can be seen in Fig. 2-(b), we observe a competition
between the external and the dipolar fields. For finite
ξ, the relaxation rate first decreases at low fields and
then increases when h overcomes the additional rigidity
brought in by ξ.
When the anisotropy barrier σ becomes large enough,
say σ & 2.5, the behavior of log
(
Γ‖
)
and log (Γ⊥) as
a function of σ is nearly linear as seen in Figs. 3–(a)
and (b). The effect of the dipolar field is mainly to in-
crease the (anisotropy) rigidity as explained earlier and
is more pronounced in the transverse field case. This can
be understood by inspecting the expressions of the en-
ergy barriers given by Eqs. (12) and (25): the numerical
prefactor in front of ξ is larger in ∆E⊥.
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Figure 2: Relaxation rate as a function of the external dc field
for different values of the dipolar interaction ξ. The damping
parameter is α = 1 for both sets.
B. Blocking temperature TB
The blocking temperature is obtained by solving Eq.
(2) for an experiment specific time τmes. In the case of
magnetic nanoparticles, the characterization of magnetic
properties can be achieved through SQUID experiments
with a typical measuring time τSQUID = 10
−2s.
The blocking temperature TB is plotted in Fig. 4-
(a) as a function of the external field for various dipolar
strengths. When h→ 0, one sees that T⊥B and T
‖
B nearly
coincide as expected. In the longitudinal case, the block-
ing temperature is a decreasing function of h. Indeed, in
this case, as already stated earlier, the prefactor of the
relaxation rate does not play much of a role as it is a
monotonic function of h (for low field and low ξ). Hence,
the addition of the external field for a finite ξ is seen in
the energy barrier and facilitates the magnetization re-
versal by making more pronounced saddle points. All in
all, this results in a reduced TB as h increases.
The situation in transverse field is more subtle: it in-
volves both the energy barrier and the prefactor of the
relaxation rate. At a relatively high field, the physics is
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Figure 3: Relaxation rate as a function of σ = KV/kBT for
different values of the dipolar interaction ξ and for a finite
external field h
k
= 0.15.
governed by the energy barrier which is strongly reduced,
and hence TB decreases by increasing h. In the low-field
regime h/k < 0.05, h couples to ξ and the competition
that occurs between the dipolar (longitudinal) field and
the external (transverse) field leads to a nonmonotonic
behavior of TB: as h increases, T
⊥
B first increases, and
then decreases when a critical value of the transverse field
is reached.
Fig. 4-(b) shows the blocking temperature against the
interparticle distance a for two different values of the ex-
ternal field. The interparticle distance range has been
chosen so that we remain in the limit ξ ≪ 1, indeed even
for a/R = 3, we have ξ ≈ 0.232. The behavior of T⊥B
and T
‖
B is in line with the previous observations. In-
deed, knowing that ξ ∝ a−3, we see that if a is increased
the effective magnetic anisotropy of the chain is reduced
and the blocking temperature is lowered since the energy
barrier can be more easily overcome by the magnetic mo-
ments.
Indeed, for both Figs 4-(a) and (b) the overall behavior
of TB can be understood if one simply uses the Arrhenius
(a)
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Figure 4: (a) TB as a function of the reduced external field
h for different values of ξ. (b) TB as a function of the in-
terparticle distance a (in units of the particle radius R) for
different values of the applied field h. For both panels α = 1,
the dashed lines represent the transverse field case, the con-
tinuous line shows the longitudinal field case. The measuring
time is typical of SQUID experiment τSQUID = 10
−2
s.
law since then Eq. (2) can be easily solved to obtain (to
the leading order in h/k)
TB =
1
log
(
τmes
τD
)


k
2
(
1− 2hk
)
+ 2ξI(r) , ‖
k
2
(
1− 2hk
)
+ 3ξI(r) , ⊥
(34)
Eq. (34) correctly accounts for the behavior of TB (a).
For example, in Fig. 4-(b) we plot in blue points the
result of fitting one of the curves using Eq. (34). This
yields an excellent agreement with TB = T
∞
B +
C
(a/R)3 ,
and T∞B = 24.4K, C = 879.5K.
Concerning the interpretation of Fig. 4-(a), we see by
inspecting Eq. (34) that, if one neglects the effect of the
dynamics within the wells, one should expect a linearly
decreasing behavior for TB (h) with the same coefficient
for both T⊥B and T
‖
B. This corresponds exactly to what
is shown in Fig. 4-(a).
8VI. CONCLUSION AND OUTLOOK
On the basis of our analytical developments, we have
shown in the present work that for one-dimensional
chains of nanoparticles, the dipolar interaction mainly
acts as an additional effective uniaxial anisotropy. In
essence, this renormalized rigidity implies an increase of
the relaxation rate. To be more specific, two situations
can be further analyzed: i) at relatively high fields and
high barrier the physics is largely dominated by the en-
ergy barrier physics and thus by the argument of the
exponential; ii) at lower fields, we have observed a sub-
tle role of the prefactor that can, for instance, lead to a
non-monotonic behavior of log Γ⊥. This is a prototypical
example that highlights the fact that the magnetization
dynamics within the well cannot be neglected and sim-
ply analyze the physics using the Arrhenius law. This
issue is particularly important in the context of realistic
experimental situations where one as to investigate the
dynamics of samples with (weakly) interacting chains. In
these cases, the inter-chain coupling can indeed be viewed
as an effective field with a transverse component [20] that
will affect the dynamics and can lead to non-monotonic
behavior of the relaxation rate.
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