Let G be the group scheme SL d+1 over Z and let Q be the parabolic subgroup scheme corresponding to the simple roots α2, · · · , α d−1 . Then G/Q is the Z-scheme of partial flags {D1 ⊂ H d ⊂ V }. We will calculate the cohomology modules of line bundles over this flag scheme. We will prove that the only non-trivial ones are isomorphic to the kernel or the cokernel of certain matrices with multinomial coefficients.
Introduction
Fix an integer d ≥ 2. Let S = Z[X 0 , · · · , X d ] be the ring of polynomials over Z in the variables X 0 , · · · , X d and for each m ∈ N, let S m be its graded component of degree m. Let A = Z[Y 0 , · · · , Y d ] be the ring of polynomials over Z in another set of variables Y 0 , · · · , Y d and denote by ∆ the A-module of "inverse" polynomials:
For each n ∈ N, let ∆ n denote the graded component of ∆ of degree −n. We can easily see that as a Z-module, ∆ n is isomorphic to
given by the multiplication by the element f = X 0 ⊗ Y 0 + · · · + X d ⊗ Y d . The goal (partially achieved) is to study the cokernel of φ. Furthermore, there is a natural action of the group scheme G = SL d+1 on the representation V with basis X 0 , · · · , X d and on the dual representation V * with dual basis Y 0 , · · · , Y d , and the element f is G-invariant, hence coker(φ) and ker(φ) are G-modules. As will be explained below, these are the cohomology groups (the only non zero ones) of a certain line bundle L = L(m, −n−d) on the Z-scheme of partial flags D 1 ⊂ H d ⊂ V .
Notations
Let G be the group scheme SL d+1 over Z with d ≥ 2. Let T and B be the subgroup schemes of diagonal matrices and of lower triangular matrices respectively. Let W be the Weyl group of (G, T ) and X(T ) the character group of T . For i ∈ {0, 1, · · · , d}, we define ǫ i ∈ X(T ) as the character that sends diag(a 0 , a 1 , · · · , a d ) to a i and we set α i = ǫ i−1 − ǫ i . Then {α 1 , · · · , α d } is the set of simple roots. We denote by ω 1 , · · · , ω d the corresponding fundamental weights and by R + the set of positive roots. Let X(T ) + ⊂ X(T ) be the set of dominant weights and let ρ ∈ X(T ) be the half sum of positive roots. The dot action of the Weyl group is defined by w · λ = w(λ + ρ) − ρ, for all w ∈ W and λ ∈ X(T ). Let C = {λ ∈ X(T ) | λ + ρ ∈ X(T ) + }.
If N is a B-module, we set H i (N ) = H i (G/B, L(N )) where L(N ) is the G-equivariant vector bundle on the flag scheme G/B induced by N (cf. [Jan03] I.5.8). In particular, if µ ∈ X(T ), then µ can be viewed as a one-dimensional B-module, and we set H i (µ) = H i (G/B, L(µ)).
We fix m, n ∈ N and take µ = mω 1 − (n + d)ω d . Our goal is to calculate the cohomology groups H i (µ) of the line bundle L(µ). The only non zero ones are H d−1 (µ) ∼ = ker(φ m,n ) and H d (µ) ∼ = coker(φ m,n ) and we will show that H d (µ) is isomorphic to the cokernel of a certain matrix of multinomial coefficients of size much smaller than the rank of the Z-modules S m−1 ⊗ ∆ n+d+1 and S m ⊗ ∆ n+d .
Description of the cohomology groups H d (G/P, µ)
Let V be the natural representation of G and V * the dual representation. Let {X 0 , X 1 , · · · , X d } be the canonical basis of V and let {Y 0 , Y 1 , · · · , Y d } be the dual basis of V * . Let P d and P 1 be the stabilizers of the point [X d ] ∈ P(V ) and of the point [Y 0 ] ∈ P(V * ) respectively. Let Q = P d ∩ P 1 . Then P d (resp. P 1 , resp. Q) is the parabolic subgroup scheme containing B and corresponding to the simple roots α 1 , α 2 , · · · , α d−1 (resp. α 2 , α 3 , · · · , α d , resp. α 2 , · · · , α d−1 ). Therefore, denoting by S(V ) resp. S(V * ) the symmetric algebra of V resp. V * one has
We have for all r ∈ Z (cf. [Jan03] II.4.3)
if r ≥ 0, where S r = X a 0 0 X a 1 1 · · · X a d d |a 0 + a 1 + · · · + a d = r as in the introduction.. On the other hand, for P d , we have for all r ∈ Z
Hence if r ≥ 0 we have (cf. [Ke93] Cor 9.1.2):
where V (ψ) is the closed subscheme defined by a bi-homogeneous polynomial ψ. This means that G/Q is the flag scheme
by Künneth formula. The ideal sheaf defining the subvariety G/Q = V (f ) is L(−1, −1). More precisely, we have an exact sequence of sheaves
where f means the multiplication by the element
Hence for all m, n ∈ N, by tensoring (9) with L G/P 1 (mω 1 ) ⊠ L G/P d (−(n + d)ω d ), we obtain an exact sequence:
By taking cohomology, we obtain H i (G/Q, µ) = 0 if i = d − 1, d and an exact sequence of G-modules:
for all i. So (11) gives that H d−1 (µ) = ker(f ) and H d (µ) = coker(f ). Let σ 1 , · · · , σ d be the simple reflections, then since µ = (m, 0, · · · , 0, −n − d), we have σ d ·µ = (m, 0, · · · , 0, −n−d+1, n+d−2), then σ 3 σ 4 · · · σ d ·µ = (m, −n−2, n+1, 0, · · · , 0) and σ 2 · · · σ d · µ = (m − n − 1, n, 0, · · · , 0). Hence µ ∈ σ d · · · σ 2 · C if m ≥ n and µ ∈ σ d · · · σ 1 · C if n > m. In particular, µ is regular unless m = n, and if m = n, µ is located on a unique wall.
For a field k and any i,
where G k and B k are the k-group schemes obtained by base change. Then we have an exact sequence (12), and the latter can be calculated by the Borel-Weil-Bott theorem (cf. [Jan03] II.5.5). More precisely, we have
[Jan03] I 2.11 (6)), and χ(µ) is the Euler characteristic of µ viewed as a B-module (cf. [Jan03] II.5.7), which can be calculated by the Weyl's character formula (cf. [Jan03] II.5.10). So the most interesting group is H d (µ) ∼ = coker(f ), which can have torsion. We have an exact sequence of Z-modules
Since H d+1 (µ) = 0, for any field k we have H d k (µ) ∼ = H d (µ) ⊗ k by (12). Tensoring (13) by k and using the fact that H d (µ) free is torsion free, we thus get
, which can be calculated by the Borel-Weil-Bott theorem and the Weyl's character formula, so H d (µ) free is already known. On the other hand, we have
for any field k. Therefore, it suffices to calculate coker(f ) ∼ = H d (µ) (especially its torsion part) to achieve our goal.
We set E = S m−1 ⊗ ∆ n+d+1 and F = S m ⊗ ∆ n+d . The highest weight of E and F is (m + n − 1)ω 1 .
We know that X 0 , X 1 ,· · · , X d are of weights ω 1 , ω 1 −α 1 , · · · , ω 1 −α 1 −α 2 −· · ·−α d = −ω d and Y i is of opposite weight to X i . Since f preserves the weight spaces, we can restrict f to the ν-weight space for each dominant weight ν, and we get a linear map f ν : E ν → F ν , where E ν and F ν are the ν-weight spaces of E and F respectively. Hence it suffices to calculate the cokernel of f ν for each dominant weight ν ≤ (m + n − 1)ω 1 , where ≤ is the usual partial order on X(T ).
For each such ν, there exists s 1 , s 2 · · · , s d ∈ N such that
In the following, the letter b without subscript means a tuple of non-negative integers.
3. The case n ≤ m
Then we take as a basis for E ν the set
For 0 ≤ i ≤ d, we set e i = (0, 0, · · · , 1, · · · , 0) ∈ Z d+1 where 1 is at the i-th position, then we take as a basis for F ν the set
We equip the set A ⊂ N d+1 with the reverse lexicographic order. Then u+e 0 −e i < u for all 1 ≤ i ≤ d, thus the matrix of f with respect to the bases v b and w b is lower triangular, and its entries on the diagonal are all 1. Hence the cokernel
This proves that every weight of
We take the set
With these notations, we have
This proves the lemma.
where the rows of M are indexed by C, its columns by D, and the entry corresponding to
We thus obtain the following proposition.
is isomorphic as an abelian group to the cokernel of the matrix
In this case, we also know that H d (µ) is a torsion abelian group, since
For 0 ≤ i ≤ d, set e i = (0, 0, · · · , 1, · · · , 0) ∈ Z d+1 where 1 is at the i-th position. Then we take as a basis for F ν the set
With these notations, we have for all u ∈ A:
We equip the set A ⊂ N d+1 with the reverse lexicographic order. Then u + e 0 − e i < u for all 1 ≤ i ≤ d, and hence the matrix of f with respect to basis v b and w b is lower triangular, and its entries on the diagonal are all 1. Hence the cokernel
Therefore, the matrix of f with respect to the bases v
where the rows of M are indexed by C, its columns by D, and the entry corresponding
Proposition 2. Let n > m ≥ 0.
(1)
is dominant, the ν-weight space of H d (m, 0, · · · , 0, −n − d) is isomorphic as an abelian group to the cokernel of the matrix
where by setting s 1 = m + k, we have
On the wall
We now suppose that m = n. Then we have proved that every dominant weight of H d (µ) is of the form ν = (2n − 1)ω 1 − s 1 α 1 − s 2 α 2 − · · · − s d α d with s 1 ≥ n and s 1 ≥ s 2 ≥ · · · ≥ s d . Set h i = s i − s i+1 for 1 ≤ d − 1 and h d = s d , then the fact that ν is dominant implies that h 1 ≥ h 2 ≥ · · · ≥ h d ≥ 0. Set k = s 1 − n ≥ 0. Then as a Z-module, the weight space H d (µ) ν is isomorphic to the cokernel of the matrix M whose rows are indexed by
and whose columns are indexed by
. This is a square matrix. In fact, there exists a bijection Φ :
The determinant of this matrix has been calculated by Proctor ([Pro90] Cor.1) 1 . More precisely, set h = (h 1 , · · · , h d ) and for all ℓ ≥ 0, let
Fix some ordering of the elements of C (d, h, k) . Since there is a bijection from C(d, h, k) to C(d, h, n) via (b 1 , · · · , b d ) → (h 1 − b 1 , · · · , h d − b d ), we can order the elements of C(d, h, n) with the same ordering. With these notations, one has the following Proposition 3 (Proctor) . If d ≥ 1 and h 1 , · · · , h d ≥ 1, then
Proof. Basically, this is just [Pro90] Cor.1. The only thing we need to verify is that k < 1 2 (n + k) (corresponding to the hypothesis k < 1 2 R in the article of Proctor). But
. In fact, the hypothesis h 1 , · · · , h d ≥ 1 in the proposition is not necessary. In our setting, we have h 1 ≥ h 2 ≥ · · · ≥ h d ≥ 0. Let d 0 be the largest integer such that h d 0 ≥ 1, then we have h 1 ≥ · · · ≥ h d 0 ≥ 1 and
)} for all ℓ (intuitively, the set C(d, h, ℓ) is just the set C(d 0 , h, ℓ), with some extra zeros added to each element on the tail). Using Proposition 3 for d 0 and h, we get
Therefore, we can get rid of the hypothesis h 1 , · · · , h d ≥ 1. Moreover, by the definitions, we
Hence the matrix (21) is the same as the one in (28). We thus obtain the following corollary. Corollary 1. Let n ≥ 0.
(1) Every weight of H d (n, 0, · · · , 0, −n − d) is ≤ (−1, n, 0, · · · , 0).
(2) For (k, s 2 , · · · , s d ) such that ν = (−1, n, 0, · · · , 0) − kα 1 − s 2 α 2 − · · · − s d α d
is dominant, the ν-weight space of H d (n, 0, · · · , 0, −n − d) is isomorphic as an abelian group to the cokernel of a matrix with integer coefficients whose determinant has absolute value
Corollary 2. Let p be a prime number such that p > n. Then H d (n, 0, · · · , 0, −n − d) = 0 is without p-torsion. C(d, h, n) and i ∈ {1, · · · , d}, we have b i ≤ n < p. For all 0 ≤ ℓ ≤ k, we have ℓ + n − k ≤ n < p. Hence the determinant (29) is non-zero modulo p, and its cokernel has no p-torsion. Corollary 3. Let K be an arbitrary field of characteristic p > 0. Then the dominant weights of H d K (p, 0, · · · , 0, −p − d) are exactly those ≤ λ 0 = (0, p − 2, 1, 0, · · · , 0), each of multiplicity 1.
Proof. Denote by µ the weight (p, 0, · · · , 0, −p − d). Let k, s 2 , · · · , s d ∈ N such that ν = (−1, p, 0, · · · , 0) − kα 1 − s 2 α 2 − · · · − s d α d = (−1 − 2k + s 2 , p + k + s 3 − 2s 2 , · · · ) is dominant. Then s 2 ≥ 2k + 1 ≥ 1. Hence we have ν ≤ (−1, p, 0, · · · , 0) − α 2 = λ 0 . Thus, by Corollary 1, every dominant weight of
Moreover, for every such weight ν, let us adopt the notations in Corollary 1 with n = p. Since s 2 ≥ 2k + 1, we have h 1 = n+k−s 2 ≤ n+k−(2k+1) = n−k−1 ≤ p−1, hence p−1 ≥ h 1 ≥ h 2 ≥ · · · ≥ h d . Therefore, for every ℓ ∈ N and every b = (b 1 , · · · , b d ) ∈ C(d, h, ℓ) , we have b i ≤ p − 1 for all i. This implies that neither the numerator nor the denominator on the left part of (29) involves a factor p. In the right part of (29), every factor is < n = p except for the term with ℓ = k, and one has δ 0 = 1. Hence the p-adic valuation of (29) is exactly 1, which implies that the weight ν is of multiplicity 1 in H d K (µ). Corollary 4. Let K be a field of characteristic p > 0 and µ n = (n, 0, · · · , 0, −n − d). Suppose that n = p + r with either (i) 0 ≤ r ≤ p − 2 or (ii) r = p − 1 and d ≥ 3.
Let λ 0 = rω 1 + (p − r − 2)ω 2 + (r + 1)ω 3 = (−1, n, 0, . . . , 0) − (r + 1)α 2 in case (i) and λ 0 = (−1, n, 0, . . . , 0) − pα 2 − α 3 in case (ii).
Then H d K (µ n ) contains the weight λ 0 , with multiplicity 1. Proof. Let us adopt the notations in Corollary 1. In case (i), the weight λ 0 corresponds to (k, s 2 , · · · , s d ) = (0, r + 1, 0, · · · , 0). In case (ii), it corresponds to Then by definition, we have δ k−ℓ = |I| − |J|. Since h 1 ≥ k, we have
We can construct a bijection between I ′ and J. More precisely, define φ :
. This is clearly a well-defined injection. On the other hand, for all
where the last equality is due to the fact that ℓ ≤ k ≤ h 1 . This proves (30). With this expression of δ k−ℓ , we have (d,h,k) such that b 1 =ℓ [(ℓ + 1)(ℓ + 2) · · · (ℓ + n − k)]
(here the second product simply means taking (ℓ + 1)(ℓ + 2) · · · (ℓ + n − k) to the ♯{b ∈ C(d, h, k) | b 1 = ℓ}-th power)
This proves (31)
Finally, if d = 2, we have ν = (2n − 1)ω 1 − s 1 α 1 − s 2 α 2 = (2n − 1 + s 2 − 2s 1 , s 1 − 2s 2 ). Since ν is dominant, we have 0 ≤ s 1 −2s 2 = 2h 1 −s 1 = 2h 1 −n−k, hence h 1 ≥ 1 2 (n+k) ≥ k since k ≤ n by the proof of Proposition 3.
If d = 3, we have ν = (2n − 1)ω 1 − s 1 α 1 − s 2 α 2 − s 3 α 3 = (2n − 1 + s 2 − 2s 1 , s 1 + s 3 − 2s 2 , s 2 − 2s 3 ). Since ν is dominant, we have
Hence s 2 < n, and h 1 = s 1 − s 2 = n + k − s 2 > k. This finishes the proof of Proposition 4.
Remark 4. In fact, if h i ≥ k for an i ∈ {1, · · · , d} (which implies h 1 ≥ k), then we have (32)
The proof is similar to the case i = 1.
The case G = SL 3
Assume that d = 2, i.e. G = SL 3 . 6.1. The sets C and D are a lot simpler. In this case, the multinomial coefficients are replaced by binomial coeffeicients, and we have the following corollaries.
and is zero otherwise.
if k ≥ n − m, and is isomorphic to Z min(t,k)−max(0,t−m)+1 otherwise.
Remark 5. If µ = (m, −n−2) is on the wall, i.e. m = n, then the matrix D m,n,t,k = D n,t,k is square. More precisely, we have
While we can still apply the result of [Pro90] Cor.1, this determinant has also been calculated in [Kra99] (2.17), which gives:
6.2. In the following, we fix an arbitrary field k of characteristic p > 0 and we use G,B, etc., to denote the corresponding group scheme over k obtained by base change Z → k. Now we have H 2 (m, −n − 2) ∼ = H 1 (−m − 2, n) * and we can apply the results in [Jan03] II.5.15. For λ dominant, denote by L(λ) (resp. V (λ)) the simple G-module (resp. Weyl module) of highest weight λ. If λ is not dominant, we use the convention that L(λ) = V (λ) = 0. Then we have the following proposition.
In [Liu19] Thm.1, the author has proved that if n = ap d + r with 1 ≤ a ≤ p − 1, d ≥ 1 and 0 ≤ r < p d , there exists an exact sequence
where Q(n, −n−2) is a certain quotient of V (n, −n−2). If r < p, we have H 2 (r, −r−2) = 0 according to Corollary 2, and hence H 2 (n, −n − 2) = Q(n, −n − 2). We will determine Q(n, −n − 2) in this case.
Proposition 5. If n = ap d + r with a ∈ {1, 2, · · · , p − 1} and r ∈ {0, 1, · · · , p − 1}, then we have an exact sequence of G-modules (37)
Remark 6. If n = p 2 − 1, then H 2 (n, −n − 2) ∼ = H 1 (−n − 2, n) * = 0 by [Jan03] II.5.15 a) and V (r, n − 2r − 2) = V (p − 1, (p − 3)p + p − 1) ∼ = L(p − 1, (p − 3)p + p − 1) by [Jan03] II 3.19 and Steinberg's tensor identity. Hence the proposition is true in this case and we may assume that n = p 2 − 1 in the proof. If a = 1, then we have H 2 (n, −n − 2) ∼ = V (r, p d − r − 2) = V (r, n − 2r − 2) by [Liu19] Thm.2. On the other hand, we have L(p d − 1, (a − 2)p d + r) = L(p d − 1, r − p d ) = 0 by our convention. Hence we can also suppose that a ≥ 2 in the proof.
Proof. By Serre duality, we have H 2 (n, −n − 2) ∼ = H 1 (−n − 2, n) * . According to [Jan03] II.5.15, the socle of H 1 (−n − 2, n) is simple and isomorphic to L(n − 2r − 2, r). Since r < p, (n − 2r − 2, r) is also the highest weight of H 1 (−n − 2, n) by the same proposition. Hence by duality, H 2 (n, −n − 2) is generated by its highest weight (r, n − 2r − 2). We thus have an exact sequence of G-modules
It suffices to prove that K ∼ = L(p d − 1, (a − 2)p d + r) 1) First suppose that r = 0. In this case, n = ap d and the Weyl module V (0, ap d − 2) has no multiplicity. The submodule structure of V (0, ap d − 2) has been determined by Doty ( [Dot85] ).
As in Corollary 5, set
We want to prove that
Using the same notation as in Remark 5, we have
Hence the matrix reduced modulo p is invertible and hence its cokernel is zero. This means that H 2 (n, −n − 2) does not contain the weight ν p d ,0 , thus the ν p d ,0 -weight space is contained in K.
To prove that K = L 0 , we will use the results in [Dot85] . Doty considers the module H 0 (m, 0), while we consider its dual V (0, m), for for all u = 0, · · · , d (here we use the convention that a 0 = a d+1 = 0).
Proof. We prove by induction on u 0 ∈ {1, · · · , d} that (39) holds for u = 0, · · · , u 0 − 1 if and only if 0 ≤ a u ≤ 1 for all 1 ≤ u ≤ u 0 . For u = 0 in (39), we get (40) 0 ≤ c 0 (m) + a 1 p = p − 2 + a 1 p ≤ 3(p − 1).
This inequality holds if and only if 0 ≤ a 1 ≤ 1. Suppose that for some 1 ≤ u 0 ≤ d − 1, we have proved that (39) holds for u = 0, · · · , u 0 − 1 if and only if 0 ≤ a u ≤ 1 for all 1 ≤ u ≤ u 0 . Now by taking u = u 0 , (39) gives
Assuming 0 ≤ a u 0 ≤ 1, (41) holds if and only if 0 ≤ a u 0 +1 ≤ 1. Hence by induction, (39) holds for u = 0, · · · , d − 1 if and only if 0 ≤ a u ≤ 1 for all 1 ≤ u ≤ d. At last, for u = d,
This finishes the proof of the lemma.
Since V (0, m) is the dual of H 0 (m, 0), it contains a simple module L(x, y) * = L(y, x) if and only if L(x, y) is a quotient of H 0 (m, 0). By [Dot85] Thm.2.3, the submodule lattice of H 0 (m, 0) is equivalent with the lattice of E(m) equipped with the partial order (a 1 , · · · , a d ) ≤ (a ′ 1 , · · · , a ′ d ) if and only if a i ≤ a ′ i for all i. As in [Dot85] 2.4, for a = (a 1 , · · · , a d ) ∈ E(m) and u ∈ {0, · · · , d}, let N u (a) (resp. R u (a)) be the quotient (resp. the remainder) of the Euclidiean division of c u (m) + a u+1 p − a u by p − 1. (And one takes a 0 = 0 = a d+1 ). Then the simple factor of H 0 (m, 0) corresponding to a ∈ E(m) is Taking this into account, we know that V (0, ap d −2) contains a unique simple submodule L(ν) * , which corresponds to the maximal element e = (1, . . . , 1) of E(m). Suppose ν = (b 1 − b 2 , b 2 − b 3 ). We will calculate b 1 , b 2 , b 3 using (42). In this case, for u = 0, . . . , d, N u (e) (resp. R u (e)) is the quotient (resp. the remainder) of the Euclidiean division of c u (m) + e u+1 p − e u by p − 1, where e 0 = e d+1 = 0 and e 1 = e 2 = · · · = e d = 1. We thus have: c 0 (m) + e 1 p − e 0 = p − 2 + p − 0 = 2p − 2, thus N 0 (e) = 2 and R 0 (e) = 0.
Then for u = 1, . . . , d − 1, we have: We thus obtain the triplet (p d − 1 + (a − 2)p d , p d − 1, 0) and then the dominant weight ν = (a − 2)p d ω 1 + (p d − 1)ω 2 and hence V (0, ap d −2) contains as unique simple submodule the simple module considered earlier: L 0 = L(ν) * = L(p d − 1, (a − 2)p d ) = L(p d − 1, n − 2p d ) = L(ν p d ,0 ). Since we have proved that the weight ν p d ,0 is contained in K, we have L 0 ⊂ K. It remains to prove that K ⊂ L 0 . Still according to [Dot85] , Theorem 2.3 and §2.4, the socle of V (0, m)/L 0 is the direct sum of the simple modules L(e i ) * , for i = 1, . . . , d, where each e i means the d-tuple:
(1, . . . , 1, 0, 1, . . . , 1) with the unique 0 at the i-th position. We need to determine the highest weight of L(e i ), still with the help of (42). This time we have, Thus the highest weight λ i of L(e i ) * is ν t i ,k i with (t i , k i ) = (p d +p i−1 , p i ) for i = 1, · · · , d−1 and λ d = ν t d ,k d with (t d , k d ) = (p d−1 , 0).
