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Abstract. In this paper, we propose an adversarial model for produc-
ing furniture layout for interior scene synthesis when the interior room
is rotated. The proposed model combines a conditional adversarial net-
work, a rotation module, a mode module, and a rotation discriminator
module. As compared with the prior work on scene synthesis, our pro-
posed three modules enhance the ability of auto-layout generation and
reduce the mode collapse during the rotation of the interior room. We
provide an interior layout dataset that contains 14400 designs from the
professional designers with rotation. In our experiments, we compare the
quality of the layouts with two baselines. The numerical results demon-
strate that the proposed model provides higher-quality layouts for four
types of rooms, including the bedroom, the bathroom, the study room,
and the tatami room.
Keywords: Interior layout, Adversarial Module, Rotation Module, Mode
Module
1 Introduction
People spend lots of time indoors- in bedrooms, office, living rooms, gym and so
on. Function, beauty, cost and comfort are keys for the redecoration of indoor
scenes. Proprietor prefers demonstration of the layout of indoor scenes in several
minutes nowdays. Therefore, online virtual interior tools are useful to help people
design indoor spaces. These tools are faster, cheaper and more flexible than real
redecoration in the real-world scenes.
This fast demonstration is based on auto layout of in-door furniture and a
good graphics engine. Machine learning researchers take use of virtual tools to
train data-hungry models for the auto layout [2,5]. The models reduce the time
of layout of furniture from hours to minutes and support the fast demonstration.
Generative models of indoor scenes are valuable for the auto layout of the
furniture. This problem of indoor scenes synthesis are studied since the last
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Fig. 1. Rooms are towards different directions in the real word. Samples of rooms are
represented in different rows including the tatami, the bathroom, the bedroom, the
study room. In each sample, a house floor plan is represented on the right side, the
room with layout is represented on the left side. These rooms are towards different
directions.
decade. One family of the approach is object-oritented which the objects in
the space are represented explicitly [4,12,14,12]. The other family of models is
space-oriented which space is treated as a first-class entity, each point in space
is occupied through the modeling [18].
Deep generative modes are used for efficient generation of indoor scenes for
auto-layout recently. These deep models further reduce the time from minutes
to seconds. The variety of the generative layout is also increased. The deep
generative models directly produces the layout of the furniture given an empty
room. However, in the real world, the direction of a room is diverse in the real
world. The south, north, northwest and et al are all possible. The layout for the
real indoor scenes are required to meet with different directions Figure 1.
Therefore, in this paper, we propose an adversarial generative models for
indoor scenes with rotation. The models give a design of layout of furniture when
indoor scenes are rotated. This adversarial models consists of several modules,
including rotation modules, two mode modules and double discriminators. The
rotation modules are applied in the hidden layer of the generative models, the
mode modules are applied after the generative output and the ground truth,
the double discriminators are applied for the rotation robustness of the indoor
scenes.
This paper is organized as following, The related work is introduced in the
section 2 firstly. Then, section 3 introduces the problem formulation. The meth-
ods of the proposed adversarial models are in the section 4. The experiments and
comparison with two baseline generative models are in the section 5. Finally, the
discussion is in the section 6.
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2 Related Work
Our work is related to data-hungry methods for synthesizing indoor scenes
through the layout of furniture unconditionally or partially conditionally.
2.1 Structured data representation
As the layout of funiture for indoor scenes are highly structured. Representation
of scenes as a graph is an elegant methodology. In the graph, semantic relation-
ships are encoded as edges and objects are encoded as nodes. A small dataset
of annotated scene hierarchies is learned as a grammar for the prediction of hi-
erarchical indoor scenes [18]. Then, the generation of scene graphs from images
is applied, including using scene graph for image retrieval [9], generation of 2D
images from an input scene graph [8]. However, this family of structure repre-
sentation is limited to a small dataset. And it’s not practical for the auto layout
of furniture in the real world.
2.2 Indoor scene synthesis
Early work in the scene modeling applied kernels and graph walks to retrieve
objects from a database [1,3]. Then, bayesian networks is proposed for the syn-
thesis of objects through the modeling of object co-occurence and placement
statistics[graph-layout-3d[4]]. The graphical models are employed to model the
compatibility between furniture and input sktches of scenes [19]. However, these
early methods are mostly limited to the scenes size. It’s hard to produce good-
quality layout for large scene size. Then, with the availability of large scene
datasets including SUNCG [16]. More sophisticated learning methods are pro-
posed as following.
2.3 Image CNN networks
An image-based CNNs is applied to encoded top-down views of input scenes,
then the encoded scenes are decoded for the prediction of object category and
location [18]. A variational Auto-Encoder is applied for the generation of scenes
with representation of a matrix. In the matrix, each column is represented as
an object with location and geometry attributes [20]. A semantically-enriched
image-based representation is learned from the top-down views of the indoor
scenes, and convolutional object placement priors is trained [18]. However, this
family of image cnn networks do not study rooms with different rotation where
rooms in the real world are towards a variety of direction.
2.4 Graph generative networks
As a significant number of methods has been proposed to model graphs as net-
works [6,15], the family for the representation of indoor scenes in the form of
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tree-structured scene graphs are studied. Grains[12] which is consisted of a re-
cursive auto-encoder network for the graph generation is trained. The Grains
is targeted to produce different relationships including surrounding, supporting
and et al. Similarly, a graph neural network is proposed for scene synthesis. The
edges is represented as spatial and semantic relationships of objects [18] in a
dense graph. Both relationship graphs and instantiation are generated for the
design of indoor scenes. The relationship graph help to find symbolical objects
and the high-lever pattern [17].
2.5 cnn generative networks
Layout of indoor scenes is also explored as the problem of generation of lay-
out. Geometric relations of different types of 2D elements of in-door scenes are
modeled through synthesis of layouts. This synthesis is trained through an ad-
versarial network with self-attention modules [11]. A variational autoencoder is
proposed for the generation of stochastic scene layouts with prior of a label for
each scene [10]. However, the generation of layout is limited to single direction
of the indoor scenes. While real scenes are towards a variety of direction.
Fig. 2. Rooms are towards four different directions with the layout of funitures. The
positions, directions of each furniture, wall, door and window are represented.
3 Problem Formulation
In this section, the auto layout of indoor scenes towards a variety of direction is
formalized as following. Given a set of indoor scenes (x1, y1, θ1), . . . , (xN , yN , θN ),
where N is the number of the scenes, xi is an empty indoor scene with basic
elements including walls, doors and windows. yi is the corresponding layout of the
furniture for xi. Each yi contains several elements as pj , sj , dj . pj is the position
of the jth element, sj is the size of the jth element, dj is the direction of jth
element. Each element represents a furniture in the indoor scene i. Besides, θi is
the direction of the indoor scene i. As shown in the the Figure 2. Four samples
Towards Adversarial Planning for Indoor Scenes with Rotation 5
of yi represents the direction of the indoor scenes, the position, size, direction of
each funiture in the scene , walls, doors and windows in the scene.
Then, a model M is expected to work as ypre = M(xin, θin). That is, given
an empty room xin with walls, windows and doors, and the direction of the room
θin, the model M produces layout ypre including the position, size, and direction
of each furniture.
Fig. 3. The whole model architecture and the proposed modules are represented in-
cluding the rotation module, the mode module, and the rotation discriminator module.
4 Methods
We propose an adversarial model to produce this layout with direction of each
room in this section. The proposed model is consisted with several modules as
following. A conditional adversarial module [13] with a generator and a discrim-
inator. A rotation module with several rotation filters. A mode module with two
mode filters. A rotation discriminator module. The above module consists of the
whole model as shown in Figure 3.
4.1 Conditional Adversarial Module
This module is a conditional adversarial model [13], the generation part g gets
the input of a rendered image of a empty room, the condition part v encodes
the direction of the room as a vector, and the discriminator part d1 determine
whether the generated layout is real Figure 3.
4.2 Rotation Module
This rotation module consists of several rotation filters. Each filter f rotates the
hidden representation of the generator corresponding to the rotation of a given
room θin Figure 4. This module help the generator to produce layout of a room
with different directions. It is formally expressed as the following:
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Fig. 4. The rotation module consists of several rotation filters. Samples of four types
of rooms are represented with applying the rotation filters in the hidden layer.
grot(θ) = hng ⊗ fng . . . h1 ⊗ f1(θ)(θ) (1)
where θ is the rotation of a room, h1, . . . , hng are the ng hidden layers,
f1, . . . , fng are the ng rotation filters applied after each hidden layer.
Fig. 5. The mode samples for the corresponding generated layout grout and the ground
truth gtr are represented.
4.3 Mode Module
This mode module consists of two mode filters. Each filter produces a binary
attention map according to the ground truth Figure 5. The position inside the
bbox of the furniture is labled as 1. The left position is labled as 0. One filter
M1 is in the front of the rotation discriminator. The other filter is applied M2
is applied after ground truth layout. This module help the adversarial model to
maintain the same furniture in corresponding with ground truth with rotation.
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Then the generated layout grout and ground truth gt
r applied with these two
filters are formulated as the following Figure 5:
grout(θ) = gout ⊗M1(θ) (2)
gtrout(θ) = gtout ⊗M2(θ) (3)
where θ is the direction of the indoor scene.
4.4 Rotation Discriminator
This module adds an extra discriminator d1 in the adversarial model. The extra
both discriminator determine whether the generated layout is rotated in corre-
sponding with the same degree as the ground truth. And whether the number
and category of the furniture in the layout is collapsed during rotation.
4.5 Training Formulation and Objectives
As introduced above, let g denote the generator of the conditional adversarial
model, d1 denote its discriminator, d2 denote the rotation discriminator. simi-
larly, let F = {f1, f2, . . . , fn} denote the rotation filters, let m1 denote the first
mode filters, let m2 denote the second mode filters. Then the formulation of the
proposed models are represented as following.
Given an rendered image xi of size H × W × 3, where H and W denote
the height and width of the rendered image. The adversarial network model is
denoted as M(∗). Suppose the generator has ng levers, then the generator with
application of the rotation filter in each hidden layer is formulated as grot(θ) =
h1f1, . . . , hngfng where θ is the rotation of a room, h1, . . . , hng are the ng hidden
layers, f1, . . . , fng are the ng rotation filters applied after each hidden layer. The
first discriminator d1 is applied to determine whether the generated layout image
is real. Similarly, the first mode filter M1 is applied in front of the generated
layout gout. It transfers the generated layout gout as g
r
out. The second mode filter
M2 is applied for the ground truth layout gt. It transfers the ground truth as
gtr.
Rotation discriminator network training To train the first discriminator
network d1, the first discriminator loss L
r
1Dis formally written as following:
Lr1D = −(1− yr1n)log(D(P 0n1)) + yr1nlog(D(P 1n1)) (4)
where yr1n = 0 if sample P
0
n is drawn from the generator, and y
r
1n = 1 if the
sample P 1n is from the ground truth. Here, P
0
n denotes the rendered layout image
generated from the generator with rotation r. P 1n denotes the rendered ground
truth layout with rotation r.
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Mode discriminator network training To train the second discriminator
network d2, the second discriminator loss L
r
2Dis formally written as following:
Lr2D = −(1− yr2n)log(D(P 0n2)) + yr2nlog(D(P 1n2)) (5)
where yr2n = 0 if sample P
0
n2 is drawn from the generator, and y
r
2n = 1 if
the sample P 1n2 is from the ground truth. Here, P
0
n2 is drawn from the generator
after the application of the filter M1, P
1
n2 is drawn from the generator after the
application of the filter M2.
Rotation Generator Training. To train the generator network, a conditional
loss function Lrg is formally set as following:
Lrg = L
r
gc + λadv1Ladv1 + λadv2Ladv2 (6)
where Lrgc, Ladv denote the generation loss with rotation and the adversarial
loss respectively, λadv1 and λadv2 are two constants for balancing the multi-task
training.
Given the rendered indoor scene xi and its rotation θi, ground truth yi and
prediction results gouti, the generator loss is written as following:
Lrgc = −yilog(gouti) (7)
And the Ladv1 and Ladv2 are written as following:
Ladv1 = −log(D(P 1n1)) (8)
Ladv1 = −log(D(P 1n2)) (9)
During the training process, the adversarial loss is used to fool the discrimi-
nator by maximizing the probability of the generated prediction being considered
as the ground truth distribution.
5 Dataset
A database of indoor furniture layouts is provided, plus an end-to-end rendering
image of the interior layout. These layout data is from the designers at the real
selling end, where proprietors choose the design of the layout for their properties.
5.1 Interior Layouts
1356 professional designers work with an industry-lever virtual tool to produce
a variety of designs. Among these designs, a part of them are sold to the pro-
prietors for their interior decorations. We collect this designs at the selling end
and provide 4800 interior layouts. Each sample of the layout has the following
representation including the categories of the furniture in a room, the position
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Fig. 6. Samples of the indoor-layout dataset are proposed including four types of rooms:
the study room, the bedroom, the tatami room and the bathroom. The rooms are
towards different directions.
(x, y) of each furniture, the direction (rot) of each furniture, the position (x, y)
of the doors and windows in the room, the position (x, y) of each fragment of
the walls. Figure 6 illustrates the samples of our layouts both adopted from the
interior design industry and sold to the proprietors. It contains 4 types of rooms
including, the bedroom, the bathroom, the study room and the tatami room.
The designs of these rooms are sold to the proprietors whose properties have
2 − 4 rooms, 2 − 3 bathrooms since last year. Besides, each designs is modified
after several versions both following the professional designers knowledge and
the personalized suggestions of the each proprietor.
Besides, all the 4800 designs are rotated in 4 direction including 90◦, 180◦, 270◦and360◦.
The position (x, y) of each furniture, the direction (rot) of each furniture, the
position (x, y) of the doors and windows in the room, the position (x, y) of each
fragment of the walls are all rotated Figure 7. Therefore, the total number of
the layouts are 14400 with rotation θ ∈ {90◦, 180◦, 270◦, 360◦}.
5.2 Rendered Layouts
Besides, each layout sample is corresponding to the rendered layout images.
These images are the key demonstration of the interior decoration. These ren-
dered images contains several views and we collect the top-down view as the
rendered view Figure 8. Therefore, the dataset also contains 14400 rendered lay-
outs in the top-down view. Each rendered layout is corresponding to a design.
The rendered data is produced from an industry-lever virtual tool which has
already provides missions of rendering layout solutions to the proprietors Figure
8.
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Fig. 7. Samples of the indoor-layout data are rotated in four directions including θ ∈
{90◦, 180◦, 270◦, 360◦}.
Fig. 8. The layout sample and the corresponding rendered scenes are represented.
For each sample, the layout sample including the position, the direction, the size of
each furniture are represented on the left side, the corresponding rendered scene is
represented on the right side.
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6 Evaluation
In this section, we present qualitative and quantitative results demonstrating the
utility of the proposed adversarial model for scene synthesis and comparing it
to two baselines. 4 types of indoor rooms are evaluated including the bedroom,
the bathroom, the study room and the tatami room. 4000 samples are randomly
chosen for training, 800 samples are used for the test. Both the training and test
rooms are rotated in 4 direction, 90◦, 180◦, 270◦ and 360◦. The first baseline
model is a classical adversarial model [7] which takes a pair of samples of a ren-
dered empty room and its layouts for training. For the inference, it produces the
layout of furniture given the rendered empty room. The second baseline model is
a conditional adversarial model[st-gan], which takes the pair of samples together
with the rotation θ for training. For the inference, it encodes the direction of the
room θ and the rendered empty room xi and produces the layout. Similarly, our
model encodes θ and xi to produce the layout.
6.1 Evaluation metrics
For the task of interior scene synthesis, we apply three metrics for the evaluation.
Firstly, we use average mode accuracy for the evaluation. It is applied to measure
the accuracy of category of furniture for a layout in corresponding with the
ground truth. This average mode accuracy is formally expressed as following:
accmode =
∑n
i=1N
1
i∑n
i=1N
total
i
(10)
where N totali is the total number of ith category of furniture in the ground
truth dataset, N1i is the number of the ith category of furniture in the generated
layout in corresponding with the ground truth. For example, if the ith furniture is
in the predicted layout where the ground truth layout also contains this furniture,
then it’s calculated. To be noted, n is the total number of the category of the
furniture.
Secondly, in order to evaluate the position accuracy of furniture layout, we
apply the classical mAP to measure the position of the furniture in the predicted
layout. To be noted, the threshold for the IoU between the predicted bbox of ith
furniture and the ground truth bbox is set as 0.5.
Thirdly, we apply a degree matrix to measure the rotation accuracy of each
furniture in the prediction. At the industry end, the direction of the furniture is
also a key for the interior designs in the real world. For an example, the TV set
should be towards inside the room. This degree matrix is formally expressed as:
accrot = 1−
∑
j = 1ntotal|rot(predj)−rot(gtj)|
ntotal ∗ 90 (11)
where ntotal is the total number of furniture in the dataset, rot(predj) is the
rotation of the jth furniture in the prediction, rot(gtj) is the rotation of the
corresponding furniture in the ground truth.
12 Xin.Di,Peng.Yu,H,Zhu et al.
Fig. 9. The comparison of the layout for Tatami. This comparison is for three models
including the proposed model and the two baselines. For each comparison sample, the
left layout is from the baseline1 model, the middle layout is from the baseline2 model,
the right layout is from the proposed model.
Fig. 10. The comparison of the layout for Bathroom. This comparison is for three
models including the proposed model and the two baselines. For each comparison sam-
ple, the left layout is from the baseline1 model, the middle layout is from the baseline2
model, the right layout is from the proposed model.
Mode MAP ROT
model base1 base2 ours base1 base2 ours base1 base2 ours
tatami 0.7862 0.9326 0.9565 0.626 0.625 0.726 0.5860 0.6913 0.7613
bathroom 0.7522 0.8545 0.8645 0.506 0.538 0.708 0.4563 0.7020 0.7861
bedroom 0.7563 0.7242 0.8871 0.585 0.527 0.782 0.4287 0.6826 0.7864
study 0.7444 0.8885 0.9000 0.472 0.575 0.775 0.4419 0.6625 0.7704
Table 1. Comparison of evaluation for four type of rooms.
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Fig. 11. The comparison of the layout for Bedroom. This comparison is for three models
including the proposed model and the two baselines. For each comparison sample, the
left layout is from the baseline1 model, the middle layout is from the baseline2 model,
the right layout is from the proposed model.
Fig. 12. The comparison of the layout for Study. This comparison is for three models
including the proposed model and the two baselines. For each comparison sample, the
left layout is from the baseline1 model, the middle layout is from the baseline2 model,
the right layout is from the proposed model.
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6.2 Qualitative Comparisons
We compare with two baseline models for scene synthesis for four types of rooms
Figure 9, 10, 11, 12. Out model outperforms the baseline models in the follow-
ing aspects. Firstly, during the rotation of the indoor room, our model predict
the same category of the furniture with the ground truth layout, while the two
baseline models lose the category of the furniture. Secondly, our model predict
good position of each furniture during the rotation of the room. While the base-
line models sometimes predicts un-satisfied position that is strongly against the
knowledge of the professional interior designers. Thirdly, the baseline models
sometimes fall to give the position, size of the furniture in their prediction while
our model seldom produce this failure.
6.3 Quantitative Comparisons
Similarly, we also compare with two baseline models quantitatively. All of the
three metrics for four types of room are evaluated in the Tables. Table 6.1 demon-
strates the accuracy of mode, position and size, direction of the furniture in the
predicted layout. Our model outperforms the baseline models. Similarly, it 6.1
also demonstrates the comparison for the other types of rooms. In details, add
half page.
7 Discussion
We presented an adversarial model together with three modules to predict the in-
terior scene synthesis with rotation. Besides, we open an interior layouts dataset
that all of the designs are drawn from the professional designers. And the designs
are at the selling end.
There are several avenues for the future work. Our method is currently limited
to the generation of layouts for the common rooms. The layout of luxury rooms is
hard to predicted. For example, it’s difficult to predict the layout for the luxury
bedroom where the bathroom, the cloakroom are also in the luxury bedroom.
Besides, our model is limited to high-lever understanding ability of the interior
scene, it’s very likely that the structure model such as the graph model is not
developed yet. Thirdly, the category of the furniture for each type of the room is
only limited to a small number. For example, a generated layout of the bedroom
often contains a bedroom, a tv set and a wardrobe. It can not support other
furniture such as a dressing table, an office desk, a leisure sofa and et al.
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