Abstract. We study the applicability of the standard spline collocation method, on a uniform grid, to linear Volterra integral equations of the second kind with the so-called cordial operators; these operators are noncompact and the applicability of the collocation method becomes crucial in the convergence analysis. In particular, piecewise constant, piecewise linear and piecewise quadratic collocation methods are applicable under wide, quite acceptable conditions. For higher order spline collocation, it is more complicated to carry out an analytical study of the applicability of the method; however, a numerical check is rather simple and this is illustrated by some numerical examples.
Introduction
In the present article we study the applicability of spline collocation methods to the Volterra integral equation Equations and systems of type (1.1) can appear e.g. when solving differential equations with certain singularities and some partial differential equations with symmetries. A special case of (1.1) is equation (4.4) which arises in connection with a heat conduction problem with mixed-type boundary conditions (see [3] for details). As known from [10] Let us also recall that for λ ∈ C, Re λ ≥ 0, the following relation holds V ϕ u λ =φ(λ)u λ , where u λ (t) = t λ , 0 < t ≤ T.
(1.3)
In particular, V ϕ maps polynomials into polynomials and, due to this property, it is easy to solve (1.1) approximating f by a polynomial. The polynomial algorithms become more complicated [11] if we have to solve a more general equation here spline collocation methods are preferable. Since the applicability and convergence conditions of spline collocation methods for equations (1.1) and (1.4), and even for a class of related nonlinear equations, are the same in their essence [12, 13] , we confine ourselves to the case of the model equation ( Let L k ∈ P m−1 , k = 1, . . . , m, be the Lagrange fundamental polynomials associated with the interpolation knots τ k , k = 1, . . . , m, that is, L k (τ j ) = δ j,k (Kronecker symbol), j, k = 1, . . . , m.
Then the L i,k (t) := L k (h −1 t − i), k = 1, . . . , m, are the fundamental polynomials associated with the interpolation knots ih+τ k h ∈ [ih, (i+1)h], k = 1, . . . , m, that is,
For v ∈ C[0, T ] we have the representation
Define the interpolation operator P N :
and consider the spline collocation method
for the approximate solution to equation (1.1). We say that the collocation method (1.5) is applicable to equation ( 
where for i = 0 we have adopted the agreement that
is invertible also for all sufficiently large i ≥ i 0 , with i 0 independent of N . This claim is more clear from the matrix form of equations (1.6). The ith equation of (1.6) is equivalent to the m × m-system of linear equations to determine the knot values u N,i (ih + τ j h) of u N,i (see [12] ):
where for j, k = 1, . . . , m,
Hence the collocation method (1.5) is applicable to equation (1.1) iff
where I m is the m × m identity matrix and
For sufficiently large i this condition is fulfilled since
implies that D i → 0 as i → ∞. Thus the applicability condition of the collocation method (1.5) reduces to
We further note that the matrices D i are independent of h (of N ), so (1.8) implies the applicability of the collocation method (1.5) for all N ≥ 1. In particular, if the eigenvalues µ 9) then the applicability condition (1.8) is fulfilled for any µ ∈ 0 (V ϕ ). The following theorem [12] tells us that, roughly speaking, if equation (1.1) is uniquely solvable and the collocation method (1.5) is applicable to (1.1) then the method converges and the convergence is of optimal accuracy order.
, and let the applicability condition (1.8) be fulfilled. Then the collocation equation 
The constants c 0 and c m are independent of N and f .
We note that the cordial integral equation (1.1) is a special case of the Mellin convolution equations [6, 8] . In general, the solution of those equations (or perhaps its higher derivatives) will have a singularity at t = 0. A survey of numerical methods for Mellin-type integral equations based on piecewise polynomial approximation is presented in [7] . The use of graded meshes in conjunction with collocation methods is one approach to deal with the loss of optimal convergence order; the convergence analysis of these procedures has been treated in [1, 6, 8, 9] .
Due to (1.2), we see that the solution u of a cordial integral equation (1.1) has no boundary singularities:
Thus the possibility of using a uniform grid to achieve optimal convergence orders is a privilege of the cordial integral equations. As easily seen [12] , for m = 1 (piecewise constant approximation of the solution u), the applicability condition (1.8) is fulfilled for any non-negative ϕ ∈ L 1 (0, 1) and any µ ∈ 0 (V ϕ ). The main purpose of the current article is to analyze the case m = 2 (piecewise linear approximation of u); some theoretical results are obtained also in the case m = 3 (piecewise quadratic approximation of u). An analytical examination of condition (1.8) for m ≥ 3 in the general case is a complicated task and remains as an open problem. On the other hand, in the course of the computation process (1.7) it is easy to check whether (1.8) is fulfilled or not; and there are different possibilities [12] to modify the method if (1.8) is violated or if µ, the parameter of equation (1.1), happens to be too close to the set of eigenvalues of some
In Section 2 we reformulate the applicability condition (1.8) for m = 2, using the basis {1, t} of P 1 instead of the Lagrange basis. The main theoretical results of the article concern the case m = 2 and are established in Section 3. In Section 4 we apply these results to some concrete cordial equations including the Abel equation. In Section 5 we partly extend the results to the case m = 3. In Section 6 we comment on the numerical check of the applicability condition for different values of m and present some illustrative numerical examples.
Reformulation of the Applicability Condition
In theoretical considerations concerning the applicability of the collocation method (1.5), the Newton basis {1, t, . . . , t m−1 } of P m−1 is sometimes preferable to the Lagrange basis used in Section 1. Below we reformulate the applicability condition (1.8) for m = 2 using the Newton basis {1, t} of P 1 . Let the collocation parameters τ j , 0 ≤ τ 1 < τ 2 ≤ 1, be given. Representing
The ith equation (1.6) is uniquely solvable iff the corresponding homogeneous equation
or, equivalently, iff the 2 × 2 homogeneous system
has only the trivial solution γ 0,i = γ 1,i h = 0. Denoting
we obtain the following formulation: for m = 2, the collocation method (1.5) is applicable to equation (1.1) iff the parameter µ of equation (1.1) is such that,
where
2)
then the collocation method (1.5) is inapplicable to equation (1.1). So we are interested in sufficient conditions onto the core ϕ ∈ L 1 (0, 1), the collocation parameters τ j (0 ≤ τ 1 < τ 2 ≤ 1) and the parameter µ ∈ 0 (V ϕ ) which guarantee that µ is different from the roots
of the quadratic equations (2.4), for i = 1, . . . , N − 1. Some results in this connection are presented in Section 3.
Applicability of Piecewise Linear Collocation
The main results of the present article are contained in Theorems 2 and 3.
, and let the collocation parameters be such that 0 = τ 1 < τ 2 ≤ 1. Then the piecewise linear collocation method is applicable to equation (1.1) and hence convergent.
(ii) Let ϕ ∈ L 1 (0, 1) be non-negative and µ ∈ R be such that µ >
, and let the collocation parameters satisfy 0 < τ 1 < τ 2 ≤ 1. Then the piecewise linear collocation method is applicable to equation (1.1) and hence convergent.
(iii) Let τ 1 ∈ (0, 1) and µ < 0 be given. Then, for any τ 2 > τ 1 , sufficiently close to τ 1 , there exists a non-negative core ϕ ∈ L ∞ (0, 1) (explicitly presented in the proof ) such that µ < − 1 0
ϕ(x) dx and µ coincides with µ (defined by (2.5), with i = 1). Thus the piecewise linear collocation method is inapplicable to equation (1.1) with this particular ϕ and the above µ, τ 1 , τ 2 , although µ ∈ 0 (V ϕ ).
Proof of claim (i).
Assume that ϕ ∈ L 1 (0, 1) is non-negative and let 0 = τ 1 < τ 2 ≤ 1. From (2.1)-(2.5) we observe that a
where we have taken into account that
Due to (1.2) and (1.3), we have [0,
2 , that is, the applicability condition of the piecewise linear spline collocation method is fulfilled. Proof of claim (ii). Assume that ϕ ∈ L 1 (0, 1) is non-negative and let 0 < τ 1 < τ 2 ≤ 1. If µ 2 are real, we shall prove that µ
Therefore, denoting
we have
Therefore, we may conclude that
We see that the condition µ > 1 0
1 , i ≥ 1, and the applicability condition is thus fulfilled. Proof of claim (iii). Let µ < 0 and 0 < τ 1 < τ 2 ≤ 1, τ 2 < 3τ 1 + 2τ 2 1 . Denote
Clearly, we have 1/2 ≤ x 2 < x 1 < 1. An elementary check confirms that x 1 (x 1 + x 2 )/2 − x 2 < 0 and hence γ > 0 under certain conditions on µ and τ 1 , τ 2 . Consider the core
where χ [a,b] denotes the characteristic function of the interval [a, b] . In accordance with (2.1)-(2.5), for i = 1 we have
2 ),
2 = 0, and µ
1 = µ by the definition of γ. Clearly, if τ 2 > τ 1 is sufficiently close to τ 1 (or, if x 2 < x 1 is sufficiently close to x 1 ) then
we obtain µ
2 and the applicability condition is fulfilled for µ < 0, µ ∈ 0 (V ϕ ). For µ > V ϕ , the applicability condition is fulfilled by the statements (i), (ii) of Theorem 2,
Below we examine conditions for ϕ ≥ 0 which guarantee that b i ≥ 0, c i ≥ 0 for all i ≥ 1 and any choice of the collocation parameters. 
So it is sufficient to prove that g(x 1 , x 2 ) ≥ 0 for i/(i + 1) ≤ x 2 < x 1 ≤ 1. Using (2.1), we have the expressions
to be substituted into the derivatives ∂g ∂x 1 = a
With the help of (3.1) and making use of the non-decreasing property of Φ, we obtain
which means that g is non-increasing along the straight lines x 2 = x 1 − θ, θ ∈ (0, 1). Since
it then g(x 1 , x 2 ) ≥ 0 for i/(i + 1) ≤ x 2 < x 1 ≤ 1, thus completing the proof of this lemma.
Remark 1. The non-decreasing property of Φ for a non-negative ϕ ∈ L 1 (0, 1) ∩ C 1 (0, 1) in Lemma 2 can be expressed in the form
a simplified sufficient condition for (3.2) and for the non-decreasing behaviour of Φ is given by
Condition (3.3) will appear in another context when we examine conditions for c i ≥ 0.
Proof. We examine the inequality c i ≥ 0 for a fixed i ≥ 1 and omit the upper index i in the x (i) j :
With these notations formula (2.3) takes the form We observe that c i ≥ 0 for any x 1 , x 2 , and i/(i + 1) ≤ x 2 < x 1 ≤ 1 (for any τ 1 < τ 2 satisfying 0 ≤ τ 1 < τ 2 ≤ 1) iff the function
the condition takes the form (3.4); for i = 1 the interval is [
is non-negative and satisfies (3.3), and
Then the piecewise linear collocation method is, for any µ ∈ R ∩ 0 (V ϕ ) and all choices of the collocation parameters τ 1 , τ 2 (0 ≤ τ 1 < τ 2 ≤ 1), applicable to equation (1.1) and hence convergent.
Proof. In view of Lemmas 1-3 and Remark 1, we only have to show that condition (3.4) is fulfilled. Denote
Due to (3.3), for
Secondly, we have γ(x) → 0 as x → 1. In order to prove this, let us denote
Integrating by parts and using (3.5) we obtain
so that γ(x) → 0 as x → 1. Finally, (3.6) implies that γ(x) ≤ 0 for 1 2 ≤ x < 1, i.e., (3.4) is fulfilled.
Application to Some Concrete Cordial Equations
Consider the Abel type equation
in the role of (1.1). The integral operator
is cordial with the core
provided that the real parameters α, β, γ, ν satisfy the conditions
3)
The first three conditions in (4.3) imply that ϕ β,γ,ν ∈ L 1 (0, 1) whereas the equality α + β + γν = 1 determines α as a function of the other parameters β, γ, ν and is responsible for the cordiality, i.e., for the equality (V ϕ β,γ,ν u)(t) =
In the case ν = 0 we have
Theorem 4. For all choices of the collocation parameters τ 1 , τ 2 , satisfying 0 ≤ τ 1 < τ 2 ≤ 1, and all values of µ ∈ 0 (V ϕ β,γ,ν ) ∩ R (i.e., for µ < 0 as well as for µ > V ϕ β,γ,ν ), the piecewise linear collocation method is applicable to equation (4.1), with conditions (4.3), and hence convergent.
Proof. The function ϕ β,γ,ν (x) > 0 is smooth for 0 < x < 1 and satisfies conditions (3.3) and (3.5):
An application of Theorem 3 completes the proof.
Consider now the following equation 4) which was first introduced in [5] ; there a (fourth order) Hermite type collocation method based on cubic splines in the continuity class C 1 was considered, where the approximate solution was required to satisfy both the original and the differentiated form of the equation at the mesh points. Further studies for (4.4) include [2, 4] .
We see that (4.4) is a special case of the cordial equation (4.1), with conditions (4.3) being satisfied by the parameter values ν = 0, α + β = 1, and with core ϕ α (x) = x α−1 (0 < x < 1), α > 0. For the spectrum of the operator
formula (1.2) yields (see [10] )
By Theorem 4, the piecewise linear collocation method is applicable to equation (4.4) and hence convergent, for any real µ satisfying either µ < 0 or µ > 1/α. Below we extend this result to complex µ ∈ 0 (V ϕα ).
Theorem 5. For all choices of the collocation parameters τ 1 , τ 2 , satisfying 0 ≤ τ 1 < τ 2 ≤ 1, and any µ ∈ 0 (V ϕα ), the piecewise linear collocation method is applicable to equation (4.4) and hence convergent.
Proof. We have to show that, for all choices of the collocation parameters τ 1 , τ 2 , 0 ≤ τ 1 < τ 2 ≤ 1, and all i,
2 we know this from previous considerations, so let us consider the case of complex
According to (4.5), the inclusions µ
Then the last inequality is equivalent to
arguing for a fixed i, we omit the upper index also in the a
jk to obtain
We see that a 11 and a 12 are functions of x 1 whereas a 21 and a 22 are functions of x 2 . For 1/2 ≤ x 2 < 1, we have
Further, elementary evaluations yield
According to (4.9), (∂/∂x 1 ) 2 g does not change its sign for x 1 ∈ (x 2 , 1] and fixed x 2 . Together with (4.7) and (4.8) this implies (4.6).
Applicability of Piecewise Quadratic Collocation
Some of the results of Sections 3 and 4 can be extended to piecewise quadratic collocation, by using the following lemma.
Assume that, for any choice of the collocation parameters 0 ≤ τ 1 < · · · < τ m ≤ 1, the homogeneous equation µv N = P N V ϕ1 v N , with ϕ 1 (x) = xϕ(x), has only the trivial solution v N = 0, i.e., the spline collocation method of degree m − 1, with arbitrary collocation
[0, T ] the interpolation operator corresponding to the collocation parameters τ 1 , . . . , τ m+1 , with τ 1 = 0 and any 0 < τ 2 < · · · < τ m+1 ≤ 1. Then the homogeneous equation µu N = P N V ϕ u N has only the trivial solution u N = 0, i.e., the spline collocation method of degree m, with τ 1 = 0 and arbitrary τ 2 , . . . , τ m+1 (0 < τ 2 < · · · < τ m+1 ≤ 1) is applicable to equation (1.1) . Due to the equality µu 
is a polynomial of degree m − 1, and the interpolation operator Π N, corresponds to the polynomials of degree m − 1 and the interpolation (collocation) points τ 1 , . . . , τ m , 0 < τ 1 < · · · < τ m < 1, specified above. Due to the assumption of the lemma, we get v With the help of Lemma 4 we extend Theorems 3, 4 and 5 for piecewise quadratic collocation as follows.
is non-negative and satisfies conditions (3.3) and (3.5). Then the piecewise quadratic collocation method with τ 1 = 0 and arbitrary τ 2 , τ 3 , satisfying 0 < τ 2 < τ 3 ≤ 1, is, for any µ ∈ R ∩ 0 (V ϕ ), applicable to equation (1.1) and hence convergent.
Proof. It is easily proved that ϕ 1 (x) = xϕ(x) satisfies (3.3) and (3.5). By Theorem 3, the piecewise linear collocation method with any τ 1 , τ 2 (0 ≤ τ 1 < τ 2 ≤ 1) is applicable to equation µu = V ϕ1 u + f , µ ∈ R ∩ 0 (V ϕ ). Then, by Lemma 4, the piecewise quadratic collocation method with τ 1 = 0 and arbitrary τ 2 , τ 3 , 0 < τ 2 < τ 3 ≤ 1, is for µ ∈ R ∩ 0 (V ϕ ) applicable to equation (1.1).
Theorem 7. For τ 1 = 0, all choices of the collocation parameters τ 2 , τ 3 , satisfying 0 < τ 2 < τ 3 ≤ 1, and any µ ∈ 0 (V ϕ β,γ,ν ) ∩ R (i.e., for µ < 0 as well as for µ > V ϕ β,γ,ν ), the piecewise quadratic collocation method is applicable to equation (4.1) subject to (4.3) and hence convergent. Proof. We know that the core function ϕ β,γ,ν (x) > 0 is smooth for 0 < x < 1 and satisfies conditions (3.3) and (3.5) (cf. the proof of Theorem 4). Applying Theorem 6 we obtain the statement of the present theorem.
Theorem 8. For τ 1 = 0, all choices of the collocation parameters τ 2 , τ 3 , satisfying 0 < τ 2 < τ 3 ≤ 1, and any µ ∈ 0 (V ϕα ) (described in (4.5)), with α > 0, the piecewise quadratic collocation method is applicable to equation (4.4) and hence convergent.
Proof. Noting that xϕ α (x) = ϕ α+1 (x), we obtain the claim of the present theorem by Lemma 4 and Theorem 5.
Numerical Experiments
In the first part of this section we start by presenting some results which illustrate the performance of the collocation method. Then Subsection 6.2 is devoted to the numerical investigation of the applicability of the method.
Numerical results by cubic collocation
Example 1. We consider the integral equation which is obtained from (4.1) setting γ = 1, β = ν = 1/2 and α = 1−β −γν = 0. In the case f (t) = ( 256 315 + µ)t 9/2 its exact solution is given by u(t) = t 9/2 .
Associated with (6.1) is the integral operator
which is cordial with core ϕ(x) = x −1/2 (1 − x) −1/2 and whose spectrum is such that Table 3 , for µ = −0.4 we observe superconvergence behaviour at the collocation points.
Numerical check of the applicability condition
Here we are concerned with illustrating the applicability condition (1.9) of the collocation method (1.7) to equation (4.4) . We have undertaken an exhaustive numerical study for different values of m ≥ 2 and various standard collocation parameters (including equidistant, Gauss, Radau, Lobatto and Chebyshev points, among others). Some of the computational results are graphically illustrated in Figures 1-3 The graphics below show the distribution of the computed eigenvalues for α ∈ {1.1, 5, 20, 50}, in the cases of linear and cubic spline collocation (Figures 1  and 2, respectively) , using the Gauss points as collocation parameters; and also in the case of quintic spline collocation using the Chebyshev points (Figure 3) . We can see that the µ (i) belong to the circle with center in (1/2α, 0) and radius 1/(2α). Moreover, in all the numerical experiments we have carried out, the condition (1.9) was fulfilled (in the frame of the computation accuracy). The question of the applicability of the collocation method was not addressed in [4] and [2] , where a conjecture was used that the method is always applicable to equation (4.4) . This claim is trivially true for m = 1, µ ∈ 0 (V ϕα ); Theorems 5 and 8 confirm it analytically for m = 2 and m = 3, µ ∈ 0 (V ϕα ), with τ 1 = 0 in the case m = 3. Our numerical check supports the conjecture that the spline collocation method is applicable to equation (4.4) for arbitrary m ∈ N, µ ∈ 0 (V ϕα ) and any choice of collocation parameters. 
