This paper reviews mathematical models and numerical methods that have been extensively used to simulate the movement of contaminants through the subsurface. The major emphasis is placed on the numerical methods of advection-dominated transport problems and inverse problems. Several mathematical models that are commonly used in field problems are listed. A variety of numerical solutions for threedimensional models are introduced, including the multiple cell balance method that can be considered a variation of the finite element method. The multiple cell balance method is easy to understand and convenient for solving field problems. When the advection transport dominates the dispersion transport, two kinds of numerical difficulties, overshoot and numerical dispersion, are always involved in solving standard, finite difference methods and finite element methods. To overcome these numerical difficulties, various numerical techniques are developed, such as upstream weighting methods and moving point methods. A complete review of these methods is given and we also mention the problems of parameter identification, reliability analysis, and optimal-experiment design that are absolutely necessary for constructing a practical model.
Introduction
In recent years, mathematical models and numerical methods have been used extensively to simulate the movement of contaminants to groundwater. Many books and review papers have contributed to this topic (1) (2) (3) (4) (5) (6) (7) (8) . The distributed parameter model describing solute transport in porous media generally includes an advection-dispersion equation, a groundwater flow equation, and state equations (1) . Analytical solutions can be derived only for a few classical models that are not suitable for complex situations normally encountered in the field. Consequently, the development of numerical solutions is required.
During the last two decades, a variety of numerical approaches were presented, such as the finite difference methods (FDM), the finite element methods (FEM), and other alternative methods (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . However, at least three important problems have not been solved perfectly:
* The movement of contaminants in groundwater is an inherently three-dimensional (3-D) process. Unfortunately, most simulations of field problems are now in 2-D because of the high expense of 3-D models. Therefore, 3-D numerical models that can decrease the de-*Environmental Science Center, Shandong University, The People's Republic of China.
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* When using the regular numerical methods mentioned above to solve advection-dominated transport problems, two types of numerical errors always occur: the oscillation around the computed profile (overshoot) and the smearing of the concentration front (numerical dispersion). To decrease these numerical errors, many special techniques have been presented. Each has its own advantages and disadvantages in comparison with the others. Therefore, further work in this area is required.
* Another difficulty in using mathematical models to simulate mass transport in porous media is the determination of model parameters. Because it is impossible to measure directly the pore velocity and dispersivities in the whole flow region, one has to use an indirect method to determine these input parameters according to observation data of heads and concentrations, i.e., to solve the inverse problem of the simulation of groundwater quality. The inverse problem of groundwater flow simulation has been extensively studied (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) . A review paper on this topic was presented recently by Yeh (25) . In comparison, the body of published research for parameter estimation for mass transport problems is still small (26) (27) (28) (29) (30) (31) (32) (33) (34) . In the solution of inverse problems, the primary obstacle is their ill-posed nature, i.e., the existence, uniqueness, and stability of the solution may not be satisfied. However, if the observation data are collected through a reasonable experiment design, the ill-posedness may be controlled under certain restricted conditions.
In this paper, we focus our attention on the numerical methods with respect to the previously mentioned three problems. The distributed parameter models of mass transport in porous media are given in the second section. This paper does not deal with stochastic models (35) (36) (37) (38) .
The third section is devoted to 3-D numerical models developed in recent years and mentions the mixed finite difference-finite element method (FD-FE), the multiple cell balance method (MCBM) , and the alternating direction Galerkin method (ADG). The MCBM (13, (39) (40) (41) combines the idea of local mass balance coming from the integral FDM (42) , and the idea of basic functions coming from FEM (43, 44) . It is very suitable for the solution of field problems.
In the fourth section, various numerical methods are reviewed. These have been developed to deal with the advection-dominated transport problems. We mention the upstream weighting FEM, the upstream weighting MCBM, and the method of characteristics (MOC) and its modified forms. A new method, the advection-control MCBM, recently presented by Sun and Liang (45) , will be also introduced. It displays the ability of eliminating the overshoot and decreasing the numerical dispersion efficiently.
In the last section of the paper, the concepts and numerical methods of inverse problems are introduced. Here we discuss extended identifiability and its applications to experimental design and reliability estimation.
Mathematical Models
It is well known that mass transport in porous media is governed by the following advection-dispersion equation (1,2):
The distribution of average velocities can be computed according to Darcy's law. For instance, in the saturated zone we have Vji = -!i4 0 axj (3) where Ku = components of hydraulic conductivity tensor (L/T); h = head (L); 0 = porosity (dimensionless). The distribution of head in Eq. (3) can be obtained by solving the groundwater flow problem. The advectiondispersion equation [Eq. (1)] must be completed by boundary and initial conditions depending on the considered problem. The initial condition is the concentration distribution at t = 0:
where CO (x) is a known function, point x belongs to the flow region. The boundary conditions are generally divided into three types: a) Prescribed concentration boundary conditions C(x,t) = g1 (x,t), x E rI For an isotropic porous medium, Dii may be expressed as:
where aL, aT = longitudinal and transverse dispersivities of the isotropic medium, respectively (L); V = magnitude of the velocity (L/T); D* = molecular diffusivity of porous media (L/T); and bu = Kronecker delta, b& = O, when i + j; u = 1, when i = j.
Classical Models
Analytical solutions can be derived only for a few classical models that are often used to simulate controlled experiments in the laboratory or in the field to obtain dispersion parameters. Another application of analytical solutions is testing and contrasting numerical solutions. For (10) is given by Tang and Babu (47) . A new formula that is simpler than the former was presented recently by Hsieh (48) . More analytical solutions can be found in Li (49), Bear (2) and Sun (8) (58) , Chen (59, 60) , Lowell (61) , and Dillon (62) (14) where Sy = specific yield (dimensionless); m = saturated thickness of the aquifer (L); W2 (L/T) and M2 (M/ L2 T) = sink or source; i,j = 1,2. 
The more complex field models are also presented (63) (64) (65) (66) (67) (68) (69) (70) (71) (72) (73) . Recently, the study of modeling the mass transport in fractured aquifers has become a hot topic (74) (75) (76) (77) (78) .
The GEF and ADE of a field model are coupled through Darcy's law. In tracer cases (the density p and viscosity ,u of the fluid are constant); the two equations can be solved individually. Otherwise (p and ,u depend upon the solute concentration) they must be solved simultaneously with the state equations (1, 79) .
The effects of ion exchange, chemical reactions, radioactive decay, and adsorption, as well as pumping and recharging of wastewater, are all included in the source or sink term of the ADE (2). For equilibrium transport, the linear adsorption isotherm F = kC is often used, where F is the solute concentration on the solid phase and k is the slope of the isotherm. The ADE [Eq. (1) (7, (80) (81) (82) (83) (84) (85) (86) .]
Numerical Methods
The previously mentioned field models are generally intractable analytically because of irregular geometry and a nonhomogeneous structure of the flow region. Numerical methods are always required. In the past, the practical application of numerical solutions was almost limited in 1-D and 2-D cases to avoid high expenses of 3-D models on both human and machine resources. However, dispersion of contaminants in groundwater is an inherently 3-D process. It is now recognized that even a low-order transverse dispersion acting over a long distance can substantially affect the configuration of a contaminant plume (14, 87, 88 
when the boundary condition [Eq. (6) ] is given on a part of boundary r2 then
The time derivative in Eq. (21) (27) *6(X4,yZ) = Z+Wk(X,y) z . z0 z+ = ZA AZ AZ = Z1 -Zo (28) where {wi, i = 1, 2,... N} is a set ofweighting functions.
In the Galerkin FEM, let {¢j} = {wi}. In eliminating the In this case, the input geometry information is almost (32) [LZZaz-(i,m+ -) In Babu and Pinder (90) , assume that C(x,y,z,t) = Ci(z,t) *i(x,y)
where Vi(x,y) are 2-D basis functions (36) Using the Galerkin process in the x-y space and the finite difference approximation in the z space, they obtained Eq. (35) 
Multiple Cell Balance Method (MCBM)
The 2-D MCBM (13) is a variant of the linear FEM. It combines finite-element approximation with the concept of the local mass balance used in the integral finite difference method (IFDM), presented by Narasimhan (12), Narasimhan and Witherspoon (42), and Rasmuson et al. (66) . In IFDM, the flow region is divided into polygon elements. The local mass balance of each element is represented by an integral form over the element and the derivatives arising in these integrals are replaced by simple finite differencing. Consequently, the balance equation of each element becomes an algebraic equation that includes the unknown concentrations of the element and its neighboring elements. IFDM is easy to understand, but it is difficult to deal with the tensor nature of dispersion coefficients and arbitrary orientation of flow velocities.
In MCBM, the flow region is divided into triangle elements, a twice division is then used to form the exclusive subdomain for each node as shown in Figure 3 . The local mass balance of a node i can be represented by the integral of Eq. (14) over its exclusive subdomain (di):
Assume that in each element (Aijk) the unknown function C can be represented as C(x,y,z,t) = Ci(t) *g(x,y) + Cj(t) *j(x,y) The MCBM has been extended to 3-D models (40, 41) . The division of the 3-D flow region is the same as that mentioned before. Assume that in each triangular prism element ( Fig. 1) we have 6 C (x,y,z,t) = , Cj(t)4I(x,y,z) (45) 1=1 are basis functions given in Eq. (27) . Substituting Eq. (45) (57) and the advection-dispersion in a two-layered porous medium (54) were used to verify the proposed method (13, 39, 41 (97) and Frind and Germain (98) . In the 3-D ADG, the advection-dispersion equation is split into three symmetric steps corresponding to directions x, y, and z, respectively; the final matrix equations can be solved in each direction by means of the Thomas algorithm for tri-diagonal matrices. However, the division of the flow region in the ADG method must be limited in a special way.
Advection-Dominated Transport Problems
The numerical methods mentioned previously are all successful for dispersion-dominated transport problems. For instance, when the Peclet number Pe = 0.5 in the classical model [Eq. (8)], the Galerkin FEM, the lumped mass FEM, and the MCBM all gave numerical solutions that nearly coincide with the analytical solution of the model (Fig. 4) . However, for advection-dominated problems, they suffer from two kinds of numerical difficulties: overshoot and numerical dispersion. The former is characterized by oscillations around the computed concentration profile, the latter, by the smearing of the concentration front (Fig. 5 , where Pe = 100).
Gray and Pinder (99) (53) where a is a parameter to be determined and
then the oscillation of the numerical solution is eliminated at the expense of increasing the numerical dispersion significantly as shown by Gray and Pinder (99) . In order to obtain an optimal compromise solution, the weighting average of Eq. (47) and Eq. (49) where 0.5 < a. < 1 is the upstream weighting factor. Substituting Eqs. (48) and (50) It is interesting to note that for 1-D ADE with constant coefficients, the discretization equations of UWFEM using Eqs. (52) and (53) (20) . For the other terms of the equation, the basis functions are still used as weighting functions (114) .
Extensions of UWFEM with linear basis and quadratic weighting functions to 2-D or 3-D cases are straightforward (115) . The UWFEM using triangular elements was presented by Huyakorn (116 (106) . A complete review of these methods was given by Farmer (124) .
The method of characteristics combining with FDM (MOC/FDM) was presented and successfully applied to field problems by several researchers (125) (126) (127) . Considering the 2-D ADE [Eq. (14) ] that can be combined with the GFE [Eq. (13) Several modified forms of the MOC have been presented. One of them is the single-step reverse particle tracking technique that is used to replace the forward moving particle tracking procedure of the MOC (105, 128, 129) . A single-step reverse point of a node is the point where a particle leaving it at the time tk will reach the node location exactly at the time tk+, . In the finite element version of the modified MOC, the concentration of a reverse point at tk is determined by the finite element interpolation, and it is used as the advection concentration ofthe node at tk+ 1. The dispersion concentration of the node can be obtained by the solution of Eq. (64) with FEM. For second-order and third-order versions of the method, see Farmer (124) .
Neuman (106) presented an adaptive Eulerian-Lagrangian FEM where the forward moving particle tracking technique is used around each sharp front to improve the accuracy ofnumerical solutions. Away from such fronts the single-step reverse particle tracking technique is used to save the computational effort. The number of moving particles is adaptive. When the front sharpens, moving particles are inserted; when the front flattens, they are eliminated. The adaptive scheme maximizes computational efficiency.
A similar method that is named the hybrid movingpoint method (HMPM) was presented by Farmer and Norman (107) . Farmer (124) noted that the finite element version of the modified MOC is a good method for smooth problems (fronts spread over three or more mesh lengths), and the HMPM a good method for problems with sharp fronts.
A variation of MPM is the random-walk method (RWM). It is based on the concept that dispersion in porous media is a random process. In this method, advection transport is simulated by a large number of moving particles like the MRM but the particle movement takes place in continuous space. Dispersion transport is simulated by adding a random-walk process to each particle in each time-step, instead of the solution of the dispersion equation. Consequently, it is not necessary to calculate the mesh concentration and update the particle concentration in every time-step. The concentration distribution needs to be calculated only when it is of interest. The main drawback of the RWM is that the computed concentrations are strongly dependent on sample size. If (109) noted that the coefficients in interior nodal expression have upstream shift that make the behavior of numerical solutions of the FAM be like that of UWMs. For the case of a high Peclet number, the FAM also cannot produce sharp fronts as predicted by analytical solutions. An advantage of the FAM is that it does not require artificially designated upstream parameters as in UWMs. However, the FAM has not met much approval as yet.
When the boundary element method (BEM) is used to solve the contaminant transport problem, the governing equation, e.g., 2-D ADE [Eq. (14) (65) and (66) . Using Green's second identity, we have XC(rit) = { aG-Gac dF + GFd (67) in which: (F) is the boundary of the flow region (Qi); function G = In (r-ri) where r-ri is the distance from any field point r = (x,y) in (fQ) to a base point ri = (x,,yi); X = 2ni, -Fr, 0, if (xi,yi) in (fQ), on a smooth part of (F), or a kink of (F), respectively, where 0 is the internal angle at the kink. The integrals on the right-hand side of Eq. (67) A finite-volume method with high-resolution upwind schemes is introduced by Putti et al. (131) for the solution of the ADE. Due to an efficient interpolation technique that is employed, the results of this method show good agreement with analytical solutions for a full range of cell Peclet numbers.
Inverse Problems
At the initial stage of constructing a model for a field problem, often the average velocity and dispersion coefficient included in the ADE are unknown. These parameters are difficult to measure directly from the physical point of view and have to be determined from historical observations. The inverse problem of advection-dispersion simulation (ADIP) is determining unknown parameters imbedded in the simulation model by using a set of observations of concentration and head distributions in time and space. Sometimes, the unknown parameters also include the strength of sink (or source) and boundary conditions.
Literature published in this area is limited because most concepts and methods used in the inverse problem of groundwater flow (GFIP) can also be used in the ADIP. Another reason is that the ADIP is more difficult to solve than the GFIP and new results are hard to find. In the ADIP, we have to deal with two problems: the nonlinear problem arising from the dispersion coefficient (depending on the velocity of groundwater flow) and the problem of differentiating the effects of advection transport and dispersion transport. These problems increase the uncertainty of the ADIP. Therefore, in-vestigating the ADIP should include two fields: extending methods used in GFIP to the ADIP, and developing new methods for the ADIP.
Note that the ADIP is generally coupled with the GFIP (32, (132) (133) (134) (135) . The observed concentrations depend on the porous velocity and the latter depends on the unknown porosity and hydraulic conductivity that have to be identified by solving the GFIP.
Parameter Identification
In order to solve the ADIP numerically, the unknown parameter must be first replaced by a vettor with finite dimension N. This can be done by either using the zonation method or the finite element interpolation method (22, 136) . As the GFIP, the ADIP also can be translated into an optimization problem, depending upon what kind of performance criterion is used.
When the equation error criterion is used, the discretization equations derived from any numerical method are rewritten as
[A] {p) = (b) + (F) (69) (70) Direct methods require an interpolation process to obtain the observed concentration at all nodes; the observation noise and the interpolation error cannot be avoided. Unfortunately, direct methods are generally unstable in the presence of noise.
Another approach is the use of output least square error criterion. The objective function of minimization is the weighted sum of squared differences between simulated and observed concentrations: (71) in which: C* = observed concentration vector with noise; C(p) = (16, 18, 138) . The identification of the sink or source term is a little easier than that of dispersion parameters. For example, Gorelick (139) used the linear programming method to identify sources of groundwater pollution.
However, the difficulty of inverse problems cannot be moved by the application of numerical methods. It asserts itself either by the ill-condition of the coefficient matrix or by the existence of many local minimizers in the optimization problem. The identifiability of unknown parameters is defined initially as the one-to-one property of mapping from the space of system outputs to the space of parameters (140) . However, the uniqueness of such mapping is extremely difficult to establish and often nonexistent. Another definition of identifiability was given by Chavent (141) . The parameter is said to be output least square identifiable if and only if a unique solution of the optimization problem Eq. (71) exists and the solution depends continuously on observations. It is also very difficult to achieve in field problems.
Yeh and Sun (21) presented a concept of the extended identifiability. The parameter p is said to be 8-identifiable if the solutions of Eq. (71) must be equivalent when they are used in the prediction model (a small, prescribed error is allowed). For field problems, the 8-identifiability generally can be achieved by only point measurements.
Chavent (142) (25) . If the number of components of the parameter to be identified is greater than the number of observations (N > L) the variational method would be advantageous. The adjoint sensitivity method presented by Carter (143) and Chavent (144) is easy to extend to advectiondispersion equations. If the unknown parameter p is the longitudinal dispersivity aL, we have OA= J fVq(x,y,t- ¶) DLVC(X,Y, ¶) dtdQ (74) where (fi) is the exclusive subdomain of node i; V is the gradient operator; and C(x,y,t) is the solution of the 2-D ADE with additional conditions. q' is the time derivative of q(x,y,t) which is the solution of the following adjoint problem: (75) with final and boundary conditions:
q(x,y,T) = 0; (x,y) e (Q); T is the final time (76a) In Sun and Yeh (134) , the adjoint problem is derived for general coupled problems through introducing a set of adjoint operation rules. An example of parameter identification for coupled groundwater flow and mass transport is given.
Experiment Design
An experiment design X is a decision that includes the following components: a) locations of observation wells (space distribution of observations; b) observation times (time distribution of observations); c) locations of injection and pumping wells (locations of stimulation); and d) pumping or recharge rate and the concentration of injection water (strength of stimulation).
The method of sensitivity analysis can help engineers to design field tracer experiments. Mercer and Faust (149) presented an example where a two-well tracer test was designed to determine the well spacing, the injection flow rate, and the injection period.
The reliability of parameter estimate depends upon the quantity and quality of observations. If the estimated parameter p is located in a neighborhood near the true parameter p* in the parameter space, then we have the theoretical covariance matrix: (80) where a2 is the common variance of the random error in observations. Obviously, the maximization of the de- (81) is often used as a criterion of the optimal experiment design (30 respectively, where K is the number of realizations.
Once the expected value and the variance of the.unknown parameter are obtained, it is necessary to further estimate the uncertainty of the output (concentration) of the constructed model. For this reason, we need to estimate the uncertainty of the solution of an ADE from the uncertainty of its coefficients. Tang and Pinder (151, 152), introduced a numerical scheme based on a perturbation expansion technique and its extension to solve the problem. From numerical examples, they concluded that the greatest uncertainty of the solution occurs at the concentration front, and the transport equation appears to dampen the uncertainty associated with the physical parameters: velocity and dispersivity.
In fact, the ADE governing the contaminant transport in groundwater should be seen as a stochastic partial differential equation because the uncertainty is included in its coefficients, initial and boundary conditions, and sink or source terms. If the model is used in a prediction or a decision-making process, quantifying the uncertainty of the model may play an important role. For a complex problem, it is convenient to use the Monte Carlo method to evaluate the uncertainty. Nelson et al. (153) presented an analysis sequence that begins with field data and results in the confidence limits of the model output. A field model is used to explain the technique. When the covariance matrix of parameter estimation error is provided as a part of the model calibration, then the velocity field and fluid flow paths with the associated travel times are generated for each realization. Also, the confidence limits of the model output are obtained by the Monte Carlo simulation.
Note that the reliability of a model prediction is already included in the 8-identifiability (21, 135) . Provided observations are sufficient for the 8-identifiability; the identified parameter must be equivalent with the true one in the sense of satisfying prediction and management requirements.
To obtain the uncertainty of using an estimated parameter, another approach is the use of stochastic models (20, (154) (155) (156) , where the covariance of the estimated parameters can be obtained directly by the use of conditioning or unconditioning geostatistical methods.
Summary
In this paper, we focus our attention on numerical methods for solving 3-D problems, advection-dominated problems, and inverse problems. The solution of these problems is very important, not only in theoretical investigations, but also in practical applications.
In order to describe the shape of contaminant plumes correctly, we need 3-D and multilayer models. The main problem in applying 3-D models is decreasing the computational expenses both on human and machine resources. Thus the Galerkin FEM with special elements and basis functions, the mixed FD-FE method, and the MCBM are introduced. The MCBM keeps the local mass conservative. It is simple in concept and easy to use for field problems. A layer-by-layer iteration process is efficient for solving the discretization equations. A software package with the functions of figure input and figure output was also presented.
The UWM, modified MOC, BEM, FAM, and ACM were introduced and compared for solving advectiondominated transport problems. The advantages and disadvantages of each method were shown. The adaptive Eulerian-Lagrangian method seems to be a good approach for getting a high-quality solution. For field problems, a kind of modified MCBM or ACM is a simple, efficient method to obtain a satisfactory solution without oscillations.
Most methods used for ADIP are those that directly extend the one for GFIP. Several optimization techniques based on different criteria were introduced. In the solution of ADIP, the main difficulty was its illposedness. We do not know how many observations are adequate for getting a unique solution of the inverse problem. However, a weak identifiability, i.e., the 8-identifiability, can be determined with limited observations. The calculation of sensitivity coefficients was necessary, both in the numerical methods of the ADIP and in the experimental design. The adjoint sensitivity analysis was discussed for the ADE and general coupled probems. In order to construct a practical model, a systematic procedure from the data collection to the uncertainty estimates of the built model is required, in which the Monte Carlo method plays an important role. 
