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1. INTRODUCTION 
At the start of World War II, Jean Leray, in common with many other 
French academics, held a reserve commission in the French army. After 
the fall of France, a number of such professor-soldiers and their students 
were incarcerated in the prisoner-of-war camp Auflag XIII where they 
were permitted to establish a sort of “university in captivity.” During 
his time in Auflag XIII, Leray wrote detailed notes for an algebraic 
topology course which he published at the end of the war in a series of 
three papers: (1) S ur la forme des espaces topologiques et sur les pointes 
fixes des representations; (2) S ur la position d’un ensemble ferme de 
pointes d’un espace topologique; (3) S ur les equations et les transforma- 
tions (J. Math. Pures Appl. 24 (1945), 95-248). 
Briefly, the contents of the papers are as follows. Leray first develops 
a new homology theory, defined rather like Cech theory but using the 
notion of “grating” (couverture) in place of “nerve.” He then introduces 
a category of spaces called “convcxoid.” His homology theory was defined 
with such spaces in mind so he is able to demonstrate that a knowledge 
of the convexoid structure of a space leads to a knowledge of its homology. 
Leray then comes to the main point of the three papers which is the study 
of the fixed points of a map from a convexoid space to itself. The main 
tool of the investigation is a “fixed point index,” a sort of local Lefschetz 
number which identifies fixed points on open subsets of a convexoid 
space. Although the idea of an index was not new, Leray’s index, based 
on his homology theory, was new and, more significantly, he was able 
to discover properties of his index which were more deep and powerful 
than any previously associated with a fixed point index. 
* This research was supported in part by the U. S. National Science Foundation 
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Leray’s three papers make difficult reading. There are several obstruc- 
tions to the reader’s comprehension, but probably the most important 
one is the unfamiliar homology theory. As a consequence of this un- 
familiarity, readers have found it difficult to understand the definition 
of Leray’s index and to follow the derivations of its many properties. 
An additional problem is that little is known about the category of 
convexoid spaces. Leray worked with convexoid spaces, rather than 
with a more usual generalization of polyhedra such as absolute neigh- 
borhood retracts (ANR’s), because he wanted to use his theory to obtain 
new results in analysis. There were certain kinds of subsets of function 
spaces which he needed for this purpose and which he could prove to be 
convexoid but which were not known to be ANR’s. However, in I95 I, 
Dugundji showed that these subsets are indeed .ANR’s, so the motivation 
for the further study of convexoid spaces was gone. 
One might well ask, in view of the remarks above, whether it is of 
more than antiquarian interest to study these 1945 papers of Leray. 
The reply is that in 1953 O’Neill stated axioms for a fixed point index 
and proved that the index is unique on the category of finite polyhedra. 
Thus the deep and powerful properties which Leray established for 
his fixed point index must hold true for every index on finite polyhedra 
which satisfies the axioms. Now, since many of these indices are actually 
defined for the very useful category of compact ANR’s, one could 
confidently predict that the properties of Leray’s index would carry 
over to this category as well. Nevertheless, because of the difficulty of 
Leray’s papers, many of these properties have had the status of “folk 
theorems,” even though they have actually been in print for a very long 
time. The goal of this paper is to present a self-contained, modern, and, 
it is hoped, readable treatment of Leray’s major topological discoveries 
concerning the fixed point index, in the category of compact ANR’s. 
Our approach is the most formal one imaginable. We state axioms for 
a cohomology theory and axioms for a fixed point index and then derive 
Leray’s results directly from the axioms with the aid of the topological 
properties of ANR’s. It is the extreme simplicity of the machinery 
employed that makes the proofs relatively simple, though not neces- 
sarily brief. 
The introductory sections of this paper contain the two axiom lists 
together with a listing of properties of ANR’s and related topological 
results that we will be using in the proofs. Each of the sections contains 
information on where detailed verifications of the statements in it may 
be found. These references have been chosen with a view to the reader’s 
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convenience rather than out of respect for original sources. The remaining 
sections contain the new proofs of Leray’s results with references to 
the corresponding material in Leray’s paper in brackets. Thus, for 
example, the present Section 7 is subtitled “[Section 771” to indicate 
that the results in it correspond to results contained in Section 77 of 
Leray’s three papers (the sections of lvhich are numbered consecutively). 
Similarly, “Theorem 9.4 [27]” means that the present Theorem 9.4 
corresponds to Leray’s Theorem 27. 
zAlmost all the material (Sections 6- 10) comes from the last of Leray’s 
papers because the first two papers are concerned primarily with setting 
up machinery. \Ve do not attempt to supply modern versions of every- 
thing in the third paper, but rather choose those results which seem to us 
to be of the greatest topological interest and significance. We expect 
that the reader who becomes familiar with the present paper will be able 
to construct similar “axiomatic” proofs of T,eray’s other results if he so 
desires. 
2. COHOMOLOGY THEORY 
By a ejector space we shall always mean a vector space over the field Q 
of rational numbers. A graded rector space V = {V,,] is a sequence of 
vector spaces, one for each integer p. If I’ and W are graded vector 
spaces, then a morphism h : F7 + II’ of degree j is a sequence of linear 
transformations h,, : I;,, --f IV,, _ j . 
A topological pair is a pair (X, /I) where X is a topological space and d 
is a subset of X. N’e make the identification (X, D) = X. A map 
f : (-U, A) + (Y, B) is a mapf : S + Y such thatf(A) C B. 
A rational cohomolog~l theory H* is a function which assigns to each 
topological pair (X, il) a graded vector space H*(X, A) and a morphism 
6 : H*(A) + H*(X, A) of d g e ree one and to every map f : (X, A) ---f (Y, B) 
a morphism H*(f) : H*( J’, B) + H*(X, A) of degree zero with the 
following properties: 
I. If f : (-X, A) + (S, il) is the identity map, then H*(f) is the 
identity function. 
II. If the diagram 
(S, A) _I, (2, C) 
\ 7 
4 BROWN 
commutes, so does the diagram 
H*(Z, C) -- H*(f) “*(A-, A) 
Hih A, 
H*( r;, B) 
III. Iff : (X, A) 4 (Y, B) is a map andf / A : A + B denotes the 
restriction off, then the diagram 
H*( I’, B) ~ H*(fL H*(S, A) 
6 
t 
6 
H*(B) - 
H*(fL4) 
““(A) 
commutes. 
IV (Homotopy). Let h, : (X, A) + (Y, B) be a homotopy, i.e., 
a collection of maps for t ~1 such that H : (X “/: I, A > I) + (Y, B) 
defined by H(x, t) = h,(x) is a map; then H*(h,) 7 H*(h,). 
V (Exactness). Let A -k X i (X, A) be inclusions; then the 
sequence 
H*(X, A) ~ H*‘&, H*(S) 
is exact. 
VI (Excision). Let U C A C X, where the closure of U is in 
the interior of A, and let i : (X - U, A - U) + (X, A) be inclusion; then 
HP(~) : H*(X, A) -+ Hp(X - U, A - U) is an isomorphism for all p. 
VII (Dimension). If X is a single point then Ho(X) E Q and 
HP(X) = 0 for p f 0. 
VIII (Continuity). Let (X, , A,)~zo b e a sequence of topological 
pairs where X, and A, are compact, Xn+i C X,, , and A,,+1 C A,, for all 
n > 0. Let the morphism &&a : H*(X,, , A,,) ---f H*(X, , A,) (n >, m) 
be inclusion-induced. For a fixed integer p, define limn+z Hp(X, , A,) 
to be the set of equivalence classes of I-):=, Hi’(X,, , A,) under the 
relation N where, for IY E Hp(X, , A,), p E Hp(Xb, Ah) we define N N /3 
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if there exists c such that i,‘(a) = i;(p). Define X = fir=‘=, X,, , 
A = nzzO A,; then Hi’(X, A) g lim,,-, Hl’(S,, , A,,) for all integers p. 
A graded vector space k7 = [VI,) is$finitary if JI, is finite-dimensional 
for all p and V,, = 0 for all but a finite number of integers p. 
THEOREM 2.1. If ,‘i is a finite polyhedron then H*(X) is jkitavy. 
Let f : S + ,y be a map where H*(X) is finitary; then define L(f), 
the kfschetz number off, by 
WI = c (-1P’ Tr(H”(f)), 
where “Tr” denotes trace. 
A good reference for this section is E. SPANIER, “Algebraic Topology,” 
McGraw-Hill, New York, 1966. 
3. ABSOLUTE NEIGHBORHOOD RETRACTS 
A subset A of a space X is a neighborhood retract of X if there is an 
open subset 1.‘of X containing A and a map Y : U + A such that r(a) == a 
for all a E A. A metric space Y is an absolute neighborhood retract (ANR) 
if the hypotheses: (1) A is a closed subset of a metric space Sand (2) xl is 
homeomorphic to Y, imply that il is a neighborhood retract of -lr. 
THEOREM 3.1. A retract of an ANR is an ANR. 
THEOREM 3.2. If A and B are closed subsets of X = A v  B and if 
A, B and A n B are ANR’s, then X is an ANR. 
THEOREM 3.3. IfX and Y aye ANR’s, then X r: Y is an ANR. 
THEOREM 3.4. A finite polyhedron is an ANR. 
A fixed point of a map f : X + X is a point s E S such thatf(x) = Y. 
A maximal simplex of a polyhedron X is a simplex which is not a face 
of any other simplex. Note that the interior of a maximal simplex of S 
is an open subset of X homeomorphic to a Euclidean space R”. Let Y 
be a metric space. Maps f, g : X + Y are E-homotopic for E > 0 if there 
is a homotopy h, : X + Y such that Iz, = f, h, = g, and d(h, , h,) <I E 
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for all t E I, where d denotes the metric on map(X, Y) induced by the 
metric of Y. 
THEOREM 3.5. Let X be a jinite polyhedron and f  : X + S a map. 
Given E > 0 there exists a simplicial map g : X ---f X r-homotopic to f  
such that g has only a jinite number of jixed points, all in the interiors of 
maximal simplices of S. 
THEOREM 3.6. A convex subset of a Banach space is an ANR. 
The convex hull co(A) of a subset il of a Banach space X is the inter- 
section of all convex subsets of .X which contain d. 
THEOREM 3.7. If  A is a compact subset of a Banach space X then 
cv(A) is compact. 
The diagonal of X x X is the set of all points of the form (x, X) for 
x E ,‘1. A metric space S is uniformly locally contractible (ULC) if given 
E > 0 there is a neighborhood W of the diagonal of X y X and a 
homotopy h, : W --f .X such that h,(x, y) = x, h,(x, y) = y, h,(x, x) = x 
for all t E I, and d(h,(x, y), x) < E f or all t E I and ally such that (x, y) E W. 
THEOREM 3.8. An ANR is ULC. 
COROLLARY 3.9. If  X is a compact ANR the?1 gken E > 0 there exists 
6 > 0 such that ;f  f,g : X --f X are maps and d( f, g) < 6 then f and g 
are E-homotopic. 
A space YE-dominates a space X, for E > 0, if there are maps g, : X--f Y 
and $I : Y - X such that I/J~Z is c-homotopic to the identity map on X. 
THEOREM 3.10. I f  S is a compact ANR and E > 0 isgiven, then there 
exists a finite polyhedron K(X) which E-dominates X. 
COROLLARY 3.11. If  X is a compact ANR, then H*(X) is$nitary. 
THEOREM 3.12. Let A be a closed subset of a metric space X, let 
Y, Z be ANR’s and let p : Y >: Z -+ Z be projection. Let h, : A --f Y 7: Z 
be a homotopy such that ph,(a) = $,*(a) for all a E A and all t, t’ E I. 
I f  h, extends to a map H,, : X + Y x Z then h, extends to a homotopy 
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H, : X ---f Y Y, 2 with the property that pH,(w) = pH,,(x) for all s E S 
and all t, t’ E I. 
Proofs of Theorems 3.5 and 3.8 can be found in R. BROWN, “The 
Lefschetz Fixed Point Theorem,” Scott, Foresman and Co., Chicago, 
1971. Theorem 3.12. is a special case of a theorem of E. FADELL, 
On fibre homotopy equivalence, Duke Math. J. 26 (1959), 6999706. An 
indication of the proof of Theorem 3.7 is given on p. 134 of A. 'TAYLOR, 
“Introduction to Functional A\nalysis,” John 1\Yley and Sons, New York, 
1958. The rest of the material of this section is proved in detail in S.T. HLI, 
“Theory of Retracts,” %:ayne State Univ. Press, Detroit, 1965. 
4. 'I'HE FIXED POINT INDEX 
Given a topological pair (S, /I) and a map f : d ---f S, define Q(f) = 
(a E A if(a) = a). W’e employ the symbols 24 for the closure of il in X 
and iii for the boundary of A-1. 
A triple (X,f, U) . 1s a d rnissable if _‘i is a compact AKR, t’- is an open 
subset of X, f : u + _‘i is a map, and 0(f) n lit’ = cl. 
A jixed point index is a function i from the collection of all admissable 
triples to the integers which satisfies the following axioms: 
I (Homotopy). Let h, : c: + 9 be a homotopy. If (,Y, h, , I) is 
admissable for all t E I, then ;(h,, , CT) = i(l), , CT). 
II (,Additivity). If (S,f, I’) is an admissable triple and I:, ,..., rg 
are open subsets of c: such that Q(f) n [I: - usZ1 rTj] = ::, then 
i(f, c;> = x;=I i(f, CTj). 
III (Normalization). If Isi is a compact ANR and f : zY 4 S is 
a map then i(f, X) = L(f) (the Lefschetz number). 
IV (Commutativity). Let -Y and 1’ be compact ANR’s, let I: be 
an open subset of X, let f : c; --f E’ and g : 1’ 4 ;Y be maps such that 
(-Y, gf, c:) is admissable; then i(gf, CT) = i(fg, g-I( CT)). 
Let (X, f, c’) be an admissable triple. A point x0 E li is an isolated 
fixed point off if th ere esists an open subset I’ of c,’ containing Y” with 
the property @(f 1 V) = s,, . Define ;(f, x,)), the index off at s,, , by 
i(f, xc,) = i(f, V) for any such open set I’. 
For the existence and uniqueness of index theory, see R. BROWN, 
“The Lefschetz Fixed Point Theorem,” Scott, Foresman and Co., 
Chicago, 197 1. 
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5. THE LEFSCHETZ NUMBER [Sections 45-49 and 551 
Let V be a finite-dimensional vector space and let W be a vector 
subspace. If h : V --t V is a linear transformation such that h(W) C IV, 
then h induces a linear transformation 
h p.,pf’ : v/w-t v/w. 
Choosing a basis x1 ,..., .z’,,, for W and extending it to a basis x1 ,..., x,,, , 
Xm+l ?*.*T x,, for V, we note that x,,,+r ,..., x,, is a basis for V/W. Therefore, 
the matrix of h with respect to this basis is of the form 
matrix 
ofhlW 
0 
r I 
* matrix 
of b/w 
which implies that 
Tr(h) = Tr(hl W) + Tr(hv,lv). 
Given a topological pair (X, A) and a map f : (X, A) -+ (X, A) there 
are associated maps f 1 X : X + X and f ! A : A + A. The exactness 
axiom and the properties of induced morphisms and of 6 stated in 
Section 2 produce the following commutative diagram: 
H”(j) 
I I 
H”(j) 
H”(X) 
H”(fLV - N,s(X) 
HJ’( i) 
I I 
H’(i) 
H”(A) H”V’A) + j+(A) 
6” 
I J- 
6” 
HP-~@, A) H”(f) H”+l& A) 
I 
H”+‘(j) !  
I 
H”+‘(i) 
c 
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which gives rise to the following commutative diagrams: 
(j -----f ker(ff”(i)) - ----f H!‘(S) z% im(H”(i)) --+ 0 
H”(flS) 
i 1 
H”(f -1.) 
-1 H”(f ‘=I )
0 --+ ker(H”(i)) --- Hj’(S) K)+ im(H”(i)) ----, 0 
0 --+ ker(H”(j)) -----f HIJ(S, .-1) 2% im(HJ’(j)) --+ 0 
’ H”(f) 1 1 HYf 1 1 H”(flS) 
O- + ker(H”(j)) --+ H”(S, 9) %~-f im(HP(j)) --+ 0 
0 ----f ker(6”) p----f WyA) ~ ‘2 im(GP) -------f 0 
H’Yf I.-I) 1 )wf I.41 lH”Cf 1 
0 -+ ker(@) ~ - H”(A) -T+ im(S”) --- 0 
Therefore, by the observation above, 
Tr[Hp(f S)] = Tr[Hfl(f ~ S) 1 ker(Hi’(i))] + Tr[H”(f A) 1 im(H”(i))], 
Tr[Hj’(f)] = Tr[Hl’(f) ~ ker(HQ))] c Tr[Hp(f 1 S) 1 im(H’(j))], 
Tr[H”(f 1 A)] = Tr[Hp(f A) i ker(P)] $ Tr[Hp(f) 1 im(SI’)], 
and so, using exactness, 
Tr[Hj’(f 1 S)] = Tr[HJ’(f i A)] + Tr[Hl’(f)] - Tr[Hp(f) 1 im(Pr)] 
- Tr[HQ) , im(@)]. 
Letting f be the identity map, the last equation makes it clear that if 
H*(X) and H*(A) are finitary, so also is H*(X, A). Consequently, when 
H*(X) and H*(A) are finitary, the Lefschetz numbers off : f ~ X and 
f 1 A are related by the equation 
L(f) = L(f 9) + c (-1)” Tr[H”(f)]. 
,,=o 
(*) 
Let X be a compact Hausdorff space such that H*(X) is finitary and 
let f : X -+ X be a map. Define f li : -Y + S for K : 0, I, 2 ,... by setting 
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f”(x) = x and, in general, f”(x) = f(f”p’(~)) for all x E X. The core 
off is the set core(f) = ($=a f”(X). 
THEOREM 5.1 [20]. Let A be a closed subset of -7, a compact HausdorfJ 
space, and let f  : -Y + X be a map such that core(f) uf(A) C A. If  
H*(X) and H*(A) arefinitauy, then L(f) = L(f 1 A). 
Proof. In view of equation (e), it is sufficient to prove that under the 
hypotheses of the theorem, 
Tr[Hp(f) : H”(S, ‘i) - H”(S, A)] = 0 
for allp. Define il,, = A u f “(X); then A,, is closed in X and nz==, A,, = 
A so, by the continuity axiom, 
In other words, given n E Hf’(X’, A) there is an integer n so that &” : 
H”(X, A) + H”(A,, , A) induced by the inclusion A,, + A, = -k’ has 
the property i,,)l(~~) = 0. We observed above that since H*(X) and H*(A) 
are assumed to be finitary, Hfl(X, A) is finite-dimensional. Let a1 ,..., 2P 
be a basis for Hl’(X, A). Since ioJ1(z) = 0 implies ;$+*((x) = 0 for q > 0, 
then there is an integer N such that i,,?l(~,~) = 0 for all u = I,..., P. 
Consider the commutative diagram 
which shows that H”( f  2’) = 0 and so its eigenvalues are all zero. Hence 
the eigenvalues of Ho(f) are zero because by Axiom II in Section 2, 
HI’( f  “) = [HI’( f  )I” and the eigenvalues of [Hi’(f)]” are the N-th 
powers of the eigenvalues of Hl’( f  ). But Tr[HI’( f  )] is just the sum of the 
eigenvalues, so Tr[Hp(f)] = 0 for all p. /I 
6. THE STRONG HOMOTOPY PROPERTY [Section 751 
THEOREM 6.1 [Lemma 381. Given a map F : A r: CT + X where A 
is a connected topological space, define, for a E A, fC, : 0 + X by f(,(x) = 
F(a, 4 If  (X,f” , u) . as a d missable for all a E A, then i( fCc , U) = i( fn, , U) 
for all a, a’ E A. 
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Proof. Choose a E d; then, since .4 is connected, it is sufficient 
to prove that there exists an open subset I; of d containing a such that 
i(f,,, , U) = i(f,[ , CT) f or all a’ E IT. Since _Y is compact metric, we may 
give the set map( U, S) of maps from I; to ..Y the uniform metric topology 
induced by the metric d of S and defining F’ : ,-1 ---f map( I, S) by 
F’(a) = L, y we have F’ is continuous. Thus there exists an open set I. 
in A containing a such that d(f,,, , f,,) . S for all a’ E L, where 6 is chosen 
small enough so that f,,~ and j;, are c-homotopic by Theorem 3.9 for 
E = inf{d(x,f,,(x)) 1 .v E a[-). Therefore, ;(f,, , CT) = ;(f,,, , l-) for all 
a’ E C’ by the homotopy axiom of the fixed point index. 1 
7. THE INDEX IN R” [Section 771 
THEOREM 7.1. If CT is an open subset of S, a compact connected -OJR, 
f : 0 ---f X is a constant map f (I;) = c, then 
Proof. If c $ Uthenf h as no fixed points on c:, so taking CT1 and L:, , 
disjoint open subsets of Ii, the additivitv axiom implies 
i(f, C) = i(f, U,) + i(f, C:3), 
i(.f, C) = i(f, cil), 
i(f, U) = i(f, CT?) == 0. 
Extend f to F : X + X by setting F(X) = c. If c E li then F has no 
fixed points on X - U so, by the additivity and normalization axioms, 
i(f, U) = i(F, li) : i(F, .Y) = L(F). 
Since 
fqy) z!tL+ If/l(dy) 
commutes, it is clear that L(F) = Tr(@(F)) = I. II 
12 BROWN 
THEOREM 7.2. Let a, b E R1 and let f : [a, b] + R1 be a map. De$ne, 
for x E R1 - 0, u(x) = x/l x 1; thenf(a) # a, f(b) # b implies 
i(f, (a, b)) = $(4b -f(b)) ~ + -f(a))). 
In particular, iff is di#eerentiable at x0 E Q(f) and df (x,)/dx f 1, then x,, 
is an isolated$xed point off and 
i(f, x0) = u (I - pj. 
Proof. We remark first that i( f, (a, b)) is well-defined when f (a) f a, 
f(b) f b because then (X, f, (a, 6)) is admissable when X is a closed 
interval containing f ([a, b]). For the first part of the proof, consider the 
following cases: 
(1) .f (4 > a, f(b) < b; 
(11) f(a) > a, f(b) > b; 
(III) f(a) -c a, f(b) c b; 
(IV) f(a) < a, f(b) > b- 
In case (I), define a homotopy h, from f to the constant map k taking 
[a, b] to c = (f(a) + f (b))/2 by pulling f (x) to c along a line segment. 
Since f (a) > a and c > a then the segment between f (a) and c avoids a 
and hence h,(a) > a for all t E 1. Similarly, h,(b) < b so by the homotopy 
axiom and the previous theorem, 
i(f, (a, b)) = i(k (a, b)) = 1, 
since c E (a, b). In case (II), let c = (f(b) + b)/2 and construct h, as 
above; then h,(a) > a for all t EJ since f (a) > a and c > b > a. Also 
h,(b) > b since f (b) > b and c > b. Thus by the homotopy axiom and 
the previous theorem, 
i(f, (a, b)) = i(k (a, b)) = 0, 
since c 4 [a, b]. Case (III) is clearly symmetric with case (II), so 
i(.f, (a, b)) = 0 here also. For case (IV), choose /3 > b and define 
g : [a, p] ---f R1 by letting g equal f on [a, b], letting g(p) = (b + /$/2, 
and extending the definition linearly over [b, p]. By the additivity axiom, 
i(g, (a, B)) = i(g, (a, 4) + i(g, (b, B)). 
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Now g(a) = f(u) < a and g(p) < /3, so i(g, (a, p)) = 0 by case (III). 
Furthermore, i?(b) = f(b) > b while g(p) \: /3 so ;(g, (6, /3)) = 1 
by case (I). Therefore 
i(f, (a, b)) = i(g, (a, h)) = - 1. 
There are four possible values for the pair (a(b -f(b)), o(a -f(a))) 
corresponding to the cases above, and for each case vve have shown that 
u, (a, b)) = i(+J -f(b)) - O(Q -f(u))), 
which completes the first part of the proof. Now assume thatf is differen- 
tiable at a fixed point x0 and that df(s,)/& > 1; then for E > 0 and 
small enough, (f(q f c) - .f(%J))lc > 1 SJ f( s0 f l ) > x,) + E. Simi- 
larly, f(xo + l ) -c x,, + E if E < 0 and E 1 is small enough, so x,, is an 
isolated fixed point off and, by case (IV), i( f, .q,) = - 1. In the same 
way, df(x,)/d,z < 1 implies f(~” + l ) <.’ x,, f l for E > 0 and 
f(xo + e) > x,, + E for E < 0 so i(f, s,J = 1 by case (I). We have com- 
pleted the proof that ;(f, x,,) = u( 1 - df(x,)/&). 1~ 
Given a space X and a function f : S + R”, vve will always denote by 
the corresponding capital letter F : X + R” the function such that 
F(a) = x’ -,f(~) for all x’ E S. 
We are interested in the following situation. We have an open set I’ 
in R”, a map f : Ci + RI’, and an isolated fixed point x,, off. We wish to 
compute z’(f, x0). Let h : R7’ ---f R” be a homeomorphism taking 0 E RI’ 
(the origin) to x,, . By the commutativity axiom, 
i(f, X”) = i(h(h-lf), X”) = i(h-lfh, O), 
so there is no real loss of generality in assuming that x,, = 0. 
Let B, = [p E R” 1 1 p / < E). 
LEMMA 7.3. If 0 E (uj , bj) C R1, fj : (aj , bj) --j R1 is dzfleerentiuble at 
0, fj(0) = 0, and dF,(O)/dx < 0 for j = 1, 2, then there exists E > 0 
and a homotopy h, : B, 4 R2 szrch that h, = fi . f2 , hl(Bc) = 0, und 
h,(p) #pforullp~~B,undt~I. 
Proof. The hypothesis dFj(0)/dx < 0 implies that there exists E > 0 
such that fj(x) > x if 0 < x < 6 and fj(x) < x when --E < x < 0, 
for j = 1, 2. Let pI denote the rotation of B, in a counterclockwise 
direction through an angle of tr radians. 
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Define h, : B, ---f R2 by 
It is obvious that h,, = fi >: fa and that h,(R,) = 0, so it remains to 
show that h, has no fixed points on aB, . If p E aB, , observe that, 
by the choice of E, (fr \/ fJ p,(p) $ B, so h,(p) # p for 0 < t < 2. 
For 4 < t < 1, we just observe that unless p is on an axis of R3, the 
points p and h,,,(p) are in different quadrants of R2 because p and 
pilz( p) are in different quadrants and fi Y fz preserves quadrants. If p 
is on an axis, then plie( p) is on a different axis and fi / f2 preserves 
axes. Thus h,(p) # p for all t. I/ 
LEMMA 7.4. Let X and Y be compact ANR’s and let CT, V be open 
subsets of ,Y and Y, lespectiaely. [f f  : U -+ ,Y is a map with an isolated 
fixed point at x,, and k : V -+ Y is the constant map k(V) = y,, E V, then 
i(f 4: k (x,, , y,,)) = $f, x0). 
Proof. Define n : S ,< Y + X by .ir(x, y) = Y and j : X -+ X ~* Y 
by j(x) = (x, y,,). By the commutativity axiom, 
0 A k (.vU , yo)) = i(j(4f x k)), CQ , YJ) 
= i(+f x A) j, i-‘(.~o , rd) 
= i(f, %I). II 
LEMMA 7.5. For j = l,..., Z, let 0 E (aj , bj) C R1, fj : (aj , hj) + R' 
be maps di#erentiable at 0, fj(0) = 0 and dF,(O)jdx f  0. Let f = fi r’ ... 
x f,,; then i(f, 0) = o(JF(O)), where jF(0) denotes the Jacobian of F at 0. 
Proof. Obviously 
By the commutativity axiom, i(f, 0) is independent of the ordering of 
the fj’s, so assume dF,(O)/dx is negative for j = 1 ,..., m and positive for 
j = m + l,..., n (where it may be that m = 0 or m = n). Then, 
o(JF(0)) = (- 1)“. Write m = 2r + 6 where 8 = 0 or 6 = 1. By 
Lemma 7.3 and the proof of Theorem 7.2, there is E > 0 and a homotopy 
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11, : B, + I?” such that h,, :: f, h, is the constant map at 0 if 6 === 0, 
12, = fl x k, where, for p = (x1 ,..., xII) E B, , (fr / k)(p) = (f,(xr), 0) 
if 6 :m I, and h,( p) f p for p E i;B, . Thus if m is even, 
i(f, 0) = i(h, , 0) = L(h,) = 1 
by the homotopy and normalization axioms and the definition of the 
Lefschetz number. If nz is odd, 
by the homotopy axiom, I,emma 7.4, and Theorem 7.2. In either case, 
i(f, 0) -7 (-I)“, = cs(JF(0)). ) 
LEMMA 7.6. Letf : cy+ Rrl be a map where I; is a~ opeil subset of R” 
containing 0. Suppose thatf (0) 1 0, J is o c ass f  1 Cl on a neighborhood of 0, 
and IF(O) # 0. There exists a homotopy h, : r’; + R” such that h,, = f,  
h, = g, Y ... i< g,, , wheregj : nj + R1 (r; = I(0 ,..., 0, xj ,O ,..., 0) E CT)), 
h,(O) = 0, W,(O) . 2s a continuous nonz~anishing function of t, and for some 
rleighborhood V of 0, H, is one-to-one on IT. 
Proof. Write 
f(P) = f(s 1 >...9 4 = (fl(P)Y7.f,l(P)) 
where fj : c + R r. Let S(n) denote the group of permutations of n 
symbols. For p E S(n), define h,c : c + R” by 
where 
hp,(p) = (fl(t.~“‘l’),...,fn(ts”(n))) 
w(j) = (LY, ,..., t.~,(~)~~ , .T~(,) , ts,(j)+l ,..., 6~~). 
Let Fj,. = -2fj(0)j2x,,. if j f k and let Fjj = I - 8~(O)/ax,; then by 
definition 
where rr(cp) is + 1 if g? is an even permutation and ~ 1 if 9; is odd. Note 
that h,,~ = f, h,v x g, x. ... ,., g,, , where 
‘yj(Xj) == fk(O ,..., 0, x, ( 0 ,..., 0) 
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and p(k) = j, and JHL@(0) is a continuous function of t. However, 
JHlm(0) = 0 may h ave a solution for some t E I. We claim that there is 
some q E S(n), however, for which JHlm(0) is a nonvanishing function. 
Suppose that there were no such permutation y. In other words, suppose 
that the system of equations JHT(,,(O) = 0, q E S(n) has a solution. 
Note that JF(0) # 0 implies that t(q) < 1 for all 91. Order the elements 
of S(n) and let 3 = (F, ,..., F,, !), where Fj = Fl,cl, ... F,,,,,,, and v is the 
j-th element of s(n). Al so write t(y) = tj in that case. The system can 
be written Tg = 0 where 
T = T(t, ,..., tn!) = 
Since IF(O) f 0, it must be that 3 # 0 so there is a solution to Tg = 0 
if and only if there is a solution (tl ,.,., t,t !), 0 < tj < 1, to the equation 
det( T) = 0. Observe that 
det T(l, t, ,..., tn!) = fi (1 - tj) > 0. 
j=z 
Write 
det T(l, t, ,..., fn!) = det T(t2 ,..., tn!) - B,! , 
where 
B,! = t,(det T(l, t, ,..., t,!)) + ... + t,,!(det T(1, tz ,..., t+d), 
by expanding by cofactors of the first column and rearranging the order 
of columns in the submatrices so that the signs are all the same. Thus 
B,! 3 0. Now expanding det( T) by cofactors of the first row gives 
det(T) = det T(t, ,..., tn,) ~ t,B,! , 
so assuming 0 < tj < 1 for j = 2,..., n!, det( T) = 0 implies 
t,B,! = det T(t, ,..., t,!) 
= det T(1, t, ,..., tn!) + B,! $ 0. 
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Consequently B,! f 0 and 
t 
1 
= det T(b ,..., t,J > 1 
Bn! 
, 
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which establishes a contradiction and verifies our claim that Ts # 0 
and thus that JHIc(0) f 0 for all t E I, for some F E S(n). It remains to 
find the neighborhood V of 0 on which H, = HT is one-to-one for each t. 
By hypothesis there exists 6 > 0 such that f is of class C’ on B, . Define 
D : B, ‘~: . . . A. B, ‘< I + R’ by 
afftc PA ... WPl) 
as, ax, 
D(P, ,...> p, , t) = det i 
WC PJ ... WiPrJ 
ax, ax, 
and note that JF(0) f 0 means that D(0 Y ... x 0 x I) C R1 - 0. 
By continuity, there exists E > 0 such that / p, / < E for j = I,..., n 
implies D( p1 ,..., p, , t) # 0 for all t E 1, so let V = B, and the Inverse 
Function Theorem completes the argument. 11 
THEOREM 7.7 [23]. Let U be an open subset of R” containing 0 and let 
f : U 4 R” be a map such that f  (0) = 0, f  is of class Cl in a neighborhood 
of 0, and JF(0) f  0; then i(f, 0) = a(JF(0)). 
Proof. By Lemma 7.6, we have a homotopy h, fromf to fi x ... x f,  , 
where fj : Uj + R’ and h, has no fixed points near 0. By the homotopy 
axiom, i(f, 0) = i(fi X’ .a* x f,, , 0). We know from Lemma 7.5 that 
i(fl x ... x jit ( 0) = a(J(F, x ... x F,)(O)). 
Since the homotopy h, has the property that JH,(O) is a continuous 
nonvanishing function of t, a(JH,,(O)) = o(JH,(O)), which means that 
8. RESTRICTION OF MAPS [Section 781 
THEOREM 8.1 [24]. Let A b e an ANR which is a closed subset of X, 
a compact ANR. Suppose that f  : U + A is a map such that (X, f,  U) 
is udmissable; then i(f, ITI) -__ i(f A, I; CT A). 
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Proof. Let e : A + X be inclusion. By the commutativity axiom 
i(f, U) = i(ef, U) 
= i(fe, e-‘(U)) 
= i(f ! A, U n A). \I 
LEMMA 8.2. Let K C Ii C X, where K is compact, U is open, and X 
is a compact ANR. There is a compact ANR, A, such that K C A C U. 
Proof. Imbed ,Y in the Hilbert cube I”; then there is an open set IV 
in I’” and a retraction r : W + X. Let U = r-l( C’); then U is an open 
subset of I” containing K. Cover the compact set K by CT, ,..., r,rs, 
where the Ui are open convex sets with closures in U. Let Cj = 
cv(K n uj); then Cj is in the convex set uj and hence in U. The sets Cj 
are compact by Theorem 3.7 because I” is contained in a Hilbert space. 
Define A = &, Cj; then we have K C A C U where A is a compact 
ANR by Theorem 3.2 because convex subsets of a Hilbert space are 
ANR’s (Theorem 3.6). Finally, define r(A) = A; then 
K = r(K) C r(A) = i2 C Y(U) = c’ 
and A is a compact ANR because it is a retract of a compact ANR 
(Theorem 3.1). (1 
THEOREM 8.3 [25, first part]. Given a map f : X --f X such that 
(X, f, U) is an admissable triple, define core(f / D) = fizz1 f"(U). 
Suppose that core(f ( 0) C U. There is a closed subset A of U such that 
H*(A) is ji nz ar ‘t y and such that core(f 1 u) u f(A) C A. 
Proof. Let U, = nE=a f-“(U), i.e., x E U, if and only iff”(X) E t! 
for all nz 3 0. Since 
f(core(f 1 0)) C core(f 1 D) C U 
then core(f 1 u) C U,, . Observe that f (U,) C Lr,i . We claim that U, 
is open in U, and hence in X. If U,, is not open in U then there exists 
u E U, and a sequence (xi} C U - U,, such that limj,,, xi = u. Since 
u E uo > then f “(u) E U for all m > 0. By continuity, there exist neigh- 
borhoods (V,} f o u in U such that f “( I’,,) C U. Each V/,, contains all 
but a finite number of the xi , so for these xj we have f “(xj) E U. Since 
each xj 4 U,, , then for each j there exists mj > 0 such that f mj(xj) E U 
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butf”‘l+l(xj) 4 E. I+ ‘e can reorder and extract a subsequence of the xj so 
that mj ( mj+l for all j. Let B = (xj) u {u) and define K to be the 
closure of core(f 1 B); then f”‘j+r(~~) E K - U for all j. Now K is com- 
pact and K - U is closed in K, so extracting a subsequence we have 
that limj..,, f”‘~+r(~~) = y, a point in K - CT. For each k, let j, be an 
integer such that j > j,. . Implies nzj + 1 > k. Fix k and write, forj > .j,,. , 
f”‘j-m’(xj) = f”( f’“~-‘~“(~~)), and define 
Thus for each k we have 
y  = f;yf”‘J+*(xj) = ii? f k(fmJ+l--P(xj)) 
= f “(fhy f “‘+“(xj)) 
= f yz$J Efy q, 
which implies y E core(f / 0) C I:, thus establishing a contradiction and 
proving that U, is open. Now we have the situation core(f 1 0-j;) C U, C I,‘, 
where U, is open and f( r’,,) Cr U,, . Since core(f 1 U) C U, , the com- 
pactness of X guarantees the existence of an integer n such that 
f”(o) C CT,, . Choose open sets tr, ,..., U,-, so that 
Define 
V = u, np(Ul) nff2(U3) n ... nf-7~+~1(U,-,); 
then V is an open subset of ,Y. Since 
f (core(f 1 0)) C core(f 1 U) C U, 
for 1 < cy < n - 1, we havef”(core(f ] 0)) C lJ, or core(f 1 u) cf-l( U,), 
so core(f / a) C V. We claim thatf(V) C V. First, 
f(V) -cf(Uo) nf(fp’(W n *.. nf(f-“+YUnd) 
_C Z!, n LI, n f-I( U,) n ... n f -n+2( U,-,). 
20 
Next observe that 
p-1)( U,) c 
for1 <a<n- 1,so 
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f(V) C tTo n Ul nf-l( U,) n aee nf--n+2( U,-,) 
C U, nf-l(UJ n ... nf-n+“(U,p,) 
since ( VO n U,) C t7, C U, . Finally, using the fact that f”(U) is 
compact, we have 
pl(f( V)) = f”(V) c f”( U) = f”(U) c u,-, 
and therefore f(V) C I/. If we apply Lemma 8.2 in the case K = 
core(f 1 0) ~f( V), U = V, then we have A, a compact ANR with the 
property 
core(fI U)Uf(V)CA C V. 
Now H*(A) is finitary by Corollary 3.11. Furthermore, f(A) cf( V) C 
f(V) C A, so core(f 1 0) uf(A) _C A as required. 11 
THEOREM 8.4 [25, second part]. Supposef : X --f X is a map such that 
(X, f, U) is an admissable triple and core(f 1 u) c U. Let F be a closed 
subset of X such that H*(F) . ji ‘t y IS nz ar and core(f 1 U) u f(F) C F C U; 
then i(f, U) = L(f ( F). 
Proof. By a trivial modification of the argument in Theorem 8.3, 
we obtain an open set V such that F C V C U and ,f(V) = f (8) C V. 
Since Q(f) n U C core(f 1 g) C F, then i( f, U) = i(f, V) by the addi- 
tivity axiom. By Lemma 8.2, there is a compact ANR, A, such that 
F uf( Y) C A C V. By Theorem 8. I and the normalization axiom, 
since 
i(f, V) = i(f 1 A, V n A) = L(f 1 A) 
f(A) Cf(Y) Cf(Y) c A c v. 
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Finally, F is a closed subset of ;I’ with the propertyf(F) C F and H*(F) 
is finitary. Furthermore, core(f i A) C core(f i U) C F so the hypotheses 
of Theorem 5.1 are satisfied and Qf 1 A) = L(f j F). This completes 
the argument that i(f, IJ) =: L(f ) F). 1) 
9. THE INDEX ON CARTESIAN PRODUCTS [Section 791 
THEOREM 9.1 [26]. Let S and Y be compact ANR’s and let U be an 
open subset of X \ Y. Let f : Ci + AT, g : U + I’ be maps and define 
f <g:u-txx Y by f /: g(x, y) = (f(x, y), g(x, y)). We assume that 
(X u Y, f ‘< g, U) is admissable. Suppose that k : L’ + 1’ is a map such 
that if (x, y) E u and f (x, y) = x then k(w, y) = g(x, y). It follows that 
i(f x g, U) = i(f x k, Ci). 
Proof. Observe that @(f “: g) = @(f y k) C CT, that @(I i g) is 
compact, and that g and k agree on @(f >’ g). There exists q > 0 such 
that if (x, y) is within a distance 7 of the set @(f :.. g) then (g(x, y), k(a, y)) 
is within a neighborhood of the diagonal in (X < Y) < (S 2, Y) with 
the ULC property. (See Theorems 3.3 and 3.8.) We may assume that 
the distance from @(f ,X g) to a&’ is greater than 71. Let V be the set of 
points in X x Y which are within a distance q/2 of @(f x g); then the 
ULC property states that g 1 7 and k i I’ are homotopic by a homotopy 
h, : v--j Y with the property that if g(x, y) = k(x,y) then 12,(x, y) = 
g(x, y) for all t. Define h,’ : F ++ X ,: Y by 
ht’(s, y) = (f(2L.Y ), h,C~~ Y))i 
then h,’ is a homotopy between f ,< g / I,’ and f *, k 1 v. If (x, y) E iiV 
andf(x, y) = x then g(x, y) # y because @(f .( g) C V, so h,(x, y) f y 
for all t and therefore no h,’ has a fixed point on %V. By the homotopy 
axiom, then, ;(f *: g, V) = i(f ,; k, V). Furthermore, @(f x g) = 
@(f < k) _C V, so by the additivity axiom, i(f 7 g, CT) = i(f Y g, L’) 
and i(f x k, U) = i(f Y k, b’). I/ 
LEMMA 9.2. Let U be an open subset of R” containing 0 and let 
f : U + R1b be a linear functions whose only fixed point is 0; then JF(0) # 0 
where F : U + R” is defined by F(x) = x - f(x). 
Proof. Suppose that JF(0) = 0. Since f is linear and f(0) = 0, there 
exists a linear transformation g : R” + R” such that g(x) = f(x) for all 
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x E U. We observe that G : Rn ---f R”, defined by G(x) = x - g(x), is 
also a linear transformation, so, letting dG denote the differential of G, 
we have dG(x) = G for all x E Rn. Since G is identical with F in a 
neighborhood of 0, the determinant of G is 
det(G) = jG(0) = IF(O) = 0 
and G is a singular linear transformation. Therefore, there exists a 
vector subspace S of RH, of dimension at least one, such that G(S) = 0. 
Thus, for x E 5’ n U, we have 
0 = G(x) = x - g(x) = x -f(x), 
which means that the points of S n U are fixed points off, in contra- 
diction to the hypothesis that 0 is the only fixed point. I/ 
LEMMA 9.3. Let X and Y be finite polyhedra, let U be an open subset 
of X, and let V be an open connected subset of Y. Suppose that f: U x P - X 
and g : v ---f Y are maps such that if (x, y) E all /’ v then f (x, y) # x 
and if y~i3V then g(y) fy. Define f xg: U ,*; V-X A Y by 
(f x g)(x, y) = (f(x, Y), g(y)) an4 for Y E VT define f, : 0 - X br 
f&x) =f(x,y); then 
i(f x g, u :< V) = i(f, , U) ’ qg, V). 
Proof. Observe first that the hypotheses and Theorem 3.4 assure 
us that all three indices in the conclusion are well-defined. Next, since v 
is connected, Theorem 6.1 tells us that i(f, , IT) = i(f,, , U) for all 
y, y’ E v. By Theorem 3.5, there is a map g’ : v - Y E-homotopic to g 
such that the fixed points y1 ,..., ys of g’ lie in the interiors of maximal 
simplices of Y, where t > 0 is chosen small enough so that the homotopy 
has no fixed points on 8V. For eachj = l,..., s, there is, by Theorem 3.5, 
a map&, . 
of fi+ he 
. I?- X Ej-homotopic otfu, such that the fixed points xrj,..., x& 
in the interiors of maximal simplices of X, where Ej > 0 is 
chosen small enough so that the homotopy has no fixed points on au. 
Choose disjoint open cells W, ,..., W, in Y and open cells V, ,..., V, 
so that 
y,EVjC VjUg’(Vj)C Wj. 
If we choose Vj small enough, then the mapsf x g’ : u x Vj + .X x Y 
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andfij 2.g’: C;TX ~j~-tS b’ I’ will be so close that, by Theorem 3.9, 
they are E-homotopic, where E > 0 is chosen small enough so that the 
homotopy has no fixed points on Z( I7 j Is). Define 
(f x g)’ : r’i :. [ r’l - ,i (m; - ri,] - s Y 5’ 
by setting 
(f :c g’)k Y) 
(f x kT(xt Y) = I-1 
(f,‘, x f’h Y) if ~EJ; for some j. 
Clearly (f i< g)’ and the restriction off ‘l, g’ to C ._ [i _IJs=r ( Wj - J,‘j)] 
are homotopic and since f ;.; g’ is defined on all of U k, J’, then by 
Theorem 3.12, (f >' g)' extends to c < r/ and the homotopy extends as 
well, preserving the second coordinate. Since g’ has no fixed points 
outside U,“=, Vj and we already know hovv the homotopy behaves on 
U Y (Jy=, Vj , we see that the homotopy between f ;s: g’ and (f c g)' 
has no fixed points on ?( I: .~ V) because the homotopy preserves the 
second coordinate. Let Iz, : I’ + I’ be the c-homotopy between g and g’ 
mentioned above; then f ; ; h, : U x r/ + I’ is a homotopy between 
f ,; g and f i( g’ and since f (x, y) f Y for (x, >j) E i’cr ,. P, it is clear 
that the homotopy f >: h, has no fixed points on ?( c: I+. I). Applying the 
homotopy axiom to the homotopies previously defined, we obtain 
i(g, J’) = Q’, J7), 
UC/, ! q = w, , U), j = I,..., s, 
i(f x g, U Y V) = i(f x g’, U x I-), 
i(f x g’, U x V) = i((f ‘: g)‘, U x Jr). 
For each j = I,..., s, choose a set of disjoint open cells C,J’,...,C~~(j, and 
open cells Urj,..., IY~$~, such that 
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for k = l,..., s(i). The fixed point set of (f x g)’ consists of all points 
of the form (xkj, yj), so, by the additivity axiom, 
s s(j) 
i((f x g)‘, U x V) = C C i((f x g)‘, U,j x Vj). 
j-1 kl 
Now Ckj and Wj are open cells and fij ) Dkj and g’ 1 Vj are maps with 
single fixed points at xkj and yj , respectively. Identify Ckj, Wj and 
C,j x Wj with Euclidean spaces of the appropriate dimensions so that 
xkj, yj and (xkj, yj) correspond to the origins. By definition, 
(f X g)’ 1 Ukj X Vj = fij X g’ 1 .!Jkj X Vj . 
Theorem 3.5 tells us that fij is linear near xkj and g’ is linear near yi , 
because the maps are simplicial. Therefore, in the notation of Section 7, 
F&O) # 0, JG’P) f 0, and J(Fij x G’)(O) # 0 by Lemma 9.2. 
Hence, by Theorem 7.7, 
i ((f x g)‘, Ukj x Vj) = i(fij x g’, U,’ x Vj) 
= 4m, x WY1 
= dJG,(O) * JVY 
= i(fi’, )  U,‘) *  i(g’, Vj). 
By the additivity axiom, 
i(g’, V) = i i(g’, Vj) 
j=l 
and 
s(j) 
i(f,‘, ,  U) = c i(fij, Ur ; ) ) .  
I;=1 
Since i(f,, , U) is independent of the choice of j, so also is i(fij , u). 
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Putting together all the information, we have 
= i(& ) U) . i(g’, 6’) 
= u,, 3 U) . CAY> V) 
= i(f, > U) . i(g, J’7 
for all y E V. 11 
THEOREM 9.4 [27]. Let X and Y be compact ANR’s, let U be an 
open subset of X, and let V be an open connected subset of Y. Suppose that 
f:ux V+Xandg: V + Y are maps such that ;f (x, y) E aU >: B 
thenf(x,y) #xandify~aVtheng(y) fy. Definefxg: 0~~ Y+X x Y 
by f x Ax, Y) = (f(x, Y), g(y)) and, for y E v, define f, : u - x by 
f,(x) -f(x,y>; then 
i(f x g, u x I') = i(f, , U) . i(g, J'). 
Proof. Define 
cf = inf{d(x, f(x, y)) i (x, y) E ac; v F]., 
cg = inf{d(y, g(y)) I Y E a VI, 
where d denotes the metric of the appropriate space, and let E be the 
smaller of cl and E{, . Let K(zy) E-dominate -k’ by maps p?.u : X + K(X) 
and 4X : K(X) + X (Theorem 3.10) and let K(Y) c-dominate Y by 
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pr : Y + K(Y) and #r : K(Y) + Y; then K(X x Y) = K(X) >< K(Y) 
2E-dominates -Y /: Y by means of maps 
cpx,). = yx x 9)y : -k’ x Y + K(X ,.: I’), 
# x%/y = $bx x *y : K(X x Y-t A- x I’. 
Consider maps K(f) and K(g) defined so as to make the following 
diagrams commute: 
We claim that if (x’, y’) E a#-,‘( U) x $;l(V) then K(f)(x’, y’) f x’. 
Suppose, on the contrary, that K(f)(x’, r_‘) = x’. Define x = &(x’), 
y = #y(y’) and observe that x E aU, y E V, so d(f(x, y), x) 3 l 1 3 E. 
Now 
x’ = K(f)@‘, y’) 
= f?kf(#x x IclY)(X’,Y’) 
= Pxf(“, Y>z 
which implies x = #xpxf(x, y). But K(X) E-dominates X so 
which establishes a contradiction and verifies our claim. Similarly, if 
y’ E a$$( V) th en Kk)(y’) f Y’. For y’ E #y’(V), define K(f),, : 
$i’( o)+ K(X) by K(f),(x’) = K(f)(x’, y’). Let C, ,..., CT denote the 
components of $y’( V). By Lemma 9.3, for any y’ E Cj , 
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for eachj = l,..., Y. Next we claim that 
i(K(f) ?I K(g), $b,; y( u \: L’)) = i(f ,\ g, Z’ /: I,‘). (1) 
In order to establish this claim, vve first note that the commutativity 
axiom tells us that 
Now +x>.wrw is homotopic to the identity map on S I, Y by the 
homotopy hlX x 1z,r, where hir is the t-homotopy between $,rqx and 
the identity map on S and 12,” serves the same purpose on Y. Suppose 
that 
E > 4vidY),g(Y)) = 4Y>‘dY)). (b) 
But, by the definition of E, if (x, y) E 8LT x p then (a) is impossible and 
if(s,y)E U K aVthen(b) is impossible, so the homotopy axiom may 
be applied to conclude that 
~(~,Y,<YP,YXY(f x g), u x v> = i(f x g! u x IT), 
which completes the verification of equation (1). Similarly, 
@q(f),* , $X1( CT)) = i(f, > CT), (4 
where y = #r( y’) and y’ E $;I’( V) is any point. In addition, 
qqg), &‘(q = i(g, q. (3) 
By (2), the connectedness of IT, and Theorem 6.1, we see that 
VW),, 7 ox’) . is actually independent of the choice of y’ ranging 
28 BROWN 
over all of $y’( V). Therefore, using the additivity axiom, we obtain 
W(f) x fw, #G’(U) x hw)) 
= W(f),, > 43 W) . VW, ?&a V) 
for any y’ E $y’( V). C onsequently, equations (l), (2), and (3) imply that 
i(f x g, u x V) = i(f, , U) . i(g, V) 
for anyyE Y. 11 
10. THE INDEX ON ACYCLIC SPACES [Section 801 
THEOREM 10.1 [28]. Let X be a compact ANR which is acyclic, i.e., 
Ho(X) E Q and HP(X) = Ofor p # 0, and let f : X + X be a map such 
that (X, f, U) is an admissable triple. If g : D + X is a map such that 
d4 =f( >f n x or a x E au, then i(f, U) = i(g, U). 
Proof. Define G : X + X by 
G(x) = I;;‘;; 
if x E o’, 
if x EX - U. 
By the additivity axiom 
L(f) = i(f, U) + u x - U), 
L(G) = i(G, U) + i(G, S - Cl). 
NowL(f) = L(G) = 1 b ecause X is acyclic. Since G = f on X - U, w-e 
have i(f, X - U) = i(G, X - U). Consequently, 
i(f, U) = i(G, U) = i(g, U). 11 
