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Abstract
The main result of this paper is a computation of the motivic cohomol-
ogy of varieties of n × m-matrices of of rank m, including both the ring
structure and the action of the reduced power operations. The argument
proceeds by a comparison of the general linear group-scheme with a Tate
suspension of a spacewhich isA1-equivalent to projective n− 1-spacewith
a disjoint basepoint.
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1 Introduction
The results of this paper are theorem 19, which computes the motivic cohomol-
ogy (or higher Chow groups) of varieties of n× m-matrices of of rank m, the
Stiefel varieties of the title, including the ring structure, and theorems 20, 21
which compute the action of the motivic reduced power operations, the first
for the Steenrod squares, the second for odd primes. The ring structure on
H∗,∗(GL(n)) has already been computed, in [Pus04], where the argument is
via comparison with higher K-theory. We are able to offer a different computa-
tion of the same, which is more geometric in character, relying on an analysis
of comparison maps of varieties rather than of cohomology theories.
The equivalent computation for e´tale cohomology appears in [Ray68]; the
argument there is by comparison with singular cohomology, and that suffices
to determine even the action of the reduced power operations on the e´tale co-
homology of GL(n,Z), and from there on the e´tale cohomology of GL(n, k)
where k is an arbitrary field. The universal rings of loc. cit. are not quite Stiefel
varieties, but they are affine torsors over them. In principle, by slavish imita-
tion of loc. cit. the methods of the present paper allow one to prove that with
sporadic exceptions the universal stably-free module of rank at least 2 over a
field is not free, and to do so without recourse to a non-algebraic category.
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In this paper we deduce, by elementary means, the additive structure of
the cohomology of Stiefel varieties, proposition 5, then we deduce the effect
on cohomology of two comparison maps between the different Stiefel mani-
folds, these are propositions 7 and 8. By use of these, the ring structure and
the reduced power operations in all cases may be deduced from the case of
GL(n). We present a map in homotopy Gm ∧ P
n−1
+ → GL(n) that is well-
known in the classical cases of R∗ ∧RPn−1+ → O(n) and C
∗ ∧CPn−1+ → U(n),
[Jam76, Chapter 3], where it fits into a larger pattern of maps from suspen-
sions of so-called “stunted quasiprojective spaces” into Stiefel manifolds. In
the classical case, with some care, one may show that the cohomology of a
Stiefel manifold is generated as a ring by classes detected by maps to stunted
projective spaces. The comparison of Stiefel manifolds with the appropriate
stunted projective-spaces underlies much of the classical homotopy-theory of
Stiefel manifolds, the theory is presented thoroughly in [Jam76], we mention
in addition only the spectacular resolution of the problem of vector fields on
spheres in [Ada62]. Care is required even in cohomology calculations because
the products of classes in the cohomology of Stiefel manifolds muddy the wa-
ter. In A1-homotopy, there are also analogues of stunted projective spaces, but
the bigrading on motivic cohomology means that the products of generating
classes may be disregarded in articulating the range in which the cohomology
H∗,∗(Gm ∧P
n−1
+ ) and H
∗,∗(GL(n)) coincide, and we arrive at a much simpler
statement, theorem 18 without having to mention the stunted spaces at all.
In proving theorem 18, we employ a calculation in higher Chow groups.
This calculation is on the one hand attractive in its geometric and explicit char-
acter but on the other hand it is the chief obstacle to extending the scope of the
arguments presented here to other theories than motivic cohomology.
2 Preliminaries
We compute motivic cohomology as a represented cohomology theory in the
motivic- or A1-homotopy category of Morel & Voevodsky, see [MV99] for the
construction of this category. The best reference for the theory of motivic co-
homology is [MVW06], and the proof that the theory presented there is repre-
sentable in the category we claim can be found in [Del], subject to the restric-
tion that the field k is perfect. Motivic cohomology, being a cohomology theory
(again at least when k is perfect) equipped with suspension isomorphisms for
both suspensions, Σs, Σt, is represented by a motivic spectrum, of course, but
we never deal explicitly with such objects.
We therefore fix a perfect field k. We shall let R denote a fixed commuta-
tive ring of coefficients. We denote the terminal object, Spec k, by pt. If X is
a finite type smooth k-scheme or more generally an element in the category
sShvNis(Sm/k)), we write H
∗,∗(X; R) for the bigraded motivic cohomology
ring of X. This is graded-commutative in the first grading, and commuta-
tive in the second. If R → R′ is a ring map, then there is a map of algebras
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H∗,∗(X; R) → H∗,∗(X; R′). It will be of some importance to us that most of
our constructions are functorial in R, when the coefficient ring is not specified,
therefore, it is to be understood that arbitrary coefficients R are meant and that
the result is functorial in R.
We write MR for the ring H
∗,∗(pt; R). Since pt is a terminal object, the ring
H∗,∗(X; R) is in fact an MR algebra. We assume the following vanishing results
for a d-dimensional smooth scheme X: Hp,q(X; R) = 0 when p > 2q, p > q+ d
or q < 0.
At one point we employ the comparison theorem relatingmotivic cohomol-
ogy and the higher Chow groups. For all these, see [MVW06].
Let Sm/k denote the category of smooth k-schemes, and let Aff/k denote
the category of affine regular finite-type k-schemes. We shall frequently make
use of the following version of the Yoneda lemma
Lemma 1. The functor Sm/k → Pre(Aff/k) given by X 7→ hX , where hX(SpecR)
denotes the set of maps SpecR → X over Spec k is a full, faithful embedding.
Proof. The standard version of Yoneda’s lemma is that there is a full, faithful
embedding Sm/k → Pre(Sm/k). The functor we are considering is the compo-
sition Sm/k → Pre(Sm/k) → Pre(Aff/k) obtained by restricting the domain
of the functors in Pre(Sm/k). One can write any Y in Sm/k as a colimit of
spectra of finite-type k-algebras. We have
Sm/k(Y,X) = Sm/k(colim Spec Ai,X) = lim Sm/k(Spec Ai,X) = limX(Ai)
from which it follows that the functor Sm/k → Aff/k inherits fullness and
fidelity from the Yoneda embedding by abstract-nonsense arguments.
We shall generally write X(R) for hX(SpecR).
In practice this result means that rather than specifying a map of schemes
X → Y explicitly, we shall happily exhibit a set-map X(R) → Y(R), where R is
an arbitrary finite-type k-algebra, and then observe that this set map is natural
in R. The result is a map in Pre(Aff/k), which is therefore (by the fullness and
fidelity of Yoneda) also understood as a map of schemes X → Y.
3 The Additive Structure
Proposition 2. Let X be a smooth scheme and suppose E is an An-bundle over X,
and F is a sub-bundle with fiber Aℓ, then there is an exact triangle of graded H∗,∗(X)-
modules
H∗,∗(X)τ
j // H∗,∗(X)
xxqqq
qq
qq
qq
q
H∗,∗(E \ F)
∂
ffNNNNNNNNNNN
where |τ| = (2n− 2ℓ, n− ℓ)
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Proof. This is the localization exact triangle for the closed sub-bundle F ⊂ E,
where
H∗,∗(E) = H∗,∗(F) = H∗,∗(X)
arising from the cofiber sequence (see [MV99] for this and all other unrefer-
enced assertions concerning A1-homotopy)
E \ F // E // Th(N)
where N is the normal-bundle of F in E. There are in two possible choices
for τ, since τ and −τ serve equally well. We make the convention that in
any localization exact sequence associated with a closed immersion of smooth
schemes Z → X, viz.
// H∗,∗(Z)τ // H∗,∗(X) // H∗,∗(X \ Z) //
the class τ should be the class which, under the natural isomorphism of the
above with the localization sequence in higher Chow groups, corresponds to
the class represented by Z in CH∗(Z, ∗).
In the case where F = X is the zero-bundle, then j takes τ to e(E), the
Euler class, as proved in [Voe03]. In general, by identifying H∗,∗(X)τ with
CH∗−n+ℓ(F, ∗), the higher Chow groups of F as a closed subscheme of E, and
employing covariant functoriality of higher Chow groups for the closed im-
mersions X֌ F֌ E, we see that j(τ)e(F) = e(E).
As shall be the case throughout, H∗,∗(X) denotes cohomology with unspec-
ified coefficients, R, and the result is understood to be natural in R. For the
naturality of the localization sequence in R, one simply follows through the
argument in [MVW06], which reduces it to the computation of H∗,∗(Pd) =
MR[θ]/(θ
d+1) which is natural in R by elementary means, c.f. [Ful84].
We note that |j(τ)| = (2c, c), so if, as often happens, H2c,c(X) = 0, this
triangle is a short exact sequence of H∗,∗(X)-modules:
0 // H∗,∗(X) // H∗,∗(E \ F) // H∗,∗(X)ρ // 0
Here |ρ| = (2n− 2ℓ− 1, n− ℓ)
Since H∗,∗(X)ρ is a free graded H∗,∗(X)-module, this short exact sequence
of graded modules splits, there is an isomorphism of H∗,∗(X)-modules
H∗,∗(E \ F) ∼= H∗,∗(X)⊕ H∗,∗(X)ρ
We remark that |ρ| = (2c − 1, c), so that 2ρ2 = 0 by anti-commutativity,
we now see that (a+ bρ)(c+ dρ) = ac+ (ad+ (−1)deg cbc)ρ + (−1)deg dbdρ2,
so in many cases (e.g. when 1/2 ∈ R) the multiplicative structure is fully
determined, and H∗,∗(E \ F) = H∗,∗(X)[ρ]/(ρ2)
Observe that if H2n,n(X) = 0 for n > 0, as often happens, then the same
applies to H∗,∗(E \ F).
We will have occasion later to refer to the following two results, which ap-
pear here for want of anywhere better to state them
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Proposition 3. Let X be a scheme and suppose E is a Zariski-trivializeable fiber bun-
dle with fiber F ≃ pt. Then E ≃ X.
Proof. This is standard, see [DHI04].
When we use the term ‘bundle’, we shall mean a Zariski-trivializable bun-
dle over a scheme. The following two propositions allow us to identify affine
bundles which are not necessarily vector-bundles.
Proposition 4. Suppose X is a scheme, P is a projective bundle of rank n over X
and Q is a projective subbundle of rank n− 1, Then P \ Q is a fiber bundle with fiber
An−1.
Proof. This follows immediately by considering a Zariski open cover trivializ-
ing both bundles.
Let k be a field. LetW(n,m) denote the variety of full-rank n×m matrices
over k, that is to say it is the open subscheme of Anm determined by the non-
vanishing of at least one m×m-minor. Without loss of generality, m ≤ n. By a
Stiefel Varietywe mean such a varietyW(n,m).
Proposition 5. The cohomology ofW(n,m) has the following presentation as an MR-
algebra:
H∗,∗(W(n,m); R) =
MR[ρn, . . . , ρn−m+1]
I
|ρi| = (2i− 1, i)
The ideal I is generated by relations ρ2i − an,iρ2i−1, where the elements an,i lie in M
1,1
R
and satisfy 2an,i = 0.
We shall later identify an,i as {−1}, the image of the class of −1 in k
∗ =
H1,1(Spec k;Z) under the map H∗,∗(Spec k;Z) → H∗,∗(Spec k; R).
Proof. If n = 1, there is only one possibility to consider, that of W(1, 1) =
A
1 \ {0}, the cohomology of which is already known from [Voe03], and is as
asserted in the proposition. We therefore assume n ≥ 2.
The proof proceeds by induction on m, starting with m = 1 (we could start
with W(n, 0) = pt). In this case W(n, 1) = An \ {0}, and H∗,∗(W(n, 1)) =
M[ρn]/(ρ2n).
W(n,m− 1) is a dense open set of Anm, and as such is a smooth scheme. If
m < n, there is a trivial An-bundle overW(n,m− 1), the fiber over a matrix A
is the set of all n×m-matrices whose first m− 1 columns are the matrix A

v1
A
...
vn


As a sub-bundle of this bundle, we find a trivial Am−1-bundle; the fiber of
which over a k-point (i.e. a matrix) A is the set of matrices where (v1, . . . , vn)
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is in the row-space of A. Proposition 2 applies in this setting, and we conclude
that there exists an exact triangle
H∗,∗(W(n,m− 1))τ // H∗,∗(W(n,m− 1))
uullll
lll
lll
lll
l
H∗,∗(W(n,m))
∂
iiSSSSSSSSSSSSSS
Since H2i,i(W(n,m− 1)) = 0 by induction, so this triangle splits to give
H∗,∗(W(m, n)) ∼= H∗,∗(W(m− 1, n))⊕ H∗,∗(W(m− 1, n))ρn−m+1
where |ρn−m+1| = (2(n−m+ 1)− 1, n−m+ 1). By graded-commutativity we
have, 2ρ2n−m+1 = 0. By considering the bigrading on the motivic cohomology,
and the vanishing results, we know that
ρ2r ∈ H
4r−2,2r(W(n,m); R) = H4r−2,2r(W(n,m− 1); R) where r = n−m+ 1
We can describe H∗,∗(W(n,m− 1); R) as an M-module as follows
H∗,∗(W(n,m− 1); R) ∼= M ⊕
⊕
i
Mρi ⊕
⊕
i<j
Mρiρj ⊕ J
where J is the submodule generated by multiples of at least three distinct
classes of the form ρi. Since wt(ρiρj) = i + j > 2(n − m + 1) for all i, j ≥
n−m+ 2, it follows the higher product terms are irrelevant to the determina-
tion of the cohomology group H4n−4m+2,2n−2m+2(W(n,m− 1; R)).
There are two possibilities to consider. First, that n > 2m − 1, which by
consideration of the grading forces H4n−4m+2,2n−2m+2(W(n,m − 1); R) = 0,
and so ρ2n−m+1 = 0. The other is n ≤ 2m− 1, in which case
H4n−4m+2,2n−2m+2(W(n,m− 1); R) = M1,1R ρ2n−2m+1
so that ρ2n−m+1 = an,mρ2n−2m+1 as required. The bigrading alluded to above
forces 2an,m = 0.
We denote the cohomology ring
H∗,∗(W(n,m); R) = MR[ρn, . . . , ρn−m+1]/I
where the ideal I is understood to depend on n,m. We shall need the following
technical lemma
Lemma 6. Let Z → X be a closed immersion of irreducible smooth schemes, and
let f : X′ → X be a map of smooth schemes such that f−1(Z) is again smooth and
irreducible and so that is either f is flat or split by a flat map, in the sense that there
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exists a flat map s : X → X′ such that s ◦ f = idX′ . Then there is a map of localization
sequences in motivic cohomology
// H∗,∗(Z)τ

// H∗,∗(X) //

H∗,∗(X \ Z)

//
// H∗,∗( f−1(Z))τ′ // H∗,∗(X′) // H∗,∗(X′ \ f−1(Z)) //
such that the last two vertical arrows are the functorial maps on cohomology and such
that τ 7→ τ′.
The giving of references for results concerning higher Chow groups is de-
ferred to the beginning of section 4.
Proof. One begins by observing the existence in general of the following dia-
gram
X′ \ f−1(Z) //

X′ //

ThN f−1(Z)→X′



X \ Z // X // ThNZ→X
where the dotted arrow exists for reasons of general nonsense.
There is in general a map on cohomology arising from the given diagram
of cofiber sequences, but we cannot at this stage predict the behavior of the
map induced by the dotted arrow. When the map X′ → X is flat, the pull-
back f−1(Z) → Z is too. We identify the motivic cohomology groups with the
higher Chow groups, giving the localization sequence
// CH∗(Z, ∗)



// CH∗(X, ∗) //

CH∗(X \ Z, ∗)

//
// CH∗( f−1(Z), ∗) // CH∗(X′, ∗) // CH∗(X′ \ f−1(Z), ∗) //
and in this case τ, τ′ become the classes of the cycles [Z], [ f−1Z]. Since the map
CH∗(Z, ∗) → CH∗( f−1(Z), ∗)
is the contravariant map associated with pull-back along a flat morphism, it
follows immediately that τ 7→ τ′.
The following results are analogues of classically known facts.
Proposition 7. For m′ ≤ m, there is a projection W(n,m) → W(n,m′) given by
omission of the last m−m′-vectors. On cohomology, this yields an inclusion
M(ρn, . . . , ρn−m′+1)/I → M(ρn, . . . , ρn−m′+1, . . . , ρn−m+1)/I
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Proof. It suffices to prove the casem′ = m− 1. In this case, the mapW(n,m) →
W(n,m− 1) is the fiber bundle from which we computed the cohomology of
W(n,m), and the result on cohomology holds by inspection of the proof.
Proposition 8. Given a nonzero rational point, v ∈ (An \ 0)(k), and a complemen-
tary n− 1-dimensional subspace U such that 〈v〉 ⊕U = An(k), there is a closed im-
mersion φv,U : W(n− 1,m− 1) → W(n,m) given by identifying W(n− 1,m− 1)
with the space of independent m− 1-frames in U, and then prepending v. On coho-
mology, this yields the surjection M[ρn, . . . , ρn−m+1]/I → M[ρn−1, . . . , ρn−m+1]/I
with kernel (ρn).
Proof. We prove this by induction on the m, which is to say we deduce the case
(n,m) from the case (n,m− 1). The base case of m = 1 is straightforward.
Recall that we compute the cohomology of W(n,m) by forming a trivial
bundle En,m ≃ W(n,m − 1) over W(n,m− 1), which on the level of R-points
consists of matrices 

v1
A
...
vn


and removing the trivial closed sub-bundle Zn,m where the vector (v1, . . . , vn)
is in the span of the columns of A. There is then an open inclusion
En,m \ Zn,m ∼= W(n,m) → En,m ≃W(n,m− 1)
The inclusion φv,U : W(n− 1,m− 1) →W(n,m), without loss of generality
can be assumed to act on field-valued points as as
B
 φv,U //
(
1 0
0 B
)
We abbreviate thismap of schemes to φ, and denote the analogousmapsW(n−
1,m− 2) → W(n,m− 1), Zn−1,m−1 → Zn,m, En−1,m−1 → En,m etc. also by φ by
abuse of notation. The following are pull-back diagrams
En−1,m−1 // En,m
Zn−1,m−1
OO
// Zn,m
OO
En−1,m−1 // En,m
W(n− 1,m− 1)
OO
φ // W(n,m)
OO
The second square above is homotopy equivalent to
W(n− 1,m− 2)
φ //

W(n,m− 1)

W(n− 1,m− 1)
φ // W(n,m)
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from which we deduce that the map
φ∗ : H∗,∗(W(n,m)) → H∗,∗(W(n− 1,m− 1))
satisfies φ∗(ρj) = ρj for n−m+ 2 ≤ j ≤ n− 1 and φ
∗(ρn) = 0, since this holds
forW(n− 1,m− 2) →W(n,m− 1) by induction.
The hard part is the behavior of the element ρn−m+1, which is in the kernel
of
H∗,∗(W(n,m)) → H∗,∗(W(n,m− 1))
Recall that ρn−m+1 ∈ H
∗,∗(W(n,m)) is the preimage of the Thom class τ under
the map
∂ : H∗,∗(W(n,m))→ H∗,∗(W(n,m− 1))τ = H∗,∗(Zn,m)τ
We should like to assert that the map of localization sequences
// H∗,∗(W(n,m))
φ∗

∂ // H∗,∗(Zn,m)τ

// H∗,∗(En,m)

//
// H∗,∗(W(n− 1,m− 1))
∂ // H∗,∗(Zn−1,m−1)τ
′ // H∗,∗(En−1,m−1) //
(1)
one has τ 7→ τ′, because then chasing the commutative square of isomor-
phisms
Zρn−m−1 = H
2n−2m−1,n−m(W(n,m)) //

H0,0(Zn,mτ = Zτ

Zρn−m−1 = H
2n−2m−1,n−m(W(n− 1,m− 1)) // H0,0(Zn−1,m−1τ = Zτ
′
we have ρn−m−1 7→ ρn−m−1 as required.
The difficulty is that the map g : En−1,m−1 → En,m is a closed immersion,
rather than a flat or split map, for which we have deduced this sort of natu-
rality result in lemma 6. We can however factor g into such maps, which we
denote only on the level of points, the obvious scheme-theoretic definitions are
suppressed. LetUn,m denote the variety of n,m-matrices which (on the level of
k-points) have a decomposition as(
u ∗ ∗
∗ A ∗
)
where u ∈ k
∗
, and A ∈ W(n− 1,m− 2)(k). It goes without saying that this is
a variety, since the conditions amount to the nonvanishing of certain minors.
It is also easily seen that Un,m is an open dense subset of En,m. We have a map
En−1,m−1 → En,m, given by
B 7→
(
1 ∗
∗ B
)
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and this map is obviously split by the projection onto the bottom-right n− 1×
m− 1-submatrix. The composition En−1,m−1 → Un,m → En,m is a factorization
of the map En−1,m−1 → En,m into a split map followed by an open immersion.
The splitting of En−1,m−1 is a projection onto a factor, and since all schemes are
flat over pt, the splitting is flat as well. We may now use lemma 6 twice to
conclude that in diagram (1) we have τ 7→ τ′, so that ρn−m+1 7→ ρn−m+1, as
asserted.
4 Higher Intersection Theory
We shall, as is standard, denote the algebraic d-simplex Spec k[x0, . . . , xd]/(x0+
· · ·+ xd − 1) ∼= A
d by ∆d. The object ∆• is cosimplicial in an obvious way. It
shall be convenient later to identify ∆1 in particular with A1 = Spec k[t].
Let X be a scheme of finite type over a field. The higher Chow groups of X,
denoted CHi(X, d) are defined in [Blo86] as the homology of a certain complex:
CHi(X, d) = Hd(z
i(X, ∗))
where zi(X, d) denotes the free abelian group generated by cycles in X × ∆d
meeting all faces of X×∆d properly. We denote the differential in this complex
by δ.
There is a comparison theorem, see [MVW06, lecture 19], [Voe02], which
states that for any smooth scheme X over any field k, there is an isomorphism
between the motivic cohomology groups and the higher Chow groups
CHi(X, d) = H2i−d,i(X,Z)
or the equivalent with Z replaced by a general coefficient ring R. The products
on motivic cohomology and on higher Chow groups are known to coincide,
see[Wei99]. In the difficult paper [Blo94], the following result is proven in an
equivalent form (the strong moving lemma)
Theorem 9 (Bloch). Let X be an equidimensional scheme, Y a closed equidimensional
subscheme of codimension c in X, U ∼= X \Y. Then for all i, there is an exact sequence
of complexes
0 // zi−c(Y, ∗) // zi(X, ∗) // zia(U, ∗)
// 0
where zia(U, ∗) is the subcomplex of z
i(U, ∗) generated by subvarieties γ whose closure
γ֌ X× ∆∗ meet all faces properly. The inclusion of complexes zia(U, ∗) ⊂ z
i(U, ∗)
induces an isomorphism on homology groups.
For a cycle α ∈ zi(U, d), we can write α = ∑Ni=1 niAi for some subvarieties
Ai ofU×∆
d, and ni ∈ Z \ {0}. We can form the scheme-theoretic closure of Ai
in X× ∆d, denoted Ai. We remark that Ai ×X×∆d (U × ∆
d) = Ai [Har77, II.3].
We define
α
N
∑
i=1
niAi
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We say that α meets a subvariety K֌ X properly if every Ai meets K properly.
Suppose α is such that α meets the faces of X × ∆d properly, then α = (U →
X)∗(α), so α ∈ zia(U, d).
Proposition 10. As before, let X be a quasiprojective variety, let Y be a closed sub-
variety of pure codimension c, let U = X − Y and let ι : U → X denote the open
embedding. Suppose α ∈ zi(U, d) is such that α meets the faces of X × ∆d prop-
erly, then the connecting homomorphism ∂ : CHi(U, d) → CHi(Y, d− 1) takes the
class of α to the class of δ(α) which happens to lie in the subgroup zi−c(Y, d− 1) of
zi−c(X, d− 1).
Proof. First, since α is such that α meets the faces of X× ∆d properly, it follows
that α = ι∗(α), so α ∈ zia(U, d).
The localization sequence arises from the short exact sequence of complexes
0 // zi−c(Y, ∗) // zi(X, ∗) // zia(U, ∗)
// 0
via the snake lemma. A diagram chase now completes the argument.
Proposition 11. Consider An \ {0} as an open subscheme of An in the obvious way,
so there is a localization sequence in higher Chow groups for pt,An and An \ {0}.
The higher Chow groups CH(pt) = M are given an explicit generator, ν. Write
H2n−1,n(An \ {0},Z) = CHn(An \ {0}, 1) = Zγ ⊕ Q, where Q = 0 for n ≥ 2
and Q = k∗ for n = 1, and where γ is such that the boundary map
∂ : CHn(An \ {0}, 1) → CH0(pt, 0)
maps γ to ν. The element γ may be represented by any curve in
A
n × ∆1 = Spec k[x1, . . . , xn, t]
which fails to meet the hyperplane t = 0 and meets t = 1 with multiplicity one at
x1 = x2 = · · · = xn = 0 only.
Proof. The low-degree part of the localization sequence is
CH0(pt, 1) = 0 // CHn(An, 1) = Q // CHn(An \ 0, 1)
∂ // CH0(pt, 0)
// CH0(An, 0) = Z // CH0(An \ 0, 0) = Z // 0
Suppose C is a curve which does not meet t = 0, and which meets t = 1
with multiplicity one at x1 = · · · = xn = 0 only, then by proposition 10 the
cycle [C] ∈ CHn(An − 0, 1) maps to the class of a point in CH0(pt, 0) = Z,
which is a generator, [Ful84]. The assertion now follows from straightforward
homological algebra.
Corollary 11.1. Suppose p ∈ An \ {0} is a k-valued point. Write p = (p1, . . . , pn).
The curve given by the equation
γp : (x1 − p1)t+ p1 = (x2 − p2)t+ p2 = · · · = (xn − pn)t+ pn = 0
represents a canonical generator of CHn(An \ {0}, 1).
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Proof. One verifies easily that the proposition applies.
Corollary 11.2. Consider the map An \ {0} → An \ {0} given by multiplication by
−1. This map induces the identity on cohomology.
Proof. The preimage of the curve γp is the curve γ−p, but both represent the
same generator of CHn(An \ {0}, 1), so the result follows.
We can now prove two facts about the cohomology ofW(n,m) that should
come as no surprise, the case of complex Stiefel manifolds being our guide.
Proposition 12. Let γ : W(n,m) → W(n,m) denote multiplication of the first
column by −1. Then γ∗ is identity on cohomology
Proof. By use of the comparison maps GL(n) →W(n,m), see proposition 7, we
see that it suffices to prove this for GL(n). By means of the standard inclusion
GL(n− 1) → GL(n) and induction we see that it suffices to prove γ∗(ρn) = ρn,
where ρn is the highest-degree generator of H
∗,∗(GL(n); R). By the comparison
map again, we see that it suffices to prove that
τ : An \ {0} → An \ {0}
has the required property, but this is corollary 11.2
Proposition 13. Let σ ∈ Σm, the symmetric group on m letters. Let fσ : W(n,m) →
W(n,m) be the map that permutes the columns of W(n,m) according to σ. Then f ∗σ
is the identity on cohomology.
Proof. We can reduce immediately to the case where σ is a transposition, and
from there we can assume without loss of generality that σ interchanges the
first two columns. Let R be a finite-type k-algebra. We view W(n,m) as the
space whose R-valued points are m-tuples of elements in Rn satisfying certain
conditions which we do not particularly need to know. In the case R = k, the
condition is that the matrix is of full-rank in the usual way.
We can act onW(n,m) by the elementary matrix eij(λ)
eij(λ) : (v1, . . . , vm, vm+1) 7→ (v1, . . . , vi + λvj, . . . , vm+1)
The two maps ei,j(λ) and ei,j(0) = id are homotopic, so ei,j(λ) induces the
identity on cohomology. There is now a standard method to interchange two
columns and change the sign of one by means of elementary operation eij(λ),
to wit e12(1)e21(−1)e12(1). We therefore know that the map
(v1, v2, v3, . . . , vm) 7→ (−v2, v1, v3, . . . , vm)
induces the identity on cohomology, but now proposition 12 allows us even to
undo the multiplication by −1.
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5 The Comparison Map: Gm ∧P
n−1
+ → GL(n)
It will be necessary in this section to pay attention to basepoints. The group
schemes Gm and GLn will be pointed by their identity elements. When we deal
with pointed spaces, we compute reduced motivic cohomology for preference.
We establish a map in homotopy Gm × Pn−1 → GL(n), in fact we have a
map from the half-smash product
Gm ∧P
n−1
+ → GL(n) (2)
and we show this latter map induces isomorphism on a range of cohomology
groups.
We view Pn−1 as being the space of lines in An, and Pˇn−1 the space of
hyperplanes in An. Define a space Fn−1 as being the subbundle of Pn−1× Pˇn−1
consisting of pairs (L,U)where L∩U = 0, or equivalently, where L+U = An.
More precisely, we take Pn−1 and construct
P
n−1 × Pˇn−1 = ProjS(OS[y0, . . . , yn−1])
where Proj denotes the global projective-spectrum functor. Let Z denote the
closed subscheme of Pn−1× Pˇn−1 determined by the bihomogeneous equation
x0y0 + x1y1 + · · · + xn−1yn−1 = 0. Then we define F
n−1 as the complement
(Pn−1× Pˇn−1) \ Z.
Proposition 14. The composite Fn−1 → Pn−1 × Pˇn−1 → Pn−1, the second map
being projection, is a Zariski-trivializable bundle with fiber An−1. In particular,
Fn−1
∼
→ Pn−1
Proof. Taking An−1 to be a coordinate open subscheme of Pn−1 determined by
e.g. x0 6= 0, we obtain the following pull-back diagram
U = Proj
An−1
(OAn [y0, . . . , yn−1]) \ Z|An−1 //

Fn−1

An−1
//
Pn−1
The schemeU is the complement of a hyperplane in Pn−1× Pˇn−1, and so takes
the form
U ∼= SpecAn−1(OAn [t1, . . . , tn−1])
∼= An−1 ×An−1
The projection U → An−1 is a projection onto a factor. Since the coordinate
open subschemes An−1 form an open cover of Pn−1, it follows that Fn−1 ≃
Pn−1.
In order to prove results concerning Fn−1, it shall be useful to have the
following definition to hand.
13
Definition: Let R be a commutative k-algebra. By an n-generated split line-
bundlewemean the following data. First, an isomorphism class of projective R-
modules of rank 1, denoted L by abuse of notation; second, a class of surjections
[ f ] : Rn → L, where two surjections are equivalent if they differ by amultiple of
R×; third, a class of splitting maps [g] : L → Rn, again the maps are considered
up to action of R×, and where any f ′ ∈ [ f ] is split by some g′ ∈ [g].
If R → S is a map of k-algebras, and if (L, f , g) is an n-generated split line-
bundle over R, then application of S⊗R · yields the same over S. In this way,
the assignment to R of the set of n-generated split line-bundles is a functor
from the category of k-algebras to the category of sets.
Proposition 15. If R is a finite-type k-algebra, then the set of R-points Fn−1(R) is
exactly the set of n-generated split line-bundles.
Proof. It is generally known that SpecR → Pn−1 classifies isomorphism classes
of rank-1 vector bundles, L, over R, equipped with an equivalence class of
surjections Rn → L. This is a modification of a theorem of [Gro61, Chapter 4].
It follows that SpecR → Pn−1 × Pˇn−1 classifies pairs of equivalence classes of
rank-1 projective modules, equipped with surjective maps ( f : Rn → L1, g :
Rˇn → L2) considered up to scalar multiplication by R
× × R×.
For convenience, let {e1, . . . , en} be a basis of R
n and let {eˇ1, . . . , eˇn} be the
dual basis. Let h : R → Rn ⊗R Rˇ
n be the map given by the element ∑ni=1 ei ⊗ eˇi
of the latter module. Given f , g, one obtains a composite map
φ = ( f ⊗ g) ◦ h : R → L1 ⊗R L2 (3)
Let Z be the closed subscheme of Pn−1 × ˇPn−1 determined by the equation
x1y1 + · · ·+ xnyn = 0. Let m be a maximal ideal of R. Suppose that there is a
dashed arrow making the following diagram commute:
SpecR/m

//_____ Z

SpecR // Pn−1 × Pˇn−1
If we take the composite, Spec(R/m) → SpecR → Pn−1 × Pˇn−1, then this
has the effect of reducing our represented maps modulo m, and the result is
two surjective maps over a field f : (R/m)n → R/m and g : (Rˇ/m)n → Rˇ/m.
These can be identified with two n-tuples [a1; . . . ; an−1] and [b1; . . . ; bn−1] one in
(R/m)n, the other in its dual, taken up to multiplication by (R/m)×. The map
SpecR/m → Pn−1 × Pˇn−1 factors through Z if and only if a1b1 + · · ·+ anbn =
0, but this latter equation is precisely the statement that the reduction of the
map φ of equation (3) above, ( f ⊗ g) · h, is nonzero.
Since R is a finite-type k-algebra, one has a factorization SpecR → Fn−1 =
(Pn−1 × Pˇn−1) \ Z → Pn−1 × Pˇn−1 if and only if no closed point of SpecR
lies in the closed subset Z of Pn−1 × Pˇn−1, but this is equivalent to the state-
ment that no matter which maximal ideal m ⊂ R is chosen, SpecR/m →
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Pn−1 × Pˇn−1 does not factor through Z, and therefore to the statement that
the reduction of φ at any maximal ideal of R is never 0. It follows that a map
SpecR → Pn−1 × Pˇn−1 is the data of two equivalence classes of line bundles,
L1, L2, each equipped with surjective maps f : R
n → L1, g : R
n → L2, consid-
ered only up to scalar multiple, and where there is a nowhere-vanishing map
of modules φ : R1 → L1 ⊗R L2.
Such a nowhere-vanishing map must be an isomorphism, R1 ∼= L1 ⊗R L2,
and we therefore have an identifying isomorphism L2 = Lˇ1. Write (a1, . . . , an)
for the image of the map f : Rn → L1 and (b1, . . . , bn) for that of g : Rˇ
n → Lˇ1,
then the identifying isomorphism has been constructed specifically so that the
element a1b1 + · · ·+ anbn ∈ L1 ⊗ Lˇ1 corresponds exactly to a generator of R
1,
to wit. a unit u ∈ R. Since we are working only with equivalence-classes of
presentations of L1, L2, we may if need be replace L1 by u
−1L1, and so we find
that the composite
L1
gˇ // Rn
f // L1
is the identity, as required.
Proposition 16. For all n ∈ N, let Xn denote the motivic space
Xn = Gm ∧ (F
n−1
+ ) (4)
Then there are maps fn : Xn → GL(n), and maps h : Xn → Xn+1, which make the
following diagram commute
Gm ∧P
n−1
+
id∧h+

Xnoo
h



// GL(n)
φ

Gm ∧Pn+ Xn+1oo // GL(n+ 1)
(5)
Where the maps h : Pn−1 → Pn are the standard inclusion of Pn−1 → Pn as the first
n− 1 coordinates.
Proof. First we construct a map f n : Gm × Xn → GL(n). The first scheme
represents the functor taking a finite-type k-algebra, R, to the set of elements
of the form (λ, (L, φ,ψ)), that is to say, consisting of elements λ ∈ R× and a
surjection onto a rank-1 projective bundle φ : Rn → L along with a splitting
ψ : L → Rn. The second scheme, GL(n), represents the functor taking R to
GLn(R). The map fn can be constructed therefore as a natural transformation
between functors. We set up such a transformation as follows: the data φ, ψ
amount to an isomorphism
Φ : ker φ⊕ L
∼=
−→ Rn
We can define a map
Φλ : R
n ∼= ker φ⊕ L
(id,λ) // ker φ⊕ L ∼= Rn
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it has inverse (id, λ−1), so it is an automorphism, and consequently an element
of GLn(R). The transformation taking (λ, (L, φ,ψ)) to Φλ is natural, and so, by
Yoneda’s lemma, is a map of schemes.
The motivic space Gm ∧ F
n−1
+ is the sheaf-theoretic quotient of the inclu-
sion of sheaves of simplicial sets 1× Fn−1 → Gm × Fn−1, in particular, f n will
descend to a map fn : Gm ∧ F
n−1
+ if and only if the composite 1 × F
n−1 →
Gm × Fn−1 → GL(n) is contraction to a point. On the level of functors, how-
ever, the first scheme represents the functor taking R to pairs (1, (L, φ,ψ)), and
it is immediate that Φ1 = id, so that the composite is indeed the constant
map at the identity of GL(n). We have furnished therefore the requisite map
Gm ∧ F
n−1
+ .
As for the commutativity of the diagram, we recall that the standard inclu-
sion Pn−1 → Pn represents the natural transformation taking a surjection such
as RN → L to the trivial extension Rn ⊕ R → Rn → L. We lift this idea to
Fn−1, given a triple (L, φ,ψ) ∈ Fn−1(R), one can extend the split maps φ,ψ to
maps φ and ψ, where φ : Rn+1 → L and φ splits φ, simply by adding a trivial
summand to Rn. This furnishes a natural transformation of functors, or a map
of schemes, Fn−1 → Fn, that makes the diagram
Pn−1
h

// Fn−1

Pn // Fn
commute. One may define h : Xn → Xn+1 in diagram (5) as the map given by
application of Gm ∧ (·)+ to the map Fn−1 → Fn immediately constructed.
The map φ : GL(n) → GL(n+ 1) is obtained as a natural transformation
by taking A ∈ GLn(R) and constructing A⊕ id : Rn ⊕ R → Rn ⊕ R. It is now
routine to verify that diagram (5) commutes.
The construction Gm ∧ X is denoted by Σ1tX and is called the Tate suspen-
sion, [Voe03]. We have
H∗,∗(Gm; R) ∼=
M[σ]
σ2 − {−1}σ
the relation being derived in loc. cit. It is easily seen that as rings, we have
H∗,∗(Gm × X; R) ∼= H
∗,∗(X; R)⊗M
M[σ]
(σ2− {−1}σ)
and that H˜(Σ1tX; R) is the split submodule (ideal) generated by σ, leading to a
peculiar feature of the Tate suspension
Proposition 17. Suppose x, y ∈ H˜∗,∗(X; R), and that σx, σy are their isomorphic
images in H˜∗,∗(Σ1tX; R). Then (σx)(σy) = {−1}σ(xy).
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We now come to the main theorem of this paper
Theorem 18. The map fn induces an isomorphism on cohomology
H2j−1,j(GL(n); R) → H2j−1,j(Σ1t F
n−1
+ ) = H
2j−1,j(Σ1t P
n−1
+ )
in dimensions (2j− 1, j) where j ≥ 1.
Proof. We first remark that when j is large, j > n,
H2j−1,j(GL(n); R) = H2j−1,j(Σ1t P
n−1; R) = 0
so the result holds trivially in this range. We restrict to the case 1 ≤ j ≤ n.
The following are known:
H∗,∗(GLn) = M[ρn, . . . , ρ1]/I |ρi| = (2i− 1, i)
H˜∗,∗(Σ1t F
n−1
+ ) = H˜
∗,∗(Σ1t P
n−1
+ ) =
n−1⊕
i=0
σηiM |σ| = (1, 1), |η| = (2, 1)
It suffices to show that f ∗n (ρi) = ση
i−1. Since f ∗n (ρi) = f˜
∗
n (ρi), we may
prove this for the map f˜n : Gm × Fn−1, which has the benefit of being more
explicitly geometric.
We prove this by induction on n. In the case n = 1, the space Fn−1 is trivial,
and Xn = Gm = GL(n). The map f1 is the identity map, so the result holds in
this case.
There is a diagram of varieties
Gm ∧P
n−1
+
id∧h+

Xnoo
h

// GL(n)
φ

Gm ∧Pn+ Xn+1oo // GL(n+ 1)
(6)
as previously constructed. We understand the vertical map on the left since we
can rely on the theory of ordinary Chow groups, [Ful84, chapter 1], we know
that the induced map H2j,j(Pn−1) → H2j,j(Pn−2) is an isomorphism for j <
n− 1, and so i∗ is an isomorphism H2j−1,j(Gm × Fn−1) ∼= H2j−1,j(Gm × Fn−2)
for j < n.
The maps φ∗i are also isomorphisms in this range, by proposition 8 and
its corollary, so the diagram implies that the result holds except possibly for
f ∗n (ρn).
The argument we use to prove f ∗n (ρn) = ση
n−1 is based on the composition
Gm × Fn−1 //
g
,,
GL(n)
pi
// An \ {0}
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where the map pi is projection on the first column. We write g for the composi-
tion of the two maps. Since H∗,∗(An \ {0}) ∼= M[ι]/(ι2), with |ι| = (2n− 1, n),
and pi∗(ι) = ρn, it suffices to prove that g∗(ι) = σηn−1.
For the sake of carrying out computations, it is helpful to identify mo-
tivic cohomology and higher Chow groups, e.g. identify H2n−1,n(An \ {0})
and CHn(An \ {0}, 1). We can write down an explicit generator for CHn(An \
{0}, 1), see corollary 11.1, for instance the curve γ in An \ {0} × ∆1 given by
t(x1 − 1) = −1, x2 = x3 = · · · = xn = 0. We can also write down an ex-
plicit generator, µ, for a class σηn−10 ∈ Gm × P
n−1, writing x and a0, . . . , an−1
for the coordinates on each, and t for the coordinate function on ∆1, σηn−1
is explicitly represented by the product of the subvariety of Pn−1 given by
a0 = 1, a2 = 0 . . . , an−1 = 0, which represents η
n−1, with the cycle given by
t(x− 1) = −1 on Gm × ∆1.
We have therefore a closed subvariety, γ, in An \ {0} × ∆1, and another
closed subvariety µ ∈ Gm × Pn−1, representing the cohomology classes we
wish to relate to one another. We shall show that the pull-backs of each to
Gm × Fn−1 × ∆1 coincide. For this, it shall again be advantageous to take the
functorial point of view.
The variety An \ {0} × ∆1 represents, when applied to a k-algebra R, uni-
modular columns (x1, . . . , xn)
t ∈ Rn of height n, along with a parameter t ∈
R. The subvariety γ represents the unimodular columns and parameters for
which t(x1 − 1) = −1 and xi = 0 for i > 1. Note that for such pairs, we have
t ∈ R× and t 6= 1 (since otherwise x1 = 0).
The pull-back of γ to GL(n)×∆1 represents pairs (A, t), where A ∈ GLn(R)
and t ∈ R, satisfying (A(1, 0, . . . , 0)t, t) ∈ γ(R). We observe that, writing e1 =
(1, 0, . . . , 0)t, this implies Ae1 = (1− t
−1)e1. Note further that 1− t
−1 6= 1.
Pulling γ back a second time, to Gm × Fn−1 × ∆1, we obtain the set of
triples (λ, (L, φ,ψ), t), where λ ∈ R×, (L, φ,ψ) is a split n-generated line bun-
dle, and t is a parameter, and where the invertible linear transformation Φλ :
kerφ ⊕ L → ker φ ⊕ L along with the parameter t lies in the pull-back of γ(R)
to GLn(R). Decomposing e1 = v+ w, where v ∈ ker φ and w ∈ L, we see that
ΦL(e1) = v+ λw = (1− t
−1)e1 = (1− t
−1)(v+ w), which by uniqueness of
the decomposition, forces λ = (1− t−1), and v = 0. Consequently, L is the
rank-1 split subbundle of Rn generated by e1, and we have t(λ− 1) = −1.
On the other hand, the variety µ ⊂ Gm × Pn−1 × ∆1 represents triples
(λ, L, t) ∈ R× × Pn−1(R)× R, where L is exactly the rank-1 free module gen-
erated by e1, and where t(λ− 1) = −1. The pull-back of µ to Gm × F
n−1 × ∆1
coincides with that of γ, as claimed.
We are now in a position to pay off at last the debt we owe regarding the
product structure of H∗,∗(W(n,m); R).
Theorem 19. The cohomology of W(n,m) has the following presentation as a graded-
commutative MR-algebra:
H∗,∗(W(n,m); R) =
MR[ρn, . . . , ρn−m+1]
I
|ρi| = (2i− 1, i)
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The ideal I is generated by relations ρ2i − {−1}ρ2i−1, where {−1} ∈ M
1,1
R is the
image of −1 ∈ k∗ = MZ under the map MZ → MR.
Proof. It suffices to deal with the case R = Z. It suffices also to consider only
the case m = n, since we can use the inclusion H∗,∗(W(n,m)) ⊂ H∗,∗(GL(n))
to deduce it for all n,m.
We have proved everything already in proposition 5, except that in the re-
lation ρ2i − aρ2i−1, we were unable to show a was nontrivial. We consider the
map Gm × F
n−1
+ → GL(n), which induces a map of rings on cohomology. In
the induced map, we have ρi 7→ ση
i−1, and so ρ2i 7→ −σ
2η2i−2 = {−1}ση2i−2.
Since this is nontrivial if 2i− 2 ≤ n− 1, it follows that ρ2i is similarly nontriv-
ial.
In the case n = m this result, although computed by a different method,
appears in [Pus04].
We can compute the action of the reduced power operations of [Voe03] on
the cohomology H∗,∗(W(n,m);Z/p) by means of the comparison theorem.
Theorem 20. Suppose the ground-field k has characteristic different from 2. Represent
H∗,∗(W(n,m);Z/2) as M2[ρn, . . . , ρn−k+1]/I. The even motivic Steenrod squares
act as
Sq2i(ρj) =
{
(j−1i )ρj+i if i+ j ≤ n
0 otherwise
The odd squares vanish for dimensional reasons.
Theorem 21. Let p be an odd prime and suppose the ground-field has characteristic
different from p. Represent H∗,∗(W(n,m);Z/p) as Mp[ρn, . . . , ρn−k+1]/I. The
reduced power operations act as
Pi(ρj) =
{
(j−1i )ρip+j−i if ip+ j− i ≤ n
0 otherwise
The Bockstein vanishes on these classes for dimensional reasons.
Observe that in both cases, since the cohomology ring is multiplicatively
generated by the ρj, the given calculations suffice to deduce the reduced-power
operations in full on the appropriate cohomology ring.
Proof. We prove only the case of p = 2, the other cases being much the same.
We observe that Sq2j is honest squaring on H2j,j(Pn;Z/2), on the classes
ηi ∈ H2i,i(Pn;Z/2) the Bockstein vanishes, and as a consequence the expected
Cartan formula obtains for calculating ηi+i
′
, it is a simple matter of induction
to show that Sq2i(θ j) = (ji)θ
j+i.
There is an inclusion of H∗,∗(W(n,m);Z/2) ⊂ H∗,∗(GL(n);Z/2) arising
from the projection map, see proposition 7. It suffices therefore to compute
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the action of the squares on H∗,∗(GL(n);Z/2). Using the previous proposition
and the decomposition in equation (4), we have isomorphisms
H2n−1,n(GL(n);Z/2) ∼= H2n−1,n(Σ1t P
n−1;Z/2)
The reduced power operations are stable not only with respect to the simplicial
suspension, but are also stable with respect to the Tate suspension. This allows
a transfer of the calculation on Pn to the calculation on GLn via the comparison
of theorem 18
To be precise, we have
f ∗n (Sq
2i ρj) = Sq
2i f ∗n (ρj) = Sq
2i ση j−1
= σ Sq2i η j−1 =
{
(j−1i )ση
j+i−1 = (j−1i ) f
∗
n (ρj+i) if i+ j ≤ n
0 otherwise
Since f ∗n is an isomorphism on these groups, the result follows.
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