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MOTION OF A DROPLET FOR THE MASS-CONSERVING
STOCHASTIC ALLEN-CAHN EQUATION
D.C. ANTONOPOULOU$∗, P.W. BATES‡, D. BLO¨MKER♯, G.D. KARALI†∗
Abstract. We study the stochastic mass-conserving Allen-Cahn equation posed on a bounded domain of R2
with additive spatially smooth space-time noise. This equation associated with a small positive parameter
ε describes the stochastic motion of a small almost semicircular droplet attached to domain’s boundary
and moving towards a point of locally maximum curvature. We apply Itoˆ calculus to derive the stochastic
dynamics of the droplet by utilizing the approximately invariant manifold introduced by Alikakos, Chen
and Fusco [2] for the deterministic problem. In the stochastic case depending on the scaling, the motion
is driven by the change in the curvature of the boundary and the stochastic forcing. Moreover, under the
assumption of a sufficiently small noise strength, we establish stochastic stability of a neighborhood of the
manifold of droplets in L2 and H1, which means that with overwhelming probability the solution stays close
to the manifold for very long time-scales.
Keywords: Stochastic Allen-Cahn, mass conservation, droplet’s motion, additive noise, invariant manifold,
stochastic dynamics, stochastic stability, Itoˆ calculus.
1. Introduction
1.1. The problem. We consider the IBVP for the mass conserving Allen-Cahn equation posed on a two-
dimensional bounded smooth domain Ω and introduce an additive spatially smooth and white in time
space-time noise V˙
∂tφ
εˆ(y, t) = εˆ2∆yφ
εˆ(y, t)− f(φεˆ(y, t)) + 1|Ω|
∫
Ω
f(φεˆ(y, t))dy + V˙ (y, t), y ∈ Ω, t > 0,
∂nφ
εˆ(y, t) = 0, y ∈ ∂Ω, t > 0,
φεˆ(y, 0) = φεˆ0(y), y ∈ Ω.
(1.1)
Here, εˆ is a small positive parameter, Ω ⊂ R2 of area |Ω| is a bounded domain with sufficiently smooth
boundary ∂Ω, and ∂n is the exterior normal derivative to ∂Ω. The function f is the derivative of a double-
well potential, which we denote by F . We assume that f is smooth, f(±1) = 0 < f ′(±1) and f has exactly
one other zero that lies in (−1, 1). The standard example is f(u) = u3 − u, which we will assume for
simplicity in the whole presentation, although the result holds for more general nonlinearities.
The deterministic problem, i.e., when V˙ = 0, was first studied by Rubinstein and Sternberg, [26], then by
Alikakos, Chen and Fusco, [2], and later by Bates and Jin in [5]. In [2], the authors analyzed the problem’s
long-time dynamics and established existence of stable sets of solutions corresponding to the motion of a
small, almost semicircular interface (droplet) intersecting the boundary of the domain and moving towards
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a point of locally maximal curvature. In [5], the authors established the existence of a global invariant
manifold of droplet states using the approximation given in [2].
The Allen-Cahn equation, also called Model A in the theory of dynamics of critical phenomena (cf.
[20]), describes the evolution of the concentration φεˆ of one species of a two-phase mixture, for example a
binary alloy, occupying a bounded domain Ω. The small positive parameter εˆ represents the surface tension
associated with interfacial regions that are generated during phase separation, cf. [3]. The double-well
potential F favors layered functions that take values close to its minima ±1. The zero level sets of such a
function are called interfaces and the values close to ±1 are called states. Usually they are assigned almost
uniformly away from the interface .
Due to mass conservation, a phase separation begins either by spinodal decomposition, or as in our case,
as the mass is very asymmetric by nucleation. For the case of Cahn-Hilliard equation see [9, 15].
If the states are separated, the total perimeter of interfaces decreases in time, [16, 17, 11]. For the
one-dimensional case see also [12, 21, 22, 27, 24]. For the two-dimensional single layer problem, Chen and
Kowalczyk in [13] proved that in the limit εˆ → 0+ this layer becomes a circular arc interface intersecting
the boundary orthogonally and encloses a point on the boundary where the curvature has a local maximum.
Alikakos, Chen and Fusco in [2] restricted the analysis to a single connected interface (curve) of shape close to
a small semicircular-arc intersecting the outer boundary ∂Ω. This so called droplet maintains a semicircular
shape for economizing the perimeter and therefore, in [2] its evolution was fully described in terms of the
motion of its center along the outer boundary.
In the absence of the non-local term, the multi-dimensional stochastic Allen-Cahn equation driven by a
multiplicative noise non-smooth in time and smooth in space was considered in [25]; the authors therein
prove the tightness of solutions for the sharp interface limit problem. We refer also to the results in [19],
where a mollified additive white space-time noise was introduced and the limiting behavior of solution was
investigated for very rough noise. Considering the one-dimensional Allen-Cahn equation with an additive
space-time white noise, in [28], the author proved exponential convergence towards a curve of minimizers of
the energy.
In this paper, as in [2], we consider a single small droplet and so, the average concentration m ∈ (−1, 1)
is assumed to satisfy
m = 1− πδ
2
|Ω| ,
for some 0 < δ ≪ 1 while the parameter εˆ is sufficiently small such that 0 < εˆ≪ δ3.
When V˙ := 0, if z(ξˆ0) is a point of ∂Ω where the curvature has a strict extremum, then there exists a
unique equilibrium φ(y) of (1.1) with zero level set close to the circle of radius δ centered at this point.
Moreover, for layered initial data whose interface is close to the semicircle centered at z(ξˆ0) of radius δ, the
solution of (1.1) is layered also, with interface close to a semicircle of the same radius centered at some point
z(ξˆ) of ∂Ω, [2].
The mass conservation constraint
1
|Ω|
∫
Ω
φεˆ(y, t)dy = m for any t ≥ 0
holds if and only if
0 = ∂t
( ∫
Ω
φεˆ(y, t)dy
)
=
∫
Ω
φεˆt (y, t)dy
=
∫
Ω
εˆ2∆yφ
εˆ(y, t)dy −
∫
Ω
f(φεˆ(y, t))dy +
∫
Ω
1
|Ω|
∫
Ω
f(φεˆ(y, t))dydy +
∫
Ω
V˙ (y, t)dy
=
∫
Ω
V˙ (y, t)dy.
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For the calculation above we integrated (1.1) in space and used the Neumann boundary conditions. Hence,
mass conservation holds for the stochastic problem only if the spatially smooth additive noise satisfies
(1.2)
∫
Ω
V˙ (y, t)dy = 0 for any t ≥ 0.
This means that in a Fourier series expansion, there is no noise on the constant mode. Otherwise the average
mass would behave like a Brownian motion, and would not stay close to 1.
Following [2], in order to fix the size of the droplet, we introduce in (1.1) the following change of variables:
(1.3) y = δx, εˆ = εδ, uε(x, t) = φεˆ(y, t), W˙ (x, t) = V˙ (y, t), Ωδ = δ
−1Ω := {x ∈ R2 : δx ∈ Ω},
and obtain the equivalent problem
∂tu
ε(x, t) = ε2∆uε(x, t)− f(uε(x, t)) + 1|Ωδ|
∫
Ωδ
f(uε(x, t))dx + W˙ (x, t), x ∈ Ωδ, t > 0,
∂nu
ε(x, t) = 0, x ∈ ∂Ωδ, t > 0,
uε(x, 0) = uε0(x), x ∈ Ωδ.
(1.4)
Here ∆ = ∆x, W˙ (x, t) is again an additive smooth in space, space-time noise defined below and ∂n is the
normal derivative to ∂Ωδ.
1.2. Assumptions on the noise. The noise W˙ is defined as the formal derivative of a Wiener process
depending on ε, which is given by a Fourier series with coefficients being independent Brownian motions in
time. Since W˙ arises from a rescaling of the noise V˙ , we also could take care of the dependence on δ, but
here we suppose that δ > 0 is small but fixed (see Remark 1.1).
Let W be a Q-Wiener process in the underlying Hilbert space H := L2(Ωδ), where Q is a symmetric op-
erator and (ek)k∈N is a complete L
2(Ωδ)-orthonormal basis of eigenfunctions with corresponding eigenvalues
a2k, so that
Qek = a2kek.
Then W is given as the Fourier series
(N1) W (t) :=
∞∑
k=1
akβk(t)ek(·),
for a sequence of independent real-valued Brownian motions {βk(t)}t≥0, cf. DaPrato and Zabzcyck [14].
Note that, due to rescaling, ak, Q, and ek will depend on δ. We suppress this dependence in our notation.
The process W is assumed to satisfy
(N2)
∫
Ωδ
W˙ (x, t)dx = 0 for any t ≥ 0,
so that the mass conservation condition (1.2) holds true.
As our approach is based on application of Itoˆ-formula, we will always assume that the trace of the
operator Q is finite, i.e.,
trace(Q) :=
∞∑
k=1
a2k = η0 <∞.
Furthermore, let ‖Q‖ be the induced L2 operator norm, then the noise strength is defined by
(N3) ‖Q‖ = η1.
Here, observe that
η1 = ‖Q‖ ≤ trace(Q) = η0.
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The required smoothness in space of the noise is given by
(N4) η2 =
∞∑
i=1
a2i ‖∇ei‖2 = trace(Q∆) <∞ .
This assumption will be used in the sequel, when the Itoˆ-formula will be applied for the proof of certain
H1-norm estimates.
Our results will depend on the size of (η0, η1, η2) in terms of ε. The usual scenario would be that all ηi
have a common prefactor in ε, which is the noise-strength, and are otherwise independent of ε.
Remark 1.1. Note that due to the rescaling, if we assume that V did not depend on δ, then it is η that
depends on δ. More specifically, since we are in two dimensions then ek(x) = δ
−1fk(δx), where fk is an
ONB in L2(Ω). Thus V = δW , and all ak are of order O(δ). Hence, η0 and η1 are of order O(δ2), while η2
is of order O(δ4).
Our philosophy in this paper will be to consider δ very small but fixed, and analyze the asymptotic problem
for 0 < ε≪ 1. Thus, we suppress the explicit dependence on δ in the notation.
1.3. The droplet. We define, for a smooth function v, the operator
Lε(v) := ε2∆v − f(v) + 1|Ωδ|
∫
Ωδ
f(v)dx in Ωδ, ∂nv = 0 on ∂Ωδ,
and fix the cubic nonlinearity f as in the introduction.
Following Theorem 2.5 of [2] (p. 267), we have:
Lemma 1.2. For any integer K ∈ N and for δ, ε sufficiently small parameters satisfying
(1.5) ε ≤ 1
2
C∗1 δ
2,
with
C∗1 :=
8πf ′(1)
3
√
6|Ω| ∫ 1−1
√
F (s)ds
,
there exist a droplet like state u = u(x, ξ, ε) and a scalar (velocity) field c = c(ξ, ε) such that
Lε(u) = ε2c(ξ, ε)∂ξu+OL∞(εK) in Ωδ,
∂nu = 0 on ∂Ωδ,∫
Ωδ
u = |Ωδ| − π,
(1.6)
where the scalar ξ ∈ (0, |∂Ωδ|) is the arc-length parameter of ∂Ωδ.
Here, OL∞(εK) denotes a term that is uniformly bounded by CεK for some constant C > 0.
Γ
∂Ωδ
Ωδ
ξ
1
Figure 1.1. Droplet state in the rescaled domain Ωδ with semicircular arc Γ
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Idea of Proof. The droplet is constructed, using asymptotic expansions in ε, as a function of (r, s), with r the
signed distance from the interface Γ and s the arc-length along Γ, this being an approximately semicircular
curve intersecting ∂Ωδ orthogonally. Additional asymptotic expansions are used near the corners where the
interface meets ∂Ωδ but these are of higher order. The first order approximation to this state is U(r/ε),
transverse to Γ at each point, where U is the solution to
(1.7) U¨ − f(U) = 0, U(±∞) = ±1, such that
∫
R
RU˙2(R)dR = 0.

∂Ωδ
Ωδ
1
U(r/ε)
ε
Figure 1.2. Sketch of a section through the Droplet showing the local shape given by U .
In previous lemma, and for the rest of this paper ∂ξu :=
∂
∂ξ (u(·)), while ∂lξ(u) := ∂
l
∂ξl (u(·)) for any
integer l > 1. Note that ∂ξu is just the usual partial derivative when u is considered as a function of x,
parameterized by ξ and ε, but when u is considered as a function of local coordinates (r, s), then one must
take into account the fact that r and s both vary with ξ. This observation will be used in the final section
where these derivatives are estimated.
According to [2] (p. 261 and relation (2.54) on p. 262) it follows that:
Lemma 1.3. For c from the definition of the droplet in Lemma 1.2, we have
(1.8) c = c(ξ, ε) = O(δ2).
Moreover,
c(ξ, ε) = − 4
3π
g0K′Ωδ (ξ)δ
[
1 +O(δ)
]
+O(δ4)
where K′Ωδ (ξ) is the derivative of the curvature of ∂Ωδ, and g0 is a constant equal to 1 if ε = O(δ3).
1.4. The manifold. We define a manifold of droplet states, which approximates solutions well and captures
the motion of droplets along the manifold.
Definition 1.4. We consider the manifold
M :=
{
u(·, ξ, ε) : ξ ∈ [0, |∂Ωδ|]
}
,
consisting of the smooth functions u, mentioned above, having a droplet-like structure and satisfying (1.6).
Obviously,M is a closed manifold without boundary which in homotopy equivalent to the boundary ∂Ωδ.
Furthermore, if Ωδ is simply connected, then M is topologically a circle.
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We define some tubular neighborhoods of the manifold M in which we shall work. For r > 0, let
N rL2 :=
{
v ∈ L2(Ωδ) : dL2(v,M) < r
}
,
N rH1
ε
:=
{
v ∈ H1(Ωδ) : dH1
ε
(v,M) < r
}
,
(1.9)
where dL2 is the distance in the L
2(Ωδ)-norm and dH1
ε
the distance in the norm ‖ · ‖H1
ε
: H1(Ωδ) → R+
defined by
‖v‖H1
ε
:=
(
ε2‖∇v‖2L2(Ωδ) + ‖v‖2L2(Ωδ)
) 1
2
.
The usual Sobolev spaceH1(Ωδ) equipped with the norm ‖·‖H1
ε
will be denoted by H1ε :=
{
H1(Ωδ), ‖·‖H1
ε
}
.
For the rest of this paper (·, ·) will denote the L2(Ωδ)-inner product and ‖ · ‖ the induced L2(Ωδ)-norm.
Let us finally remark, that for r sufficiently small (depending on δ) there is a well defined local coordinate
system in both N rL2 and N rH1
ε
and the projection onto M is well defined and smooth.
1.5. Main Results. In Section 2, we analyze the dynamics of solutions w := uε of (1.4) approximated by
some u in M and written as
w(t) = u(·, ξ(t), ε) + v(t).
Here, v is orthogonal on the manifold, i.e., v(t)⊥L2(Ωδ)∂ξ(u(·, ξ(t), ε)).
We suppose that ‖v‖ is small and ξ is a diffusion process given by
dξ = b(ξ)dt+ (σ(ξ), dW ),
for some scalar field b : R→ R and some variance σ : R→ H . In Remark 2.4 we shall comment on the fact
that it is not restrictive to assume ξ being a diffusion.
Applying Itoˆ calculus, we compute first b and σ exactly and then estimate their size in terms of ε, in order
to determine the major contribution. See Corollary 2.8 and Remarks 2.9 and 2.10.
Under the assumption of a sufficiently smooth initial condition, by Theorem 2.5 we prove that locally in
time
dξ ≈ ε2c(ξ(t), ε)dt + dAs,
where the stochastic process At is given as a diffusion process by the formula
(1.10) dAs = A−1
[1
2
(v, ∂3ξ (u))−
3
2
(∂2ξu, ∂ξu)
]
(Qσ, σ)dt +A−1(σ,Q∂2ξu)dt+A−1(∂ξu, dW ),
for A := ‖∂ξu‖2 − (v, ∂2ξu).
Theorem 2.7 and its corollary estimates the effect of noise on the local in time stochastic dynamics driven
by the additive term dAs which supplies the deterministic dynamics of [2] with an extra deterministic drift
and a noise term. We will see (cf. Remark 2.9) that this is for small v the Wiener process W projected to
the manifold given by a Stratonovic differential
dAs = A−1(∂ξu, ◦dW ) .
Since the deterministic dynamics are of order O(ε2) then the noise is not always dominant. Only, if the
noise strength is sufficiently large, or the curvature of the boundary is constant, then noise can dominate
(cf. Remark 2.10). Also if the droplet sits in a spot with maximal curvature, then the noise dominates, at
least locally around that point.
This is in contrast to the one-dimensional stochastic Cahn-Hilliard equation (see [4]) where it has been
proved that a noise of polynomial strength in ε cannot be ignored since the deterministic dynamics are
exponentially small.
In Section 3, we give sufficient criteria for the noise strength such that the solution stays with high
probability close to the droplet states both in L2 and H1ε norms, until times of any polynomial order O(ε−q).
The previous is achieved by estimating the p-moments of v in various norms.
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In our L2-stability result of Theorem 3.4 under the assumption of η0 = O(ε2k−2−k˜) for some small k˜ > 0,
we prove that if w(0) lies in N ηεk−2L2 for k > 5 and some η > 0 independent of ε, then with high probability
the solution stays in a slightly larger neighborhood NCεk−2L2 (C > η) for any long time of order O(ε−q),
q ∈ N.
Our problem is stochastic, so stability in H1ε -norm is investigated analytically since we can not refer to
the abstract parabolic regularity argument used in [2] in the absence of noise. More specifically, in Theorem
3.11 and its corollary, imposing the additional assumption of η2 = O(ε2k−6), we show that if w(0) lies in
N ηεk−2L2 and ∇w(0) lies in N ηε
k−4
L2 then with high probability the solution stays in NCε
k−3−k˜
H1
ε
for any long
time of order O(ε−q), q ∈ N, where k˜ is just some arbitrary small number. Due to this result, the local in
time stochastic dynamics derived in Section 2, are proven to be valid for very long time scales. Nevertheless,
we can not claim that the radius of stability is the optimal one.
The last independent Section 4 involves some higher order estimates needed for the stochastic dynamics.
We compute these estimates by extending the analogous lower order results of [2] which were used for the
deterministic problem.
Throughout this manuscript, as many of our proofs are quite technical, we present the application of Itoˆ
calculus in full details; we hope that the interested reader may gain a wider comprehension of this stochastic
technique. Finally, let us remark, that we denote various constant all by C, although their value may change
from line to line.
2. Stochastic dynamics
2.1. The exact stochastic equation of droplet’s motion. In this section, we shall derive the stochastic
motion on the manifoldM following the main lines of Theorem 4.3 [2] (p. 297), presented for the deterministic
problem. For simplicity we use the symbol w in place of uε, so that problem (1.4) can be written as the
following stochastic PDE
(2.1) dw = Lε(w)dt + dW.
Let the position on ∂Ω be a diffusion process ξ given by
(2.2) dξ = b(ξ)dt+ (σ(ξ), dW ),
for some scalar field b : R → R and some variance σ : R → H still to be determined. We will justify this
ansatz later in Remark 2.4, once we obtain equations for b and σ.
We approximate the solution w of (1.4) by some u = u(ξ(t)) in M, and write
(2.3) w(t) = u(·, ξ(t), ε) + v(t),
where v⊥L2(Ωδ)∂ξu. We use equation (1.4) written as (2.1) to get
(2.4) dw =
[
ε2∆w − f(w) + 1|Ωδ|
∫
Ωδ
f(w)dx
]
dt+ dW = [Lε(u)− Lv −N(u, v)] dt+ dW,
where L is defined, for v smooth, by
Lv = −ε2∆v + f ′(u)v,
so that −L is the linearization of Lε at u, and N(u, v) is the remaining nonlinear part. Differentiating
w = u+ v with respect to t, we obtain by Itoˆ calculus
(2.5) dw = ∂ξu dξ + dv +
1
2
∂2ξu dξdξ.
From Itoˆ-calculus dtdt = dWdt = 0 and higher order differentials all vanish.
Moreover, for the quantity dξdξ the following lemma holds true.
Lemma 2.1. We have that
(2.6) dξdξ = (Qσ(ξ), σ(ξ))dt.
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Proof. Note that using Itoˆ-calculus, by the definition of ξ we derive
dξdξ = (σ(ξ), dW )(σ(ξ), dW ).
Thus, the claim follows immediately from the definition of the covariance operator.
In more detail, we use the series expansion of W together with dβidβj = δijdt, and derive from Parcevals
identity for arbitrary functions a and b the relation
(2.7) (a, dW )(b, dW ) =
∑
i,j
aiajdβidβj(a, ei)(b, ej) =
∑
i
a2i (a, ei)(b, ei)dt = (Qa, b)dt .

Therefore, substituting (2.5) in (2.4) we obtain by using Lemma 2.1 above,
dw = ∂ξu dξ +
1
2
∂2ξu · (Qσ, σ)dt + dv =
[
Lε(u)− Lv −N(u, v)
]
dt+ dW.(2.8)
We take the L2(Ωδ)-inner product of (2.8) with ∂ξu and arrive at
‖∂ξu‖2dξ + (dv, ∂ξu) =
[
(Lε(u), ∂ξu)− (Lv, ∂ξu)− (N(u, v), ∂ξu)
]
dt
+ (dW, ∂ξu)− 1
2
(∂2ξu, ∂ξu) · (Qσ, σ)dt.
(2.9)
We differentiate in t the orthogonality condition (v, ∂ξu) = 0 and obtain by applying again Itoˆ calculus
(2.10) (dv, ∂ξu) + (v, d∂ξu) + (dv, d∂ξu) = 0.
As it is demonstrated by the following lemma, by making use of the relation above we shall eliminate (dv, ∂ξu)
in (2.9).
Lemma 2.2. It holds that
(dv, d[∂ξu]) =− (v, ∂2ξu)dξ − (σ,Q∂2ξu)dt
− 1
2
(v, ∂3ξu) · (Qσ, σ)dt + (∂ξu, ∂2ξu) · (Qσ, σ)dt.
(2.11)
Proof. Itoˆ calculus (recall dξdt = 0 and dtdt = 0) and (2.6) yields
d[∂ξu] = ∂
2
ξudξ +
1
2
∂3ξu · (Qσ, σ)dt .
Then, using this in (2.10), we obtain after some computations
(∂ξu, dv) = −(v, d[∂ξu])− (dv, d∂ξu)
= −(v, ∂2ξu)dξ −
1
2
(v, ∂3ξu) · (Qσ, σ)dt − (∂2ξu, dv)dξ.
(2.12)
Observing that w = u+ v and hence, dv = dw − du, by (2.8), we arrive at
−(∂2ξu, dv)dξ =− (∂2ξu, dw)dξ + (∂2ξu, du)dξ
=− (∂2ξu, dW )dξ + (∂2ξu, du)dξ
=− (∂2ξu, dW )dξ + (∂ξu, ∂2ξu) · (Qσ, σ)dt.
(2.13)
Using our definition of ξ as a diffusion process from (2.2), i.e., dξ = b(ξ)dt + (σ(ξ), dW ), and relation (2.7)
we obtain
(∂2ξu, dW )dξ = (∂
2
ξu, dW )(σ, dW ) = (σ,Q∂2ξu)dt .
This yields
(2.14) − (∂2ξu, dv)dξ = −(σ,Q∂2ξu)dt+ (∂ξu, ∂2ξu)(σ,Qσ)dt .
So, by replacing (2.14) in (2.12) the result follows. 
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Now we proceed to derive the equations of motion along the manifold. Using (2.11) in (2.9) we arrive at[
‖∂ξu‖2 − (v, ∂2ξu)
]
dξ =
[
(Lε(u), ∂ξu)− (Lv, ∂ξu)− (N(u, v), ∂ξu)
]
dt
+
[1
2
(v, ∂3ξu)−
3
2
(∂2ξu, ∂ξu)
]
(Qσ, σ)dt + (σ,Q∂2ξu)dt+ (∂ξu, dW ).
(2.15)
Obviously, if A := ‖∂ξu‖2 − (v, ∂2ξu) 6= 0, then (2.15) finally yields:
The stochastic o.d.e. for the droplet’s dynamics.
dξ = A−1
[
(Lε(u), ∂ξu)− (Lv, ∂ξu)− (N(u, v), ∂ξu)
]
dt
+A−1
[1
2
(v, ∂3ξu)−
3
2
(∂2ξu, ∂ξu)
]
(Qσ, σ)dt +A−1(σ,Q∂2ξu)dt
+A−1(∂ξu, dW ).
(2.16)
Note that provided v is sufficiently small, the invertibility of A is obvious. The detailed statement is proven
in Lemma 2.3 presented below.
So, since dξ = bdt+ (σ, dW ), then collecting the ‘dt’ terms we obtain the formula for the drift b
b = A−1
[
(Lε(u), ∂ξu)− (Lv, ∂ξu)− (N(u, v), ∂ξu)
]
+A−1
[1
2
(v, ∂3ξu)−
3
2
(∂2ξu, ∂ξu)
]
(Qσ, σ) +A−1(σ,Q∂2ξu),
(2.17)
while the variance σ is given by
(2.18) σ = A−1∂ξu.
Finally, as promised, we prove the following lemma which establishes the invertibility of A and the
asymptotic behavior of A−1 as ε→ 0+.
Lemma 2.3. For k > 5/2 and a fixed constant c > 0, if ‖v‖ < cεk−2, then there exists a constant C0 > 0
such that A ≥ C0/ε and therefore A−1 exists and
(2.19) |A−1| = O(ε) as ε→ 0+.
Proof. From [2] (p. 297) we have the following estimates
(2.20) ‖∂ξu‖ ≥ C−1ε−1/2 and ‖∂2ξu‖ ≤ Cε−3/2,
so,
(2.21) ‖∂2ξu‖ ≤ Cε−1ε−1/2 ≤ C3‖∂ξu‖2ε−1/2.
Easily, (2.20), (2.21) yield
|A| ≥ A = ‖∂ξu‖2 − (v, ∂2ξu) ≥ ‖∂ξu‖2 − ‖v‖‖∂2ξu‖ ≥ ‖∂ξu‖2 − Cεk−2‖∂2ξu‖
≥ ‖∂ξu‖2 − C˜εk−2ε−1/2‖∂ξu‖2
≥ Cε−1
[
1 +O(εk−5/2)
]
.
(2.22)
Hence, provided k > 5/2, we obtain
|A−1| ≤ Cε
[
1 +O(εk−5/2)
]−1
= O(ε).

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Remark 2.4. We note that the assumption of ξ being a diffusion process is not very restrictive. Following
the steps of the derivation backwards, it can be established that for any pair (ξ, v) where ξ solves (2.16) and
v solves
dv = d[∂ξu] + Lε(v + u) + f(v + u)dt+ dW,
then v ⊥ ∂ξu in L2 and the function w = u+ v solves the mass conserving Allen-Cahn equation with noise.
See also the analytical analogous results for the stochastic Cahn-Hilliard equation in [4], or the detailed
discussion in [29] for Allen-Cahn equation without mass-conservation.
2.2. The approximate stochastic o.d.e. for the droplet’s motion. Now we proceed by proving the
main theorems of Section 2 that analyze the droplet’s exact dynamics and approximations thereof, in terms
of ε.
Here, we need to assume bounds on the H1-norm of v, as we are not able to bound the nonlinearity
otherwise, since the L2-bound of v cannot control the cubic nonlinearity.
Theorem 2.5. For some k > 5/2 and fixed small κ˜ > 0, suppose that w(0) ∈ N ηεk−2L2 and that w(0) ∈
N ηεk−3−κ˜H1
ε
for any fixed constant η. Then, locally in time (as long as w(t) ∈ NCεk−3−κ˜H1
ε
∩NCεk−2L2 for any fixed
large constant C > η), it holds that
dξ = ε2c(ξ(t), ε)dt+O(εk−1/2δ2)dt+O(εmin{2k−11/2−2κ˜,3k−17/2−2κ˜,k−3/2})dt+ dAt,(2.23)
where the stochastic process At defined in (1.10) is the part in the equation for ξ, which arises due to the
presence of noise.
Recall Lemma 1.3, where c = O(δ2). Note that we need k ≥ 15/4 to have the error term in (2.23) above
of order O(ε2).
Using the results of p. 297 of [2], we obtain:
Lemma 2.6. Under the assumptions of Theorem 2.5, it holds that∣∣∣(Lε(u), ∂ξu)− (Lv, ∂ξ(u))− (N(u, v), ∂ξu)
∣∣∣ =
[
ε2c+O(ε2k−11/2−2κ˜) +O(ε3k−17/2−2κ˜) +O(εk−3/2)
]
‖∂ξu‖2.
Proof. Observe first that by definition (1.6) and for some large K > 0, we get
(Lε(u), ∂ξu) = (cε2‖∂ξu‖2 +O(εK)‖∂ξu‖L1) .
Secondly, we will use the following interpolations
‖v‖2L4 ≤ ‖v‖H1‖v‖ and ‖v‖3L6 ≤ ‖v‖2H1‖v‖ .
Since f is cubic and u is uniformly bounded, we arrive at
|(N(u, v), ∂ξu)| ≤ C(‖v‖H1 + ‖v‖2H1)‖v‖‖∂ξu‖ ≤ C(ε2k−6−2κ˜ + ε3k−9−2κ˜)ε1/2‖∂ξu‖2 ,
where we used that
‖v‖H1 ≤ ε−1‖v‖H1
ε
.
Note that this is the only argument in this proof where the H1-norm appears.
For the third term, using that ‖∂ξu‖ ≥ Cε−1/2 and ‖∆∂ξu‖ ∼ ‖u(3)ξ ‖ ≤ Cε−5/2 (cf. Appendix) we obtain
|(Lv, ∂ξu)| = |(v, L[∂ξu])| = | − ε2(v,∆∂ξu) + (v, f ′(u)∂ξu)|
≤ ε2‖v‖ε−5/2 + C‖v‖‖∂ξu‖
≤ Cεk−2−1/2 + Cεk−2‖∂ξu‖
≤ Cεk−3/2‖∂ξu‖2.
(2.24)

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Proof of Theorem 2.5. Setting
B :=
[1
2
(v, ∂3ξu)−
3
2
(∂2ξu, ∂ξu)
]
,
we get by (2.15)
Adξ =
[
(Lε(u), ∂ξu)− (Lv, ∂ξu)− (N(u, v), ∂ξu)
]
dt
+B(Qσ, σ)dt + (σ,Q∂2ξu)dt+ (∂ξu, dW ).
(2.25)
Lemma 2.6 yields
Adξ =
[
ε2c(ξ, ε) +O(ε2k−11/2−2κ˜) +O(ε3k−17/2−2κ˜) +O(εk−3/2)
]
‖∂ξu‖2dt
+B(Qσ, σ)dt + (σ,Q∂2ξu)dt+ (∂ξu, dW ).
Therefore, we get by (1.10)
(2.26) dξ = A−1
[
ε2c(ξ, ε) +O(ε2k−11/2−2κ˜) +O(ε3k−17/2−2κ˜) +O(εk−3/2)
]
‖∂ξ(u)‖2dt+ dAs.
By Lemma 2.3 we have locally in time, as long as w(t) ∈ N ηεk−2L2 ,
(2.27) |A−1|‖∂ξu‖2 ≤
[
1 + Cεk−5/2
]−1
= 1 +O(εk−5/2).
So, from (2.26) analogously to the arguments in p. 297 of [2], we have
dξ =
[
ε2c(ξ, ε) +O(ε2k−11/2−2κ˜) +O(ε3k−17/2−2κ˜) +O(εk−3/2)
][
1 +O(εk−5/2)
]
dt+ dAs
=
[
ε2c(ξ, ε) +O(εk−1/2δ2) +O(εmin{2k−11/2−2κ˜,3k−17/2−2κ˜,k−3/2})
]
dt+ dAs.
(2.28)
Here, recall (1.8), i.e., c(ξ, ε) = O(δ2). 
In the following theorem we shall evaluate the noise effect in the local in time stochastic dynamics (2.23)
driven by the additive term dAs defined by (1.10), which supplies the deterministic dynamics of [2] with an
extra deterministic drift and a noise term.
Theorem 2.7. Assume that in (1.6) k > 5/2 and w(0) ∈ N ηεk−2L2 . Then, locally in time (as long as
w(t) ∈ NCεk−2L2 ) the noise induced terms appearing in (2.23) given by
dAs = A−1
[1
2
(v, ∂3ξ (u))−
3
2
(∂2ξu, ∂ξu)
]
(Qσ, σ)dt +A−1(σ,Q∂2ξu)dt+A−1(∂ξu, dW ),
are estimated by
(2.29) dAs = O(η1)dt+ (OL2(ε 12 ), dW ).
Here, η1 = ‖Q‖ is the noise strength.
The leading order term in O(η1) is
A−2(∂ξu,Q∂2ξu) +O(η1εmin{1,k−5/2}).
We can summarize the last two theorems in the next result.
Corollary 2.8. Under the assumptions of Theorem 2.5 it holds that
dξ = ε2c(ξ(t), ε)dt+A−2(∂ξu,Q∂2ξu)dt+A−1(∂ξu, dW )
+O(εmin{2k−11/2−2κ˜,3k−17/2−2κ˜,k−1/2} + η1εmin{1,k−5/2})dt.
(2.30)
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Proof. We shall use some estimates proven in Section 4. For ε small, by (4.1), (4.3), and (4.4) given in
Theorems 4.1 and 4.2, it holds that
|(∂2ξu, ∂ξu)| = O(ε−1), ‖∂ξu‖ = O(ε−
1
2 ),
‖∂2ξu‖ = O(ε−
3
2 ), ‖∂3ξu‖ = O(ε−
5
2 ), ‖u‖L∞ = O(1).
We need to estimate, by means of upper bounds in terms of ε, all the new terms appearing in the stochastic
dynamics. By Lemma 2.3 we have
|A−1| = O(ε),
as locally in time we assumed ‖v‖L2 ≤ Cεk−2.
Recall from (2.27)
|A−1|‖∂ξu‖2 = 1 +O(εk−5/2).
We estimate the variance σ by
‖σ‖2 = |A−1|2‖∂ξu‖2 = |A−1||A−1|‖∂ξu‖2 ≤ C|A−1| ≤ Cε ,
and therefore, deduce that
‖σ‖ ≤ Cε 12 .
The term A−1(∂2ξu, ∂ξ(u))(Qσ, σ) is estimated as follows:
For the induced L2(Ωδ)-operator norm ‖ · ‖, we get
|(Qσ, σ)| ≤ ‖Qσ‖‖σ‖ ≤ ‖Q‖‖σ‖2 ≤ Cη1ε.
In addition, we have
A−1(∂2ξu, ∂ξu)(Qσ, σ) ≤ Cεε−1‖Q‖ε = Cεη1.
Further, the following estimate holds true
|A−1(σ,Q∂2ξu)| ≤ |A−1||A−1|‖∂ξu‖‖Q‖‖∂2ξu‖ ≤ Cε2ε−1/2‖Q‖ε−3/2 = Cη1.
The remaining term depending on v is bounded (as long as ‖v‖L2 ≤ Cεk−2) by
1
2
|A−1(v, ∂3ξ (u))(Qσ, σ)| ≤ Cε‖v‖ε−5/2‖Q‖‖σ‖2 = Cεk−5/2η1 .
This finishes the proof of the theorem. 
2.3. Interpretation of the result. Here, we present some comments on the results derived in the section
above.
Remark 2.9 (Itoˆ-Stratonovich correction). Let us look more closely on Corollary 2.8. Using the Itoˆ-
Stratonovich correction term, we obtain for a function g(ξ) that the Stratonovich differential is
(g, ◦dW ) = 1
2
(g,Q∂ξg)dt+ (g, dW ) ,
where Q is the covariance operator of W .
Thus, in our case we use that ∂ξv = ∂ξu, as the solution w is independent of ξ, in order to obtain after
some calculation
dAt = A−1(∂ξu, ◦dW ) ,
which is the Wiener process W projected onto the manifold of the small droplets. Here ◦dW denotes the
Stratonovic differential.
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Remark 2.10 (Boundaries of constant curvature). If the noise is small, which we will need for the attractivity
result of the manifold, then the motion of the droplet is to first order given by the dξ = ε2c(ξ, ε)dt, which is
the deterministic result of [2]. On timescales of order ε−2 the droplet moves with velocity determined by the
changes in the curvature of the boundary.
If our domain has parts of constant curvature, like a circle or the sides on a square, then c(ξ, ε), which
depends essentially on the derivative of the curvature, is 0 and we expect the droplet to move with a Wiener
process projected to the manifold, i.e., locally like a Brownian motion. Nevertheless, here we need to look
more closely into the higher order (in δ) corrections to c(ξ, ε), in order to prove such a claim.
Remark 2.11 (Extremal points of curvature). Similarly to Remark 2.10, we could study the random fluctu-
ations at the stationary points of maximal or minimal curvature. In this case, at least locally, we expect also
the Brownian motion to dominate. At points of minimal curvature the noise drives the droplet away from
this unstable stationary situation. At points of maximal curvature the droplet is deterministically attracted,
and noise only induces fluctuations around that point.
Moreover, an exit result of large deviation type from this point of maximal curvature should hold for the
droplet. But it is an interesting question, in which direction the droplet will exit. For small amplitude noise,
we conjecture that it moves along the manifold and not exits in normal direction away from boundary. Our
present stability result does not answer this question as the exponential time-scales present in large deviation
problems are too long for our result.
Remark 2.12 (Large Noise). Our approximation of ξ is valid for a general noise strength η1 := ‖Q‖ as long
as ‖v‖H1
ε
= O(εk−(3+)). If the noise strength is large, we expect the droplet to move randomly, independent
of the curvature of the boundary.
But as we shall see in the sequel, we are not yet able to verify the stability of the slow manifold for
relatively large noise strength. Only for a sufficiently smooth in space noise of sufficiently small strength, the
attractivity result is established on arbitrarily long time intervals. As we prove, the restrictions that we must
impose on the noise strength for maintaining ‖v‖H1
ε
= O(εk−3−), lead to a noise that does not dominate the
deterministic dynamics.
More specifically, as we prove, for any k > 5 one of the restrictions is given by
η1 ≤ η0 = O(ε2k−2−),
resulting in a noise which is small when compared with the original dynamics of the deterministic problem.
This is mainly due to the fact that we are not able yet to find an efficient way to control the nonlinearity
further away from the manifold of droplet states. Moreover, the linear attractivity of the manifold is pretty
weak. If one could overcome either one of these difficulties, then the case of a much larger noise strength
could be analyzed; this is a difficult open problem to be investigated in a future work.
3. Stochastic stability
In this section, we establish the stability of our droplet-manifold in the L2-norm for any polynomial times
of order O(ε−q), q > 0. Note that we could not apply standard large deviation type estimates, since we are
not exiting from a single fixed point, and as we only have a manifold of approximate solutions. Moreover,
results in the spirit of Berglund and Gentz [8] are not yet developed in the infinite dimensional setting.
3.1. L2-bounds. Here, we follow the proof of [2] (p. 296) with some significant changes related to the
additive noise.
We wish to show that some small tubular neighborhood of our manifold is positively invariant. Obviously,
in the stochastic setting any solution will leave the neighborhood at some point. The question is, how long
does this take. Here, we are going to present a relatively simple and direct proof for the bound on the exit
time.
Recall that
w(t) = u(·, ξ(t), ε) + v(t) ,
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where v(t)⊥L2(Ωδ)∂ξu. Relation (2.8) gives
dw =
[
Lε(u)− Lv −N(u, v)
]
dt+ dW,(3.1)
and on the other hand
(3.2) dw = du+ dv = ∂ξudξ +
1
2
∂2ξu(Qσ, σ)dt + dv .
Recall the definitions
Lε(u) :=ε2∆u− f(u) + 1|Ωδ|
∫
Ωδ
f(u)dx, Lv := −ε2∆v + f ′(u)v,
N(u, v) :=f(u+ v)− f(u)− f ′(u)v − 1|Ωδ|
∫
Ωδ
[f(u+ v)− f(u)]dx.
Recall also from Lemma 1.2 that (for any large K > k)
(3.3) Lε(u) = c(ξ, ε)ε2∂ξu+ B, with B = OL∞(εK).
Solving (3.1) and (3.2) for dv and substituting (3.3), we obtain the equation for motion orthogonal to the
manifold.
Lemma 3.1. Consider a solution w(t) = u(·, ξ(t), ε)+ v(t) with v(t)⊥∂ξu and ξ being our diffusion process,
then
dv =
[
cε2∂ξu+ B − Lv −N(u, v)
]
dt− ∂ξudξ − 1
2
∂2ξu(Qσ, σ)dt + dW.(3.4)
Let us now turn to the estimate of ‖v‖2. First we obtain since (∂ξu, v) = 0
(dv, v) =
[
(B, v)− (Lv, v)− (N(u, v), v)
]
dt− 1
2
(∂2ξ (u), v)(Qσ, σ)dt + (v, dW ).(3.5)
In view of (3.5) we first observe that Itoˆ calculus gives
d‖v‖2 = d(v, v) = 2(v, dv) + (dv, dv).
Since dξ = bdt+ (σ, dW ) and
(dW, dW ) = trace(Q)dt = η0dt,
again by Itoˆ-calculus we derive
(dv, dv) =(dW, dW )− 2(dW, ∂ξu)dξ + (∂ξu, ∂ξu)dξdξ
=η0dt− 2(∂ξ(u),Qσ)dt+ ‖∂ξu‖2(σ,Qσ)dt
=O(η0)dt,
where we used in the last step that ‖∂ξu‖ ≤ Cε−1/2, ‖Q‖ = η1 ≤ η0 and ‖σ‖ ≤ Cε1/2.
Finally, we have
(3.6)
1
2
d‖v‖2 = (v, dv) +O(η0)dt.
In order to proceed, we now bound the terms in (3.5). Obviously, we have
(3.7) (B, v)dt ≤ CεK‖v‖dt.
Furthermore, for the quadratic form of the linearized operator the following lemma based on [2] holds true.
Lemma 3.2. There exists some ν0 > 0 such that for all v ⊥ ∂ξu
(3.8) − (Lv, v) ≤ −ν0ε2‖v‖2H1
ε
.
Let us remark that any improvement in the spectral gap immediately yields an improvement in the
noise-strength we can study.
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Proof. From the main spectral theorem of [2] we have
−(Lv, v) ≤ −ν˜ε2‖v‖2.
As u is bounded, this implies that for any γ ∈ (0, 1)
−(Lv, v) ≤ −γε2‖∇v‖2 + γ‖f ′(u)‖∞‖v‖2 − (1 − γ)ν˜ε2‖v‖2.
Choosing γ = ε2 yields the claim. 
We consider finally the term −(N(u, v), v)dt. Since u is uniformly bounded, we obtain
(N(u, v), v) =
∫
Ωδ
(3uv3 + v4)dx − 1|Ωδ|
∫
Ωδ
(3u2v + 3uv2 + v3)dx
∫
Ωδ
vdx ≥ −C
∫
Ωδ
|v|3dx+
∫
Ωδ
v4dx,
where we used that the mass conservation together with the definition of u gives
1
|Ωδ|
∫
Ωδ
wdx =
1
|Ωδ|
∫
Ωδ
udx, and therefore
∫
Ωδ
vdx = 0.
Hence, we arrive at
(3.9) − (N(u, v), v)dt ≤
(
C
∫
Ωδ
|v|3dx−
∫
Ωδ
v4dx
)
dt.
Also we have
(3.10) (∂2ξu, v)(Qσ, σ)dt ≤ Cε−3/2η1ε1/2ε1/2‖v‖dt = Cε−1/2η1‖v‖dt.
Using now the relations (3.6), (3.7), (3.8), (3.9) and (3.10) in (3.5) we get
d‖v‖2 ≤
[
Cη0 + Cε
K‖v‖ − 2ν0ε2‖v‖2H1
ε
+ C
∫
Ωδ
|v|3dx− 2
∫
Ωδ
v4dx+ Cε−1/2η1‖v‖
]
dt+ 2(v, dW ).(3.11)
By Nirenberg’s inequality and since ε≪ 1, it follows that
C
∫
Ωδ
|v|3dx =C‖v‖3L3 ≤ C˜‖v‖H1‖v‖2
≤C2 1
ε
‖v‖H1
ε
‖v‖2 ≤ ‖v‖H1
ε
‖v‖ν0ε2 ≤ ν0ε2‖v‖2H1
ε
,
(3.12)
provided that for Cˆ ≥ C2
(3.13) ‖v‖ ≤ ν0ε
3
Cˆ
.
Note that this is the point where the condition k > 5 will finally appear, since if ‖v‖ ≤ Cεk−2 for k > 5
then indeed ‖v‖ ≤ ν0ε3
Cˆ
(observe that we do not have any sharp estimate of the constant ν0 even if Cˆ could
be determined explicitly by the Nirenberg’s inequality constant).
Using (3.12) in (3.11) and the fact that −‖v‖2H1
ε
≤ −‖v‖2 we arrive at
d‖v‖2 ≤
[
Cη0 + Cε
K‖v‖ − ν0ε2‖v‖2H1
ε
+ Cε−1/2η1‖v‖
]
dt+ 2(v, dW )
≤
[
Cη0 +
C20
2ν0ε2
(εK + ε−1/2η1)
2 − ν0ε
2
2
‖v‖2
]
dt+ 2(v, dW ).
Let us summarize the result proven so far.
Lemma 3.3. As long as ‖v‖ ≤ ν0ε3
Cˆ
, then
d‖v‖2 ≤
[
Cε − ν0ε
2
2
‖v‖2
]
dt+ 2(dW, v),(3.14)
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for
Cε := Cη0 +
C20
2ν0ε2
(εK + ε−1/2η1)
2,
where C0, Cˆ and C are the specific constants appearing in the proof.
3.2. Long-time L2-stability. Let us define the stopping time τ⋆ as the exit-time of a neighborhood of the
manifold before time T
τ⋆ := inf{t ∈ [0, T ] : ‖v(t)‖ > B},
with the convention that
τ⋆ = T, if ‖v(t)‖ ≤ B for all t ∈ [0, T ],
and thus, the solution did not exit before T .
Recall that v satisfies an inequality of the form
d‖v‖2 ≤ [Cε − a‖v‖2]dt+ 2(v, dW ),
for all t ≤ τ⋆, provided that B ≤ ν0ε3
Cˆ
. Thus from now on, we fix
B = Cεk−2 for k > 5 .
More specifically, from (3.14)
a :=
ν0ε
2
2
and Cε := Cη0 +
C20
2ν0ε2
(εK + ε−1/2η1)
2
So, for all t ≤ τ⋆, it holds that
‖v(t)‖2 + a
∫ t
0
‖v(s)‖2ds ≤ ‖v(0)‖2 + Cεt+ 2
∫ t
0
(v, dW ).
Using the fact that stopped stochastic integrals still have mean value 0 (referring to optimal stopping of
martingales), we obtain
(3.15) E‖v(τ⋆)‖2 + aE
∫ τ⋆
0
‖v(s)‖2ds ≤ ‖v(0)‖2 + CεT,
where we used that τ⋆ ≤ T by definition.
We can extend (3.15) above to higher powers using Itoˆ calculus as follows:
d‖v‖2p = p‖v‖2p−2d‖v‖2 + p(p− 1)‖v‖2p−4d‖v‖2d‖v‖2
= p‖v‖2p−2d‖v‖2 + 4p(p− 1)‖v‖2p−4(v,Qv)dt
≤ p‖v‖2p−2[Cε − a‖v‖2]dt+ 4p(p− 1)‖v‖2p−2‖Q‖dt+ 2p‖v‖2p−2(v, dW ).
Hence, for all integers p > 1, we arrive at
‖v(t)‖2p + pa
∫ t
0
‖v(s)‖2pds ≤ ‖v(0)‖2p + C(Cε + ‖Q‖)
∫ t
0
‖v‖2p−2dt+ 2p
∫ t
0
‖v‖2p−2(v, dW ),
provided t ≤ τ⋆. Here and in the sequel, we denote all constants depending explicitly on p only by C.
Therefore, we obtain
(3.16) E‖v(τ⋆)‖2p ≤ ‖v(0)‖2p + C(Cε + ‖Q‖)E
∫ τ⋆
0
‖v‖2p−2dt,
and
(3.17) aE
∫ τ⋆
0
‖v(s)‖2pds ≤ 1
p
‖v(0)‖2p + C(Cε + ‖Q‖)E
∫ τ⋆
0
‖v‖2p−2dt.
Let us now assume that
q =
Cε + ‖Q‖
a
≪ 1 and ‖v(0)‖2 ≤ q ≪ B2.
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An induction argument yields
1
pE‖v(τ⋆)‖2p
(3.16)
≤ 1p‖v(0)‖2p + C(Cε + ‖Q‖)E
∫ τ⋆
0
‖v‖2p−2dt
= 1p‖v(0)‖2p + C · qa · E
∫ τ⋆
0
‖v‖2p−2dt
(3.17)
≤ 1p‖v(0)‖2p + Cq‖v(0)‖2p−2 + Cq2aE
∫ τ⋆
0
‖v‖2p−4dt
≤ Cq‖v(0)‖2p−2 + Cq2aE
∫ τ⋆
0
‖v‖2p−4dt
≤ . . .
≤ Cqp−2‖v(0)‖4 + Cqp−1aE
∫ τ⋆
0
‖v‖2dt
(3.15)
≤ Cqp−2‖v(0)‖4 + Cqp−1[‖v(0)‖2 + CεT ]
≤ Cqp + CaqpT,
as Cε ≤ aq. Using Chebychev’s inequality, finally, we arrive at
P(τ⋆ < T ) = P(‖v(τ⋆)‖ ≥ B) ≤ B−2pE‖v(τ⋆)‖2p
≤ CB−2p[qp + aqpT ] = C
( q
B2
)p
+ Ca
( q
B2
)p
T.
(3.18)
Therefore, we obtain the following L2-stability theorem.
Theorem 3.4. Consider the exit time
τ⋆ := inf{t ∈ [0, Tε] : ‖v(t)‖ > Cεk−2},
with Tε := ε
−N for any fixed large N > 0. Fix
k > 5, and ‖v(0)‖ < ηεk−2.
Also, assume that the noise satisfies
η0 ≤ Cε2k−2+k˜,
for some k˜ > 0 very small. Then the probability P(τ⋆ < Tε) is smaller than any power of ε, as ε→ 0. And
thus for very large times with high probability the solution stays close to the manifold.
Proof. The claim follows from inequality (3.18) if q/B2 = O(εκ˜).
Indeed, using the definitions of Cε, a = O(ε2) and B = Cεk−2, we have (note K > k)
q =
Cε + ‖Q‖
a
≤ C[η0ε−2 + ε−4(ε2K + ε−1η21)]
Furthermore, B2 = O(ε2k−4). So, indeed we get
q/B2 = η0ε
2−2k + ε2(K−k) + ε−1−2kη21 = O(εκ˜),
since η1 ≤ η0 and k > 5. 
Remark 3.5. The stability result presented so far does not state that the local in time stochastic dynamics
for ξ given by Theorem 2.5 and Theorem 2.7 hold with high probability for a long time. For this we need to
prove stochastic stability in the H1ε -norm. As we rely for simplicity of presentation on the direct application
of Itoˆ’s formula, this will only be achieved for a noise W˙ sufficiently regular in space.
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Remark 3.6. The presence of the very small κ˜ in the conditions of η0 is only for simplicity. Instead of
having the κ˜ here, we could use B := ε2k−4−κ˜. This would yield the same result but for a slightly smaller
neighborhood for v.
We need the gap created by κ˜ in order to control the probability and to obtain very large time-scales in
the stability result. This is the reason, why k = 5 (included in the deterministic case result of [2]) is out of
reach in our approach, and we can only consider k > 5.
3.3. Estimates in H1ε -norm. As we can not rely on bounds of the linearized operator in H
1
ε -norm, we
shall use instead the previously established L2-stability result given by Theorem 3.4. Nevertheless, in order
to bound the H1ε -norm of stochastic solution over a very long time-scale, we can allow the use of a larger
tube bounding ∇v. But, as we shall see in the sequel, this will further limit the noise we can consider since
we obtain additional restrictions for the size of η2.
Let w be the solution of the mass conserving stochastic Allen-Cahn equation (1.4), then
w = u+ v, u ∈M, u⊥L2(Ωδ)∂ξu.
Moreover, recall (3.4)
dv =
[
cε2∂ξu+ B − Lv −N(u, v)
]
dt− ∂ξudξ − 1
2
∂2ξu(Qσ, σ)dt + dW,
with
Lv +N(u, v) = −ε2∆v + f(u+ v)− f(u)− 1|Ωδ|
∫
Ωδ
[f(u+ v)− f(u)]dx.
We consider first the following relation
d‖∇v‖2 = 2(∇v, d∇v) + (∇dv,∇dv)
= −2(∆v, dv) + (∇dv,∇dv),(3.19)
where we used integration by parts, as v satisfies a Neumann boundary condition.
Observe that by series expansion ofW and since ‖ek‖ = 1, ‖σ‖ = O(ε1/2), ‖∇∂ξu‖ = O(ε−3/2), we obtain
(∇∂ξu,∇dW )(σ, dW ) =
∑
k
α2k(∇∂ξu,∇ek)(σ, ek)dt
≤
∑
k
αk‖∇ek‖αk‖∇∂ξu‖‖σ‖dt
≤ η1/22 η1/20 ‖∇∂ξu‖‖σ‖dt
≤ C(ε−2η0 + η2)dt.
Thus, since η1 ≤ η0 then for the Itoˆ-correction term we have
(∇dv,∇dv) = ‖∇∂ξu‖2(dξ)2 − 2(∇∂ξu,∇dW )dξ + (∇dW,∇dW )
= ‖∇∂ξu‖2(Qσ, σ)dt − 2(∇∂ξu,∇dW )(σ, dW ) + trace(∆Q)
= O(ε−2η1 + η2 + ε−2η0 + η2)dt
= O(ε−2η0 + η2)dt.
Considering the other mixed term in (3.19) and using that (1,∆v) = 0, we obtain the following relation
−(∆v, dv) =−
(
∆v,B + ε2∆v
)
dt−
(
∆v,−f(u+ v) + f(u)
)
dt
+
(
∆v, ∂ξu[b− cε2] + 1
2
∂2ξu(Qσ, σ)
)
dt−
(
∆v,−∂ξu(σ, dW ) + dW
)
=T1 + T2 + T3 + T4 .
(3.20)
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First, we estimate the martingale term T4. Note that we only integrate by parts once, as we only know
that v satisfies Neumann boundary conditions.
T4 = (∆v, ∂ξu)(σ, dW ) − (∆v, dW ) = −(∇v,∇∂ξu)(σ, dW ) + (∇v,∇dW )
= (O(ε−1‖∇v‖), dW ) + (O(‖∇v‖), d∇W ).
For T1 and for K > 0 sufficiently large, we obtain by Lemma 1.2 that
T1 = −(∆v, [B + ε2∆v])dt = −(∆v,B)dt− ε2‖∆v‖2dt
= O(εK‖∆v‖)dt− ε2‖∆v‖2dt.
For T3 we have
T3 =
(
∆v, ∂ξu[b− cε2] + 1
2
∂2ξu(Qσ, σ)
)
dt = (∆v, ∂ξu)[b− cε2]dt+ 1
2
(∂2ξu,∆v)(Qσ, σ)dt
= O(‖∆v‖ε−1/2[b− cε2])dt+O(ε−1/2η0‖∆v‖)dt.
Here, note that we can bound b by Corollary 2.8 only up to a stopping time.
For T2 we derive
T2 = −
(
∆v,−f(u+ v) + f(u)
)
dt =
(
∆v,−v + 3u2v + 3uv2 + v3
)
dt
=
(
‖∇v‖2 −
∫
∇(3u2v + 3uv2 + v3) · ∇vdx
)
dt
=
(
‖∇v‖2 −
∫
(3u2 + 6uv + 3v2)|∇v|2dx−
∫
(6uv + 3v2)(∇u · ∇v)dx
)
dt
≤
(
‖∇v‖2 −
∫
(6uv + 3v2)(∇u · ∇v)dx
)
dt.
We observe that ‖∇u‖∞ ∼ ‖∂ξu‖∞ (cf. Appendix). So, we have ‖∇u‖∞ ≤ Cε−1 (since ‖∂ξu‖∞ ≤ Cε−1, cf.
[2]). In addition, u is uniformly bounded in ε. Furthermore, the Nirenberg’s inequality gives
‖v2‖ = ‖v‖24 ≤ (C‖v‖1/2H1 ‖v‖1/2)2 = C‖v‖H1‖v‖ ≤ C‖v‖2 + C‖∇v‖‖v‖,
while the following interpolation inequality holds true
‖∇v‖2 = −(∆v, v) ≤ ‖∆v‖‖v‖.
Using the previous estimates we arrive at
T2 ≤
(
‖∇v‖2 + 3‖v2‖‖∇u‖∞‖∇v‖+ 6‖v‖‖u‖∞‖∇u‖∞‖∇v‖
)
dt
≤
(
‖∇v‖2 + Cε−1‖v2‖‖∇v‖+ Cε−1‖v‖‖∇v‖
)
dt
≤
(
‖∇v‖2 + Cε−1‖v‖‖∇v‖2 + Cε−1‖v‖2‖∇v‖+ Cε−1‖v‖‖∇v‖
)
dt.
(3.21)
So, by relation (3.20), we derive
d‖∇v‖2 =O(εK‖∆v‖)dt− 2ε2‖∆v‖2dt+ T2
+O(‖∆v‖ε−1/2|b − cε2|)dt+O(ε−1/2η0‖∆v‖)dt+O(ε−2η0 + η2)dt
+ (O(ε−1‖∇v‖), dW ) +O(‖∇v‖,∇dW ).
for T2 estimated by (3.21). Therefore, Young’s inequality yields
d‖∇v‖2 =− ε2‖∆v‖2dt+ T2
+O(ε2K−2 + ε−3|b− cε2|2 + ε−3η20 + ε−2η0 + η2)dt
+ (O(ε−1‖∇v‖), dW ) +O(‖∇v‖,∇dW ).
(3.22)
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In order to proceed with the estimate of T2 given by (3.21) where the L
2-norm of v is also involved, we shall
rely on the L2-stability result proven so far, observing evolution in time as long as ‖v‖ is not too large.
Definition 3.7. Let k > 5 and κ˜ > 0 small. For some given large Tε, we define the stopping time
(3.23) τε = inf{t ∈ [0, Tε] : ‖∇v(t)‖ > C0εk−4−κ˜ or ‖v(t)‖ > C0εk−2} .
Here, C0 is a large fixed positive constant. Obviously, we set τε = Tε if none of the conditions is satisfied
for all t < Tε.
From the previous definition, it follows that
sup
t∈[0,Tε]
‖v(t)‖H1
ε
≤ C0εk−3−κ˜.
Hence, for this stopping time considered, the bound in L2-norm provided by Theorem 3.4 (i.e., ‖v(t)‖ <
Cεk−2 for all t ≤ τε with high probability, as long as Tε is a polynomial in ε−1) is much stronger than the
L2-bound given in the H1ε -norm.
For the rest of the arguments we assume that t ≤ τε and let K ≥ k. We know by Corollary 2.8 that
sup
[0,τε]
|b− cε2| = O(εk−1/2).
Thus, relation (3.22) yields
d‖∇v‖2 =− ε2‖∆v‖2dt+ T2
+O(ε2k−4 + ε−3η20 + ε−2η0 + η2)dt
+ (O(ε−1‖∇v‖), dW ) + (O(‖∇v‖),∇dW ) .
(3.24)
In order to estimate the term T2, we use the bound given by (3.21) and the following relations
‖v(t)‖ ≤ Cεk−2, ‖∇v‖2 ≤ ‖∆v‖‖v‖.
Therefore, for k ≥ 3, we obtain by Young’s inequality
T2 ≤
(
‖∇v‖2 + Cε−1‖v‖‖∇v‖2 + Cε−1‖v‖2‖∇v‖+ Cε−1‖v‖‖∇v‖
)
dt
≤
(
4‖∇v‖2 + Cε2k−6
)
dt
≤
(1
2
ε2‖∆v‖2 + 8ε−2‖v‖2 + Cε2k−6
)
dt
≤
(1
2
ε2‖∆v‖2 + Cε2k−6
)
dt .
(3.25)
To close the argument, we need a Poincare´ type estimate. More specifically, for any function satisfying
Neumann boundary conditions there exists some positive constant c > 0 such that
(3.26) 2c‖∇v‖2 ≤ ‖∆v‖2 .
To prove the statement above, first let us denote by v¯ the spatial average of v, and then use interpolation
and the standard Poincare´ inequality. So, we have
‖∇v‖2 = ‖∇(v − v¯)‖2 ≤ ‖v − v¯‖‖∆(v − v¯)‖ ≤ C‖∇(v − v¯)‖‖∆(v − v¯)‖ = C‖∇v‖‖∆v‖ .
Therefore, by (3.24), we obtain the following lemma.
Lemma 3.8. If k ≥ 3 and t ≤ τε, with τε given by (3.23), then for c > 0 the constant appearing in Poincare´
inequality (3.26), the following relation holds true
(3.27) d‖∇v‖2 + cε2‖∇v‖2dt = Γεdt+ (Z, dW ) + (Ψ, d∇W ),
for
(3.28) Γε := O(ε2k−6 + ε−3η20 + ε−2η0 + η2),
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and
(3.29) ‖Z‖2 := O(ε−2‖∇v‖2), ‖Ψ‖2 := O(‖∇v‖2).
Furthermore, it holds that
(3.30) ‖∇v(t)‖2 + cε2
∫ t
0
‖∇v(s)‖2ds ≤ ‖∇v(0)‖2 + ΓεTε +
∫ t
0
[(Z, dW ) + (Ψ, d∇W )]ds,
and thus
(3.31) E‖∇v(t)‖2 + cε2E
∫ t
0
‖∇v(s)‖2ds ≤ ‖∇v(0)‖2 + ΓεTε.
Note that by a slight abuse of notation, we identify Γε defined in (3.28) with the corresponding O-term.
We remark, that as in the L2-case this lemma is only the first step for proving stability; higher moments
will be derived by an induction argument in the following section.
3.4. Long-Time H1-stability. Keeping the same assumptions as in Lemma 3.8, we proceed similar to the
L2-stability result by estimating for any integer p > 1 the pth-moment of ‖∇v‖2. Itoˆ calculus yields
(3.32) d‖∇v‖2p = p‖∇v‖2p−2d‖∇v‖2 + p(p− 1)‖∇v‖2p−4[d‖∇v‖2]2 .
Using now (3.27), we obtain
(3.33) [d‖∇v‖2]2 ≤ (Z,QZ)dt+ (Ψ,∆QΨ)dt+ 2(Z, dW )(Ψ, d∇W ).
Observing now that dβidβj = δij , we get by series expansion and Cauchy-Schwarz
(Z, dW )(ψ, d∇W ) =
∑
a2i (Z, ei)(ψ,∇ei) ≤
∑
a2i ‖ei‖‖∇ei‖‖Z‖‖ψ‖
≤ ‖Z‖‖ψ‖√η0η2 ≤ ‖Z‖2η0 + ‖ψ‖2η2 .
(3.34)
By (3.33) and (3.34), we arrive at
[d‖∇v‖2]2 ≤ (‖Q‖‖Z‖2 + ‖Ψ‖2‖∆Q‖)dt+ 2‖Z‖‖Ψ‖√η0η2dt
≤ C(‖Z‖2η0 + ‖Ψ‖2η2)dt.
(3.35)
Replacing (3.35) in (3.32) and using (3.27), we get
d‖∇v‖2p ≤p‖∇v‖2p−2d‖∇v‖2 + Cp(p− 1)‖∇v‖2p−4(‖Z‖2η0 + ‖Ψ‖2η2)dt
≤p‖∇v‖2p−2(Γε − cε2‖∇v‖2)dt
+ p‖∇v‖2p−2[(Z, dW ) + (Ψ, d∇W )]
+ Cp(p− 1)‖∇v‖2p−4(‖Z‖2η0 + ‖Ψ‖2η2)dt.
In the relation above, we now use (3.29) and the fact that ‖v‖ ≤ Cεk−2. Hence, we obtain for any t ≤ τε
d‖∇v‖2p ≤p‖∇v‖2p−2(Γε − cε2‖∇v‖2)dt+ p‖∇v‖2p−2[(Z, dW ) + (Ψ, d∇W )]
+ C‖∇v‖2p−2ε−2η0dt+ C‖∇v‖2p−2η2dt.
(3.36)
Here, all appearing constants may depend on p. Integrating (3.36) we derive the following lemma:
Lemma 3.9. Under the assumptions of Lemma 3.8, then for any integer p ≥ 2, the following estimate holds
true
E‖∇v(τε)‖2p + cε2pE
∫ τε
0
‖∇v(t)‖2pdt ≤‖∇v(0)‖2p + C[Γε + ε−2η0 + η2] · E
∫ τε
0
‖∇v(t)‖2p−2dt.(3.37)
Here, c, C > 0 are constants that may depend on p ∈ N and Γε was defined in (3.28).
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Keeping the same assumptions as these of Lemma 3.8, we consider a sufficiently small noise such that
(3.38) ε−2η0 + η2 = O(ε2k−6),
i.e., the main order term of Γε + ε
−2η0 + η2 is ε
2k−6.
Furthermore, in (3.37) we define
Kp := E
∫ τε
0
‖∇v(t)‖2pdt,
and thus, we obtain for p ≥ 2
Kp ≤ε−2‖∇v(0)‖2p + Cε−2[Γε + ε−2η0 + η2]Kp−1
≤ε−2‖∇v(0)‖2p + Cε2k−8Kp−1
=:ε−2Ap + aKp−1,
for
A := ‖∇v(0)‖2, a := Cε2k−8 < 1.
So, we have inductively
Kp ≤ ε−2Ap + aKp−1 ≤ ε−2Ap + ε−2aKp−2Ap−1 + 2a2Kp−2
≤ . . . ≤ Cε−2
p∑
i=2
ap−iAi + Cap−1K1.
By definition and (3.31) we get
K1 ≤ ε−2A+ ε−2ΓεTε ≤ ε−2A+ CaTε.
Hence, we obtain
(3.39) Kp ≤ Cε−2
p∑
i=1
ap−iAi + CapTε ≤ C[ε−2 + Tε]ap + Cε−2Ap,
for C > 0 a constant depending on p.
This yields the following lemma. Note that here we need only k > 3. It is the L2-bound that needs k > 5.
Lemma 3.10. Let k ≥ 3 and τε given by (3.23). If
Γε + ε
−2η0 + η2 ≤ Cε2k−6,
and if
‖∇v(0)‖2 ≤ a := Cε2k−8,
then for any integer p > 1 it holds that
E‖∇v(τε)‖2p ≤ Cε−2[ε−2 + Tε]ap.(3.40)
Proof. Using the definitions of a, A, and Kp and relation (3.37), we have
E‖∇v(τε)‖2p ≤Ap + Cε−2aKp−1
≤Ap + Cε−2[ε−2 + Tε]ap + Cε−4aAp−1
≤Cε−2[ε−2 + Tε]ap.

We proceed now to the proof of the following main stability result.
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Theorem 3.11. Consider the exit time
τε := inf{t ∈ [0, Tε] : ‖∇v(t)‖ > C0εk−4−κ˜ or ‖v(t)‖ > C0εk−2},
where Tε := ε
−N for arbitrary and fixed large N > 0 and for arbitrary and small κ˜ > 0. Let also,
k > 5 , ‖v(0)‖ < ηεk−2 and ‖∇v(0)‖ < ηεk−4.
In addition, let
η0 ≤ Cε2k−2+k˜ and η2 ≤ Cε2k−6,
be the assumptions for the noise, for k˜ > 0 small. Then the probability P(τε < Tε) is smaller than any power
of ε, as ε→ 0. So, for very large times and with high probability, the solution stays close to the manifold in
the H1ε -norm.
Proof. Obviously, we have
P(τε < Tε) ≤ P(‖∇v(τε)‖ ≥ C0εk−4−κ˜) + P(‖v(τε)‖ ≥ C0εk−2).
Using now Theorem 3.4 for any large ℓ > 1 and Chebychev’s inequality, we obtain
P(τε < Tε) ≤ Cε−2p(k−4−κ˜)E‖∇v(τε)‖2p + Cεℓ
≤ Cε2pκ˜ε−2[ε−2 + Tε] + Cεℓ,
where Lemma 3.10 was applied. Choosing p≫ 1/2κ˜ yields the result. 
Let us rephrase Theorem 3.11 slightly:
Corollary 3.12. Under the assumptions of Theorem 3.11 and if w(0) ∈ N ηεk−2L2 and ∇w(0) ∈ N ηε
k−4
L2 for
any η > 0, then for any sufficiently large C > η and any q ∈ N there exists a constant Cq > 0 such that
P
(
w(t) ∈ NCεk−3−k˜H1
ε
for all t ∈ [0, ε−q]
)
≥ 1− Cqεq.
4. Estimates
In this section, we will present the estimates of (∂2ξu, ∂ξu) and of ∂ξu, ∂
2
ξu, ∂
3
ξu in various norms, used
throughout the previous sections. Recall that Γ was the small semicircle where uξ = 0, and apart from a
small neighborhood, uξ ≈ 1 inside and uξ ≈ −1 outside. Our proof extends certain lower order results of [2]
derived for the deterministic problem. First, we estimate the scalar product between ∂2ξu and ∂ξu, which
can be bounded much better than via Cauchy-Schwarz.
Theorem 4.1. The following estimate holds true
(4.1) (∂2ξu, ∂ξu) = O(ε−1).
Proof. We may consider the case that Ωδ is a normal graph over the unit sphere, so that any x ∈ Ωδ is
represented by x = (r cos(θ), r sin(θ)) for any 0 ≤ θ < 2π and any 0 ≤ r < R(θ), where R(θ) is the distance
of the point of the boundary ∂Ωδ from the origin, at the angle θ. This is not restrictive since, as we shall
see, our integral vanishes outside a neighborhood of a point on ∂Ωδ. The coordinate r here should not be
confused with the local coordinate near Γ. Therefore, we have
(∂2ξu, ∂ξu) =
∫
Ωδ
∂2ξu∂ξudx =
∫ 2π
0
∫ R(θ)
0
1
2
d
dξ
(∂ξu)
2rdr dθ.
Observe that if ∂Ωδ = (a(θ), b(θ)) = (R(θ) cos(θ), R(θ) sin(θ)) for t ∈ [0, 2π] then, the arc-length parameter
ξ of ∂Ωδ is given by
ξ(θ) =
∫ θ
0
(a′(t)2 + b′(t)2)1/2dt.
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Therefore, ξθ = (R
′(θ)2 +R(θ)2)1/2 and thus
dξ = ξθdθ = (R
′(θ)2 +R(θ)2)1/2dθ.
Setting L := |∂Ωδ| and using that the boundary is a closed curve, it follows for Rˆ(ξ) = R(θ) that
(∂2ξu, ∂ξ(u)) =
∫ L
0
∫ Rˆ(ξ)
0
1
2
d
dξ
(∂ξ(u))
2rdr(R′(θ)2 +R(θ)2)−1/2dξ
=
∫ L
0
1
2
d
dξ
( ∫ Rˆ(ξ)
0
(∂ξu)
2rdr
)
(R′(θ)2 +R(θ)2)−1/2dξ
−
∫ L
0
1
2
Rˆξ(ξ)(∂ξ(u)(Rˆ, ξ))
2Rˆ(ξ)(R′(θ)2 +R(θ)2)−1/2dξ
=
[1
2
(∫ Rˆ(ξ)
0
(∂ξu)
2rdr
)
(R′(θ)2 +R(θ)2)−1/2
]L
0
−
∫ L
0
1
2
(∫ Rˆ(ξ)
0
(∂ξu)
2rdr
)
∂ξ
(
(R′(θ)2 +R(θ)2)−1/2
)
dξ
−
∫ L
0
1
2
Rˆξ(ξ)(∂ξ(u)(Rˆ, ξ))
2Rˆ(ξ)(R′(θ)2 +R(θ)2)−1/2dξ
=0−
∫ L
0
1
2
( ∫ Rˆ(ξ)
0
(∂ξu)
2rdr
)
∂ξ
(
(R′(θ)2 +R(θ)2)−1/2
)
dξ
−
∫ L
0
1
2
Rˆξ(ξ)(∂ξ(u)(Rˆ, ξ))
2Rˆ(ξ)(R′(θ)2 +R(θ)2)−1/2dξ.
Note that the construction of u in [2] shows that ∂ξu vanishes outside a neighborhood of Γ of width 2εlog
2ε,
which allows us to use the representation of ∂Ωδ.
We will use the notation M ∼ O(δs) to mean that there are constants C1, C2 > 0 such that C1δs ≤M ≤
C2δ
s for δ sufficiently small.
Returning to the original set Ω = δΩδ with arc-length parameter for its boundary ξ˜ = δξ. Moreover, we
frequently use indices to denote derivatives to stay close to the notation of [2]. Then for the distance, R˜(ξ˜),
of the boundary, ∂Ω, from the origin, we have
R˜(ξ˜) = δRˆ(ξ) ∼ O(1), R˜ξ˜(ξ˜) ∼ O(1), R˜ξ˜ξ˜(ξ˜) ∼ O(1).
So
Rˆ(ξ) ∼ O(δ−1),
Rˆξ(ξ) ∼ O(δ−1)R˜ξ˜(ξ˜)ξ˜ξ ∼ O(δ−1)O(1)δ ∼ O(1),
Rˆξξ(ξ) ∼ O(δ−1)R˜ξ˜ξ˜(ξ˜)ξ˜2ξ +O(δ−1)R˜ξ˜(ξ˜)ξ˜ξξ ∼ O(δ−1)O(1)δ2 ∼ O(δ).
If R¯(θ) is the distance from the origin to the boundary ∂Ω at angle θ, we have
Rˆ(ξ) = R(θ),
δRˆ(ξ) = R˜(ξ˜) = R¯(θ) ∼ O(1),
R¯θ(θ) ∼ O(1),
R¯θθ(θ) ∼ O(1),
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and thus
R¯(θ) = δR(θ) ∼ O(1),
R(θ) ∼ O(δ−1),
Rθ(θ) = δ
−1R¯θ(θ) ∼ O(δ−1),
Rθθ(θ) = δ
−1R¯θθ(θ) ∼ O(δ−1).
But R(θ) = Rˆ(ξ) so Rθ(θ) = Rˆξ(ξ)ξθ = Rˆξ(ξ)(R
2
θ +R
2)1/2. So
∂ξ
(
(R′(θ)2 +R(θ)2)−1/2
)
= ∂ξ
( Rˆξ(ξ)
Rθ(θ)
)
= ∂ξ
RˆξξRθ − RˆRθθθξ
R2θ
.
In Ω we have
∂θ
∂ξ˜
∼ O(1) and ξ˜ = δξ .
Thus
θξ ∼ O(δ).
So we get
∂ξ
(
(R′(θ)2 +R(θ)2)−1/2
)
∼ O(δ)O(δ
−1)−O(1)O(δ−1)O(δ)
δ−2
∼ O(δ2).
But (cf. [2], p. 294) in a neighborhood of Γ of width εlog2ε, using local coordinates (r, s) with r being signed
distance from Γ and s being arclength along Γ,
(4.2) ∂ξu = −1
ε
{
cos(πs/|Γ|)U˙(r
ε
) +O(ε)
}
= O(ε−1),
where U is the heteroclinic solution to the one-dimensional problem connecting ±1, given by (1.7).
The smooth cut-off function maintains this estimate on the support of ∂ξu, being a neighborhood of Γ
of width 2εlog2ε. Furthermore, U˙ decays exponentially, as shown in the classical work of Fife and McLeod
[18].
So we obtain
|(∂2ξu, ∂ξu)| =
∫ L
0
1
2
( ∫ Rˆ(ξ)
0
|∂ξ(u)|2rdr
)
|
(
(R′(θ)2 +R(θ)2)−1/2
)
ξ
|dξ
+
∫ L
0
1
2
|Rˆξ(ξ)||∂ξ(u)(Rˆ, ξ)|2Rˆ(ξ)(R′(θ)2 +R(θ)2)−1/2dξ
=O(ε−1)O(δ2) +O(ε−1) + higher order terms
=O(ε−1).

We now give estimates for various derivatives of u with respect to ξ. Some of these are already given in
[2] but are repeated here for completeness of presentation.
Theorem 4.2. It holds that
(4.3) ‖∂ξu‖L1 = O(1), ‖∂ξu‖ = O(ε− 12 ),
(4.4) ‖∂2ξu‖ = O(ε−
3
2 ), and ‖∂3ξu‖ = O(ε−
5
2 ).
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Proof. Following [2], p. 294, in a neighborhood of Γ of width εlog2ε,
(4.5) ∂ξu = −1
ε
{
cos(πs/|Γ|)U˙(R) +O(ε)
}
.
where R = rε , and (r, s) are local coordinates in this neighborhood, with r being signed distance and s being
arc length along Γ. Recall that U is defined as the heteroclinic solution to (1.7). See also (4.2).
The function u is the sum of two terms written in local coordinates, an interior expansion uI and a corner
layer expansion uB±:
u = uI + uB,
where (from [2] pp. 251, 254)
(4.6) uI = U(R) + ε
∑
j≥0
εjuIj (R, · · · ),
and
(4.7) uB =
∑
j≥1
εjuB±j (R, · · · ).
Let Dka denote the k partial derivative with respect to variable a. For the interior layer expansion it holds
that (see [2] p. 252)
(4.8) |DmRDnsDlξuIj | = O(1),
for any integer m,n, l ≥ 0. Since the interior expansion in local coordinates has a smooth extension to the
whole domain (by (4.6), this means that uIj have smooth extensions to the whole domain), then (4.8), which
is true for uIj in local coordinates, is true for their smooth extensions too. On the other hand for a given
ξ, the construction of uB± in local coordinates (see [2] p. 241) permits as to derive that DmRD
n
sD
l
ξu
B±
j are
bounded uniformly in ε, i.e.,
(4.9) |DmRDnsDlξuB±j | = O(1),
for any integer m,n, l ≥ 0.
Furthermore, u is smoothly extended to the whole domain, cf. p. 257 of [2], and thus, is given as
u = u˜I + u˜B,
for u˜I and u˜B suitable modifications of uI and uB respectively. More specifically, for the cut-off function
ζ ∈ C∞ with ζ(s) = 1 if s > 1, ζ(s) = 0 if s < 0 and sζ′(s) > 0 on R, u˜I is given as
u˜I :=(1 − ζ+ − ζ−)(U(R) + ε
∑
j≥0
εjuIj (R, · · · )) + ζ+u+(ξ) + ζ−u−(ξ)
=(1 − ζ+ − ζ−)uI + ζ+u+(ξ) + ζ−u−(ξ),
(4.10)
where
ζ± = ζ(± r(ξ,··· )ε ln ε2 − 1), and u± = ±1 + ε
∑
j≥0
εju±j .
Note that u±j are smooth and uniformly bounded in ε, and the same holds for their derivatives of any order.
Easily, by taking the derivative in ξ we obtain
∂ξ(u˜I) =∂ξ(1− ζ+ − ζ−)uI + (1− ζ+ − ζ−)∂ξ(uI) + ∂ξ(ζ+)u+ + ζ+∂ξ(u+) + ∂ξ(ζ−)u− + ζ−∂ξ(u−)
=
1
ε ln ε2
O(uI) + 1
ε
O(uI) + 1
ε ln ε2
O(1) +O(uI) ∼ O(∂ξ(uI)),
where we used that 1εu
I = O(∂ξuI) (to be proved in the sequel). So, the order of ∂ξ(u˜I) is this of ∂ξ(uI),
while by induction the same is happening for the derivatives of higher order i.e., ∂mξ (u˜
I) ∼ O(∂mξ (uI)) for
m = 1, 2, 3. In the sequel, we compute O(∂mξ (uI)) in detail.
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An analogous construction for u˜B will give the same result, which means that ∂mξ (u˜
B) ∼ O(∂mξ (uB)), so
it is sufficient if we estimate ∂mξ (u
B) for m = 1, 2, 3.
In addition, Dlξs, D
l
ξr exist for l ≥ 0, and is uniformly bounded for any ε (for convenience cf. in [2] p.
294, the formulas rξ = − cos(πs/|Γ|) +O(δ) and sξ = O(ε+ h+ |r|)) so,
(4.11) |Dlξs|, |Dlξr| < C,
for any l ≥ 0 uniformly in ε.
But, cf. [2] p. 258
∂x
∂(R, s)
= ε(1 + εRK),
thus, for any g = g(R, · · · ) of compact support, it holds that (as in p. 258 of [2])
∫
Ωδ
g(R, · · · )dx = ε
∫ +∞
−∞
dR
∫ S+(R,ξ,ε)
S−(R,ξ,ε)
(1 + εRK)g(R, · · · )ds,
for the resulting S− and S+, where the change of variables from local to global coordinates is valid. Since
Ωδ is bounded and R =
r
ε then if g(R, · · · ) is bounded uniformly for any ε for any R ∈ R then
(4.12)
∫
Ωδ
g(R, · · · )dx = O(1).
Using the above considerations then we can derive the estimates of ‖∂ξu‖L1, ‖∂ξu‖, ‖∂2ξu‖ and ‖∂3ξu‖,
where ∂ξu =
∂
∂ξ (u(r, s, ξ, ε)) and so on.
By using (4.5) we obtain
∫
Ωδ
|∂ξ(u)|dx =O
(
ε
∫ +∞
−∞
dR
∫ S+(R,ξ,ε)
S−(R,ξ,ε)
(1 + εRK)|∂ξu|ds
)
=O
(
ε
∫ +∞
−∞
dR
∫ S+(R,ξ,ε)
S−(R,ξ,ε)
(1 + εRK)1
ε
| cos(πs/|Γ|)||U˙ (R)|ds
)
+O
(
ε
∫ b
a
dR
∫ S+(R,ξ,ε)
S−(R,ξ,ε)
(1 + εRK)1
ε
O(ε)ds
)
=O(1),
i.e., we proved the left equation in (4.3). Here, we used that
∫ +∞
−∞
|S+(R, ξ, ε) − S−(R, ξ, ε)||U˙(R)|dR is
bounded uniformly in ε and that the order for ∂ξu is given by the order of the local representation ∂ξ(u
I+uB),
estimated by (4.5).
Further it follows that
∫
Ωδ
|∂ξ(u)|2dx = O
(
ε
∫ +∞
−∞
dR
∫ S+(R,ξ,ε)
S−(R,ξ,ε)
(1 + εRK)|∂ξu|2ds
)
= O
(
ε
∫ +∞
−∞
dR
∫ S+(R,ξ,ε)
S−(R,ξ,ε)
(1 + εRK) 1
ε2
| cos(πs/|Γ|)|2|U˙(R)|2ds+ C
)
= O(ε−1),
so, we get the right equality in (4.3). Here, we used that
∫ +∞
−∞ |S+(R, ξ, ε)−S−(R, ξ, ε)||U˙(R)|2dR is bounded
uniformly in ε.
Obviously, since
∂ξu = urrξ + ussξ + uξ,
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it holds that
∂2ξu =(urrrξ + urssξ + urξξξ)rξ + urrξξ
+ (usrrξ + usssξ + usξξξ)sξ + ussξξ
+ uξrrξ + uξssξ + uξξξξ.
Hence, the worst term is urr multiplied by a uniformly (in ε) bounded quantity. More specifically, using
(4.6), (4.7), (4.8), (4.9) and (4.11), we observe that any derivative in r gives ε−1 since R = rε , while all
the other derivatives of s, r are uniformly bounded in ε and the same is true for the derivatives of u in s, ξ.
Further, considering the term ∂3ξ (u), the chain rule analogously gives that the worst order is given by urrr.
In details, (4.6) and (4.8) give for m,n, l ≥ 0
Dmr D
n
sD
l
ξu
I = DrU(R) + εε
−m
∑
j≥0
εjDmRD
n
sD
l
ξu
I
j
≤ ε−mDmRU(R) + Cεε−m,
(4.13)
while by (4.7) and (4.9) we obtain
Dmr D
n
sD
l
ξu
B = ε−m
∑
j≥1
εjDmRD
n
sD
l
ξu
B±
j
≤ Cε−m
∑
j≥1
εj ≤ Cε−mε.
(4.14)
Since urr = u
I
rr + u
B
rr, then taking m = 2 we get using (4.13) and (4.14), and the regularity of the second
derivative of the heteroclinic,∫
Ωδ
|∂2ξu|2dx ≤ Cε
∫ +∞
−∞
dR
∫ S+
S−
(1 + εRK)|uIrr|2ds+ Cε
∫ +∞
−∞
dR
∫ S+
S−
(1 + εRK)|uBrr|2ds
≤ Cε
∫ +∞
−∞
ε−2·2dR
∫ S+
S−
(1 + εRK)|D2RU(R)|2ds+ Cε2ε−2·2 + Cε−2·2ε2
≤ Cε−3,
and thus, in accordance to [2] p. 297, we proved the left statement in (4.4), i.e.,
‖∂2ξu‖ = O(ε−
3
2 ).
For the previous relation we used that
∫ +∞
−∞
|S+(R, ξ, ε) − S−(R, ξ, ε)||D2RU(R)|2dR is bounded uniformly
in ε.
The analogous computation by taking m = 3 in (4.13) and (4.14), since the third derivative of the
heteroclinic is regular, yields∫
Ωδ
|∂3ξu|2dx ≤ Cε
∫ +∞
−∞
dR
∫ S+
S−
(1 + εRK)|uIrrr|2ds+ Cε
∫ +∞
−∞
dR
∫ S+
S−
(1 + εRK)|uBrrr|2ds
≤ Cε
∫ +∞
−∞
ε−2·3dR
∫ S+
S−
(1 + εRK)|D3RU(R)|2ds+ Cε2ε−2·3 + Cε−2·3ε2 ≤ Cε−5.
Thus, we proved the right inequality in (4.4), i.e., that
‖∂3ξu‖ = O(ε−
5
2 ).
Here, we used that
∫ +∞
−∞
|S+(R, ξ, ε)− S−(R, ξ, ε)||D3RU(R)|2dR is bounded uniformly in ε. 
Remark 4.3. We note that by [2, p. 297] also ‖∂ξu‖ ≥ Cε− 12 . Thus there exist 0 < C1 ≤ C2 such that
C1ε
− 1
2 ≤ ‖∂ξu‖ ≤ C2ε− 12 .
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Remark 4.4. We used regularity for the heteroclinic U(R) up to derivatives of third order, see [18].
Remark 4.5. From the proof of Theorem 4.2 it is obvious that for any k ≥ 1
‖∂kxu‖ ∼ ‖∂kξ (u)‖, and ‖∂kxu‖∞ ∼ ‖∂kξ (u)‖∞.
Furthermore, by [2], it holds that
‖∂ξu‖∞ ≤ Cε−1, and thus‖∇u‖∞ ≤ Cε−1.
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