Future robots are expected to be operated by untrained persons using natural means of communication. This entails the necessity of understanding how humans will communicate with such robots especially in the non humanoid case where anthropomorphism is in its minimum. This paper presents a controlled experiment to study the interaction between untrained human users and a miniature robot in a collaborative navigation task. Three dimensions of the interaction are studied. The first dimensions is the gesture use by the operators during the interaction. A consistent usage pattern with slight cultural effect was discovered in the data. The second dimension is human adaptation to both the task requirements and robot capabilities. Three main findings about the human adaptation are reported. The third studied dimension is the effectiveness and naturalness of using motion cues as a feedback mechanism from the robot in comparison with verbal feedback. The results of the experiment showed that there is no significant difference in the task completion accuracy and time or in the feeling of naturalness between motion cues and verbal feedback, and there is a statistically significant improvement when using either of them compared with the control case. Moreover the subjects selected the motion cues feedback mechanism more frequently as the preferred feedback modality for them. These findings support the use of nonverbal motion feedback for knowledge transfer and information acquisition from non-humanoid robots in collaborative navigation tasks.
INTRODUCTION
Robots are expected to live in our houses and offices in the near future and this stresses the issue of effective and intuitive interaction. For such interactions to succeed the robot and the human need to share a common ground about the current state of the environment and the internal states of each other.
In case of humanoid robots, the human's natural tendency for anthropomorphism can be utilized in providing intuitive communication [Miyauchi et al., 2004] . This assertion is supported from research in psychological studies (the media equation [Reeves & Nass, 1996] ) and research in HRI [Breazeal et al., 2005] . For example Brezeal and Kidds conducted a study to explore the impact of nonverbal social cues and behavior on the task performance of humanrobot teams and found that implicit non-verbal communication positively impacts human-robot task performance with respect to understandability of the robot, efficiency of task performance, and robustness to communication errors [Breazeal et al., 2005] . For non-humanoid -and especially miniature -robots the difference in the appearance between the robot and the human complicates the problem of designing intuitive interfaces.
Effective design of intuitive interactive interface for non-humanoid robots then requires careful analysis of all the dimensions of the interaction between the human and the robot. In this study we are focusing on nonverbal interaction as the main interaction modality. The first question that has to be answered is what kind of nonverbal behavior and gestures will be used by the human operator? Answering this question is essential as most gesture recognition systems require a pre-specified set of gestures to be recognized [Xu et al., 2007] , [Iba et el., 2005] . The first goal of this study is to shed light on the patterns of gesture usage during a well specified interaction scenario which is collaborative navigation. This information can inform interface designers about which kinds of gestures to recognize and how to allocate computational resources to the recognition of each kind of gestures during various stages of the interaction.
The second question is how can the robot report its internal state to the human operator to allow a common ground to be sustained between them without which effective interaction would not be possible [Stubbs et al., 2007] ? Research in HCI have shown that using feedback of the internal state of the system is usually an important feature of successful interfaces [Yang et al., 2007] . In HRI situations an intuitive feedback modality is needed. Research in HumanHuman communications have shown that nonverbal communication is essential for humanhuman communication [Argyle 2001 ]. To support the utilization of nonverbal feedback for communication with robots, this study reports a controlled experiment to compare the effectiveness of motion cues versus verbal feedback in collaborative navigation. An important advantage of nonverbal motion cues in this application is that it requires no more degrees of freedom than what is required for the task itself which makes it specially suitable for miniature robots.
Answering the aforementioned two questions gives enough information to design the interface if the interactive behavior of the robot and the human is fixed during the whole interaction. In the real world, the interaction patterns between the human and the robot will change because of the change of human's perception of robot's capabilities and task requirements [Ogata et al., 2004] as well as adaptation and learning from the robot side. For example if the human found that a specific kind of gesture is not effective in the current task, (s)he may tend to reduce the use of this gesture. If the robot was not aware of this change in interaction dynamics, it may try to allocate more computational resources for the recognition of such gesture. A more frustrating situation can happen if the human changed the meaning of some gesture to match the behavior of the robot while the robot is changing its behavior to match the previous meaning of the gesture as used by the human. Even though in this case both parties acted optimally to adapt its behavior to its partner, the final result is reduction of interaction fluency because the fact that the partner is also changing its behavior was not taken into account. These examples show that learning and adaptation should be considered in a mutual settings that takes this simultaneous learning phenomena into account.
To be able to build mutually adaptable robots it is essential to understand the adaptation behavior of the human as well as the robot. Adaptation from the robot side is extensively studied [Lauria, 2007] , [Torrey et al., 2007] but adaptation from the human side is much less studied in literature. For example it is not clear whether or not this adaptation happens during the whole period of the interaction or starts after some stage of no adaptation and finishes with an adaptation saturation stage? It is also not clear whether adaptation to the task and to the robot capabilities are starting together or which one precedes the other? Answering these questions is essential to design mutually interactive interfaces and for this reason signs of human adaptation to the task and robot capabilities is also studied.
The rest of this paper is organized as follows: Section 2 details the design of the experiment showing the major design decisions in section 2.1. Section 3 explains the procedure of the experiment followed by the results and discussion of them in section 4. Comparison with this research and related work is given in section 5 and the paper is then concluded in section 6
DESIGN
The two goals of this experiment are studying the use of gesture in free human-miniature robot interactions under controlled conditions, and studying the effectiveness of using motion cues as a feedback mechanism by miniature robots.
A collaborative navigation task was selected because it is complex enough to allow interesting interaction behavior to emerge yet simple enough to be controlled in the experiment and because robot motion is an integral part of the collaborative navigation task which means that motion cues can be used for feedback with virtually no increase in the required bandwidth of the communication channel between the human operator and the robot.
An important point to control in collaborative navigation is the distribution of knowledge between the human operator and the robot.
On one extreme the human may have complete information about the task reducing the robot role to only blind command execution. In this case, the robot need not give any feedback to the human other than its current location. This is a very limited situation for the purposes of our study.
On the other extreme the robot may have full knowledge of the environment and this allows it to navigate autonomously with little need for human collaboration. Again this extreme does not give rise to interesting interaction phenomena and is not suitable for our study.
The optimal situation for this study then is to have an even distribution of knowledge between the human operator and the robot ensuring that the task cannot be completed without some form of knowledge transfer in both directions. This situation is very hard to realize if only real-world navigation is considered as the human operator will be able to recognize the complete environment easily.
To control the distribution of knowledge, a virtual component has to be added. One way to achieve this is by having the human interact with the robot through an intermediate interface (e.g. a computer screen) that masks some of the information from the operator. This kind of mediated interaction will reduce the naturalness of the human operator and reduce his/her evolvement as shown by [Breazeal et al., 2005] . This solution was thus rejected.
The other way to control the knowledge distribution is to add virtual components to the environment that can be detected by the robot but not the human. This is the solution selected for this experiment as will be shown in details in the following section.
Experiment Setup
The experiment is designed as a game in which a human is instructing a miniature robot using free hand gestures to follow a given path to a goal in an environment that is projected on the ground. The path is visible to the human but not the robot. Along the path there are five virtual objects of different kinds as will be explained in the next paragraph. Those objects are visible only to the robot through a set of virtual infrared sensors. The only way the human can give the robot the correct instructions is if the robot could transfer its knowledge about those objects or the recommended actions regarding them to her/him.
There are five types of objects that can exist in the environment:
• Obstacles that must be avoided (circles with 6:10cm diameter).
• Sand Islands that slow down the robot (ellipses with 5:7 minor axis/8:15 major axis).
• Time Gates that open periodically (circles with 6:10cm diameter).
• Keys to open the key-gates (circles with 2cm diameter). These are the only objects that are located outside the given path.
• Key-Gates that open only after stopping over a key outside the path (circles with 6 10cm diameter).
The five object types of this experiment were selected to test the ability of the robot to send different kinds of feedback signals. When meeting an obstacle, The robot needs to transfer a MUST signal regarding it. When meeting a sand island, the robot needs to transfer a SHOULD signal regarding these islands because if the human was able to anticipate them (through robot's feedback) (s)he can order the robot to go around them saving time but even if the robot fails to inform the human about them, the task will be completed eventually. When facing a time gate, the robot needs to inform the human once the gate is open. This is the only time critical message needed in this experiment. When finding a key, the robot needs to inform the human about a location not a direction regarding those keys. When facing an opened key-gate, the robot needs to transfer another kind of a MUST signal like the obstacles case but this time the robot needs to go to the Key rather than around the gate.
A map describes both the required path and the location of different kinds of virtual objects within it (although those locations are not projected). Three different maps were used in this experiment. An example of them is shown in Fig.  2 . Every time the game is started one object of each kind is placed randomly in the virtual environment so that all objects except the key are located along the path.
The environment consists of a 60×40cm rectangular working space at which the required path is projected. A camera is used for localizing the robot using a marker attached to it ( Fig. 1-B ). There are two environmental cameras to capture the working environment and the main operator in real time and a magic mirror behind which the Hidden Operator uses the GT (Gesture Transfer) software to transfer the main operator's gestures to the robot without being visible. Fig. 1 shows this experimental setup.
The robot used in this experiment is a miniature robot called e-puck designed by EPFL [epuck] . The diameter of the robot is 7cm, and is driven by 2 stepper motors in a differential drive arrangement.
The essential property of this design is that the partially observable environment can be converted into a completely observable environment if and only if the human and the robot succeeded in exchanging their knowledge. Fig. 2 illustrates this point. To simplify the process of obtaining a transcript of gesture use for analysis, a Wizard of Oz (WOZ) like design was selected in which a hidden human operator recognizes the gesture of the human and transfers it to the robot. The flow of information in this experiment is shown in Fig. 4 . It should be noted that this experiment is not strictly a WOZ experiment because the hidden operator was used by the robot as a replacement of one of its sensors (e.g. the gesture recognizer) but the hidden operator had no direct control over the actions of the robot. Fig. 3 shows the division of responsibilities between the main operator, hidden operator and the robot. The main operator generates gesture commands using free hand gesture, the hidden operator converts this stream of movements into a set of well defined gestures which are then transferred through the GT software (section 2.4) to the robot decision making processes. The robot also utilizes the environment simulation to detect the location of the nearest virtual object in the environment and uses this information along with the gestures received from the hidden op- 
Feedback signals
To be able to accomplish its mission, the robot should be able to give the following feedback signals to the human: S1: What should I do now? S2: I suggest going in this direction? S3: I cannot pass in this direction? S4: It will be too slow if I pass here. S5: I found the key.
The aforementioned feedback signals are not only necessary but also sufficient for the task of the experiment. For the rationale of this assertion please refer to [Mohammad & Nishida, 2007] and [Mohammad & Nishida, 2008] 
Feedback Modalities
In this experiment three different feedback modalities were compared, namely Stop, Speech, and Motion modalities.
In the Stop modality, the robot just stops whenever it needs to give a feedback. This is the control case in the modality analysis.
In the Speech modality, the robot gives a predefined statement for every kind of feedback signal. Table 1 gives the details of those statements. For speech synthesis, SAPI 5.1 was used with the Microsoft default TTS engine.
In the Motion modality, the robot gives a motion feedback according to Table 1 . Two different motion feedback mechanisms were designed for every mode. The robot starts with the first alternative and then switches to the second alternative if the main operator did not correctly understand the signal after a number of times that is adaptively adjusted based on the history of the interaction with this operator.
GT software
The Hidden Operator uses the Gesture Transfer (GT) software shown in Fig. 5 to send the commands recognized from the free gestures of the main operator to the robot. This software allows the Hidden Operator to send the seven kinds of gestures shown in Table 2 . The response to pointing gestures can be either by navigating to the pointed to location or just rotating to its direction. The effect of this difference in robot capabilities on the behavior of the human is explored in section 4.2. This set of gestures was believed to cover the expected gestures of the human during the real experiment based on an earlier pilot study reported in [Mohammad & Nishida, 2007] , and this is confirmed empirically as will be shown in the gesture analysis section. The gesture command generated using the GUI is not directly fed to the robot but is modified to reduce the accuracy of gesture recognition to around 85% to emulate an excellent real-world motion detection based gesture recognizer, assuming that the recognition rate of the Hidden Operator is around 100%. By controlling the gesture transfer operation in this way the effect of command understandability could be controlled while keeping enough noise in the input to test the noise rejection properties of each feedback modality.
PROCEDURE
The experiment was done by 22 main subjects (18 males and 6 females) with the following demographical distribution: 8 Asians, 6 Europeans, and 8 Africans. The same person served as the Hidden Operator in all the sessions to fix gesture recognition accuracy. Each subject interacted with the three feedback modalities. The order of the modalities was shuffled to counter any correlation between the order and the results. Each map was randomly assigned to seven subjects (map 2 was used with the twenty second subject). Each subject interacted with the same map in the three episodes of the game to reduce the effects of any inherent difference in difficulty between the various maps.
The orientation text of the subjects was: In this game you should instruct this robot to follow the path projected in the ground as fast as possible as accurate as possible using your free hand gestures. You can use whatever gestures you want and it will understand it. You cannot use speech though. In this environment there are five kinds of objects that are distributed randomly and with random numbers. Obstacles that must be avoided, sand islands that will slow the robot, time-gates that will open periodically, key-gates that cannot be opened without a key, and keys to open key-gates (any key can open any key-gate). The robot can detect these objects when it is near to it and will try to inform you about them using speech/motion cues/just stopping but it will follow your orders even to collide with objects if you insisted.
Fifteen from the 22 main operators filled a pre-questionnaire to measure their expectations about the robot capabilities. The expectation level for a main operator is defined as the average value (s)he assigns to the robot in terms of intelligence, ability to understand gestures, and ability to produce feedback in this pre-questionnaire on a scale from 0 to 10.
After finishing interacting with each modality, the main operator guesses how many objects of each kind was existing, and ranks the robot in terms of its ability to recognize gesture, the understandability of its feedback, and how efficient it was in giving this feedback in a 0-10 scale. The main operator is also asked to rank how enjoyable was the session in the same scale. An extra question about the quality of the sound is added in the Speech modality. The Hidden Operator also ranked his own gesture recognition accuracy after each episode (0-10).
After finishing the whole set, the main operator is asked to select his/her preferred feedback modality and the fastest episode, and to write an optional free comment. The first goal of the experiment discussed in this paper is to discover the kinds of gestures most used by different users in guiding the robot and to analyze the patterns of usage. Fig. 6 shows the distribution of gestures used by the main operator during the interactions. The figure shows that the list of gestures available in the Gesture Transfer software covered around 94% of the gestures used by the users. Fig. 7 shows the standard deviation of the percentage of the time every kind of gesture was used. As the figure shows the stop and reinforcement kinds of gestures are the most consistent types in this domain.
Surprisingly pointing which is most extensively targeted by gesture recognition systems was the least consistent kind of gesture in this study. This result is task dependent and the reason for this inconsistency may arise from the fact that guiding the robot through the path can be done at different levels of details. Some users preferred to point to subgoals on the path and let the robot navigate to them autonomously while others tended to give the robot continuous stream of direction and rotation commands and this reveals an interesting feature about the expectations of different users because the task given to the users and the description of the robot's capabilities were exactly the same but some users tended to attribute more autonomy to the robot than others. This effect will be discussed more in the following section. 8 shows that Asian subjects tended to gesture less to the robot compared with both Europeans and African subjects. t-test analysis revealed that this difference is moderately significant (p<0.01). This result is similar to results about differences in gesture use between different cultures as reported in [Argyle 2001 ] although this time this difference appears when gesturing to a miniature robot rather than a Fig. 9 . Evolution of the average number of unknown gestures used with time. Every session is divided into ten time slots of equal length partner human. This result must be taken with caution due to the small size of the sample.
Adaptation Analysis
In this section only the fifteen main operators who filled the pre-questionnaire will be used in the analysis to study the effect of prior expectation on the adaptation behavior.
The first type of adaptation behavior studied was the evolution of using unknown gestures with time. Fig. 9 shows this evolution for the whole data set, for participants with high expectation (defined as averaging 5 or more on the scale of expectations as defined in section 3), and for participants with low expectation (3 or less on the scale of expectations). To control the effect of different time periods for different sessions, the three session of every participant were concatenated and then quantized into ten time slots and the analysis was done according to those time slots rather than the actual time. The figure shows a tendency to reduce the number of unknown gestures used with time in all cases which indicates that the subjects were able to limit their gestures to the kinds understood by the robot (this corresponds to the replace behavior in [Xu et al., 2007] ). Detailed analysis of the figure shows that this adaptation behavior is not linear and is dependent on the pre-expectation of the subject. In all cases adaptation did not start immediately but after a time that depends on the expectation. Subjects with high expectation tended to use more unknown gestures in the first quarter of the interaction, then their use of unknown gestures dropped sharply with time until it ended up to the same value as subjects with low expectation. It is also visible that subjects with high expectation tended to start this kind of adaptation to the robot after a longer period of trying (30% of the interaction time) unknown gestures compared with subjects with low expectation (20% of the interaction time). Kendall's τ b correlation coefficient (2 tailed) was .438 with significance of 0.015 which is significant at the 0.05 level. The Spearman's R 2 correlation coefficient (2 tailed) was 0.573 with significance 0.002. Pearson correlation coefficient (2 tailed) was 0.75 with significance less than 0.001. This quantitative analysis indicates the same results visible from Fig. 9 . When the subject has higher expectation from the robot, the use of pointing gestures relative to other more primitive direction control gestures (e.g. go right, go left, rotate, stop) is expected to increase. To confirm this effect we use the normalized pointing measure which is defined as the ratio between the number of pointing gestures to the total number of direction and rotation gestures. Higher normalized pointing values indicate that the subject is assigning more autonomy to the robot than lower values.
To study the relation between the expectation of the subject and his use of gestures, we scaled the expectation, unknown gesture use, and normalized pointing to the range 0 1. Fig. 10 shows the relation between the scaled versions of these three measures. As the figure shows there is high correlation between expectation and both unknown gesture use (as discussed previously) and normalized pointing. Kendall's τ b correlation coefficient between normalized pointing and the expectation was 0.6 with significance of 0.002. Spearman's R 2 correlation coefficient was 0.72 with significance of 0.001 while Pearson correlation coefficient was 0.79 with significance less than 0.001 (see Table 3 ). These results indicate that the normalized pointing measure is indeed highly correlated with the expectation of the user.
As Fig. 11 shows there is a constant trend to reduce the use of pointing gestures with time. For example the average normalized pointing score was 5.27 for subjects with high expectations compared with 1.09 for subjects with low expectation in the first tenth of the interaction time. By the end of the interaction (the last tenth of the interaction time) a completely different picture emerges where the average normalized pointing score for subjects with high expectations is less than 0.25 compared with 0.56 for subjects with low expectation. At this last tenth of the interaction Kendall's τ b , Spearman's R 2 and Pearson correlation coefficients between the normalized pointing measure and the initial expectation shows no significant correlation (see Table 3 ). This result can be interpreted that the subjects adapted their use of gesture to the task which requires more control over the behavior of the robot than what the straight line navigation behavior of the robot can achieve due to the fact that the maps were consisting of only smooth curves with very short straight line segments as shown in Fig. 5 . Fig. 12 . Evolution of the Normalized Pointing Measure with time according to the type of navigation behavior of the robot. The Navigation-Capable robot responds to the pointing gesture by rotating and going to the specified location and then stopping there. The NavigationIncapable robot responds to the pointing gesture by just rotating to the direction of the location pointed to. Fig. 11 . Evolution of the normalized pointing measure (defined as the number of pointing gestures divided by the average number of direction and rotation gestures) with time according to the expectation of the participant Fig. 13 . Comparison between the three modalities tested in the eight dimensions of evaluation. For every dimension the data was processed so that 10 corresponds to best performance while zero corresponds to the lowest To discover if the users also adapted their behavior to the robot capabilities concerning the use of pointing gestures; correlation between the change in the normalized pointing measure and the kind of navigation behavior achieved by the robot (see section 2.4) was measured. Fig. 12 shows the percentage of the normalized pointing gestures used in every time slot for the two different implementation of the GoTo behavior invoked by the pointing gesture. As the figure shows although they started from roughly the same point, the users tended to use more pointing gestures toward the end of the interaction in the navigation capable case. A possible explanation of that is that the users were able to adapt their behavior to the capability of the robot not only the task. It is clear from the figure that the distribution is not linear. This can be explained by the fact that in the beginning of the interaction adaptation to the task wins over adaptation to the robot capabilities (this is also congruent with the low adaptation to the robot in the interaction early stages discovered by analyzing the use of unknown gestures). As the interaction goes, the main operator might become more aware of the capabilities of the robot and more capable of adapting to it.
Modality Analysis
Eight dimensions of evaluation were used to determine the effectiveness of the three feedback modalities used in the experiment. Four of them are objective measures, namely, time to completion, path error, number of collision and correct object recognition. The other four are subjective evaluations of the main operator, namely, understandability of robot's feedback (How well the main operator understood the robot's feedback?), gesture recognition accuracy (How well the main operator thinks the robot can understand his/her gesture?), efficiency(how much time was needed to understand robot's feedback?) and pleasure (how enjoyable was the session?).
The path error is a measure of how different the actual path of the robot was from the desired path. To calculate this value, the location of the robot is logged every 10ms except in the motion feedback periods in the Motion mode. For each logged point, the distance to the required path is calculated, and then the point error is averaged over all the points. The Kruskal Wallis test was applied to find the significance of the detected mean differences between the feedback modality and each of the eight evaluation modalities. Table 4 summarizes the most important findings. Analysis of the effect of the order and the map revealed no difference between different maps and modality orders which validates the procedure of the experiment.
The results of this statistical analysis reveal that the motion and speech modalities were much better than the stop modality in all dimensions except in the correct object recognition dimension. The reason that there was no significant difference in this modality might be due to the fact that the feedback given by the robot just describes its intention and did not try to describe the objects encountered.
Most subjects selected the motion modality as their preferred modality (14 users compared to only 7 users who preferred the speech modality) while only one subject selected the stop modality although her completion time and error were much higher in the stop modality. The reason given for this exceptional ranking was that the stop modality gave her more sense of control over the robot while in the other moralities she felt that the robot has its own mind. The superiority of the motion modality in this dimension can be attributed to the fact that the cognitive load it gave to the main operator was less than the speech mode because it gives the direction directly.
An interesting finding was detected in the subjects' choice of the fastest episode: In 16 cases the subjects selected the last episode as the fastest one although in 37.5% of them it was the slowest episode. In the remaining cases the users selected the correct fastest episode (it was the motion modality in all but two cases). Detailed analysis showed that there is a significant correlation between being the last session and being selected as the fastest one while surprisingly there were no correlation between this choice and being the actual fastest episode. This phenomena might be attributed in part to the increased self-confidence of the main operators that was gained after playing the game for a while, and in part to his/her increased involvement in the game.
RELATED WORK
The use of gestures to guide robots (both humanoids and non-humanoids) attracted much attention in the recent ten years [Triesch & Malsburg, 1998 ], [Nickel & Stiefelhagen, 2007] , [Iba et el., 2005] . [Xu et al., 2007] compared the effectiveness of gesture interface to using a joystick for controlling a miniature robot. In this study, gesture interface was shown to be more effective than joystick interface as measured by the time of completion. Brezeal and Kidds conducted a study to explore the impact of nonverbal social cues and behavior on the task performance of human-robot teams and found that implicit non-verbal communication positively impacts human-robot task performance with respect to understandability of the robot, efficiency of task performance, and robustness to communication errors [Breazeal et al., 2005] . For non-humanoid -and especially miniaturerobots the difference in the appearance between the robot and the human complicates the problem of designing intuitive interfaces. Many researchers have investigated the feedback modalities available to humanoid robots or humanoid heads [Miyauchi et al., 2004] . Fukuda and Jung developed a robotic-head system as a multimodal communication device for humanrobot interaction for home environments. A deformation approach and a parametric normalization scheme were proposed to produce facial expressions of nonhuman face models with high recognition rates. A coordination mechanism between the robot's mood (an activated emotion) and its task was proposed so that the robot can, by referring to the emotion-task history, select a task depending on its current mood if there is no explicit task command from the user [Fukuda et al., 2004] . Miyauchi and Sakurai proposed an active system for eye contact in human robot teams in which the robot changes its facial expressions according to the observation results of the human to make eye contact. Feedback from autonomous non-humanoid robots and specially miniature robots is less studied in the literature. Nicolescu and Mataric suggested acting in the environment as a feedback mechanism for communicating failure [Nicolescu & Mataric, 2001] . For example the robot re-executes a failed operation in the presence of a human to inform him about the reasons it failed to complete this operation in the first place. Although this is an interesting way to transfer information it is limited in use to only communicating failure. Herckel and Smart studied the use of non-speech aural communication with an iRobot B21r robot. Their test experiment showed no statistically significant differences between using non-speech aural sounds with an LCD display than using the LCD display alone [Heckel and Smart 2006] . Johannesen used musical sounds as symbols for directional actions of the robot. The study showed that this form of feedback is recallable with an accuracy of 37%-100% for non-musicians (97%-100% for musicians) [Johannsen, 2002] . In all of these studies a control condition and comparison with verbal feedback is not available.
Adaptation of the robot to the human commands was studied by many researchers. For example In [Rani and Sarker, 2007 ] the physiological signals of the participants were monitored in real time using wearable biofeedback sensors and Biopac data acquisition system and used to infer the affective state of the human which was used to help the robot adapt to its partner using a control architecture inspired by Riley's information flow model. [Thomaz 2001 ] studied the way humans tend to teach robots using a simulated environment in which a human is teaching a simulated robot (Sophia) how to cook and discovered a tendency to use the feedback channel from the operator to the robot not only for awarding but as a suggestion channel despite the fact that the operator was told that this is not a valid use of it. Based on this results the Q-Learning algorithm was modified to account for this tendency and a significant improvement in the learning speed was reported. This results were obtained in an explicit teaching situation. In a more implicit settings, [Martinson and Brock 2007] designed a system to help the robot adapt to environmental noise during interaction with humans by controlling its location and orientation. [Chandimal et al., 2007] studied the adaptation of a robot manipulator to fuzzy verbal commands using Probabilistic Neural Networks and reported successful learning with a PA-10 redundant manipulator Recently researchers in HRI are becoming more interested in investigating mutual adaptation in human-robot interaction scenarios. In [Ogata et al., 2004] a humanoid robot was developed that can attain incremental learning and shows signs of mutual adaptation in a navigation task by utilizing recurrent neural networks. The system showed improved learning even in long interaction times. [Imai et al. 2005] developed an interactive system named HUMA for generating a behavioral protocol to enable physical contact between a human and a robot. HUMA employs a simultaneous method that continuously maintains a protocol database while manifesting the protocol by carrying out robots actions. The simultaneous method attempts to achieve mutual adaptation between a person and the robot. All of this research -although focused on mutual adaptation -did not provide an explicit of human adaptive behavior that can inform the design of the interface.
[ Xu et al., 2007] showed a form of human adaptation to the robot capabilities. The observed adaptation behaviors where, skip behavior (where the human skipped some commands when (s)he discovered that the robot can do without it), replace behavior (when the human replaces a gesture that fails to achieve the goal with another corrected one), and discovery behavior (where the human adjusts the way (s)he performs the gesture to the behavior of the robot). These results suggest that humans can adapt to the capabilities of miniature robots in navigation control tasks. In this paper we were interested in studying the nature of this adaptation in more details as shown in section 4.2.
CONCLUSION
This paper reported a controlled experiment to study nonverbal interaction between a miniature robot and untrained human operators in a collaborative navigation task. The paper reported the details of the experimental design, procedures and results. The most important findings of this study are: 1. discovering a form of consistent gestural use between different subjects that can be utilized when designing gesture recognizers for similar tasks. 2. Discovering three important properties of human adaptation to robot capabilities and task requirements that can inform designers of mutual adaptive interfaces. 3. Showing the effectiveness and naturalness of using motion cues as a feedback mechanism in collaborative navigation tasks.
Directions of future study include studying the dependence between the period of saturated adaptation and the task, studying the interplay between human adaptation and the complexity of the task, and combining other types of nonverbal feedback (e.g. LEDs and sounds) with motion cues to improve the expressiveness of the robot.
