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Abstract. This paper describes mainly the experiments that have
been conducted by the MRIM group at the LIG in Grenoble for
the the ImageCLEF 2009 campaign, focusing on the work done for
the Robotvision task. The proposal for this task is to study the
behaviour of a generative approach inspired by the language model
of information retrieval. To fit with the specificity of the Robotvi-
sion task, we added post-processing in a way to tackle with the
fact that images do belong only to several classes (rooms) and that
image are not independent from each others (i.e., the robot cannot
in one second be in three different rooms). The results obtained
still need improvement, but the use of such language model in the
case of Robotvision is showed. Some results related to the Image
Retrieval task and the Image annotation task are also presented.
1 Introduction
We describe here the different experiments that have been conducted by the
MRIM group at the LIG in Grenoble for the ImageCLEF 2009 campaign, and
more specifically for the Robotvision task. Our goal for this task was to study
the use of language models in the context where we try to guess in which room
a robot is in a partially known environment. Language models for text retrieval
where proposed ten years ago, and behave very well when all the data cannot be
directly extracted from the corpus. We have already proposed such application
for image retrieval in [10], achieving very good results. We decided to focus
on this challenging task represented by the Robotvision task in CLEF 2009. We
also participated to the Image retrieval and the image annotation task for CLEF
2009, and we discuss briefly, because of space constrains, some of our proposal
and results.
The paper is organized as follows. First we describe the Robotvision task in
section 2, our proposal based on language models and the results obtained. In
this section, we focus on the features that were used to represent the images,
before describing the language model defined on such representation and the
post-processing that took advantage of the specificity of the Robotvision task.
Because the MRIM-LIG research group participated in two other image related
tasks, we propose in section 3 to describe shortly our main proposals and finding
for the image annotation and the image retrieval tasks. We conclude in section 4.
2 Robovision Track
2.1 Task description
The Robotvision task at CLEF 2009 [1], aims at determining “the topological
location of a robot based on images acquired with a perspective camera mounted
on a robot platform.” A robot is moving on a building floor, going across several
(six) rooms, and an automatic process has to indicate, for each image of a video
sequence shot by the robot, in which room is the robot. In the test video, a
additional room (which was not given in the training set), unknown, is present
and has also to be tagged automatically. The full video set is the IDOL video
database [6].
2.2 Image representation
We have applied a visual language modeling framework for the Robotvision task.
This generative model is quite standard in the Information Retrieval field, and
already lead to good results for visual scene recognition [10]. Before explaining
in detail the language modeling approach, we fix some elements related to the
feature extractions of images. To cover the different classes of features that could
be relevant, we have extracted color, texture, and region of interest features in
our proposal. These features are: HSV color histogram: we extract the color
information from HSV color space. One image is represented by a concatenation
of n×n histograms, according to non overlapping rectangular patches defined
from a n×n grid applied on the image. Each histogram has 512 dimensions;
Multi-scale canny edge histogram: we used Canny operator to detect the
contour of objects as presented in [15]. An 80-dimensional vector was used to
capture magnitudes and gradient of the contours for each patch. This information
is extracted from a grid of m×m for each image; Color SIFT: SIFT features are
extracted using D. Lowe’s detector [5]. Region around the keypoint is described
by a 128-dimensional vector for each R, G, B channel. Based on the usual bag
of visual words approach, we construct for each of the features above a visual
vocabulary of 500 visual words using k-means clustering algorithm. Each visual
word is designated to a concept c. Each image will then be represented using
theses concepts and the language model proposed is built on these concepts.
2.3 Visual language modeling
The language modeling approach to information retrieval exists from the end
of the 90s [11]. In this framework, the relevance status value of a document for
a given query is estimated by the probability of generating the query from the
document. Even though this approach was originally proposed for unigrams (i.e.
isolated terms), several extensions have been proposed to deal with n-grams (i.e.
sequences of n terms) [12, 13], and, more recently, with relationships between
terms and graphs. Thus, [3] proposes (a) the use of a dependency parser to
represent documents and queries, and (b) an extension of the language modeling
approach to deal with such trees. [8, 9] further extend this approach with a
model compatible with general graphs, as the ones obtained by a conceptual
analysis of documents and queries. Other approaches (as [2, 4]) have respectively
used probabilistic networks and kernels to capture spatial relationships between
regions in an image. In the case of [2], the estimation of the region probabilities
relies on an EM algorithm, which is sensitive to the initial probability values.
In contrast, in the model we propose, the likelihood function is convex and has
a global maximum. In the case of [4], the kernel used only considers the three
closest regions to a given region. In [10], we have presented the image as a
probabilistic graph which allows capturing the visual complexity of an image.
Images are represented by a set of weighted concepts, connected through a set
of directed associations. The concepts aim at characterizing the content of the
image whereas the associations express the spatial relations between concepts.
Our assumption is that the concepts are represented by non-overlapping regions
extracted from images. In this competition, the images acquired by the robot
are of poor quality, and we decided to not take into account the relationship
between concepts. We thus assume that each document image d (equivalent
each query image q) is represented by a set of weighted concepts WC . The
concepts correspond to a visual word used to represent the image. The weight of
concepts captures the number of occurrences of this concept in image. Denoting
C the set of concepts over all the whole collection, WC can be defined as a set
of pairs (c, w(c, d)), where c is an element of C and w(c, d) is the number of
times c occur in the document image i. We are then in a context similar to usual
language model for text retrieval. We rely then on a language model defined over
concepts, as proposed in [7], which we refer to as Conceptual Unigram Model.
We assume that a query q or a document d is composed of a set WC of weighted
concepts, each concept being conditionally independent to the others. Unlike [7]
that computes a query likelihood, we evaluate the relevance status value rsv of
a document image d for query q by using a generalized formula, the negative
Kullback-Leiber divergence, noted D. Such divergence is computed between two
probability distributions: the document model Md computed over the document
image d and the query model Mq computed over the query image q. Assuming
the concept independence hypothesis, this leads to:




log(P (ci|Mq) ∗ P (ci|Md)) (2)
where P (ci|Md) and P (ci|Mq) are the probability of the concept ci in the model
estimated over the document d and query q respectively. If we assume a multino-
mial models for Md and Mq, P (ci|Md) is estimated through maximum likelihood
(as is standard in the language modeling approach to IR), using Jelinek-Mercer
smoothing:







where Fd(c), representing the sum of the weight of c in all graphs from
document image d and Fd the sum of all the document concept weights in d.
The functions Fc are similar, but defined over the whole collection (i.e. over the
union of all the images from all the documents of the collection). The parameter
λu helps taking into account reliable information when the information from
a given document is scarce. For this part, the quantity P (ci|Mq) is estimated
through maximum likelihood without smoothing on the query. The final result
L(qi) for one query image i is a list of the images dj from the learning set ranked
according to the RSVkld(qi, dj) value.
2.4 Post-processing of the results
As we just mentioned, in this basic case we may associate the query image with
the room id of the best ranked image. However, because we represent each image
with several features and because we have several images of each room in the
training set, we post-process this basic result:
– Fusion: an image is represented independently for each feature considered
(color with a given grid, texture with a given grid, regions of interest). Each
of these representations lead to different matching results using the language






where Q and D correspond to the image query and documents, and qi and
di describe the query and the document according to a feature i.
– Grouping training images by their room: assuming that the closest
training image of a query image is not sufficient to determine the room
because of their intrinsic ambiguity, we propose to group the results of the
n-best images for each room. We are then able to compute a ranked list of
room RL instead of an image list for each query image:
RLq = [(r,RSVr(q, r)] with RSVr(q, r) =
∑
fn−best(q,r)
RSV (q, d) (5)
where r corresponds to a room and fn−best is a function that select the n
images with the best RSV belonging to the room r.
– Filtering the unknown room: in the test set of the Robotvision task,
we know that one additional room is added. To tackle this point, we assume
that if one room r is recognized, then the matching value for r is significantly
larger than the matching value for the other rooms, especially compared to
the room with the lower matching value. So, if this difference is large (> β),
we consider that there is a significant difference and then we keep the tag r
for the image. Otherwise we consider the image room tag as unknown. In
our experiment, we fixed the threshold β to 0.003 after experiments.
– Smoothing window: we exploit the visual continuity in a sequence of im-
ages by smoothing the result across the temporal axis. To do that, we use a
flat (i.e., all the images in the window have the same weight) smoothing win-
dow centered on the current image. In the experiments, we choose the width
of window w = 40 (i.e. 20 images before and after the classified image).
2.5 Validating process
The validation aims at evaluating robustness of the algorithms to visual varia-
tions that occur over time due to the changing conditions and human activity.
We trained our system with the night3 condition set and tested against all the
other conditions from validation set. Our objective was to understand the be-
havior of our system with the changing conditions and with different types of
features. We first study the models one by one. We built 3 different language
models corresponding with 3 types of visual features. The training set used is
night3 set. The model Mc and Me correspond to the color histogram and the edge
histograms generated from a 5×5 grid. The model Ms corresponds to the SIFT
color feature extracted from interest points. The recognition rates according to
several validation sets are presented in Table 1.
Table 1. Results obtained with 3 visual language models (Mc, Me, Ms)
Train Validation HSV(Mc) Edge(Me) SIFT color(Ms)
night3 night2 84.24% 59.45% 79.20%
night3 cloudy2 39.33% 58.62% 60.60%
night3 sunny2 29.04% 52.37% 54.78%
We noticed that, in the same condition (e.g. night-night), the HSV color his-
togram Mc outperforms the two other models. However, in different conditions,
the result of this model dropped significantly (from 84% to 29%). On the other
hand, the edge model (Me) and the SIFT color model (Ms) are more robust to
the change of conditions. In the worst condition (night-sunny), it still obtains
a recognition rate of 52% for Me and 55% for Ms. As the result, we choose to
consider only the edge histogram and SIFT feature for the official runs. Then,
we studied the impact of the post-processing on the ranked list of the models
Me and Ms on the recognition rate in Table 2.
Table 2. Result of the post-processing step based on 2 models Me and Ms
Train Validation Fusion Regrouping Filtering Smoothing
night3 sunny2 62% 67% (n=15) 72% (β=0.003) 92%(k=20)
The fusion of the 2 models leads to an overall 8% of improvement. The
regrouping step helped to pop-up some prominent rooms from the score list
by averaging room’s n-best scores. The filtering, using the threshold β=0.003,
eliminated some of the uncertain decisions. Eventually, the smoothing step with
a window size of 40 helped to increase the performance of a sequence of images
significantly, by more than 20% compared to the initial result.
2.6 Submitted runs and results
For the official test, we have constructed 3 models based on the validating pro-
cess. We eliminated the HSV histogram model because of its poor performance
on different lighting conditions and there was a little chance to have the same
condition. We used the same visual vocabulary of 500 visual concepts gener-
ated for night3 set. Each model provided a ranked result corresponding with
the test sequence released. The post-processing steps were performed similarly
to the validating process employing the same parameters. The visual language
models built for the competition are: Me1: visual language model based on edge
histogram extracted from 10x10 patches division; Me2: visual language model
based on edge histogram extracted from 5x5 patches division, and Ms: visual
language model based on color SIFT local features. Our test has been performed
on a quad core 2.00GHz computer with 8Gb of memory. The training took about
3 hours on a whole night3 set. Classification of the test sequence was executed in
real time. Based on the 3 visual models constructed, we have submitted 4 valid
runs to the ImageCLEF evaluation (our runs with smoothing windows were not
valid).
– 01-LIG-Me1Me2Ms: linear fusion of the results coming from 3 models
(score = 328). We consider this run as our baseline;
– 02-LIG-Me1Me2Ms-Rk15: re-ranking the result of 01-LIG-Me1Me2Ms
with the regrouping of top 15 scores for each room (score = 415);
– 03-LIG-Me1Me2Ms-Rk15-Fil003: if the result of the 1st and the 4th in
the ranked list is too small (i.e. β = 0.003), we remove that image from the
result list (score = 456.5);
– 05-LIG-Me1Ms-Rk15: same as 02-LIG-Me1Me2Ms-Rk15 but with the fu-
sion of 2 types of image representation. (score = 25);
These result show that the grouping increases results by 27% compared to
the baseline. Adding a filtering after the grouping increases again the results,
gaining more that 39% compared to the baseline. The use of SIFT features is also
validated: the result obtained by the run 05-LIG-Me1Ms-Rk15 in not good,
even after grouping the results by room. Our best run 03-LIG-Me1Me2Ms-Rk15-
Fil003 for the obligatory track is ranked at 12th place among 21 runs submitted
in overall. We conclude from these results that the use of post-processing is a
must in the context of Robotvision room recognition.
3 Image retrieval and Image annotation tasks results
This paper focuses on the robovision task, but the MRIM-LIG group also sub-
mitted results for the image annotation and the image retrieval tasks. For the
image annotation task, we tested a simple late fusion (selection of the best)
based on three different sets of features: RGB colors, SIFT features, and an
early fusion of hsv color space and Gabor filters energy. We tested two learn-
ing frameworks using SVM classifiers: a simple one against all, and a multiple
one against all inspired from the work of Tahir, Kittler, Mikolajczyk and Yan
called Inverse Random Under Sampling [14]. As a post processing, we applied
on all our different runs a linear scaling in a way to fit the learning set a priori
probabilities. We took afterward into account the hierarchy of concept in the
following way: a) when conflicts occur (for instance the tag Day and the tag
Night are associated to one image of the test set), we keep unchanged the larger
value tag, and we decrease (linearly) the value all the other conflicting tags,
b) we propagated the concepts values in a bottom-up way if the values of the
generic concept is increased, otherwise we do not update the pre-existing values.
The best result that we obtained was 0.384 for equal error rate (rank 34 on 74
runs) and 0.591 for recognition rate (rank 45 on 74). These results need to be
studied further. For the image retrieval task, we focused on a way to generate
subqueries, corresponding to potential clusters for the diversity process. We ex-
tracted the ten most cooccurring words with the query words, and used these
words in conjunction with the initial query to generate sub-queries. One inter-
esting result obtained comes from the fact that, for a text+image run, the result
we obtained for the 25 last queries (the one for which we had to generate sub
queries) was ranked 6th. This result encourages us to further study the behavior
of our proposal.
4 Conclusion
To summarize our work on the Robotvision task, we have presented a novel
approach for localization of a mobile robot using visual language modeling. The-
oretically, this model fits within the standard language modeling approach which
is well developed for IR. On the other hand, this model helps to capture in the
same time the generality of the visual concepts associated with the regions from
a single image or sequence of images. The validation process has proved a good
recognition rate of our system against different illumination conditions. We be-
lieve that a good extension of this model is possible in the real scenario of scene
recognition (more precisely for robot self-localization). With the addition of more
visual features and the increase of system robustness, this could be a suitable
approach for the future recognition systems. For the two other tasks in which we
participated, we achieved average results. For the image retrieval we will study
in the future more specifically the diversity algorithm.
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