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Abstract 
Study of structure and interface morphology of magnetic thin films is crucial in 
obtaining a better understanding of the coupling mechanisms in such systems. In this 
thesis various x-ray scattering techniques are applied to a series of Co/Cr trilayers, 
Cu/Co multilayers and spin valve structures. It is demonstrated that modifications to 
the distorted wave Born approximation allow the modelling of grazing incidence 
diffuse scatter originating from graded systems such as Co/Cr. Grazing incidence 
scattering techniques are also employed to investigate the out of plane correlations of 
lateral roughness in Cu/Co multilayers, as well as in miscible trilayer structures. 
The use of soft x-rays in the investigation of 3d transition metal multilayers is also 
presented. Such experiments are sensitive to the component of magnetisation aligned 
with the direction of the incident beam. In a series of magnetisation experiments, the 
dependence of the x-ray scatter sensitive to this component of magnetisation are 
analysed. For the first time evidenced is found for correlated magnetic roughness, 
which has lateral correlation lengths far greater than the structural roughness length 
scales. This magnetic roughness is measured in detail, and the correlation length is 
found to vary with applied field direction. 
Grazing incidence x-ray fluorescence is applied to two spin valve structures. These 
experiments provide a direct measure of buried layer thicknesses which is not 
possible by other x-ray scattering techniques. This novel method for the 
determination of the copper layer thickness in spin valves shows the versatility of 
non-destructive x-ray methods for the characterisation of magnetic metallic 
multilayers. 
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Chapter 1 
Aim and Outline 
1.1 Aim 
The aim of this study was to use x-ray scattering techniques in order to study 
the interface morphology of magnetic multilayers. Since the late 1980s there has been 
much interest in the field of giant magneto-resistance (GMR) and oscillatory 
magnetic coupling in structures which contain magnetic layers separated by a non-
magnetic spacer layer. It is now generally accepted that this giant magneto-resistance 
effect arises from spin dependent scattering mechanisms. The aim of this study was 
to attempt to isolate the roles of crystallinity and interface roughness on these 
scattering mechanisms, and thus relate the structure to the magneto-transport 
properties of the samples. 
The thickness of the constituent layers within systems which exhibit GMR 
can range from sub-monolayer deposition to thicknesses in excess of a couple of 
hundred Angstroms. The thickness of these samples makes them ideally suited to 
characterisation using x-ray techniques. Important structural parameters in defining 
the coupling and GMR within a sample are the thickness of the constituent layers, the 
roughnesses at the interfaces and the crystalline state of the sample. These parameters 
can be varied by changing the growth mode of the samples. As the crystallinity of the 
samples was usually well known, the relatively new technique of grazing incidence 
x-ray scattering was applied to the samples. The statistical nature of the surface was 
investigated by measuring the diffusely scattered radiation. 
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The samples used in this study were prepared by different techniques and 
were comprised of different materials. As there are no suitable growth facilities at the 
University of Durham, the samples were obtained from a variety of collaborations 
with researchers at other institutions. In the next section the origin of the samples is 
detailed, and the collaborators involved appropriately acknowledged. 
1.2 The Samples 
The data shown in chapter 6 were obtained from samples which were 
prepared under the auspices of a European Human Capital and Mobility Network. 
This network was set up to investigate the coupling in Co/Cr trilayers. Although the 
data obtained from only two sets of samples are presented in this thesis, many more 
samples were studied in the course of the research undertaken by the network. These 
data are not presented here because they do not contribute to a greater understanding 
of either x-ray scattering or magnetic coupling: these samples were studied with a 
view to other research aims. The samples for which the data are presented in this 
thesis were obtained from the ultra high vacuum facility at the University of York, 
and were prepared by Dr. S.M. Thompson and J.J Freijo. 
The samples presented in chapter 7 et. seq. were prepared at the University of 
Leeds. In chapter 7, a series of samples prepared by Molecular Beam Epitaxy are 
studied. These samples were grown by J. Xu and M.J. Walker. In chapters 8 and 9, 
the samples originated from a newly commissioned magnetron sputtering source. 
These samples were prepared by Dr. C.H. Marrows. 
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1.3 Thesis Outline 
In this section of chapter 1, an outline of the thesis will be presented. 
Chapter 2 continues the introduction to the study of the samples by explaining 
the choice of grazing incidence x-ray scattering as the preferred method of 
characterisation. The latter half of chapter 2 introduces the reader to the history and 
concept of GMR. 
Chapter 3 recounts the theoretical paradigms that relate to the scattering of x-
rays by matter. Initially the scattering from a single, free electron is considered, and 
then scattering from atoms, and finally from non-ordered media. Fresnel's laws of 
transmission and reflection allow the simulation of specularly scattered x-rays to be 
calculated. Those x-rays which are not scattered into the specular condition give 
information about the lateral structure of the surface, and in this chapter it is shown 
how information about the surface can be obtained by careful modelling of this 
diffuse scatter. 
Chapter 4 introduces the reader to synchrotron radiation, the source of all the 
x-rays used in this thesis. After a brief description of how synchrotron light is 
produced, a detailed look at the stations where the experiments were carried out is 
presented. 
Chapter 5 continues the theoretical discussion begun in chapter 3. The need to 
use anomalous dispersion for x-ray scattering for samples were the electron density 
contrast between the layers is weak is highlighted. During the course of analysing the 
samples in chapter 6, it became apparent that the interfaces were interdiffused. It was 
clear that the existing theoretical statements required modification to allow for 
interdiffusion across interfaces to properly included. Such modifications to the theory 
were undertaken by M . Wormington (Bede Scientific Inc., USA). The resulting code 
has been shown to simulate the data very satisfactorily. 
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Chapter 6 is the first truly experimental chapter of this thesis, and details the 
results obtained from a full x-ray characterisation of a series of Co/Cr trilayers. The 
effects of the deposition temperature and applied field on the structure of the trilayers 
are analysed. The deduced interface structure is compared to a High Resolution 
Transmission Electron Microscopy (HR-TEM) study carried out at the University of 
Oxford by E. Ho and A.K. Petford-Long. 
Chapter 7 discusses the results obtained from some Molecular Beam Epitaxy 
(MBE) grown Cu/Co multilayers. The effect of the deposition temperature of the 
multilayer as well as the buffer layer is analysed. The presence of two lateral length 
scales was detected in rocking curves obtained under grazing incidence and high 
angle diffraction conditions. 
Chapter 8 describes and analyses the results from a series of sputtered Co/Cu 
multilayers which exhibit bi-quadratic coupling behaviour. The samples were studied 
with both conventional x-rays and soft x-rays. The soft x-rays are sensitive to the 
magnitude of the magnetic moment, and as such can be used to probe the magnetic 
super-structure at the same time as sampling the crystalline structure. This 
experiment is the first of this kind to be conducted by UK researchers and shows 
great potential. 
The penultimate chapter, chapter 9, describes and analyses an initial study of 
spin valve structures using grazing incidence reflectivity and fluorescence. The 
fluorescence technique is used to elucidate the thickness of layers which cannot be 
evidenced in any other manner. 
The thesis is summarised in chapter 10, which also contains an analysis of the 
findings, and indicates the most potentially valuable future research required in this 
field. 
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Chapter 2 
Background 
2.1 Introduction 
This chapter continues the introduction to this thesis begun previously. In this 
chapter the reasons for studying the samples discussed and analysed in this thesis 
using grazing incidence x-ray scattering wil l be presented. The magneto-transport 
properties of magnetic multilayers are then discussed with special emphasis being 
placed on the effect known as giant magneto-resistance (GMR). 
2.2 Review of Non-Destructive Structural Characterisation 
In this section the choice of using grazing incidence x-ray scattering as the 
preferred method of characterisation is presented. An excellent review of structural 
characterisation is given by Brundle et. al. [1] and the reader is referred to this work 
for a detailed review of specific characterisation techniques. 
There are various possible experimental techniques which can be used to 
study the surface and subsurface structure of materials. These can be classed as 
microscopy, electron scattering or scattering of neutrons, and x-rays. One of the most 
common methods of measuring surfaces is by the use of electrons. Electron 
diffraction is routinely used to monitor the nature of the surface during growth. 
However, it does not give a detailed statistical representation of the surface. It is 
further limited by its inability to measure buried interfaces. High energy electrons can 
be used to excite x-ray fluorescence or Auger yield, and this is the basis behind 
EDAX and Auger spectroscopy. These methods, although excellent at identifying 
constituent materials, are not sensitive to the lateral surface structure of the sample, 
but only to the bulk components of the materials under investigation. 
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Microscopy techniques are again an excellent method of imaging surfaces. 
However, by definition, the area of the sample that is measured by microscopy 
techniques is small. Atomic Force Microscopy can be used to define the fractal 
nature of surfaces, and image length scales from microns down to nanometres. 
However, this technique is highly surface sensitive and again this method cannot 
measure sub-surface structures. Scanning tunnelling microscopy techniques suffer for 
a similar reason. As will be seen in chapter 6, High Resolution Transmission 
Electron Microscopy (HR-TEM) can be used to image buried interfaces. HR-TEM is, 
however, a destructive technique which requires special sample preparation and, as 
such, cannot be routinely used in the characterisation of multilayer samples. 
The only methods capable of studying buried interfaces, in a non destructive 
manner, rely on the scattering of x-rays and neutrons. Typical analysis of samples 
uses diffraction of the incident beams. These types of experiment are sensitive to the 
crystal lattice and give very accurate measures of coherent thickness and strain within 
samples. In order to investigate the statistical nature of the interfaces between 
materials in magnetic metallic multilayers, grazing incidence scattering is required. 
Although it is possible to conduct such experiments using neutron sources, the 
incident flux is extremely low when compared to synchrotron x-ray sources. 
Grazing incidence experiments are thus a powerful, non-destructive tool that 
enable the surface and sub-surface structures of magnetic multilayers to be explored. 
The sample preparation is minimal, and the experiments can easily be carried out. 
In the next section, the effects of oscillatory exchange coupling and GMR are 
presented. 
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2.3 Oscillatory exchange Coupling and Giant Magneto-resistance 
The GMR effect is the phenomenon that describes large fractional changes to 
the resistance found to occur in some structures on the application of a large external 
field and is defined in equation 2.1: 
GMR=Po~Ps [2.1] 
In equation 2.1, p o i s the resistivity of the sample in zero field and ps is that in a 
saturating applied field. 
The observed changes in resistance are much larger than the normal changes 
in resistance found in most materials when a magnetic field is applied. There are 
several excellent recent review articles on the subject of GMR and oscillatory 
exchange coupling, and the reader is referred to these for a more detailed review of 
the phenomenon of GMR [2,3,4]. Only a brief over-view will be given here. 
As the changes in the resistance are substantially larger than those found in 
normal materials, much of the driving force for the research in these new materials 
has come from the magnetic recording industry. Indeed, recently, new GMR read 
heads for hard disks have been manufactured using these new materials [5]. 
The original observations of an anomalous coupling effect were made in 
Fe/Cr systems. The first observations were made by Grunberg in 1986 [6]. In this 
1986 paper, a series of Fe/Cr trilayers were investigated, and it was found that for 
certain thicknesses of chromium, the iron layers were coupled anti-ferromagnetically 
(AF). In the following couple of years it was observed that the resistivity of the AF 
coupled layers was reduced by a factor of approximately 2 on application of an 
external field large enough to saturate the samples and induce ferromagnetic (F) 
coupling [7]. In the same reference it was suggested for the first time that the GMR 
effect was caused by spin-dependent scattering. 
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Parkin [8] et. al. showed in 1990 that the AF alignment first observed in the 
Fe/Cr trilayers was not unique, and that similar alignments were found in multilayers 
of Co/Cr and Co/Ru, as well as, Fe/Cr. In addition it was also shown then that the 
resistance was oscillatory in nature, and was a function of the non-magnetic or spacer 
layer thickness. The AF alignment was also found in the early 1990s in Cu/Co 
systems as well as Fe/Ag and Fe/Al [9,10]. In a paper by Parkin [11] it was observed 
that the oscillatory nature of the coupling was quite general for transition metal 
spacer layers. A review article by Bloemen et. al. (1995) details the magnetic layer 
thickness dependence on the interlayer exchange coupling [12]. 
The experimental evidence for oscillatory coupling in transition metal 
multilayers outlined above was only observed in sputtered samples. It was not until 
1992 that AF coupling was observed in (111) orientated Cu/Co multilayers prepared 
by molecular beam expitaxy (MBE) [13], The GMR obtained in this sample was still 
significantly lower than that obtained on similar sputtered samples, and no evidence 
of oscillatory coupling as a function of spacer layer thickness was observed. 
However, oscillatory coupling was observed in (100) orientated Cu/Co multilayers by 
Egelhoff and Kief in 1992 [14]. 
There have been several attempts at explaining the oscillatory nature of the 
AF coupling from a theoretical viewpoint. Much of the theoretical work has been 
based on a Ruderman-Kittel-Kasuya-Yosida (RKKY) type interaction. The RKKY 
interaction describes the oscillatory nature of the exchange coupling between two 
magnetic impurities embedded in a metallic matrix [3]. When the RKKY interaction 
was first applied to multilayers exhibiting GMR, the predicted period of oscillation 
was too short. This was corrected by an "aliasing term" [15,16], and the first AF 
coupling peak was predicted for Cu thicknesses of 9A. Other theories based on 
quantum confinement were also suggested [17]. Stiles predicts that the (100) 
coupling should be larger than the (111) based on a quantum well confinement model 
[18]. 
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An electron travelling through a material is scattered by impurities or local 
lattice distortions. Such scattering results in resistance. The GMR effect is a result of 
the spin dependent nature of this scattering. In order to understand this effect more 
clearly it is useful to consider a density of states picture. As it is only electrons 
inhabiting states close to the Fermi energy that are scattered as they move through 
the material, it is only the 3d bands of the transition metals that need to be 
considered. For a magnetic material a distinction must be made between electrons 
which have their spin aligned (spin up) and anti-aligned (spin down) to the 
magnetisation vector within the magnetic layer. The spin up electron band is more 
energetically favourable, and this band is therefore at a lower energy than the spin 
down band [19]. In a non-magnetic material, there is no such energy discrepancy and 
the density of states is equal for both spin directions. A schematic of the energy 
bands for a F and AF coupled system is shown in figure 2.1. 
The current carrying electrons are provided by the broad, delocalised s-p 
hybridised conduction bands. As these electrons pass through the multilayer they 
experience the splitting of the 3d bands. For electrons to move freely through a 
sample, there must exist free states into which they may be promoted. The spin-up 
electron band is below the Fermi surface of the material and as such is completely 
filled. However, the Fermi surface runs through the middle of the energy enhanced 
spin down band. In the non-magnetic spacer layer, both bands are below the Fermi 
surface, (figure 2.1 (a)) 
J 1 i k 
\ | \ 
I ) \ 
o t 
4 ) 
(a) 
9 
t 
1 . 
k A 
* 
i i 
* * •* 
(b) 
Figure 2.1: A schematic of the density of states for a ferromagnetically (a) coupled 
sample and an anti-ferromagnetically (b) coupled sample 
In the ferromagnetic case, an electron with spin up wil l feel a very weak 
scattering potential whenever it traverses from the magnetic to the non-magnetic 
material. The opposite is true for the spin down electron where a large potential 
barrier due to the energy shift of the spin down band is present. The electron is 
therefore scattered at this interface. There are thus two currents present in the 
multilayer. The spin up electrons can travel freely through the sample, whereas the 
spin down electrons are scattered at each magnetic layer (figure 2.2 (a)). I f the 
multilayer is coupled anti-ferromagnetically, however, the spin up electrons of one 
magnetic state become the spin down electrons for the next magnetic layer. In this 
way, both electron currents are scattered (figure 2.2 (b)): 
Spin up 
> 
Spin down 
Spin up 
Spin down 
Figure 2.2: Scattering of the spin up and spin down electron currents for various 
coupling geometries 
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Using the scattering described in figure 2.2, it is possible to quantitatively 
model the GMR using a resistor model (figure 2.3). The scattering of an up electron 
is weak, and has a resistance defined as p^ and the scattering of a spin down 
electron is large and is defined as pdmtn. 
Pdown 
Pdown Pdown Pdown P"P 
(a) (b) 
Figure 2.3: The resistor model of GMR for a ferromagnetically coupled (a) and anti-
ferromagnetically coupled sample (b). 
It is thus clear how the AF coupling in the multilayer induces the GMR effect. 
The strength of the applied field required to change the alignment from AF to F is a 
measure of the coupling strength, but not the magntiude of the GMR. The interface 
roughness generally increases the resistivity of the samples by increasing the amount 
of spin independent scattering. In certain circumstances it can also increase the spin 
dependent scattering due to localised scattering potentials. 
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Chapter 3 
The Interaction of X-rays 
with Matter in Low Angle Regimes 
3.1 Introduction 
This chapter is concerned with the theoretical arguments that relate to the 
interaction of x-rays with matter. The most common experimental geometry for x-
rays is diffraction. The general theory pertaining to this large area of experimental 
research will not, however, be discussed in this chapter, which is concerned only with 
the narrower field of the theory relating to grazing incidence scattering. The aim of 
the chapter is to clarify the theoretical paradigms which underpin all the experimental 
work which forms the basis of the other chapters of the current study. 
The chapter will first introduce the reader to the scattering of x-rays from a 
free electron (section 3.2). This is then expanded to describe the scattering from an 
atom (3.2.1). The concept of reciprocal space (section 3.3) is introduced, and a 
clarification of the methods used in scanning reciprocal space is presented in section 
3.4. A discussion of the reflection and transmission properties of x-rays as they pass 
through a stratified sample is shown in (section 3.5). This latter section is then 
developed further to allow a discussion of the effects of roughness on the reflectivity 
(section 3.5.1) Section 3.6 presents the theoretical background to specular reflection: 
a method of modelling of specular scatter based on Fresnel's Laws of reflection and 
transmission is then presented. As part of the discussion of diffuse scattering (section 
3.7), the Born Approximation (section 3.7.1) and the Distorted Wave Born 
Approximation (section 3.7.2) are reviewed. An introduction to diffuse scattering 
from a single surface is given in section 3.8. When multiple layers are present, the 
effects of out of plane correlations of the roughness need to be considered. Methods 
of modelling such correlations are presented in section 3.9. The effects of such out of 
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plane correlations on the distribution of diffuse scatter in reciprocal space is 
demonstrated in section 3.10 by a series of simulated ful l reciprocal space maps. A 
method for calculating the roughness without recourse to detailed simulation is then 
introduced (section 3.11). The chapter is concluded by a summary, in section 3.12. 
3.2 X-ray Scattering from a Single Electron 
The scattering of a single electron can be considered in terms of dipole 
oscillations. The electron is forced into oscillations by the accelerating electric field 
of the incident radiation [1]. If the incident x-ray beam is assumed to be a spherical 
wave, the scattered radiation is also of the same form but with a phase shift of n 
occurring on scattering. The radiated electric field strength can be shown to be (in 
c.c.s units) [2]: 
ERaAr,t) = -
( J- V A 
mc )\rj 
E0 exp[j'(& • r - Ct#)] [3.1] 
The first term in equation 3.1, | e ' ^ 2 j is the scattering power, or the scattering 
length of the free electron and is referred to as the Thomson scattering length. Its 
•2 o 
numerical value is 2.82 *10" A. The minus sign in equation 3.1 is due to the phase 
shift that occurs on scattering. For an incident x-ray beam of intensity I0, the intensity 
scattered is [3]: 
{ e l 
v 
'( p 
Kmc2 J U 2 J 
[3.2] 
In equation 3.2, P is a polarisation factor and R is the distance of the observer from 
the particle. 
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3.2.1. X-ray Scattering from an Atom 
In the discussion of the theoretical basis for Thomson scattering from a free 
electron in the previous section, the position of the electron was taken as fixed. In 
order to derive the total scattering from an atom, however, it is important to 
remember that the electrons do not, in fact, scatter with the same phase. Scattering 
from an atom can be interpreted as due to an atom in which the individual electrons 
are smeared into a continuous distribution. The number of electrons per unit volume 
is defined by p . The atomic number, Z is thus the integration of this smeared 
distribution over the volume of the atom: 
It can be shown that the atomic scattering factor is the Fourier transform of this 
electron density [4,5]: 
Here p(r)dV is the probability that an electron exists in the volume element dV. 
The discussion above is restricted to atoms which are away from any absorption 
edges in the material. At an absorption edge, additional resonance effects cause the 
phase change on scattering to be slightly different from n, and the magnitude of the 
scattering factor is not what is given above [2]. When this is the case, the atomic 
scattering factor becomes modified and anomalous dispersion effects must be 
calculated. These effects are calculated in chapter 5. 
\p(r)dV [3.3] 
f =\p(r)cxp[ikr)dV 
v 
[3.4] 
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3.3 Reciprocal Space 
In the previous section, it was seen that the scattering of x-rays from atoms is 
proportional to the Fourier transform of the electron density. When the atoms are 
placed in a crystal, this electron density is periodic. As a result it makes sense to 
work in Fourier or reciprocal space where any periodic function will be represented 
by a point. Even when the samples are not crystalline it is still useful to work in 
reciprocal space because, as will be shown later, the x-ray scattering is also sensitive 
to the Fourier transform of the lateral roughness lengthscale. It therefore makes sense 
to consider x-ray scattering in such a reciprocal geometry 
The reciprocal lattice is made up of three primitive vectors, bi, b2, b3 which 
are related to the three basis vectors of the real lattice, aj,a2, 03. The three reciprocal 
vectors are defined [6]: 
bi= a » X a ' b2= a ^ 
ax -a2 xa3 a, -a2 x a 3 
Vectors in the real lattice have the dimensions of length, and in this reciprocal lattice 
have the dimension of inverse length. Thus spatial frequencies in real space are 
converted to points in the reciprocal lattice. The direction of a point in reciprocal 
space is the same as the direction that the frequency was propagating in real space. 
The scattering vector is defined as the difference between the incident and 
scattered wavevectors. The use of a vectorial map enables the transforms between 
real and reciprocal space to be calculated. Such a vectorial map is shown in figure 
3.1: 
, a, x « , 
63 = 
a, • a 2 x a3 
[3.5] 
16 
Normal Z Normal 
•» X 
Sample Surface 
EwakJ • 
Sphere 
(a) (b) 
Figure 3.1: A vector map showing the relation between 
real (a) and reciprocal (b) space 
In figure 3.1, the incident wave vector is defined by the sample angle, 0. The exit 
wave vector is defined by the scattering angle, </>. For elastic scattering the modulus 
of the two wavevectors is the same, thus \kjn\ = \koul\ - \k\ = ^ . The scattering 
vector, q, is then simply g = ^ s i n ^ j . The out of plane (r) and in plane (x) 
components can easily be expressed in terms of the angle a. The transformations are 
therefore: 
q, = ( j j sin(j^) cos(a) and qx = Q-) sin(^) sin(«) [3.6] 
where a = \ 6-^ \. 
The third component of the scattering vector is also present, but an additional axis is 
required to sample it. 
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The discussions detailed thus far in this chapter are the prelude to any further 
development of theoretical ideas regarding the interacting of x-rays with matter. For 
discussions on diffraction, the ideas of periodic scattering potentials and the 
symmetry of the atomic unit cell could now be discussed in detail. The theory of 
diffraction will not be discussed here and the reader is referred to a range of texts 
which deal with this area specifically [4,5,7]. However the results in this study are 
not directly related to diffraction phenomenon and from this point onwards the 
theoretical ideas presented in this chapter are for those relating to the scattering of x-
rays from materials under grazing incidence regimes. With the exception of grazing 
incidence diffraction, x-rays in this region are not sensitive to the periodic 
arrangement of the atoms and the scattering potential can be assumed to be constant 
and defined by the refractive index of the medium through which the x-rays are 
passing. 
Prior to a review of the theory for x-ray scattering the next section details the 
types of scans used to probe the x-ray scattering in this grazing incidence regime. 
3.4 Scanning Methods in Real and Reciprocal space 
With the samples considered in this study, it is only necessary to probe 
reciprocal space in two dimensions. With a two circle diffractometer this is easily 
achieved; however, for more complex reciprocal space mapping, it is sometimes 
necessary to have an accurate chi/phi circle. In nearly all cases the detector is scanned 
out of plane, but sometimes it is advantageous to scan the detector out of the 
scattering plane and thereby probe the scattering as a function of qy. 
If the transforms between real and reciprocal space are recalled, (equation 
3.6), it can be seen how reciprocal space can be probed in two dimensions. Both 
transforms have a common factor, ^ / j j s i n | % j , which is only dependent on the 
detector angle, and the difference between the in plane and out of plane components 
depends solely on S. The component of reciprocal space normal to the surface, qz, can 
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be probed i f 8 is 0. This occurs at the specular condition, i.e. 6 = > Qx=^- A scan 
where the detector and sample angle are coupled in a ratio of 2:1 would therefore 
probe only qz. This scan probes the specular scatter as a function of qz and is referred 
to either as a specular scan or as a &2 6 scan. 
Scanning the in-plane component of reciprocal space is similarly simple. qx is 
explored by fixing the detector angle, and scanning the sample from zero to the 
detector angle. This type of scan is referred to as a transverse diffuse scan or a 
rocking curve. Although there is a slight dependence on qz in this scan, the effect is 
negligible, and the scan can be considered to be probing qx only. 
It is also important to probe the diffuse scatter as a function of qz, for fixed 
values of qx. A scan similar in nature to the specular scan is required. The value of qx 
is selected by off-setting the sample from the specular position by a small amount. 
The two axes are then scanned in a 2:1 coupled motion. In reciprocal space such a 
(0 + A) /20 scan maps out as a straight line. These scans are often referred to as 
longitudinal diffuse scans. 
The angular positions of the sample and detector during the real space scans 
described above were used to calculate their motion in reciprocal space. The limit of 
observation is due to the incident and scattered x-rays being below the sample 
surface. Sample scans were simulated for silicon with the detector set to angles of 2 
and 4 degrees, and the offset angle for the longitudinal scan was -0.1°. The results of 
this calculation are shown in figure 3.2: 
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Figure 3.2: Reciprocal space representation of the experimental scans 
It can be seen that by a combination of the above scans, a two dimensional 
reciprocal space map can be produced. In most cases, it is not necessary to go to the 
lengths of recording the scatter from the whole of reciprocal space. A typical data set 
for a given sample would include a specular scan, a longitudinal scan and at least 
two transverse diffuse scans for each wavelength used. 
3.5 Scattering of X-rays from Surfaces and Interfaces 
As x-rays are a form of electromagnetic radiation, their propagation through 
media is defined by Maxwell's equations. For x-rays to propagate between two 
media of differing refractive indices, the tangential components of their electric and 
magnetic fields (and their derivatives) must be continuous across the interface [8]. 
This is equivalent to matching their amplitude and gradient of the incident plane 
wave at the interface. This section starts with an introduction to x-ray scattering at 
grazing incidence. Snell's law and Fresnel's Law are then introduced in order to 
explain the effects of layers on substrates. 
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The refractive index for a medium is defined as a complex number [9]: 
n = \-8-ip [3.7] 
Here 8 and /? are small positive numbers. 8 is related to the dispersion within the 
medium, and /? is proportional to the absorption. They are defined as: 
S= ^ r A 2 ^ ( Z j + f ' j ) [3.8] 
and 
2K y AJ 
Al l the units are defined in c.c.s units, and NA is Avogadro's number, X is the 
wavelength (in cm), and r0 is the classical electron radius (2.818*10"13 cm), pj, is the 
density of element j and Aj is its atomic mass. / ' and / " are corrections to the 
atomic scattering factor that are required near absorption edges. These correction 
terms are discussed in greater detail in chapter 5. The calculated values of <i> and /? 
for various elements for a wavelength of 1.54A are tabulated in table 3.1: 
Element At. Number 8 P 
C 6 1.12*10"3 1.68*10"8 
Cu 29 2.43 *10'5 5.30* 10-7 
U 92 4.50* 10"5 6.87* 10-6 
Table 3.1 Values of 8and /?for three elements calculated for A.=1.54A 
As 8 and are positive, x-rays impinging onto a surface or interface are refracted 
away from the normal. This is shown schematically in figure 3.3: 
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• X 
Figure 3.3: An incident plane wave, /, is reflected (R) and transmitted (7) at an 
interface between two layers, / and / + / where the refractive index changes 
discontinuously from «/ to «/+/. 
The fact that the refractive index is slightly less than unity means that there exists a 
critical angle, 8C for which OR is zero (with «/=l). This critical angle is the angle for 
total external reflection. In order to derive an expression for the critical angle in terms 
of £and fi, it is important to recall the definition of Snell's Law. 
The three x-ray beams in figure 3.3 can be considered to be three plane waves which 
are all of the same form and are characterised by a phase, kj and an amplitude Cf. 
= Cj exp {ikj • , where j=I, R and T [3.10] 
and 
n, n 
[3.11] 
7+1 
Where k is the wavevector in a vacuum. The coefficients, C,, are related and can be 
obtained from the continuity requirements on y/, and its derivative, V \j/, namely; 
[3.12] 
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and C,k,+CRkR =CTkT [3.13] 
Snell's law follows directly by expressing the surface (x) component of equation 
[3.13] explicitly along with equations [3.12] and [3.11]: 
n, cosd = nM cos0 r [3.14] 
The critical angle is now defined as: 
cosdc=n'yni [3.15] 
A simple rearrangement of equation 3.15 assuming no absorption (/?=#) and using 
equation [3.7] relates the critical angle to 8: 
0 e=V2<5 [3.16] 
Above this critical angle, the x-rays penetrate into the medium, and for a perfect 
interface the amplitude of the reflected and transmitted waves is governed by 
Fresnel's laws. Fresnel's equations can be derived by matching the z component of 
equation [3.7] and using the definition kt z = -kR z = k, z and k T z = k M z . This 
leads to the derivation of Fresnel's laws for the reflectance, F ;* and transmission 
FtT across the interface in terms of the normal, z, component of the wavevector: 
FR = Kj^A fT= 2 k u [ 3 1 7 ] 
Fresnel's equations can be expressed in terms of the angles 0 and &r by expressing 
the z component explicitly, and using Snell's law: 
klz = l/dsinfl = kn, sin# [3.18] 
23 
and similarly for £ / + A z giving, in the small angle limit: 
' 0+0T 
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0+07 
[3.19] 
The polarisation dependence of the Fresnel coefficients is weak due to the fact that 
the refractive index differs from unity by only one part in 106. The transmitted 
amplitude is damped exponentially in the negative z direction due to absorption 
within the media. Above the critical angle therefore, the penetration depth of the x-
rays is defined by /?. Below the critical angle, 9T is complex. Even though the x-rays 
are totally reflected from the surface, they still penetrate a small distance into the 
sample. The penetration depth of this evanescent wave is mainly dependent on the 
electron density of the surface material. The penetration depth of this evanescent 
wave is in the range of 20 to lOOA. Figure 3.4 shows the calculated penetration depth 
as a function of sample angle for two incident wavelengths for the element silver. 
The energy dependence of the critical angle (defined in equation 3.9) is also clear. 
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Figure 3.4: The calculated penetration depth as a function of sample angle for Ag. 
The calculated depth of the evanescent wave for silver was 32A, and this 
illustrates the inherent surface sensitivity of x-ray techniques for sample angles 
2-1 
below the critical angle. The variation of the penetration depth with sample angle 
shows that a degree of depth sensitivity is also possible using grazing incidence x-ray 
techniques. This is the basis of depth profiling using x-ray fluorescence and is 
discussed in greater detail in chapter 9. 
Fresnel's laws not only describe the reflection and transmission from a single 
surface, they can be used to describe the reflections in more complex structures. 
Parratt [10] derived a recursive relation which describes the total reflection from a 
multi-planar system such as that shown schematically in figure 3.5: 
Figure 3.5: The electric field vectors of x-rays passing through a multi-planar system 
Following Parratt, the matching of the tangential vectors, E, across the interface 
yields the continuity equation: 
E, / 
/ 
•v. 
> 
/-i a, ,E, , + R [3.20] 
a a 
where at is the phase factor for half the layer thickness, di, defined as: 
) 
ikf.d. 
exp a i [3.21] 
here fi is a function related to 5, /? and the incident angle, 9. 
[3.22] 
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In equation 3.20, the vector amplitudes are defined in the middle of the layer. The 
solution to equation 3.20 and its derivative results in a recursive formulation which 
results in the reflection amplitude, R, for each interface: 
R •i-i.i - a 
4 
l-l 
R +FR 
1KI,M ~ 1 1-1,1 
R l , M F l - \ J + 1 
[3.23] 
where 
= a, n [3.24] 
and F*u is the Fresnel reflection coefficient, here defined in terms of equation 3.22 
to be: 
The solution of the recursive formula is achieved by starting at the bottom of 
the system, where the last layer is assumed to be semi-infinite. As there is no 
reflected wave entering this layer from below, Rt M = 0. The ratio of the reflected to 
the incident intensity, as shown in figure 3.5, is simply defined as: 
[3.26] 
The reflection amplitude of a surface can also be calculated using a matrix method 
(/i-.-//) 
(//-.+//) 
[3.25] 
[11]. 
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3.5.1 The Effects of Roughness on the Reflectivity Signal 
Real surfaces and interfaces contain roughness. This roughness can consist of 
atomic randomness, or gradients in the electron density normal to the surface. The 
effects of the roughness can be calculated using perturbation techniques. The 
simplest method to calculate roughness and its effects is to replace the rough surface 
by an ensemble of flat surfaces with a distribution about an average surface position. 
If this distribution is Gaussian in nature with a standard deviation, a, the Fresnel 
coefficients for a single surface are modified by the inclusion of an exponential 
damping term: 
R = F,Rexp(-q2za2) [3.27] 
A more general form for the modification of the Fresnel coefficients for the reflection 
between two media, / and was derived by Nevot and Croce [12]: 
R = F* exp 
2 ^ 
[3.28] 
Here again, the RMS roughness of the interface is defined as a. ki and ki.j are the 
wavevectors in medium / and l-l respectively. When these modified Fresnel 
coefficients are used in the recursive formalism of Parratt [10], equation 3.25 
becomes: 
FR U ± } _ J j ) f _k1khla]_ | 
' - U ( / , - , + / , ) ' I 2 J 
Equation 3.29 along with equation 3.23 are all that is required to calculate the 
specular reflection from a single surface or a layered structure. In the next section, 
some examples of specular reflectivity will be presented. The effects of roughness 
wil l be evidenced, and the nature of the interference terms resulting from layers 
within a multi-layered sample will be discussed. 
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3.6 Specular reflection 
Figure 3.6 shows simulated specular scans for a silicon substrate. Three 
simulations with differing interface roughness are shown. 
10 
OA 
5A 
10A 
10 
10 
in 
4> 
10 
Critical Angle = 0.223° 
10 
10 
0 1 2 3 4 5 
Sample Angle (°) 
Figure 3.6: Simulated reflectivity curve for Si (A.=1.54A) 
for interface roughness, cr=0, 5, 10A 
Immediately apparent in figure 3.6 is the sharp decrease in intensity of the specular 
scatter after the critical angle. The rate of fall-off for sample angles greater than 
approximately 0.5° increases as the roughness rises. However, for angles less than 
the critical angle, there is no difference between the simulations. In this region the 
incident x-rays are totally externally reflected, and the reflected intensity is constant. 
This is a feature of the model which essentially describes the roughness as a graded 
electron density normal to the surface. For real roughness, intensity would still be 
scattered out of the specular condition in the total reflection regime. For the 
simulation with zero roughness, the rate of fall-off varies as the fourth power of the 
sample angle. This simple relation between the sample angle and the intensity is only 
valid for sample angles greater than about twice the critical angle. Deviations from 
this power law close to the critical angle are due to refraction effects in this region. 
When roughness is present, the rate of fall of f of the specular scatter is increased and 
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the intensity no longer scales as a simple power law. Figure 3.7 shows the same 
simulations that are represented in figure 3.6, but in this case the intensity has been 
multiplied by the fourth power of the sample angle. 
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Figure 3.7: Specular simulations for a Si substrate multiplied by the forth power of 
the sample angle. The roughnesses are the same as those in figure 3.6 
When a layer is deposited onto a substrate interference between waves 
reflected at the sample surface and from the substrate form a series of fringes in the 
observed specular scatter. These thickness fringes are commonly referred to as 
Kiessig fringes [13]. The period of these fringes is related to the thickness of the 
layer via Bragg's Law, which in the small angle approximation is: 
X 
2A0 
[3.30] 
where A0is the period of the Kiessig fringes in radians. Refraction effects effect the 
period of the fringes, and as a consequence equation 3.30 is only valid for angles 
away from the critical angle. The amplitude of these Kiessig fringes is dependent on 
the electron density difference between the layers and the roughness on the interface 
between them. 
29 
Figure 3 .8 shows a series of simulations of a 200A cobalt layer deposited on 
a silicon substrate. The roughness of the substrate, as well as, the surface roughness 
are described. A comparison of figure 3.8 (a) and (b) shows that the amplitude of the 
Kiessig fringes is sensitive to the roughness of either interface. In addition to the 
reduction in Kiessig fringe amplitude, there is a subtle difference in the shape of the 
reflectivity curve between figures 3.8 (a) and (b). The roughening of the substrate 
has little effect for small sample angles, and its effects are greater at high sample 
angles. The opposite is true when the top surface is roughened. The effect on the 
shape of the specular scatter by roughening the substrate is evident in figure 3.8 (c) 
and (d) where a greater fall-off in intensity for high sample angles is observed as the 
substrate roughness increases from <ra=0A in figure 3.8(a) to 0&=5A for 3.13(c) and 
finally aSi=\OA for 3.13(d). 
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Figure 3.8: Specular simulations for a single 200A layer of cobalt deposited on Si 
with crs=0A (a), <T5,=5A (c), a a=10A (d) with cobalt roughnesses as inset in legend. 
Example (b), Oco=0A with silicon roughness as inset in legend. 
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The addition of more and more layers into the sample results in an ever more 
complex reflectivity signal. The final observed interference pattern is a super-position 
of the interference generated from all of the layers present in the sample. The 
addition of only a few layers can result in very complex reflectivity patterns. This 
complexity is evidenced in the work by Banerjee et. al. [14] and the results contained 
in chapters 6 and 9. Matters are somewhat simplified when a periodic multilayer is 
considered. For such a simple multilayer, the interference in the reflectivity signal is 
then made up of two components. Interference between waves scattered at the 
surface and substrate interfaces result in Kiessig fringes corresponding to the total 
sample thickness. The bi-layer repeat acts as a crystal with a large, out of plane lattice 
spacing, d and as such, the interference from the multilayer is defined by Bragg's 
Law, and constructive interference only occurs at specific sample angles which are 
defined according to Bragg's Law - nX = 2d sin^^Q . The simulated reflectivity 
profile from a Co/Pt multilayer deposited on Si is presented in figure 3.9. 
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Figure 3.9: The simulated reflectivity profile from a 20 period Co/Pt multilayer 
deposited on Si. A l l roughnesses were lA, and the bi-layer thickness is 17A. 
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3 . 7 Diffuse Scatter 
The Debye-Waller factor that describes the roughness in the specular scatter 
cannot be used to model the diffuse scatter. The roughness must be modelled in a 
more mathematical manner. Any model of the roughness must be able to take into 
account the effects of both in and out of plane correlations of the roughness, as well 
as, accurately describing the statistical nature of the interface. Before describing such 
a model, it is important to discuss briefly the two approximations that are used in 
defining the differential cross section, ^ / ^ Q - The first is discussed in section 3.7.1 
and is the Born approximation. The Born approximation is a specific use of Fermi's 
Golden Rule for the two wave case. A major problem with the Born wave 
approximation is that it fails to allow for multiple scattering events occurring in the 
sample. The Born wave assumes weak interactions and, as such, the reflected wave 
must be small and thus the Born wave approximation is invalid for angles in the 
vicinity of the critical angle. These problems can be overcome by using the distorted 
wave Born approximation (DWBA). The DWBA is discussed in greater detail in 
section 3.7.2. 
3.7.1 Born Wave Approximation 
The Born wave is a method for obtaining approximate predictions for the 
differential cross section that describe the way a potential V(r) scatters radiation into 
3 dimensions. In the Born approximation, it is assumed that there are two plane 
waves involved. The form of the scattering potential is simply a constant within the 
medium defined as V = & 0 2 ( l - « 2 ) where n is the refractive index, and k is the 
wavevector. 
0, 
V(r) 
constant r < slab dimensions 
r > slab dimensions 
[3.31] 
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Under such a system the differential cross section can be written [15]: 
^ = N2b2 jdrjexp[-iq • (r - r ' ) ] dr' [3.32] 
Here N is the number density of the particles which are scattering and b is the 
coherent scattering length which for x-rays is the Thomson scattering length, 
b = e / 2 • The differential equation in equation 3.32 can be re-written as a surface / mc 
integral by utilising Stoke's theorem. It can be shown that the differential cross 
section can then be written as [15]: 
% = ^ -\\dxdyJTexPH^ [z(*> y) ~ z(x', y ')])exp(-4^ (x - x') + qy (y - y')])dx'dy' 
[3.33] 
In equation 3.33, the vector r in equation 3.32 has been written in its in plane (x,y), 
and out of plane z(x,y) components. If the out of plane components can be described 
as a Gaussian random variable, it is then possible to express the out of plane 
component as: 
([z(x',y')-z(x,y)]2) = g(X,Y) [3.34] 
where (X,Y) = (x'-x,y'~y). The differential cross section can now be written in 
terms of the illuminated 
^§ = ^ LxLyjjdXdYcxV[-q2g(X,Y)]oxp[-i(qxX +qyY)] [3.35] 
It is now possible to obtain an explicit expression for the differential cross section for 
various models of the height difference function, g(X,Y). 
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Sinha et. al. [15] introduced the idea of treating the surface using a Fractal 
description of the height difference function, namely g{X,Y) = A(X,Y)h. The 
texture of the surface is then defined by the fractal exponent h; a highly jagged 
surface is obtained for h —> 0 whilst smooth valleys and hills are found for h —> 1. 
The roughness in such a model tends towards infinity as the distance tends to infinity. 
Such a model for the surface would clearly be wrong if taken to extremes and in 
practice, a cut off is introduced and the roughness saturates. A cut-off is 
automatically introduced due to finite sample size but in reality the length scale for 
the cut-off is much less than the sample dimensions and is determined by growth 
effects. A more practical form of the height difference function is given by: 
g{X,Y) = 2o2 1-exp 
. 2A 
[3.36] 
In this form of the height difference function, the relative height between the two 
points tends towards a value of 2cr as (X,F)—> =». Thus the roughness does not 
exponentially increase as is the case in a purely Fractal model. 
It is easier to consider, the height-height correlation function, C(X, Y) instead 
of the height difference function in scattering experiments. The height-height 
correlation function gives the degree of knowledge that one point on the surface has 
with another separated by a distance R - (X,Y), and is defined as: 
C(X,Y) - (z(X,7M0,0)) = <j2-^g(X,Y) 
using equation 3.36, this becomes: 
C(X,F) = c7 2exp 
rJ(X2+Y2)rp 
2h 
[3.37] 
[3.38] 
The functional forms of the height difference and height-height correlation 
function are graphically presented below in figure 3.10: 
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Figure 3.10: The height difference (a) and height-height correlation function (b) as a 
function of surface vector, R. 
In figure 3.10 it is clear that the parameter defined as the lateral, or in plane, 
correlation length is the tie point between the curves with different values of the 
fractal parameter. It corresponds to a length scale on the surface when the correlation 
between the two points under consideration has reduced to a value of J / . In essence 
it defines the area over which the surface is fractal. 
The exact choice of the height-height correlation function is open to debate. 
That shown in equation 3.38 has the advantage that it is mathematically convenient. 
Other mathematical forms of the statistical form of the interface have been suggested 
by Palasantzas et. al. [16,17,18], It has been observed experimentally that the height-
height correlation function in Langmuir-Blodgett films can be described by either a 
fractal model with no cut-off [19] or by a domain model [20]. In the model that is 
used to study the samples contained in this thesis it is the height-height correlation 
function introduced by Sinha et. al. that is used. When this is the case, the 
differential cross section, equation 3.35 can now be re-written as: 
4jL = ¥£-LxLy e x ^ ^ ^ J J ^ r e x p ^ Q X ^ ^ e x p f - ^ ^ + ^ r ) ] 
[3.39] 
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If the differential cross section per unit surface area is defined as S(q) • N2b2, then it 
is possible to express the specular and diffuse components explicitly. Thus with the 
Born approximation: 
SSpBC^) = FtR&xp(-q2tG2) [3.40] 
where FtR is the Fresnel reflection coefficient as defined above. The diffuse 
component of the cross section is now: 
W * ) = - T exp ( -^ 2 (7 2 ) / / ? e x p ( 9 2 c r V ^ ^ ) - l J0(qx,yR)dR [3.41] 
1z 0 
where J0(qI YR) is a Bessel Function of the first kind. 
In summary, the Born approximation assumes that all the scatters are point 
like and that their interaction with the potential is weak. Thus the Born 
approximation is not valid for small scattering vectors, i.e. near the critical angle. In 
order to model the reflectivity and diffuse scatter accurately the distorted wave Born 
approximation is required. This will be reviewed in the next section. 
3.7.2 Distorted Wave Born Approximation 
In the Distorted wave Born approximation (DWBA), three wavefields exist in 
the zero roughness state. Instead of the surface acting as a perturbation on the Fresnel 
solutions as was assumed in the Born approximation, the DWBA uses perturbation 
theory on the exact solution of the wave equation for a smooth surface. In other 
words, the roughness and not the surface acts as the perturbation on the Fresnel 
solutions. The DWBA was applied by Sinha et. al. [15] in order to model the 
specular and diffuse scatter from a single layer. In this section, the format of this 
paper wil l be followed resulting in an expression for the specular and diffuse 
scattering cross sections. The DWBA can be realised by splitting the scattering 
potential into two terms: 
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v = vl+v2 [3.42] 
where Vj represents the ideal, undisturbed system and the second potential is the 
disturbance to it . The solution to the ideal wave equation, 72(j) + k2(j) = Vl(f), can be 
found exactly. The form of the two scattering potentials are: 
\kZa-n2) 
|0 
-a < z < 0 
z > 0 
[3.43] 
and 
V2=< 
k 2 ( l - n 2 ) 
- k 2 ( l - n 2 ) 
0 
0 < z < z ( x , y ) i f z ( x , y ) > 0 
z(x, y) < z < 0 i f z(x, y) < 0 
elsewhere 
[3.44] 
In keeping with the derivations of the Born wave, z(x,y) represents the statistical 
average of the surface. The transition probability can be shown to be [15]: 
(2 \j\ l) = (ipr2 |V,| 0 , ) + <VA2 \ V 2 \ ¥ l ) [3.45] 
The incident plane wave, 0 , , is scattered by the potential Vj. The Fresnel theory 
produces the exact eigenstate, y / l t which is in turn a series of plane waves which 
have been reflected and transmitted at the interface. These waves are then perturbed 
by the presence of the roughness, V 2 and the scattering f rom waves originating within 
the sample, sometimes referred to as the time reversed eigenstate, y / 2 , is then 
considered. The time reversal of the perturbed state is required to ensure a unique 
final solution. 
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The f u l l D W B A expression for the specular scatter is given in [15], but i f the 
roughness is expanded assuming Gaussian statistics, the modification to the Fresnel 
coefficients for the specular reflectivity becomes: 
[3.46] 
This is similar to the result obtained by the Born wave (equation 3.27) and agrees 
with the result obtained via a different method by Nevot and Croce [12]. The pure 
D W B A solution for the specular reflectivity matches experiment very well for low 
values of scattering vector, but it diverges for high scattering vectors where i t over 
predicts the level of the specular scatter. It is in just this angular range that the Born 
approximation is valid. Equation 3.46 matches the D W B A and the Born 
approximation in their respective regions of validity. De Boer [21] has shown by the 
use of second order perturbation theory that both solutions are in fact the l imit ing 
cases of a more general fo rm of the specular component. 
The D W B A for the differential cross section of the diffuse scattering can be 
written [15]: 
do 
Diff 
= W 1 6 7 r 2 ' \T(kO\2\T(k2)\ S{qt) [3.47] 
In equation 3.47, are the Fresnel transmission coefficients for the incident 
(i=l) and scattered (i=2) waves. LxLy are as defined above and is defined: 
exp 
S(q,) = 
fe)2+(«r)2 
J j r e x p k | 2 C ( X , 7 ) ) - ll [exp i ( q x X +qyY)] dXdY 
[3.48] 
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It was subsequently shown by Weber and Lengeler [22] that it is the Fresnel 
coefficients for a rough surface (i.e. equation 3.29) that should be used in equation 
3.47. 
The Fourier transform in equation 3.48 does not, in general have an analytical 
solution and it must be calculated numerically. This can be very time consuming and 
is thus the rate determining step in computations. In order to increase the speed of 
computation, Wormington [23] has developed a method based on look up tables 
which enable the computer simulations to be carried out on standard PCs. 
The major difference between the D W B A and Born approximation (a 
comparison of equation 3.47 and equation 3.39) is the inclusion of the Fresnel 
transmission coefficients in the D W B A . The inclusion of these transmission 
coefficients allows an accurate model of the scattering near the critical angle to be 
performed. It is interesting to note that the Fresnel transmission coefficients are 
optical in origin and are not dependent on the model of the interface. 
The work highlighted to date, has demonstrated that the D W B A can be used 
to model specular as well as diffuse scatter originating f rom a statistically rough 
surface defined by the height-height correlation function described in equation 3.38. 
In a sample which contains multiple layers, out of plane correlations of roughness in 
adjacent layers must be considered. This is highlighted in the sections 3.9 et. seq. In 
the next section, the diffuse scattering f rom an individual layer w i l l be discussed. The 
influence on the shape of the diffuse scatter by the parameters cr, h and £ w i l l also be 
examined. 
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3.8 Diffuse Scatter from a Single Surface 
The code [24] used to simulate the data contained in this study is based on 
the D W B A outlined above and was written by M . Wormington [25]. The correlation 
function that is used is based on that introduced by Sinha et. al. 
As we have seen in section 3.4 there are a variety o f methods o f measuring 
the diffusely scattered radiation. In this section, the diffuse scatter f rom a single 
surface w i l l be presented. The features observed in simulated transverse diffuse 
scans w i l l be explained. 
The transverse diffuse scan maps out the diffuse scatter horizontally in qx. It 
is symmetrically centred about qx=0, and the range i t scans is determined by the 
detector angle, i.e. q2. Several features are to be found in all transverse diffuse scans. 
The coherently scattered (specular) intensity is seen as a sharp, instrument defined 
peak centred at qx=0. This is shown in figure 3.11(b). The rises in intensity at 
scattering vectors corresponding to the critical angles (figure 3.11 and 3.12) arise 
from the transmission coefficients being present in the D W B A . These peaks are 
referred to as Yoneda wings. Their origin can be explained by considering the 
position o f the transmitted beam. At the critical angle, the transmitted beam lies 
along the surface and thus the electric f ie ld at the surface is doubled, and the 
intensity o f the diffuse scatter is increased. 
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Figure 3.11: The effects o f roughness (a) and sample size (b) on the diffuse scatter 
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Figure 3.11 shows the effects o f roughness and sample size on the observed 
diffuse scatter. We have already seen that an increase in the roughness at the 
interface reduces the specular scatter. As a result o f conservation o f energy, this 
results in an increase in the diffuse scatter. The effects o f sample size are due to 
conservation o f f lux arguments. The intensity o f the diffuse scatter is proportional to 
the area o f the sample that the x-rays are impinging onto, and the incident flux. A t 
extremely low sample angles, some o f the incident beam passes over the sample, and 
the number o f photons incident onto i t are reduced. The angle at which all the beam 
is incident onto the sample is proportional to the beam and sample sizes. A 
conservation o f flux argument is also used to explain why the intensity o f the diffuse 
scatter is seen to reduce as the sample angle is increased. Here the projected 
footprint o f the beam is changing as the sine o f the incident angle and thus the area 
o f the sample f rom which the x-rays are scattering f rom is reducing. 
Figure 3.12 shows the effects o f changing the lateral correlation length, £ 
and fractal parameter, h on the shape of the diffuse scatter. 
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Figure 3 .12: The effects o f the fractal parameter and lateral correlation length on the 
shape o f the diffuse scatter. 
The effect o f the fractal parameter on the shape of the diffuse scatter is to cause the 
central region to become more peaked. The shape and intensity o f the diffuse scatter 
is much more sensitive to the lateral correlation length. From figure 3.12(b) i t is 
clear 
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that, as the correlation length rises, so the intensity of the diffuse scatter at small 
values of qx increases. 
As the diffuse scatter is proportional to the Fourier transform of this 
roughness length scale (equation 3.38) it is not surprising that the shape of the diffuse 
scan is sensitive to the correlation length. The nature of reciprocal space is such that a 
lateral periodicity on the surface is directly transformed to a single point in qx. Thus 
the periodicites of the roughness w i l l effect the distribution of diffuse scatter along 
qx. The intensity at small qx w i l l be greatest for long frequency roughness. As the 
correlation length is an indication of this long frequency roughness, the larger the 
correlation length the greater the intensity of the diffuse scatter at low qx. For short 
correlation lengths the diffuse scatter is confined to large qx values which are 
commonly not observable due to the cut-off introduced by the sample surface. 
In order to measure the scatter f rom short correlation length samples, a high 
scattering vector (qz) must be employed to maximise the range of qx that can be 
sampled. This introduces problems because the amplitude of the diffuse scatter falls 
as approximately q~2. It has also been shown that high scattering vectors must be 
probed in order for the diffuse scatter to become sensitive to the fractal nature of the 
surface, namely h. A method proposed by Metzger and Salditt [26,27,28,29,30,31] 
overcomes this problem by moving the detector out of the plane of scattering. This 
type of scan is then dependent on qy. In this geometry, there is no cut o f f introduced 
and qy can be probed over a large range. By defining a low value of qz, the f lux is 
high. This geometry was not used in the course of this thesis, and the reader is 
referred to the references above for more details. 
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3.9 Roughness and its Effects in Reciprocal Space 
In this section the exact nature o f the roughness in a multilayered structure 
w i l l be considered. When one or more layers are deposited onto a substrate, the 
effects o f out o f plane correlations must be considered [32,33,34]. Figure 3.13 (a-d) 
shows the possible out o f plane correlations o f the roughness that can exist in a 
multilayered sample. In the schematic diagram shown in figure 3.13(a) there is no 
interface roughness and the resulting diffuse scatter is zero. Figure 3.13(b) shows 
what is termed totally correlated or conformal roughness. In this case, the roughness 
profile o f layer / is replicated exactly on all other layers. Figure 3.13(c) shows totally 
uncorrelated roughness. In this instance, the roughness on each layer is statistically 
independent o f the roughness on other layers. Figure 3.13(d) represents a mixture o f 
the two kinds o f roughness, i.e. partially correlated roughness, and is the most 
commonly observed kind o f roughness. 
Substrate strate 
(a) (b) 
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( c ) (d) 
Figure 3.13: Roughness in a multilayer: Zero roughness (a), roughness which is 
totally correlated (b), roughness which is totally uncorrected (c) 
and partially correlated (d) 
The model o f diffuse scattering introduced by Sinha et. al. in their seminal 
paper has been extended by a variety o f groups, most notably that o f Holy, to include 
the effects o f multiple layers deposited onto a substrate [35,36,37,38]. 
Out o f plane correlations can be modelled mathematically by use o f the 
covariance function [39]: 
Here dz; and dzk represent the local centres o f the roughness profile at the y'-th and 
£-th interfaces. I f out o f plane correlations exist, then equation 3.49 w i l l be non zero. 
In the model that is used throughout this study there are two possible covariance 
functions based on the height-height correlation function introduced by Sinha, 
namely equation 3.38. 
One method o f calculating the effects o f correlated roughness is to introduce a 
second, out o f plane correlation length, C, which describes the length scale over 
which the substrate roughness is correlated vertically. It is defined as the distance 
over which the correlations between fluctuations at the y'-th and £-th interfaces are 
damped 
CLk(R) = (&J(0)&k(R)) [3.49] 
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by a factor of y . The roughness is perfectly correlated i f £ is much greater than the 
sample thickness. There are no correlations i f £ = 0 . The covariance function for this 
model is written: 
Cuk{R) = a2uk exp 
V 2 A 
"J 
exp [3.50] 
In equation 3.50, the roughness and lateral correlation length are defined for each of 
[ t 2 h + t 2 h \ / 
the interfaces: o) k = G2+G2k and = v 1 A • T n i s f o r m o f t n e covariance 
function is extremely useful as it enables the effects of out of plane correlation length 
and lateral frequency variations to be investigated. However, the computation time 
scales as the number of interfaces squared. 
The second covariance that can be used has the advantage that the 
computation time scales linearly with the number of interfaces. Such a covariance 
function can be written: 
C /V 
C M ( / ? ) = ( o U J G U t k 8 j k + G c j G c k ) c x p | R ^ J 
[3.51] 
In this model the roughness of any layer is written in terms of a random component, 
Gu j and a component of the roughness that replicates the substrate roughness 
perfectly, Gc j . The relation of the two to the total interface roughness is 
G2 = G2u j + G2cj. The lateral correlation length and the fractal parameter, h is the 
same for all the interfaces. The amount of correlated roughness is thus independently 
set for each of the layers. Due to the much increased computation speed it is this 
second model that has been used throughout this study. A simulation of a 20 period 
multilayer on a Pentium 200 computer takes approximately l m i n using this second 
covariance function. 
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3.10 Diffuse Scatter from a Multilayer 
In this section the two covariance functions defined in equations 3.50 and 
3.51 w i l l be used to demonstrate the effects o f out o f plane correlations on the diffuse 
scatter. Four f u l l reciprocal space maps (FRSM) w i l l be presented. The first three 
have been calculated using the second covariance function and show the intensity as 
a function o f qx and qz. The FRSMs have been calculated for a twenty period 
Co(18A)/Pt(10A) multilayer deposited on silicon. The roughness o f the interfaces 
within the multilayer structure were 4A, and the substrate roughness was 2k. Figure 
3.14 shows the simulated specular scatter from such a sample. 
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Figure 3.14: The specular simulation for the model sample 
There are two Bragg peaks which are clearly defined at ^Z=0.234A"' and qz=QA5Zk'x. 
The Kiessig fringes originating f rom the total stack thickness are also clearly evident 
in figure 3.14. 
For the simulation o f the diffuse scatter the correlation length was set to 5 00A 
and the fractal parameter was 0.3. In all the simulations, the specular component at 
qx=0 was not included in the simulation. The asymmetry o f the diffuse scattering in 
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the FRSMs is due to the inclusion in the simulation o f beam footprint effects. The 
first FRSM is shown in figure 3.15. Here the roughness was completely uncorrelated. 
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Figure 3.15: FRSM o f the diffuse scatter f rom a Co/Pt multilayer where the 
roughness was totally uncorrelated. Asymmetry due to inclusion o f beam footprint. 
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A steady, featureless reduction in the intensity in the diffuse scatter is 
observed in figure 3.15. Indeed, it is identical to a FRSM that would be obtained 
from a single surface. For totally uncorrelated systems, the addition o f more layers 
simply scales the diffuse scattering by the number o f additional layers. This is 
certainly not the case when the roughness is correlated. This is demonstrated in figure 
3.16 where the same structure as above has been simulated with all the layers 
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exhibiting perfect correlations. The data is displayed wi th the same contour 
increments as above. 
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Figure 3.16: FRSM o f the diffuse scatter from a Co/Pt multilayer where the 
roughness was totally correlated. Asymmetry due to inclusion o f beam footprint. 
In sharp contrast to the uncorrected FRSM, there are many features present 
in this FRSM. Instead o f the diffuse intensity being evenly distributed in reciprocal 
space as was the case in figure 3.15, the diffuse scatter is confined to specific areas, 
most notably, into sheets, at the positions o f the Bragg peak in the specular 
simulation. These are called, resonant diffuse sheets and have been labelled RDS in 
figure 3.16. I f refraction effects are ignored, these diffuse sheets extend straight and 
parallel to qx. I f refraction is taken into account, these resonant sheets are seen to 
48 
curve slightly at the critical angles. These have been named Holy Bananas after 
Vaclav Holy who first explained their existence [36]. The presence of diffuse scatter 
at specific qz values, corresponding to the Bragg position, which extend into qx are a 
measure of lateral frequencies (qx) which have been replicated through the multilayer 
repeat distance. The extension of the enhancement into qx is a direct measure on the 
frequencies of the roughness that are being correlated. In has been shown that it is the 
lowest frequencies that are the most easily replicated [40], and as such these resonant 
diffuse sheets are sometimes seen to reduce in intensity for high qx. 
The diffuse scatter is also seen to oscillate with a period exactly the same as 
that obeyed by the Kiessig fringes in the reflectivity scan. These occur for similar 
reasons that give rise to the resonant diffuse Bragg sheets. The out of plane 
correlations now extend over a much larger distances. As the Kiessig fringes are 
proportional to the total stack thickness, oscillations in the diffuse scatter with the 
same period imply roughness correlations over the entire sample thickness. 
Figure 3.17 shows the effects of partial correlation using the second 
covariance function. The ratio of the correlated to uncorrelated roughness was 50:50. 
The contours are again set the same as those in the previous FRSMs. 
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Figure 3.17: FRSM o f the diffuse scatter f rom a Co/Pt multilayer where the 
roughness was partially uncorrelated. The second covariance function was used, and 
the ratio o f correlated to uncorrelated roughness was 50:50. Asymmetry due to 
inclusion o f beam footprint effects. 
The distribution o f the diffuse scatter in figure 3.17 still shows the resonant 
Bragg sheets that were observed when the roughness was totally correlated. 
However, the inclusion o f a random component has increased the diffuse intensity 
away f rom the resonance conditions, and as a consequence the resonant sheets have 
reduced in intensity. As the model assumes that the correlated component replicates 
the roughness perfectly, there are still correlations that extend from the substrate to 
so 
the surface and diffuse Kiessig fringes result. However, these are not as clearly 
defined as in figure 3.16. 
A FRSM has been calculated using the first covariance function, and this is 
shown in figure 3.18. 
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Figure 3.18: FRSM o f the diffuse scatter from a Co/Pt multilayer where the 
roughness was partially uncorrelated. The first covariance function was 
used, and the out o f plane correlation length, £ = 180$f? 
The FRSM in figure 3.18 closely resembles that shown in figure 3.17. 
However, there are two important differences between them. As the out o f plane 
correlation length was substantially less than the sample thickness (i£=180A), there 
5] 
are no out o f plane correlations which extend through the sample thickness. This 
effect removes any Kiessig fringes in the diffuse scatter. The width o f the resonant 
Bragg sheets is also seen to be broader when this first covaraiance function is used. 
The variation o f the width o f the Bragg peak with out o f plane correlation length is 
shown in figure 3 .19 below: 
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Figure 3.19: A series o f Off-specular scans with different out o f plane correlation 
lengths for the same structure as simulated above. 
Figure 3.19 shows a series o f simulated longitudinal diffuse scans with 
varying out o f plane correlation length. The width o f the Bragg peak is seen to 
reduce as the out o f plane correlation length increases. This is because, the width o f 
the Bragg peak is proportional to the number o f correlated interfaces. For the 
simulation where the out o f plane correlation length is much greater than the sample 
thickness, presence of Kiessig fringes are seen and the scattering is the same as that 
shown in figure 3.16. 
52 
3.10.1 Dynamical Effects Observed in FRSM 
Additional features are sometimes observed both in FRSM and transverse 
diffuse scans. Fringes are occasionally observed in the transverse diffuse scan, and 
additional stripes of intensity are occasionally observed in FRSM originating from 
multilayer samples. An example of these fringes in a transverse diffuse scan is 
illustrated in figure 3.20 where the diffuse scatter from a gold film has been 
simulated. 
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Figure 3.20: Transverse diffuse scan at 29=3° for a 300A Au film deposited on Si. 
<*=1000Aand/?=0.5. 
The fringes in figure 3.20 do not arise due to correlations in the roughness. They are 
the result of a dynamical interaction between the standing wave created by the 
coherent wavefields associated with the wave transmitted at the surface and that 
reflected from the substrate. As the sample angle is varied, this standing wave moves 
through the sample and an increase in diffuse intensity is observed whenever the 
maxima of the standing wave is coincident on an interface. 
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Dynamical effects and resonant diffuse scattering have been observed by 
several groups. The reader is referred to a bibliography comprised of a selected series 
of papers which discuss these effects in more detail [41,42,43,44,45,46,47]. 
3.11 Analysis of Diffuse Scatter without Simulation 
The time consuming nature of simulating diffuse scatter makes analysis 
without recourse to detailed simulation very attractive. Work by Savage et. al. [40] 
has shown how by simple conservation of energy arguments, the roughness of an 
interface can be estimated without simulation. We have already seen that the Born 
wave models the attenuation of the specular scatter caused by the presence of 
roughness at the interface by the inclusion of a Debye-Waller factor -
I spec = h e x p ( - 4 z 2 < j 2 ) - F r o m conservation of energy, the diffuse intensity can now be 
expressed as: 
V = / o " V = / 0 ( l - e x p [ - < 7 > 2 ] ) [3.52] 
A ratio of the integrated diffuse intensity to the integrated specular intensity will 
therefore only depend on the scattering vector and the roughness of the interface: 
^ = e x p ( ^ V ) - l [3.53] 
* Spec 
Thus by measuring the integrated intensity of the diffuse and specular scatter in a 
transverse scan, the roughness of the surface can be deduced. This method of 
calculating the roughness assumes that all the diffuse scatter is accessible. As we 
have seen, the sample surfaces restrict the range of qx that can be probed, and as a 
result some of the diffuse scatter is not observed and equation 3.53 is an 
underestimation of the true roughness. By simulating a series of transverse diffuse 
scans calculated using the DWBA, Pape [48] has been able to demonstrate the effects 
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of correlation length, fractal parameter and scattering vector on the underestimation 
of the surface roughness calculated using equation 3.53. Such an analysis shows that 
the deduced roughness is unaffected by the fractal parameter and is only weakly 
dependent on the scattering vector (for qz>0.0\5). The largest effects are observed for 
the changing correlation length. This is because for small correlation lengths, much 
of the diffuse scatter cannot be observed in the transverse scan. 
The extension of the work by Savage et. al. to include multiple surfaces was 
undertaken by the same authors as in reference 47 [49,50,51]. In keeping with the 
covariance function described in equation 3.51 the roughness of the interface is 
described in terms of a correlated and an uncorrelated component, i.e. 
a2j = <J2u j + (72c j . The simple analysis is complicated by the presence of the two 
terms, but for highly correlated or highly uncorrelated systems, it is still possible to 
obtain estimates of the roughness using the Born wave. 
The correlated component of the roughness gives rise to the resonant Bragg 
sheets seen in figures 3.16, 3.17 and 3.18. Transverse scans taken through these 
Bragg peaks wil l therefore be primarily sensitive to the correlated roughness 
component, and the ratio of the diffuse to the specular intensity then reveals the 
correlated component of the roughness. Transverse scans taken away from the Bragg 
peak are sensitive to the uncorrelated roughness component only and so wil l give an 
indication of this parameter. 
3.12 Conclusion 
This chapter has introduced the reader to the theoretical ideas required to 
understand the scattering of x-rays under grazing incidence conditions. There are two 
good review papers to which the reader is referred to which summarise the results of 
this chapter very well [52,53]. 
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Chapter 4 
Experimental Considerations for X-ray Scattering 
The data used in this study were all obtained from synchrotron sources. This 
chapter consists of a theoretical discussion of synchrotron radiation, leading into a 
discussion of the characteristics of the synchrotron beamlines used. 
As all the x-ray results contained within this study were obtained from 
synchrotron sources, a detailed description of electron impact sources such as sealed 
tubes and rotating anodes will not be given here. For a more detailed description of 
these sources, the reader is referred to the work of Michette and Buckley [1], and Lin 
[2]. 
4.1 An Introduction to Synchrotron Radiation 
Synchrotron radiation is the radiation emitted from a relativistically 
accelerated charged particle. It occurs not only in man-made particle accelerators and 
storage rings, but also in the furthest reaches of the Universe. Cosmological 
synchrotron radiation is found in active galactic nuclei where there are strong 
magnetic fields, such as the Crab nebula. 
A l l purpose built particle accelerators share the same basic structure. There is 
a linear accelerator used to produce the charged particles and accelerate them. The 
charged particles are then injected into a booster ring where they are further 
accelerated, prior to final injection into, and acceleration within, the main storage 
ring. The easiest way to steer a beam of charged particle is to use a static magnetic 
field, and use the Lorentz force, as in the following equation: 
F = evxB [4.1] 
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where v is the velocity of the charged particle and B is the magnetic field. In order to 
confine the charged particles to move in a circular orbit, magnetic fields 
perpendicular to the horizontal orbital plane are used. The radius of curvature for the 
magnets used can be expressed as: 
mvc 
p = ^ - [4.2] 
eB 
where ma is the rest mass of the electron and 7 = ^ - ( % ) J [3]- Another 
important parameter is the power radiated by a bending magnet. This can be shown to 
be proportional to the fourth power of the electron energy, and inversely proportional 
to the radius of curvature: 
F 4 
P = 88.5— = 26.5E3B [4.3] 
P 
where E is in GeV, p is in meters and the magnetic field is expressed in Tesla [1,4]. 
For storage rings designed for the production of x-rays, the size of the ring is 
determined by the bending magnet field strength and the energy of the electrons. As 
an example, the energy of the Daresbury SRS is 2 GeV, and the dipole magnetic 
fields are 1.2T. The radius of curvature of the magnets is 5.56m and the overall 
radius of the storage ring is 15.28m [1]. As the electrons move through the storage 
ring, they loose energy at each of the bending magnets. The lost energy is replaced by 
a radio frequency cavity whose frequency is a harmonic of the revolution frequency 
of the particles. The radio frequency is of the order of a few hundred megahertz and 
the power is approximately 2 MW [2]. 
Although synchrotron sources can produce a large number of energetic 
photons it is the collimation and the frequency spectrum that make them so appealing 
to the user. In the laboratory frame, the emission of the photons from the relativistic 
electrons is Lorentz contracted, and is no longer emitted into a large solid angle. The 
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opening angle of the emission cone can be approximated to ^ / [4]. The value of 
gamma for Daresbury is 3913, and so the total synchrotron emission is confined into 
a vertical opening angle of only 65". This represents a huge increase in the efficiency 
of the machine over electron impact sources, as all the emitted radiation can be 
utilised in the experiment. In the horizontal plane, the collimation is less good, and 
depends on the time that the electron is within the magnetic field [4]. 
The frequency spectrum of a synchrotron can be explained by considering the 
time structure of the synchrotron pulse. The time of the pulse is simply the difference 
between the time it takes the electron to travel along an arc of 2/y, and the photon to 
travel along a chord corresponding to this arc. This is given by: 
At« -^-r [4.4] 
3cf 
A time pulse of At will contain Fourier components up to a frequency of the order of 
03c = ^,7//At = ^^^/ip • ^ m s f r e c l u e n c y is referred to as the critical frequency, and it 
refers to that point which exactly divides the total emitted radiation, with half being 
irradiated at frequencies lower than the critical frequency, and half above it. The 
continuum of the emission spectrum results from a smearing out of the multiple 
harmonics. 
The power of synchrotrons are normally compared in terms of three 
parameters. The first is the flux which is defined as the number of photons emitted 
per second per horizontal milliradian and into 0.1 % bandwidth. The brightness is the 
flux per vertical milliradian, and the brilliance is the brightness divided by the area of 
the optical source. The brilliance is typically used as the comparator when there are 
focusing optics such as mirrors or monochromators which can introduce additional 
aberrations which effect the size of the source. 
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The results obtained in this study were acquired either on Station 2.3 at the 
Daresbury SRS or on beamline BM16 at the ESRF. In the next section, a description 
of Station 2.3 is given along, with some important experimental parameters that 
apply to the station. 
4.2 Station 2.3 at the Daresbury SRS 
Station 2.3 is situated 15 meters, tangentially, from a pair of 1.2T dipole 
magnets, from which wavelengths in the range 0.5-2.5A are available. The white x-
ray beam, with a vertical divergence of approximately 200" [5] was incident upon a 
water cooled S i ( l l l ) monochromator. The temperature of the monochromator was 
maintained at 303± 0.1K to give a wavelength dispersion, ( ^ % ) > °f 1 -5* 10"4 at a 
wavelength of 1.4A. [6]. Due to the inherently high degree of vertical collimation, 
the beam emerging from the monochromator had an angular divergence of 
approximately 7". The Si monochromator was not offset for harmonic suppression, 
so the resulting x-ray beam was contaminated. The strongest of these resulted from 
the Si(333) reflection. However, as the lowest available wavelength is 0.5A, this 
contamination was limited to incident wavelengths above 1.5A. The beam defining 
slits (up to 10* 10mm) were situated after the monochromator, thereby ensuring that 
wavelength changes did not effect the position of the beam at the sample. 
The incident beam was monitored by scatter from a Kapton® foil placed in the 
beam, prior to the sample. This allows the data to be corrected for beam decay. 
Typical values for the beam current were 250mA just after a f i l l which decayed to 
120mA, 24 hours later. Figure 4.1 shows the measured intensity distribution on the 
station. The intensity of the beam was monitored as the monochromator angle was 
o 
varied. The peak flux of the station occurs at a wavelength of approximately 1.3A. 
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Figure 4.1: The intensity distribution from the station 
The monochromatic x-ray beam is incident onto the sample which is placed 
on a flat plate at the centre of the diffractometer. Station 2.3 was originally designed 
for powder diffractometry studies, and so has two encoded circles. The sample or 
omega circle has a resolution of 0.72" and the detector axis has a resolution of 0.36". 
Both axes are controlled independently by a servo-drive system. The sample plate has 
motors which are capable of translating the sample vertically and a basic chi rotation 
is also available. Both of the vertical translation and chi rotation are controlled by 
motors which have a high degree of backlash. These motors are not encoded, but they 
are only required for the initial sample alignment. 
The resolution of the instrument is not only defined by the incident slits, but 
also by the detector geometry. Analyser slits immediately in front of the detector 
were set to the same height as the incident slits. The height of the slits are here 
defined to mean out of the plane of the beam. An additional slit was placed on the 
detector arm, closer to the sample. This additional slit was kept to 1mm in height and 
reduced extraneous scatter. Both slits on the detector axis were set to a width of 
10mm, which resulted in very poor resolution in the qy direction. The distance 
between the two slits and their relative heights gave a calculated angular acceptance 
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for the detector of 613". The path between the two detector slits was evacuated with 
an aluminium can fitted with Kapton® windows in order to reduce the air scatter. 
With the slits in this arrangement, a count rate of typically 108 c.p.s. was observed in 
the detector for the main beam. Figure 4.2 shows a scan across an attenuated beam 
when the two sets of slits were set to lOOum and the incident wavelength was 1.38A. 
In this alignment, the instrument resolution was very good, and the beam profile 
could be fitted to a Gaussian with a FWHM of 43±1" [7]. 
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Figure 4.2 Scan of the detector across the incident beam at X=l .38 fitted to a 
Gaussian (line). The FWHM of the fitted peak is 43 ± 1". 
A schematic of the station set up for reflectometry studies is shown in figure 
4.3. It is relatively easy to change the set-up in order to conduct diffraction or 
fluorescence experiments. For detailed, energy dispersive, fluorescence experiments, 
a Si(Li) detector is situated 20cm, vertically above the sample. For high angle 
diffraction experiments, it is sometimes advantageous to reduce the resolution of the 
instrument. This can be achieved by either increasing the height of the post-
monochromator or analyser slits. The resolution can also be reduced by replacing the 
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two slits defining the acceptance angle of the detector by a pair of Soller slits 
(parallel foils). 
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Figure 4.3: A schematic of Station 2.3 
Plate 4.1 shows a close up photograph [5] of the diffractometer when it is set 
up for reflectometry studies. Clearly visible are the two encoded axes (A shows the 
29 axis, and B marks the sample axis). The sample is placed on the vertical 
goniometer, marked by C. The evacuated detector assembly is shown by D. As the 
count rates are so high, it is sometimes necessary to attenuate the beam, and E shows 
a remote controlled attenuation system. 
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Plate 4.1: A close in of the diffractometer when set up for reflectivity. 
An important part of any experimental synchrotron set-up is the detector. 
With the high flux inherent in synchrotron sources, detectors with a high dynamic 
range are advantageous. Typical detectors used for counting x-rays are based on 
scintillation materials, commonly Nal(Tl). These materials produce a pulse of light 
for each x-ray absorbed by the material, which is then amplified by complex 
electronics. The intrinsic decay time for Nal(Tl) is 230ns, but aluminium yttrium 
oxide, which can be used for this purpose, has an intrinsically lower decay time of 
27ns [8] which is advantageous in some circumstances. The dead time for a 
paralysable detector can be calculated using the equation [9]: 
Rmcas=Keul^P(-Rr^) t4.5] 
where T is the dead time of the system. The detector used for all x-ray scattering 
studies conducted using hard x-rays was a Bede Scientific EDRa with a dead time 
calculated to be approximately 350ns. The minimum count rate was 0.15 counts per 
second, and the detector was non-linear for count rates greater than 4*105 c.p.s. A 
program based on a Newton-Raphson routine was written to correct the data sets for 
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the detector dead time. A copy of the printed code is attached to this thesis in 
appendix A. This program worked extremely well for real counts up to 1.8*106, and 
was particularly useful in correcting data taken on a laboratory source. Although the 
detector has an extremely large dynamic range, attenuation was still required to 
monitor the main beam. When the range exceeded that observable by the detector, 
the beam was attenuated using aluminium and the data scaled accordingly. Al l such 
scaling was seen to overlap effectively with no glitches in the data sets. 
4.3 Beamline 16, ESRF 
Beamline BM16 at the ESRF [10] is very similar to Station 2.3 at the 
Daresbury SRS. Both beamlines were designed for powder diffraction studies and as 
such both use an encoded two circle diffractometer. The only difference in the design 
of the experimental end of the beamline, is that there is an additional analyser system 
on the detector axis of the diffractometer at BM16. This analyser system comprises 
nine germanium (111) crystals separated by 2 degrees. The presence of an analyser 
stage enables triple axis diffraction studies to be undertaken, as well as the 
conventional powder scans. As the storage ring at the ESRF operates at 6 GeV, the 
critical wavelength is shorter, and there is therefore more intensity at the higher 
energy end of the incident spectrum on B M 16. 
The major difference between B M 16 and station 2.3 is in the design of the 
optical elements placed in the beam. The monochromator is comprised of two 
S i ( l l l ) crystals. The first crystal is flat and water cooled, whilst the second can be 
bent to focus sagittally the beam. A horizontal focusing system is adopted with the 
source to crystal distance being equal to the crystal to sample distance. This sagittal 
focusing does not effect the vertical collimation of the beam at all and therefore the 
angular divergence is unaffected. An increase in flux can be achieved by focusing the 
beam vertically by the use of a mirror placed directly down-stream of the 
monochromator, but this reduces the angular resolution. 
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The background in this arrangement is also considerably reduced. Much of 
the background radiation comes from scatter from the monochromator and slits 
which are here in a separate room, twenty meters away from the experiment. The 
horizontal arrangement of the beamline is shown in figure 4.4: 
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Figure 4.4: The horizontal alignment of B M 16 showing the sagittally 
focusing monochromator and mirrors [11] 
In previous sections details on B M 16 and Station 2.3 have been presented. 
Although there are considerable differences between the two, both stations use a two 
circle diffractometer. In the following sections considerations for the alignment of 
both the diffractometer and subsequently samples will be discussed. 
4.4 Alignment of a Two Circle Diffractometer Station 
The most important criteria in aligning the diffractometer is to ensure that the 
sample holder, and consequently the sample itself, is at the centre of rotation of the 
diffractometer. This is achieved by rotating the omega axis by 180 degrees and 
ensuring that the surface of the sample holder does not move, laterally or vertically. 
An iterative process is used, by using small corrections to the goniometer. A 
travelling microscope ensures that this alignment is accurate to within 25|^m, in both 
directions. The height of the diffractometer is then adjusted such that the sample 
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holder half cuts the incident 100u,m beam. Once this has been achieved, the position 
of the diffractometer is not changed, and the height of the sample is adjusted by the 
motor on the goniometer until the sample surface half cuts the beam. 
For experiments exploiting the tunability of synchrotron radiation to enhance 
the scattering from the interfaces by the use of anomalous dispersion (chapter 5), it 
was found impossible to rely on the absolute accuracy of the monochromator 
calibration. As the variation in the anomalous dispersion correction to the scattering 
factor changes very rapidly, it was essential to locate reproducibly the wavelength 
with respect to an absorption edge such as copper. This was achieved by recording a 
near edge X-ray absorption fluorescence (NEXAFS) spectrum from a standard 
sample in the vicinity of the copper absorption edge. As the energy dispersive nature 
of the signal was not important, a scintillator situated 20cm vertically above the 
sample was used. It was found that the first peak of the NEXAFS spectrum of copper 
in brass (Figure 4.5) was clearly visible in the fluorescence detector and this proved a 
very convenient reference point. 
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Figure 4.5: Measured fluorescence yield from Cu in brass as a function of 
wavelength. The marked line is at X=l .3803A 
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4.5 Sample Alignment 
The alignment of the sample is reasonably straight forward once the 
diffractometer has been properly aligned. Initially an absorber was placed into the 
beam (E in plate 4.1), and then the detector arm was scanned through the attenuated 
beam to ensure that the maximum intensity occurred at zero angle. It was found that 
over the wavelength range available on the station, the position of the beam changed 
by 20". The sample was then mounted on the vertical goniometer and raised until the 
beam's intensity had halved. To ensure that the sample was flat, the sample angle 
was rocked until a maximum signal was measured. This value of omega was then set 
to zero, and the height of the sample was again adjusted until the beam had been half 
cut. The attenuator was then removed and the detector moved to 2°. The sample was 
rocked in 1.8" steps until a maximum was found. This value of sample angle was set 
to half the detector value. This process was repeated at higher scattering angles to 
ensure correct alignment. The sample was now aligned to the specular condition and 
was at the centre of rotation of the diffractometer. 
4.6 Conclusions 
This chapter has introduced the reader to synchrotron radiation. The high flux 
from such sources has been observed to be caused by Lorentz transform of the 
radiated x-rays into a very narrow cone. The stations where experiments analysed in 
this study were carried out were then introduced. With the high flux of synchrotron 
sources a detector with a high dynamic range is required. Although such a detector 
was used, it was still found necessary to correct the data for the dead time and a 
computer programme developed from a Newton-Raphson technique was used. The 
wavelength calibration of the station was conducted by studying the NEXAFS signal 
from copper. The chapter was rounded off by a brief discussion on the alignment of 
the samples. 
70 
References from Chapter 4 
1 X-ray Science and Technology, Eds. A G. Michette and C.J. Buckley, IOP 
Publishing, (1993) 
2 Wen-Jih Lin, Ph. D. Thesis, University of Edinburgh 
3 Neutron and Synchrotron Radiation for Condensed Matter Studies Vol 1., Eds. J. 
Baruchel, J.-L. Hodeau, M.S. Lehmann, J.R. Regnard and C. Schlenker, Springer-
Verlag, (1993) 
4 G. Margaritondo, J. Synchrotron Rad., 2,148-154, (1995) 
5 C.C. Tang, M . Miller, D. Laundy, Station 2.3 Manual, CCLRC Daresbury 
Laboratory: http:/Avww.dl.ac.uk/SRS/XRD/2.3.dir/stn23.html 
6 R.J. Cernik, P.K. Murray, P.Pattison, A.N. Fitch, J. Appl. Cryst., 23 , 292-296, 
(1990) AND S.P. Collins, R.J. Cernik, P. Pattison A.M.T. Bell, A.N. Fitch, Rev. Sci. 
Instrum., 63 (1), 1013-1014, (1992) 
7 B.K. Tanner, D.E. Joyce, T.P.A. Hase, I . Pape, P.J. Grundy, Adv. X-ray Analysis, 
41, CD-Rom Edition, (1997) 
8 S. Cockerton, B.K. Tanner, Adv. in X-ray Anal, 38, 371-376, (1995) 
9 D.R. Beaman, J.A. Isasi, H.K. Birnbaum, R. Lewis, J. Phys. E: Sci. Inst 1, 5, 767-
776(1972) 
10 A.N. Fitch, Materials Science Forum, 228 (1&2), 219-221, (1996) 
11 Reproduced from http://www.esrf.fr/exp_facilities/bll5/handbook/handbook.html 
71 
Chapter 5 
Anomalous Dispersion and Graded Interfaces 
This chapter aims to introduce the reader to some important extensions to the 
theoretical ideas given in chapter 3. It falls into two main sections; in the first, 
changes to the atomic scattering factor when the incident energy is close to an 
absorption edge are discussed. The latter part of the chapter deals with the idea of a 
graded interface, or an interface where there is heavy interdiffusion between the two 
materials. 
Section 5.1 contains an overview of the theoretical advances in our 
understanding of anomalous dispersion. Section 5.1.1 gives a more detailed 
theoretical description of anomalous dispersion following the work of James [1]. The 
methods used to calculate the correction terms, as well as experimental verification 
of them is detailed in section 5.1.2. A more general overview of experimental studies 
undertaken using anomalous dispersion is given in section 5.2, and section 5.3 
discusses in greater detail experimental results using anomalous dispersion from 
Cu/Co multilayers. Finally in the last section details on how the theory in chapter 3 
was extended to include a graded electron density profile across an interface . 
5.1 Anomalous Dispersion 
It is the goal of this section to introduce the reader to the theory of anomalous 
dispersion, and the problems involved in calculating its effects. In this section an 
overview of the classical formulation of dispersion will be given, and the basic 
equations required to calculate the effects of anomalous dispersion will be derived 
(equations 5.17 and 5.18). Following on from this, a brief overview of the methods 
used to calculate these equations is presented. 
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It has already been shown that the cross section for elastic scattering of x-rays 
(kn'own as Thomson scattering) is the Fourier transform of the electron density 
function, p(r). In the previous derivations in chapter 3 it was assumed that the 
incident x-ray frequency, co, was away from any absorption edge. When this is the 
case, the absorption of the x-rays can be excluded, and the scattering can be 
described by the normal atomic scattering coefficient, fa. 
Anomalous dispersion arises when the incident energy is high enough such 
that the photons can be scattered normally, or they can be absorbed. When this is the 
case, the atomic scattering factor is modified and becomes complex: 
f = f u + f ' + if" [5-1] 
It is the additional term / ' which give rise to the effect known as anomalous 
dispersion. The two factors, / ' and / " vary with energy, and show large changes in 
the vicinity of the absorption edges. With the ability to change wavelengths using 
synchrotron light it is particularly important to be able to calculate these correction 
terms accurately. 
In order to arrive at a series of equations whereby these correction terms can 
be calculated, it is useful to follow the classical work of James [1]. This is done in 
more detail in section 5.1.1. The electron is initially considered to be an electric 
dipole oscillator. Starting from this position, James derived the radiative field 
produced from such an oscillator (eqn. 5.6). The atomic scattering factor is defined as 
the ratio of the scatter produced from this dipole to the scatter arising from a free, 
isolated electron (eqn 5.7). In order to account for the large number of possible 
excited states that the electron can be scattered into, the idea of a continuum of 
oscillators with associated oscillator coupling strengths is then introduced. The final 
equations for calculating the anomalous dispersion correction terms is accomplished 
by relating these oscillator densities to the photoelectric absorption coefficient. 
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5.1.1 The Classical Formulation of Anomalous Dispersion 
The classical theory of dispersion assumes that the electrons can be 
considered as electric dipole oscillators. These oscillators exhibit damped, simple 
harmonic oscillations under a force exerted by the exciting electric field, introduced 
by the photon. This oscillator can be considered to be a mass m, moving about a 
massive, stationary positive charge. This model is due to the nature of the bound 
electronic state. Impinging on this state is the x-ray photon of frequency, at. 
Associated with this photon is an electric field, at the position of the dipole defined 
as E = E0 exp(i<3) t). I f the polarisation factor is assumed to be unity, then all the 
scatter is confined to a plane perpendicular to the plane of the incident electric vector. 
The dipole is thus forced into oscillations whose displacement jc, perpendicular to 
the direction of the field, has the equation of motion [1]: 
- - eE 
x + yx + a>2x =—- cxp(iwt) [5.2] 
m 
where cos is the natural frequency of the oscillator and y is a damping constant 
associated with the velocity of the displaced charge. 
In the steady state, the dipole executes forced oscillations with a frequency a>, 
and its displacement wil l be of the form x = AEa exp(«oo r ) . It can be shown that this 
displacement is in fact: 
s = e _ Ee^iot) [ 5 3 ] 
m cos-co +iyco 
The moment of this oscillating dipole is defined as: 
M = ex [5.4] 
The radiated electric field produced, in the forward direction, from this oscillating 
dipole can be expressed in terms of this moment (in the far-field approximation) [2]: 
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M 
E = 
^Rad | _ | 2 
\r\c 
[5.5] 
The instantaneous electric field at time, t, is a function of the retarded time, 
and so by using this and equations 5.3 and 5.4, the radiative electric field 
from the dipole can be written as: 
e2C02Eo exp ico\t-H 
Erad ~ 2 1 - 1 / 2 2 \ [5-6] 
mc \r\ [cos -co + iyco) 
The dipole scattering factor is defined as the ratio of the scatter arising from this 
oscillating dipole to the scatter produced by a classical, free electron under identical 
conditions. The scatter from a free electron is calculated by setting y=(os=0. Thus the 
scattering factor of the dipole is: 
/ - , " I • , [5-71 
(co -cos -lyco) 
A simple rearrangement enables equation 5.7 to be re-written in a form comparable 
to equation 5.1: 
/ = co
2(co2 - co 
((co2-co2f+y2co2^ 
+ i 
yco 
[{co2-co2sf+y2co2) 
[5.8] 
The real part of the atomic scattering factor also includes the Thompson scatter, f0, 
and if y=w s =0, then the dipole scattering factor for the free electron, f=f0=l is 
obtained. I f the damping constant, y in equation 5.7, is small such that the incident 
wavelength is sufficiently far from an absorption edge that it does not couple strongly 
to the atomic frequencies, then the real part of the scattering factor becomes: 
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co1-co) 
Even in the most simple single electron atom, the hydrogen atom, there is (in 
the classical derivation) a continuum of negative energy states into which the electron 
can be excited. So instead of a single oscillator, a range of oscillators, g(])....g(s), 
with associated frequencies co(l)....co(s) must be considered. Equation 5.9 will then 
become a summation over all these excited states, s [1]: 
co -co: CO , - co 
[5.10] 
Quantization of the excited states leads to fewer oscillators, but with well defined 
frequencies, those given by the Bohr model. The oscillator coupling strengths for 
these 'quantum' oscillators is now defined by the function, g(k,n). So for each of the 
oscillator strengths, g(s) there exists the equivalent quantum mechanical coefficient 
g(k,n). These g(k,n) coefficients describe the spontaneous transition probabilities 
between the states k and n with a frequency a^. In the case of hydrogen, as there is 
only one electron, there is an additional requirement on g(k,n) and therefore on g(s) 
such that the sum of the coefficients must equal the total number of electrons in the 
system: 
This is the well known Thomas-Reiche-Kuhn summation rule. 
Before this single-electron model can be extended to a multi-electron atom, 
several assumptions are required. These are that the electrons are independent, or 
isolated, and that it is only the core electrons that contribute to the anomalous 
scattering. This in practice limits the validity of the calculations to energies in the 
range 4 to lOOkeV (3A<A<0.lA). To ensure that there is no angular dependence on 
the scatter from the anomalous terms, the size of the charge distribution must be 
small in relation to the incident wavelength. This assumption 
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was tested by Suortti et al. [3] who found that the angular variation of / ' was less 
than 0.2 electron units. 
The most significant difference between the single electron model and a 
normal atom is in the electron configuration. In the single electron atom, all the 
excited states are available but in the multi-electron system a high number of these 
states are already occupied. By the Pauli exclusion principle all transitions, and hence 
oscillator strengths, relating to excitations between occupied states must be zero. 
There wil l , however, be some negative energy states into which the electron can be 
scattered. As the wavefunction overlap between these negative energy states is small, 
the corresponding transition probability tends towards zero. The only significant 
transitions are thus into this positive energy continuum. 
The number of virtual oscillators in the range co + 8co is defined as 
^/dco]dc0 ' i f ^ d c o j l s ^ e o s c i U a t o r density at frequency co. By only considering 
the positive states, this distribution has a lower limit set to the absorption edge of 
type k, C0k- This enables the total oscillator coupling strength associated with the k 
electrons to be expressed as: 
~rrdg\ 
sk = \dcojk 
dco [5.12] 
For a multi-electron atom, the Thomas-Reiche-Kuhn summation rule is now 
extended to include all the electrons, such that ^ gk = Z , where Z is the atomic 
k 
number. Equation 5.10 now therefore becomes: 
r"co2\d^A\ dco dco 
k 
2 2 
CO -CO; 
[5.13] 
The exciting photon has a frequency now defined as The summation in equation 
5.13 is now taken over all the electron groups, K, L ,M ... In general the integral in 
equation 5.13 will not be equal to the number of electrons in each group, but to a 
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smaller number [1]. A comparison between equations 5.13 and 5.1 shows that the 
Thompson scattering component is equal to the atomic number, Z, the limit in the 
low angle or forward scattering limit, and / ' becomes: 
/ ' = ! 2 2 [5.14] 
Cof -co 
This oscillator density can be determined exactly i f the atomic wavefunctions 
are known and all the transitions calculated. However, the oscillator density can also 
be defined in terms of the atomic photoelectric absorption coefficient, rfco) [4] 
( * A = w ^ * 1 5 1 5 1 
where zf co)k is the photoelectric absorption coefficient for k type electrons for a 
frequency co. The photoelectric absorption coefficient is related to the linear 
absorption coefficient, /u( co), by ji{co) = t(co) + cr{co) where of co) is the linear 
scattering coefficient [5]. r(co) is also known as the fluorescence absorption 
coefficient. 
To enable the integral in equation 5.13 to be calculated in a closed form, the 
absorption coefficient can be approximated by [1,4]: 
<<»)k = 
co. 
CO for 
0 
co>cok 
COKCO, 
[5.16] 
where zf cok) is the absorption coefficient at the absorption edge and n depends on the 
specific electron orbital considered. Substitution of equations 5.15 and 5.16 into 
equation 5.14 results in an expression for the real part of the anomalous scattering 
[6,7]: 
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2K2e2 ' ^ k ^ k J (co2-C02)COn 
It is also possible to describe the imaginary component of the anomalous scattering in 
terms of the photoelectric absorption coefficient [8]: 
Equations 5.17 and 5.18 contain all the information required to calculate the 
anomalous dispersion terms. In the following section, 5.1.2, the various methods 
used to calculate these anomalous dispersion terms corrections are discussed. The 
problems in experimentally confirming the calculations are also presented. 
5.1.2: Calculation and Experimental verification of the Anomalous 
Dispersion Corrections 
In order to justify neglecting the damping term from equation 5.9 onwards, 
the integral in equation 5.17 was calculated by Parratt and Hempstead [4] both with 
and without the damping term, y included in the calculations. It was shown by the 
authors that neglecting the damping term in the derivation was justified so long as 
°y differed from unity by 10"4. 
Initial attempts to calculate the anomalous dispersion corrections were 
undertaken by Dauben and Templeton [9] who used experimental values for the 
absorption coefficient. Cromer [6] improved the accuracy of Dauben and 
Templeton's calculations by calculating the oscillator strengths calculated from 
Dirac-Slater wavefunctions. In both cases the authors followed both James [1] and 
Parrat and Hempstead's [4] work (equation 5.17 and equation 5.16) and summed 
over the different absorption edges. The values of n (equation 5.16) used in these 
calculations were taken from the same work [4] and were assumed to be 11/4 for the 
[5.18] 
co/ A CO CO 
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lsi/j, 7/3 for the 2si/2 and 5/2 for all other edges. The limiting accuracy of this method 
is *in the approximation of the photoelectric absorption. To remove this 
approximation Cromer and Liberman [10,11] used relativistic calculations of the 
absorption cross-section and performed the integral in equation 5.14 (after 
substituting equation 5.15) numerically. These calculations introduced an additional 
correction to the real part of the anomalous scattering which is proportional to the 
total energy of the atom, Ejot, such that: 
SETot 
frrue
 = f James "* ^ [5-19] 
The values of / ' and / " were tabulated for all the elements for specific 
incident wavelengths. Interpolation routines are used to calculate the anomalous 
dispersion terms for any wavelength in-between these tabulated values. A version of 
this interpolation code was written by M . Wormington [12], and this interpolation 
routine is the basis of all the anomalous scattering work contained in this study. 
Experimental verification of these theoretical values is complicated by the 
binding and chemical effects in real samples. However methods do exist to determine 
either / ' or / " . As / ' and / " are the real and imaginary response to a linear, 
passive system they must obey the Kramers-Kronig relations. These relations enable 
the real part of the response to the system to be calculated, i f the imaginary part of 
the response is known over a wide frequency range, and vice-versa [13]. As / " is 
directly related to the absorption coefficient, much of the experimental verification of 
anomalous dispersion correction terms comes via absorption studies. I f the 
absorption data is taken over a sufficiently large energy range, / ' can be calculated 
via the Kramers-Kronig relations. Absorption studies as a function of energy are 
complicated by interference effects coming from the local binding of the atoms under 
investigation (extended x-ray absorption fine structure - EXAFS). It is also possible 
to measure / ' and / " via x-ray interferometry techniques [14], as well as by direct 
measurements on the shape of crystal rocking curves [15,16]. In all cases, the 
theoretical values have been shown to be accurate to within 0.3 electrons. 
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Figure 5 .1 shows the variation of / ' and / " as a function of wavelength for 
lanthanum [17]. It is clear that changes in / ' and / " are greatest at the absorption 
edges. The absorption edges, calculated from tabulated electron binding energies 
[18], are also shown in figure 5.1: 
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Figure 5.1: / ' and / " as a function of wavelength for La. 
Figure 5.2 shows the calculated [17] mass attenuation coefficient for 
lanthanum. A comparison between figures 5.1 and 5.2 clearly show the relation 
between / " and the absorption coefficient as described in equation 5.18. 
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Figure 5.2: The mass absorption coefficient as a function of wavelength for La 
The corrections to the atomic scattering factor that are detailed above show 
the importance of the anomalous dispersion terms. Although the effect is greatest at 
the absorption edges themselves, there are still corrections to be made away from the 
absorption edges. Anomalous dispersion is particularly important for scattering 
experiments undertaken at synchrotron sources where, due to the continuous 
emission spectrum of a synchrotron source, the incident wavelength can be 
deliberately tuned close to an absorption edge of the material under investigation. 
5.2 Using Anomalous Dispersion 
The deeper understanding of the nature of anomalous dispersion detailed in 
the previous section has allowed the phenomenon to be used in various experimental 
environments since the advent of synchrotron radiation. Anomalous dispersion is 
now commonly used in protein crystallography where it can be used to give a degree 
of phase information on the diffracted scatter [8]. It is also commonly used in powder 
diffraction studies, where, in conjunction with Rietveld analysis, it can be used to 
increase the sensitivity to atomic positions within the unit cell. This site selectivity is 
achieved by conducting two experiments, one with the wavelength 
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tuned close to the absorption edge of the particular element of interest [19], and one 
with the incident wavelength far from any absorption edges in the material. 
In this study, anomalous dispersion has been used to increase the contrast 
between layers composed of elements close to each other in the Periodic Table. Work 
undertaken by Nakayama et al. [20] showed that the intensity of the zero order 
diffraction peak of a Fe/Mn multilayer increased sharply at the absorption edge of the 
manganese. Nakayama et. al. showed that the Bragg peak intensity was proportional 
t 0 \fMnnMn ~ f F e 7 1 Fef w n e r e / x is t n e complex scattering factor and nx is the atomic 
number density for element x. For multilayers where the number density of the two 
materials is equal, as is close to the case for the multilayers contained in this study, 
the intensity of the Bragg peak is simply proportional to the difference between the 
two atomic scattering factors. 
Much of the experimental work undertaken in this study centred on Cu/Co 
interfaces. These interfaces occurred both within Cu/Co multilayers (chapters 7 and 
8) or in spin valve structures (chapter 9). Anomalous dispersion was also used in 
chapter 6 where the interface under investigation was Co/Cr in trilayer structures. 
Figure 5.3 shows the variations of / ' and / " as a function of wavelength for 
copper and cobalt. For both elements, large changes to the scattering factor 
corrections occur as the wavelength is tuned through the K absorption edge. 
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Figure 5.3: The variation of / ' and / " as a function of wavelength 
Following the work of Nakayama et. al. [20], the scattering factor difference 
for an equal atomic density of Cu/Co was calculated. Figure 5.4 shows the modulus 
squared of the difference between the complex scattering factors of copper and 
cobalt. Near the absorption edges, the difference in the x-ray scattering factors is 
significantly enhanced, mainly by / ' terms. An example is shown below for an 
incident wavelength of 1.381A, which is just above the copper absorption edge: 
\fcu ~ fcof = \ZCU - Z C o ) + ( f C u - f C o ) + i { f C u - fca)\2 = 
|(29 - 27) + (-8.49 + 0.87) + /(0.4831 - 3.04)|2 = 38.1e2 
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Figure 5.4: The scattering factor difference for equal atomic 
numbers of copper and cobalt 
The large increase in the scattering factor difference observed at the copper 
edge is repeated at the cobalt edge (X,=1.608A). The difference of approximately 
80e2 between the two absorption edges is directly related to the absorption 
coefficient. Figure 5.5 shows the calculated absorption coefficients for copper and 
cobalt. 
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Figure 5.5: The mass absorption coefficient for copper, cobalt 
and a Cu(8A)/Co(l lA) bi-layer. 
85 
The mass absorption coefficient for the Cu/Co bi-layer shown in figure 5.5 
was calculated using 
_(DCu^Cu+Dco^Co) 
r-Cu/Co ~ . |_->ZUJ A 
where Do, and Dc0 are the individual thickness of the copper and cobalt layers, and A 
is the total bilayer thickness. Although the scattering factor difference is enhanced at 
the copper edge, the absorption of cobalt atoms is, at these wavelengths rather high. It 
is for this reason that the anomalous enhancement is always greatest at a wavelength 
just above the absorption edge of the lightest element, in this case cobalt. 
The factors determining the exact wavelength to be used in any experimental 
situation depend on a variety of parameters; the wavelength reproducibility, and the 
incident flux. For grazing incidence studies the sample structure is also important. 
The dependence of the sample structure can be explained in terms of the inherent 
surface sensitivity of the technique. For multilayer structures where anomalous 
dispersion can be used on either constituent element, it is often advantageous not to 
excite the surface material which may be oxidisied or contaminated in other ways. 
The background fluorescence signal is also reduced by not exciting the surface layer. 
5.3 Anomalous Dispersion in Cu/Co Multilayers 
All the anomalous dispersion experiments in this study were undertaken on 
Station 2.3 at the Daresbury SRS, details of which are given in chapter 4. The peak 
flux on this station was found to occur for wavelengths of approximately 1.3 A (figure 
4.1) which was conveniently close to the copper K absorption edge of X= 1.3803A. 
The high flux at this wavelength more than compensated for the higher scattering 
factor difference at the cobalt absorption edge. In order to separate the scatter 
originating from the multilayer itself, as opposed to the buffer and capping layers, the 
experiments were repeated at a wavelength far from any absorption peaks in the 
o 
sample, namely, X=1.48A. 
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In this section the findings from a series of experiments demonstrating the 
anomalous dispersion effect wil l be presented. The results will show that although 
the enhancement is less than figure 5.4 might suggest, a significant enhancement of 
the copper and cobalt interfaces is still possible when the wavelength is tuned close 
to the copper absorption edge. 
Figure 5.6 shows the specular reflectivity from a Cu/Co multilayer deposited 
on a GaAs substrate by MBE [21]. The experiment was undertaken at and away from 
the copper absorption edge so as to highlight the effects of the anomalous dispersion. 
The anomalous dispersion effect increases the scattering power of the copper, and 
thereby enhances the scattering originating from the Cu/Co interfaces. As the scatter 
from these interfaces is confined to the Bragg Peak, the effect of the anomalous 
dispersion corrections should also be confined to this region only. This is clearly 
demonstrated in figure 5.6. The critical angle, and the Kiessig fringes, are exactly 
matched in both phase and amplitude for both wavelengths. At the Bragg Peak, 
however, there is an increase in the intensity when the incident wavelength is tuned 
close to the copper edge. 
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Figure 5.6: Specular Reflectivity at (X=1.3803A) and away from (A,=T.48A) 
the Cu absorption edge from a sample with nominal structure-
GaAs/Ge(500A)/Co( 15 A)/Au( 10A)/{Co( 15 A)/Cu(7A)} * 15/Au( 15 A) 
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It follows from equation (3.53) that the integrated diffuse intensity must scale 
with the specular intensity. Therefore, the anomalous dispersion technique can also 
be illustrated by considering the integrated diffuse intensity at a Bragg Peak. Figure 
5.7 shows the integrated diffuse intensity measured as a function of wavelength, 
ratioed with the same scan taken at X = ] .48A, from a Cu/Co multilayer grown on 
Silicon. The nominal structure for the sample was 
Si/Co3Si/Au(l 8A)/{Co(l 5)/Cu(7)}x20/Au(l OA). 
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Figure 5.7: The integrated intensity of the diffuse scatter from an MBE grown Cu/Co 
multilayer deposited on silicon as a function of wavelength, scaled with the same 
measurement taken at X = \ . 4 8 A 
Although the enhancement at the copper edge is not as sharp, or as large as that 
suggested in figure 5.4, there is still a considerable enhancement (approximately 
double) of the diffuse scatter as the wavelength is tuned through the copper edge. 
This large enhancement confirms that much of the diffuse scatter is coming from 
correlated roughness from the copper interfaces. A more detailed analysis of the data 
in figure 5.7 is not possible due to the effects of partially correlated and uncorrelated 
roughness originating from the buffer and capping layers. These data do however, 
clearly demonstrate the usefulness of the technique of anomalous dispersion when 
studying diffuse scatter in materials which are close in the Periodic Table. 
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In the previous sections, the equations required to calculate the anomalous 
dispersion terms have been derived. The experimental verifications have shown that 
these calculations are accurate to within 0.3 electrons. Experiments utilising 
anomalous dispersion are becoming more wide spread with the increase in 
synchrotron radiation availability and the relative ease of calculating the anomalous 
terms accurately. In particular the use of anomalous dispersion in Cu/Co multilayers 
has been demonstrated. A clear enhancement in the x-ray scattering from the Cu/Co 
interfaces was observed for wavelengths tuned close to the copper absorption edge. 
For multilayer samples where the materials are close in the Periodic Table, 
enhancement of the Bragg peak scatter occurs when the wavelength is tuned to the 
lighter of the two materials due to absorption effects. This study uses anomalous 
dispersion in Cu/Co multilayers, as well as spin valve structures and Co/Cr 
multilayers. 
This chapter now moves away from studying anomalous. dispersion and 
concentrates on the extension of the theory outlined in chapter 3 that enables grading 
at an interface to be considered. 
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5.4 Interdiffusion or Grading Across an Interface 
The theory of x-ray scattering described in Chapter 3, was specifically for 
interfaces which contained real roughness. In this section the effects of grading 
across an interface will be discussed in greater detail. 
In chapter 3, the interface was assumed to be a purely rough interface, like 
that depicted in figure 5.8: 
^z p 
p' 
p" ^ 
w 
1 A 
Figure 5.8: A schematic of a rough interface between two media p' and p" 
When this is the case, the x-rays scattered at this interface are naturally split into 
their specular and diffuse components that have been discussed in more detail in 
chapter 3. In calculating the roughness in a specular scan the rough surface is 
replaced by an equivalent, graded interface (the profile shown on the right of figure 
5.8). As an example, a surface defined by a Gaussian height distribution would be 
replaced by an effective grading profile, defined by an error function. The width of 
this error function, defines the roughness of the interface. 
It is also possible to have an interface which is purely graded. In this case the 
graduated profile shown in figure 5.8 would be the correct representation of the 
electron density change across the interface. Such a surface is shown schematically 
in figure 5.9: 
90 
Figure 5 .9: A schematic of a purely graded interface between two media p' and p" 
The purely graded interface shown above would have the same interface 
width as that in figure 5.8, and so could be said to have the same interfacial 
'roughness'. However, in the interface above, there is no mechanism whereby 
incident radiation can be scattered out of the specular condition and hence no diffuse 
scatter results. The specular scatter is, however, reduced to the same extent as that at 
a rough interface because destructive interference between waves scattered from 
different points across the interface builds up as the wave traverses the entire 
interface region. 
Specular scans can therefore only deduce the total interface width between 
two media. In order to determine the exact interface type, the diffuse scatter must be 
investigated. In the two extreme cases outline above, the difference is immediately 
obvious - in the case of a graded roughness there is no diffuse scatter. 
During the course of this study, it became clear that in real systems, the 
interface structure is likely to be a combination of the two interface types - figure 
5.10. This type of structure is most often found in surfaces which have been allowed 
to oxidise or have been polished, as well as in multilayers made from miscible 
elements. 
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Figure 5.10: A schematic of an interface exhibiting both roughness and grading 
The extensions to theory outlined in chapter 3 have only recently been 
attempted. Caticha [22] developed a theory for calculating reflection and 
transmission coefficients for an arbitrary interface profile, but this theory was not 
tested experimentally. Experiments conducted on polished Zerodur® [23,24] during 
the course of this study, have for the first time enabled the theory developed by Sinha 
et. al. [25] to be extended to include grading at an interface. By extending the 
distorted wave Born approximation to include grading it was possible to f i t all the 
experimental data to a single set of parameters. These experiments have shown that, 
so long as the interface width is not too large, the Fresnel reflection coefficient 
contained in equation 3.23 can be re-written: 
(F,R) « F,R e x p ( - M z ( + 1 a ) M ) \ g l { z ) ^ V { i q t l q i M z) dz [5.21] 
The exponential term following the ideal Fresnel reflection coefficient for interface /, 
/7, accounts for the real interface roughness, ar, which in this case is assumed to 
follow a Gaussian height-height distribution. The Fourier integral takes into account 
the effects of grading, where gt(z) is the normalised first derivative of the electric 
susceptibility across the interface [24]. For a truly rough interface, this second term 
reduces to unity. I f however there is a grading profile across the interface which can 
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be approximated by an error function of width, <r ; + 1 , the second correction term is 
equal to exp(-qzlqzl+lo2sM}, which is identical in form to the roughness term. I f the 
interdiffusion across the interface is accurately described by an error function, 
equation 5.21 reduces to: 
(F*) « F,R cxp(-qz lqz M ( j l M ) [5.22] 
where a] = <j]+<J2g. This is an important result as it highlights again the inability to 
distinguish roughness from grading at an interface from specular scatter alone. 
It has already been shown that there is no process by which a vertically graded 
interface can produce diffusely scattered radiation, however grading must still be 
taken into account when considering the diffuse scatter. Real roughness at an 
interface, /, will produce diffuse scatter as defined in chapter 3. However, this 
diffusely scattered radiation must traverse through the interface, l+l, which may have 
a graded profile. The destructive interference which reduces the specular scatter, 
causes a similar reduction to the observed diffuse scatter as it crosses the interface. 
If the scattering conditions are such that the Born wave approximation holds, 
it is possible to deduce the roughness, without recourse to detailed simulation. 
Savage et al [26] have shown that the roughness of an interface can be calculated by 
ratioing the diffuse to the specular scatter: 
I-f- = txV(q1lG1)-\ [5.23] 
'Spec 
This simple model may now be generalised [27]. Assuming the Gaussian height-
height distributions that enable the roughness to be defined by error functions, the 
effective roughness caused by grading ag and the real roughness or can be added in 
quadrature to give the total effective roughness ot. As we have already seen, this is 
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the roughness that is measured by the specular reflectivity curve. The effect of the 
grading is to moderate the Fresnel amplitudes by an additional Debye-Waller factor. 
The specular and diffuse intensities are now given by: 
hpec =jlt(0)d6 = I0 exp( -^S^)exp( -^ 2 cT 2 R ) [5.24] 
and 
h i f f =\lA€»de = /„ e x p ( - 9 2 Z 2 c ) [ l - e x p ( - 9 > 2 R ) ] [5.25] 
where Ia is the Fresnel amplitude of the interface. 
It is therefore possible to calculate the roughness from the ratio of the 
integrated diffuse scatter to the integrated specular scatter, and equation (5.23) 
remains valid. An estimate of the grading parameter, can then be made by comparing 
the roughness deduced here to that observed in the specular scan. This method allows 
the amount of grading to be approximated without undertaking a detailed simulation. 
However, in order to obtain a more detailed measure of the surface and interface 
structure, it is necessary to model the scatter in a simulation, and test the model 
experimentally. 
The changes to the theory that are highlighted above, are covered in more 
detail in reference 24. In reference 23 a new code [28] for simulating diffuse scatter 
which contains the modifications to include grading was tested on a single surface of 
polished Zerodur®. This was then extended to more interfaces by investigating the 
effects of polishing InP wafers [29]. The new theory has been tested extensively in 
this study, with all the results in Chapter 6 requiring it due to the highly miscibility 
between the metals cobalt and chromium. Recently a study by Lee et. al. [30] have 
studied graded interfaces within a 30 period Mo/Si multilayer. They have also 
assumed Gaussian height-height correlation functions and treat the graded roughness 
in exactly the same way is described above. 
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5.5 Conclusions 
This chapter has attempted to expand the theoretical ideas contained in 
chapter 3. Anomalous dispersion has been discussed in detail and its applications 
described. The use of anomalous dispersion in grazing incidence experiments where 
the materials are close in the Periodic Table has been demonstrated. In the latter part 
of the chapter, the original theory described in chapter 3 was extended to include 
grading at an interface. This extension of the theory was found to be necessary in 
order to obtain consistent fits to the x-ray scatter for a single set of parameters. The 
samples studied covered a wide range of materials ranging from single surfaces to 
samples with a large number of interfaces. 
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Chapter 6 
Miscible Systems -
Coupling and Structure in Co/Cr/Co Trilayers 
6.1 Introduction 
6.1.1 Background 
This chapter initiates the discussion of experiments using x-rays to 
characterise the structure of metallic layered systems. It is, of course, important to 
understand the role that structure plays on magnetic coupling mechanisms in these 
types of systems. In this chapter particular focus is placed on the miscible Co/Cr 
system. 
As Co/Cr is not among the forefront of systems suited for sensor device 
technology, there are relatively few experimental results in the literature. Most 
examples deal exclusively with epitaxial (100) [1,2], (001) [3,4,5], or (110) [6] Co/Cr 
multilayers. These samples are prepared on either MgO or sapphire with various 
buffer layers. Due to the lack of information with regard to the coupling between 
cobalt layers through a chromium spacer layer in polycrystalline materials a 
European Community funded Human, Capital and Mobility network was established 
under the grant CHRX-CT93-0320 to investigate the coupling in Co/Cr/Co trilayer 
structures. The role of the project was to measure the differences between samples 
prepared by Molecular Beam Expitaxy (MBE), High Vacuum Electron Beam 
Evaporation, and RF sputtering. Particular emphasis was placed on elucidating the 
anisotropy and the character of the coupling between the two cobalt layers. As the 
coupling is weak in these systems it was anticipated that small changes to the 
structure and interfaces could lead to large observed differences in the coupling, and 
that difficulties might arise when comparing nominally identical samples prepared 
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by different techniques. The research discussed in this chapter was accordingly 
conducted within the framework of this EC network. 
6.1.2 Introduction to the Experiment 
In order to simplify the analysis of the magnetic coupling it was decided to 
investigate metallically symmetric trilayers. The thickness of the cobalt layer was 
large to facilitate Ferromagnetic Resonance (FMR) measurements. X-ray reflectivity 
measurements on cobalt calibration samples showed that the cobalt had oxidised to 
CoO to a thickness of approximately 12A. The structures that were to be investigated 
were therefore of the form: Si/Co(200A)/Cr(x)/Co(212A). 
The structural work on these samples was conducted using grazing incidence 
x-ray techniques, as well as high resolution cross-sectional transmission electron 
microscopy performed at Oxford. The results of these experiments on particular 
series of samples will be discussed in sections 6.4 et seq. 
Al l samples were subjected to magnetometry studies to varying degrees. In 
the next section (section 6.2), the various magnetometry techniques used to obtain 
information on the coupling will be discussed. A general overview of the 
experimental results relating to coupling and anisotropy in Co/Cr systems wil l be 
presented at the end of section 6.3, prior to a detailed analysis of the structural 
experiments undertaken. 
6.2 Magnetometry techniques used to Investigate the Samples 
Al l the magnetometry results presented in this chapter were measured by 
colleagues at various institutions and the results are only reproduced here to give a 
more complete insight into the system under investigation. Information on the 
coupling was supplemented by experiments which investigated the coercivity and 
anisotropics of these materials. In some cases, magnetometry was conducted within 
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the growth chamber so that information could be obtained about the sample after 
deposition of individual layers. 
In the following sections, a very brief description of the types of 
magnetometry experiments that were performed on the samples is presented along 
with a brief summary of the information which could be obtained from them. 
6.2.1 Magneto-Optical Kerr Effect (MOKE) 
MOKE relies upon the fact that the polarisation state of light reflected from a 
magnetised surface depends on the magnitude and direction of the magnetisation 
within the penetration depth of the incident light (typically 200A). The typical change 
in polarisation angle is extremely small, typically a few milli-radians. MOKE can be 
used to image magnetic domains [7] or to measure magnetisation versus field loops. 
Typical experimental MOKE apparatus, consist of a polarised He/Ne laser 
which is incident upon the sample. The reflected light is passed through an analyser 
polaroid set to be crossed with the polariser defining the incident beam. The change 
in rotation of the polarisation caused by the magnetic state of the sample is then 
recorded as a change in the intensity of the transmitted light incident onto a 
photodiode. The MOKE system at the University of York allows the use of vector 
magnetometry whilst recording the magnetisation loops. Two directions of 
magnetisation can be measured; longitudinal (the magnetisation is parallel to both the 
external field and the optical plane) and transverse (the optical plane is perpendicular 
to the applied field). For incident light aligned to the applied magnetic field, the 
MOKE scan is sensitive to the longitudinal magnetisation only whereas for an 
incident laser beam where the optical plane is orientated at 45° to the magnetisation 
direction, the MOKE scan is much more sensitive to the transverse component of the 
sample's magnetisation vector. With this vector magnetometry, it is possible to use 
the system as a torque magnetometer to measure the anisotropy of the sample [8]. 
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6.2.2 Lorentz Force Microscopy 
This is a technique which can be used to study the spatial variation of the 
magnetisation configuration across and through the sample. Samples to be 
investigated by this technique must be prepared on carbon grids, suitable for use in a 
transmission electron microscope (TEM) - section 6.4.1. The samples to be studied 
are subjected to a high energy electron beam (400kV). A highly magnified electron 
diffraction pattern, figure 6.1, can be viewed by careful alignment of the objective 
lens [9]. 
Figure 6.1: High magnification of the electron diffraction pattern of a 
ferromagnetically coupled sample (a), anti-ferromagnetically coupled trilayer (b), 
and a sample exhibiting both types of coupling (c). [10] 
For layers of equal thickness, anti-parallel alignment of the metallic layers 
will result in there being no net Lorentz force on the electrons, and thus no deflection 
of the diffraction peak wil l occur - figure 6.1(b). When the coupling is ferromagnetic, 
the electrons are subject to the same Lorentz force in both layers and the diffraction 
peak is shifted from the centre of the pattern as in figure 6.1(a). By examining these 
diffraction patterns it is possible to deduce the ratio of the two types of coupling. It 
has been shown [3], that the coupling in Co/Cr trilayers is non-uniform across the 
sample and some areas of the sample show both types of coupling. Although this 
method can only probe the sample over approximately \0\xm, it is possible to define 
unambiguously the coupling type in the trilayer. 
(a) (b) (c) 
1 \ •JL 
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6.2.3 Ferromagnetic Resonance 
In the classical ground state of a ferromagnet, the spins are all parallel. The 
first excited state would occur when one of the spins becomes aligned anti-parallel. 
This is however, a highly energetic state and it is possible to form a lower energy 
excited state by allowing all the spins to share this reversal and form a spin wave 
[11]. Spin waves, or magnons, are simply oscillations in the relative orientations of 
the spins, analogous to phonons which are oscillations of the crystal lattice. I f a 
ferromagnetic system is excited by an electromagnetic field of the same polarisation 
and frequency as one of the spin wave modes, a sharp increase in the absorption of 
the radiation is observed. Resonance occurs for electromagnetic radiation in the 
microwave region of the spectrum and for general spin wave resonance, the 
resonance frequency, v, is given by [2,12]: 
hv = gnB{Ba-Li0M) + Dk2 [6.1] 
where g is the gyromagnetic ratio, which describes the splitting of the spin-orbit state 
on the application of a field, B„ is an external field applied normal to the sample and 
M is its magnetisation. D is a constant proportional to the exchange integral and is a 
measure of the strength of the interaction between the spins in the material, and k is 
the wavevector of the spin wave. Ferromagnetic resonance is defined as the 
resonance of spin waves with zero wavevector. In typical FMR experiments, the 
external field B() is varied and the incident microwave frequency kept constant. The 
resonance is observed by a sharp reduction in the microwave power reflected from 
the sample surface. 
The FMR results contained in this chapter relate to trilayer systems, and not 
to a single ferromagnetic layer. A detailed description of FMR in these systems is 
given by Jackson [13] who produced the results discussed within this chapter. In 
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trilayer systems which contain two ferromagnetic materials coupled through a non-
magnetic spacer layer, two resonance peaks are observed corresponding to each of 
the layers. By fitting the position and intensity of each of the peaks the nature of the 
coupling, as well as the in-plane anisotropy of each of the layers can be calculated. 
6.2.4 Brillouin Light Scattering 
Brillouin light scattering (BLS) [14] is a complementary technique to FMR, 
and can be considered to be analogous to seismology, but using light instead of 
sound. The main information that can be obtained by BLS in the investigation of the 
structure of metallic multilayers is both the intra and interlayer exchange coupling as 
well as the anisotropy field, H. The anisotropy can be measured separately for each of 
the cobalt layers. However, the BLS spectra are highly sensitive to the magnetisation 
in the sample and the value of the gyromagnetic factor, g. Not only are the spectra 
sensitive to these factors, they are especially sensitive to the exact thickness of the 
layers. In order to deduce the exchange coupling and anisotropy fields, the samples 
are normally placed in an external magnetic field which is strong enough to saturate 
the sample. The value of the gyromagnetic ratio, is typically taken to be 2.16, but this 
value can be adjusted to values fitted from the FMR spectra. Al l the BLS spectra, 
and subsequent analysis discussed in this chapter were experimentally deduced by F. 
Garnot at Universite Paris-Nord. 
6.3 Summary of Magnetometry results relating to Coupling in 
Co/Cr/Co Trilayers 
As stated above, the majority of the literature deals with epitaxial Co/Cr 
multilayers. For epitaxial (001) multilayers of the form [Con/Cr x] grown on a 
niobium buffered sapphire substrate at 300°C [3-5], it was found that the cobalt 
layers were anti-ferromagnetically coupled for chromium thicknesses between 6A 
and 13A. A similar value for chromium thickness is found for epitaxial [Coio/Crx]2o 
systems deposited on MgO(lOO) and MgO(llO) substrates with annealed chromium 
buffer layers [6]. Here an anti-ferromagnetic coupling strength of -0.15 erg/cm2 was 
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found for a chromium thickness of 13A for the MgO(l 10) and 10A for the MgO(lOO) 
with a coupling strength of -0.55 erg/cm2. This is in contradiction to the results found 
by Liou et al [1] who showed that antiferromagnetic coupling in (100) multilayers 
was only possible for chromium thicknesses less than 5A. In all cases, there was no 
indication of oscillations in the sign of coupling as a function of chromium thickness. 
The coupling between the two cobalt layers studied within the network was 
found to be generally weak, and in some cases very difficult to detect. For samples 
where the chromium layer was less than lOA, however, the two cobalt layers were 
always strongly coupled ferromagnetically. A further exception to this general rule 
occurred in all the samples prepared by electron beam evaporation at CNRS, Paris, 
which showed ferromagnetic coupling for all thicknesses of chromium. This may be 
attributed to the fact that a small external field was present during growth. The only 
samples to show systematic anti-ferromagnetic coupling were samples prepared by 
MBE, at the University of York. The cobalt films were found to be anti-
ferromagnetically coupled for chromium thicknesses of 12.5A, but no oscillations in 
the sign of the coupling was observed as a function of chromium thickness. 
Obviously it was important to investigate the structure of the samples. In the 
next section, the two methods used to elucidate the structure are reviewed. 
6.4 Structural Characterisations 
As many samples as possible were subjected to structural analysis. Two 
possible methods were available to the network, grazing incidence x-ray scattering 
studies and Transmission Electron Microscopy (TEM). Both methods have their 
advantages and disadvantages. The x-ray analysis was complicated both by the 
proximity of Co and Cr in the periodic table, resulting in the need to use anomalous 
dispersion, and by the time needed to fi t the data accurately. TEM is a destructive 
technique and is only sensitive to small, localised regions of the sample and typically 
information is obtained over hundreds of Angstroms only. 
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Where x-ray and TEM results are available for both samples, the TEM 
measurements were always undertaken after the results from the x-rays were known. 
In all cases both experiments were undertaken separately. 
6.4.1 High Resolution Transmission Electron Microscopy (HR-
TEM) 
In a conventional transmission electron microscope, a very thin sample is 
illuminated by an electron beam. The electrons, emitted from a heated cathode, are 
focused into a small, thin, coherent beam by two condenser lenses. As the interaction 
between electrons and mater is strong, the thickness of the sample must be of the 
order of 1 jxm. Various techniques, reviewed by Horiuchi [15], exist to produce the 
thin samples required for the TEM. As the electron beam interacts with the sample 
some of the incident electrons are diffracted out of the main beam. Following Abbe 
[16], the resulting diffraction pattern caused by the sample can be focused onto a 
transform plane by the use of an objective lens (figure 6.2). In a conventional 
transmission electron microscope, only one of the diffraction orders is selected by 
the use of a small aperture (10-25 mrad) [17]. Electrons accepted by the aperture can 
continue and are imaged on a fluorescent screen or film. 
Electron 
Beam 
QTJ 
A Objective 
Lens 
To Screen 
Sample 
Diffraction Pattern 
Transform Plane 
i 
Figure 6.2: A schematic of a transmission electron microscope 
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High resolution transmission electron microscopy is a phase contrast image 
caused by allowing many of the diffraction orders to interfere between the transform 
plane and the phosphor screen. The focused electron diffraction pattern can be 
considered to be a series of point emitters producing Huygen wavelets. These 
wavelets interfere and increase the sensitivity of the final image. A HR-TEM can 
therefore be considered as an image formed from a double diffraction process. The 
aberrations caused by the lenses and fluctuations in the electron gun energy limit the 
resolution of a HR-TEM micrograph to a few angstroms. 
6.4.2 Grazing Incidence X-ray Scattering from Co/Cr Trilayers 
As the scattering factor of x-rays varies monotonically across the Periodic 
Table, there is very little scattering factor difference between the cobalt and 
chromium in these samples. This necessitated the use of anomalous dispersion 
(chapter 5), and hence all the x-ray experiments on these samples were undertaken at 
Station 2.3, at the Daresbury SRS. In order to increase the scatter from the layer that 
was of most interest - the chromium layer - it was necessary to tune to the chromium 
edge, A.=2.0703A [18]. Figure 6.3 shows the experimental fluorescence signal from a 
chromium calibration sample as the wavelength is tuned through the chromium edge: 
2400 
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| ,600 
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800 
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Figure 6.3: Experimental fluorescence signal from a chromium calibration 
source as a function of wavelength 
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Unlike the copper absorption edge where there is clear near edge structure, the 
chromium edge is broad and poorly defined. The value for the absorption edge was 
taken from the International Tables and is shown in figure 6.3. The incident flux on 
the station for this wavelength is substantially lower than at its peak flux which was 
found by experiment to be in the vicinity of 1.3A (figure 4.1). 
Figure 6.4 shows the calculated scattering factor difference from monolayers 
of cobalt and chromium as a function of wavelength. 
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Figure 6.4: Scattering factor difference for Co and Cr as a function of wavelength 
through the Co and Cr K Absorption edges 
The effect of the anomalous dispersion is clear; at the normal laboratory wavelength 
of Cu Kcc, X=1.54A, the scattering factor difference between cobalt and chromium 
squared is only 1.998e2, whilst at the chromium edge this has dramatically increased 
to 297e2. Thus for x-ray scattering experiments to be sensitive to the chromium layer, 
and thereby the trilayer structure, the x-ray wavelength must be tuned to the 
chromium absorption edge. In order to ensure that simulation parameters were 
accurate, the experiment was also repeated away from the absorption edge at a 
wavelength of ^=1.7075A. Although the scattering factor difference at this 
wavelength is low, 6.81e2, there is sufficient contrast still to detect the chromium 
layer. 
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It was hoped that by tuning into the chromium absorption edge it would be 
possible to identify the chromium layer unambiguously and extract details of the 
chromium thickness and roughness. However, this proved to be impossible. The 
reflectivity profile from Co/Cr layers is dominated by two periods, the total thickness 
of the sample and an additional period which is evident at higher sample angles. This 
is demonstrated below in figure 6.5, where a Co/Cr trilayer has been simulated at the 
chromium edge. The two cobalt layers were fixed at the same thickness, 200A, and 
the chromium layer was 15A. 
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Figure 6.5: A simulation of a Co/Cr/Co trilayer. For parameters see text. 
A clear period is evident at higher sample angles. The average period of this 
fringe corresponds to a thickness of 217 ± 5A. This obviously corresponds to the 
thickness of the sum of the bottom two layers. The phase of these high angle fringes 
is very sensitive to the ratio between the two cobalt layers, and it is in this way that 
the chromium thickness, and hence the trilayer structure, can be extracted. 
In the following sections, the techniques outlined above are applied to two 
series of trilayer samples. In the first series, the deposition temperature of the layers 
was varied, and in the second three nominally identical samples exhibiting 
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anomalous coupling were investigated. The structures of the trilayers were 
investigated using HR-TEM and grazing incidence x-ray scattering. 
6.5 The effect of temperature on trilayers produced by MBE 
Four polycrystalline trilayers of Co(200A)-Cr(10A)-Co(212A) were grown on 
(111) oriented silicon wafers by ultra-high vacuum evaporation at the University of 
York. The base pressure of the MBE system was 2*10"10, and the growth was 
monitored by insitu RHEED analysis and quartz rate meters [19]. The samples were 
grown such that various layers were deposited either at room temperature or at 
150°C. This study was primarily designed to investigate the influence of 
interdiffusion on the magnetisation of the samples. As cobalt and chromium are 
highly miscible, it was expected that growing some layers at elevated temperatures 
would induce more diffuse interfaces. 
The growth temperatures for each of the layers in the series - designated 
series N, is tabulated in table 6.1: 
Sample Si Co Cr Co 
YNA - 150 150 150 
YNB - 150 25 25 
YNC - 150 150 25 
YND - 25 25 25 
Table 6.1: The growth temperatures (°C) for the YN series 
The magnetometry of the samples was investigated by the complementary techniques 
of FMR and BLS along with in-situ MOKE. 
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In-situ MOKE [20] was carried out with an incident angle to the sample of 
30Q. The MOKE data showed that growing the first layer at an elevated temperature 
results in significantly different magnetisation loops from those in which the first 
layer was grown at room temperature. Growing the first cobalt layer at 150°C results 
in a larger coercivity of 30 Oe (approximately double) and less anisotropy than when 
the first layer was deposited at room temperature. None of the curves from the 
completed trilayers showed a significant transverse component of magnetisation, and 
for samples YNC and YND the MOKE curve for the completed trilayer, sensitive to 
the longitudinal component of magnetisation, was similar to that obtained from the 
first cobalt layer. The coercivity of samples YNA and YNB increased upon completion 
of the trilayer. 
FMR [21] and BLS [22] measurements were also carried out on these 
samples, and the coupling between the two layers calculated. In all cases, the samples 
were found to be ferromagnetically coupled and the coupling strength increased as 
more of the layers were grown at an elevated temperature. The lowest coupling 
strength (FMR: 0.33 and BLS: 0.15 erg cm 2 ) was for the sample with all the layers 
grown at room temperature, YND, and this value steadily increased (>1.8erg cm"2 
[from BLS] for YNA and YNQ as more layers were deposited at elevated 
temperatures. This can easily be understood i f the effective thickness of the 
chromium layer was reducing as more of the chromium layer was being incorporated 
into the cobalt layer when the latter was deposited at 150°C. The anisotropy of 
sample YNA 500 ± 50 Oe is lower than the other samples which were all 800 ± 50 
Oe (values calculated from BLS spectra). The reduction in the anisotropy of sample 
YNA is also suggested in the ex-situ MOKE results, however, these require a more 
detailed analysis which has yet to be undertaken. 
The magnetometry results show that layer deposition temperature can effect 
the magnetic properties of Co/Cr trilayers. Although no change was observed in the 
sign of the coupling, the coupling strength increases considerably as more layers are 
deposited at 150°C. The relation of coupling to growth temperature and the reduction 
in anisotropy can be explained in terms of structural models with 
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extremely diffused interfaces [23]. The samples were then subjected to a detailed x-
ray scattering study at station 2.3 at the SRS to investigate the level of inter-diffusion 
at the interfaces. As described above, this required grazing incidence experiments to 
be undertaken at and away from the chromium absorption edge (A.=2.0703A). 
Figure 6.6 shows the specular reflectivity for the wavelength far from the 
chromium absorption edge (A,=1.7075), from YND. In the low angle region short 
period fringes corresponding to the whole trilayer thickness dominate the profile, but 
in the high angle region, a longer period modulation is observed. When the 
wavelength is tuned close to the absorption edge, as in figure 6.7, this longer period 
structure becomes more pronounced. This confirms the results that were described in 
figure 6.5, namely that the period of the high angle fringes comes from the total 
thickness of the bottom cobalt and chromium layers. It can be seen that both the 
chromium and cobalt thickness correspond well with the intended structure. 
Nevertheless, in order to obtain such a good fit, there is a tight tolerance on the fit 
parameters, including the effective interface roughness. Not surprisingly the effective 
roughness of the Co/Cr, Co/CoO and CoO/air interfaces is substantially higher than 
that of the silicon substrate. 
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Figure 6.6: Specular ^fS'scan for YND (points) taken at A,=1.7075A and 
the simulation (line) with parameters as shown inset. 
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Figure 6.7: Specular &2Gscan for JWD taken at k=2.0703A and 
the simulation with the parameters shown in Figure 6.6. 
A comparison of the specular reflectivity profiles from all four samples is 
shown in figure 6.8. From this figure it is possible to draw a number of qualitative 
conclusions. The first arises from the loss of the long period fringes between sample 
YND and YNC, the latter having both the bottom cobalt and the chromium layers 
grown at 150°C. Somewhat surprising is the observation that sample YNB, in which 
only the bottom cobalt layer was grown at elevated temperature, shows lower Kiessig 
fringe amplitude than sample YNC. The reduction of the interference fringes in the 
reflectivity at high sample angle again suggests that growth of the cobalt layer on 
silicon at 150°C results in significant changes to the structure of the trilayer, due to 
increases in inter-diffusion across the Co/Cr interface. Sample YNA, for which all 
layers were grown at 150°C shows almost no Kiessig fringes suggesting very 
substantial alloying and no clear interfaces between the layers. Al l samples where 
the bottom cobalt layer was grown at 150°C show substantial roughness at the Si/Co 
interface. This high level of roughness may suggest the formation of a cobalt silicide 
layer at this interface which would in turn increase the coercivity of the rest of the 
cobalt layer. 
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Figure 6.8: Specular scans for the four samples taken at the Cr absorption edge 
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Figure 6.9: Off-set (-0.1°) specular scans of the four samples 
taken at the Cr absorption edge 
Analysis of the off-specular 6-26 scans showed that there was significant 
correlated roughness through the sample. This shows up as interference fringes 
(Figure 6.9) in the off-specular scans. The preservation of fringes in the diffuse 
scatter when the bottom cobalt and chromium layers were grown at 150°C suggests 
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that even when interdiffusion occurs, the real roughness is still replicated from the 
substrate to the surface of the sample. 
In order to quantify the fraction of the roughness which was conformal to that 
which was uncorrelated through the layers, an attempt was made to simulate the 
diffuse scatter detected using specimen-only scans. These simulations would also 
provide a measure of the real roughness at each of the interfaces, and thereby 
determine the interdiffusion profile across the interfaces. Thus far it has only been 
possible to fi t the data for the sample for which all layers were grown at room 
temperature, as this is the only sample for which we obtained a good fi t to the 
specular reflectivity. A f i t to the other samples was attempted, but the reflectivity 
profile could not be simulated by assuming a simple trilayer structure. As discussed 
previously, small amounts of inter-diffusion are observed as an increase in the 
effective interface roughness in reflectivity measurements. As the amount of 
interdiffusion increases, the interface profile deviates from the error function that is 
assumed in the theory, it becomes impossible to fi t the reflectivity data without 
changing the model of the interface profile. In trying to fit the remaining samples in 
series N, it was found that the data could not be fitted to a simple error function type 
interface. 
Figure 6.10 shows specimen scans taken at two different values of scattering 
angle for sample YND, one corresponding to a maximum (Figure 6.10(a)) and one to 
a minimum (Figure 6.10(b)) in the specular Kiessig fringe pattern. Due to the low 
number of interfaces and the low incident flux, the intensity of the diffuse scatter is 
low, and long count times were required to produce the data. However, good 
agreement is obtained between the simulation and the experimental data, except for 
sample angles close to the specular ridge. Figure 6.10(a) is shown on a log scale to 
demonstrate the matching of the simulation at the peak of the specular ridge. 
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Figure 6.10(a): Specimen scan at 2.0703A through a Kiessig fringe maximum. 
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Figure 6.10(b): Specimen scan through a Kiessig fringe minimum 
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Table 6.2 shows the parameters used for the simulations of Figure 6.10 and it 
is important to note that the layer thickness and interface roughness parameters 
deduced from the specular fits are used in the simulation of the transverse diffuse 
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data. The lateral correlation length, £ was found to be 110 ± 10A, and the fractal 
parameter, h was 0.25 ± 0.02. 
Layer Thickness (A) Uncorrelated 
roughness (A) 
Correlated 
roughness (A) 
Interdiffusion 
parameter 
(A) 
Si 00 0.0 1.5 2.3 
Co 208 2.8 3.0 6.2 
Cr 9 2.9 1.2 6.8 
Co 214 0.0 4.0 6.3 
CoO 16.5 1.7 3.7 8.6 
Table 6.2: Parameters used for the diffuse scatter simulations in Figure 6.10 
The deviation of the simulation from the experimental data around the base of 
the specular ridge indicates the presence of long lateral scale roughness, or 
alternatively, roughness beyond the coherence length of the x-rays. However, the fi t 
close to the specular ridge could be improved by lowering the fractal parameter, but it 
is unclear whether the fractal model could be justified with such a low value. In a 
highly diffused system, as is the case here, it is difficult to rationalise how a sharp, 
highly jagged surface, typified by a low fractal parameter, could exist. 
As the fits to both the specular and diffuse scatter are very good, it can be 
concluded that the structural model is well defined for this sample. It is interesting to 
note that for room temperature deposition the amount of interdiffusion across all 
interfaces is still extremely high, and that much of the roughness is correlated. The 
high degree of interdiffusion, at low growth temperatures, suggests that when 
interdiffusion is encouraged by deposition at high temperature the interface profile 
wil l not be Gaussian in nature, confirming the difficulties faced when attempting fits 
to the other samples in the N series. 
116 
This sample was also investigated using high resolution transmission electron 
microscopy as described above. As this is a destructive technique, this was the last 
experiment that was performed on the sample. The TEM work was undertaken at the 
University of Oxford by E. Ho and A.K. Petford-Long. 
A cross sectional TEM micrograph of YND is shown in figure 6.11 [24]. The 
phase image produced by the silicon atoms from the substrate are clearly visible and 
their spacing was used to calibrate the system for thickness measurements. A S i0 2 
layer is clearly visible, which is smooth and flat. The chromium layer is reasonably 
clear, but very thin and in some places discontinuous. Whereas the Si0 2/Co interface 
is flat, the Co/Cr and Cr/Co interfaces are rough and wavy. This wavy nature of the 
interface is replicated to the surface, by which time it has become more pronounced. 
Large columnar grains which are incoherent across the chromium layer and measure 
150 to 200A are visible, with strong texturing (predominantly ( l l 20 ) and 
(l010)[25]). The thickness of the layers that was deduced from the micrograph, are 
compared to the layer thicknesses that were found from the x-ray measurements in 
Table 6.3: 
S i 0 2 1st Co Cr 2nd Co CoO 
HR-TEM 6 A - 13A 189A-203A 7A-14A 178A-208A — 
X-rays — 208k 9k 214k 16.5k 
Roughness 2.7A 7.5k 7.5k 7.5k 9.5k 
Table 6.3: A comparison between the structural parameters independently 
obtained from x-ray and HR-TEM experiments 
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Figure 6.11: High Resolution TEM Micrograph of YND [24] 
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When comparing the thickness obtained from the two methods, it should be 
remembered that the x-ray technique measures the thickness from the centre of the 
roughness error function whilst the HR-TEM measures it from the edge of this 
profile. This is shown graphically in figure 6.12 where a 90A layer is shown, 
deposited between materials of different electron density. The role of roughness is 
also incorporated into the diagram assuming a Gaussian model. 
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Figure 6.12: A 90A layer as seen by GIXR and HR-TEM 
It is impossible to measure the thickness of the Si0 2 layer in the x-ray 
reflectivity curve because of the extremely close electron density between silicon 
and its oxide. The oxide layer is detected in the reflectivity profile as a rougher 
silicon substrate. The HR-TEM cannot distinguish the CoO layer due to the 
technique of preparation which can confuse the amorphous oxide layer with the glue 
used to prepare the samples. Although ambiguity may exist between the two 
techniques when comparing the thickness of the layers, both methods clearly show 
the high level of inter-diffusion that is found in this sample. 
The excellent agreement between the two techniques in terms of the 
thickness of the constituent layers is hardly surprising considering the inherent 
accuracy of the two techniques to length scales in the Angstrom range. More 
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important is the close relation between the measured grain size and the lateral 
correlation length that is measured from the diffuse scatter. From the TEM 
micrograph, a very clear wavy 'roughness' is observed on the top layer which is of 
o 
the order of 150A. This length scale is also reproduced at the chromium interfaces, 
although it is harder to visualise. The lateral correlation length as measured by the x-
rays is 110 ± 10A. This is lower than the wavy roughness observed in the HR-TEM 
because it is calculated from the average correlation function which is applied to all 
the interfaces, including the SiCVCo layer which, according to the TEM micrograph, 
has a substantially less wavy nature than the other interfaces. 
It has been shown that Co/Cr trilayer structures are highly sensitive to the 
deposition temperature [26]. Recent work by Scheurer et al. [27] shows that the 
growth mode of chromium deposited on epitaxial Co(0001) changes abruptly at 
41 OK. I f this were to be the case in the samples studied here, it would be expected 
that there would be a greater difference between the reflectivity curves from samples 
YNB and YNC. Nevertheless, the results in this chapter pertaining to the amount of 
diffusion at the interfaces are confirmed in NMR studies of semi-epitaxial 
[Cox/Crg]io multilayers deposited on a mica substrate with a ruthenium buffer layer 
[23]. These results show that for multilayers deposited at 100°C the amount of Co 
alloyed with Cr at the interface is equivalent to a cobalt thickness of 11 A. This 
interface width compares favourably with the results from YND, where the roughness 
was measured to be 7.5A. 
The structure of a Co/Cr trilayer, deposited at room temperature, has 
successfully been determined. The results from grazing incidence x-ray scattering 
and HR-TEM compare favourably. Both the thickness and the correlation 
length/grain size are found to be in excellent agreement between the two techniques. 
It was found that even for room temperature growth, a large amount of interdiffusion 
had occurred at each interface. In the following section, these structural techniques 
will be tested again on three nominally identical trilayers exhibiting anomalous 
coupling behaviour. 
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6.6 Samples Deposited in Zero Field 
A series of samples, designated series L, were prepared at room temperature 
by all growers in the network ensuring that no external field was present during 
deposition. The chromium thickness were nominally 5, 10, 15, 20 and 25A. The 
samples were prepared both on S i ( l l l ) and on carbon coated TEM grids. Samples 
were deposited on carbon grids such that Lorentz microscopy could be carried out. 
The magnetisation loops of the samples deposited on silicon were investigated by in-
situ MOKE. The coupling and anisotropy was also investigated by FMR and BLS. 
Al l samples showed clear ferromagnetic coupling, typified by square 
hysteresis loops, with chromium spacer layer thickness, except for the sample 
prepared by MBE with 15 A of chromium at the University of York. Three nominally 
identical samples with this thickness of chromium were prepared at the University of 
York. Two of these samples showed definite indications of anti-ferromagnetic 
coupling between the cobalt layers which was strong enough to produce a stepped 
hysteresis loop. However, Lorentz force microscopy on these samples showed that 
some areas of the sample still retained a degree of ferromagnetic alignment at 
remenance, although most of the sample showed anti-ferromagnetic alignment. This 
could be due to oscillations or fluctuations in the thickness of the chromium layer, or 
that over small areas the spacer layer was discontinuous. 
However, one of the three samples, sample B, showed a very complicated 
FMR spectra with eight peaks, and straight hysteresis loops which indicated that this 
particular sample was strongly ferromagnetically coupled. Al l samples were studied 
by in-situ MOKE which showed that the hysteresis loop from the first deposited 
cobalt layer in sample B was significantly different than that observed in the other 
two samples. It was expected that this difference could be explained in terms of 
structural differences between sample B and samples A and C. 
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In the same way that the magnetometry results from series N could be 
explained by structural models that included interdiffusion, it was hoped that 
structural changes could explain the anomalous coupling found in sample B. As it 
was predominantly the coupling that had changed, it was expected that the thickness 
of the chromium layer may be different between sample B and the other two. The 
MOKE curves from sample B suggested that some structural changes may have 
occurred to the bottom cobalt layer. The structure of the samples was investigated by 
grazing incidence x-ray analysis as well as HR-TEM. 
The samples deposited on Si(l 11) were investigated at Daresbury in a similar 
way to the N series, which is described in detail in the previous section. Figure 6.13 
shows the specular data with the corresponding best fit simulation. Also included in 
figure 6.13 is the offset (-0.1°) longitudinal diffuse scan. Figure 6.14 shows the same 
fit at the chromium absorption edge with the best fit parameters that were obtained 
from the specular fit inset. 
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Figure 6.13: Specular and Offset (-0.1) scans from 
sample A with experimental (points) and simulation (lines) 
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Figure 6.14: Best fi t simulation to sample A at the chromium 
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Both figures 6.13 and 6.14 show that the fit to the specular reflectivity from sample 
A, is extremely good. From the fits to the specular scatter, it can be seen (Figure 
6.14) that the interfaces are quite rough, but of the same order as those found in 
YND. The offset longitudinal diffuse scan in figure 6.13 shows that the roughness 
within the sample is correlated, again in keeping with the results obtained from YND. 
However, the low level of the diffuse scatter indicates that much of this apparent 
roughness is again interdiffusion. This implies that the interface profile of this 
sample is similar to that found for YND. Figure 6.15 shows the best fit that was 
possible for sample C. Both wavelengths are presented in the same figure along with 
the best fit parameters. 
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Figure 6.15: Data (points) and best fit (line) of sample C. 
The best fits from both samples shows that although the samples were nominally 
identical, the thickness of the cobalt layers were different in the two samples. The 
thickness of the two cobalt layers in sample C was approximately 11% less than 
those in sample A. However, even though the two samples differ from the nominal 
structure (more so for sample C), the chromium thickness is the same in both 
samples, i.e. 12.5 ± 1 A, which may account for the similar coupling found in the two 
samples. The similarities between sample A and FA© suggested that it would be 
possible to fit the diffuse scatter generated from sample A using the parameters from 
YND as the initial model. The results of these simulations is shown in figure 6.16 a-
d: 
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Figure 6.16: Transverse diffuse scatter from KL4 through a Kiessig Maximum (a) 
and (c), and a Kiessig minimum (b) and (d). Data taken through the same Kiessig 
fringes at chromium edge (c) and (d). Model with 4=150, h=0.15 shown in blue and 
4=110, h=0.25 shown in green. 
From figure 6.16, it is clear that extremely good fits to sample A have been 
achieved at all wavelengths and scattering vectors probed, for the same set of input 
parameters. As discussed in the previous section, which deals with the results from 
YND, the fi t to the diffuse scatter is consistently better, in the low qx region, for a 
correlation function with low values of h. This effect can clearly be seen in figure 
6.16 where two correlation functions are plotted; firstly the best fit using a low 
fractal parameter (h=0.15, 4=150A), plotted in blue, and secondly in green the best 
fit using the fractal parameter used in the simulation of YND (h=0.25, 4=1 lOA). 
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Although it has been shown, from the fits, that a low fractal parameter model is 
possible for all angles and wavelengths in this sample, the validity of the fractal 
model with such a short fractal parameter is still not confirmed, especially with the 
extremely high degree of interdiffusion that is encountered in these samples. The 
values of the various roughness parameters that can be deduced from the fits to 
sample A are tabulated below (table 6.4): 
Layer Thickness (A) Uncorrelated Correlated Interdiffusion 
roughness (A) roughness (A) parameter 
o 
(A) 
Si 00 0.5 0.2 2.4 
Co 178.5 0.7 0.2 6.4 
Cr 12.5 2.2 0.4 6.1 
Co 172.5 1.0 4.4 6.6 
CoO 16.5 4.0 2.3 8.3 
Table 6.4: The roughness parameters corresponding to the fits shown in figure 6.16 
It is interesting to note that the interdiffusion parameter for each of the 
interfaces in this sample is very similar to those found in YND. There is slightly less 
correlated roughness in the lower layers in this sample when compared with YND. 
However the overall structure is very similar to YND, even though the chromium 
thickness has increased to 12.5A from 9A. 
Al l the L series samples were investigated by TEM where it was again seen 
that samples A and C were very similar, and that the structure of both samples was 
similar to that observed in YND. However, the samples had slightly smaller grain 
sizes; ranging from only 90A to 140A, as opposed to 150 A to 200A in YND. These 
grain sizes are again in agreement with the correlation length deduced from the f i t to 
the diffuse scatter originating from sample A. The TEM micrograph from sample A is 
shown in figure 6.17. 
126 
Figure 6.17: HR-TEM micrograph from sample A [24] 
The thickness of the layers that were deduced from the TEM micrograph are 
tabulated in table 6.5, and compared to the x-ray reflectivity results: 
Sample Si02 1st Co Cr 2nd Co CoO 
Sample A A A 4 A - 7 A 169A - 173A 
o 0 
8A-4A 137A=160A — 
X-rays — 178.5A 12.5A 172.5A 16.5A 
roughness 2.4k 6.0k 6.0k 8.0A 9.5k 
Sample C 12A - 14A 156k - 165A a o 5A-7A 144A - 149A — 
X-rays — 158.5A 12.5A 162.5A 16.5 A 
roughness 2.7k 9.0k 6.0k 9.0k 13.0k 
Table 6.5: Layer thickness deduced from the TEM micrographs (bold) 
and x-ray reflectivity from samples A and C. 
Samples A and C can be used to show the importance of a detailed knowledge 
of the structure when calculating coupling and anisotropics from BLS and FMR 
spectra. Using the nominal structures for samples A and C, the interlayer coupling Kc, 
was deduced to be -0.09 erg cm" , and -0.05erg cm" respectively. However, when the 
true thicknesses were used, taking into account the reduction of the cobalt layers, 
both samples had the same anti-ferromagnetic coupling strength of -0.10 erg cm"2 
[28]. 
Sample B, which showed ferromagnetic alignment, was also studied by both 
TEM and grazing incidence x-rays to investigate whether the observed ferromagnetic 
coupling was caused by structural changes in the sample or whether it was due to a 
change in the chromium thickness. It was hoped that the anomalous in-situ MOKE 
curve from the first Co layer could be explained by a structural model that was 
different to the other samples. Figure 6.18 shows the specular reflectivity from 
sample B, taken at the chromium absorption edge: 
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Figure 6.18: Specular reflectivity from sample B taken at 
the chromium absorption edge 
The significantly different shape of the reflectivity curve between detector 
angles of 2 and 4 degrees is immediately obvious. The best fit to the data is also 
shown in figure 6.18. However, it was found that a more complicated model was 
needed to fit sample B than any of the other trilayers studied. A deduced schematic 
of the structure of sample B, deduced from the current best fit, fitted is shown in 
figure 6.19 
CoO 14.5k 
Co 163.5 k 
Cr 7.5 k 
Co02Crog 8.0 k 
Co 189.5k 
CoSi2 13.0k 
Si 
< 9.0A 
<— 10.0A 
<— 8.0A 
< 4.0A 
< 4.0A 
< 9.5A 
< - 6.0A 
Figure 6.19 Schematic of the model used to fit sample B. 
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Initially the sample was fitted with a simple Si/Co interface, in the same way 
as for all other samples. This method required an extremely large interface roughness 
at this interface which clearly implied that interdiffusion had occurred across this 
interface. The fi t was considerably improved with the addition of a thin cobalt 
silicide layer, which took into account the large amount of interdiffusion that was 
thought to have occurred. The formation of a silicide layer could well explain the 
anomalous MOKE curve because the subsequent growth of the cobalt layer would 
have been affected. It was extremely difficult to find an accurate thickness of the 
chromium layer in this sample, and an alloyed interface layer was added to the 
model. Thickness measurements based on EDAX [29] suggested that the chromium 
layer was 23A thick. However, no f i t was possible using a discrete chromium layer of 
this thickness. Moreover, this technique was known to be highly inaccurate as it gave 
incorrect thickness measurements for sample A for which the thickness of the layers 
was well known. 
HR-TEM studies (figure 6.20) showed that there was a large fluctuation of 
layer thickness for both the bottom cobalt and chromium layers, even over the small 
area of sample studied. The chromium layer was more distinct in this sample 
showing that it was thicker and more continuous than samples A and C. Table 6.6 
shows the thickness of the layers that were deduced from the micrograph: 
Sample S i 0 2 1st Co Cr 2nd Co 
Sample B 15A-24A 150A- 163 A 10A-24A 139 A - 156 A 
Table 6.6: Layer thickness calculated for sample B from HR-TEM 
130 
'. . I f . 
'Sii 
1,1 £ n n 
K M CD l i . " * I ' . J - ' < , CO 
CD 
• 
m 
: 
1 
: 
Figure 6.20: HR-TEM of sample B [24] 
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The most striking difference between this TEM micrograph and the ones 
presented previously is the structure of the Si/Co interface. The silicon oxide layer is 
much thicker for this sample, but more importantly there is an interdiffused layer of 
material approximately 16 ± 5A thick between the oxide layer and the deposited 
cobalt. This is the layer that was simulated independently in the reflectivity by 
assuming the formation of a cobalt silicide. As silicon oxide is extremely stable, it 
seems unlikely that a silicide layer should have formed for room temperature 
deposition. However a definite layer is present which may have resulted from the 
preparation technique of the substrate or may indeed be a silicide layer. From neither 
structural technique, HR-TEM or x-rays, has it been possible to identify categorically 
this layer; however its effects may have caused considerable change to the structure 
of the sample. 
6.6.1 Concluding remarks about samples deposited in zero field 
Although it has not been possible to characterise structurally sample B using 
GDCS as fully as the other samples in this chapter, it has been shown that there is a 
significant difference in terms of structure between sample B and the other two. A 
model of the sample is proposed which includes a cobalt silicide and an alloyed 
Co/Cr layer. These structural changes are confirmed in the TEM micrograph where a 
thicker chromium layer was seen. In both techniques a thin layer of an unknown 
material is present on the substrate/cobalt interface. This layer may well have 
effected the subsequent growth of the cobalt layer resulting in the anomalous MOKE 
curve observed. 
For the two samples which showed anti-ferromagnetic coupling, the value of 
the chromium thickness found agrees well with values found in the literature. In both 
cases the specular reflectivity was fitted accurately, and for sample A, the diffuse 
scatter was also fitted. The fits to the diffuse scatter show that this sample is indeed 
similar in structure to sample YND, with similar levels of interdiffusion at the 
interfaces. 
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6.7 Conclusions 
In this chapter the structure of Co/Cr trilayers have been investigated. The 
grazing incidence x-ray technique has been successfully applied to system with a 
high degree of interdiffusion. Independent structural work on the same samples 
carried out by HR-TEM has confirmed many of the results found by the x-rays. 
The GIXS results show that it is possible to fi t systems which exhibit a high 
level of interdiffusion. It has been shown that even though much of the roughness 
deduced from the specular scans is in fact due to interdiffusion, much of the 
remaining roughness is correlated through the system. In fitting the diffuse scatter, it 
was shown that the fits could be improved by fitting to a very low fractal parameter. 
The validity of the fractal model for such a low value of h has yet to be confirmed. 
The most important result obtained in this chapter is the close relation 
between the HR-TEM micrographs and the grazing incidence diffuse scatter. It is 
interesting to note that the results from the two methods agree, even though they 
sample the system over very different length scales:- 100A for TEM, 1cm for GIXS. 
The TEM micrographs show conclusively that the correlation length determined from 
fits to the transverse diffuse scatter is a measure of the lateral grain size. Although, it 
is possible to fi t the x-ray data with a correlation length defined for each interface, 
the computations are extremely time consuming. However, it has been shown that 
fitting to an average correlation function gives results which are comparable to the 
HR-TEM results. 
This chapter has continued the investigation of graded systems and tested the 
GIXS code on samples for which TEM is available. The close matching of the two 
techniques gives an added confidence level in both the GIXS technique and the 
fractal model in investigating metallic multilayered systems. 
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Chapter 7 
X-Ray scattering from Molecular Beam Epitaxy 
(MBE) grown Cu/Co (111) Multilayers 
7.1 Introduction 
The results presented in this chapter are taken from a series of experiments 
undertaken by the author together with, in particular, P.A. Ryan of the University of 
Leeds. These experiments were designed to investigate the effects of growth 
temperature on the magneto-transport properties of Cu/Co multilayers. The 
background to these experiments is presented to the reader in section 7.2. Section 7.3 
consists of a description of the growth conditions of the samples studied. The 
magneto-transport results relating to the samples under investigation are then 
discussed in section 7.4. An analysis of the x-ray characterisation of these samples is 
begun in section 7.5, where the specular scatter from the samples is reviewed. 
Following this, and prior to a brief look at the diffuse scatter (section 7.5.1), the 
current best fits of the specular scatter are presented. In order to model the diffuse 
scatter, the results of high-angle diffraction experiments are important. The results 
from double and triple axis diffraction experiments are thus presented in section 7.6. 
The diffuse scattering from the grazing incidence measurements is analysed in the 
light of the results obtained in section 7.6 in section 7.7. The results obtained from all 
the x-ray scattering experiments are then summarised in section 7.8. 
7.2 Background 
As has already been discussed in chapter 2, the giant magneto-resistance 
(GMR) effect was first discovered in 1988. It was quickly found that this effect was 
observable in Cu/Co multilayers. Oscillatory exchange and magneto-resistance was 
observed up to the fourth anti-ferromagnetic maximum for sputtered materials. 
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However, when the same experiment was repeated on multilayers deposited using 
molecular beam epitaxy, the resulting strongly textured samples exhibited very weak 
oscillatory behaviour. The first antiferromagnetic (AF) peak is predicted to occur for 
a copper spacer layer thickness of 9A [1]. There are several reports in the literature 
that AF coupling does indeed occur for copper thickness of this value, however, in 
contrast to the sputtered samples the second order AF peak is rarely seen [2]. In the 
work of Schreyer et. al. [2] the second AF coupling peak in Cu/Co (111) multilayers 
has been observed using spin polarised neutron reflectivity. 
The major difference between MBE and sputtering is in the crystallographic 
structure and interface morphology of the films. Despite the existence of differing 
models which describe the GMR effect in transition metal systems (chapter 2) in 
relation to either surface roughness or Fermi surface effects associated with 
crystallographic texture, definitive experiments which can separate the two are rare. 
The experiments which gave the results described in this chapter originated from a 
desire to create an experiment whereby it would be possible to separate 
unambiguously the effects on the GMR by the Fermi surface and effects from 
interfacial roughness. 
An initial experiment was carried out by Xu et. al. who showed that the GMR 
was proportional to the width of the high angle rocking curve [3]. With the 
correlation between structure and GMR being observed it was decided to conduct a 
more in-depth analysis. 
7.3 Sample Preparation 
The samples were all grown in a VG80 Semicon MBE machine at the 
University of Leeds [4]. Four sets of samples were prepared covering the first anti-
ferromagnetic coupling peak, which in this case occurred for copper thicknesses in 
the range of 7-8A [3]. The buffer, seed and capping layers, as well as the cobalt 
layers, were deposited with a constant thickness. The thickness of the copper spacer 
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layer was varied across the sample by the use of a shutter to produce a wedged 
multilayer. 
The samples were deposited onto a ( l 120) sapphire substrate which had been 
cleaned in acetone and ethanol and mounted onto a molybdenum block. The substrate 
was then heated to a temperature of 950°C. At this temperature a nominally 30A 
thick niobium seed layer was deposited at a speed of lA/s. Due to the reactivity of 
niobium it is not possible to deposit cobalt directly onto a niobium layer [5] and so 
the sample was allowed to cool to 375°, and a copper buffer layer of the same 
nominal thickness as the niobium was deposited at a slower rate of 0.2A/s. The 
multilayer was then deposited when the substrate had reduced to the correct 
temperature. Finally a thin gold capping layer of approximately 15A was deposited to 
prevent oxidation of the top few bi-layers. The sample was cut with a diamond saw 
to produce a set of samples with different copper thicknesses. This method of sample 
preparation is similar to that used by Brohl et. al. [5] where Co/Cu multilayers were 
also deposited onto sapphire substrate with niobium seed layers. 
Two series of samples will be considered in this chapter. In the first, 
designated series A, the copper thickness was nominally 7 A , and series B corresponds 
to that part of the wedge where the copper thickness was 8A. The multilayer was 
prepared at three different substrate temperatures; room temperature, 100°C and 
finally at 150°C. Table 7.1 summarises the growth temperatures for the constituent 
layers within the samples: 
Nb Seed (°C) Cu Buffer (°C) Multilayer (°C) 
Sample 1 950 375 23 
Sample 2 950 375 100 
Sample 3 950 375 150 
Table 7.1: The sample temperature during deposition 
of the layers for both series of samples 
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As a comparison, an additional wedged sample was prepared with the copper buffer 
layer deposited at 250°C, with all the other parameters the same as for sample 1. 
These control samples have been designated CA for the sample which corresponds to 
sample 1 in series A (Cu = 7 A), and CB for the corresponding sample in series B 
(Cu=8A). The deposited layer quality in all samples was monitored during growth by 
the use of an in-situ reflection high energy electron diffraction (RHEED) system. 
After deposition, the samples were subjected to a magneto-transport 
investigation at the University of Leeds. The resistivity as a function of applied field 
was recorded at 4.2K using a standard 4-probe d.c. system. The contacts were spring 
loaded and were spaced at an interval of 2.5mm, and the resistance measured whilst 
the field was applied in the plane of the layers. The resistivity was then calculated 
from the resistance when corrected for shape effects [6]. The magnetisation versus 
field data was recorded by making use of the optical Kerr effect. In the next section, 
the magneto-transport results from the two series of samples will be presented. 
7.4 Magneto-transport Measurements 
The magnetometry results contained in this section were carried out by P.A. 
Ryan and J. Xu at the University of Leeds, who were working throughout the 
collaboration with the author in the work described and analysed in this chapter. The 
magneto-resistance and the coupling were measured for all the samples. The giant 
magneto-resistance (GMR) versus field, for all the samples in series A is presented in 
figure 7.1. 
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Figure 7.1: The GMR loops at 4.2K for series A. 
The GMR loop for sample CA is also shown in figure 7.1. The shape and size of the 
GMR is seen to be different for all the samples, but as well as the GMR changing, 
the saturation field is also seen to depend on the deposition temperature. The 
saturation field for the two samples where the multilayers were deposited at room 
temperature are identical, even though their GMR is very different. On the other 
hand, the saturation field is clearly seen to follow the multilayer deposition 
temperature. The magnitude of the GMR does not follow such a clear trend. 
The magneto-resistance decreases steadily from 50% for sample Al down to 
22% for sample A3, as the multilayer deposition temperature increases. These results 
are in contradiction to the results obtained by Harp et. al. who observed that a 
significant enhancement (25%) of the GMR occurred for multilayers deposited at 
150°C [7], It is interesting to note that the two samples with the same multilayer 
deposition temperature and saturation field have different GMRs, (50% for sample 
Al, compared with 31% for sample CA). The resistivity of the samples across a 
series was also seen to change with deposition temperature. The changes in the 
resistivity for the samples in series A are tabulated in table 7.2: 
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Sample GMR (%) Resistivity (pl^cm) 
A l 50 9.7 
A2 35 11.1 
A3 22 12.3 
CA 31 11.7 
Table 7.2: The GMR and resistivity of series A, at 4.2K 
The resistivity of the samples in series A is seen to fluctuate over a couple of uI2cm. 
Although changes in the resistivity of samples clearly occur with multilayer 
deposition temperature, these changes are not sufficient to explain the changes in the 
observed GMR. An earlier study by Laidler et. al. on the effects of annealing Cu/Co 
multilayers found that the changes in GMR could be attributed to changes in the 
resistivity of the samples resulting from a change in the structure of the capping layer 
[8]. 
It is well known, (see chapter 2) that the GMR is strongly dependent on the 
amount of AF coupling between the magnetic layers, which in turn varies with the 
spacer layer thickness. The volume fraction of AF coupling can be inferred from the 
remanent magnetisation. To confirm that the changes observed in the GMR could not 
be attributed to a difference in the AF coupling strength between the samples, room 
temperature MOKE loops were undertaken. The MOKE curve for sample A3, is 
shown in figure 7.2. Also included in figure 7.2 are the remanent magnetisation 
values for all the samples in series A. 
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Figure 7.2: The room temperature MOKE loop from sample A3, and inset the 
tabulated values of the remanence from the other samples in series A. 
As can be seen from figure 7.2 there is no trend in the remanence with GMR. The 
fact that the remanence is similar for all the samples indicates that the volume 
fraction of anti-ferromagnetic coupling in each sample was similar. The room 
temperature MOKE curves suggest that the GMR changes cannot be attributed to 
changes in the magnetic coupling; however the changes observed in the saturation 
field of the GMR suggest otherwise. Such a discrepancy has been observed 
previously by Clarke et. al. [9]. The observed changes in the magnitude of the GMR 
are thus likely to be caused by changes in the structure of the samples. 
The data presented above has all been from series A. The data from Series B 
exhibits similar behaviour. The difference in the magneto-resistance between series 
B, and series A can be explained in terms of the thickness of the copper layer. 
Changes to the thickness of the copper layer result in changes to the coupling, and 
hence the GMR. The GMR values for both series of samples are tabulated below in 
table 7.3: 
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Series A Series B 
Sample GMR Sample GMR 
A l 50 B l 47 
A2 35 B2 29 
A3 22 B3 18 
CA 31 CB 28 
Table 7.3: The GMR for the samples in series A,B and C 
As can be seen in table 7.3, the changes in the magneto-resistance between series A 
and B were typically only a few percent. 
The magneto-resistance loops in figure 7.1 are affected by two mechanisms: 
The saturation field is dependent on the growth temperature of the multilayer, whilst 
the GMR and resistivity are affected by both the buffer and multilayer growth 
temperatures. As evident from the MOKE curves, the large changes in the magneto-
transport properties of the multilayers cannot be explained in terms of changes in the 
coupling. 
In order to understand the dependence of the GMR on growth temperature, an 
in-depth x-ray characterisation of the samples was then carried out. Both grazing 
incidence scattering as well as high angle diffraction experiments were undertaken in 
order to identify structural changes in the samples which could then be correlated to 
the known changes in the magnetic properties of the samples. 
7.5 Grazing Incidence Characterisations 
Both series of samples were subjected to a full x-ray characterisation on 
station 2.3 at the Daresbury SRS by the author. Specular, (-0.1°) off-specular and 
transverse diffuse scans were recorded on all samples. Due to the low contrast 
between the materials, anomalous dispersion (chapter 5) techniques were required. 
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The scans were recorded at (A,=1.38A) and away (X=\ASA) from the copper 
absorption edge. 
Due to the time consuming nature of quantitative analysis, fits to the specular 
and diffuse scatter were only undertaken on series A. However, qualitative 
information on the structural changes induced by the changing temperature of 
deposition can readily be obtained by direct comparison of similar data sets. Figure 
7.3 shows the specular scatter from series B, taken at the copper absorption edge. 
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Figure 7.3: Specular &29 scans for series B, recorded at the copper absorption edge. 
As expected, the specular scans from series A were identical, but with the Bragg 
peak at a slightly different position due to the different bi-layer repeat thickness 
caused by the thinner copper layer. The specular scans for series A are shown below, 
with their corresponding best fits. Al l the specular scans show clear Kiessig fringes, 
but there are significant differences between the samples. The specular scans from 
both series of samples show differences in the vicinity of the Bragg peak. There is an 
additional fringe which becomes more pronounced as the GMR rises. These fringes 
were subsequently found to be due to the effects of the capping and buffer layers. 
The Bragg peak intensity, which is proportional to the roughness at the interfaces 
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within the multilayer, is seen to reduce as the deposition temperature of the 
multilayer was increased. 
These results suggest that the GMR is proportional to the interface roughness. 
The variation of GMR with interface roughness has been studied by several authors, 
for example see Ueda et. al. [10] and references therein. The results obtained above, 
namely that the MR decreases as the surface roughness increases has been observed 
in sputtered Cu/Co multilayers by a number of investigators at different institutions 
[10,11]. On the other hand, epitaxial Cu/Co multilayers investigated by Kingetsu et. 
al. [12] and Fe/Cr layers studied by Fullerton et. al. [13] show the opposite 
behaviour. Studies where the interface has purposely been damaged by the inclusion 
of Zr [14] or Au [15] suggest that the GMR is proportional to the interfacial 
roughness and that this underlies all the results obtained above. 
The conclusions drawn above, as well as those in references 9-14, (which 
relate the structure to GMR, result from reflectivity studies alone) suggest that 
roughness plays an important role in defining the GMR, but that there are other 
mechanisms which can also effect the magnitude of the GMR. It has been shown in a 
series of theoretical papers by Barnas et. al. that the statistical nature of the surface 
can also effect the GMR [16,17,18]. The variation of the GMR with the statistical 
nature of the interfaces may explain why the GMR of sputtered systems (0.6 < h < 1) 
and MBE epitaxial samples (0.1 < h < 0.4) is so different. In order to study the 
statistical nature of the surface the diffuse scatter should be investigated. This wil l be 
undertaken in sections 7.5.1. and 7.7. Prior to the discussion of the diffuse scatter, the 
results obtained from fitting the specular scatter from series A is here presented. 
The specular scatter from the samples was fitted using the code described in 
previous chapters. The fitting of the reflectivity data was undertaken in conjunction 
with Paul Ryan of the University of Leeds. The samples were fitted at both 
wavelengths, and the final best fits apply equally to both wavelengths. When the 
fitting was attempted it was found that only i f the top copper layer had alloyed with 
the gold cap could the samples be fitted. This assumption was required before the 
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near surface electron density and the phases of the Kiessig fringes could be fitted. 
This phenomenon had been observed before in an annealing study of Cu/Co 
multilayers by Laidler et. al. [8] and in other studies [e.g. 19]. 
In the case of samples Al and A2 it was not possible to fit the rise in specular 
scatter for scattering angles just greater than the Bragg peak (figure 7.3) by varying 
any of the parameters. The best fi t to sample Al, assuming the nominal structure, is 
shown in figure 7.4. 
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Figure 7.4: The best fit to Sample Al 
The enhancement of the specular scatter could only be fitted by assuming an 
additional periodicity in the structure [20]. The fitting of the multilayer position and 
roughness was difficult for sample A3, where there is not a clearly defined Bragg 
peak. The specular scans for series A recorded at the copper absorption edge are 
shown in figure 7.5 along with the their current best fits. 
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Figure 7 5: The specular scatter recorded at the absorption edge for series A with 
their corresponding best fi t structures [21] 
The best parameters obtained from the best fit curves in figure 7.5 are tabulated 
below in table 7.4: 
Seed Buffer Bi-layer Cap 
t/A±3 t/A+3 t/A±0.5 t/A±l Alloy 
A l 20 22 19.9 7 33 5 CU6 6 AU34 
A2 22 46 18.8 7 30 4 CU37AU63 
A3 35 45 19.2 11 27 10 Cu 4 2 Au 5 8 
Table 7.4: Fit parameters from series A. 
The fits to the specular scatter confirm the quantitative trends observed from 
series B. The roughness of the multilayer increases as the deposition temperature 
rises. It has proved difficult to isolate the thickness of the buffer and seed layers. The 
total thickness of these two layers can be estimated from the Kiessig fringe period. 
The alloy composition is also shown to vary across the range of samples. 
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The fitting of the specular scatter was further complicated by the fact that the 
samples are highly figured, and therefore the specular ridge is not smooth. This is an 
artefact of using sapphire as a substrate. However, figuring does not effect the 
diffuse scatter, and in the next section, the diffuse scatter originating from the 
samples will be investigated. 
7.5.1 Diffuse Measurements 
Figure 7.6 shows the off set (-0.1°) specular Q'29 scans for the samples in 
series B. 
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Figure 7.6: The off-specular scans for series B 
All the off-specular scans show a clear off-specular Bragg peak. Again, the scans for 
series A were the same. The presence of an off-specular Bragg peak is indicative of 
correlated roughness through the multilayer. However, as there are no other 
modulations in the off-specular scans, the vertical correlation length is deduced to be 
less than the total thickness of the sample. The width of this off-specular Bragg peak 
is significantly narrower for sample B2. This is probably due to there being less 
variation in the bi-layer thickness in this sample, although it could also be indicative 
of a larger out of plane correlation length. 
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Figure 7.7 shows a full reciprocal space map (FRSM) of the diffuse scatter 
recorded from sample A2. By comparing this FRSM to those calculated in chapter 3, 
the partially correlated nature of the roughness is emphasised. 
q,(A"') 
Figure 7.7: FRSM of the diffuse scatter originating from sample A2. 
Unlike the specular scans, it is possible to identify the Bragg peak position clearly 
for all the samples in the off-specular scans shown in figure 7.6. The line marked in 
figure 7.6 shows that the bi-layer thickness is similar for all samples within each 
series. For series B the bi-layer thickness was calculated to be 19.3 ± 0.2A and the 
same analysis on series A results in a bi-layer for the multilayer of 18.4 ± 0.2A. 
These changes are consistent with the copper layer changing by lA. 
The correlated roughness was investigated more fully by undertaking the 
analysis developed by Savage et. al. [22] which is discussed in more detail in chapter 
3 above, in section 3.11. The amount of correlated roughness is plotted as a function 
of GMR in figure 7.8: 
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Figure 7.8: The correlated roughness as a function of GMR as deduced 
using the method developed by Savage et. al. 
The uncorrelated roughness was also estimated using the same technique. This 
uncorrelated component of the roughness was found to be 4.5 ± 1 A, and there was 
little variation between the samples. 
All the data to this point points implies that the GMR is proportional to the 
interface roughness and more importantly to the amount of correlated roughness. The 
specular scatter clearly shows that as the roughness decreases, the GMR increases. 
The analysis of the diffuse scatter also shows that GMR increases as the roughness 
decreases. The analysis of the diffuse scatter at the Bragg peaks shows that it is the 
correlated component of the roughness that is decreasing. 
However, it has already been shown that the Born analysis of the diffuse 
scatter only yields correct results when (a) the sample is either highly correlated or 
highly uncorrelated and (b) that the lateral correlation length is large. The second 
criterion is, however, clearly not so important when comparing samples with similar 
correlation lengths. In the case of these samples, the nature of the surface is not 
known, and additionally there may well be large differences in the lateral correlation 
length between the samples caused by the deposition temperature changes. The high 
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degree of the conformality of the roughness cannot be assumed, and the diffuse 
scatter from the samples had to be simulated to obtain a more realistic picture of the 
correlations present in the samples. 
Attempts by the author and collaborators to fi t the diffuse scatter to a single 
set of parameters have not been successful. For sample A3, it was possible to f i t the 
diffuse scatter to one covariance function. This was not the case for sample Al where 
two correlation lengths were required. One value of the correlation length accurately 
described the diffuse scatter away from the Bragg peak, but it was observed that a 
correlation length approximately 10 times this value was required to f i t the diffuse 
scatter at the Bragg peak. Sample A2 could be fitted with either model. These ideas at 
first sight seems strange as it should not be possible to have multiple fractal surfaces 
coexisting on a surface. During the high angle diffraction studies it was also observed 
that two length scales exist within the multilayer. The coexistence of two length 
scales is visually more apparent in the high angle results and so in the next section 
the high angle diffraction results will be presented. The modelling of the diffuse 
scatter obtained under grazing incidence conditions will be returned to in section 7.7 
after the discussion of the high angle data. 
7.6 HAXRD Measurements 
The samples were initially characterised by double axis (large angular 
acceptance for the detector) diffraction by H. Laidler at the University of Leeds. In 
order to obtain detailed information about the sample the data obtained in grazing 
incidence experiments requires fitting. The same is true for data collected in high 
angle regimes. The high angle x-ray diffraction (HAXRD) scans from series A 
obtained in the University of Leeds laboratory are shown in figure 7.9: 
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Figure 7.9: HAXRD scans originating from series A 
The instrument resolution limited (110) sapphire substrate peak is clearly present in 
the scans and is marked as position A in figure 7.9. A strong Cu/Co (111) peak is 
observed at 2#=43.8° (C) corresponding to the average ^-spacing of Cu and Co. 
Information on the thickness and roughness of the Nb seed layer and capping layer 
can be found by fitting to the fringes observed between the substrate and the Cu/Co 
peaks, the region marked in figure 7.9 by B. A first order satellite (D) was observed 
in all samples. This peak arises from the effective lattice parameter of the bi-layer 
thickness of the multilayer and is the thus the same as the Bragg peaks observed in 
reflectivity studies. Immediately apparent in figure 7.9 is the changing height of the 
Co/Cu (111) peak. The intensity of the multilayer peak falls as a function of 
multilayer deposition temperature. This reduction in intensity is coupled with a slight 
increase in the width of the peak as the temperature increases. The changes observed 
in the zero order diffraction peak are matched by corresponding changes at the first 
order satellite peak. 
A simulation programme was developed by H. Laidler [23] and modified by 
D. Dekadjevi [24]. The simulation programme is based on the SUPREX code 
developed by Fullerton et. al. [25] which inturn relies on the earlier work of Schuller 
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[26], In this code, the diffraction of either multilayers or trilayers can be calculated. 
For the particular samples studied here, where a multilayer was deposited on a buffer 
and seed layers a modification was required to allow structural parameters on all the 
layers to be obtained. The seed, buffer and capping layers in these samples were 
modelled as a trilayer structure and the resulting simulation was added incoherently 
with the simulation resulting from the pure multilayer. For more details, the reader is 
referred to the Ph. D. thesis of Laidler [27] An example of a typical fit resulting from 
the procedure described above is shown in figure 7.10, where the HAXRD data has 
been simulated for sample Al by D. Dekadjevi, University of Leeds. 
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Figure 7.10: The HAXRD trace and corresponding best fit to sample Al [28] 
The simulation program is able to calculate two different kinds of disorder in the 
multilayer [25]: discrete fluctuations on the bi-layer thickness and lattice parameter 
variations. Variations in the lattice parameter can either be modelled as an 
interdiffusion of the Co and Cu at the interface or as a "continuous roughness" which 
measures deviations of the lattice parameter away from the weighted average of the 
Co and Cu caused by increased strain at the interface. The simulations attribute the 
variation of the height of the Co/Cu (111) peak to changes in this continuous 
roughness (see table 7.5). The layer thickness fluctuation is not related to the 
crystalline order and therefore will have limited influence on the Co/Cu peak. Based 
153 
on the binary phase diagram of Co and Cu at these growth temperatures, the 
interdiffusion between them is expected to be negligible, and in these simulations 
this parameter has been set to zero. 
The shape of the x-ray scan between the substrate and the main Co/Cu peak is 
due to scattering from the Nb and Cu buffer layers as well as from the gold cap. From 
the lattice spacings of Au and Nb, it is possible to model the shape of the shoulder on 
the right-hand side of the substrate peak. The maximum position of this shoulder will 
be strongly dependent on the exact composition of the cap. There is a displacement 
of this peak from one sample to the other which implies that the composition of the 
cap varies between layers. This can be explained by the formation of a Cu-Au alloy 
in the cap. The parameters obtained from the high angle fits are presented in table 7.5 
below: 
Seed Buffer Cu Co < 
t/k 
±5 
t/k 
±5 
t/k 
±0.4 
CTCR 
±0.01 
t/k 
±0.4 
OCR 
±0.01 
t/k 
±5 
Alloy 
A l 52 28 7.9 0.04 10.6 0.04 53 Cu 2oAu 8 0 
A2 42 37 7.9 0.07 10.6 0.07 35 Cu 1 3 Au 8 7 
A3 42 35 7.9 0.08 9.8 0.08 41 Cui 3 Au 8 7 
Table 7.5: Parameters from the HAXRD experiments [28] 
The results from the high angle data collected in the laboratory show similar 
trends to the grazing incidence reflectivity studies discussed previously. The 
continuous roughness which measures the change in lattice parameter due to strain at 
the interfaces is seen to increase as the deposition temperature rises. This continuous 
roughness is a measure of the interfacial roughness that was also observed to rise as 
the deposition temperature of the multilayer increased. The major differences 
between the data set collected at high angle, and that collected under grazing 
incidence is in the calculation of the composition of the cap. Grazing 
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incidence studies are highly sensitive to this term, whereas the calculation in the high 
angle scans relies on calculations of the lattice parameter according to Vegard's law. 
It has been shown experimentally [29] and theoretically [30] that CuAu alloys show 
deviations from this law, and as such the correct composition is more likely to be that 
determined from the low angle data presented in table 7.4. 
The high angle diffraction work undertaken at Leeds was extended, and a 
high angle diffraction experiment was carried out by the author at Station 2.3, 
Daresbury SRS with an incident radiation of A,=1.38A. Analyser slits immediately in 
front of the detector were set to 100pm, along with 100pm beam defining slits, 
giving a measured instrumental resolution of 39" which was far superior to that 
obtainable in the laboratory. Similar measurements were also undertaken by the 
author on BM16 at the ESRF where the wavelength was A.=0.6A. The incident 
geometry on BM16 was the same as that on station 2.3, but as well as 100pm 
detector slits it was also possible to use a G e ( l l l ) analyser crystal. [31]. With this 
increased resolution it is possible to obtain information on the lateral direction the x-
rays have been scattered in both detector geometries. In this way it is possible to 
distinguish between lattice dilations {9/26 scans) and tilt, or mosaic, distributions (6 
scans) [32]. For the ultra high resolution double axis experiments (detector slits 
=100pm), the resolution in qz and qx is comparable to that obtained with a Ge 
analyser. In the experiments detailed here, the width of the slit was set to 4mm, 
resulting in poor resolution in qy. 
Figure 7.11 is an example of the high resolution HAXRD from the samples 
obtained at the synchrotron sources. Initially the samples were aligned with respect to 
the Sapphire (1120) reflection. The position of the Co/Cu peak was then used to 
realign the sample and the 6/2 6 scan repeated. The large difference in intensity at 
both the Sapphire substrate peak and the Co/Cu peak indicate that the multilayer is 
misaligned to the substrate normal. This information was not accessible with the 
poor resolution of the laboratory experiment. 
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Figure 7.11: HAXRD data taken on station 2.3, SRS, obtained from sample B2 
Information on the lateral structure of the sample can be obtained by 
investigating the scatter out of the specular condition. This scatter is usually 
measured by rocking the sample, whilst the detector angle remains fixed. In a single 
crystal the width of the Bragg reflection is defined, using dynamical diffraction 
theory, as the Darwin width [33]. The Darwin width defines the angular range over 
which the incident wave is reflected and as such is a measure of the separation of the 
dispersion surfaces. The Darwin width is very small, and the calculated FWHM for 
an incident wavelength of X=\.54k for Si 004 is 3.83" and Ge 111 16.69" [34]. In 
multilayer structures the width of the diffraction peak is much larger and kinematical 
theory can be used [35]. For surfaces with extended disorder, the rocking curve width 
is increased. The idea of a mosaic crystal is commonly employed to explain this 
observed broadening. A mosaic crystal can be considered to contain many smaller 
perfect crystals slightly misaligned with respect to one another. These mosaic blocks 
are large when compared to the coherence of the incident x-rays and thus the 
scattering from them does not interfere [36]. 
The effect of roughness and tilt, or mosaic distribution, can easily be 
separated by comparing the variation of the FWHM of these scans as a function of 
scattering vector. In general, i f the broadening is caused by roughness, then the 
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FWHM of the peak will be constant in qx. If, on the other hand, the width of the peak 
is caused by tilts, large in relation to the coherence length of the incident x-rays, the 
FWHM will be constant in angle. Holy et. al. has predicted that the interface 
roughness within a multilayer structure has no affect on the main multilayer 
diffraction peak (C in figure 7.9), and that the satellite peaks show a broadening 
which varies as the square of the satellite order [37]. This has been demonstrated in 
recent work on the Fe/Au system [38]. 
The initial work by the author on these samples investigated the mosaic 
nature of the samples by fitting the rocking curves to a Lorentzian line shape [39]. 
Within the error of the analysis there was no difference in the widths of the 
transverse scans taken through the zero order 111 Cu/Co multilayer peak and the first 
satellite due to the bi-layer. This suggests that the samples exhibit a mosaic character. 
In agreement with the earlier work carried out on these samples by Xu [3], the GMR 
increased as the mosaic spread reduced. The angular width of the transverse scans 
through the zero order Bragg peak ranged from 1.2 ± 0.1° for the low GMR samples 
to 0.7 ± 0.05° for the high GMR samples. A similar mosaic width was observed for 
epitaxial Co/Cu(001) multilayers deposited on sapphire substrates by Di Nunzio et. 
al.. Here the mosaic spread was found to be 0.7° [40] 
Recently, work on metallic systems has shown that the broadening of the 
transverse scans can be caused by lateral correlations, or tilts which are small in 
comparison to the coherence of the x-rays. In this work, we have used the correlation 
function introduced by Gibaud et. al. [41]. This correlation function was used to 
explain the shape of rocking curves originating from a Nb layer deposited onto a 
Sapphire (1120) substrate. The particular correlation function described in this work 
predicts a Lorentzian squared line shape for the transverse scan. The width of the 
peak in qx is directly related to the inverse of the correlation length. A correlation 
length of approximately 76A was found for the Nb layer under investigation. Similar 
work by Miceli et. al. showed that length scales of a similar order were found for thin 
films of ErAs and Ino.7Gao.3P on GaAs. 
157 
Transverse diffuse scans through the zero and first order satellite high angle 
multilayer peaks were carried out at both station 2.3, Daresbury SRS and B M 16, 
ESRF. The transverse scans through the zero order diffraction peak from samples A3 
and ,4/ are shown in figure 7.12 and 7.13 respectively. 
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Figure 7.12: Transverse scan through the Cu/Co (111) peak for sample A3, 
taken at the ESRF using detector slits. 
Experiment (points), fit to a Lorentzian squared line shape (line) 
The rocking curves from all the samples could be fitted extremely well to the 
Lorentzian squared line shape introduced by Gibaud et. al. For the high temperature 
multilayers the rocking curves could be fitted to a single Lorentzian squared (as in 
figure 7.12) but, as the temperature of deposition decreased, a second peak was 
required to fit the line shape. This second peak, which could also be fitted to a 
Lorentzian squared line shape, was most pronounced in samples Al and Bl. Figure 
7.13 shows the rocking curve for sample Al, where a second, sharper peak is clearly 
visible. 
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Figure 7.13: Transverse scan through the Cu/Co (111) peak for sample Al, 
taken on Station 2.3, Daresbury SRS using detector slits. 
Experiment (points), fit to a convolution of Lorentzian squared line shapes (line) 
Two component line shapes very similar to those shown in figure 7.13 have 
been observed for metal layers deposited on sapphire. Stierle et. al. evidence two 
component rocking curves for MBE grown Co films deposited on sapphire [42]. The 
widths and relative intensities of the two line shapes is very similar to that obtained 
above. A very similar result has also been observed in MBE deposited Cu/Co(l l l ) 
multilayers deposited at 45°C by Bodeker et. al. [43]. 
Although this additional peak is required for an accurate fit, a comparison of 
the integrated intensities of the two peaks shown in figure 7.13 shows that the 
contribution from this second peak, corresponds to only 10% of the total integrated 
scatter for sample Al. For all samples, it is the broad line shape that dominates the 
rocking curve. Although the fit to the peaks is extremely good, a range of FWHM 
were found from each sample as the experiment was repeated at the different 
sources. The observed differences in the FWHM between experiments are related to 
the fact that the sample is not homogenous over its entire surface area and slightly 
different areas of the sample are probed whenever a new experiment is undertaken. 
159 
In some samples, a resolution limited spike was seen at q x « 0. This sharp 
peak was only observed when narrow detector slits were used, and corresponds to a 
detector angle equal to that of the sapphire (113) reflection. Another possible 
explanation of this spike is that there are extremely long lateral correlations, of the 
order of 10,000A present in these samples. However, correlations over this length 
scale seem unlikely. Additionally, i f correlations of this length scale were present, a 
sharp spike should have been observed when a analyser crystal was used and this is 
conspicuously missing from all the experiments carried out with an analyser crystal. 
This feature probably arises only when slits are used, because of the very poor qy 
resolution of the apparatus. 
The correlation length in the model derived by Gibaud et. al. [41] is simply 
the inverse of the FWHM of the rocking curve in qx. The correlation lengths 
calculated from the broad component of the rocking curves for all the samples are 
shown in figure 7.14. The error bars relate to the homogeneity of the samples and 
reflect the variation in observed FWHM, and are not related to the error on the fi t 
itself which was always negligible. Series A and B follow the same linear 
dependence; as the GMR increases, so does the lateral correlation length. 
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Figure 7.14: The correlation lengths calculated using the theory described in 
reference [41] as a function of GMR for series A and B 
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The correlation length relating to the second peak is much larger. For the 
samples where it is clearly defined, Al and Bl, the calculated correlation lengths are 
o o 
365 ± 20A and 300 ± 30A respectively. For the other samples, it was much more 
difficult to clearly define this second peak as it was convoluted with the broader one. 
For samples A2, B2, CA and CB this longer correlation length was found to be of the 
order of 110 ± 30A. For these samples, the sharper peak was only responsible for 4% 
of the total integrated intensity in qx, as opposed to 10% which was observed for 
samples Al and Bl. 
The short correlation length data shows that for a specific buffer layer 
temperatures, the correlation length follows a linear dependence on the multilayer 
deposition temperature. As this short correlation length scatter dominates the rocking 
curves, the multilayers can be considered to be primarily composed of structural 
domains with lateral correlations of the order of 20A. The long correlation length 
also seems to follow the multilayer deposition temperature, but within statistical 
errors there is no dependence on the buffer layer temperature. 
The results of the transverse scans show that a multilayer structure is very 
dependent on its growth temperature. Whether the observed structural changes are a 
direct result of the multilayer deposition, or the replication of sub-layer effects is 
unclear. The deposition of niobium onto sapphire has been shown to produce broad 
rocking curves, with correlation lengths of approximately 76A [41,44]. These 
features could then be replicated through the copper buffer layer and be incorporated 
into the multilayer structure, although the dependence of the structure with multilayer 
deposition temperature then becomes unclear. The deposition of copper onto niobium 
has been studied by Batanouny et. al. who show that for layer thickness greater than 
1.5 monolayers, the copper grows layer by layer [45]. 
The most likely place for the structural properties of the multilayer to be 
defined is at the buffer/multilayer interface. Whether the structure is determined by 
the cooling of the buffer layer or by the temperature of the cobalt deposition is 
unknown. The growth of cobalt onto single crystal copper has been investigated by 
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several authors using x-ray photoelectron scattering. In 1981 Gonzalez et. al. [46] 
demonstrated that the first monolayer of cobalt deposited onto copper forms two 
dimensional islands which subsequently coalesce. The cobalt layer then continued 
growth in a layer by layer manner. In a paper detailing the MBE growth of Fe and Co 
onto various copper crystals Kief and Egelhoff showed that due to the difference in 
the surface free energies of cobalt and copper, non-ideal f i lm growth was the rule 
rather than exception [47]. Later studies [48,49,50,51,52] showed that cobalt does 
indeed form islands when deposited onto copper. These islands have been shown to 
extend to 5 monolayers in height, and STM images show their lateral size to be of the 
order of 100A [53]. L i et. al. showed that by careful simulation of the reflectivity 
from Cu/Co multilayers that the surface between cobalt and copper was rougher than 
between copper and cobalt [54]. 
The results from the rocking curves do not match any of the lengths scales 
observed in the literature reviewed above. The fact that there are two length scales 
co-existing in some samples is unambiguous. It has not been possible to identify the 
origin of the two length scales, although several ideas have been presented based on 
growth arguments. The rocking curves which have been discussed above average 
over the same region of the sample as that in the grazing incidence scattering 
experiments, and so it is not surprising that the modelling of the diffuse scatter is so 
complicated. 
7.7 Grazing Incidence Diffuse Scattering Revisited 
Prior to the discussion of the HAXRD experiment it was suggested that the 
modelling of the diffuse scatter was extremely complicated. The quantitative analysis 
of the grazing incidence diffuse scatter was carried out by P.A. Ryan at the 
University of Leeds. Figure 7.15 shows the diffuse scans and fits at and away from 
the Bragg peak for samples Al, A2 and A3. At the present time it has not been 
possible to fi t the diffuse scatter from samples CA. 
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Figure 7.15: Transverse diffuse scans at and away from the Bragg peak 
for samples Alfa), A2(b) and A3(c) 
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The parameters obtained from the fits outlined above are tabulated below in table 
7.6: 
Copper 
±0 .4 A 
Cobalt 
±0.4 A 
Average Average 
crc a u crc 5± 10/A h ± 0.05 
1 3 2 4 5 3.5 3.7 370 & 45 0.25 
2 5 1 6 3 5.5 2.2 40 0.35 
3 4 4 9 5 7.0 4.5 42 0.25 
Table 7.6: Main parameters obtained from the transverse diffuse simulations. 
The fits to the diffuse scatter confirm the trend observed using the Born wave: 
the value of correlated roughness falls as the multilayer deposition temperature 
increases. The values of the fractal parameter are of the same order as that observed 
from other MBE deposited samples. Sample Al could only be fitted using two 
correlation lengths. The shorter of the two correlation lengths in all the samples is of 
the same order as that observed in the high angle scans. 
Although the validity of the fractal model is questionable in these systems due 
to the presence of the two correlation lengths, it is interesting to note that the 
correlation lengths for the scans away from the Bragg peak are very similar to those 
obtained in the high angle scans. This is not surprising considering that the small 
correlation length dominates the scattering in both cases. The value of the lateral 
correlation length as deduced from the fits to the diffuse scatter is very similar to 
values recently obtained by other experimenters: Gu et. al. during an investigation of 
sputtered Cu/Co multilayers found a lateral correlation length of only 17A [55]. A 
study by Smith et. al. of Cu/Co multilayers deposited on sapphire with a Pt buffer 
layer exhibited similar transverse widths to the high angle data, and also a lateral 
correlation length of 36A [56]. 
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7.8 Summary 
The results analysed in this chapter arose from a comprehensive study of the 
x-ray scattering from Cu/Co multilayers deposited by MBE with differing substrate 
temperatures. Magneto-transport measurements show that the GMR of MBE 
deposited Cu/Co multilayers was dependent on the growth temperatures of both the 
multilayer and buffer layers. On the other hand, the saturation field was only 
dependent on the multilayer deposition temperature, and was not affected by the 
buffer layer deposition temperature. 
The initial goal of this experiment was to separate the effects of crystalline 
order and interface roughness on the GMR. The results in this chapter show how 
difficult this is to achieve. The initial x-ray characterisations of the samples showed 
that the GMR was sensitive to the interface roughness. When the Born wave analysis 
was applied to the diffuse data it was shown that the smoothening of the interfaces 
was a direct result of the reduction in the correlated component of the interface 
roughness. 
When the diffuse scatter was simulated, it was observed that it was not 
possible to simulate the data to a single set of parameters. The results obtained from a 
diffraction experiment were then presented. These results show that changing the 
deposition temperatures of the multilayer and buffer layer results in changes in the 
crystalline order. Initially these changes were attributed to a reduction in the mosaic 
spread of the crystallites. The application of a model which describes the crystalline 
disorder in terms of lateral correlations was then introduced. This model revealed that 
the multilayer was composed of domains with an average lateral size of 
approximately 30A. For the high GMR samples, an additional length scale 10 times 
this was also observed. Thus far it has not been possible to identify the origin of this 
second length scale. Both of these length scales were subsequently observed in the 
diffuse scatter obtained at grazing incidence. 
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The results contained in this chapter relate to samples which show roughness 
confined to extremely short correlation length fractal surfaces. High angle diffraction 
studies suggest that these fractal areas are defined by crystallites of an extremely 
small dimension. When this is the case, it is conceptually difficult to separate 
interface roughness from crystalline disorder. In a recent study of sputtered Cu/Co 
systems, where the correlation length was significantly larger, the GMR was 
observed to depend on the amount of < 111 > texture in the samples [57]. 
The samples contained in this chapter have shown GMR's which range from 
50% to 18%. The changes in the GMR are reflected in structural differences between 
the samples. Further experiments are required to separate the effects of the deposition 
of the buffer layer and the growth temperature of the multilayer itself. Varying the 
growth temperature of the layers has been observed to cause changes in the lateral 
domain size of the crystallites and lateral correlation length. In the case of the sample 
exhibiting high GMR, there is an additional length scale present in the sample. As 
yet, the presence and affect of this second length scale has not been explained 
satisfactorily. 
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Chapter 8 
X-ray Scattering from Gas Contaminated 
Cu/Co Multilayers 
Chapter 8 deals exclusively with a series of Cu/Co multilayer samples 
deposited on silicon (100) substrates at the University of Leeds using sputtering 
techniques [1]. The work in this chapter has been undertaken in close collaboration 
with Dr. C.H. Marrows of the University of Leeds. The magnetometry results and 
conclusions about coupling deduced from them which are contained in the first two 
sections of this chapter (sections 8.1 and 8.2) and the initial part of section 8.3 are 
due to him. 
This chapter falls into five main sections: In the first, the evidence that 
residual gas in the growth chamber can affect the magneto-transport properties, 
notably the magneto-resistance, is presented (section 8.1). The effects of residual gas 
on the coupling of the magnetic layers within the multilayer are investigated by 
placing contamination at selected points in a Cu/Co multilayer (section 8.2). Large 
changes are observed when the residual gas is placed in the middle of the copper 
spacer layer. In the third section, an x-ray characterisation of these samples is 
presented. These results include grazing incidence studies of the samples, as well as a 
detailed high angle diffraction experiment (section 8.3). The fourth section, section 
8.4, presents the first experiments undertaken by UK researchers using soft x-rays on 
these types of samples. A specific advantage of using these soft x-rays in the vicinity 
of the L3 edges is that x-ray scattering becomes sensitive to the magnetic moment in 
the samples. The results of these experiments are presented after a brief introduction 
to magnetic x-ray scattering (section 8.4.1). The diffusely scattered soft radiation is 
investigated in section 8.5, and the chapter is concluded with a summary, section 8.6. 
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8.1 The Effect of Residual gas on the Magneto-transport Properties 
of Cu/Co Multilayers 
The effects of residual gas in Cu/Co multilayer structures was evidenced by 
the initial use of a Meissner trap on the sputtering machine. This trap consisted of a 
coil constructed of 0.25" copper pipe, through which liquid nitrogen was forced. A 
continuous flow of the liquid nitrogen is required during the deposition to reduce the 
residual gases remaining in the chamber. The largest single contaminant was found 
to be water vapour [2]. For multilayers deposited above a base pressure of 2*10" 
Torr the values of GMR were found to be extremely low. The use of a Meissner trap 
allows a final base pressure in the system of 2*10"8 Torr to be realised [3]. The 
importance of the Meissner trap is illustrated in figure 8.1 where the GMR and 
MOKE plots are compared between two samples deposited with (blue) and without 
(red) the Meissner trap operating. The samples were nominally identical and 
consisted of a 25 repeat bi-layer of Co(10A)/Cu(10A) deposited directly onto the 
silicon substrate. 
GMR MOKE 
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Figure 8.1: The room temperature GMR (a) and MOKE (b) curves for two nominally 
identical samples deposited under a good (blue) and poor vacuum (red) [4]. 
172 
It can clearly be seen from figure 8.1 that deposition under non ideal 
conditions results in a multilayer which exhibits a strong ferromagnetic coupling 
behaviour (typified by the square magnetisation loop), and a low GMR (4% at room 
temperature). When liquid nitrogen was flowing through the Meissner trap, however, 
the sample shows a marked increase in anti-ferromagnetic interlayer coupling 
behaviour. The change in the relative remanence fraction between the samples is 
matched by a change in the GMR, rising to 40% when the vacuum is good. A similar 
result was obtained by Kagawa et. al. [5] who observed that the GMR changed from 
60% to 4% when the base pressure of the sputtering machine was reduced from 4*10" 
6 Torr to 7*10"6 Torr. The changes in the magneto-resistance noted by Kagawa were 
accompanied by a squaring of the magnetisation loop for the low GMR sample, as 
was also observed in the samples studied above. Although the base pressure 
presented in the Kagawa experiment are higher that those in the experiment carried 
out be Marrows, the effects of oxygen contamination in the multilayer are clearly 
evidenced. Similar, but smaller effects were observed by Yoshizaki and Kingetsu [6]. 
In this reference, the magneto-transport properties of a series of Cu/Co multilayers 
deposited in base pressures of 2*10"8 and 2*10~4 Torr were compared. The changes in 
the GMR were most evident around the second AF coupling peak. It is not only 
oxygen and water that can effect the magneto-transport properties. Much smaller 
changes in the GMR were observed by Zhao et. al. [7] when metals such as Fe and Ni 
were placed in the copper spacer layer. Here the changes were typically a couple of 
percent on the addition of 4 at. % of contaminant in the copper spacer layer. 
In an attempt to investigate what effect the residual gas might have on the 
structure of the multilayers, the samples were investigated using 5 9Co NMR at 1.5K 
[8]. Although the NMR results showed that intermixing at the interfaces, resulting in 
magnetically dead CuCo alloys being formed in the interface regions had occurred, 
there were no major differences between the two samples. These results suggest that 
both samples have similar short range order. 
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With the failure of the NMR technique to yield structural differences between 
the samples, it was hoped that structural differences between the samples could be 
elucidated by the use of grazing incidence x-ray scattering techniques. The structural 
characterisation of the multilayers was undertaken on Station 2.3, at the SRS. 
Figure 8.2 shows the differences in the specular scans between the two 
samples at k=l.3S (the copper K absorption edge). In the low angle regime, both 
samples exhibit similar behaviour. Yoshizaki et. al. [6] also failed to notice any 
structural changes in their samples when they were characterised by cross-section 
TEM. The Bragg peaks in figure 8.2 are at a slightly different position due to 
fluctuations in the bi-layer repeat. The overall rate of fall of f and the intensity of the 
Bragg peak are very similar for both samples. This means that although the samples 
were grown under different conditions, the roughness of the interfaces in the two 
samples are very similar. The only major difference is a high order fringe appearing 
in the sample deposited with the trap operating. This beat is from a layer of 
approximately 100A, and given that there are no buffer or capping layers, is 
somewhat surprising. 
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Figure 8.2: The specular reflectivity curves for two nominally identical samples 
deposited under a good vacuum (blue) and a poor vacuum (red). 
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The diffuse intensity was very low in these samples, and analysis of the off-
specular scans shows that the majority of the roughness is correlated. Transverse 
scans were taken through the Bragg peak, and Born analysis was then carried out in 
order to quantify the amount of correlated roughness present. Transverse scans, 
recorded at and away from the copper absorption edge, through the Bragg peak of 
the sample, prepared in a poor vacuum are shown in figure 8.3. 
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Figure 8.3 : Transverse diffuse scan taken through the Bragg Peak 
for the sample grown in a poor vacuum 
A clear difference in intensity of the diffuse intensity at the Bragg peak is observed 
when the incident wavelength is tuned to the copper absorption edge. No such 
change is observed for scans through the Kiessig maxima. These changes in intensity 
with incident energy are consistent with a large amount of correlated roughness 
being present. The Born analysis revealed that the correlated roughness was 1.0 ± 0.5 
A. Similar results were obtained for the sample grown in a good vacuum, where the 
correlated roughness was also measured to be 1.0 ± 0.5 A. These results confirm the 
very smooth nature of these samples, and the minute structural differences between 
them. 
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From the above discussion it is clear that although the two samples have very 
different magneto-transport properties, their structures are very similar. The 
roughness in both samples is extremely low, and what little roughness is present is 
highly correlated. Born analysis on the diffuse scatter at the Bragg peak for both 
samples yields the same value of correlated roughness. These results, along with the 
NMR results, suggest that the changes in the GMR are not being driven by changes at 
the interfacial regions in the samples. Figure 8.1 shows that the coupling is very 
different between the two samples, and the GMR is being influenced by this. In the 
next section, the coupling within gas contaminated Cu/Co multilayers will be 
investigated in more detail. 
8.2 Studying the Effects of Contamination within the Multilayer 
In the previous section, the use of the Meissner Trap was seen to be of vital 
importance in producing good GMR in Cu/Co multilayers. The structural effects of 
the contamination gas could not be observed by any of the characterisation 
techniques employed. In order to probe the multilayer structure selectively a series of 
Si(100)/{Co(10A)/Cu(10A)}*25 samples were prepared. The copper thickness was 
nominally at the peak of the first AF coupling peak. During the sample preparation, 
the deposition was halted for lOsecs at selected points in the multilayer to allow 
contamination to occur. Three series of samples were grown, with the contamination 
occurring in the cobalt layer, in the copper layer and at the interfaces. A clean sample 
was also prepared and acted as a control sample. The lOsec delay time results in a 
contamination of approximately 0.1 monolayers of either 0 2 or H2O [9] 
These samples were also investigated on Station 2.3 at the SRS. Again very 
little difference was observed between the samples. Figure 8.4 shows the specular 
scatter obtained from a clean sample, a sample where the contamination was 
confined to the copper spacer layer, and a sample where the contamination was at the 
interfaces. The best f i t to the clean sample is also shown. 
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Figure 8.4: Specular reflectivity scans taken at the Copper absorption edge 
for samples with contamination at different points in the multilayer 
The diffuse scatter from these samples was also investigated, and was found 
to be very similar to that originating from the initial samples (figure 8.3). The Born 
wave analysis again confirmed the smooth nature of the layers and suggested that the 
correlated component was 1.3 ± 0.5A. The roughness as deduced from the best fits to 
the specular scatter indicate that the roughness of the multilayer interfaces was of the 
order of 4 ± 0.5A. This value of roughness was consistent across the series of 
samples. 
8.2.1 Magnetometry Results 
The room temperature GMR (figure 8.5) was reduced on the inclusion of 
contamination into the multilayer structure. A slight reduction in the GMR was 
found for gas contamination confined to the interface region. The greatest GMR 
change, however, occurred when the contamination was allowed to occur in the 
middle of the spacer layer. When this was the case, the GMR fell from 47% to 25%. 
The inclusion of any contaminant caused a change in the shape and magnitude of the 
GMR curve. 
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Figure 8.5: The room temperature GMR loops for Cu/Co multilayers with 
damaged introduced at the interface (blue) and spacer layer (red), 
compared to a pure sample (green) 
A systematic change in the magnetisation loops investigated by MOKE was 
also observed. When contamination was introduced, the amount of AF coupling 
reduced, and the magnetisation loops exhibited a more ferromagnetic behaviour. 
These results are consistent with those presented in figure 8.1. 
It is possible to determine the preferred magnetic state of a system by 
minimising its free energy. A phenomenological model can be used, whereby the 
sample is considered to be domain free and that magnetisation reversal is only 
performed by a coherent rotation of the magnetic moments [10,11]. Such a model 
approximates the free energy in the following form; 
* = - j U 0 f £ n V H - •/,(&, -m2) - J2(m, -m 2 ) 2 [8.1] 
'=1,2 
where t is the thickness of the layer, m is its saturation magnetisation, and H is the 
applied field. In this phenomenological model, the energy density is given by the 
Zeeman term plus a bi-linear term (defined by the coupling constant Ji) and a bi-
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quadratic term with its associated coupling constant, J2. In the normal convention, 
anti-parallel alignment of the spins results in a negative sign for the bi-linear 
coupling constant, and this is the convention used. 
f l — : — 1 
J,>0, J2=0 J,<0, J2=0 J,=0, J2<0 
Figure 8.6: Magnetic coupling in Cu/Co multilayers 
Figure 8.6 is a schematic representation of the possible spin alignment within a 
multilayer. The magnetic layers are bi-linearly coupled when J2=0. When this is the 
case, the multilayer is either coupled Ferromagnetically (a), or Antiferromagnetically 
(b) depending on the sign of Jj. In a purely bi-quadratically coupled sample (7/=0) 
the spins are still in the same plane as in the bi-linear case, but have rotated. For bi-
linear coupling, the angle between spins in adjacent magnetic layers is either 0° (F) or 
180° (AF). When the multilayer is bi-quadratically coupled, this angle is 90°. 
For a sample which is totally bi-linearly coupled, the remanence of the 
magnetisation will be zero if Jj<0, or unity i f Jj>0. As the remanence increases, the 
coupling becomes more bi-quadratic in nature and J2 increases. A perfectly bi-
quadratically coupled sample will have a remanent fraction of > and t n e GMR 
would be exactly half the value of a totally AF coupled sample [12]. 
Bi-quadratic coupling has been observed in Fe/Cr trilayers by the careful 
study of domain images [13]. The coupling was found to be bi-quadratic over a small 
range of chromium thickness. Like the Cu/Co system, the coupling is seen to 
oscillate from ferromagnetic to anti-ferromagnetic in this system. The bi-quadratic 
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coupling occurred for a thickness range between the ferromagnetic and anti-
ferromagnetic coupling peaks. Bi-quadratic coupling has also been observed in 
Fe/Co trilayers [14] and in NiFe/Ag multilayers [11] 
For thin f i lm samples, where the magnetisation is forced into the plane due to 
the shape anisotropy, the only free parameter in equation 8.1 is the angle between the 
applied field and the magnetisation of the layer, 9,. The magneto-resistance and 
MOKE expressions thus become: 
M oc Vcos# , and — oc - cos (# , -# 2 ) 
M. ,=1,2 P 
[8.2] 
Figure 8.7 shows Marrows' results of simultaneously minimising the MOKE and 
GMR loops obtained from the above samples. The deviations of the fits at high fields 
result in the model not including ordinary magneto-resistance. 
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Figure 8.7: The MOKE (red) and GMR (blue) curves (points) and fits (line) 
for the clean sample (a), the interface damaged sample (b) 
and the copper spacer layer damaged sample (b) [8,15] 
The results of these fits confirm that the clean sample is indeed 
predominantly AF coupled (Ji=-0.14mJm2 and J2=-0.02mJm"2). For the interface 
damaged sample, the AF coupling is less perfect and J)»2J 2. The largest differences 
are observed for the spacer layer damage. In this case, J^+0.01 mJm"2 and J2=-
0.15mJm"2 and the sample is clearly predominantly bi-quadratically coupled. 
I 8 0 
It is clear that the major effect on the coupling and hence on the G M R is due 
to the contamination within the copper spacer layer. It was decided to investigate this 
effect more fully by growing an additional series of samples. These samples were all 
prepared in a single batch and contained 50 repeats of Si(001)/Co(10A)Cu(XA). The 
range of thickness for the copper layer was from 7 to 11A in steps of 0.5 A. In one set 
of samples, the contamination was for 1 second and in another set of samples, the 
delay time was increased to 10 sees. The lOsec contaminated sample is equivalent to 
those studied above. The x-ray characterisation work in the following sections have 
been undertaken on these samples. 
8.3 Gas Contamination in the Copper Layer 
The samples which have been investigated have been labelled such that 
sample 1 corresponds to zero contamination, sample 2 has lsec contamination and 
sample 3 has 10 sees, contamination in the spacer layer. Most of the data has been 
collected on the samples with the copper thickness corresponding to 9.5A, which is 
close to the maximum of the first A F coupling peak. 
The magnetic data for these samples was generally consistent with the earlier 
study by Marrows although a larger remanence in the magnetisation was found for 
the clean sample. It was still found that after lOsecs of contamination the magneto-
resistance was considerably reduced. The GMR of this series of samples was higher 
than that of the samples previously studied due to the larger number of bi-layers. 
Both the G M R and magnetisation loops for the clean sample and the sample with 1 
sec contamination were very similar: Both showed a high degree of A F alignment 
(Figure 8.8 (b)) and a high GMR -60% (figure 8.8(a)). For sample 3 (10 sees, 
contamination) a sharp drop in the GMR to ~30% and a corresponding squaring of 
the magnetisation loop were observed. 
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Figure 8.8: The GMR (a) and magnetisation loop for Samples 1 and 3 
with the copper thickness, X=9A [16] 
These magnetisation and GMR loops were fitted to the same model that is 
described by equation 8.1 [8]. The results of the fit to these new samples show that 
the nominally clean sample along with sample 2 have a small bi-quadratic term. The 
fitted values for sample 2 give J^-0.16 ± 0.2 mJm"2 and J2=-0.06mJm"2. As Jf>2J2, 
it can be concluded that this sample is still predominantly AF coupled. Sample 3 
again shows strong bi-quadratic behaviour with J]=+0.01 mJm"2 and J2=:-0.08 mJm"2. 
These samples were subsequently investigated on station 2.3 at the SRS. In 
the next section the results from a grazing incidence study are presented. The x-ray 
characterisation is continued in section 8.2.2 where the results from a H A X R D 
experiment are presented. 
8.3.1 X-ray Characterisation of the Samples 
Grazing incidence studies on the three samples once again shows that there is 
very little structural difference between the samples. Figure 8.9 shows the specular 
scans for all the samples away from any absorption edge, X=l.48A: 
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Figure 8.9: Specular #2#scans for the three samples taken at A.=1.48A 
From figure 8.9 there is a clear increase in the thickness of the bi-layers as the 
contamination time is increased. The bi-layer thickness deduced from the off-
specular scans are listed in table 8.1: 
Sample Bi-layer thickness 
± 0.2 (A) 
Sample 1 18.2 
Sample 2 18.5 
Sample 3 18.8 
Table 8.1: Bi-layer thickness deduced from fits to the off-specular Bragg Peak 
position 
Figure 8.10 compares sample 2 with the 20 period Cu/Co multilayer with 
similar contamination in the spacer layer (figure 8.4). As can be seen in figure 8.10, 
there is a degree of similarity between the two samples: Both samples exhibit smooth 
interfaces with a well defined Bragg Peak. The roughness in the two samples is 
highly correlated, but the vertical correlation length is less than the sample thickness 
in both cases, evidenced by the lack of Kiessig fringes in the off-specular scans. 
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Figure 8.10: Specular and off-specular scans at A,=T .38A for Sample 2 (a) and the 
sample with 20 bi-layer repeats with the same level of contamination(b) 
Transverse diffuse scans were taken at the two wavelengths used at a Kiessig 
Maximum and Minimum as well as through the Bragg peak. Figure 8.11 shows the 
transverse diffuse scans for sample 2. From figure 8.11 it is clear that tuning into the 
absorption edge causes much larger changes at the Bragg peak than at the Kiessig 
maximum. With the systems seemingly displaying a high degree of correlated 
roughness, the Born wave analysis was again performed on these samples. 
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Figure 8.11: Transverse diffuse scans through the Bragg Peak (a) 
and the Kiessig Maximum (b) for sample 2 
Table 8.2 shows the results of this Born analysis on the samples: 
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Sample < t C ( X = 1 . 3 8 A ) a c a=1.48A) 
Sample 1 1.62 ± 0 . 3 A 1.80 ± 0 . 3 A 
Sample 2 1.75 ± 0 . 3 A 1.90 ± 0 . 3 A 
Sample 3 1.24 ± 0 . 3 A 1.47 ± 0 . 3 A 
Table 8.2: Correlated roughness deduced using the Born Wave for the three samples 
Why there should be a systematic increase in the roughness when measured at 
A,=1.48A is not totally clear, but we note that with the change in wave vector, more 
diffuse scatter will be detected. Within the Born approximation this would 
correspond to a larger measured roughness. However, both measurements show that 
the films are very smooth. It is interesting to note, that the sample which has the 
lowest G M R also has the lowest roughness. 
8.3.2 HAXRD Characterisation 
The high angle diffraction data from these three samples was also 
investigated. The lOOum detector slit used in the reflectometry studies was replaced 
by a set of Soller slits and the beam height was increased, from 100f4.ni to 1mm. A 
9/2 9 scan across the substrate reflection reveals the resolution in this geometry to be 
less than 0.01° which translates to a resolution in qz of <1.34*10"4 A"1. The resolution 
in qx can be estimated by conducting a transverse scan through the same substrate 
reflection A Gaussian fit to this rocking curve revealed the resolution in qx to be 
0.015° or 8.3* 10'5 A'1. 
The three samples were initially aligned to the first allowed Si reflection, 
namely the 400. A 9/29 scan was then taken in the vicinity of the compromise Cu/Co 
111 peak. Typical counting times were 30-40s per point with count-rates of 
approximately 100 counts per second at the maximum of the peak. Figure 8.12 
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shows the &2Qscans in angular space. The compromise Cu/Co 111 peak was fitted 
to a Lorentzian so that the full width at half maximum (FWHM) could be more easily 
measured. In order to ensure a satisfactory fit, the stray substrate reflections that can 
be seen as isolated data points in figure 8.12 were removed prior to the fitting of the 
data 
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Figure 8.12: ^2^scans for the three samples in the vicinity of the 
Cu/Co(l 11) peak for the three samples. X=1.38A. 
The average grain size, L, can be obtained from the F W H M of the diffraction 
peak, by the application of the Scherrer equation [17] 
L-
0.94A 
A(2#)cos(0 B) 
[8.3] 
where 6B is the Bragg Angle and A(26) is the width of the diffraction peak in radians. 
The results obtained from the fits to the diffraction peak are presented in table 8.3. 
Al l three samples have similar widths which correspond to grain sizes, using the 
Scherrer equation, of approximately 230A. 
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Sample Centre Lattice FWHM Minimum 
(Degrees) Parameter (A) (Degrees) Grain Size (A) 
± 0.006° ± 0.001 A ± 0 . 0 1 ° ± 4 A 
Sample 1 38.9202 3.5873 0.336 236 
Sample 2 38.9438 3.5852 0.364 217 
Sample 3 38.9317 3.5863 0.334 236 
Table 8.3: Fit parameters from the FIAXRD scans shown in Figure 8.13. 
The lattice parameters for the three samples is close to the expected value of 3.581 A 
which corresponds to a 50:50 Co/Cu multilayer. Transverse scans were also taken 
through the compromise Cu/Co 111 peak. These are shown in figure 8.13. The 
experimental data was multiplied by sinG in order to correct for the changing 
illumination area caused by the beam footprint. 
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Figure 8.13: Transverse diffuse scans through the compromise Cu/Co 111 peak. 
Experimental data (points) and Gaussian fits (lines) 
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Unlike the Cu/Co multilayers deposited by M B E in the previous chapter these 
transverse peaks could be fitted well to a single Gaussian. The fit parameters are 
shown in table 8.4: 
Sample Centre F W H M F W H M 
(Degrees) (Degrees) (A"1) 
± 0.05° ± 0.48° ± 0.005A 
Sample 1 20.08 15.34 0.129 
Sample 2 20.02 14.74 0.124 
Sample 3 20.21 16.98 0.144 
Table 8.4: Fit parameters from the transverse scans 
through the Cu/Co 111 peak shown in Figure 8.13. 
As can be seen from table 8.4, the F W H M of these samples is extremely large. This 
large F W H M of the transverse scans shows that the 111 grains are only aligned to 
within 8° of the surface normal. This explains the low intensity of the diffraction 
peak because at any one time, only a small proportion of the grains are diffracting. 
The changes in the coupling accompanying the contamination are again not 
evidenced by the high angle data. All three samples show very similar data sets; the 
0/20 scans reveal that all the samples have similar grain sizes (230A) and that the 
composition of the multilayers is close to the expected 50:50 mixture of cobalt and 
copper. The transverse scans reveal an unusual structure, namely that the texture is 
quite widely distributed around the <111> direction. 
All structural attempts to characterise these samples have failed to detect any 
differences between them. Indeed, the samples are all remarkably smooth and close 
to the desired structure. The high angle data shows an unusual texture, which is 
common to all the samples. NMR results on similar samples also fail to show any 
difference between the samples. However, the magneto-transport measurements 
clearly show that differences do exist between the samples. 
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With the failure of conventional techniques to characterise successfully the 
samples, a technique which is sensitive to both the magnetic moment and structure 
has to be employed. The standard method for such a characterisation is to utilise 
neutron reflectivity. Experiments are, in fact, being undertaken on these samples by 
Dr. S. Langridge [18]. However, these experiments suffer from a lack of flux for high 
momentum transfers. It is also difficult to analyse the diffuse scatter with neutron 
reflectivity. 
Recently, however, it has been demonstrated that it is possible to utilise soft 
x-rays to probe the magnetic structure of materials. In the following section, an 
introduction to magnetic x-ray scattering will be presented as an introduction to the 
work undertaken on these samples using soft x-ray energies. 
8.4 X-ray Characterisation using Soft X-rays 
8.4.1 Theoretical Introduction to Magnetic X-ray Scattering 
Since the 1840s it has been known that the interaction of light with a 
magnetic sample causes changes in the polarisation of that light. Initially, Faraday 
noted that the polarisation of the light changed when it had traversed through a 
magnetic material. In 1877, Kerr noted that a similar effect occurred when the light 
had been reflected from a polished iron mirror [19]. These effects are now routinely 
used in the characterisation of the magnetic properties originating from a wide range 
of materials. The incident light is now typically produced using lasers with energies 
in the range of l-4eV. This energy range results in electronic transitions from filled 
to unfilled electronic valence states [20]. The Faraday and Kerr effects have also 
been recently evidenced using x-ray scattering from a Fe 3Pt sample[21]. 
Although the Faraday and Kerr effects originate from electronic excitations, 
the magnetic field associated with the incident x-rays can also interact with matter. 
Away from any resonance condition, these magnetic interactions alter the atomic 
scattering factor (equation 5.1) such that it now includes a magnetic term: 
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/= / .+ / mag [8.4] 
The normal Thomson scattering ( / = fo), of photons assumes no magnetic term and 
is approximately given by the product of the atomic number, Z, and the classical 
electron radius, r0. The magnetic term in equation 8.4, fmas, is proportional to the 
Fourier transforms of the orbital and spin magnetisation densities [22]. A pre-factor 
the intensity of the magnetic scatter by a factor of 0.02ro for lOkeV radiation. For 
cobalt the difference in magnetic to charge scattering is therefore approximately 103. 
The magnetic scattering is further reduced because it is only the unpaired electrons in 
the d or/shells that can contribute. These two effects combine to cause the magnetic 
scattering to be seven or eight orders of magnitude lower than the charge scattering. 
In normal scattering experiments it is therefore not necessary to include this magnetic 
term. 
The magnetic scattering arises from the direct interaction of the magnetic 
field vector B of the electromagnetic wave with both the spin and orbital moments. 
As has been demonstrated above, this interaction is weak, and so the corresponding 
magnetic scattering is difficult to observe. During an investigation of the magnetic 
spiral arrangement of holmium, Gibbs et. al. [23] observed a fiftyfold increase in the 
magnetic diffraction intensity as the x-rays were tuned through the holmium L j edge. 
The resonance effects observed by Gibbs et. al. can be explained by resonance 
effects associated with electronic transitions. It has already been shown that at a 
resonance condition, the atomic scattering factor is altered to include a real and an 
imaginary part. The work described in chapter 5 has been extended by Hannon et. al. 
[24] to include the resonant 'magnetic' effects observed by Gibbs et. al. The atomic 
scattering factor can now be represented as: 
in the expression for this non-resonant magnetic term, given by reduces 
f=f0+rs+ras =f„+r+if"+f mag [8.5] 
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where fes is the resonant term and f*8 is the magnetic term introduced in equation 
8.4. Following Hannon et. al. the resonant part of the atomic scattering factor for an 
L j transition can be written: 
r = U fa '£' fa 1 + Fl 1]" fa X ) ' M I F l 1 " F l - 1 1} [8-6] 
In equation 8.6, cy- and e, are the polarisation vectors of the scattered and incident 
beams, and M is the direction of the magnetic moment. FLM are complex numbers 
which contain matrix elements whose magnitude is related to the transmission 
probability between the ground state and the excited state. They are proportional to 
the L-polar (L=l for dipolar transition) transition associated with a change of angular 
momentum (AM=0,±1 for dipolar transitions) along the axis defined by the magnetic 
moment [25]. A slightly different derivation is given by Altarelli [26], but the final 
results are the same. 
If the excited state can be treated as atomic levels with an associated 
exchange splitting, A, between the lower energy orbitals, and the orbitals induced by 
the/electron shell, the atomic scattering factor can be simplified [24,27]: 
/ ~ = F ( e / - e l > i j k + / ( e / x e , ) . M [8.7] 
where 
P = » . ( ' ) - r(x(a,r])-i) 
[8.8] 
In equation 8.7, F includes the radial part of the transmission probabilities, as well as, 
a resonant denominator. ne( 1) is the number of up electrons, and rih is the number of 
holes in the d band. The total width of the resonance is given by, r, and the deviation 
from the resonance condition, (Ev-Ea), is given by x{a,r\) which is defined as: 
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x(a,r]) = 
2 ha>-( 
[8.9] 
r 
The first terms in equations 8.6 and 8.7 are independent of the direction of the 
magnetic moment and contain charge scattering information only. It is this term that 
gives rise to the resonance effects that were discussed in chapter 5. The second term, 
which is linear in the magnetic moment contains the resonant 'magnetic' scattering 
information. Equation 8.8 shows that the resonance condition is sensitive to the spin 
polarisation (ne) in the conduction band and to the exchange splitting, A, in the core 
state induced by the /shel l . 
The splitting of the L2j edges by the spin-orbit effect is large in id-transition 
metals. This large exchange splitting results in a large 'magnetic' resonance at these 
edges. The derivation that resulted in equation 8.7 assumed that A«r. With a large 
spin-orbit effect and the narrow id-band («2eV) this would no longer be the case. 
Kao et. al. [27] observed large resonances in the scattering from a 35A iron layer 
deposited on GaAs in the vicinity of the L2j edges of iron. They extended the 
calculation of Hannon et. al. but found that no significant corrections to the model 
were required to fit then data taken at the L2j edges of the 3d transition metals. 
From the discussion above, it is clear that the magnetic scattering intensity is 
proportional to the cross product of the incident and exit polarisation vectors dotted 
into the magnetic moment in the sample, {ei xe^ M = P M. For an incident beam 
polarised in the horizontal plane (a polarisation), the magnetically scattered photons 
will have a polarisation vector in the vertical plane (n polarisation). This is 
schematically shown in figure 8.14 
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Figure 8.14: Magnetic Scattering Geometry 
These resonance effects have been used to study a range of 3d structures. In 
most cases, the incident x-rays are circularly polarised. To extract the magnetic 
scattering from the charge scattering it is necessary to conduct the experiments using 
both left- and right-handed circularly polarised light. In practice it is easier to use 
light of a single polarisation and reverse the magnetic moment direction rather than 
change the helicity of the light. By investigating the asymmetry in the reflectivity 
curves under the two scattering conditions it is possible to measure the magnetic 
properties of 3dmultilayers and spin valve structures [28,29,30,31]. 
In the next sections, soft x-ray magnetic x-ray scattering will be applied to a 
series of Cu/Co multilayers. 
8.4.2 Characterisation of the Samples using Soft X-rays 
This section continues the x-ray characterisation of the gas damaged samples, 
already investigated in section 8.3. The experiments in this section are the first soft 
x-ray magnetic reflectivity measurements undertaken at the Daresbury SRS [32], The 
experiments in this section were undertaken on Station 1.1 [33] in collaboration with 
Dr. H.A. Dtirr and Dr. E . Dudzik. Station 1.1 is a high vacuum beamline designed 
around a High Energy Spherical Grating Monochromator (HESGM) providing a high 
photon flux (~10 1 0 photons/sec/100mA) and covers the energy range between 200 eV 
and 1400 eV (with a resolution of approximately 500 meV). A schematic of the 
beamline is shown in figure 8.15: 
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Figure 8.15: A schematic layout of Station 1.1 [33] 
As there are no entrance slits defining the incident beam position impinging onto the 
grating, changes in the position of the synchrotron storage beam directly result in a 
change in a position on the grating, and thereby result in a shift in energy of the beam 
incident onto the sample. This means that the energy calibration must be checked 
after each beam-fill. The final beam position on the sample is defined by a second 
platinum coated focusing mirror. 
For the experiments discussed in this section, a two circle diffractometer was 
placed at the end of the beam pipe. The diffractometer was then aligned to the beam 
by placing it at an angle of 4° to the horizontal. Plate 8.1 shows the diffractometer in 
position at the end of the beam pipe. The operating pressure of the diffractometer 
vessel was typically 10"5 Torr. This low pressure was required to reduce the effects of 
air scatter on the soft x-rays and in order to prevent damage to other elements in the 
beam line. 
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Plate 8.1: The diffractometer in position for the SoXMaS experiments 
Plate 8.2 shows the interior of the diffractometer chamber. The incident beam was 
focused using the second Pt mirror onto the entrance slits of the diffractometer (far 
left of plate 8.2). A second set of slits helps to reduce the background scatter, and in 
plate 8.2 these two slits have been shielded with aluminium so as to reduce the 
background further. The sample was then placed between the pole pieces of an 
electromagnet. 
Sample Holder with 
electromagnet 
Detector 
Plate 8.2: The interior of the diffractometer showing the sample 
environment and detector axis 
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8.4.3 Experimental Results Recorded using Soft x-rays 
In order to investigate the feasibility of conducting experiments at soft x-ray 
wavelengths, the specular scatter was compared for scans recorded at X=1.3926A 
and X=16.513A. This comparison is shown in figure 8.16 where the intensity of the 
two scans was normalised to the structural Bragg peak. 
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Figure 8.16: Comparison of the Reflectivity scans obtained from sample 2 using hard 
and soft x-rays. The intensity has been normalised to the structural Bragg Peak 
An initial concern when working with such large wavelengths was that the 
penetration depth would be less that the total sample thickness. The penetration 
depth at the peak of the iron L3 edge was found by Sacchi et. al. to be less than 275A 
[31]. This is clearly not the case here because, as can be seen in figure 8.16, both 
scans clearly show Kiessig fringes of the same period suggesting that the x-rays at 
both wavelengths can penetrate the approximately 1000A thick sample. The effects 
of the large absorption are evidenced in the soft x-rays by the blurring of the critical 
angle. 
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Figure 8.17 shows the specular reflectivity from sample 3 recorded at several 
incident energies. 
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Figure 8.17: Specular scans as a function of incident energy for Sample 3 
For incident energies away from the resonance condition, all the reflectivity scans 
show a similar behaviour, although the scan taken at A= 15.1564A shows weaker 
Kiessig fringes. On the cobalt L3 resonance, however, the shape of the reflectivity 
curve is very different. There is a peak at half the scattering vector of the structure 
peak. This corresponds to a </-spacing twice that of the structural periodicity. As this 
peak is not evidenced at the other energies it must result from the magnetic super-
structure. The double d-spacing implies that the magnetic moment is either coupled 
anti-ferromagnetically or bi-quadratically. From the magnetometry results it is 
known that this sample should indeed be bi-quadratically coupled. The double d-
spacing gives information of the direction of the spins in the cobalt layer: this wil l be 
discussed in more detail in later sections. 
The change in the shape of the specular scatter at the cobalt L$ edge could be 
due to the effects of magnetic roughness. However, a comparison between the scans 
taken at the Co and Cu L3 edges (figure 8.18) shows that this is not the case. 
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Figure 8.18: Specular scans recorded at the Cu and Co L3 resonances 
The rate of fall of f is very similar in the two samples, however the intensity of the 
Kiessig fringes is very different at the two energies. There is no magnetic signal at 
the copper edge, showing that there is no magnetic moment associated with the 
copper spacer layer. There is a change in the intensity of the structure peak for the 
two wavelengths because at the copper resonance, the cobalt layers are absorbing 
strongly. This is analogous to the K edge data displayed in figure 5.5, although the 
effects are more pronounced at these energies. Thus the intensity changes observed 
in figure 8.17 must be due to anomalous dispersion corrections in the vicinity of the 
L} edges, rather than magnetic roughness. 
Figure 8.17 shows that when the incident wavelength is tuned to the cobalt L3 
edge, a magnetic peak is observed. Figure 8.19 shows the variation of the intensity of 
this peak as a function of energy. 
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Figure 8.19: The intensity variation of the magnetic peak as a function of energy 
A sharp increase in the magnetic peak intensity is observed just below the tabulated 
values of the Co L3 edge. The wavelength calibration was carried out by conducting a 
series of specular scans over the magnetic peak in energy steps of 0.5eV around the 
cobalt L3 edge. The energy which gave rise to the largest magnetic peak was then 
used, and is referred to as the on resonance scan. 
Figures 8.17 and 8.18 show that the penetration depth of the soft x-rays is not 
always greater than the sample thickness. Specular scans taken over the magnetic and 
structure peaks show changes as the energy is tuned through the cobalt L3 edge. 
These results are presented in figure 8.20. For energies below the cobalt L3 edge, 
clear Kiessig fringes are observed in the vicinity of both peaks, but as the energy is 
tuned through the edge these fringes disappear showing that the penetration depth has 
reduced. 
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Figure 8.20: Specular scans across the magnetic and structural peaks of 
sample 1 as a function of energy. 
The results displayed in figure 8.20, suggest that the penetration depth of the 
soft x-rays is reduced as the energy is tuned through the edge. I f this were the case, 
the widths of the peaks should increase. This is because the FWHM of the two Bragg 
peaks is proportional to the total number of bi-layers being sampled. In the case of 
the magnetic peak this bi-layer repeat is twice that of the structure peak, due to the 
double periodicity of the magnetic moment induced by the coupling, and is 
approximately 40A. The magnetic peak was fitted to a Voight function, and an 
exponential background was used to account for the fall off. Figure 8.21 (a) shows 
the variation of FWHM of the fitted peaks as a function of energy. Figure 8.21 (b) 
shows the inverse of the FWHM as a function of incident energy. 
200 
0.0024 
~ 0.0016 o 
i 
0.0012 
800 
770 780 790 
Energy (eV) 
800 
% 600 
o 500 
400 
770 780 790 
Energy (eV) 
800 
(a) (b) 
Figure 8.21: The FWHM (a) and its inverse (b) of the magnetic peak from sample 1 
as a function of energy through the Co L3 and L2 edges. 
It is clear that there is a systematic increase in the width of the magnetic peak as the 
energy is tuned through the L3 and L2 edges. By inverting the FWHM, a measure of 
the thickness of the sample being probed in the experiment can be estimated. This is 
shown in figure 8.21 (b). The results from this simple approximation are 
encouraging. From the specular scatter we know that the x-rays sample the total 
stack thickness, which is approximately lOOOA. However, the inverse of the FWHM 
of the magnetic peak for energies below 780 eV, yield values less than this. The 
reasons for this is likely to be due to the cobalt layers nearest the substrate being 
coupled ferromagnetically. These agrees with the neutron experiments and the fact 
that GMR is only obtained after deposition of 4-5 bi-layers. The sample thickness 
that therefore contributes to the magnetic peak intensity would be less than the total 
sample thickness. However, figure 8.21(b) does shows a sharp reduction in the 
sample thickness that is probed at energies close to the two L edges caused by an 
increase of the absorption coefficient. 
The importance of including anomalous dispersion terms in the atomic 
scattering factor have already been presented in chapter 5. The results contained 
therein show that for Cu/Co multilayers, a change in the wavelength only effects the 
Bragg peak intensity due to changes in the scattering factor difference between the 
two layers. These results can be modelled from theoretical arguments based on 
isolated electrons. The use of isolated electrons in calculating anomalous dispersion 
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effects limit the validity of the method to an energy range that only extends to 4keV. 
It is not possible to extend this theory to include these soft x-ray energies. Thus new 
methods are required to estimate the anomalous terms in the scattering factor. It has 
been demonstrated in figure 8.21, that a careful measure of the widths of the satellite 
peak in the reflectivity is a direct measure of the absorption coefficient. It should 
therefore be possible to calculate / ' via the Kramers-Kronig relations. Such a 
method has been proposed by Tonnerre et. al. [34], but it has yet to be published. 
It was noted above that the maximum magnetic peak intensity occurred just 
below the tabulated values of the Co L3 edge. This is because on resonance, the 
scattered x-rays are absorbed strongly. Figure 8.22 shows the intensity and FWHM 
(absorption) of the magnetic peak on the same graph. 
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8.22: The intensity and FWHM of the magnetic peak observed 
from sample 1 as a function of energy 
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8.4.3.1 Field Dependence on the Magnetic Peak Intensity 
From section 8.4.1 it is to be expected that the intensity of the magnetic peak 
should change as the direction of an external field is varied. This field dependence 
was investigated by initially applying a 730 Oe field parallel to the beam direction, 
using an external permanent magnet. A complete data set was then recorded with the 
sample magnetised in this direction. A field orthogonal to the x-ray beam could then 
be applied using the in-situ electromagnet which is shown in plate 8.2. A schematic 
of the field directions is shown in figure 8 .23. 
Figure 8.23: A schematic of the field orientations used in the soft x-ray experiments 
The field produced by the electromagnet was calibrated at atmospheric 
pressure using a hand-held Gauss meter. The calibration is shown below in figure 
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Figure 8.24: The calibration of the electromagnet 
The gap between the pole pieces of the electromagnet was of the order of 1 cm. In 
order to increase the field at the sample position, the sample was mounted next to two 
thin iron shims. The gap between the iron shims and the sample was 1mm, and the 
gap between the electromagnet and the iron shims was of the same order. The use of 
the iron shims enabled the field applied at the sample to be increased from 
approximately 300 Oe to 500 Oe. A l l the data contained in this section was obtained 
with the samples in this geometry 
The non-linearity observed for high currents in figure 8.24 is due to Ohmic 
heating in the electromagnet coils. This effect is more pronounced when the current 
is applied in a low pressure environment where it is harder to dissipate the heat 
generated in the coils. It was not possible to conduct a calibration in-situ due to the 
design of the diffractometer. In order to maintain a constant temperature at the 
sample, high currents could only be passed for a few seconds. This in practice limited 
the time that large fields could be applied to a few tens of seconds. After application 
of this orthogonal field, another complete data set was recorded, in zero field. Thus 
the differences between the two data sets can only result from a change in 
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the magnetic state of the samples. Figure 8.25 shows the effect of changing the 
magnetisation on the specular scatter from sample 2. 
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Figure 8.25: Specular reflectivity for sample 2 in zero field after the sample had been 
magnetised along the beam direction (red) and orthogonal to it (blue) 
It is clear that the only effect of changing the magnetisation direction is on 
the intensity of the magnetic peak. An increase in the magnetic peak intensity is 
observed when the field is applied perpendicular to the x-ray beam. A similar change 
in intensity was observed for sample 1 which was also bi-linearly coupled. The 
changes in intensity of the magnetic peak with applied field for the bi-linear samples 
is shown, on a linear scale, in figure 8.26. 
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Figure 8.26: The magnetic peak intensity with the field applied along (red) and 
perpendicular (blue) to the beam for sample 1 (a), sample 2 (b) 
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When the field is applied along the beam direction for a purely AF coupled sample 
the' intensity of the magnetic peak should be zero. This is because above a critical 
field the spins in the magnetic layers should spin-flop resulting in a zero net moment 
pointing along the x-ray beam [35]. When the field is applied perpendicular to the 
beam, this effect is reversed and the intensity of the magnetic peak should increase as 
the spins return to their initial positions. This effect is shown schematically in figure 
8.27. 
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Figure 8.27: Spin-flop alignments for a pure AF coupled sample on application of an 
external field parallel to the beam direction (a) P • M = 0, 
and perpendicular (b) P • M 0 
It is, however, clear from figure 8.26 that after a field had been applied along the 
beam direction that there was still a significant magnetic peak. Thus there must still 
be a net moment pointing along the beam direction. This moment could result from 
either ferromagnetic or bi-quadratic domains being present in the sample. Another 
possibility is that the angle between the spins in adjacent cobalt layers is not exactly 
180°, resulting in a small net moment which can resist a spin-flop alignment. 
If the angle between the spins in alternate cobalt layers is 90°, then bi-
quadratic samples can exist in two orientations. The moment produced by the spin 
alignment in the two orthogonal directions (along the beam, and orthogonal to it) 
would be the same: (figure 8.28). 
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Figure 8.28: The two possible orientations for the spins in 
a bi-quadratically coupled sample 
It is possible to distinguish between these two configurations by conducting soft x-
ray scattering experiments. If the coupled layers are in configuration shown in figure 
8.28 (a) the magnetic superstructure is no longer at a J-spacing twice that of the 
structure peak, and the magnetic scattering would be surperimposed under the 
structural Bragg peak. This is schematically represented in figure 8.29. 
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Figure 8.29: The magnetic super-structure for the two cases depicted in figure 8.28 
The bi-quadratically coupled, sample 3, showed a magnetic peak at the same 
momentum transfer as the bi-linearly coupled sample, showing that the spin 
configuration was that shown in figure 8.28 (b). However, the dependence of this 
magnetic peak on the magnetic field direction was very different from the other bi-
linear samples. Figure 8.30 shows the specular scans, on a linear scale, across the 
magnetic peak for the two magnetisation directions. 
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Figure 8.30: The magnetic peak intensity with the field applied along (red) 
and perpendicular (blue) to the beam for sample 3 
There was no observed change in zero field of the intensity of the magnetic peak 
with applied field in this sample. Thus the configuration of the spins in the bi-
quadratic samples must remain the same for both magnetisation directions. 
Additionally it was observed that there was also no change in the intensity of the 
structural peak for the two field directions, suggesting that there are no 
ferromagnetic domains. 
The magnetisation studies so far undertaken show that there are significant 
differences between the bi-linear and bi-quadratic samples, and that their behaviour 
cannot be explained in very simple terms. It was decided to investigate the magnetic 
peak intensity as a function of applied field in greater detail. The samples were 
initially subjected to the same external field of 730 Oe applied along the beam 
direction and the intensity of the magnetic peak was then recorded for a series of 
applied orthogonal fields. After the field was applied for 5 seconds the magnetic 
peak intensity was recorded, the field was removed, and the zero-field intensity was 
recorded. Figure 8.31 shows the variation of the magnetic peak as a function of 
applied field for sample 2. Both bi-linear samples exhibited similar behaviour. The 
blue data points correspond to data taken with the field on, and the red data points 
are the zero-field data. 
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Figure 8.31: Magnetic peak intensity as a function of applied field for Sample 2. 
Data recorded with the field on (blue), and zero-field data (red) 
Little change in the magnetic peak intensity is observed for fields below 100 Oe. 
Thereafter, a steady increase in both the with field and without field data is observed. 
It is interesting to note that the magnetic peak intensity has not saturated, even for an 
applied field in excess of 500 Oe. After this orthogonal field had been applied, the 
magnetic peak intensity in zero-field had increased by a factor of just under 3, in 
agreement with figure 8.26. These results are somewhat surprising considering that 
the coercive field of these samples is of the order of 20 Oe. It would be expected that 
the greatest changes in intensity of the magnetic peak would occur for applied fields 
of this order. 
The with-field data shown in figure 8.31 shows that it is possible to increase 
the intensity of the magnetic peak still further on the application of an orthogonal 
field. For this increase in the magnetic peak intensity to occur, the net magnetic 
moment aligned to the beam must increase when this field is applied. When the field 
is removed, this net moment must rotate out of the beam direction. The dependence 
of this rotation angle with applied field was investigated by following the green 
arrow in figure 8.31. The results of the experiment are shown in figure 8.32: 
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Figure 8.32: The field dependence on the rotation of the magnetic moment with the 
blue points corresponding to the peak intensity with field 
and red the intensity at zero field. 
The intensity of the magnetic peak again increases steadily as the orthogonal field is 
applied. As expected the magnetic peak intensity in zero-field does not change 
significantly. On removal of the field, the magnetic peak intensity fell sharply, a slow 
decay to the initial value being then observed. This decay was of the order of 
minutes. The data displayed in figure 8.32 were recorded thirty seconds after the 
field had been removed. 
The magnetisation behaviour of the bi-linear samples is surprising 
considering the very low values of the coercive field, and the correspondingly large 
fields applied here. The same experiment was undertaken on the bi-quadratically 
coupled sample. This sample showed a very different behaviour to that of the bi-
linear samples. It was shown in figure 8.28 that there was no change in the magnetic 
peak intensity (in zero field) for the two orthogonal field directions. This was in 
sharp contrast to the behaviour of the bi-linear samples. 
The analogous experiment that gave rise to figure 8.31 was undertaken on 
sample 3. The results are presented in figure 8.33: 
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Figure 8.33 Magnetic peak intensity as a function of applied field for Sample 3. Data 
recorded with the field on (blue), and zero-field data (red). 
A parabolic fi t to the with field data is shown in green. 
Again, the behaviour of the magnetic peak intensity with applied field is very 
different for this bi-quadratically coupled sample. In contrast to the bi-linear 
samples, the with field magnetic peak intensity falls on the application of an 
orthogonal field. A slight increase in the peak intensity is observed for low fields, but 
for fields above approximately 100 Oe, the peak intensity follows a parabolic 
dependence on the field strength. As was observed earlier, the zero-field intensity 
always returned to the initial value. 
The magnetisation experiments show that even when fields as large as 500 
Oe are applied, the magnetic peak intensity has still not saturated. These fields are 
considerably larger than the coercive field which is approximately 20 Oe. In order to 
understand the magnetisation experiments, it is useful to consider some TEM and 
Lorentz electron microscopy results on a similar series of samples. This work was 
undertaken by Prof J. Chapman's group at the University of Glasgow [36]. 
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The physical microstructure of the samples was investigated by Chapman and 
the* average grain size was found to be approximately 200 A, in excellent agreement 
with the results deduced from our high angle x-ray data presented in section 8.3.2. 
The magnetic microstructure was investigated by the use of the Fresnel mode of 
operation. Images of the magnetisation were taken as a function of applied field, after 
the sample had been saturated by a 6 kOe field. The magnetisation sequence was 
conducted along a nominally hard and easy axis. 
The Chapman TEM studies show that whilst there was a clear signal from the 
bi-quadratic samples suggesting ferromagnetic or bi-quadratic coupling the 
nominally anti-ferromagnetically coupled sample had extremely low contrast. For a 
purely AF coupled sample there should be no contrast. The contrast in the AF 
coupled samples suggest that the angles between the spins in adjacent cobalt layers is 
slightly less than 180°, and that there is a small net moment associated with the 
coupling between the cobalt layers. 
For both samples, the Chapman TEM images suggest that the samples are 
single domain, and that major changes to the magnetisation do not occur above the 
coercive field. This is in agreement with the MOKE data. Al l the samples show a 
degree of magnetic ripple which are local variations in the mean direction of the 
magnetisation. These ripples run perpendicular to the direction of the magnetisation. 
The magnetic ripple is more pronounced along the hard axis, and in low fields. 
The TEM and MOKE data both agree that the magnetisation in the samples 
does not change significantly in fields greater than 40 Oe. However, this is still in 
contradiction to the results obtained from the x-rays. It should be noted that the 
techniques of TEM and MOKE are measuring very different aspects of the 
magnetisation to the soft x-rays. In the MOKE and TEM studies, it is the net, 
resultant, moment that is being measured. The x-rays are only sensitive to the anti-
ferromagnetically coupled component of the magnetisation in the direction of the x-
ray beam. 
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8.4.3.2 Explanations of the Magnetisation Results obtained using 
Soft X-rays 
In the deposition chamber, a small field is present. This field, of 
approximately 100 Oe, is used to align magnetic layers in spin valve structures, and 
in the case of these samples has the effect of aligning the spins within the cobalt 
layers. In the geometry of the current experiment, this field is at right angles to the 
beam direction. This growth field defines the nominal easy axis in the samples. 
When the spins align at 90° to each other, a large net moment associated with 
the coupling is present (light arrows in figure 8.34). This moment wil l align along the 
growth field, and form a strong easy axis, which was observed in the Chapman TEM 
micrographs. The 'as grown' state is shown schematically in figure 8.34. Although 
the TEM suggests that the sample is a single domain state, there may be a some small 
demagnetising domains. 
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Figure 8.34: The as grown magnetic state of the bi-quadratic sample 
When an external field is applied, these moments will rotate to align to it. When this 
field is applied along the beam direction, these moments are pulled out of the easy 
axis towards a harder magnetic state. The layers will always remain coupled because 
the exchange coupling is so strong (the saturation magnetisation is of the order of 
IT, figure 8.8). The alignment of the moments in a field along the beam direction is 
shown in figure 8.35 
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Figure 8.35: The bi-quadratic sample, with a field applied along the beam direction 
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When the field is removed, the moments associated with the coupling will rotate 
back towards the easy axis, and return to their original positions, figure 8.34. I f an 
external field is now applied along the easy axis, i.e. orthogonal to the beam, the 
sample forms a single domain state. This process may explain the slight increase in 
the magnetic peak intensity observed at low fields in figure 8.33. When the 
orthogonal field is increased still further, the angle between the spins in adjacent 
layers reduces. This reduction in angle corresponds to a reduction in the component 
along the beam, and therefore a reduction in the magnetic peak intensity. This 
phenomenon is schematically shown in figure 8.36: 
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Figure 8.36: The bi-quadratic sample on the application 
of a large field along the easy axis 
The TEM results are required to explain the bi-linearly coupled samples. It 
was noted above, that in a purely AF coupled sample, there should be no magnetic 
peak intensity when the sample is magnetised along the beam direction. The fact that 
there was a substantial magnetic peak implies the sample had either bi-quadratic 
domains, or that the antiferromagnetic alignment was not perfect. The TEM results 
confirm that the AF alignment is not perfect, and that the sample is in a single 
domain state. As the coupling is not 100% AF, there will be a small moment which 
can align with the growth field. The as-grown state will therefore have the spins lying 
along the beam direction, with the small moment associated with the coupling 
pointing along the growth field, figure 8.37: 
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Figure 8.37: The as grown magnetic state of the bi-linear samples. 
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As this moment is very low it is difficult to ascribe an easy or hard direction to the 
sample. The TEM results suggest that the differences in energy between the two 
orthogonal directions are very small. In a similar way to the bi-quadratic sample, 
when an external field is applied along the beam direction, the moments wil l rotate 
towards it. However, unlike the bi-quadratic sample, the spins will not necessarily 
rotate back to the easy axis defined by the growth field, on removal of the external 
field. They wil l become pinned along an intermediate axis which is a result of a 
complex energy surface. There are many local minima in which the moments can 
become trapped due to the extremely small moment, and the large magnetic ripple 
which is seen to exist in these low field regimes is evidence of these fluctuations in 
the energy state. A schematic of the magnetic structure on removal of the external 
field is shown in figure 8.38: 
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Figure 8.38: The magnetic structure of the bi-linear samples, on removal of the 
external field applied along the beam direction 
When an orthogonal field is applied, these moments start to rotate back towards the 
growth field direction. However, unlike the MOKE and TEM measurements, the 
sample has not been saturated, and the sample is always returned to a zero-field state 
after each field has been applied. This motion of the moments is restricted by the 
energy surface, and it requires relatively large fields to rotate the moments back 
towards the nominal easy axis. This behaviour is seen in figure 8.31. The variation of 
the magnetic peak intensity with applied field, is a measure of the degree of this 
rotation. The with-field data is therefore a measure of the maximum rotation. 
However, when the field is removed, some of the moments rotate away from the 
growth field direction towards a local easier axis, and the magnetic peak intensity is 
seen to reduce. Figure 8.31, is a measure of the 'shape' of the weak, global energy 
minima, and figure 8.32 maps the shape of the local energy minima. I f it had been 
possible, to apply a large field, the intensity of the magnetic peak in the bi-linear 
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samples should saturate, and then start to reduce in intensity for the same reasons as 
in the bi-quadratic sample. 
The magnetic scattering from the soft x-rays has yielded a large amount of 
information about the magnetic state of the samples. The explanations of the 
magnetic data agree with the results obtained from the Chapman TEM study, 
although the very different field ranges have yet to be explained fully. The 
discrepancies are likely to be due to the fact that the two techniques are sensitive to 
different components of the magnetisation. 
Thus far, it has only been the specular scatter that has been studied. With the 
high flux of station 1.1, it has, however, also been possible to investigate the diffuse 
scatter from these samples. There are several advantages of using soft x-rays to 
investigate the diffuse scatter from metallic multilayers and these wil l be presented in 
the next section. 
8.5 Diffuse Scatter Measurements at Soft X-ray Energies 
There have been very few cases in the literature where the diffuse scatter has 
been investigated using soft x-rays. The diffuse scatter from polished silicon 
substrates [37], as well as from W/C multilayers [38] has been studied. These 
samples were investigated away from any resonance condition and the theory 
developed by Sinha et. al., (see chapter 3 above) was employed to give values of the 
roughness, lateral correlation length and fractal parameter. The values deduced were 
in good agreement with similar measurements carried out at harder x-ray energies, 
and through AFM studies. 
In this section, the results obtained by analysing the diffuse scatter wil l be 
presented. The flux from station 1.1 is high, and the diffuse intensity was easily 
observed. The background was high, and in future runs this needs to be corrected. 
Figure 8.39 shows the specular and off-specular scans from sample 1. 
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Figure 8.39: Specular and off-specular scans from sample 1 taken at the Co L3 edge 
The off-specular scans shown in figure 8.39 confirm the results from the hard 
x-rays - namely that the roughness in the system is highly correlated. The diffuse 
scatter is also peaked at the momentum transfer corresponding to the magnetic 
super-lattice. The high levels of intensity enabled transverse diffuse scans to be 
successfully undertaken and these will now be discussed. 
One particular advantage of studying the diffuse scatter with soft x-rays is 
that the range of reciprocal space that can be probed is vastly increased over what is 
observable by hard x-rays. I f the transforms between real and reciprocal space are 
recalled; 
) f sin(<5) sin [8.10] 
it is clear that the range in qx that can be explored is directly proportional to 8, the 
angular difference between the incident angle and the specular condition. The limits 
of 8 are defined by the critical angles of the incident and scattered radiation. For the 
multilayers that we are considering in this chapter, the Bragg peak occurs at a 
detector angle 20«5° (figure 8.10) at a wavelength of 1.38A. Thus the maximum 
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value of S is 2.5°, and the minimum length scale that can be probed is of the order of 
500A. As sputtered multilayers have lateral correlations typically a lot shorter than 
this, much of the diffuse scatter is not observed and the correlation length can only 
be deduced by an observed lack of intensity in the transverse diffuse scatter. 
When soft x-rays are used, the Bragg peak occurs at a sample angle 
approaching 30°. The angular difference, S, is now 15°, and lateral length scales 
down to a few tens of Angstroms can now be directly probed. Thus, in the soft x-ray 
regime, correlation length scales commonly observed in these sputtered systems are 
easily accessed. 
Figure 8.40 shows scans through the structural Bragg peak taken at hard and 
soft energies. The difference in the range of qx that is probed is immediately 
apparent. 
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Figure 8.40: Transverse diffuse scans through the structural Bragg peak for 
hard x-ray energies (green) and soft x-ray energies (red and blue) 
It is interesting to note that there is no dependence on the magnetic peak intensity on 
the direction of the magnetic moment, confirming that there is no ferromagnetic 
component in these samples. Figure 8.40 also shows that the diffuse scatter observed 
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by the soft x-rays is peaked either side of the specular condition. This occurs at 
length scales of the same order as the assumed lateral correlation length 
(approximately the grain size). This feature was present in all the samples studied. In 
the standard 2 circle diffractometer geometry these features can never be probed 
using hard x-rays. A series of scans was carried out over the structure peak and a ful l 
reciprocal space map (FRSM) was produced to investigate these features more fully. 
The FRSM of the structure peak is shown in figure 8.41. The data is not 
symmetric due to a high level of noise present in the scans at high sample angles, 
which resulted in the useable data being truncated. This noise was later identified as a 
wiring problem and was corrected by the time the scan in figure 8.40 was taken. 
There was, however, insufficient beam time available to repeat the reciprocal space 
map. 
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Figure 8.41: A full reciprocal space map across 
the structural Bragg peak sample 2 
From the FRSM it is clear that the enhancement of the diffuse scatter is peaked not 
only in qx, but also in qz. The fact that the feature is peaked at the same qz value as the 
structure peak means that it is a feature that is replicated from layer to layer, i.e. it is 
correlated. Enhancements of the diffuse scatter either side of the specular ridge 
originate from either a Blazed grating, or a sinusoidal interface. 
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A sinusoidal interface is similar to a surface with a long length scale 
roughness which is what is commonly measured as the lateral correlation length. It 
could be that we are directly measuring the lateral correlation length here. Indeed, a 
blazed grating effect originating from the substrate could define the length scale over 
which the surface can be defined as being fractal, and in a highly correlated system 
this feature would be present over many bi-layer repeats. Figure 8.41, also shows that 
the roughness is correlated over all length scales up to this point. This is evidenced 
by an almost constant intensity of the diffuse scatter as a function of qx. 
It was also possible to measure the magnetic roughness. The fact that there 
was such a strong diffuse peak in the off-specular scatter (figure 8.40) at the 
magnetic peak position suggests that the magnetic roughness is also highly 
correlated. Magnetic roughness has been evidenced in other systems [39,40], but this 
is the first direct evidence of correlated, magnetic roughness. A careful inspection of 
figure 8.40 also shows that the extension in qx, is different for the magnetic and 
structural correlated roughness. This is further evidenced by a comparison of the ful l 
reciprocal space maps of the magnetic and structural diffuse scatter around their 
respective Bragg peaks. Figure 8.42 compares the magnetic and structural FRSMs 
over the same qx range. 
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Figure 8.42: The FRSM of the diffuse scatter around the magnetic and structural 
Bragg peaks in sample 2, magnetised parallel to the beam. 
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It is immediately obvious that whilst the structural roughness is correlated 
over all the length scales probed, the magnetic roughness is only correlated over long 
length scales. Slight differences were observed between the structural and magnetic 
roughness length scales in references 39 and 40, but they were small compared with 
the present findings. 
When the sample was magnetised orthogonally to the x-ray beam, the 
intensity of the magnetic peak increased. A FRSM was also taken when the sample 
was magnetised in this configuration. Figure 8.43 shows a comparison of the two 
FRSMs with the same intensity scale. 
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Figure 8.43: A comparison of the zero-field magnetic FRSM for the two orthogonal 
magnetisation directions. 
It is clear that the increase in magnetic peak intensity is accompanied by a sharpening 
of the magnetic peak in qx. This corresponds to correlations only being present over 
longer length scales. The same effect was observed for sample 1, and figure 8.44 
shows the transverse scan taken through the magnetic Bragg peak, under the two 
orthogonal magnetisation directions. 
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Figure 8.44:Zero field transverse scans through the magnetic peak for Sample 1 
A measure of the magnetic correlation length can be made by fitting the 
curves in figure 8.44. The line shape should consist of two components, a central 
peak which is the instrument resolved specular ridge, and a broader diffuse 
component. The correlation length is then the inverse of the FWHM of the diffuse 
component. Due to the large lateral correlation length, and the poor resolution of the 
instrument, it has not been possible to deconvolve the two curves totally successfully. 
The current best fits give a magnetic correlation length of the order of 11,000 ± 
3000A when the sample is magnetised along the beam direction, and 14,000 ± 3000A 
after the field was applied orthogonally to the x-ray beam. 
Although it was not possible to pass large currents through the electromagnet 
for long periods of time, it was possible to conduct experiments whilst a small field 
was applied. Figure 8.45 shows the transverse diffuse scans taken through the 
magnetic peak whilst a field was being applied orthogonally to the x-ray beam for 
samples 1 and 2. In agreement with the magnetisation studies, a slight change in the 
intensity of the magnetic peak is observed. The peaks are also seen to become sharper 
in the tails of the diffuse peak 
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Figure 8.45: Transverse scans taken through the magnetic peak with a field applied 
orthogonal to the x-ray beam. For sample 1 (a) and Sample 2 (b) 
The lateral magnetic correlation length was seen to be of the order of 1 um. 
This is the length scale which corresponds to the magnetic ripple length scale that 
was observed in the TEM. Figure 8.46 is a reproduction of the TEM micrograph 
corresponding to zero applied field. 
i i 
Figure 8.46: TEM micrograph taken in zero field, along the magnetisation sequence 
taken along the nominally easy axis [36]. 
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Although the magnetic ripple is weak, it can be seen that its length scale is 
approximately the same as that observed by the x-rays. 
8.6 Summary 
The effects of gas contamination have been seen to be particularly important 
in obtaining good GMR. The largest effect on the magneto-transport measurements 
was to induce bi-quadratic coupling when the contamination was placed in the 
copper spacer layer. Structural characterisations were attempted on the samples, and 
although they showed the samples to be of a good quality no differences between 
them could be observed. 
The samples were then studied using soft x-ray reflectivity and the structural 
and magnetic super-structure were investigated. It was shown how it was possible to 
conduct structural characterisations using soft x-rays. Although these again failed to 
show significant differences between the samples, large enhancements of the diffuse 
scatter were observed for length scales similar to the grain size. 
The magnetic super-structure has been evidenced by the use of linearly 
polarised x-rays. The energy and field dependence of the magnetic peak have been 
investigated. The energy dependence of the peaks is as expected from the theory. A 
theory for the magnetic dependence of the peak has been put forward based on results 
from a TEM investigation. It has also been possible to investigate the 
structural/charge and magnetic roughness correlations. It has been observed that the 
two types of roughness are correlated over very different length scales. The structural 
roughness is correlated over all the length scales probed, whilst the magnetic 
roughness is only correlated over distances of approximately 1 um. These results are 
in marked contrast to previously reported findings, but the presence of a magnetic 
ripple was not reported in these works. 
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Chapter 9 
X-ray Scattering Studies from Spin Valve Structures 
9.1 Introduction 
In this chapter, the results of an experiment designed to elucidate the 
thickness of the non-magnetic layer in a spin valve will be presented. These results 
have been obtained using hard x-rays. The structure of the chapter is such that an 
introduction to spin valves and their coupling is presented in section 9.2. The 
samples are introduced in section 9.3, prior to an investigation using grazing 
incidence x-ray reflectivity. An introduction on x-ray fluorescence is given in section 
9.4. This leads onto a discussion about grazing incidence fluorescence (section 9.5). 
Grazing incidence x-ray fluorescence is discussed in section 3.6. A structural analysis 
of the samples using grazing incidence fluorescence is then presented in section 9.7, 
and the chapter is concluded in section 9.8. 
9.2 An Introduction to Spin Valves 
Spin valves form a subset of the much wider group of layered systems which 
exhibit giant magneto-resistance (GMR). Where they differ from the samples 
previously studied in this thesis is that they are made up of two uncoupled 
ferromagnetic layers, separated by a non-magnetic spacer layer. The criteria for the 
layer thicknesses are the same as for the more conventional Cu/Co or Fe/Cr 
multilayers; namely that the thickness of the layers must be smaller than, or of the 
same order as the mean free path of the electron. Additionally spin valves require that 
the thickness of the non-magnetic layer is such that the ferromagnetic layers are 
decoupled (although this criterion is rarely realised in full for most systems). We 
have already seen that one of the basic requirements for the GMR effect is an anti-
parallel alignment of the spins in the ferromagnetic layers. Al l spin valves realise this 
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anti-parallel alignment by the exchange biasing of one of the ferromagnetic layers. 
This is achieved by bringing one of the ferromagnetic layers into contact with an anti-
ferromagnet and cooling the system below the Neel temperature of the 
antiferromagnet, or by growing the sample in an external field whose strength is 
enough to saturate the ferromagnetic layer, typically a few tens of Oersted. 
The preferred method to achieve anti-ferromagnetic biasing in spin valves is 
to grow them in an external field using a sputtering system. This induces a 
unidirectional anisotropy for the pinned layer, Heb, along the external field direction 
which can be described by a real energy density term, JEB [1] or in terms of an 
anisotropy constant, KP [2]. This anisotropy results in a shift of the magnetisation 
loop of the pinned ferromagnetic layer to a higher field. 
The antiferromagnetic coupling here is assumed to be caused by a surface 
interaction between the ferro and anti-ferromagnetic layers. Recent work by 
Gokemeijer et. al. [3] suggested that this interaction might extend over much larger 
distances. However, repeat experiments performed by C.H. Marrows [4] whereby a 
non-magnetic material is deposited at the interface between the ferro and 
antiferromagnetic layers suggests that the interaction distance is extremely small and 
confined to the interface region. Although the biasing is predominantly caused by 
interface interaction, experimental evidence [5] shows that there is a dependence on 
the biasing energy with the thickness of the antiferromagnetic layer. The exact value 
of antiferromagnetic layer thickness for which the biasing energy saturates is 
dependent on the material used for the AF layer, although it is typically tens of 
Angstroms. 
The magnetisation loops for a spin valve structure, taken along the anisotropy 
direction, will therefore show a stepped arrangement. The magnetisation of the 
unpinned ferromagnetic layer will switch direction on application of a field greater 
than the coercive field of the free layer. The pinned layer will only switch when a 
field greater than the biasing field is applied. The resistance will also change in the 
same way. For samples which are initially ferromagnetically coupled through the 
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spacer layer, a sharp increase in resistance wil l occur when the spins become anti-
parallel. The resistance wil l then reduce to its original value once the pinned layer 
flips, and the spins return to a parallel alignment. For a commercial device, the 
magnitude of the coercive field is of as much importance as the resistance change. An 
experimental room temperature MR loop [6] for a typical spin valve is shown in 
figure 9.1. A sharp increase in resistance is observed when the spins become anti-
parallel after a field greater than the coercive field is applied. The original parallel 
alignment returns after the biasing field is applied, and the MR returns to its original 
value. 
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Fig 9.1 Magnetisation loops from a typical spin valve [6] 
The typical structure of a spin valve is therefore, substrate/Ferro/Non-
magnetic/Ferro/Anti-Ferro. Although these structures do not give as high GMRs as 
Cu/Co multilayers, their resistance changes are much higher than materials that are 
currently used in magneto-resistive recording. Typical values for the GMR in spin 
valve samples are 4-6% [1,7]. The basic structure outlined above was the first spin 
valve developed by Dieny et. al. [6], and is defined as a top spin valve. Due to the 
large number of possible materials that can be used in manufacturing spin valves, it is 
sometimes advantageous to grow the spin valve in reverse, i.e. with the anti-
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ferromagnetic layer deposited on the substrate, a bottom spin valve. The more basic 
spin valve layouts are shown in figure 9.2: 
r " " ™ " a f r 
AF 
AF 
NM NM 
AF 
F, 
Figure 9.2: The basic spin valve structures; (a) Top spin valve, (b) Bottom 
spin valve and (c) Interface engineered spin valve 
The most common material used for the ferromagnetic layer is permalloy, 
Ni8oFe2o- This is favoured because of its soft magnetic behaviour and ability, 
therefore, to switch the unpinned layer at extremely low fields. The other material 
that is commonly used for high GMR structures is cobalt. The choice of the non-
magnetic spacer layer is determined by matching the conduction bands of the 
ferromagnetic layer with those in the spacer layer. As in the case of the GMR 
multilayers this restricts the choice to the noble metals; Cu, Ag and Au. Copper is the 
preferred spacer material due to the close lattice parameter matching between copper 
and the permalloy layer. The original choice for the anti-ferromagnetic layer was the 
gamma phase of FeMn - Fe5oMn5o. Again an additional benefit of FeMn is its close 
epitaxial relationships with the Cu and NiFe layers below (y-FeMn: ao=3.63A, Cu: 
ao=3.6lA and NiFe ao=3.57A). The normal growth mode for FesoMnso is the alpha 
phase, but it is possible to stabilise the gamma phase up to a few tens of nanometres 
i f the crystallinity is good [1]. Typically this is achieved by depositing the spin valve 
on a buffer layer. Tantalum is the most widely used material, and for thicknesses in 
the range 75 to 100A produces strongly (111) textured films [8]. Other crystalline 
texture can be induced by changing the substrate or buffer layers. In order to protect 
the surface of the spin valve from oxidation or other damage, a thin surface layer of 
the same material as the buffer layer is typically used. Work has also been carried out 
with nickel oxide as the antiferromagnet, but elevated temperatures are required for 
its growth and so it is usually the first layer to be deposited and hence a bottom spin 
valve results 
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An important factor in spin valve structures is the relative layer thicknesses. 
The value of the MR that is found in spin valve systems generally varies with the 
thickness of the various layers and most importantly that of the non-magnetic spacer 
layer. The minimum thickness of the non-magnetic layer is typically between 20A for 
copper and 50A for silver [9]. In layers thinner than this, a large number of pin-holes 
inevitably develop through the spacer layer causing the ferromagnetic layers to 
couple strongly. The magneto-resistance falls as the layer thickness increases. This is 
due to two factors. Firstly, as the non-magnetic layer thickness increases there is an 
increase in the scattering of the conduction electrons. Secondly, more of the current is 
shunted through this layer [9]. Dieny [9] introduced a phenomenological law to 
describe the MR as a function of the non-magnetic layer thickness 
where A is a constant proportional to the ferro and non-magnetic materials used, / is 
proportional to the mean free path of the electrons within the spacer layer, t0 is an 
effective thickness related to the shunting in the other layers in the structure and t is 
the thickness of the spacer layer. Thus to maximise the GMR, the spacer layer should 
be as thin as possible, but greater than the minimum thickness required for 
decoupling the ferromagnetic layers. 
However, the coupling strength is not only defined in terms of the non-
magnetic spacer layer, there is an additional term relating to the structure of the 
interfaces. Scanning Tunnelling Microscopy (STM) images from a spin valve of the 
type NiFe/Co/Cu/Co/NiFe/FeMn deposited on glass show that the layers have a 
tendency to form wavy humps, with wavelengths of approximately lOnm [10]. 
Atomic force microscopy studies on Si/NiFe/NiO [11] also reported a similar 
- y , exp Ao (t) = A 
t 1 + t o 
[9.1] 
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behaviour. This wavy surface is an ideal candidate for Neel's orange peel coupling. 
Orange peel coupling is also supported by Egelhoff et. al. [12], who show that by 
using lead, gold or indium as a surfactant at the interfaces reduces these humps. As a 
direct result of this reduction in the wavy nature of the interface, the coupling reduces 
by a factor of 3. Thus, there is an additional term relating the coupling, and hence the 
coercivity, of spin valve systems to Neel's orange peel coupling. This orange peel 
coupling does not effect the magnitude of the GMR, but reduces the field at which 
the alignment of the ferromagentic layers change. 
In previous chapters we have tried to relate the structural and interface 
morphology to the GMR of the materials under examination. The coupling 
mechanisms behind spin valve structures are now well understood and easily 
measured. It is also relatively easy to engineer different interface morphologies, 
either by varying the sputtering pressure or by the addition of a new ferromagnetic 
material. No additional steps in the magnetisation loops of a spin valve result from 
the addition of an additional ferromagnetic layer such as cobalt as in an interface 
engineered spin valve (figure 9.2), because the coupling between the two adjacent 
ferromagnetic layers is so large that they always flip together. Parkin [13] showed 
that the addition of a few monolayers of Co at the interface between the NiFe and Cu 
in a top spin valve biased with FeMn increased the GMR of the spin valve by a factor 
of 2. This suggests that the MR is proportional to spin scattering from magnetic states 
confined to a region of 1.5-3A from the interface between the ferromagnetic and non-
magnetic layers. An alternative explanation is that the addition of cobalt at the 
interfaces reduces the amount of interdiffusion between the copper and permalloy 
layers, and thereby increases the effective thickness of the spacer layer. 
The magneto-resistance of bottom spin valves made with NiO and Co and 
exposed to O2 show significant increases in GMR up to 17% [14]. This large increase 
in GMR is offset by an increase in the coercivity of the free layer from 35 Oe to 54 
Oe. Although the coercivity is large, (common for spin valves with NiO as the 
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antiferromagnetic layer) this example shows the large range of MR values that can be 
achieved by the use of different materials and growth environments. 
The development and improvement of spin valves has been driven by 
commercial applications, and, as a result, most of the analysis of these materials done 
to date has been limited to consideration of the magneto-transport or coupling energy 
factors. There have been very few reported attempts at structural analysis in the 
literature, apart from direct methods of altering the interface as described above. 
Much of the structural analysis has been undertaken using STMs [1,15] or AFMs 
[10]. Attempts have been made to characterise spin valves using x-ray methods, 
notably by grazing incidence x-ray reflectivity [16,17]. 
The rest of this chapter is devoted to a structural investigation of two spin 
valves using grazing incidence x-ray techniques. The use of reflectivity as a possible 
method of structural characterisation is examined. The use of grazing incidence x-ray 
fluorescence (GDCF) is explored and in conjunction with the reflectivity results a 
structural model is proposed for two spin valve samples. 
9.3 Structural Investigation of Spin Valve Systems: The Samples 
The samples used in the experiments detailed in this chapter were of a basic 
top spin valve structure, namely NiFe/Cu/NiFe/FeMn. The samples were all prepared 
in the same vacuum cycle in a fully automated sputtering machine at the University 
of Leeds by C.H. Marrows. The base pressure of the system was -2.3* 10"8 Torr, and 
the Ar pressure during deposition was 5.0 mTorr. The targets were not calibrated, but 
the growth rate for all the materials was of the order of 4A/s and the deposition times 
were controlled to produce samples which were nominally: 
Si/Ta(120A)/Nio.8Feo2(40A)/Cu(X)/Nio.8Feo.2(30A)/Feo.5Mno.5 (40A)/Ta(20A) 
with X of 20 and 60A. The sample with X=20A was designated sample 1 and sample 
2 corresponds to X=60A. 
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An increase in the thickness of the non-magnetic spacer layer should lead 
directly to a reduction in the GMR, as described above in equation 9.1. To investigate 
this, the magneto-transport measurements were undertaken at room temperature [18] 
and the GMR fell from 3.7% for sample 1 to 2.2% for sample 2. The exchange fields 
were measured by examining the shift in the magnetisation loop of the pinned layer 
as detailed above. They where similarly high for both samples: 460 Oe for sample 1 
and 450 Oe for sample 2. The experimental GMR trace is shown in figure 9.1. 
An attempt to characterise the structure of the samples was then attempted to 
confirm that the observed changes in the MR were as a direct result of a change in 
the thickness of the non-magnetic spacer layer. 
9.4 Structural Investigation of Spin Valve Systems: X-ray 
Reflectivity 
Like the Cu/Co multilayers investigated in previous chapters, the scattering 
factor difference in spin valve systems between the NiFe and Cu layers, as well as, 
between the FeMn and NiFe layers is extremely small. Whereas it is possible to 
separate and enhance the scatter from a Cu/Co multilayer by the use of anomalous 
dispersion (chapter 5), this is not possible in a spin valve structure because of the low 
number of interfaces. If roughness is correlated through a multilayer then, due to 
coherent scatter from all the interfaces in the multilayer stack, off specular Bragg 
peaks are formed and anomalous dispersion can then be used to good effect. In the 
case of spin valves, there is no regime where constructive interference can occur, and 
the effects of anomalous dispersion are negligible. Thus, as the scattering factor 
varies monotonically across the Periodic Table, the scattering factor difference 
between the 3d elements is very low and the 3d elements appear as a single 'block' in 
reflectivity experiments. This is clearly shown in figure 9.3 where, in a simulated 
structure, all the 3d elements in the spin valve block are replaced by a single copper 
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layer of the same thickness. The simulations are compared at and away from the Cu 
absorption edge to highlight the negligible effect of anomalous dispersion. 
in 
10 
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Figure 9.3: Simulated reflectivity profiles from a spin valve structure 
Si:Ta(50A)/NiFe(75A)/Cu(20.4A)/NiFe(47A)/FeMn(99A)/Ta(38.8A)/Ta2O5(26.4A) 
Upper curves at A,=1.54A and lower curves correspond to the Cu absorption edge 
(>=1.3803A). Lines correspond to replacement of all the 3d elements by Cu 
The structure in figure 9.3 is the same as that simulated in reference [16]. In this 
reference, the reflectivity profile from a spin valve was fitted using an least-squares 
approach, with an added parameter for the diffuse scatter. From the resulting 
excellent fit, parameters for all the 3d layers were deduced, but as is clear from figure 
9.3 there is a considerable degree of doubt over the validity of a model which claims 
to readily distinguish between the 3d layers on the basis of the fit alone, and the 
conclusion in reference [16] is clearly wrong. 
It is not only in x-ray reflectivity that difficulties arise when trying to separate 
the 3d layers in spin valve structures. In HR-XTEM it is also impossible to 
distinguish between the 3d layers [1]. Additional complications arise when the binary 
phase diagrams of the constituent materials are considered. It is well known that Cu 
readily diffuses into NiFe layers. This should cause a reduction in the GMR, 
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which is temperature dependent, due to an increase in the scattering of electrons from 
the'paramagnetic NiFeCu alloy that is formed at the interface [19]. There is also, 
however, no direct measurement possible using HR-TEM of the Ta/NiFe interface. 
The phase diagrams of TaNi and TaFe are reproduced below: 
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Figure 9.4: The binary phase diagrams of Ta/Ni (a) and Ta/Fe (b) [20] 
It is clear that there are many possible alloys that can form at the interfaces not only 
of Ta/NiFe but also NiFe/Cu. The alloying of the Ta with its adjacent 3d layers, is not 
only of concern at the buffer interface, but also at the capping layer interface between 
the FeMn and the Ta. 
We have already seen that reflectivity measurements are insensitive to the 
NiFe/Cu interface, so much so that i f the NiFe layer were to form a completely 
paramagnetic alloy we would be unable to distinguish it from the indented structure. 
In the samples studied however, the magneto-transport measurements indicate that 
diffusion across this NiFe/Cu interface is small and, as such, only a limited amount 
of the paramagnetic alloy has formed. This example serves to illustrate the 
difficulties involved in structural refinement from reflectivity data alone. 
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Furthermore, the magneto-transport measurements are not sensitive to the Ta/NiFe 
interface, and yet interdiffusion across this interface must be distinguished from the 
reflectivity i f the latter is be an effective tool. Alloying at the Ta/NiFe interface will 
result in an increase in the apparent roughness of the interface due to an increase in 
the interface width. As discussed in chapter 5 the reflectivity is only sensitive to the 
interface width, and in all models this interface width is assumed to be an error 
function perpendicular to the sample surface. 
Reflectivity measurements on samples 1 and 2 were undertaken at Station 2.3 
at the SRS. Although the effects of anomalous dispersion are negligible, the 
wavelength was still tuned to the Cu absorption edge (X,=1.38A). The reflectivity 
scans are shown in figure 9.5: 
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Figure 9.5: Specular and Off-Specular (-0.1°) from samples 1 and 2 
From figure 9.5, it is clear that there are similarities between the two samples but, 
there is no clear difference which can specifically be attributed to a change in the 
copper layer thickness. There is certainly a change in the Kiessig fringe period, 
indicating that the total film thickness has increased in sample 2. A modulation 
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occurs in both curves around a sample angle of 1 degree which is probably due to a 
beat coming from the oxidised Ta capping layer. A longer frequency period towards 
higher sample angles is an indication of the thickness of the buffer layer. The fall-off 
of the reflectivity curve is low, suggesting that the interfaces are smooth. This low 
roughness can also be inferred from the diffuse scatter. The off-specular scans from 
the spin valves are also shown in figure 9.5. Apart from the very low intensity, clear 
fringes are observed at low scattering angles suggesting that the roughness in spin 
valves is correlated from the substrate surface. 
As it proved impossible to separate the 3d elements, an attempt at fitting the 
specular reflectivity using a tri-layer structure of Ta/Feo.sMno.s/Ta. FeMn was used. 
Following the work of Huang [16,17], it was decided to allow the Ta to oxidise to the 
form TaiOs. Unfortunately, it was not possible to fi t the specular scatter. As it has 
proved impossible to obtain detailed information on the 3d elemental layers in a spin 
valve system with reflectivity, a new technique was required. In the next section, an 
introduction to fluorescence techniques and theory is presented with a view to it 
being used in structural characterisations of spin valves. 
9.5 X-ray Fluorescence 
Since absorption can only occur when the energy quantum is greater than the 
energy associated with a transition probability, the absorption as a function of energy 
shows discontinuous jumps. As the energy is increased, a threshold is reached for a 
particular transition, and a new channel for absorption opens up, resulting in the 
discontinuities observed. In between the discontinuities the variation of absorption 
with wavelength is approximately cubic. This behaviour is illustrated in figure 9.6, 
where the mass absorption coefficient has been calculated as a function of 
wavelength for Ta [21]: 
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Figure 9.6: The mass attenuation coefficient as a function of wavelength for Ta. The 
red lines at A.=0.184A and A,=1.255A correspond to the K and L absorption edges 
respectively, as quoted in the International Tables [22] 
In an absorption process, the incident energy of the photon, E, is transferred 
to an electron in a particular shell. The electron is then excited into the continuum 
with an energy E-Esheii leaving the atom in an excited state with a hole in the shell. 
The atom has two distinct decay routes; non-radiative decay namely, Auger 
Emission, and radiative decay, i.e. Fluorescence. A schematic of the absorption 
process and fluorescence recombination is shown in figure 9.7: 
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Figure 9.7: The schematic diagram of the absorption process 
and the fluorescence decay channels. 
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In the Auger process two electrons are involved; as one electron recombines with a 
hole in the Is state, the resulting energy is used to excite an electron from another s 
shell into the continuum. In contrast to this, in fluorescence the energy released by 
the recombination of the exciton is emitted as a photon with a characteristic energy. 
The rate of Auger emission is a constant, a, whereas the emission of fluorescence 
photons is proportional to the atomic number to the fourth power. The fluorescence 
rate, (Ok - ratio of the fluorescence yield to the total yield, can therefore be defined as 
[23]: 
Fluorescence Yield Z 4 
Total Yield Z 4 + « 
[9.2] 
For the K shell, the Auger constant is 1.12*106. The variation of the fluorescence 
yield with atomic number is shown in Figure 9.8: 
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Figure 9.8: Fluorescence yield as a function of Atomic Number, Z 
For a core hole in the Is level, the selection rules, A/ = ±1 and Aj = 0,±1, 
determine that fluorescence recombination can only occur from p shells. The highest 
transition probability involves the 2p levels. The 2p level is split into the 2p'/2 which 
has a two-fold degeneracy and the 2p<fy which has four-fold degeneracy. From figure 
9.7, it is clear that the Kai originates from the 2pcQ level and the Kct2 comes from the 
2p'/2 shell. From these arguments, it may be expected that the ratio of the Kai to 
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the Ka.2 should be 2. Tabulated values of the radiative transition probabilities [24] 
give the ratio for Fe and Ni to be 1.976 and 1.969 respectively. For the heavier 
elements, this simple model breaks down and the ratio reduces to 1.616 for Uranium. 
The ratio of the Ka to K/3 is harder to describe in simple terms, but the tabulated ratio 
between the two for Fe is 7.46 and for Ni is 7.41. 
One of the most common uses of x-ray fluorescence in structural 
measurements on condensed matter systems is in ED AX. Here high energy electrons 
are bombarded onto the surface to be investigated, and the structural parameters are 
deduced from the resulting x-ray emissions. The sensitivity in this technique is 
proportional to the signal to noise ratio. In the geometry of the experiment, the 
electrons are incident at high angles, so for thin samples there is always a large 
substrate contribution to the signal. A method to improve the sensitivity both to depth 
and concentration is to use x-rays as the exciting energy source. Additionally, a 
geometry is used whereby the x-rays are incident at grazing angles. This is the 
process known as total reflection x-ray fluorescence, TXRF. 
9.5.1 Total Reflection XRF 
In TXRF a small amount of material (typically 100 mg) is deposited in the 
form of a thin sample, or droplet, onto a quartz substrate. If the incident x-ray beam 
is kept below the critical angle, only the evanescent wave can excite the material and 
fluorescence from the substrate is substantially lowered. Another advantage of this 
method is that both the incident and reflected beam can stimulate fluorescence. 
Unlike EDAX results, the effects of absorption and secondary fluorescence can be 
ignored due to the thin nature of the sample. 
This technique has been used to measure impurities in semiconductors and 
liquids. Typical relative detection limits are in the ppm range for a few micrograms 
of material [25]. The fluorescence yield is proportional to the volume sampled, 
therefore as the penetration depth increases with incident angle, a degree of depth 
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sensitivity is inherent in TXRF. This angle dependent TXRF can be used to measure 
the impurity profile at a semiconductor surface [26]. 
9.6 Grazing Incidence Fluorescence, or Angle Dependent TXRF 
Like reflectivity, when the sample becomes more complex with the addition 
of layers, a more detailed theory is required to predict the fluorescence yield as a 
function of sample angle. In principle the features in GDCF can be described in 
similar terms to those found in reflectivity. As the fluorescence yield is proportional 
to the intensity of the incident wave at any point in the sample, a dependence on the 
electric field may be expected. I f one considers a single layer, the Kiessig fringes in 
the specular scatter are the direct result of interference between the incident and exit 
beams. This interference produces so called x-ray standing waves both above and 
within the sample. Changing the incidence angle causes the nodes and anti-nodes of 
the standing wave to move through the sample. As reflectivity is primarily concerned 
with interfaces between media, reflectivity maxima occur when the anti-nodes of the 
standing wave are incident onto an interface. Information on the layer itself is best 
studied when the maxima of the x-ray standing wave is in the middle of the layer. 
Thus, for simple systems, there is a n phase shift between the reflectivity and 
fluorescence maxima. This is shown in figure 9.9 where the reflectivity and the 
fluorescence have been calculated for a 200A layer of Au on Si. The incident 
wavelength was lA, and the Au Lai line is the fluorescence line that is excited: 
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Figure 9.9: Specular reflectivity and the Au Lai fluorescence calculated for a 
200A Au film grown on Si. The incident wavelength was 1 A. 
The intensity of an elemental emission line, can be calculated i f the electric 
field is known throughout the sample. A method for calculating the electric field and 
hence the fluorescence yield has been developed by de Boer [27,28]. In the thin film 
limit the intensity of an elemental emission is approximated by: 
hj * hCajPaSaxJaxVagaSx e X P 
where I0 is the intensity of the incident radiation, Caj is the mass fraction of element a 
in layer j, pj is the density of layer j, xax is the photoelectric absorption coefficient for 
element a at wavelength X and Si is the illuminated area. Jax is the absorption jump 
factor which is related to the ease of hole creation for a particular incident energy. coa 
is the fluorescence yield as described above in equation 9.2, and ga is the relative 
emission rate for the particular fluorescence line considered in preference to other 
emission lines which could originate from the same hole state. The terms in the 
exponential refer to the absorption of the created XRF line when leaving the sample: 
fia„ is the linear absorption coefficient for element a in layers n. y/d is the angle of exit 
of the radiation, considered to be well above the critical angle. In most cases, the 
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-15 smy/c [9.3] 
detector is positioned vertically above the sample so this angle is ^ • d l s t n e 
thickness of the layer/s and E is the amplitude of the plane waves; E' for the 
transmitted, Er for the reflected and E„ for the incident wave. The fluorescence 
intensity is therefore, not unsurprisingly proportional to CajPjdj - the amount of 
element a in layer j, modulated by the x-ray standing wave. 
As in the case for the Yoneda scatter in transverse diffuse scans, the electric 
field intensity at the critical angle is 4 times that of the incident intensity, and so the 
fluorescence signal will be peaked at the critical angle, and decay as the angle is 
increased and the effects of absorption become appreciable. Special cases can occur 
when a thin film of a low density is grown on top of a high density substrate, such as 
Si grown on Au [24] or C on Rh [29]. In cases such as these, the maximum of the 
electric field can be as high as 15 times the incident intensity due to waveguiding 
through the layer. 
With the addition of more layers, the modulations in the fluorescence data 
caused by the electric field become more complex. The maxima of the fluorescence 
data for specific elemental lines no longer occur at the critical angle of the sample, 
but occur when the anti-node of the x-ray standing wave passes through the layer in 
question. The predominant modulations in electric field are caused by interference 
resulting from the total stack thickness. As a result of this, when considering buried 
layers, there are modulations observed that correspond to the total thickness of the 
sample and not the layer under consideration. It is observed that these modulations in 
the fluorescence signal are quickly damped, so much so that by a sample angle of 1°, 
there are usually no oscillations and the intensity is only proportional to the amount 
of material that is fluorescing. The angular dependence of the fluorescence signal is 
then proportional to the absorption of the incident and fluoresced radiation. 
To demonstrate the usefulness of the technique and to highlight some of 
features found in GEXF, the Cu Ka fluorescence from the structure in reference [ 16] 
was simulated, but instead of changing all the 3d elements to Cu, 10A from each of 
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the NiFe layers was removed and added to the Cu layer. The results are shown in 
figure 9.10: 
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Figure 9.10: Simulation of the structure in Ref. 16. Points correspond to a 
sample with no roughness at the interfaces, and the lines correspond 
to a roughness of 10A per interface. 
Immediately apparent is the change in intensity of the Cu Ka emission line, showing 
the sensitivity of the technique to changes in the thickness of one of the 3d layers. 
Similar results are obtained i f any of the other 3d elements are considered. The 
technique, however, is rather insensitive to the roughness of the layers, again 
demonstrated above. As the copper layer is sufficiently buried below the surface, the 
evanescent wave cannot excite the Cu fluorescence. Thus the fluorescence yield at 
low angles is zero and the rise in intensity is sharp as the anti-node moves quickly 
through the sample as the incident angle is changed. 
In order to obtain more detailed information about the samples detailed in 
section 9.2, and to improve the x-ray reflectivity analysis, grazing incidence 
fluorescence techniques were employed. This proved to be a far more satisfactory 
tool in obtaining information about the 3d elemental layers within the samples. 
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9.7 Structural Investigation of Spin Valve Systems: 
Grazing Incidence X-ray Fluorescence 
Fluorescence experiments were conducted on station 2.3 at the SRS, with an 
incident wavelength of 1.3A, close to the peak flux of the station. The detector was 
situated above the sample as the reflectivity measurement was made and an 
additional set of data was recorded. The integrated intensity under the specific peaks 
from individual layers was then plotted as a function of the incident x-ray beam 
angle. The code for simulating the grazing incidence fluorescence is already 
contained in the Bede Scientific GIXS software which we use for simulation of the 
specular and diffuse scatter. 
The elemental emission lines were taken from the International Tables [19]. 
With the solid state detector it is not possible to separate the Kai and Kai and the 
ratio between them was assumed to be 2:1 and it is thus the weighted average that is 
recorded in the detector. The weighted averages are tabulated in table 9.1: 
Element K a KP 
Fe 6.399883 7.058447 
Ni 7.472856 8.265032 
Mn 5.895402 6.490786 
Co 6.925674 7.649776 
Cr 5.411974 5.947033 
Cu 8.041591 8.905791 
Table 9.1: Weighted Average of the a and J3 peaks (keV) for selected Elements 
The detector was initially calibrated using an Fe 5 5 source, but this calibration 
was not saved with the text file and another calibration was required prior to fitting. 
In order to calibrate the detector, the channel number of 'clean' peaks - i.e. peaks 
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with no other peaks convoluted with them - were recorded for several incident angles 
and averaged and then plotted against their weighted average energy. The peaks used 
were Mn Ka, Fe Kfi, Ni Ka, Cu Kfi from the spin valves and Cr Ka ,Co Ka and Co 
K/3 from a Co-Cr trilayer. A least squared fit was then made on the data, enabling 
calibrations into keV to be made. The calibration curve is shown below in figure 
9.11: 
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Figure 9.11: Calibration curve for the Solid State Detector 
As can be seen in figure 9.12, it is relatively easy to separate out the elemental 
emission lines from elements adjacent in the periodic table. Prior to fitting, the 
fluorescence spectra were normalised for counting time and synchrotron beam 
current. The spectra were fitted by fixing the position of the peak to the values 
tabulated above and the ful l width at half maxima (FWHM) for the fitted Gaussians 
was kept the same for all emission peaks. The inherent low noise of the detector 
removed the need to include a background in the fits: 
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Figure 9.12: Fluorescence spectrum from sample 1 with 
the sample set to angle of 0.38° and wavelength 1.3A 
There is no contribution from the Ta cap and buffer layer because the L 
absorption edge is at 1.25511 A, and therefore an incident wavelength of 1.3A does 
not have sufficient energy to excite the L lines of Ta. The spectra at each reflectivity 
point were fitted as detailed above, and the integrated intensity under each emission 
line was then plotted as a function of angle as in figure 9.13: 
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Figure 9.13: The integrated intensity under the elemental lines plotted as a function of 
angle for Sample 1 (a) and Sample 2 (b) 
In order to make comparisons between the two samples easier, the Ka lines of 
the elements Fe and Mn are plotted in figure 9.14 and Ni and Cu are compared in 
9.15: 
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Figure 9.14: The Fe and Mn Ka lines from Sample 1 and Sample 2 
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Figure 9.15: The Cu and N i Ka lines from Sample 1 and Sample 2 
From figure 9.14 it is clear that the 'Kiessig' period is larger for sample 2 
than sample 1. This is due to the different fi lm thickness. In the high angle regime, 
both the iron and manganese curves for sample 2 are lower than sample 1. In order to 
quantify this difference the fluorescence yields from the an incident angle of 0.98° 
were compared. These results suggest that there is 10% less Fe and Mn in sample 2 
than in sample I , A similar analysis was conducted for the Ni and Cu Ka lines, 
shown in figure 9.15. This confirmed that the NiFe layers were reduced by 10% in 
sample 2. Figure 9.15 shows that there was approximately 2.5 times more copper in 
sample 2 than in sample 1. This is shown graphically in figure 9.16: 
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Figure 9.16: Graphical representation of the changes in 
layer thickness between the two samples 
The percentage composition of the 3d elemental block was calculated, again 
using the fluorescence yield at an angle of about one degree. As the iron signal is 
coming both from the NiFe and FeMn layers, the composition of the layers was 
assumed to be as- grown - i.e. NisoFe2o and FesoMnso. The result of these calculations 
is tabulated in table 9.2: 
Sample 1 Sample 2 
Feo.sMno.s 19.4 ± 1% 14.2 ± 1% 
Nio.8Feo.2 60.3 ± 1% 45.4 ± 1% 
Cu 20.3 ± 1% 40.4 ± 1% 
Table 9.2: Compositions of the 3d layer 
The fluorescence yield for the Cu and Ni was simulated using the best fit 
structure as deduced from the reflectivity, and the compositional parameters 
calculated above. This simulation should be compared with figure 9.15. 
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Figure 9.17: Simulation of the integrated intensity under the Cu and Ni K a lines, 
for the best fit to samples 1 and 2. 
The best fit of the reflectivity from sample 1, estimates the thickness of the 
total 3d elemental layer to be 130 ± 30A; this implies that the NiFe layer is 10% 
thicker than the nominal structure in sample 1. It also shows that the FeMn layer is 
much thinner than expected (reference 5) for both samples (25A for sample 1 and 
22.5A for sample 2). The high biasing fields suggested a much thicker FeMn layer 
than was measured for the thickness of the pinned NiFe layer, but this is not the case 
here. No evidence of alloying was proved, although the evidence suggesting that 
alloying may have occurred at the Ta/NiFe interface is strong from the distorted high 
angle fringes in the reflectivity data. 
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9.8 Conclusion 
Reflectivity experiments have been used to try and elucidate the structure of 
two spin valves. However, it has been shown that it is only possible to fit a crude tri-
layer model to the system. Contrary to the claims of Huang et al (reference 16), no 
knowledge of the 3d elements can be obtained by this method alone, but by 
combining the reflectivity results with simple fluorescence analysis, information on 
the 3d elemental layers has been obtained [30]. The change in thickness between the 
samples has been shown not only to be due to the copper layer increasing, but also 
that both the NiFe and FeMn layers have reduced by 10%. 
Both methods have disadvantages; the reflectivity is insensitive to the 3d 
layers, whilst fluorescence is insensitive to interface roughness. A combination of the 
two methods, should lead to a better understanding of the samples under 
investigation. Although neither set of data has been fitted exactly, there is no reason 
why for a sample grown with sharper interfaces, quantitative fits should not be 
obtained. 
This technique can be extended to investigate structures where the interface 
between the ferromagnetic and non-magnetic layers has been changed with the 
addition of cobalt. Although the inclusion of cobalt would complicate the 
fluorescence spectra, there may be advantages in looking at these systems and trying 
to include in the discussion the relation between structure and coupling from the 
diffuse scatter from such an interface. Cobalt could also be added at the Ta/NiFe 
interface to reduce the interdiffusion across this interface in the same way that it does 
at the NiFe/Cu interface. 
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Chapter 10 
In Summary 
This chapter summarises and reviews the theoretical and experimental results 
presented in this thesis. This leads directly onto a discussion as to how the results 
contained herein can be developed and used in the future. 
The aim of this study was to relate magnetic coupling to structural models of 
the interface of certain multilayers. In so doing, it was observed experimentally that 
the theory could not describe grading or interdiffusion at an interface. The 
theoretical models of x-ray diffuse scattering were modified to include grading at an 
interface by M. Wormington (Bede Scientific Inc., USA), and this amended theory 
was then tested on a range of metallic systems. Although it has not been possible to 
link roughness or crystallinity with the giant magneto-resistance (GMR) effect, the 
study shows how x-ray scattering can be used to elucidate structural changes which 
can, and do, modify the coupling character of the samples. 
The work contained in chapter 6 is a good example of how the structure was 
found to be directly related to the coupling. Anomalous coupling was found to be a 
direct result of structural imperfections within the samples. Chapters 5 and 6 detail 
how the development of the theory of x-ray diffuse scattering has been modified to 
include interdiffusion or grading at an interface. The results in chapter 6 confirm that 
the distorted wave Born approximation can be used to model highly graded systems 
with multiple layers. These results are an extension of earlier work where the 
scattering from a single surface was investigated. A comparison of the interface 
models derived from x-ray diffuse scattering and high resolution transmission 
electron microscopy show that the interface model deduced by the x-rays is accurate. 
An important result from this study was the observation that the lateral correlation 
length was of the same order as the crystal grain size. A similar result was obtained 
in chapter 8 where the grain size and lateral correlation lengths were also similar. 
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This is an important result as it highlights the inherent difficulty in separating the 
effects of crystallinity and roughness when relating structural changes to macroscopic 
phenomena. 
Chapter 7 contains the results of an in-depth investigation of a series of 
molecular beam epitaxy samples. The GMR of the samples was seen to vary as a 
function of deposition temperature of both the multilayer and the buffer layer. The x-
ray scattering from both low and high angles revealed structural changes were taking 
place within the samples as the temperature of deposition varied. It was, however, not 
possible to identify exactly where or what these changes were, but it was observed 
that two length scales were present on the surface. These two length scales were 
observed in both the low angle experiments and in the high angle rocking curves. 
The samples studied in chapter 8 were a series of Cu/Co multilayers prepared 
by sputtering techniques. By varying the amount of time contamination was allowed 
to occur within the spacer layer, it was observed that the coupling between the 
magnetic layers changed from bi-linear (anti-ferromagnetic) to a bi-quadratic type of 
coupling. No structural changes were observed between samples which exhibited 
these very different couplings when standard x-ray scattering techniques were used. 
In a novel experiment soft x-rays tuned to the cobalt L3 resonance condition were 
used. X-rays of these wavelengths are sensitive to the magnetic moment within the 
sample via low order electric dipole transitions. An in-depth study of the magnetic 
super-structure revealed that the bi-linearly coupled samples behaved in a very 
different way from the bi-quadratic samples. The motion of the net anti-
ferromagnetic moment was measured as a function of applied field, and the resulting 
M-H type measurement was found to show a very different variation than was 
evidenced by either magnetometry studies or Lorentz Force Microscopy. For the first 
time, it was possible to measure unambiguously the magnetic roughness of the 
samples. This was found to be highly correlated both in and out of plane. Unlike 
previously reported experimental results, the in plane correlation length of the 
magnetic roughness was approximately 1000 times greater than that of the structural 
roughness. In addition, the in plane magnetic correlation length was observed to 
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depend on the direction of the applied magnetic field. Analysis of the Lorentz Force 
Microscopy images suggests that the x-rays are sensitive to the magnetic ripple, and 
that this ripple is correlated through each of the magnetic layers within the sample. 
The experimental work in this thesis was concluded by a fluorescence 
experiment designed to elucidate the thickness of buried layers in spin valve 
structures. Unlike multilayers, which have a well defined Bragg peak, it is non trivial 
to measure the thickness of buried 3d layers in spin valves using grazing incidence 
reflectivity or diffuse measurements. The fluorescence technique provides a powerful 
alternative measurement tool to calculate the parameters of buried layers. Although it 
was not possible to simulate accurately the fluorescence yield as a function of angle 
for the two samples under investigation, the power of the technique was evidenced in 
the approximate determination of the thickness of a copper layer in a spin valve 
sample. 
It has been shown through the experimental work contained within this study 
that x-ray scattering can provide much detailed information on the structure of 
magnetic metallic multilayers. In turn this information can be used to explain 
macroscopic effects such as coupling in magnetic metallic multilayers. 
The data collected in chapter 7 is still not satisfactorily explained. Another 
series of experiments is required to explain more fully the results so far obtained. A 
systematic study of the effects of buffer layer deposition on the structure of the 
multilayer f i lm is required. A parallel study utilising high resolution transmission 
electron microscopy would also be beneficial in identifying the areas where the 
imperfections in the structure exist. With the knowledge thus deduced, the effect of 
the deposition temperature of the multilayer on the structure of the fi lm, and hence 
the coupling could be attempted. 
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In the future, it is hoped that the fluorescence technique can be used 
simultaneously with grazing incidence x-ray reflectivity studies. Development of the 
technique will have industrial uses in the manufacture and control processes of hard 
disk components. 
In parallel with the development of grazing incidence fluorescence techniques 
as an analytical tool, it is hoped that more experiments can be undertaken using soft 
x-rays. In the last experimental run conducted on station 1.1, Daresbury SRS, an 
Fe/Au multilayer was investigated using soft x-rays in the vicinity of the Fe L3 edge. 
No magnetic resonance was detected, and it is envisaged that a repeat experiment on 
this beamline will occur in the near future. It is also hoped that larger magnetic fields 
can be applied in-situ. This will enable the magnetisation experiments conducted 
with x-rays to be compared with those obtained by more normal magnetometers. This 
technique could be used as a highly sensitive magnetometry device, specifically 
sensitive to anti-ferromagnetically coupled magnetisation behaviour in multilayers. 
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Appendix A 
This appendix gives details of a Pascal programme written to correct data for the 
dead-time inherent in scintillator detectors. It is based on a Newton-Raphson 
technique which solves the equation: 
RMeas = RReal exp(-i?Reu/T) where ris the dead-time of the detector 
Program D e t e c t o r _ c o r r e c t i o n s ; 
(By Tom Hase 3rd May 1996} 
Uses do s . c r t ; 
Var 
Func_Measured_counts, Deriv__Measured_counts, dead_time, 
maximum_iterations,error_variable,beam_monitor 
ome, t ime, Chan2 , Chan3 
x_n 
Measured_counts,Real_counts, P o s i t i o n 
Angle 
File_header 
F i l e _ e x t e n s i o n , f i l e _ t y p e 
e x t 
i , x, code, nodp 
Filnam 
Data_input,Data_Output 
f 
t e s t , s t o p 
change 
Posx,Posy 
r e a l ; 
Array (1..100] of r e a l ; 
Array (1..1900) of r e a l ; 
Array (1..1900) of S t r i n g [ 1 4 J ; 
S t r i n g [100]; 
S t r i n g [ 5 ] ; 
s t r i n g [ 2 ] ; 
i n t e g e r ; 
s t r i n g [ 6 0 ] ; 
s t r i n g [ 6 0 ] ; 
t e x t ; 
Boolean; 
Char ; 
Begin 
c l r s c r ; 
t e x t c o l o r ( 3 ) ; 
w r i t e l n (' ') ; 
w r i t e l n ( ' DETECTOR CORRECTIONS'); 
w r i t e l n (' ') ; 
w r i t e l n ( ' ' ) ; 
w r i t e l n t ' Corrects count r a t e s f o r d e t e c t o r dead times by s o l v i n g the equation:'); 
w r i t e l n ( ' Measured Counts = Real Counts * Exp(-(Real Counts * Dead-time))'); 
w r i t e l n f ' using a Newton-Raphson i t e r a t i o n technique'); 
File_type:='Dares'; (Daresbury f i l e - d e f a u l t i n p u t ) 
e r r o r _ v a r i a b l e : = l e - 6 ; {Stop accuracy between the n t h and n+1 p o i n t s i n i t e r a t i o n ) 
maximum_iterations:=100; {maximum number of i t e r a t i o n s i n loop} 
w r i t e l n ( ' ' ) ; 
t e x t c o l o r ( 5 ) ; 
w r i t e l n ( ' T h e s e are the c u r r e n t parameters being used:'); 
w r i t e l n ( ' ' ) ; 
w r i t e l n l ' F i l e type: ' , f i l e _ t y p e ) ; 
w r i t e l n l ' I t e r a t i o n stop accuracy: ' , e r r o r _ v a r i a b l e ) ; 
writeln('Maximum number of I t e r a t i o n s : ',maximum_iterations); 
w r i t e l n ( ' W o u l d you l i k e t o change any of these? (y) ' ) ; 
Readln(Change); 
I f changes 1y * then 
begin 
W r i t e l n ( ' F i l e type (Dares or A s c i i ) '),-
R e a d l n ( F i l e _ t y p e ) ; 
W r i t e l n ( ' I t e r a t i o n stop accuracy'); 
readln ( e r r o r _ v a r i a b l e ) ,-
Writeln('Maximum number of I t e r a t i o n s ' ) ; 
Readln(Maximum_iterations); 
end; 
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t e x t c o l o r ( 2 ) ; 
W r i t e l n ( ' ' ) ; 
Wr,iteln ( ' Name of data f i l e t o be ammended ( i n c . e x t e n s t i o n ) : ' ) ; 
Readln(Data_Input); 
I f f i l e _ t y p e = ' D a r e s ' then 
begin 
i : =0 ; 
repeat 
i : = i + l ; 
Filnam:=copy(Data_Input, i , 1) ; 
I f i=100 then filnam:='.'; 
u n t i l f ilnam= ' . ' ; 
filnam:=copy(Data_Input,1,i); 
ext:=copy(Data_Input,i+2,2); 
A s s i g n ( f , d a t a _ i n p u t ) ; {** Reads F i l e **} 
R e s e t ( f ) ; 
For i : = l to 19 do 
r e a d l n ( f , f i l e _ h e a d e r ) ; 
nodp:=0; 
beam_moni tor:=0.0; 
Repeat 
stop:=true; 
nodp:=nodp+l; 
readln(f,Angle[nodp],ome,time,Chan2,Measured_Counts[nodp]); 
Measured_counts[nodp]:=Measured_counts[nodp]/(time+le-7); 
beam_monitor: =Beara_monitor+Chan2; 
I f angle[nodp]=' END OF DATA' then s t o p : = f a l s e ; 
I f angle[nodp]=' SCAN ABORTED' then sto p : = f a l s e ; 
u n t i l s t o p = f a l s e ; 
c l o s e { f ) ; 
nodp:=nodp-l ; 
beam_monitor:=Beam_monitor/nodp; 
For i : = l to nodp do 
begin 
a n g l e [ i ] : = c o p y ( a n g l e [ i ] , 5 , 6); 
V a l ( a n g l e [ i ] , p o s i t i o n [ i ] , c o d e ) ; 
end; 
end; 
I f F i l e _ t y p e = ' A s c i i ' then {ASCII f i l e type - two data s t r i n g s ) 
begin 
i : =0 ; 
repeat 
i : = i + l ; 
Filnam;=copy(Data_Input,i,1); 
u n t i l filnam='.'; 
filnam:=copy(Data_Input,1,i); 
A s s i g n ( f , d a t a _ i n p u t ) ; {** Reads F i l e **) 
R e s e t ( f ) ; 
W r i t e l n ( ' I n p u t the number of data p o i n t s ' ) ; 
Readln(nodp); 
For i : = l to nodp do 
r e a d l n ( f . p o s i t i o n [ i ] , m e a s u r e d _ c o u n t s [ i ] ) ; 
C l o s e ( f ) ; 
end; 
W r i t e l n ( • • ) ; 
W r i t e l n ( ' I n p u t the Dead time f o r the d e t e t o r ( i n nanoseconds)'); 
readln (dead_time) ; 
dead_time: =dead_time*le-9; (Dead time of Detector) 
For x : = l t o nodp do 
begin 
x_n[l]:=Measured_counts[x]; 
i : =0 ; 
repeat 
t e s t : = f a l s e ; 
i ; = i + l ; 
Func_Measured_counts: = ( ( x _ n [ i ] *exp(- ( x _ n [ i ] *dead_time) ) ) -Measured_counts [ x ] ) 
D e riv_Measured_counts:=exp(-(x_n[i]*dead_time))*(1-(x_n[i]*dead_time)); 
I f Deriv__Measured_counts=0 then 
Begin 
R e a l _ c o u n t s [ x ] : = x _ n [ i ] ; 
t e s t : = t r u e ; 
end; 
x_n(i+l]:=x_n[i]-(Func_Measured_counts/Deriv_Measured_counts); 
I f A b s ( x _ n [ i + l ] - x _ n [ i ] ) < E r r o r _ V a r i a b l e then 
begin 
R e a l _ c o u n t s [ x ] : = x _ n [ i + 1 ] ; 
t e s t : = t r u e ; 
end; 
I f i=maximum_iterations then 
Begin 
R e a l _ c o u n t s [ x ] : = x _ n [ i + 1 ] ; 
t e s t : = t r u e 
end; 
u n t i l t e s t = true,-
end; 
I f f i l e _ t y p e = 1 Dares' then 
Data_Output:=Filnam + 'cor'; 
I f f i l e _ t y p e = ' A s c i i ' then 
Data_Output:=Filnam + 'cor'; 
A s s i g n ( f , d a t a _ o u t p u t ) ; 
r e w r i t e ( f } ; 
I f f i l e_type='Dares' then 
begin 
f o r i : = l to nodp do 
Real_counts[i]:=Real_counts[i]/Beam_monitor; 
end; 
For i : = l to nodp do 
w r i t e l n ( f , P o s i t i o n [ i ) , ' ' , R e a l _ c o u n t s [ i ] ) ; 
w r i t e l n { f , ' ' ) ; 
w r i t e l n ( f ( " D a t a corrected using a dead time of: ', dead_time); 
c l o s e ( f ) ; 
t e x t c o l o r ( 4 ) ; 
w r i t e l n ( ' ' ) ; 
w r i t e l n ( ' Y o u r corrected f i l e has been saved i n : ',data_output); 
t e x t c o l o r ( 7 ) ; 
w r i t e l n ( ' ' ) ; 
