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Abstract
Wire-arc additive manufacturing (WAAM) is an emerging technology in advanced fabrication.
In contrast to other additive manufacturing (AM) technologies, WAAM makes use of an
electric arc as a heat-source to deposit metal material layer-by-layer to makes up the final part.
WAAM has the advantages of high deposition rate and low costs, which makes WAAM more
applicable for the production of large-scale complex components. Modern manufacturing
states the importance of accuracy, stability, and repeatability of production. This issue also
exists in WAAM, since it's an emerging manufacturing technology. To improve these issues,
this study utilized advanced modern control algorithms and AI technology to realize process
control, monitoring, and optimizing.
In this study, a visual sensing system for the melt pool was developed, and the image of melt
pool can be collected in real-time. Through using deep learning algorithm (Mask R-CNN), the
melt pool in the image can be detected, segmented, and measured automatically. Through
stimulating the WAAM process using Pseudo-Random Ternary (PRT) Signals and measuring
the real-time width of the melt pool, its process dynamic can be modelled. Based on the
dynamic model, a Model Predictive Control (MPC) was designed to implement real-time
feedback control. As a repetitive process, previous layers may have effects on the geometry of
the newly deposited layer. Therefore, this study also proposed a feedforward control strategy
for WAAM, which utilized the information and experience of previous layers to adjust the
strategy in the next layer. An up-to-data control algorithm, Model-Free Adaptive Iterative
Learning Control (MFAILC), was employed. Experiments were conducted to verify the
tracking and robustness performance of the proposed MPC and MFAILC algorithm.
At the same time, a vision-based monitoring system was developed to identify the anomaly or
defects during the WAAM process. In this study, the state of the melt pool was categorized
II

into: humping, spatter, robot suspend, and normal. To realize accurate classification for melt
pool state, four novel Deep Learning architectures were applied and compared, including
VGG-16, GoogLeNet, ResNet, and EfficientNet. All of these Deep Learning architectures
could obtain above 95% classification accuracy.
To optimize the deposition process, the relationship between surface roughness of the deposited
layers and process parameters was modelled using machine learning algorithms. A laser-based
surface roughness measurement system was developed for WAAM. Three types of
representative machine learning algorithms, including Adaptive Network-based Fuzzy
Inference System (ANFIS), Extreme Learning Machine (ELM), and Support Vector
Regression (SVR) were employed and compared. The ANFIS was optimized by PSO and GA
algorithms. The results demonstrated that the GA-ANFIS model has the highest predictive
accuracy in predicting surface roughness for WAAM.
At the end of the thesis, the future research framework was proposed, which includes
reinforcement learning, multi-agent system and multiple information fusion for WAAM.
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Chapter 1. Introduction
1.1 Background
Wire arc additive manufacturing (WAAM) is an emerging technology in advanced fabrication.
In contrast to other additive manufacturing (AM) technologies, WAAM makes use of an
electric arc as heat-source to deposit metal material layer-by-layer, (as illustrated in Figure 1-1)
which makes up the final part. According to the type of heat source, WAAM commonly has
three types: Gas Tungsten Arc Welding (GTAW)-based, Gas Metal Arc Welding (GMAW)based and Plasma Arc Welding (PAW)-based. This method of depositing an entire component
using weld metal has been in practice since 1925 [1]. Compared to laser additive manufacturing
(AM) techniques, WAAM features a number of distinct advantages. Firstly, deposition rates of
WAAM processes are typically much higher than laser based AM [2], making WAAM is more
appropriate for the production of large scale complex components[3, 4]. WAAM also features
relatively low equipment costs, as it typically makes use of off-the-shelf industrial robotics and
arc-welding equipment. When compared to laser powder AM methods, WAAM also features
better material utilization ratio and more environmental-friendly production process [5].
As WAAM technology has a wide range of potential applications across a number of
manufacturing sectors, research and development of its general principles has been increasing
at rapid rate, as shown in Figure 1-2 [6-11]. Despite this, however, there remain a number of
issues that hinder the widespread integration of WAAM into our various manufacturing
industries. Harris and Director [12] identified the lack of process robustness, stability and
repeatability as the major barriers for the industrial breakthrough of metal AM. This can be
largely attributed to the lack of process monitoring and closed loop control of the overall
WAAM process. According to some authoritative organizations [13], process monitoring and
1

feedback control for AM process should be identified as key advancements critical to the
overall methods’ success.

(b)

(a)

(c)

Figure 1-1 (a) Schematic of the WAAM system. (b) Photograph of the sample. (c) Schematic of cross
sections of the samples

Hot Topics:
•

•
•

Toolpath planning: [11]
Process control: [10]…

…

Hot Topics:
•
Numerical Simulation: [9] …
•
Dissimilar metals: [8] …
•
…
Hot Topics:
•
•

•

Material Optimisation: [7] …
Post processing: [6] …
…

Figure 1-2 Publication trend of articles on WAAM

As an emerging AM technology, there are still a number of technical challenges for WAAM
that need to be overcome to ensure the reliable quality of produced parts. These challenges can
be divided into three distinct categories: manufacturing accuracy, quality assurance and
automation system, as shown in Figure 1-3 below.
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The arc-welding process at the heart of WAAM technologies has specific limits to the level of
accuracy achievable in the deposition process. For example, the accuracy of a deposited
component is limited by the diameter of the wire used. Arc ignition and extinguishment
processes also lead to significant fluctuations in deposited bead geometries. Inappropriate
selection of welding process parameters can also affect the geometric accuracy of deposited
components. Distortion caused by heat accumulation [14] and the resultant shrinkage during
cooling [15] also make it difficult to control the accuracy of the deposition. Compounding all
this is the ‘staircase effect’, wherein small geometric errors in each deposited layer accumulate
over the multi-layer build process, further accentuating the negative effect of these errors [16].

Figure 1-3 Summary of challenges to the overall WAAM process

Researchers have developed bead geometry prediction models to address issues relating to
deposition accuracy. These models assist in the selection of appropriate process parameters and
are also employed in planning tool paths for the deposition process [17]. Xiong, Zhang [18]
used neural network and second-order regression to model the relationship between a suite of
process variables and the resultant bead geometry for WAAM. Nagesh and Datta [19] utilized
a Back Propagation (BP) neural network model for estimating bead geometry for TIG welding
processes. It must be noted that these approaches operate in an offline manner, making use of
static training data. However, in contrast to this, the WAAM process is a time varying system
due to factors such as heat accumulation and varying boundary conditions. As the number of
3

deposited layers increase, it is inevitable that the prediction model will begin to skew from the
physical process (see ‘staircase effect’ [16]).
To overcome this, it is necessary to build an online learning adaptive model which makes use
of temperature build up as an input. As a result, different sensors, including geometry
measuring sensors and temperature sensors should be integrated to WAAM system to monitor
this process. Furthermore, closed-loop control should be implement to guarantee the accuracy
and stability in WAAM process.
The concept of Industry 4.0 was proposed for the fourth industrial revolution, which addressed
the integration of automation, cloud computing, Big Data and Internet of Thing (IoT) in modern
manufacturing industry. Haleem and Javaid [20] proposed that Additive manufacturing and
robots are essential parts of the CPS-based manufacturing systems of Industry 4.0. As asserted
by Dilberoglu, Gharehpapagh [21], with the development of Industry 4.0, additive
manufacturing technology will be widely used to produce small batches of customized products
that offer construction advantages, such as complicated, lightweight designs. Efficient additive
manufacturing systems will reduce transport distances and stock on hand. At the same time,
the advanced information technologies in industry 4.0 could also promote the development of
AM. The concept of Internet of Thing could help to realize the unmanned workshops for
WAAM and the manpower can be saved efficiently. The concept of Big Data will help to
realize the data sharing and processing, which could improve the CAD design, process
optimization, and quality control for WAAM.
Furthermore, the emergence of Artificial Intelligence (AI) technology will also promote the
development of WAAM. Some scholars have proposed to apply AI in WAAM. For example,
Wang, Zhang [22] proposed to utilize a convolutional neural network to predict the future
images of welding pool during WAAM process, and the weld reinforcement was predicted by
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a regression network. Nguyen, Buhl [23] applied an artificial neural network in path planning
to determine characteristic distance. Deng, Xu [24] proposed to use XGBoost algorithm to
predict the bead geometry in WAAM. Tang, Wang [25] applied deep learning algorithms to
categorize the surface image of WAAM, and the surface defects can be inspected.

1.2 Objectives of current research
This thesis aims to improve both the automation level and intelligent level for WAAM. First
of all, the process dynamic will be modelling. To optimize the deposition process and improve
the layer surface quality, a layer surface roughness predictive model will be built using machine
learning algorithms. A process control system for deposition geometry will be developed,
which includes both feedback and feedforward control strategy. To detect the anomaly during
the WAAM process, a deep learning based visual monitoring system will be developed, which
could diagnose the spatter, hump and robot suspend during WAAM process.
From the scientific point of view, this study tries to understand the nonlinear process dynamic
of the melt pool in WAAM, and try to utilize intelligent algorithms to describe the nonlinear
dynamic. Also, this study addresses the development of practical MPC for nonlinear systems
subject to input constrains. The effectiveness of the MPC and MFAILC controller designed in
this study was investigated by both simulation and experiment. At the same time, this study try
to evaluate the feasibility of applying machine learning and deep learning in WAAM.

1.3 Scientific hypothesis
Scientific hypothesis can be concluded as: the relationship between melt pool dimension and
welding parameters can be modelled by both linear and intelligent nonlinear models with
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acceptable accuracy. We also assume that the quadratic programming problem with constrain
can be solved online to implement the feedback control of melt pool width within its normal
working range. It is assumed that the melt pool has inherent features under different welding
states, and the features can be learnt and recognized by CNN. Another scientific hypothesis is
that the roughness of the deposited surface is dominated by the WFS, welding speed and
overlap ratio, and it can be modelled using machine learning algorithms. Based on above
hypothesis, our research was conducted.

1.4 Major contributions
The main research question is how to implement cutting-edge automation technology to
improve the production quality and efficiency for WAAM. The scientific knowledge involved
in this study mainly includes control theory, machine learning, and convolutional neural
network. The knowledge graph for the theory applied in this study can be concluded as the
following figure

Figure 1-4 knowledge graph

To improve the surface integrity of deposited layers by WAAM, different machine learning
models, including ANFIS, ELM and SVR, were developed to predict the surface roughness.
6

Furthermore, the ANFIS model was optimized by GA and PSO algorithms. Full factorial
experiments were conducted to obtain the training data, and the K-fold Cross-validation
strategy was applied to train and validate machine learning models.
An optimal Model Predictive Control (MPC) algorithm was designed to achieve feedback
control for the melt pool width. At the same time, to achieve feedforward control, a novel
Model Free Adaptive Iterative Learning Control strategy was adopted. To our best knowledge,
both control algorithms were the first attempt in additive manufacturing fields. The control
performance, including tracking performance and robustness performance were investigated
by simulation and experiments.
During WAAM process, some anomaly may happen during deposition process, such as hump,
spatter, and robot suspend. To save labour cost, improve automation level and manufacturing
quality, this study proposed to apply Deep Learning in visual monitoring to diagnose different
anomalies during WAAM. The classification performance of several representative CNN
architectures, including GoogLeNet, ResNet and EfficientNet, were investigated and compared.
Transfer learning was applied to fine-tune the pre-trained models. The data augmentation
techniques such as reflection, scaling, rotation, and translation are also applied to prevent the
network from overfitting. This work also filled the gap in WAAM fields.
To bring all the pieces of the work together towards solving, elucidating, and understanding,
Figure 1-5 is presented.
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Figure 1-5 Flowchart of methodology

1.5 Thesis outline
This thesis will be organized as follows:
Chapter 2 gives an overview on development of additive manufacturing. Specifically, an indepth literature review on the process control, monitoring, and the application of AI technology
in additive manufacturing field will be conducted. At the same time, the basic theory of control
algorithms and AI algorithm will be introduced.
Chapter 3 conducts the process dynamic modelling for melt pool width control in WAAM. To
measure the width of melt pool offline, Mask R-CNN is introduced to segment the melt pool
image. Based on the measured data of system identification experiment, the process dynamic
is modeled by ARX, Hammerstein-wiener and ANFIS algorithms.
Chapter 4 establishes the predictive model for the surface roughness using machine learning
method.
8

Chapter 5 and Chapter 6 introduces MPC and MFAILC algorithms to implement feedback and
feedforward control for melt pool width, respectively. The effectiveness of the controllers was
investigated by both simulation and experiments.
Chapter 7 develops a visual monitoring system. In this system, Deep Learning models are
employed to achieve anomalies classification.
Chapter 8 concludes this thesis and looks into future work.
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Chapter 2. Literature review
2.1 Wire-arc Additive manufacturing
During recent years, metal additive manufacturing technology has attract extensive interest
from both academia and industry. According to the form of material addition, currently popular
metal AM technologies can be categorized in to powder-bed, powder-feed, and wire-feed
process.
In wire-feed AM, a metal wire is used as feed material instead of metal powder. Wire-feed AM
has higher material utilization efficiency, which is up to 100%. Therefore, it is a more
environmental friendly process, which does not expose operators to the hazardous powder
environment. Compared with the powder-based process, wire-feed AM has a much higher
deposition rate (up to 150 g/min). Therefore through using wire instead of powder materials,
the deposition rate increased and large components can be economically produced.
Additionally, metal wires are lower in cost and more readily available than metal powders.
These advantages make wire-feed AM technologies more cost-competitive for large
components.
Depending on the energy source used for metal deposition, wire-feed AM can be further
classified into: Laser based, electron beam based and welding arc based. Due to the advantage
of higher deposition efficiency and lower capital cost over laser or electron beam additive
manufacturing, wire arc additive manufacturing has become a promising alternative for
fabricating large scale metal components. Laser beam has been a popular energy source in
manufacturing due to its “precision”, which is able to focus the light beam narrowly and
accurately. However, it has a low energy efficiency (2-5%) [26]. Electron beam has a slightly
higher energy efficiency (15-20%) and similar focusing ability to laser, but it requires a high
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vacuum working environment, which limits its applications [37]. In comparison, arc welding
processes has a much higher energy efficiency, such as GMAW or GTAW, which can research
90% in some circumstances [27] [28]. Besides, conventional arc welding has much lower
equipment cost than laser or electron beam AM.
A large amount of research work on WAAM has been conducted over the previous decade.
These research effort mainly concentrates in microstructure and mechanical properties, as well
as numerical simulation.
Microstructure and mechanical properties: microstructure and mechanical properties is the
most concentrated field for WAAM research. Various metal material has been utilized to be
deposited in WAAM, including Ti–6Al–4V [29], aluminum alloy[30] [31], stainless steel [32]
[33], and so on. The mechanical properties were also investigated, including residual stress,
hardness and tensile strength.
A major concern for WAAM is the residual stress because it may cause poor dimensional
tolerances and premature failure. Zhang, Wang [34] investigate the effect on residual stress and
microstructure on crack stress. To improve the residual stress and distortion, Colegrove, Coules
[35] applied rolling process after the WAAM process, and found that distortion can be
elimination and the residual stresses can be reduced. Li and Xiong [36] used numerical
simulation and experimental tests to investigate the influence of interlayer dwell time on stress
field in WAAM. Sun, Li [30] combined laser shock peening with wire arc additive
manufacturing, and found that the residual stress and yield strength got improved.
A lot of research has been conducted to investigate the microstructure evolution process,
because it has a direct effect on the final mechanical properties, such as hardness and tensile
strength. The effect of various process parameters and factors on microstructure evolution were
investigated, including heat input [37], travel speed, [38], welding current [39], and so on. In
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the research by Wang, Xue [40], the mechanism and impact of the arc mode on microstructure
and mechanical properties were discussed
Numerical Simulation: Another hot research topic for WAMM is its multiphysics simulation.
The simulation object mainly includes residual stress [41] [42], flow of melt pool, and metal
transfer [43]. Cadiou, Courtois [44] established a 3D multiphysics model to simulate the metal
transfer and melt pool flow in CMT-WAAM process. The temperature and fluid velocity fields
in the melt pool can be predicted, as well as the geometry. In the research by Ding, Colegrove
[45], the stress evolution during the thermal cycles of the WAAM process was investigated
with the help of a transient thermomechanical FE model. It was found that the peak
temperatures experienced during the thermal cycles of the WAAM process determine the
residual stress of that point. Bai, Colegrove [46] developed 3D heat and fluid flow model for
the PAW-WAAM process. A modified double ellipsoidal heat source model was utilized, and
the morphology of molten pool and deposited bead can be predicted. To investigate the effect
of rolling on the Stress and Strain induction for WAAM, Abbaszadeh, Hönnige [47] simulated
the rolling process for WAAM. Huang, Ma [42] proposed to utilized Explicit FEM method to
simulate the residual stress and distortion for large-scale build deposited by WAAM, and the
Real-time simulation was achieved through using time scaling technique to accelerate
computation.
Compared to the research effort in these fields, the research on process monitoring and control
is still relatively insufficient. Harris and Director [12] identified the lack of process robustness,
stability and repeatability as the major barriers for the industrial breakthrough of metal AM.
This can be largely attributed to the lack of process monitoring and closed loop control of the
overall WAAM process. According to a road map workshop on measurement science needs
for metal-based AM [13], process monitoring and feedback control for AM process were also
identified as key advancements critical to the overall methods’ success.
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2.2 Process control in AM
As reported by a roadmap workshop on measurement science needs for the metal-based AM
technologies [48], feedback control systems for additive manufacturing are identified as a
critical step in manufacturing industry. During deposition process, when the number of the
deposited layers increases, it will be hard to control both the morphology and size of a deposited
layer, which will affect the geometrical accuracy. The shape of beads can’t be easily controlled
because of the heat accumulation, especially when the melt pool is situated at the boundary of
the deposited layer. Thus, in-the-loop feedback control of the overall process plays a critical
role in ensuring reliable production for WAAM.
Table 2-1 Summary of process control research in AM
Control
object
Layer height
melt pool
width

Process
method
WAAM
WAAM
WAAM
Laser AM
Laser AM
Laser AM
Laser AM
Laser AM

Manipulated
Variables
WFS
WFS
Travel speed
WFS
Travel speed
Travel speed
Laser power
Laser power

Sensing method

Control strategy

Reference

CCD
Laser scanner
CCD
CMOS Camera
CCD
CCD
CCD
CCD & Pyrometer

Adaptive control
Internal model control
Neural self-learning control
Iterative learning control
Inverse ANFIS model based control
Adaptive Sliding Mode control
Fuzzy-PID
Generalized Predictive control

[49]
[50, 51]
[52]
[53] [54]
[55]
[56] [57]
[58]
[59]

melt pool
width

Laser AM

Laser power

CMOS

PI

[60]

Melt pool
temperature

Laser AM
Laser AM
Laser AM
Laser AM

Laser power
Laser power
Laser power
Laser power

Pyrometer
Thermal camera
Pyrometer
CCD & Pyrometer

PID
PI
Adaptive fuzzy sliding-mode
Predictive control

[61]
[57]
[62]
[59]

Tool
distance

Laser AM

WFS

Resistance sensor

Iterative learning control

[63] [64]

Layer height

Table 2-1 summarizes a literature review on work done in this type of control in AM
applications. These control systems typically focus on layer height, width and temperature of
the melt pool. Advanced control strategies like adaptive control, predictive control and
intelligent control algorithm were utilized to achieve closed-loop control. This section will
review and discuss this work in both Laser AM and WAAM.
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2.2.1

Process control of Laser AM

For laser AM, when compared to WAAM, more research in process control has been conducted.
A review of literature reveals this body of work predominantly focuses on geometric and
thermal control methodologies. Han and Jafari [65] designed a coordination-control scheme
that can ensure uniform bead geometry and deposition accuracy in a laser AM process. To do
this, material flow was regulated to match the relative changes in speed between the depositionhead and work piece in real time. In the research by Hu and Kovacevic [66], a high frame-rate
(up to 800 frames/s) camera was installed coaxially on the top of the laser-nozzle setup to
acquire infrared images of the molten pool real-time. From those images, dimensions of the
melt pool can be measured to implement feedback control. Hofman, Pathiraj [60] used a CMOS
camera to obtain the width of the melt pool during a laser AM process, and a PI controller was
then used to control the pools width during deposition. Cao and Ayalew [67] proposed a
control-oriented multiple input multiple output (MIMO) model for a class of laser aided powder
deposition (LAPD) processes. The MIMO model is derived in Hammerstein form by
combining linearized dynamics coupled with nonlinear relationships derived from mass and
heat balance considerations. This inputs to this model were laser power and scanning speed,
whilst layer height and molten pool temperature as were given as outputs. Zeinali and
Khajepour [56] used a CCD camera to obtain molten pool height (shown in Figure 2-1) and
realize feedback control in laser cladding process. An adaptive sliding mode control algorithm
with an uncertainty estimator was developed to control the clad height, and the performance of
controller was validated through a number of experiments.
Heralić, Christiansson [54] [53] used a 3D scan sensor to get the height profile during a laserwire AM process. Through a method of Iterative Learning Control (ILC), the deviations in
deposited layer heights could be compensated for by controlling the wire feed rate on next
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deposition layer. This feedforwards control strategy utilized a PI controller to control the bead
width through modifying the laser power. In a similar approach, Hagqvist, Heralić [63]
measured the distance between the tool and the work piece by measuring resistance between
nozzle and substrate during laser-wire AM processes, and feedforward control was used to
flatten the upcoming layer in the deposition process. A second order ICL algorithm was used
to determining the wire feed rate.

Figure 2-1 Laser cladding experimental setup [56]

Song, Bagavath-Singh [59] designed a hybrid control system to for adjusting deposition height
and molten pool temperature. They designed a master-slave type control scheme; the master
height controller and slave temperature controller. This configuration means the temperature
controller will be disabled when the deposition height is above a certain preset value. The
height controller is a simple rule-based controller and the temperature controller applied a
generalized predictive control algorithm. Generalized predictive control takes both feedforward and feedback signals into the control action to improve performance. This hybrid
control system was able to stabilize layer growth by avoiding over-building and compensating
under-building through control of the process heat input. Wang and Chen [68] proposed to use
fractional-order repetitive control (RC) to advance the quality of laser based AM. In this work,
three RC designs were proposed to address fractional-order repetitive processes. In particular,
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a new multirate RC was developed and found to provide superior performance gains by
generating high-gain control at the fundamental and harmonic frequencies of exogenous signals.
Experimentation was conducted to validate the effectiveness of this approach.
For conventional control methods, the effect of control algorithm highly relies on the accuracy
of the mathematical model of the system dynamic. However, since typical AM processes are
complex and nonlinear, and process variables couple with each other, it proves quite a difficult
task to develop an accurate mathematical model. Nowadays, intelligent control algorithms are
being developed to control such complicated systems with uncertain mathematical models and
highly nonlinear task requirements. In previous literature, intelligent control algorithms have
been utilized for AM process control. For example, Hua and Choi [58] developed a fuzzy logicbased PID controller to track reference heights through varying laser power during a laser
deposition process. Fuzzy logic-based control doesn’t require an accurate mathematical model,
but it demands knowledge and experience. With this in mind, PID parameters could be tuned
adaptively to deal with a time varying system by way of fuzzy logic. In the works by Zeinali
and Khajepour [64], a fuzzy logic-based dynamic model was developed for a laser cladding
process. In this work dynamics relating to scanning speed and layer height was modeled. A
fuzzy modelling approach was used, and some model parameters were estimated online to deal
with uncertainties. This online learning approach provided adaption for the real-time control
applications. Farshidianfar, Khajepour [55] used Adaptive neuro-fuzzy inference systems
(ANFIS) algorithm to model and control the clad height in a laser cladding process. A CCD
camera was used to measure the real-time clad height, whilst scanning speed was used as the
control action. Renken, Albinger [69] proposed a learning based control scheme for laser
additive manufacturing. In this control approach, an adaptive self-learning strategy was used,
which aimed to maintain the stability of the process by updating the parameters of the
multidimensional model to restrain environmental influences during the process. Data from an
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RGB sensor was used to correlate the molten pool size (height and width) with temperature
(intensity of RGB signals). Polynomials and radial basis functions (RBF) were implemented
into the real-time model, which allowed upcoming data to be integrated into the calculation of
updated model parameters.
During the AM process, the temperature of the melt pool typically varies due to heat
accumulation in the substrate, which can lead to defects such as non-uniform microstructure,
increased heat affect zone, cracking and so on. This makes it important to actively regulate heat
input in order to control temperatures in the melt pool. Tang and Landers [70] proposed a layerto-layer temperature control strategy, where the laser power profile is adjusted between
deposited layers. Layer height and temperature are measured in real-time and are then used to
estimate the parameters of process physical model through a PSO-based system identification
program online. With the model and desired temperature, the laser profile for the next layer
could be calculated through iterative learning algorithm. Sammons, Bristow [71] proposed to
use Iterative Learning Control (ICL) algorithm to develop a feed-forward method of adaptive
control for the morphology of the melt pool. Tang and Landers [72] utilized Internal Model
Principle to design a temperature controller for laser metal deposition. This empirical process
model describes the relation between the temperature, and laser power, powder flow rate and
traverse speed. The controller able to track the time varying reference temperature effectively.
In order to control the molten pool temperature during laser AM, Devesse, De Baere [73] [57]
designed a controller consisting of a linear state feedback controller and PI controller. The state
space equation was deduced from the physical heat conduction model of the melt pool
dynamics. The temperature of molten pool was measured by a hyperspectral camera. A
hardware-in-the-loop (HIL) system was built to enable safe and cost-effective testing of the
controller in different simulation environments. In order to control the heat input into the
cladding layer and substrate, Salehi and Brandt [61] designed a PID controller to control the
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temperature of the molten pool. A second order transfer function for the laser cladding process
was generated through step response experiments. Through validation of experiments, it was
found that the controlled temperature of the molten pool was able to facilitate a reduction in
the amount of porosity. A more uniform and smaller HAZ (heat affect zone), as well as lower
dilution, was obtained (relative to the uncontrolled cladding layer). Bi, Gasser [74] achieved
closed-loop control based on infra temperature signal during a laser powder deposition process,
constant set-values and path-dependent set-values control were tested and compared. It was
found that the process control with a path-dependent set-value can notably improve the
homogeneity of the microstructure and mechanical property, as well as the dimensional
accuracy of the deposited components. Farshidianfar, Khajepour [75] utilized an infrared
camera to monitor surface temperatures during the AM process as feedback signals, and a novel
PID controller was established to control the cooling rate.

2.2.2

Process control of WAAM

In more recent years, work relating to feedback control systems specifically for WAAM is
beginning to emerge. Examples of this include, Xiong and Zhang [49], where an adaptive layer
height controller for GMAW based WAAM process was developed. A passive visual sensing
system was developed to measure the nozzle to top surface distance (NTSD) as a feedback
signal. After approximating the controlled process into a linear system, an adaptive controller
was proposed to keep the NTSD constant through adjust wire-feed speed online. In this same
work, a neural self-learning PSD controller for bead width was also developed.
During the WAAM process, the welding robot has to decelerate at sharp corners to satisfy
dynamic constrains. This can result in over-fill if the wire-feed rate is kept constant. To solve
this problem, Li, Chen [76] proposed an adaptive process control scheme (APCS) to maintain
a uniform bead geometry. The APCS dynamically selects appropriate wire-feed rates according
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to the dynamic constraint at different sections of the required welding tool path. As this
approach is an open-loop control system, high accuracy modelling of the process is required.
Doumanidis and Kwak [50] [51, 77] used a laser scanner and thermal camera to monitor the
bead and implemented closed loop control in GMAW based WAAM. To compensate for
measurement delays, real-time prediction by a deposition model is employed.
As WAAM features many similarities to the more general field of arc welding technology, it’s
also able to look into this well-established field of research for inspiration as well. Smith,
Nobertro Pires [78] implemented feedback control during GTAW of Inconel 718. A CCD
camera was used to obtain the image of the molten pool surface, the width of the melt pool was
measured and used as a feedback signal to control the weld process. Fan, Ravala [79] developed
a pinot infrared sensing system to monitor the temperature directly surrounding the melt pool
during an arc welding process. In this method, the measured temperature signal was utilized as
feedback to control welding penetration. As arc welding is typically a complex, time-variant,
process, advanced control algorithm should be developed. Liu and Zhang [80] [81] designed a
model predictive controller for arc welding processes to control the penetration or weld pool
geometry.
There is a lot of Laser AM control systems as it has been researched much more. It is apparent
that from this literature review that WAAM is still an emerging process, and these types of
control architecture and research etc. is critical to bringing it more to an industry solution.
Therefore, a framework of automatic WAAM system was proposed based on literature review.
The proposed automatic WAAM system consists of two modules: multiple sensor monitoring
module and controller module. The proposed framework can help push forward the
development of WAAM in both research and industry.
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2.3 Process monitoring in AM
2.3.1

Vision sensing

To improve WAAM, it’s necessary to monitor various data produced during the process, with
particular attention to variables that affect the quality of deposited weld-material. As shown in
Table 2-2, there are significant efforts being made by researchers to correlate various process
data for the quality of built layers. Visual data, along with temperature, spectral and acoustical
signals, amongst others, form particular focal areas of this work. In the following section, an
overview of the main monitoring technologies used in AM and related fields will be provided.
Table 2-2 Monitoring method of different defects
Objectives

Vision

Spectrum

Acoustic

Electric

Thermal

Porosity
& Void

[82]

[83, 84]
[85]

[86] [87] [88]

[89, 90] [91]

[92] [82]

Crack

[93] [94]
[95]

[96] [97]

[96] [98] [99]
[95, 97]

[100]

[101] [94]

[25]

[102] [103]
[104]

[105]

[101]

[106] [107]

[108]

[111] [112]

[113]
[114]

Surface
defect
Melt pool
dynamic

[109] [110]

Formation reason
➢ Raw material contamination
➢ Unstable process
➢ Poor process parameters
➢ High heat input and high cooling rate
➢ Poor process parameters
➢ Large stress
➢ Poor process parameters
➢ Lack of protective gas

Vision sensing is the most direct sensing method, it is useful for analysis of melt pool dynamics
and layer/surface morphology. Furthermore, through monitoring by visual sensor, information
for use in feedback control, such as melt pool width, height and morphology, can be obtained
in real-time. With the development of computer vision technology, a wide range of studies
have focused on the acquisition of visual information during manufacturing process.
In the distinct field of laser AM, visual sensing has played an important role. Davis and Shin
[115] utilized CCD camera and line laser to monitor the bead profile during a laser cladding
process. Line detection and spur trimming algorithms are used to extract the required data. This
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method is able to obtain bead width and height, which could be used to optimize process
parameters in the next layer. For feedback control, however this sensing method may not be
suitable due to relatively high processing times causing a lag effect. In another research [116],
it was shown that the final quality of AM components is related to dynamic effects in the melt
pool. Visual sensing also offers a method to acquire these dynamic properties and hence offer
another level of control over the deposition process. Clijsters, Craeghs [117] developed an
optical system, which consisted of high-speed near-infrared (NIR) thermal CMOS camera and
a photodiode to monitor the melt pool. The CMOS camera is capable of obtaining geometry of
the molten pool, and the photodiode is used to get the molten pool size. The data is processed
by “mapping algorithm” to provide an indication of the products final quality.

Figure 2-2 High-speed camera for laser AM process monitoring [118]

Spatter is another process signature analysed during laser AM process. Measuring spatter levels
can be useful in that they can reflect the overall process stability. Thus, some vision based
sensing methods were developed to monitor spatter in laser AM process. As illustrated in
Figure 2-2, Repossini, Laguzza [118] utilized high-speed camera to capture the image of spatter
produced in laser powder bed fusion (LPBF) process. Through feature extraction and data
mining approach for image, various melting conditions can be diagnosed during LPBF
processes. Furthermore, Grasso, Demir [119] developed an in situ monitoring system for SLM
process based on capturing infrared images of the process plume. Through methods of machine
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learning, unstable melting conditions can be detected. Zhang, Hong [120] captured the image
of melt pool, plume and spatter levels produced in laser powder-bed fusion AM using a single
high-speed camera. Key features of these datasets were extracted and used as inputs for Support
Vector Machine (SVM) and convolutional neural network (CNN) classifiers. Three distinct
levels of product quality were then identified through the resultant models.
Visual monitoring of the deposited surface is a method also employed by researchers. Surface
features can be linked to the discontinuities or defects in the final component. In the research
by Gobert, Reutzel [121], multiple surface images were collected at each layer during laser
AM using a high resolution digital single-lens reflex (DSLR) camera. For each neighborhood
in the resulting layer wise image stack, multidimensional visual features were extracted and
evaluated using binary classification techniques. Through binary classification, neighborhoods
are then categorized as either a flaw, i.e. an undesirable interruption in the typical structure of
the material, or a nominal build condition.
In WAAM applications, visual sensing methods were also applied to monitor the defects and
process stability widely. Monitored objects consist of melt pool, wire position, arc length and
bead surface morphology etc., which can help further advance the development of AM process
monitoring techniques. For WAAM system, the wire-feeding direction and position plays a
vital role in getting a stable deposition process and smooth weld bead by resulting in different
droplet transfer modes. However, significant deviations between the expected wire-feeding
position and arc length occur in reality. Zhan, Liang [122] developed a camera based wirefeeding position online monitoring and correction system for a plasma based WAAM. Adaptive
threshold and Hough transform were used to extract the wire edges and merge the coincident
lines, and Radon transform was applied to measure the wire deflection. Bonaccorso, Cantelli
[123] proposed a method combining an image processing-based method and arc voltage
measurement to control the arc length during the GTAW based WAAM process. Tang, Wang
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[25] attempted to detect surface layer defects during WAAM process, where a camera was used
to obtain the image of the deposition surface in real time. Deep learning algorithms and SVM
(as shown in Figure 2-3) were used to classify different surface defects, which were normal,
pore, hump, depression and undercut. A high classify accuracy was obtained.

Figure 2-3 Structure of binary tree of SVM method [25]

2.3.2

Spectral sensing

Optical emission spectroscopy is an effective tool for composition analysis since elemental
information is imbedded in spectral signals, which has been used to better understand physical
mechanisms and also monitor conditions during processing. For laser AM, Beyer, Song [124]
utilized optical emission spectroscopy to identify phase transformation during laser AM
processing. It was reported in their research that the phase transformation can affect the
characteristics of laser induced plasma during a direct laser material synthesis process. Through
monitoring the spectral signal of plasma, the phase transformation can be diagnosed online. By
using a spectrometer to monitor laser induced plasma, and through training support vector
regression (SVR) with two feature of plasma spectral signal [125], Al concentration can be
measured online during laser additive manufacturing of Ti-Al binary alloying process. Ya,
Konuk [126] tried to obtain the temperature of electrons by collecting the spectral signal
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produced in a laser AM process. The electron temperature and intensity ratio of the spectral
signal was calculated and used to indicate the onset of metallic bonding and extent of dilution
during a given deposition process.
In WAAM applications, the spectrum produced from arc-welding tasks contains a wide array
of information, include metal vapors, shielding gases and arc gases. Therefore, it can be
intrinsically linked to defects in the WAAM process. This makes it a particularly promising
method for online defect detection. As shown in Figure 2-4, based on spectroscopy signal
monitoring, Zhang, Yu [102] found that welding perturbations and defects during GTAW
process can be diagnosed. Huang et al. [84] utilized a portable spectrometer to obtain spectral
signals in the GTAW of aluminum alloys. An improved SVM classification model with genetic
algorithm (GA) optimization was developed to guarantee accurate estimation of different types
of porosity defects.

Figure 2-4 Diagram of spectrum monitor system [102]

2.3.3

Acoustic sensing

Acoustic sensors can provide many advantages in the monitoring of AM process since they are
non-contact, non-destructive, and flexible. Recorded acoustic emissions (AE) from a welding
process has been shown to produce insights into properties contained within the interior of the
materials being welded, such as defect-related information like cracks and porosity. For
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example, Gaja and Liou [127] used an AE sensor to monitor a laser deposition process. It was
found that defects such as cracks and pores occurring during this process could be diagnosed
by K-means clustering and principal component analysis (PCA) of the obtained signal data. As
illustrated in Figure 2-5, Shevchik, Kenel [128] developed a method of AE sensing for in situ
quality monitoring during the laser powder-bed AM process. A Fiber Bragg grating (FBG)
sensor, which can provide high sensitivity signal detection, was mounted directly inside the
process chamber, ~200mm from the processing zone. A CNN classifier was developed to
process these AE signals, and characterize porosity concentrations during the process. Ye,
Hong [129] used a microphone to receive an AE signal produced by a Laser melting process.
This signal is classified by a deep belief network (DBN) into five melted states. Wang, Mao
[130] employed the use of AE testing for crack detection during powder directed energy
deposition process. With information relating to the speed of the AE signals, and the time taken
for the acoustic sensors to receive/process them, the position of cracks created during the
process, and propagation direction, can be established.
For WAAM applications, AE signals could be used to infer the arc condition, melt pool
dynamics and material internal change. Many factors in a typical WAAM process are can be
related back to a characteristic AE signal, including process parameters, variation of welding
arc, droplets transitional mode and so on. Pal, Bhattacharya [131] [132] found AE signals are
a good indicator of droplet transfer mode and defects during arc welding process. Bhattacharya,
Pal [133] used an AE sensor, along with Hall-effect current sensor and voltage sensor, to
monitor an arc welding deposition process. An artificial neural network (ANN) model with
three inputs (current, voltage and sound kurtosis) was built to predict the deposition efficiency.
Saad, Wang [134] analyzed the relationships between an AE signal and the modes (keyhole
mode and cutting mode) of the welding pool in plasma welding process. In this work, a Welch
power spectral density (PSD) estimate is used for preprocessing the AE data, and it was found
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that keyhole mode and cutting mode during the welding process can be distinguished through
an ANN model. Chen and Chen [135] applied a weighted mean method to estimate the arc
length from welding voltage and sound intensity. Van Bohemen, Hermans [136] demonstrated
that martensite formation during GTAW of steel 42CrMo4 can be recognized by monitoring
AE signal. It was found that a certain relationships exists between the root mean square (RMS)
value of the measured AE, and the volume rate of the martensite formation during GTAW.
Sumesh, Rameshkumar [137] used a microphone to monitor the acoustic signal generated
during welding process. The machine learning algorithms, named J48 and random forest, were
applied to identify the good weld, weld with lack of fusion and burn through. In the field of
ultrasonic techniques, Rieder, Dillhöfer [88] conducted online ultrasonic measurement during
AM process, and found it is potentially able to indicate qualitative evaluation of residual
stresses and porosity. Slotwinski and Garboczi [87] developed an ultrasonic sensor for
detecting changes in porosity in metal parts during fabrication on a metal powder bed fusion
system.
There are many successful research publications into AE sensing in Laser AM and traditional
GMAW applications. But none or not many in WAAM. There is high potential in this area, but
researchers have not investigated this in-depth yet.

Figure 2-5 Diagram of acoustic in situ monitoring system for laser AM [128]
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2.3.4

Thermal sensing

Figure 2-6 Schematic diagram of thermal monitoring system [82]

The principle behind thermography is based on the difference in thermal behavior between the
internal structure of the examined object and its flaws. Variations in thermal profile locally or
differences in thermal behaviour over time, present a material processing challenge as these
can cause different phases and microstructures to develop within the build, leading to
inhomogeneous material properties. Thermography is a rapid method as compared to other
NDT techniques, such as ultrasonic, for the examination of parts where surface contact or
access is difficult. It is easily able to monitor the process during manufacture, allowing for fast
results. Mireles, Ridwan [92] developed an infrared thermography system for AM monitoring.
Results from layer-wise thermography were compared with results obtained using computer
tomography (CT) scanning techniques and found the thermographs provide a good indication
of defects. Krauss, Eschey [138] implemented the use of infrared camera to track the process
of solidification and quality of powder layer in SLM (selective laser melting). With this
approach, variations in powder layer thickness and a range of flaws were detectable during
deposition. Sreedhar, Krishnamurthy [82] developed a thermal image based online monitoring
system (shown in Figure 2-6) for GTAW process. They found that thermal images from defectfree and defective sectors show statistically distinct features for a simple threshold-based
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processing. Khanzadeh, Chowdhury [139] utilized a pyrometer and thermal camera to monitor
the melt pool thermal profile during a laser AM process. Self-organizing maps (SOM) were
applied to analyse the 2D melt pool dataset. With properly selected SOM data, the proposed
method was found to identify and predict the location of generated porosity almost 85% of the
time.

2.4 Application of machine learning in AM

Figure 2-7 Application of machine learning in AM [140]

Machine Learning is an artificial intelligence (AI) technique that allows a machine or system
to learn from data automatically and make decisions or predictions without being explicitly
programmed. In research, Machine Learning is gaining popularity in medical diagnostics [10–
12], material property prediction [13–15], smart manufacturing [16–18], autonomous driving
[19–21], natural language processing [22–24] and object recognition [25–27]. Machine
Learning algorithms are commonly categorized as supervised, un-supervised and
reinforcement learning. As illustrated in Figure 2-7, in the additive manufacturing fields,
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machine learning has also been applied in design, process parameter optimization, defect
diagnosis, and so on.
Topology:
Yao, Moon [141] utilized machine learning method for AM design feature recommendation
during the conceptual design stage using hierarchical clustering together with support vector
machines.
Process parameter optimization:
Traditionally, process parameter development and optimization are implemented by design of
experiment or simulation methods to additively manufacture new materials. Nevertheless, the
design of experiment approach usually involves trial-and-error, which is time-consuming and
costly, particularly for metal AM. Mozaffar, Paul [142] proposed to employ a recurrent neural
network (RNN) combined with a Gated Recurrent Unit (GRU) to predict the high-dimensional
thermal history in DED processes. Zhang, Sun [143] proposed to apply neuro-fuzzy model to
predict the fatigue life of component fabricated by laser additive manufacturing. Aoyagi, Wang
[144] used support vector machine to establish a process map for AM, which is able to predict
process condition (good or bad). To predict the porosity in AM, Tapia, Elwany [145] develop
a Gaussian process-based predictive model. Also, the machine learning method could be
utilized to predict the mechanical properties. For example, Bayraktar, Uzun [146] employed a
artificial neural networks to predict the tensile strength for 3D-printed plastic parts. Multi-gene
genetic programming (MGGP) is an evolutionary algorithm that can automatically evolve the
model structure and its coefficient while one disadvantage is that its generalization ability is
limited. An ensemble-based MGG was established [147] to achieve open porosity values by
regulating the process parameters.
Defect monitoring:
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Currently, the AM process still suffers from various processing-related defects such as cracks,
delamination, distortion, rough surface, lack of fusion, porosity, foreign inclusions, process
instability (keyhole, balling). Ye, Hong [129] utilized a microphone to collect acoustic signals
during SLM process, and a deep belief network (DBN) was applied to recognize melt track
conditions (balling, normal, overheating) for SLM process. Similarly, Shevchik, Kenel [128]
used a fiber Bragg grating sensor to record the acoustic signals in AM process. The spectral
convolutional neural network was established as classifier to recognize the parts qualities (poor,
medium and high). In the study by Scime and Beuth [148], the CNN was utilized to classify
the anomalies in the image of powder bed surface. Two intelligent classification methods PCASVM and CNN were proposed and compared for quality level identification by Zhang, Hong
[120]. The input features include melt pool, plume and spatters.
Process planning:
A delicate pre-manufacturing plan for the AM production chain starting from CAD design to
final product quality control is needed. Therefore, some researches have employed machine
learning to assist in AM planning. Tang, Dong [149] utilized artificial neural network to obtain
the manufacturing constraints when design lattice structure for AM. Nguyen, Buhl [23]
developed neural network to compute the correction to deposit the required amount of material
into the centre of the junction when designing continuous Eulerian tool path strategies for
WAAM. Yanamandra, Chen [150] proposed to use machine learning method to reverse
engineer a composite material part, where not only the geometry is captured but also the tool
path of 3D printing is reconstructed using machine learning of microstructure.
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Chapter 3. Process dynamic modelling
Dynamic modelling is a methodology for building mathematical models of dynamic systems
using measurements of the input and output signals of the system. It could help understand the
system dynamic process, design control algorithm and provide plant model for simulation. In
this study, experiments of system identification were conducted. A set of Pseudo-Random
Ternary Signal was utilized in input signal to stimulate the system. To measure the width of
melt pool in image automatically, Mask R-CNN algorithm was applied to achieve object
detection, segmentation and measurement.

3.1 Experimental system

Figure 3-1 Diagram of experimental system

The experiment system is presented Figure 3-1. It consists of central computer, Fronius CMT
welder, protective gas source, Xiris XVC-1000E welding camera, ABB robot and robot
controller. In welding system, the adjustable parameters is the WFS (wire feed speed), and
other parameters (welding voltage and current) will automatically match the setting of WFS.
1.2 mm diameter filler wire of Mild carbon steel ER70S-6 was utilized as deposited feedstock.
The experiments were performed on a Q235 substrate, with the dimensions of 150×150×10
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mm. The chemical compositions of the used wire and substrate are presented in Table 3-1. The
shielding gas consists of 80% Ar and 20% CO2, with a flow rate of 25 L/min. The welding
speed was set to be 5mm/s. Tip to work distance was 3-5 mm and the stick-out distance was
10 mm.
Table 3-1 ER70S and Q235 Chemical compositions & ranges (wt.%).
Alloy

C

Mn

Si

Cu

S

P

Fe

ER70S-6

0.08

1.53

0.88

0.18

0.01

0.09

Bal

Q235

≤0.17

0.35-0.80

≤0.35

-

≤0.40

≤0.35

Bal

The images of melt pool are obtained by Xiris XVC-1000E welding camera. An optical filter
with 650 nm central wavelength is combined with welding camera to constrain the strong CMT
welding arc. As shown in Figure 3-2, the melt pool and wire can be observed clearly without
arc disturbance. Table 3-2 presents detail of camera parameters used in welding experiments.

Figure 3-2 Example of welding image
Table 3-2 Parameter of XIRIS welding camera
Exposure time

AGC latency

Video average

Saturation

Gamma

25ms

75%

4

40%

50%
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In this experimental system, RobotStudio (simulation and programming software for the
ABBrobot) was utilized for programing the movement of torch and the weld settings. To
generate the code for depositing 3D component, a Python program was developed in out
laboratory. Through importing 3D CAD model (STL) to the Python grogram, it could
implement 2D slicing, planning path and generating code of RobotStudio automatically.

3.2 Mask R-CNN based image segmentation
With the development of computer vision, extensive studies have focused on visual information
acquisition during the manufacturing process. Visual monitoring is able to obtain real-time
information from the welding area, and closed-loop control could be implemented based on
those information. In the arc welding area, a few research work on visual monitoring and
control has been implemented. Xu [151] et al designed a passive visual sensor system for
GTAW, the image of welding pool and seam could be obtained during the base current period.
Canny edge detection algorithm was used to extract the information of welding pool and seam.
Fang et al [152] developed a passive vision system (CCD & filter) to monitor the weld pool of
hump formation during the GMAW process. The Chan-Vese (CV) model with fuzzy C-means
(FCM) was proposed to segment the weld pool image. Guo et al [153] utilized a passive visual
sensor to acquire the weld image during MAG welding. An improved Canny algorithm and
Hough transform was used for image processing, and the welding deviation between the wire
line and V-groove centreline could be computed. In WAAM fields, some research work on
monitoring and control have also been implemented. Comas et al [154] used a special welding
camera to monitor the plasma WAAM process. The image of melt pool could be obtained.
Through edge detection and Hough transform, the width of melt pool could be measured. Zhan
et al [155] also applied a weld camera to monitor the deflection of wire during WAAM process.
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Based on Adaptive threshold and Hough Transform, the wire edges were extracted, and the
coincident lines were merged. Furthermore, the wire deflection could be measured by the
Radon transform. Xiong et al [52] developed a passive visual sensor to measure the width of
deposited layer during WAAM process, and closed-loop control was implemented.
From above literature, it can be seen that the image processing methods in previous study were
almost based on traditional edge extraction algorithms. However, the result of object detection
and dimension measurement by the traditional method of image feature extraction is easily
influenced by disturbance and may have poor stability. When application scenarios or working
condition varies, it may become hard to detect and measure the object accurately.
In recent years, computer vision technology developed rapidly due to the continuous update
and perfect of deep convolutional neural network (CNN) technology, which has made a
revolutionary development in the image processing field [156] [157]. Because of its advantages
in detection and segmentation, it has gradually replaced a part of the traditional image
processing method. At the same time, the accuracy of recognition and computational efficiency
of the target detection algorithm have been rapidly improved. Combining regions proposal with
CNN, Girshick et al. [158] proposed R-CNN to achieve detection and classification, which
used selective search to extract the ROI of the input image. Considering the drawback of
computational redundancy for R-CNN, Fast RCNN was proposed by Girshick [159]. In Fast
RCNN, a ROI pooling layer was introduced to directly map the candidate boxes generated by
the selective search algorithm, then the network learns the region proposals. The amount of
calculations for Fast RCNN has been greatly reduced due to the decrease of feature extraction
for each image. Furthermore, He et al proposed Mask R-CNN, which developed Faster R-CNN
[160] through introducing a branch to predict the segmentation masks on each Region of
Interest (ROI). The mask branch is a fully convolutional network [161]. It was utilized on ROIs
to predict a segmentation mask at an accuracy of pixel. The architecture of Mask R-CNN is
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summarized in Figure 3-3. It can be seen that the network mainly consists three parts: (i) the
convolutional backbone architecture used for extracting feature over an entire image. (ii) the
network head for bounding-box recognition (classification and regression) and (iii) mask
prediction that is applied separately to each ROI.

Figure 3-3 The framework of Mask R-CNN

Feature extraction: firstly, a three-channel image (RGB) was put into a pre-trained
convolutional network. However, the image is constrained to 512×512 dimensions. Among
features extracting algorithms, ResNet could achieve better performance in terms of accuracy
and computation. Therefore, a pretrained ResNet-101 using COCO dataset [162] is utilized as
the backbone network to extract features for Mask R-CNN. The structure of ResNet mainly
consists of conv1, conv2_x, conv3_x, conv4_x, and conv5_x.
Region Proposal Network (RPN): sliding window is performed on the feature maps of the last
shared convolutional layer to determine the feature vector at each location of the feature map.
RPN is a high-sufficient proposal generation network in the Faster R-CNN, which is employed
to determine region proposals with different size anchor boxes. In the detection stage, the
region proposals are set back to the feature map of the original ResNet output, and then
performs RoIPool, corrects the obtained RoI, obtains the final bounding box, and outputs the
classes and boxes.
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Network head: the network head for classification and regression and mask prediction are
applied separately to each RoI. In head architecture, the RoIAlign layer extracts the features
corresponding to each RoI on the feature map, and sends them to the fully connected layer for
classification prediction, mask prediction and bounding-box prediction. The average pooling
layer following the conv5_x is used for 2048-dimensional features to classify and regress the
bounding-boxes through the fully connected layer with softmax. Additionally, the end-to-end
Fully Convolutional Network carries out convolution and deconvolution successively to
achieve accurate mask segmentation.
Figure 3-2 presents the melt pool image of WAAM. During actual production, the background
of welding image may be complex and noise may be generated in the image, the deep learning
algorithm may provide advantages in extracting information from welding image. However,
according to existing literature, the applications of deep learning in additive manufacturing or
welding fields are still rare. This study aims to explore the feasibility of a deep learning
framework in monitoring WAAM or welding process. As Kaiming He (inventor of Mask of RCNN) said, this work, Mask R-CNN, outplays all current CNN models, even the winners in
COCO 2016 challenge. Several recent works have applied Mask R-CNN to different fields
from cellular biology [163] to Astronomical Sources [164]. Therefore, in this thesis, a target
detection and segmentation method based on Mask R-CNN for welding image was proposed.
The width of melt pool can be measured intelligently by the Mask R-CNN model.

3.2.1

Configuration and implementation

Mask R-CNN includes two branches: (1) the convolutional subject for feature extraction over
the whole image, and (2) the network head for bounding-box recognition (classification and
regression) and mask prediction that is applied separately to each ROI [165]. ResNet-101-FPN
was applied as the backbone architecture, and Faster R-CNN with ResNet was utilized as the
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head architecture. The ROIAlign layer is utilized to fix the misalignments between the ROI
and the extracted features of RoIPool [159], which is helpful to predict masks at an accuracy
of pixel.
This work utilized Python language to implement Mask R-CNN model, which was developed
from the work of Abdulla [20]. The code in this thesis was developed on Google Colab [21]
using Pytorch. This work implement two ROIS classifications and segmentation: melt pool and
wire. The background class can be ignored in this study.

3.2.2

Training and evaluation

Because CNN consists of multiple layers, a large number of model parameters is included,
which will lead to a slow convergence rate during training. Besides, the over-fitting
phenomenon may happen, which will weaken the generalized ability for the model. Therefore
it’s crucial to initialize the model appropriately. When CNN is used for target detection, the
pre-trained network weight is usually used as the starting point, which is obtained through
training on public data set, such as ImageNet, Caltech-256, COCO, etc.
In this study, the pre-trained weights of Mask R-CNN was utilized to start with, which has been
trained on COCO dataset [162] for object detection. Then training dataset of welding images
will be used for transfer learning. Each training image is labelled as 3 parts: melt pool, wire
and background. The training samples were annotated the labels of melt pool and wire in VGG
Image Annotator (VIA) [166]. Melt pool and wire were labelled with polygonal regions as
shown in Figure 3-4, and the json files which contained the annotation information were
generated by AGG for training. The mask for different objects will be generated for training
by this Mask R-CNN framework, an example of a typical training set image with its melt pool
and wire masks is shown in Figure 3-5.
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In our study, the training process can be divided into two stages: Heads layer training and Finetune all layers. At the first stage, only the initialized layers were trained while other layers were
fixed. Then all layers were fine-tuned. During those two stages, the network is trained by
stochastic gradient descent [167]. The cost function can be expressed as (3-1):
𝐽(Ɵ𝑗 ) = 0.5 ∑(𝑎𝑘𝐿 − 𝐸𝑘𝑟 )2
(3-1)

𝑘

Where 𝑎𝑘𝐿 is the activation of the 𝑘 𝑡ℎ neuron in the 𝐿𝑡ℎ layer, 𝐸𝑘𝑟 is the desired output of that
training sample. Stochastic gradient descent updates the network weights Ɵ𝑗 through
minimizing the cost function J (Ɵ):

Ɵ𝑗+1 = Ɵ𝑗 − 𝛼

𝜕𝐽(Ɵ𝑗 )
𝜕Ɵ𝑗

(3-2)

Where 𝛼 is the learning rate, which is fine-tuned so that the model could avoid trapping in local
minima and achieve convergence. Because transfer learning is used, the training set is not
necessary to be very large. To make training data for objective detection in the welding image,
400 images were captured during WAAM process as the training set. The images are collected
from multiple experiments. The training was implemented on GPU through Google Colab, and
each batch had 8 images for a single GPU. The training images were resized to 128 pixels×128
pixels. The Mask R-RCNN model was trained for 100 epochs during each training stage. The
details of training implementation are listed in Table 3-3, which includes model parameters
like the learning rate, weight decay and so on.
Table 3-3 Implementation details of training

Image resize dimension

128×128

Total epoch

100

Learning rate

0.001

Number of GPUs

1

Learning momentum

0.9

batch per GPU

8
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Weight decay

0.0001

Steps per epoch

100

Figure 3-4 Example of anotation for welding image

Figure 3-5 Typical example of training data

After the training, the melt pool area can be detected and segmented with high accuracy. As
shown in Figure 3-6, it can be found that the melt pool and wire can be detected and segmented
well. Furthermore, the width of melt pool can be considered as same as the width of its
bounding box. The training results include the image segmentation map and the coordinates of
the bounding box. Therefore the width of melt pool can be obtained directly.
Based on the above Mask R-CNN framework, the width of melt pool during wire arc additive
manufacturing can be measured in real-time. In order to understand the WAAM process and
develop dynamic models for controller design, system identification for the WAAM process
was conducted, which will be presented and discussed in detail in the next section.
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Figure 3-6 Example of detection and segmentation in welding image

In object detection fields, mAP (mean average precision) is normally utilized to evaluate the
model performance. As shown in (3-3), mAP can be calculated by the precision of all categories.
Precision is calculated by the concept of true positive (TP), false positive (FP), true negative
(TN) and false negative (FN), which can be explained by Figure 3-7. The calculation of
precision was expressed in (3-4). In this study, the value of mAP was 0.91. It mean that the
mask R-CNN could segment the melt pool accurately.

𝑚𝐴𝑃 =
𝑃=

1
𝑁𝑐𝑙𝑎𝑠𝑠

∑

∑𝑃
𝑁𝑐 (𝑖𝑚𝑎𝑔𝑒𝑠)

𝑇𝑃
𝑇𝑃
=
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑚𝑎𝑠𝑘 𝑇𝑃 + 𝐹𝑁

Figure 3-7 P/R calculation diagram
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(3-3)
(3-4)

3.3 Experiment of system identification
In order to implement feedback control or predict the layer geometry, it’s essential to
understand the process dynamic of WAAM. Based on Mask R-CNN algorithm, the melt pool
width can be measured, and the dynamic model could be built, which describes the
relationships between melt pool width and process parameters in the time domain.
Neuro-fuzzy algorithm computes the parameters of T-S fuzzy model through the training of
neural network, which has been widely applied in extensive area [168] [169]. Jang et al. [18]
proposed to apply hybrid learning method in Adaptive Neuro-Fuzzy Inference System
(ANFIS). This algorithm has the advantages of rule adaption and rapid converging. At the same
time, it doesn’t depend on the experiences when building the fuzzy rules. In this section, a datadriven ANFIS model for melt pool dynamic during the WAAM process will be presented. And
it will be compared with a linear ARX and nonlinear Hammerstein-wiener model.

Figure 3-8 Response and Pseudo-Random Ternary Signal input

In order to model the process dynamic of WAAM, dynamic experiments were implemented to
model the relationships between WFS and weld pool width. In these experiments, PseudoRandom Ternary Signal responses were studied, which means the WFS varied randomly from
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3 to 12 m/min and the fluctuating welding pool width could be obtained. At the same time, the
corresponding width could be measured by the Mask R-CNN algorithm proposed above. Figure
3-8 plots the input and measured the corresponding output. The sampling period in this study
is selected to be 0.5 s according to existing literature [52] [80]. The sample period (0.5s) is also
within the system’s expected response. Compared with the sample period (0.5s), the response
time of WFS was much less, therefore the WFS changes looks instantaneous. There is delay
for the WFS due because the response of device will take a certain amount of time. From the
result of ARX model, it can be derived that the WFS at previous instant has greater impact on
the width of melt pool while the WFS of current instant has little effect on it. Besides, the
dynamic process of melt pool has inherent inertia, which also lead to the delay of melt pool
response. In our experimental program, image sampling and WFS setting were almost
synchronous. The image processing time was less than 50 ms. Therefore the measured width
corresponded to the intermediate WFS.

3.4 Dynamic modelling
The main aim of this section is to obtain a powerful model, which is able to simulate the process
dynamic with accept accuracy. The dynamics of WAAM process were modelled in three types
of structure, including linear ARX, Hammerstein-wiener and ANFIS.

3.4.1

ARX model

Firstly, the process dynamic of WAAM was modelled in linear ARX (Auto Regressive models
with eXogenous variables) form. ARX structure is one of the most widely used linear model in

practise due to its simple structure and stable estimation, which can be used as the basis for
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many methods in process dynamics and control analysis. The structure of ARX could be
expressed as (3-5):
𝐴(𝑧)𝑦(𝑘) = 𝐵(𝑧)𝑢(𝑘) + 𝑒(𝑘)

(3-5)

Where A(z) and B(z) are polynomials, and can be written as:
𝐴(𝑧) = 1 + 𝑎1 𝑧 −1 + 𝑎2 𝑧 −2 + ⋯ + 𝑎𝑛𝑎 𝑧 −𝑛𝑎
𝐵(𝑧) = 𝑏0 + 𝑏1 𝑧 −1 + 𝑏2 𝑧 −2 + ⋯ + 𝑏𝑛𝑏 𝑧 −𝑛𝑏

(3-6)

𝑎1… 𝑎𝑛𝑎 and 𝑏1… 𝑏𝑛𝑏 are the structural parameters of ARX model, z-1 represents the delay
operator, 𝑒(𝑘) is the noise. During system identification, the structural parameters of ARX is
determined by least squares algorithm. In this study, the ARX model is determined in

MATLAB system identification toolbox. The parameters of the identified dynamic model
are listed in Table 3-4.
Table 3-4 Structural parameters of ARX model

a(j), j=1,…,na

b(j), j=1,…,nb

[-0.493, -0.000041, 0.162, -0.092,

[0.166, 0.123]

-0.02, -0.046, -0.068, -0.02, -0.104]

The estimation performance of the linear ARX model is shown in Figure 3-9. Once a model is
determined, its performance could be evaluated by the mean square error (MSE), which is
defined by equation (3-7). The mean square error (MSE) for the ARX model is 0.339.

𝑀𝑆𝐸 =

∑𝑁
̂ (𝑘) − 𝑤(𝑘))2
𝐾=1(𝑤
𝑁
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(3-7)

Figure 3-9 Linear ARX modeling result

3.4.2

Nonlinear Hammerstein-wiener Identification

Figure 3-10 Hammerstein-Wiener structure

A class of popular nonlinear dynamical models consists of linear dynamic blocks and nonlinear
memoryless blocks. One typical example is Hammerstein-wiener model [170].

Figure 3-10

illustrates the structure of Hammerstein-Wiener model. It includes two static nonlinear blocks
and a linear block.
𝑢(𝑡) and 𝑦(𝑡) represent the system input and output. Firstly, the input 𝑢(𝑡) is transformed by
a nonlinear function f, as 𝑤(𝑡) = 𝑓(𝑢(𝑡)). Then, 𝑤(𝑡) is transformed by a liner block: 𝑥(𝑡) =
(𝐵/𝐹)𝑤(𝑡), h block is a nonlinear output function. Equation (3-8), (3-9) and (3-10) are the
input nonlinear static function, the linear dynamic subsystem, and the output nonlinear static
function respectively.
𝑤 (𝑡) = 𝑓(𝑢(𝑡)) = 𝑝1 𝑢(𝑡) + 𝑝2 𝑢2 (𝑡) + ⋯ + 𝑝𝑚 𝑢𝑚 (𝑡)
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(3-8)

𝑑𝑥(𝑡)
= 𝐴𝑥(𝑡) + 𝐵𝑤(𝑡 − 𝑇𝑑 )
𝑑𝑡

𝑧(𝑡) = 𝐶𝑥(𝑡)

(3-9)

(3-10)

𝑧(𝑡) = 𝑔−1 (𝑦(𝑡)) = 𝑞1 𝑦(𝑡) + 𝑞2 𝑦 2 (𝑡) + ⋯ + 𝑞𝑟 𝑦 𝑟 (𝑡)

𝑇𝑑 is the time delay. The matrices of A, B and C can be expressed in the following forms:
0
1
𝐴= 0
0
[0
𝐵 = [𝑏𝑛

0
0
1
⋮
0
0

0
0
0
0
0

𝑏𝑛−1

𝐶 = [0 0

0 −𝑎𝑛
⋯ 0 −𝑎𝑛−1
0 −𝑎𝑛−2
⋱
⋮
0
−𝑎2
⋯
1
−𝑎1 ]
𝑏𝑛−2

…

0

… 0

𝑏2

𝑏1 ]𝑇

1]

Figure 3-11 Hammerstein-Wiener modeling result

The main objective of system identification is to estimate A, B, 𝑇𝑑 , 𝑝𝑖 (i=1, 2…, m) and 𝑞𝑖 (i=1,
2 …, r). The identification of Hammerstein-wiener model was also implemented in MATLAB
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system identification toolbox. The identified parameters for Hammerstein-wiener model in this
study was presented in the follows:
A = 1, B = [0, 1, -0.898], C =1, F = [1, -1.883, 1.340, -0.427]
Table 3-5 Parameters of Hammerstein-wiener model

𝑝1𝑖

[3.820, 4.538, 5.5061, 6.339, 7.073, 7.919, 8.758, 9.608, 10.322, 11.328]

𝑝2𝑖

[-0.212, 0.190, 0.347, 0.360, 0.941, 0.786, 1.346, 1.036, 1.372, 1.294]
[-26.150, -23.084, -20.001, -16.918, -13.835, -10.749, -7.675, -4.592, 1.971, 1.462]
[-0.388, 1.432, 1.180, -0.354, -2.179, -3.439, -1.991, -0.077, 2.812, 6.300]

𝑞1𝑖
𝑞2𝑖

The performance of this predictive model is shown in Figure 3-11. The MSE of Hammersteinwiener model is 0.2727. Because there are too many structural parameters, so they will not be
listed in detail.

3.4.3

ANFIS

The WAAM process involved in metal melting, flowing and solidifying, which is inevitably
fuzzy and nonlinear. Neuro-fuzzy model combines both advantages of neural network and
fuzzy inference. Through training neural network using system input and output data, the
parameters for a T-S fuzzy model can be identified. Neuro-fuzzy systems are usually based on
Sugeno-type fuzzy model. A T-S fuzzy model has the rules in the following form [171]:
𝑅𝑖 : IF 𝑥1 is 𝐴𝑖1 and 𝑥2 is 𝐴𝑖2 … and 𝑥𝑛 is 𝐴𝑖𝑛 ,
Then 𝑦𝑖 = 𝑎0 + 𝑎1𝑖 𝑥1 + ⋯ + 𝑎𝑛𝑖 𝑥𝑛
Where:
•
•
•
•

𝑥1 …𝑥𝑛 are the input variables of ANFIS,
𝐴𝑖 and 𝐵𝑖 are the fuzzy sets,
𝑦𝑖 is the output of i th rule
𝑎0 …𝑎𝑛 are the design parameters, which are determined by the neural network.
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Figure 3-12 Structure of ANFIS

Figure 3-12 illustrates the reasoning mechanism of the Sugeno model with two input and two
fuzzy partition, which is used in ANFIS for inference. The input and output are put into the
system for training, and the structural parameters for membership function and Sugeno class
function can be obtained. The detail of ANFIS algorithm is described in Table 3-6.
Table 3-6 Detail of ANFIS algorithm

Type
Layer 1

Function

Output

Adaptive This layer generates fuzzy membership value for inputs, which

𝜇𝐴𝑖 (𝑥)

can be expressed as 𝜇𝐴𝑖 . When Generalized bell membership
function is used, then:
𝜇𝐴𝑖 (𝑥) =

1
𝑥 − 𝑐𝑖 2
1 + [( 𝑎 ) ]𝑏𝑖
𝑖

Where 𝑎𝑖 , 𝑏𝑖 and 𝑐𝑖 are the parameters of membership function,
known as premise parameters, which adapt during the training
process.

Layer 2

Fixed

The weights for the output of each rule are calculated in this layer
as:
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𝜔𝑖

𝜔𝑖 = 𝜇𝐴𝑖 ∗ 𝜇𝐵𝑖

Layer 3

Fixed

In this layer, normalized firing strengths are calculated as:
𝜔𝑖 ＝

Layer 4

𝜔𝑖
∑𝑛1 𝜔𝑗

Adaptive ‘Defuzzification‘ layer, the second adaptive node, computes

𝜔𝑖 𝑦𝑖

output for each rule:
𝜔𝑖 𝑦𝑖 = 𝜔𝑖 (𝑎0 + 𝑎1𝑖 𝑥1 + ⋯ + 𝑎𝑛𝑖 𝑥𝑛)
Where 𝑎0 …𝑎𝑛 are tuned during the training process to obtain the
best match

Layer 5

Fixed

The output of ANFIS can be expressed as the summation of each

y

rule’s output:
𝑛

𝑦 = ∑ 𝜔𝑖 𝑦𝑖
1

In this study, we selected y(k-a), a=0,1,2 , and u(k-b),b=0,1,2 as the input of ANFIS, and y(k+1)
as the output. The modeling result is illustrated in Figure 3-13. The MSE of ANFIS is 0.103.

Figure 3-13 ANFIS modeling result
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In order to compare the predictive accuracy of those dynamic models, their MSE are listed in
Table 3-7. It can be observed that the ANFIS model has the smallest MSE among those models.
The estimation errors of those three models are plot in Figure 3-14. It can be also observed that
compared to linear ARX and nonlinear Hammerstein-wiener, ANFIS model has the best
accuracy in describing the dynamic of the WAAM process.
Table 3-7 Estimation accuracy of different Model

Model structure

MSE

ARX

0.339

Hammerstein-wiener

0.273

ANFIS

0.103

Figure 3-14 Estimation error of ANFIS, Hammerstein-wiener and ARX model

The error trends were plot in Figure 3-14, it can be seen that error presents random trend.
Theoretically, the error source is from the modelling error, equipment fluctuation, and melt
pool natural fluctuation. All these error source make the final error presenting random trend.
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3.5 Section summary
This section investigated the potential application of deep learning in automated additive
manufacturing. A passive vision system was developed to monitor the melt pool during wire
arc additive manufacturing process. Mask R-CNN was employed to detect and segment the
melt pool area, and then the width of melt pool can be obtained. In order to implement feedback
control, system identification for the WAAM process was conducted. Based on experimental
data under pseudo-random ternary signal, linear ARX, Hammerstein-wiener and ANFIS model
were built. Validation results demonstrated that the ANFIS model could provide a more
accurate estimation to predict the deposited surface roughness of WAAM.
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Chapter 4. Surface roughness modelling
As WAAM is a layer by layer deposition process, the surface quality of each layer may have
an impact on the quality of final components. The cross-section diagram of WAAM is shown
in Figure 4-1. It can be seen that during the WAAM process, the deposited beads are overlapped
to form one layer. Apparently, the surface flatness of one layer is dominated by the bead
geometry and overlap distance, which may vary a lot when different process parameters and
path planning strategies are used [172]. Due to the accumulation of multiple layers, the
accuracy of the final component can be deteriorated by the poor surface quality. Also poor
surface quality may lead to a non-uniform deposition in the next layer. As a result, porosity,
voids and delamination will be induced possibly, which may deteriorate the functional
properties of components, such as the strength of industrial parts or fatigue life for aerospace
components [173]. Additionally, the post-processing operations for poor surface quality may
be labour-intensive and time-consuming, since it is often executed manually due to the complex
shape of the deposited component. A large number of manual labour and feedstock will be
wasted. As a result, the advantage of applying the WAAM process for industrial production
may be compromised. Therefore, obtaining a good surface quality plays a vital role in WAAM
production.
Although there are already a lot of profound studies on WAAM, the research efforts mainly
focus on microstructure evolution, mechanical properties and process optimization. The
research effort on the surface quality of WAAM is still rare. Poor surface finishing in WAAM
processes is often affected by the welding parameters, path planning and the slicing procedure
employed during the deposition process. Therefore, the surface finish can be predicted based
on process parameters and an advanced predictive model. Figure 4-2 illustrates the flow path
of process planning for WAAM. It can be seen that a roughness model could help improve the
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whole WAAM process. Through the reverse roughness model, a set of optimized process
parameters can be calculated, including overlap distance, welding speed and WFS.
Furthermore, the tool path can be adjusted based on the obtained overlap distance. Also, the
optimized process parameter can be utilized when generating robot code. If the predictive
model can be built into automated machines, it will lead to better quality products and increases
in productivity.

Figure 4-1 Cross-section diagram of WAAM

Figure 4-2 Flowchart diagram of WAAM

In the conventional additive manufacturing field, many researchers have studied surface quality
during the deposition process. Charles, Elkaseer [174] investigated the effect of different
process parameters on the surface roughness in SLM (selective laser melting). The effect of
the interaction of various parameters and their individual effect on the surface roughness were
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analysed respectively. To minimize the need for surface finishing, Strano, Hao [173]
investigated the key factors that influence surface quality in SLM additive manufacturing, and
a theoretical model was built for predicting surface quality of SLM parts. Dambatta and Sarhan
[175] established an ANFIS (adaptive neuro-fuzzy inference system) model to predict the
surface roughness in FMD (Fused Deposition Modelling) parts with the main critical process
parameters as input. Li, Zhang [176] utilized multiple sensors to collect temperature and
vibration information. A subset of the features was extracted from these signals by Random
Forest algorithm according to their importance. An ensemble learning algorithm including RF,
AdaBoost, CART, SVR, ridge regression (RR), and random vector functional link (RVFL)
network was built to predict the surface roughness. Wu, Wei [177] proposed a data fusion
approach to predict the surface roughness in fused deposition modelling (FDM) processes.
Different machine learning algorithms, including Random Forest, Support Vector Regression
and Ridge Regression et al., were utilized to train the predictive model. Rane, Castelli [178]
developed a vision system to assess the surface quality in Extrusion Additive Manufacturing
process. Based on image processing, the effect of the key process parameters on the surface
uniformity 𝑈𝑖 and space-filling 𝐹𝑖 was modelled.
From above literature review, it can be seen that the research on surface quality has attracted
extensive interest in the additive manufacturing field. As an emerging AM method, the studies
on the surface quality of WAAM are still rare. To our best knowledge, only several researchers
have tried to study the surface quality of WAAM. To ensure the surface quality of WAAM,
Ding, Pan [172] analysed the multi-bead overlapping process, and an overlapping model was
proposed to optimize the surface finish. Xiong, Li [179] studied the surface flatness on the side
face of a part deposited by the WAAM. The effect of interlayer temperature, wire feed speed
(WFS) and welding speed on the surface roughness was investigated. Youheng, Guilan [180]
developed a second-order response surface model and a multi-objective optimization to obtain
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the desired surface appearance for WAAM. Even though, there is still little research has been
conducted to establish predictive models of surface roughness for WAAM. In the past, to obtain
a better surface finish, the operator needs to use their own experience and trial and error method
to determine appropriate parameters. Due to the inadequate knowledge of the complex process,
an improper decision may cause high manpower costs and low deposited quality. If the surface
finish can be improved, the overall quality of deposited components can be promoted and the
failure rate can be reduced. Besides, a good surface finish will help reduce the amount of
material that need to be removed in the subtractive process. Therefore, it is an important way
to save manpower and energy, reduce consumption, improve production efficiency.
In the modern manufacturing industry, analyzing large amount of data with machine learning
algorithms and the integration of machine learning in computer-aided production has become
a tendency during recent years. Therefore, this section develops machine learning approaches
to predict the surface roughness of the WAAM. With this prediction system, the quality and
productivity of WAAM could be ensured. This study could also provide inspiration and
guidance for surface roughness modelling in multi-pass arc welding and cladding.

4.1 Machine learning algorithms
4.1.1

ANFIS

Adaptive neuro-fuzzy inference system (ANFIS) is an adaptive fuzzy logic inference system,
which integrates the advantages of both neural network and fuzzy logic. Through training a
neural network using input and corresponding output data, the parameters for a fuzzy logic
model can be determined. ANFIS is normally based on T-S (Takagi–Sugeno) fuzzy structure.
The detail of ANFIS algorithm has been presented in Chapter 3.
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4.1.2

PSO and GA

Some researchers [182-184] proposed to utilize metaheuristic algorithms as the training
methods to tune the structural parameters of ANFIS, such as Particle Swarm Optimization
(PSO) and Genetic Algorithm (GA). The main advantage of PSO and GA is its parallel and
random optimization process, which contribute to a high degree of stability and generalization.
This type of algorithm does not rely on the derivative property of objective function, and can
gain the optimal solution through comparing the value of objective function at every iteration.
A minimum value for the deviation between the model prediction and target could be obtained
through the iterations of GA and PSO.
In a PSO, each particle represents a potential solution to the problem, and it randomly moves
along the search space. A movement of a particle in search space is affected its own and its
neighbours' knowledge. The particles learn from each other within a group and move toward
their best neighbours according to their knowledge. Each particle adjusts its position and
velocity in the search space according to the best position in which it has ever been (personal
best) and the best position in the entire neighbourhood (global best). Every particle has a fitness
value determined by the objective function, then its personal best and global best can be
updated. When the best particle's fitness value satisfies the stopping criterion, the iterations can
be stopped. The scheme of PSO for training ANFIS is illustrated in Figure 4-3 (a).
Genetic algorithms employ Darwin’s evolution theory to find the optimal solution. The
parameters of the search space are first shaped in the form of strings called chromosomes. Each
chromosome denotes an answer to the problem in question. Together, the chromosomes form
a set called the population, and at the beginning of the operation, the initial population elements
are typically selected randomly. The algorithm applies three operators to implement evolution:
selection, crossover and mutation. In the phase of selection, through calculating the fitness
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function of each chromosomes, the best chromosomes of the society can be identified. And
then the best chromosomes are used as parents to generate new generation. Through crossover
operator, new child chromosomes can be produced by two parent chromosomes. The crossover
operator is in fact a method that determines the structure and ratio of the child's chromosome
compared with its parents' chromosomes. The crossover operator can be implemented with
different methods, including Ranking Selection, N-Point, Cycle, Order, Uniform, Tournament,
and partially mapped [185]. Mutation operator is utilized to search new space in the available
dimension. The result makes the local optimum be not accepted as the best solution. To achieve
this goal, we need only to change some of the genes inside the chromosomes randomly. The
scheme of GA for training ANFIS is illustrated in Figure 4-3 (b).

(a) PSO

(b) GA

Figure 4-3 Scheme of PSO and GA algorithm. (a) PSO (B) GA

Both PSO-ANFIS and GA-ANFIS were implemented in MATLAB environment. The
programming detail of implementing PSO and GA could refer to the correlative materials [186].
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4.1.3

Support vector machine

SVM [187, 188] has been a very successful algorithm for data classification in machine
learning, which is effective for both two-dimensional data and multiple-dimensional data. The
idea of SVM is to establish a hyperplane to separate the datasets with a maximum margin
distance. The points of data that are the closest to the separating hyperplane are called support
vectors. The separating function in high dimensional space can be formulated as (4-1):

y(x) = 𝑤 𝑇 𝜑(𝑥) + 𝑏

(4-1)

Where 𝜑(𝑥 ) represents the vector of high dimensional feature, which is nonlinearly mapped
from the input space x. The weight vector w and scalar b are estimated by minimizing the cost
function.
Although SVM is proposed to be used for classification analysis, it can be also applied for
regression problems. An adaption of SVM for regression analysis was proposed by Drucker,
Burges [189] in 1997. When it is applied for regression, it is called support vector regression
(SVR). For SVR, the learning task is to minimize the error function E [190]:

𝑝

1
E = ∑ 𝐿𝜀 (𝑑𝑖, 𝑦(𝑥𝑖 ))
𝑝
𝑖=1

(4-2)

The error function is defined by Ɛ-insensitive loss function, which affects the accuracy of the
SVR model. Ɛ-insensitive can be defined as (4-3), it indicates that deviation smaller than ε can
be ignored.
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|𝑑 − 𝑦| − 𝜀,
𝐿𝜖 (𝑑, 𝑦) = {
0,

|𝑑 − 𝑦(𝑥)| ≥ 𝜀
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4-3)

To measure the deviations of training data points that fall outside of the ε-insensitive zone,
non-negative slack variables ξ𝑖 and ξ𝑖∗ are introduced. Consequently, the learning problem of
SVR is to minimize the cost function:

𝑚

min [‖𝑤‖2 + 𝐶 ∑(𝜉𝑖 + 𝜉𝑖∗ )]
𝑖=1

(4-4)

Subject to:
𝑑𝑖 − 𝑤 𝑇 𝜑(𝑥𝑖 ) ≤ 𝜀 + 𝜉𝑖
𝑤 𝑇 𝜑(𝑥𝑖 ) − 𝑑𝑖 ≤ 𝜀 + 𝜉𝑖∗
𝜉𝑖 , 𝜉𝑖∗ ≥ 0
The two variables ε and C are customized parameters which control the dimension of the
approximating function. These two parameters need to be defined by users in the application.
To solve the optimization problem efficiently, a Lagrangian function is introduced. To
minimize the Lagrangian function, a dual Lagrangian objective function is obtained as:

𝑝

max ∑ 𝑑𝑖 (𝛼𝑖 − 𝛼𝑖∗ )
𝑖=1

𝑝

𝑝

− 𝜀 ∑(𝛼𝑖 +

𝛼𝑖∗ ) ±

𝑖=1

1
∑ (𝛼𝑖 − 𝛼𝑖∗ )(𝛼𝑗 − 𝛼𝑗∗ )𝐾(𝑥𝑖 , 𝑥𝑗 )
2
𝑖,𝑗=1

Subjected to:
𝑝

∑(𝛼𝑖 − 𝛼𝑖∗ ) ≥ 0
𝑖=1

0 ≤ 𝛼𝑖 ≤ 𝐶
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(4-5)

0 ≤ 𝛼𝑖∗ ≤ 𝐶
Where α and α* are Lagrangian multipliers, and K(𝑥𝑖 , 𝑥𝑗 ) = 𝜑𝑇 (𝑥𝑖 )𝜑(𝑥𝑗 ), is the kernel
function. Some common kernel functions used in practice include polynomial, spline and
sigmoidal functions [190]. The solution of the dual Lagrangian objective function can be
considered as a QP (quadratic programming) optimization problem. After solving the QP
problem, the optimum solution for the vector w can be calculated as:

𝑁𝑠
∗
w = ∑(𝛼𝑖0 − 𝛼0𝑖
)𝜑(𝑥𝑖 )

(4-6)

𝑖=1

Where 𝑁𝑠 is the number of support vectors (equal to the number of nonzero Lagrange
multipliers). Therefore, according to (4-1), the regression function can be given as:

𝑁𝑠
∗ ) (
y(x) = ∑(𝛼𝑖0 − 𝛼0𝑖
𝐾 𝑥, 𝑥𝑖 ) + 𝜔0

(4-7)

𝑖=1

In the application, the coefficients Ɛ (kernel parameter) and constant C are the most important
parameters. The constant C determines the trade-off between the complexity of learning
function and error approximation. In this study, these parameters will be optimized by the grid
search method.

4.1.4

Extreme learning machine

Conventionally, the training of single-layer feed-forward neural network (SLFN) is based on
the BP algorithm and gradient descent. Users need to define parameters like the hidden and
output weights, biases and learning rate. Poor parameter setting may lead to slow converges,
diverges and local optimal solution. And the gradient descent based training is normally slow
in many applications. Therefore, Huang, Zhu [191] established a new type of SLFN named
59

extreme learning machine (ELM), which has a better generalized ability with higher training
speed and less artificial intervention. The most important feature of the ELM training is that it
is implemented just by randomly setting the network weights, and then obtaining the inverse
of the hidden-layer output matrix. The implementation of ELM can be concluded as Table 4-1.
Table 4-1 Steps of ELM algorithm

Step1

̃ ) are assigned
Input weigh 𝑤𝑖 and bias 𝑏𝑖 (i=1,…, 𝑁
randomly

Step2

Calculate the hidden layer output matrix using
ℎ(𝑥1 )
𝑔(𝑎1 , 𝑏1 , 𝑥1 ) ⋯ 𝑔(𝑎𝐿 , 𝑏𝐿 , 𝑥1 )
]
H=[ ⋮ ]=[
⋮
⋯
⋮
𝑔(𝑎1 , 𝑏1, 𝑥𝑁 ) ⋯ 𝑔(𝑎𝐿 , 𝑏𝐿 , 𝑥𝑁 ) 𝑁×𝐿
ℎ(𝑥𝑁 )

Where 𝑔(𝑎𝑗 , 𝑏𝑗 , 𝑥1 ) is the activation function of the jth
hidden node for the ith sample
Step3

Calculate the output weights matrix β using XX:
β = 𝐻† 𝑦

Where 𝐻 † stands for Moore–Penrose generalized inverse of
H, and y ≜ [𝑡1 , … 𝑡𝑁𝑇 ] is the training output vector.
The number of hidden nodes is a user-defined variable, which needs to be estimated to obtain
ideal performance. Normally, along with the increase of the value of L, the error decreases.
However, it also leads to a high computation complexity. In this study, a certain range of L
values will be scanned to obtain a relative optimal solution for this problem. For details of
ELM, see ([192] [191]).

4.2 Measurement of Surface roughness
4.2.1

Definition of surface roughness

Figure 4-4 presents the schematic diagram of surface roughness measurement for WAAM. It
can be seen that a fluctuating surface can be obtained conspicuously due to the overlap of
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multiple welding bead. As shown in Figure 4-4, an idea plane could be calculated by fitting the
surface points based on the least square method. The equation of the fitted plane is expressed
as[179]:

Ax + By + Cz + D = 0

(4-8)

Where A, B, C and D represent the fitting coefficients of the fitted plane, respectively. The
distance between the surface points and the fitted plane can be calculated as:

𝑁

∑ 𝑑𝑖 = ∑
𝑖=1

|𝐴𝑥𝑖 + 𝐵𝑦𝑖 + 𝐶𝑧𝑖 + 𝐷|
√𝐴2 + 𝐵2 + 𝐶 2

(4-9)

N presents the number of data point on the measured surface. The surface roughness on the
deposited surface is defined as:

R=

∑ 𝑑𝑖
𝑁

Figure 4-4 Schematic diagram to quantify average surface roughness
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(4-10)

4.2.2

Laser vision-based measurement system

Conventionally, surface roughness is measured by a stylus profilometer. However, this method
is time-consuming and labour-intensive. Because WAAM is normally applied in depositing
large-scale structures, which demands high-speed measurement, the conventional roughness
measurement method maybe not suitable for WAAM. Laser vision-based measurement has the
advantages of non-contact, fast and reliable. Therefore, it's highly recommended to be applied
in the WAAM process. In this study, a laser vision-based measurement method was adopted
from the studies of Xiong et al. [179] [193].
In this study, a Micro-Epsilon 2500 laser scanner was utilized to obtain the coordinate data of
the surface point of the part deposited during the WAAM process. As shown in Figure 4-4, a
laser strip is projected on the deposited surface by the laser scanner, and the height information
of the surface point can be measured. The laser scanner was mounted on the welding robot arm.
After finishing depositing one layer during WAAM, the scanner will be moved by a robot to
scan the surface profile of the whole layer. The parameter of the laser scanner is presented in
Table 4-2. Figure 4-5 presents a reconstruction of 3D could image using data obtained by the
laser scanner. Through using equation (4-9), the mean value of surface roughness can be
calculated.
Table 4-2 Parameters of the laser scanner
Frequency

Scan speed

25hz

2mm/s

Reference resolution
12μm
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Points/profile
640

Figure 4-5 3D Rebuilding using scanning data

4.3 Experiment design

(a)

(b)

(c)
Figure 4-6 Effect of each variable on surface roughness. (a) Overlap ratio. (b) Welding speed. (c)WFS
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Figure 4-6 presents the effects of overlap ratio, welding speed and WFS on surface roughness.
It can be seen that the decrease of the roughness is associated with the increase of the overlap
ratio in the range of [0.1, 0.35]. For welding speed and WFS, a nonlinear relationship was
found.
The independent single variable experiments were carried out to investigate the nonlinear
property of this process, and prove the necessity of applying machine learning method. In
Fig.4-6 (a), it can be seen that in the range of [0.1, 0.35], the roughness decreased while the
overlap ratio increased. This is because when the overlap part is small, the gap between two
beads will lead to a big roughness. When the overlap ratio increases, the adjacent part of two
beads will fuse together, and the volume of the gap will reduce. In Fig.4-6 (c), when the WFS
increased to 5, the size of corresponding bead also increased and the gap of adjacent beads
increased, which lead to the increase of roughness. After that, although the bead size increased,
its overlap ratio also increased. And the combine effect make the roughness increased. Fig.4-6
(b) can be explained similarly with (c), which both related to the bead size and overlap ratio.
The experiments in table 4-4 were already replicates considered. The data in table 4-4 was the
average value of three times’ experiments. The experiments were not randomised. They were
designed using full factorial experimental method.
To investigate the effectiveness of predictive models, full factorial experiments with three
factors were carried out. The factors consist of welding speed, WFS and overlap ratio. As
presented in Table 4-3, each factor has three levels in this experimental design. Table 4-4 shows
the experiment data. In experiments, each layer consists of four welding beads. The value of
surface roughness is measured using the laser vision method, which is described in the last
section.
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Table 4-3 experiment design
Factor
Welding speed (m/min)
WFS (m/min)
Overlap ratio

Level 1
7
5
10%

Level 2
5.5
7
20%

Level 3
4
9
25%

Table 4-4 Experimental data of full factorial design
No.

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

Welding speed

Wire feed speed

(mm/s)

(m/min)

7
7
7
7
7
7
7
7
7
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
4
4
4
4
4
4
4
4
4

8.3
8.3
8.3
7
7
7
5
5
5
8.3
8.3
8.3
7
7
7
5
5
5
8.3
8.3
8.3
7
7
7
5
5
5

Overlap ratio

Measured roughness
(mm)

0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1
0.25
0.2
0.1

0.312
0.406
0.611
0.185
0.259
0.504
0.201
0.240
0.318
0.311
0.603
0.719
0.291
0.419
0.612
0.213
0.250
0.416
0.360
0.662
0.852
0.312
0.640
0.834
0.271
0.382
0.601

4.4 Results and discussion
In this section, the predictive performance of developed algorithms (ANFIS, ELM and SVR)
in predicting surface roughness of WAAM is presented. The experimental data obtained in the
last section is utilized for model training and validating using the K-fold Cross-validation
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method. In this study, the value of K was selected as 5. When k=5, the proportion of testing set
and training set was 8:2, which is a common proportion division in machine learning fields
[194]. When using trial-and-error strategy to determine the parameters, a grid search method
was applied. In this method, a series of frequently-used value of the parameters were tested one
by one.
To choose the most suitable predictive model for WAAW surface roughness, the prediction
results of all developed models are compared and assessed. During the training process of
complex problems, the predictive model may trap in local optimum. Hence, in this study, GA
and PSO were utilized to update the parameters of ANFIS adaptively. In the PSO-ANFIS
model, the parameters for PSO mainly include the population size, number of iterations, the
acceleration constants 𝐶1 and 𝐶2 , and the inertia weight. In the GA-ANFIS model, the main
parameters consists of population size, crossover rate, mutation percentage and rate. These
parameters need to be optimized through a trial and error process. Among those parameters,
population size plays the most important role in the application. Therefore, the performance of
PSO-ANFIS and GA-ANFIS with various values of population size are tested (as shown in
Table 4-6). It can be seen that for PSO-ANFIS, when the population size increases from 10 to
40, the value of RMSE increases and the value of 𝑅2 decreases. When the population size is
selected as 50, an optimum can be obtained. When the population size increases from 10 to 40,
the value of RMSE increases again. When population size is 50 and 80, PSO-ANFIS and GAANFIS can obtain better performance. Additionally, other parameters were also determined by
trial and error. Table 4-5 presents the parameters of PSO-ANFIS and GA-ANFIS applied in
this study.
Table 4-5 Model parameters of PSO-ANFIS and GA-ANFIS
PSO
Population size

GA
50

Population size
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80

Iterations
Cognitive acceleration C1
Social acceleration C2
Initial inertia weight W1
Damping weight Wdamping

500
1
2
1
0.99

Iterations
Crossover rate
Mutation rate
Mutation Percentage
Selection Pressure

400
0.4
0.15
0.7
8

Table 4-6 model performance with different number of population size
PSO-ANFIS results

GA-ANFIS results

Population size

RMSE

𝑅2

RMSE

𝑅2

10

0.079727

0.92251

0.069516

0.93623

20

0.086024

0.92892

0.076625

0.92077

30

0.086557

0.92523

0.076610

0.91898

40

0.086014

0.92085

0.079326

0.91771

50

0. 075727

0.9225

0.073361

0.92986

60

0.086352

0.91576

0.707996

0.94313

70

0.096733

0.89842

0.076241

0.92175

80

0.10066

0.89604

0.069424

0.93516

K-fold Cross-validation method was utilized to validate the performance of ANFIS, PSOANFIS and GA-ANFIS models. K-fold Cross-validation is a resampling procedure utilized to
evaluate the model's accuracy on limited datasets. In this method, the original data is divided
into K subsets randomly. Among those subsets, one group was used as the validation data, and
the other K-1groups were utilized for training. This procedure needs to be repeated for K times,
and each group needs to be as validation group for once. In this study, the value of K is set to
be 5 to avoid overfitting.
The performance of PSO-ANFIS, GA-ANFIS and ANFIS, are shown in Figure 4-7, Figure 4-8
and Figure 4-9, respectively. It’s observed that through introducing PSO and GA algorithms to
optimize the structural parameters, better predictive performance can be obtained. Among them,
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GA-ANFIS achieved the highest predictive accuracy. The RMSE for GA-ANIFS, PSO-ANFIS
and ANFIS were 0.075727, 0.069424and 0.086368, respectively.

Figure 4-7 Prediction of PSO-ANFIS

Figure 4-8 Prediction of GA-ANFIS
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Figure 4-9 Prediction of ANFIS

Figure 4-10 Testing error of ELM

In order to compare with ANFIS algorithms, predictive models were also established based on
ELM and SVR algorithm. The main parameters for ELM are the type of activation function
and the number of hidden nodes. To obtain an ideal predictive performance, the learning
performance was analysed when the type of activation function and the number of hidden nodes
vary. As shown in Figure 4-10, the performance was evaluated when the initial number of
hidden neurons is 10, and increased by 10. The types of activation functions tested include
Sigmoidal, Sin, Radial basis, Hardlim and Triangular basis. It can be seen that when the
activation function was selected as sig and sin, the value of RMSE for ELM fluctuate
significantly. When hardlim activation function was applied, the changing trend of RMSE is
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relatively stable. Considering the model accuracy and computation, optimized model
parameters for ELM can be obtained when the activation type is sin and the number of hidden
nodes is 10.

Figure 4-11 Grid research result of SVR

Figure 4-12 Comparison of roughness prediction by different models
In this thesis, RBF (radial basis function) was utilized as the kernel function of SVR. As
described in the last section, the tuneable parameters Ɛ and C for the kernel function need to be
adjusted by users to achieve better performance for SVR model. A smoother decision surface
can be obtained if constant parameter C has a lower value, while a high value of C enables the
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SVR to choose more samples as support vector. The grid search method is an efficient and
practical way to determine the values for parameters of Ɛ and C for SVR models. Through
searching in serials of values of Ɛ and C, a set of values for parameters Ɛ and C can be obtained,
which could contribute to better accuracy for regression. In this thesis, the search library for
kernel parameter Ɛ was selected as [0.0001, 0.001, 0.01, 0.1, 1, 10, 20], and the search library
for regularization parameter C was [0.1, 1, 10, 15, 20, 30, 50, 55, 60, 65, 70]. The heat map of
the grid search results for SVR is presented in Figure 4-11. It can be observed that the smaller
training error can be obtained when Epsilon ranges from 0.0001 to 0.01 and C ranges from 50
to70 , and the best result is obtained while Ɛ = 0.01and C = 60. The least root mean square error
(RMSE) is equal to 0.1005. Figure 4-12 presents the predictive roughness obtained by ANFIS,
PSO-ANFIS, GA-ANFIS, ELM, SVR in K-fold Cross-validation stage and the measured
roughness. From this figure, it can be seen that applying GA and PSO in the ANFIS training
process makes it more robust than classical ANFIS. In this study, ANFIS based models could
achieve better performance in predicting the surface roughness of WAAM.

(a) GA-ANFIS

(b) PSO-ANFIS

(c) ANFIS

(e)SVR

(d) ELM

Figure 4-13 Regression plot for different models prediction (a) GA (b) PSO (c) ANIFS (d) ELM (e) SVR
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To perform a further comparison of the results, linear regressions between model prediction
and corresponding measured data can be implemented through using the 'Postreg' function in
MATLAB Toolbox. Figure 4-13 graphically illustrates a correlation between the measured
roughness and the roughness predicted by ANFIS based models, ELM and SVR respectively.
As the pictures show, the points are scattered around the fit line (represents measured
roughness), which indicates a great correlation between the model output values and the actual
values. The value of 𝑅2 reflects the correlation between the model prediction and the
corresponding target. The value of 𝑅2 ranges from 0 to1, and if 𝑅2 equal to 1, it means perfect
correlation. The results show that the correlation coefficient 𝑅2 of the GA-ANFIS performs
better than the values of PSO-ANFIS, ANFIS, ELM and SVR. As revealed by Figure 4-13,
when the predictive models are trained and tested by K-fold Cross-validation, the values of 𝑅2
are 0.93516, 0.92753, 0.91369, 0.88691 and 0.862 for developed models respectively. From
the results of figures, it can be inferred that among developed models, the proposed GA-ANFIS
shows a higher prediction performance in estimating WAAM surface roughness.
Table 4-7 Performance comparison between the developed models
Model

RMSE

𝑅2

MAE

MAPE

MaxDev

MinDev

GA-ANFIS

0.0694

0.9351

0.0574

14.15%

0.1516

0.0033

PSO-ANFIS

0.0757

0.9225

0.0629

15.65%

0.1758

0.0006

ANFIS

0.0802

0.9189

0.0688

16.93%

0.1751

0.0118

ELM

0.0985

0.8869

0.0761

21.33%

0.2093

0.0005

SVR

0.1005

0.8620

0.0719

17.21%

0.2261

0.0001

Table 4-7 furtherly compares the prediction performance of different machine learning models
for WAAM surface roughness. The criterions for the accuracy of those models include RMSE,
𝑅2 , MAE, MAPE, Maximum Deviation and Minimum Deviation. Apparently, the result of
Table 4-7 indicates that the prediction performance of ANFIS based models is better than ELM
and SVR model. Furthermore, the prediction accuracy of ANFIS was improved significantly
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after optimized by GA and PSO, where the RMSE reduced by 13.46% and 5.6% respectively.
It can be also found that the lowest RMSE, MAE, and MAPE, and maximum deviation were
obtained from the GA-ANFIS model. A part of assessment statistical parameters are computed
as follows:

1
RMSE = √ ∑(𝑥 𝑒𝑥𝑝 − 𝑥 𝑝𝑟𝑒 )2
𝑛

𝑅2 = 1 −

𝑝𝑟𝑒 −𝑥 𝑒𝑥𝑝 ]
∑𝑛
𝑖=1[𝑥

∑𝑛
𝑖=1 𝑥𝑠𝑖𝑚

𝑝𝑟𝑒 −𝑥 𝑚]
∑𝑛
𝑖=1[𝑥

𝑛

(4-12)

1
∑|𝑥 𝑒𝑥𝑝 − 𝑥 𝑝𝑟𝑒 |
𝑛

(4-13)

|𝑥 𝑒𝑥𝑝 − 𝑥 𝑝𝑟𝑒 |
1
∑
× 100%
𝑛
𝑥 𝑒𝑥𝑝

(4-14)

MAE =

MAPE =

, 𝑥𝑚 =

(4-11)

Where 𝑥 𝑒𝑥𝑝 is the experimentally measured value, 𝑥 𝑝𝑟𝑒 is the model's predictive values and n
is the number of experimental data. When MAE, MAPE is near to 0 and 𝑅2 is closed to 1, high
predictive accuracy can be obtained.
The results in this section demonstrate that ANFIS based model, especially GA-ANFIS are
efficient in predicting WAAM surface roughness. The models developed in this study have
some advantages and disadvantages, which are concluded briefly in Table 4-8.
Table 4-8 Main advantages and disadvantages of developed models
Models

Advantages

Disadvantages

PSO/GA-ANFIS

• High accuracy
• No local optimum
• Ability to capture the nonlinear structure
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• Unavailable development Kit
• Large computation burden

ELM

• Fast convergence time
• fewer adjustable parameters

• Low accuracy when training data is
not enough

SVR

• Fast convergence time
• Applicable limited training data.
• No local optima.
• Good generalization performance.

• Large computation burden for large
datasets.
• Can’t handle problems with multiple
outputs.

The different performance between the machine learning models is due to their different
theoretical backgrounds and principles. According to previous studies, the model’s
performance varies when applying in different situations. For example, Tabari, Kisi [195]
compared the predictive performance of SVR and ANFIS in predicting the evapotranspiration,
and found that SVR could obtain a more accurate prediction. However, in research by Najafi,
Ghobadian [196], ANFIS was found to have better performance than SVR in predicting exhaust
emissions. ANFIS adopts the adaptability and learning ability from neural networks and fuzzy
logic, and has the ability to measure uncertainty. This makes ANFIS a powerful tool in
simulating complex processes. In this study, the experiment data is limited, and noise may be
produced in those data. Therefore, ANFIS based models has better predictive performance.

4.5 Section summary
This section investigate the capabilities of machine learning algorithms for predicting surface
roughness of the deposited layer by WAMM. The intent of this study was also to develop
suitable machine learning methods for solving similar problems in the actual industrial
environments. Different machine learning models, including ANFIS, ELM and SVR, were
developed to predict the surface roughness in WAAM. The input of model consists of welding
speed, WFS and overlap ratio.
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The surface roughness was calculated based on the surface profile data collected by a laser
scanner. The training data set was developed through experiments. In order to make the best
use of training data, K-fold Cross-validation was employed to evaluate the prediction
performance of the machine learning models. To improve ANFIS performance, GA and PSO
are applied to optimize the parameters of the ANFIS.
The experimental results reveal that the developed machine learning models are capable of
predicting the surface roughness of WAAM deposited layers with acceptable error rates.
Among developed models, GA-ANFIS achieved the highest prediction performance. The
prediction results of GA-ANFIS are better than other developed models in terms of RMSE, 𝑅2 ,
MAE, MAPE and MaxDev, which are obtained as 0.0694, 0.93516, 0.0574, 14.15% and 0.1516
for GA-ANFIS, respectively.
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Chapter 5. Feedback control of melt pool width
During the WAAM deposition process, various bead geometry may be required, especially for
the complex component. Besides, the tool path of WAAM is set before deposition, which
demands the bead geometry controllable. Otherwise, the depositing accuracy and surface
planeness can't be guaranteed. With the number of deposition layers increasing, the thermal
boundary may shift, constant parameters can’t maintain the desired bead width. Therefore, it’s
necessary to control the melt pool width during the WAAM process.
In this section, a vison based feedback control system was established for WAAM. The image
of melt pool can be collected real-time, and the width of melt pool can be extracted. Based on
the feedback information of melt pool width, a Model Predictive Control (MPC) algorithm was
designed. Simulation and experiments were conducted to investigate the effectiveness of MPC
controller.

5.1 Model Predictive Control
Model predictive control (MPC) has attracted extensive interest during recent decades due to
its robustness to model uncertainty and capability of dealing with system constraints. It has
been applied in chemicals, food processing, metallurgy, pulp and paper, automotive, aerospace,
and power electronics [197] [198] [199] [200].
Model Predictive Control (MPC) is an optimization-based approach, which calculates the next
input sequence by minimizing difference between the predicted output of a system and the
specified reference. Many MPC design algorithms are available and, in general terms, can be
categorized as: (i) transfer-function based, such as Generalized Predictive Control (GPC)
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(Clarke, Mohtadi, & Tuffs, 1987), (ii) step response model based, such as Dynamic Matrix
Control (DMC) (Cutler & Ramaker, 1979), and (iii) state-space model based (Maciejowski,
2002; Wang, 2009). Through defining the control objectives in a cost function, which is formed
by given objectives, operating constraints, and actual control trajectory, optimization can be
realized by solving a Quadratic Programming (QP) problem at each discrete-time step. As
result, state variables and control signals over a period time (prediction horizon) can be
obtained.
In the absence of constraints, it is possible to obtain the optimal solution in an analytic form
and hence the feedback gain matrix can be pre-calculated offline. However, MPC where the
QP problem is solved online in the presence of operational constraints has also been developed,
motivated by many industrial application areas. The advantages of MPC can be concluded as:
1) Multi-input multi-output systems can be approached by the MPC algorithms.
2) Constrains on operation can be handled.
3) Varying process can be controlled by MPC, which is described by linear or nonlinear
systems including delay, uncertainty, and disturbance.
4) Ease of implementation in real-world application.

5.2 MPC Controller design
Model predictive control (MPC) has been considered as one of the most effective control
algorithms, which has gained wide industrial applications. Just as its name indicates, MPC
employs a dynamic model to estimate the future output of a system. A cost function could be
obtained from the predictive output and desired output. Through optimizing the cost function,
a set of input sequences could be computed, but only the first control input is implemented to
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the controlled system, according to the receding optimization strategy. The principle of MPC
for WAAM is illustrated in Figure 5-1.
MPC algorithm owns robustness properties naturally, therefore the main dynamics of a system
can be approximated with linear models. In this section, based on the ARX model, the model
predictive control strategy for WAAM bead width is derived.

Figure 5-1 principle of MPC for WAAM

In most cases, the nonlinear model can be linearized to a linear discrete model. It is well known
that MPC strategies possess instinctive robustness properties, so that accurate control can be
achieved even though the main dynamic of a system is approximated with low-order linear
models. In this study, the controlled process was modeled in the linear ARX form. ARX model
can be expressed as:
𝐴(𝑧)𝑦(𝑘) = 𝐵(𝑧)𝑢(𝑘) + 𝑒(𝑘)

(5-1)

A(z) and B(z) are polynomials, and can be written as:
𝐴(𝑧) = 1 + 𝑎1 𝑧 −1 + 𝑎2 𝑧 −2 + ⋯ + 𝑎𝑛𝑎 𝑧 −𝑛𝑎

(5-2)

𝐵(𝑧) = 𝑏0 + 𝑏1 𝑧 −1 + 𝑏2 𝑧 −2 + ⋯ + 𝑏𝑛𝑏 𝑧 −𝑛𝑏

(5-3)

Where y (k) is bead width, and u (k) is WFS, z-1 represents the delay operator, 𝑛𝑎 and 𝑛𝑏 are
structural parameters, 𝑒(𝑘) is the noise. The system identification was implemented in
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MATLAB System Identification Toolbox. The specific parameters for ARX model has been
identified in Chapter 4.
The ARX model can be extended to 𝑛𝑗 steps and written as:
𝑦(𝑘 + 1) + ∑𝑛𝑖=1 𝑎𝑖 𝑦(𝑘 + 1 − 𝑖 ) = ∑𝑚
𝑖=1 𝑏𝑖 𝑢 (𝑘 + 1 − 𝑖 )
𝑦(𝑘 + 2) + ∑𝑛𝑖=1 𝑎𝑖 𝑦(𝑘 + 2 − 𝑖 ) = ∑𝑚
𝑖=1 𝑏𝑖 𝑢 (𝑘 + 2 − 𝑖 )
⋮
(5-4)
𝑛

𝑚

𝑦(𝑘 + 𝑛𝑗 ) + ∑ 𝑎𝑖 𝑦(𝑘 + 𝑛𝑗 − 𝑖) = ∑ 𝑏𝑖 𝑢(𝑘 + 𝑛𝑗 − 𝑖)
𝑖=1

𝑖=1

Separating the future input and output variables after instant K from past input and output
(before instant K), and (5-4) can be written in the matrix form:
1
𝑎
[ 1
𝑎2
⏟⋮

0
1
𝑎1
⋮

⋯
⋯
⋯
⋮

𝑎1
0 𝑦𝑘+1
𝑦
𝑘+2
𝑎
0
][ ⋮ ] + [ 2
𝑎3
0
𝑦
𝑘+𝑛𝑝
⏟⋮
⋮ ⏟

𝐶𝑎

𝑏1
𝑏
=[ 2
𝑏3
⏟⋮

0
𝑏1
𝑏2
⋮

𝑎2
𝑎3
𝑎4
⋮

𝐻𝑎

𝑦⃗𝑘+1

⋯
⋯
⋯
⋮

𝑢𝑘
𝑏2
0
𝑢
0] [ 𝑘+1 ] [𝑏3
+
⋮
0
𝑏4
⏟⋮
⋮ ⏟𝑢𝑘+𝑛𝑝−1

𝐶𝑏

𝑦𝑘
𝑎𝑛𝑝+1
𝑦𝑘−1
0
][
]
⋮
0
⏟𝑦𝑘−𝑛𝑝+1
⋮

⋯
⋯
⋯
⋮

𝑢
⃗𝑘

𝑏3
𝑏4
𝑏5
⋮

𝑦⃖⃗𝑘

⋯
⋯
⋯
⋮

𝑢𝑘−1
𝑏𝑛𝑝
0 ] [ 𝑢𝑘−2 ]
⋮
0
𝑢
⋮ ⏟ 𝑘−𝑛𝑝+1

𝐻𝑏

(5-5)

𝑢
⃖⃗ 𝑘−1

Expressing (5-5) in simple form:
𝐶𝑎 𝑦𝑘+1 + 𝐻𝑎 𝑦⃖𝑘 = 𝐶𝑏 𝑢
⃗ 𝑘 + 𝐻𝑏 𝑢
⃖⃗𝑘−1

(5-6)

Thus the future output 𝑦𝑘+1 can be expressed as (5-7):
𝑦𝑘+1 = (𝐶𝑎 )−1 (𝐶𝑏 𝑢
⃗ 𝑘 + 𝐻𝑏 𝑢
⃖⃗𝑘−1 − 𝐻𝑎 𝑦⃖𝑘 )

(5-7)

The implementation of an MPC typically needs to minimize a cost function [201]. The cost
function is selected as (5-8):
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2

𝐽 = 𝜆𝑄 ‖𝑅⃗ − 𝑦𝑘+1 ‖ + 𝜆𝑝 ‖∆𝑢
⃗ ‖2

(5-8)

The first term in cost function penalizes the deviations between predicted output 𝑦𝑘+1 and
reference trajectory 𝑅⃗. And the second term is used to penalize the change rate of input. 𝜆𝑄 and
𝜆𝑝 are positive-definite weight factors, which represent the relative contributions of these two
terms, and influence the outcome of optimization. When 𝜆𝑝 increases, ∆𝑢[𝑘] will decrease. In
this study, 𝜆𝑄 = 1, 𝜆𝑝 = 0.1.
If the liner model is not expressed in incremental form, ∆𝑢
⃗ can be express as (5-9):
𝑢 (𝑘 ) − 𝑢 (𝑘 − 1)
⋮
]
∆𝑢
⃗ =[
𝑢 (𝑘 + 𝑛 𝑐 − 1) − 𝑢 (𝑘 + 𝑛𝑐 − 2)
⋮
1
−1
= 0
⋮
[0

0
1
−1
⋮
0

0
0
1
⋮
⋯

⋯
⋯
⋯
⋮
−1

0
1
0
0
⃗𝑘 − 0
0 𝑢
⋮
⋮
]
[
1
0

0
0
0
⋮
0

0
0
0
⋮
⋯

⋯
⋯
⋯
⋮
0

0
0
⃖⃗𝑘
0 𝑢
⋮
0]

(5-9)

= 𝐶𝑓 𝑢
⃗ 𝑘 − 𝐶𝑝 𝑢
⃖⃗𝑘−1
𝑛𝑐 is the control horizon, 𝑛𝑗 is the predictive horizon. The control horizon is the number of
steps after that the control input will be constant when estimating the future output of the system.
Substitute (5-7) and (5-9) into (5-8), the cost function can be expressed as:

2

𝐽 = 𝜆𝑄 ‖𝑅⃗ − (𝐶𝑎 )−1 (𝐶𝑏 𝑢
⃗ 𝑘 + 𝐻𝑏 𝑢
⃖⃗𝑘−1 − 𝐻𝑎 𝑦⃖𝑘 )‖

(5-10)

2

+𝜆𝑝 ‖𝐶𝑓 𝑢
⃗ 𝑘 − 𝐶𝑝 𝑢
⃖⃗𝑘−1 ‖

The optimization of the cost function is constrained, because of the allowable ranges of both
outputs and input variables. In this study, the input is constrained by the limitation of the
welding machine. The control input WFS is constrained as:
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𝑢
⃗ 𝑚𝑖𝑛 ≤ 𝑢
⃗𝑘 ≤𝑢
⃗ 𝑚𝑎𝑥

(5-11)

Therefore, the solution of 𝑢
⃗ 𝑘 is a quadratic programming problem (QP) [202]. Writing the cost
function and constrain in QP form:
Minimize:
𝑢
⃗ 𝑘𝑇 𝐻𝑢
⃗ 𝑘 + 𝐹𝑢
⃗𝑘
Subject to:

𝐴𝑢
⃗𝑘 ≤𝑏

(5-12)

In above,
𝐻 = 𝜆𝑄 𝐶𝑎−1 (𝐶𝑎−1 )𝑇 𝐶𝑏 𝐶𝑏𝑇 + 𝜆𝑃 𝐶𝑓 𝐶𝑓𝑇
𝐹 = 2𝜆𝑄 𝐶𝑎−1 (𝐶𝑎−1 )𝑇 𝐶𝑏 (𝐻𝑏 𝑢
⃖⃗𝑘−1 − 𝐻𝑎 𝑦⃖𝑘 ) − 2𝜆𝑝 𝐶𝑓 𝐶𝑝 𝑢
⃖⃗𝑘−1 − 2𝜆𝑄 𝑅𝐶𝑎−1 𝐶𝑏
A=[

𝑢𝑚𝑎𝑥
𝐼
] , 𝑏 = [𝑢
],
−𝐼
𝑚𝑖𝑛

At present, Many QP solvers are available, such as CVX [203], MTP[204] and YALMIP[205].
In this study, the control program was developed in C# language to communicate with different
equipment (sensors, robot and welding machine) and implement real-time computation. A C#
mathematics library (CenterSpace.NMath [206]) was applied to solve the QP optimization
problem real-time. CenterSpace.NMath library is a convenient commercial mathematical class
library, which is fast in running and easy for implementation. After testing, it’s found that the
computing time for solving QP problem in our C# program is 120-150 ms.
At every step, H and F will be updated, and then optimization can be implemented to calculate
control input WFS. The whole MPC algorithm for WAAM bead width control is illustrated in
Figure 5-2. When getting the optimal control input sequence through solving the QP problem,
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only the first item of the input array is actually implemented to the plant, and the rest of the
optimal input is neglected. At the next time instant, the procedure of the proposed algorithm is
repeated; A newly measured 𝑦𝑘 is applied as an initial condition, with the cost function (12)
moved one step ahead according to the receding horizon principle [21].

Figure 5-2 Algorithm flowchart of MPC in WAAM

5.3 Control simulation of MPC
In order to validate the effectiveness of MPC for WAAM bead geometry control, a simulation
was implemented and compared with the traditional PID controller. The performance of the
PID controller relies on the tuning of controller parameters. In this thesis, the PID tuner toolbox
in MATLAB was used to optimize the parameters of the PID controller. The result shows that
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when the parameters of the PID controller are optimized as 𝐾𝑝 = 1.5, 𝐾𝑖 = 0.2, 𝐾𝑑 = −0.15,
the best tracking performance can be achieved.
As illustrated in Figure 5-3, the simulations of tracking varying set point and resisting
disturbance were performed. Comparing the performance of the developed MPC controller
with the traditional PID controller, it can be found that the MPC controller has an obvious
smaller overshoot than PID, while the settling time of MPC and PID are almost the same. In
order to evaluate the effectiveness and robustness of the proposed MPC controller furtherly,
the tracking and robust testing experiments will be implemented in the next Section.

(a)

(b)
Figure 5-3 Simulation results (a) tracking varying set point (b) Disturbance resistance
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5.4 Control experiment of MPC
In real-time application of feedback control, a practical image processing method was used to
achieve the real-time measurement of the melt pool width (as shown in Figure 5-4 ). In order
to reduce the computation and save CPU time, ROI (region of interest) was extracted. During
the WAAM process, the noise from arc light and electromagnetic interference may deteriorate
the quality of the image. Therefore an adaptive wiener filter algorithm was used to restrain
those noise. Then the edge of the welding pool can be extracted, and width can be calculated.
In this study, a Canny Edge Detector was utilized to detect the edge. The flowchart of image
processing is illustrated in Figure 5-4. A simple calibration of the camera was implemented.
The relationship between the dimension in an image and the real world in the width direction
is obtained. The actual width of a single pixel in the bead width direction is 0.03 mm/pixel.
Therefore the actual width of the melt pool can be calculated as the following equation.

Figure 5-4 Flow chart of image processing

𝑊𝑖𝑑𝑡ℎ𝑎𝑐𝑡𝑢𝑎𝑙 = 0.03𝑊𝑖𝑑𝑡ℎ𝑖𝑚𝑔

(5-13)

To further validate the tracking performance and robustness of the proposed MPC algorithm
for melt pool width control in WAAM, closed-loop control experiments are implemented.
Welding beads were deposited on a substrate, which is a steel plate of 300×150×10. Er70s6
mild steel wire was utilized as the weld consume material. Ar (80%) and CO2 (20%) shielding
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gas were utilized for protecting at a flow rate of 20 L/min. Besides, the welding speed was
fixed at 5 mm/s.

5.4.1

Tracking performance

First of all, the performance of the MPC controller for tracking various desired values is
verified by the experiment. As shown in Figure 5-5, the reference point is set to increase from
6mm to 9 mm. It can be seen that the MPC is able to track a higher set-value with little
overshoot and acceptable speed. Besides, the MPC controller is able to track a lower reference
point. As illustrated in Figure 5-6, when the reference point decrease from 8.5 mm to 5.5 mm,
the controller is capable of tuning the WFS according to bead width feedback, and the bead
width could be controlled at desired set-points. From the above experiments, it can be seen that
this proposed MPC algorithm is capable of controlling the process with good effect.

(a)

(b)

(c)
Figure 5-5 Performance of tracking increasing set-point
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(a)

(b)

(c)
Figure 5-6 Performance of tracking decreasing set-point

5.4.2

Robust performance

Furthermore, the robustness of this MPC controller is evaluated by introducing the WFS
disturbance. During the WAAM process, the WFS was switched to a higher value at t=7s, and
then the bead width began to decrease. At the next sampling instant, the change in width will
be fed back to the controller, and then the MPC controller will adjust the WFS to make the
width return to the desired set-point. The system input and output under WFS disturbance are
illustrated in Figure 5-7. It can be observed that the controller was capable to deal with the
disturbance and maintain the melt pool width to the desired value. It took 3 sampling intervals
to implement the resistance of disturbance with a small overshoot. Due to the intrinsic delay
nature of metal melting and flowing process in WAAM, it took a relatively long time to achieve
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steady-state response to the change of input signal. Also, due to the strong disturbance, the
overshoot was generated during the adjusting process, and it need to take one sampling interval
to eliminate the deviation of overshoot. Therefore, 3 sampling intervals were needed to achieve
the rejection of the disturbance. This experiment was designed under a special case to verify
the robustness of the proposed controller. In practical application, there is little chance to
generate such a strong disturbance. Therefore the controller’s robustness performance is
acceptable in WAAM application.

(a)

(b)

(c)
Figure 5-7 Performance of disturbance resistance
Figure 5-8 presents a width-varying wall, which is deposited under the control of the proposed
MPC controller. Figure 5-9 presents the melt pool width and used WFS in the 1th layer, 2th
layer, 6th layer and 8th layer during deposition. It can be seen that the melt pool width can be
controlled well in each layer. With the increase of deposited layers, the WFS used to maintain
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the same melt pool width has a slight declining trend. This can be explained by the change of
thermal boundary for different layers during the deposition process.

Figure 5-8 Width-varying wall

(b)

(a)

Figure 5-9 Control output and input (a). melt pool width (b). WFS

5.5 Section summary
In this section, a Model Predictive Control (MPC) algorithm was developed to achieve
feedback control for WAAM. Based on ARX model, an optimized MPC was derived. Control
simulation was performed, and the results show its effectiveness in tracking performance and
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robustness is better than the traditional PID controller. Various tracking experiments were
implemented to further validate the proposed optimal MPC controller. The controller is capable
of tracking the desired trajectory with acceptable accuracy. The feedback control experiments
also verified the robustness of the MPC controller in resisting disturbance by introducing an
abrupt change in WFS.
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Chapter 6. Feedforward control of melt pool width
WAAM is a multi-layer deposition process, and the geometry and surface condition of previous
layer will have impact on the next layer during depositing. Therefore, better control
performance can be obtained if a feedforward controller can be developed, which take actions
in advance according the information from last layer.
WAAM involves complex physical process, and process variables couple with each other. It’s
hard to obtain accurate mathematical model for WAAM. Therefore, model-free control
algorithms are call for to handle such complicated systems with uncertain mathematical models
and highly nonlinear task requirements. Iterative Learning Control (ILC) is an intelligence
control strategies [207], which was proposed to deal with the control task in repetitive process,
such as robotic manipulators and chemical batch processes. The basic idea of ILC is to learn
from the previous experience to improve future control performance. Due to these natures, ILC
is a suitable control algorithm to be applied in WAAM control.
Chi et al. [208] proposed a Model Free Adaptive Iterative Learning Control algorithm, which
combined both adaptability and learning ability from Iterative Learning Control and Model
Free Adaptive Control. The learning gain of ILC could be updated online based on the
estimated value of PPD. This makes it more effective for controlling process, which is difficult
modelling, strong nonlinear and time varying. Therefore, in this section, a Model Free Adaptive
Iterative Learning Control (MFAILC) was designed to be applied in WAAM process.
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6.1 MFAILC algorithm
6.1.1

Iterative learning control

Iterative learning control is a data-driven approach which aims to improve the tracking
performance by introducing error in previous iterations for optimize control input in the next
iteration. The basic algorithm for iterative learning control can be written as:

𝑡

𝑢𝑘+1 (𝑡) = 𝑢𝑘 (𝑡) + 𝐿𝑒𝑘 (𝑡) + Γ𝑒̇𝑘 (𝑡) + Ψ ∫ 𝑒𝑘 (𝜏)𝑑𝜏
0

(6-1)

Equation (3) is the expression of PID-type ILC. For some other forms of ILC, like D-type, Ptype and PD-type, they can be formed by choosing various terms from the proportional, integral,
and derivative terms. Besides, according to the error term, ILC can be divided into open loop
and closed loop. When the error term only consider the error in previous iterations, the
algorithm is open loop type. If the errors in current iterations are considered, the type of ILC
algorithm is closed loop. In this study, open loop algorithm is selected.

6.1.2

Model free adaptive iterative learning control

Assuming the system model can be expressed as:

𝑦𝑘 (𝑡 + 1) = 𝑓(𝑦𝑘 (𝑡), 𝑢𝑘 (𝑡))

(6-2)

Where 𝑦𝑘 (𝑡), 𝑢𝑘 (𝑡) denote the control output and input. K represents the iteration index, and t
is the time instance.
It’s assumed that the system satisfied that:

91

Assumption 1. The partial derivative of 𝑓(·)with respect to control input 𝑢𝑘 (𝑡) is continuous.
Assumption 2. The system satisfies the condition of generalized Lipschitz along the iteration
axis:

‖∆𝑦𝑘 (𝑡 + 1)‖ ≤ 𝑏‖∆𝑢𝑘 (𝑡)‖

(6-3)

Where

∆𝑦𝑘 (𝑡 + 1) = 𝑦𝑘 (𝑡 + 1) − 𝑦𝑘−1 (𝑡 + 1)
(6-4)
∆𝑢𝑘 (𝑡) = 𝑢𝑘 (𝑡) − 𝑢𝑘−1 (𝑡)
Assumption 1 is a general condition for controller design. It means that if the control input is
continuous, then the system output will be continuous. Assumption 2 introduces constrain on
the changing rate between output and input.
Based on above assumptions, the following theorems are introduced:
Theorem: If a nonlinear system satisfies assumption 1 and assumption 2, if ∆𝑢𝑘 (𝑡) ≠ 0, then
there is an time-varying and iteration-dependent parameter 𝜙𝑘 (𝑡) , named pseudo-partialderivative (PPD), and |𝜙𝑘 (𝑡)|<=b, such that the system could be described as compact form
dynamic linearization (CFDL) data model (Proof in [209] [210]):

∆𝑦𝑘 (𝑡 + 1) = 𝜙𝑘 (𝑡)∆𝑢𝑘 (𝑡)

(6-5)

In order to find an appropriate input to achieve tacking desired output, a cost function is
selected as:

𝐽(𝑢𝑘 (𝑡)) = |𝑒𝑘 (𝑡 + 1)|2 + 𝜆|𝑢𝑘 (𝑡) − 𝑢𝑘−1 (𝑡)|2
Where
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(6-6)

𝑒𝑘 (𝑡 + 1) = 𝑦𝑑 (𝑡 + 1) − 𝑦𝑘 (𝑡 + 1)

(6-7)

λ is the weight coefficient. From equation (6-6) and (6-7), it can be obtained:

𝐽(𝑢𝑘 (𝑡)) = 𝜆|𝑢𝑘 (𝑡) − 𝑢𝑘−1 (𝑡)|2
+ |𝑒𝑘−1 (𝑡 + 1) − 𝜙𝑘 (𝑡)[𝑢𝑘 (𝑡) − 𝑢𝑘−1 (𝑡)]|2
Let

𝜕𝐽(𝑢𝑘 (𝑡))
𝜕𝑢𝑘 (𝑡)

(6-8)

= 0, and the control law can be obtained as:

𝑢𝑘 (𝑡) = 𝑢𝑘−1 (𝑡) +

𝜌𝜙𝑘 (𝑡)
𝑒 (𝑡 + 1)
𝜆 + |𝜙𝑘 (𝑡)|2 𝑘−1

(6-9)

Where ρ is the step factor, and λ is a weight factor. 𝜙𝑘 (𝑡) is unknown, and need to be estimated.
We use 𝜙̂𝑘 (𝑡) to present the estimated 𝜙𝑘 (𝑡), and the cost function for estimating 𝜙𝑘 (𝑡) can
be selected as:

2
𝐽 (𝜙̂𝑘 (𝑡)) = 𝜇| 𝜙̂𝑘 (𝑡) − 𝜙̂𝑘−1 (𝑡)|

+ | ∆𝑦𝑘−1 (𝑡 + 1) − 𝜙̂𝑘 (𝑡)∆𝑢𝑘−1 (𝑡)|
Where 𝜇 is a positive weight coefficient. Through setting

̂ 𝑘 (𝑡))
𝜕𝐽(𝜙
𝜕𝑢𝑘 (𝑡)

2

(6-10)

= 0 , 𝜙̂𝑘 (𝑡) can be

calculated as:

𝜙̂𝑘 (𝑡) = 𝜙̂𝑘−1 (𝑡) +

𝜂∆𝑢𝑘−1 (𝑡)
[∆𝑦𝑘−1 (𝑡 + 1)
𝜇 + |∆𝑢𝑘−1 (𝑡)|2
(6-11)

−𝜙̂𝑘−1 (𝑡)∆𝑢𝑘−1 (𝑡)]
Where η is the step length factor. To enhance the tracking ability of algorithm, a reset algorithm
for 𝜙̂𝑘 (𝑡) is designed as:
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𝜙̂𝑘 (𝑡) = 𝜙̂𝑘 (0) (𝑖𝑓 𝜙̂𝑘 (𝑡) ≤ 𝜀 𝑜𝑟 |∆𝑢𝑘 (𝑡)| ≤ 𝜀)

(6-12)

Where 𝜀 is a small positive value, and 𝜙̂𝑘 (0) is the initial value in each iteration.
From the learning law (equation (9)), it can be seen that it’s similar with the conventional Ptype iterative learning control. However, its learning parameters are updated through online
I/O data calculations. Therefore, MFAILC combines the advantages of both online learning
and adaption from ILC and Model Free Adaptive Control. This process can be described by
Figure 6-1.

Figure 6-1 The structure of MFAILC

Based on above derivation, the MFAILC could be concluded as:
𝜂∆𝑢𝑘−1 (𝑡)
[∆𝑦𝑘−1 (𝑡 + 1)
𝜇 + |∆𝑢𝑘−1 (𝑡)|2
− 𝜙̂𝑘−1 (𝑡)∆𝑢𝑘−1 (𝑡)]

𝜙̂𝑘 (𝑡) = 𝜙̂𝑘−1 (𝑡) +

𝜙̂𝑘 (𝑡) = 𝜙̂𝑘 (0) (𝑖𝑓 𝜙̂𝑘 (𝑡) ≤ 𝜀 𝑜𝑟 |∆𝑢𝑘 (𝑡)| ≤ 𝜀)
𝑢𝑘 (𝑡) = 𝑢𝑘−1 (𝑡) +

(6-13)

𝜌𝜙𝑘 (𝑡)
𝑒 (𝑡 + 1)
𝜆 + |𝜙𝑘 (𝑡)|2 𝑘−1

The analysis of the stability and convergence of MFAILC can be found in reference [184] [211].
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6.2 MFAILC control simulation
In order to investigate the effectiveness of MFAILC for WAAM control, simulation is
conducted using the ANFIS plant model, which is described in the section 2. The ANFIS model
only provide I/O data for simulation. There isn’t any information about the dynamic model will
be utilized in MFAILC scheme.
The desired value of melt pool width is defined as:

𝑦𝑑 = 0.3 sin(𝑡𝜋/50) + 0.4cos (𝑡𝜋/100)

(6-14)

The parameters of controller were selected as:η = 1,ρ = 1.5, μ = λ = 0.5, ε = 10−4 . The
initial condition of the simulation is set as: u0 (t) = 0, u1 (t) = 0. The simulation result is
presented in Figure 6-2. It can be observed that the tracking error is continuously reduced
through learning iteratively and pole level of tracking error can be achieved at 7th iterations.

Figure 6-2 Trajectory tracking results of MFAILC

For comparison, a conventional PID (proportional-integral-derivative) controller was utilized
for simulation of control. When 𝐾𝑝 = 0.5, 𝐾𝑖 = -0.2, 𝐾𝑑 = 0.1, the best control performance can
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be achieved. The tracking performance is presented in Figure 6-3. It can be seen that significant
control delay was generated by PID when tracking time-varying desired value, while proposed
MFAILC could compensate the time delay based on last iteration experience. Also, the
maximum tracking error in each iteration controlled by MFAICL and original P-type ILC was
compared, as shown is Figure 6-4. It can be observed that the MFAILC algorithm has faster
converging speed and better tracking performance than P-type ILC.
The simulation results demonstrate the superiority of proposed MFAICL in controlling
repetitive WAAM process. Besides, the parameters tuning of ILC or PID controller is timeconsuming, since a number of experiments need to be done offline to ensure a set of appropriate
parameters, while MFAILC algorithm could adjust its parameters adaptively. Thus, it can be
concluded that MFAILC algorithm has both superior control performance and better
applicability.

Figure 6-3 Tracking performance of PID algorithm
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Figure 6-4 Comparison of maximum tracking error

6.3 MFAILC control experiment
To further prove the effectiveness of the MFAILC algorithm in controlling the width of melt
pool during WAAM process, the experiments were conducted. The images of melt pool are
obtained by Xiris XVC-1000E welding camera. As shown in Figure 6-5, a control program
was developed to implement image acquisition and processing, calculation of control input and
hardware communication.

Figure 6-5 Interface of MFAICL control program
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6.3.1

Tracking performance

Firstly, the controller was designed to track step changing set point to investigate its tacking
ability. To present the response process of iterative learning, a lower initial control input
(WFS=3 m/min) for the first bead is selected. As shown in Figure 6-6, the desired trajectory
was set to be 7 mm at initial period, and change to 12mm and 9mm over time. The parameters
of MFAILC controller were set as: 𝜂 = 1 , 𝜌 = 1.5 , μ = 𝜆 = 0.5 , 𝜀 = 10−4 . In WAAM,
depositing one bead represents one iteration. From Figure 6-6, it can be seen that through
learning iteratively bead by bead, MFAILC algorithm is capable to track desired trajectory
accurately at 3th iteration. This illustrates that the MFALIC algorithm has good tracking ability
and fast responding speed in the control of WAAM process. The fluctuation of the melt pool
width in these experiments is less than 0.2 mm, which is considered acceptable in our
application. Figure 6-7 presents the real appearance of the bead deposited under control of
MFAILC.

Figure 6-6 Tracking performance

98

(a)

(b)

(c)

Figure 6-7 Appearances of weld beads in tracking experiments (a). 2th iteration (b). 3th iteration (c).
4th iteration

6.3.2

Robust performance

A. Disturbance of welding speed

In WAAM, the welding speed is a major factor which has great impact on melt pool width.
Therefore, a step change of the travelling speed was employed to examine the robustness of
proposed controller. During the first iteration in experiment, a step change of welding speed
was introduced, which change to 6mm/s from 3mm/s, and then restore to 3mm/s. As can be
seen in Figure 6-8, the melt pool width decreased immediately due to the step change in the
speed. During the following iterations, MFAILC is triggered and the controller is able to adjust
the WFS according to the measured melt pool width at next sampling instant in the last
iterations. It can be seen that through online iterative learning, the melt pool width can revert
to desired set-point under the control of MAFILC, despite the disturbance of step change in
welding speed. Figure 6-9 presents the appearances of weld beads in robustness experiments.

99

(a)

(b)

Figure 6-8 Results of control experiment under welding disturbance. (a) Melt pool width. (b) Control
input

(a)

(b)

(c)

Figure 6-9 Appearances of weld beads in robustness experiments (a). 1h iteration (b). 2th iteration
(c). 3th iteration

B. Disturbance of stick-out length

The length of stick out is another factor, which has effect on the width of melt pool during
WAAM process. In this experiment, the length of stick out was set to be a disturbance variables.
During deposition, the stick-out length was 5mm at initial period, and it was increased to 20mm
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at 30th sampling instant. From Figure 6-10, it can be seen that the width of melt pool increased
due to the disturbance in stick-out length. In the second iterations, the MAILC controller was
triggered, and the WFS was adjusted to compensate the change of melt pool width caused by
the stick out length of wire. It can be observed that the disturbance of stick-out length can be
overcome through 2-3 iterations. The disturbance experiments demonstrate the robustness of
MFAILC algorithm in controlling the width of melt pool during WAAM process.

(a)

(b)

Figure 6-10 Results of control experiment under stick-out length disturbance. (a) Melt pool width. (b)
Control input

Figure 6-11 presents a curve wall with variable width, which is deposited under the control of
MFAILC. When depositing this wall, a curve path was pre-set. From the experiments results,
it can be concluded that the proposed MFAILC can control the width of melt pool effectively.
The value of the melt pool width can converge to desired trajectory under initial value shifting
condition under the control of MFAILC. Also, MFAICL can effectively resist external
disturbances during iterations. Additionally, the design of MFAILC controller only require the
data of input and output, which omit the complicated process of dynamic modelling.
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Figure 6-11 Wall of variable width deposited by MFAILC controller

6.4 Section summary
In this section, a Model Free Adaptive Iterative Learning Control algorithm was developed to
achieve feedforward control of melt pool width for WAAM. First of all, a discrete time
MFAILC algorithm was derived. The design of this controller only based on the I/O data in
WAAM process without demand any priori information of the control system. Based on ANFIS
model, simulation is performed. The simulation results demonstrate the effectiveness of the
MFAILC controller, as well as its superior control performance to PID and P-ILC. The ANFSI
model was only used as simulation plant, no any model information was involved in controller
design. To further validate the effectiveness of proposed algorithm, the tracking performance
and robustness of this MFAILC controller are verified by experiments. The experiment results
validate the good performance of MFAILC in tracking and anti-interference.
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Chapter 7. Vision based anomalies monitoring
using CNN
During WAAM depositing process, some anomalies may be generated, such as hump, spatter,
and robot suspend. To save labour cost, improve automation level and manufacturing quality,
this section proposed to apply Deep Learning in visual monitoring to diagnose different
anomalies during WAAM process. The images of melt pool for different anomalies were
collected by a visual monitoring system for training and validation. The classification
performance of several representative CNN architectures, including GoogLeNet, ResNet and
EfficientNet, were investigated and compared. Transfer learning was applied to fine-tune the
pre-trained models. The data augmentation techniques such as reflection, scaling, rotation, and
translation are also applied to prevent the network from overfitting.

7.1 Overall workflow
The abnormal states investigated in this study were categorized into four types: humping
defects, robot suspend, spatter, and normal state. The humping phenomenon is a common
defect during the welding process, which is produced by the combined action of surface tension
force and fluid flow patterns [212]. The hump can be produced when improper welding process
parameters are used, such as heat input, welding speed, the flux of shielding gas, and chemical
composition of the base metal. The humping defect compromises the mechanical property and
geometrical integrity of the deposited component. Therefore is necessary to implement realtime monitoring for humping defects. During the WAAM process, due to the programming
bugs, displacement restrictor of robot, improper operation, and other equipment abnormities,
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the robot may be suspended during the depositing process. At the same time, the welding
machine is still working. If this abnormal situation can't be diagnosed timely, the deposited part
can be damaged, and even the safety problem can be caused. Spatter may be generated due to
the unstable welding process, lack of shielding gas, and contamination in the material. It can
be also viewed as a defect during the WAAM process. When these anomalies were produced,
the melt pool will exhibit different characteristics. Through learning and classifying different
melt pool images, it’s able to achieve the detection of process anomalies in WAAM.

Figure 7-1 Overall workflow of the proposed welding state classification framework
The framework of this study is as following: firstly, the dataset for different welding states was
collected by experiments and then labelled. And then the dataset was split into a training dataset
and testing dataset. The training dataset was used for model training and the testing dataset was
used for model assessment. To increase the diversity of the training dataset, data augmentation
[213] was performed. Four novel CNN architectures that differ in structure and depth were
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investigated, including GoogLeNet, VGG16, ResNet, and EfficientNet. To promote the
training process, the models adopted pre-trained weights that learned from other datasets, such
as ImageNet [214]. The block diagram in FIGURE 2 provides an overview of the proposed
framework in the training phase.

7.2 Convolutional Neural Network
Recently, deep learning has become the dominant method in the computer vision tasks,
including detection, recognition, and classification [215]. It was inspired by the natural visual
perception mechanism of biology. Hubel and Wiesel [186] found the cells in the animal visual
cortex, which are responsible for detecting light in receptive field. Fukushima and Miyake [216]
proposed new perspectives, which can be viewed as the predecessor of CNN. LeCun, Boser
[217] published a pioneering papers on establish modern CNN (convolutional neural network)
architecture, which was promoted in the later publications [218]. An artificial neural network
named LeNet-5 was developed, which is capable of classifying hand-written numbers. Like
other neural networks, LeNet-5 has a multi-layers structure, and utilized back propagation
algorithm for network training. Since 2006, there has been many method has been proposed to
overcome the difficulties in training deep CNN [219] [220] [221] [222]. Russakovsky, Deng
[220] proposed a classical CNN architecture: AlexNet, which promoted the task of image
classification algorithms greatly. Its overall architecture is similar with LeNet-5 but deeper.
With the success of AlexNet, many method has been proposed to improve the neural network,
such as ZFNet, VGGNet, GoogleNet, and ResNet. From the evolution process, it can be seen
the architecture for CNN has become deeper. For example, ResNet, the champion of ILSVRC
in 2015, has 20 times deeper architecture than AlexNet.
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The filter in CNN imitate the visual receptive field in visual cortex, and extract the space
position relationship in the image using the convolution method. The remarkable features of
CNN are receptive field and weight sharing. These two strategies reduce the amount of training
parameters and simplify the structure of network significantly. A typical CNN consists of
convolution layer, pooling layer, activation layer, fully connected layer and classifier.

7.2.1

Convolutional layer

Convolutional layer is the most important part in CNN, which is the basis of implementing
local receptive field. Convolutional layer performs convolution operation on image by
convolution kernel to extract the information in image. Through applying multiple convolution
kernel to extract different feature. Normally, convolutional layer in shallow position are
responsible for extracting local low-level features, such as edge, texture. The convolutional
layers in deeper are tend to extract the global high-level features. The convolution operation
replicates a filter across the entire image filed to get the response of each location and form a
response feature map. Figure 7-2 illustrates the convolution operation where the 5×5×1 input
is convolved with a 3×3 filter. With 0 padding and 1 stride setting, it generate a 3×3×1 output.

Figure 7-2 Diagram of convolution operation
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7.2.2

Pooling layer

To reduce dimensionality, pooling layer is utilized in CNN to achieve non-linear downsampling. Through compressing the input of feature map, the space size can be reduce, and
the amount of computations and parameters can be decreased. At the same time, pooling
layer can realized transformation invariance over small spatial shifts in the input, which
improves the generalization ability of the network. There are several non-linear functions to
implement pooling such as max-pooling, average-pooling and stochastic-pooling. Among
them, Max-Pooling is the most privilege method which is widely used in the CNN’s
architectures. The max pooling and average pooling operation are illustrated in
Figure 7-3, where a filter size of 2x2 and a stride of 2 are used.

Figure 7-3 An example of pooling with a 2×2 filter and a stride of 2

7.2.3

Fully connected layer

Fully connected layer is responsible for integrating the information from the upper layer. Fully
connected layer transforms the two-dimensional feature map to a one-dimensional vector, and
output the most likely number of target classes. Fully connected layers are usually inserted
107

after the last convolution layer to reduce the amount of features and creating vector-like
representation.

7.2.4

Activation layer

Activation layer performs nonlinear transformation on input, which extract the useful
information from input and activate related neuron, and other information was ignored.
Through introducing activation layer, the complexity of network can be increased.
Sigmoid function is one of the most common activation functions. It reflect the characteristic
of input into (0, 1). Its mathematical expression can be written as:

σ(x) =

1
1 + 𝑒 −𝑥

As shown in Figure 7-4, the sigmoid function is not origin-symmetric. During training process,
the gradient of weights presents a Z-shaped decrease, which will affect the global convergence
and weights updating. Besides, the gradient of sigmoid function in saturated region is closed
to 0, which may lead to the gradient vanishing problem.

Figure 7-4 Sigmoid activation function
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tanh =

𝑒 𝑥 − 𝑒 −𝑥
𝑒 𝑥 + 𝑒 −𝑥

(7-1)

Compared to Sigmoid, Tanh activation function has faster converging speed. It can be
expressed as (7-1). It solves the problem of origin-asymmetry, while the gradient vanishing
problem still exists.

Figure 7-5 Tanh activation function

Since traditional activation function can’t satisfy the requirement of CNN, scholars proposed
to apply ReLU function in CNN. As shown in Figure 7-6, its mathematical expression can be
written as:
f(x) = max (0, x)

Figure 7-6 ReLU activation function
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It can be seen that the derivative of ReLU function is constantly 1 in the range of (0, ∞).
Therefore the gradient vanishing problem doesn’t exist, and it will make the forward and
backward propagation more efficiency.

7.2.5

Novel CNN architectures

GoogLeNet
GoogLeNet is introduced by Szegedy, Liu [222], it utilized a CNN architecture with 22 layers.
In GoogLeNet, a new conception called “Inception Module” was introduced (as shown in
Figure 7-7), which is comprised of a shortcut branch and some deeper branches, and there are
nine such modules in GoogLeNet. In inception module, a 1×1 convolution layer is applied to
reduce the dimension followed by expanded 3×3 and 5×5 convolution layers. Through
reducing the computation bottleneck, depth and width can be increased. In the last, the 3×3,
5×5 convolution layers are concatenated with a parallel 1×1 convolution layer. These modules
could help increase the number of units in the architecture while keeping the level of
computational complexity. Instead of utilizing fully connected layers, a global average pooling
is employed at the end of the network.

Figure 7-7 Diagram of CNN

VGG
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VGG networks are one of the widely used CNN models with deep architectures. The depth of
this model is increased to 16 (VGG-16) and 19 (VGG-19) layers and number of parameters are
reduced by using very small (3×3) convolution filters. VGG architecture has secured first and
second places on the image classification and localization tasks in the ImageNet ILSVRC2014
challenge. The basic feature of this model is use of several successive convolutional layers.
VGG-16 model consists of a series of successive 3×3 convolutions, 2×2 max pooling layer,
and three fully connected layers with the final layer as the Softmax output. The convolutional
layers are put into five groups, and adjacent groups are linked by a max pooling layers. The
number of convolution filters keep constant with one group and doubles after each max-pooling
layers. There are 12 convolutional layers and 3 fully connect layers in VGG-16. In this work,
a VGG-16 was employed to perform classification for welding images.
ResNet

Figure 7-8 Single Residual block

The ResNet model was proposed by Liu, Fang [223], which got a first in the ILSVRC 2015.
When the architectures of CNN become deeper, the rapid degradation problem may be raised.
To solve this problem, a novel residual blocks was proposed out. As shown in Figure 7-8, the
shortcut connections were introduced in the residual block, which skips multiple network layers.
When the input is x, the learned feature is written as H(x). The aim of residual learning is to
get the residual F(x) (F(x) = H(x) −x) between the learned features and the input. ResNet
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solves the problem of vanishing and exploding gradients, which exists in traditional deep neural
networks. In this study, ResNet-50 was selected which has 50 convolutional layers.
EfficientNet
EfficientNet was proposed to promote the performance of CNNs by scaling in three dimensions,
including width, depth, and resolution, which utilizes a set of fixed scaling coefficients to meet
some specific constraints. The basic block in EfficientNet is named MBConv, which is an
inverted bottleneck Conv. Shortcuts are applied between bottlenecks by connecting a smaller
number of channels (compared to expansion layers). It was integrated with an in-depth
separable convolution, which reduced the computation by almost k²compared to traditional
layers. Where k presents the kernel size, it specifies the height and width of the 2-dimensional
convolution window. When pretrained on ImageNet and fine-tuned on Food-101, EfficientNetB7 yields state-of-the-art top-1 accuracy of 93%, which is equal to the performance of Google’s
Gpipe model, with 8.7 times fewer model parameters. This is an important development—as
the memory requirements for model inference become higher as model parameters increase,
which means that better performance can be achieved with more modest hardware.
EfficientNet is particularly useful for using deep learning on the edge, as it reduces compute
cost, battery usage, and also training and inference speeds. This kind of model efficiency
ultimately enables the use of deep learning on mobile and other edge devices.

7.2.6

Transfer learning

There are mainly two methods for training CNN models: (1) Training from scratch. (2)
Training using transfer learning. For CNN training, a large-scale training set could contribute
to a generalizable result. However, in practical application, it may be not easy to obtain largescale labelled datasets. Also, the training time for training from scratch may be too long.
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Besides, overfitting is another potential risk. To promote these issues, transfer learning was
proposed to retrain CNN models. In the transfer learning strategy, the weights in convolutional
layers are firstly transferred from a pre-trained model to a new network that needs to be trained.
In the new network, the weights of the convolutional layer are fixed, while the fully connected
layers are retrained for the new task. Transfer learning is a convenient and effective method to
acquire knowledge from related fields, which eliminates the need to restart the learning of the
entire knowledge system.

7.3 Dataset
As shown in Figure 7-9, four categories of melt pool images were collected: humping, spatter,
robot suspend, and normal. The dataset was divided into two parts randomly: the training set
and the testing sets. The proportion of training and testing sets were 70% and 30%, respectively.
The image number for training and validation of each class are presented in Table 7-1.

Humping

Spattering

Robot suspend

Normal
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Figure 7-9 Sample images of the dataset
Table 7-1 Data for training and testing
Category

Training set

Testing set

Robot Suspend

2363

580

Normal

7469

2176

Humping

3876

964

Spattering

1590

397

The data augmentation techniques such as reflection, scaling, rotation, and translation are
applied to diverse the data set without collecting additional data actually. Applying those
augmentation methods could help in reducing over fitting by introducing slight distortion. In
machine learning, as well as in data science, over fitting happens when a model represents
unregular noise and error instead of substantial relationships. Moreover, data augmentation
could improve the performance of a trained model.

7.4 Implementation
The CNN models were established by programming in Python. The machine learning library
of Pytorch was utilized, and the training process was implemented on Google Colab. Google
Colab is a free cloud service and supports free GPU [224]. In this study, the Numpy, Pandas,
and MatPlotlib libraries were also applied.
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7.5 Results and discussion
Table 7-2 Training parameters

Parameters
Max epochs
Batch size
Learning rate
Momentum
Optimizer

Values
25
12
0.001
0.9
SGD

The learning rate is a vital parameter in the learning algorithms. There hasn't been a specific
formula to calculate the learning rate. It is usually obtained by the trials and errors method. If
a poor value is selected, the loss function has a chance to fall into local optimum. As a result,
the network’s performance decline. In this study, the value of learning rate was selected as 0.001.
Stochastic Gradient Descent (SGD) optimizer with momentum was utilized to minimize the
loss function, since plain SGD can make erratic updates on non-smooth functions. SGD with
momentum updates the weights with the moving average of the changes in individual weights
for a single training sample. Table 7-2 presents the details of the parameters used for training.
The classification accuracy of GoogLeNet, VGG-16, ResNet, and EfficientNet trained by
transfer learning are all above 97% (97.25%, 97.15%, 97.62%, and 97.45% respectively), and
ResNet achieves the highest accuracy among those models, which is 97.62%.
A learning curve is capable of visualizing an incremental evaluation of the classifier’s learning
performance over time. The accuracy and loss over epochs for individual networks evaluated
by the training and validation sets are illustrated in Figure 7-10. An epoch means one cycle of
the weights updated by the full training dataset. The values of loss donate the sum of errors
made by each image during the training process. A small value for loss indicates better results.
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It means that the classifier learned the feature of training and validation dataset with fewer
errors. And a high value of accuracy indicates a better learning performance of the classifier.

(a)

(b)

(c)

(d)

Figure 7-10 Training curve. (a) Training loss (b) Testing loss (c) Training accuracy (d) Testing accuracy

The training convergence of these networks was achieved after 20 epochs, which is logical for
the CNN models since they have been pre-trained by ImageNet. The fluctuations on the graph
are indicative of the cost function falling into some local minima. As inferred from Figure 7-10,
all CNN models achieved high accuracy in the training phase. The loss value of training and
validation for various classifiers ensures the learning and generalization ability of these
classifiers. It can be seen that the loss values for training process ranges from 0 to 0.6, and
decreased rapidly with the training process.
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During the training phase, it can be seen that the initial accuracy for EfficientNet is relatively
low. However, it has a strong learning ability, and its accuracy increased rapidly with the
training process. ResNet has a higher initial training accuracy and faster convergence rate. In
the testing phase, it can be seen that the loss value and accuracy have obvious fluctuation for
VGG and EfficientNet, which means the training falls into local optimum, while ResNet has a
smooth curve. This kind of dual learning curve helps in evaluating and selecting the suitable
classifier model with an optimized loss and maximum classification accuracy.

Figure 7-11 Confusion matrix

To further investigate the classification performance of diffident models trained through
transfer learning, the confusion matrixes were presented in Figure 7-11. In the confusion
matrices, the row represents the actual class and the column represents the predicted class. It
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can be seen that ResNet could obtain the highest overall accuracy for the melt pool image
classification with a value of 97.62%. For each model, the highest classification accuracy was
obtained for the first class: Robot Suspend, in which all the samples were categorized correctly.
This is because the features of the first class are far apart from the rest classes. Therefore, it
able to separate them in the feature space by linear Softmax function. The least accuracy was
found for the class of spattering. This result can be explained by the relative closeness of the
spattering, humping and normal class in some cases. The better performance of ResNet
compared to other modes may be due to its deeper architecture. ResNet-50 model is the largest
deep learning structure among these CNN architectures (EfficientNet, VGG-16, and
GoogLeNet). However, it should be noticed that the increase in the number of layers doesn't
always ensure better performance, and overfitting may be induced. EfficientNet could achieve
a balance between model accuracy and training time. Its accuracy is just a little lower than
ResNet, while its training time is the two-thirds of ResNet. The lowest overall classification
accuracy was achieved by VGG-16. The main reason for the low accuracy of VGG-16
compared to the other models is probably the relatively shallow architecture.
Additionally, the performance metric is derived from the confusion matrices, which could help
us to better judge the performance of the classifiers. A performance metric for GoogLeNet,
VGG-16, ResNet and EfficientNet is presented in Figure 7-11. The performance metrics
consist of precision, recall, and F1-score. Precision reflects how well reference images of
ground truth are classified. Precision is formed as the following equation:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(7-2)

Where TP, TN, FP, and FN represent true positive, true negative, false positive, and false
negative, respectively. Recall is the ratio of a correctly predicted class instance (TP) to the total
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number of instances associated with all classes. It shows how well a certain class has been
classified [225]. The equation for Recall is presented in equation (7-3).

𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(7-3)

As shown in equation (7-4), when both Recall and Precision are averaged according to their
weight, it becomes F1-Score.

F1 − Score = 2 ×

𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(7-4)

Table 7-3 Classification values of different deep neural networks trained by transfer learning for melt pool images
(%).

Model

ResNet

EfficientNet

VGG-16

GoogLeNet

Index

Robot suspend

Normal

Humping

Spattering

Pr
Re
F1-score
Pr
Re
F1-score
Pr
Re
F1-score
Pr
Re
F1-score

99.49
100
99.74
99.49
100
99.74
99.49
100
99.74
99.49
100
99.74

98.95
99.31
99.13
98.90
99.22
99.06
98.45
99.13
98.79
98.45
99.22
98.83

98.44
97.93
98.18
98.22
97.41
97.81
98.52
96.89
97.70
97.39
96.78
97.09

95.65
94.21
94.92
94.68
94.21
94.44
93.42
92.95
93.18
97.13
93.70
95.38

From Figure 7-11, it can be seen that all CNN models could distinguish different welding
images classes with precision over 93%. Particularly, the ResNet model ensured the best
performance for each class, which obtain the highest value in precision, recall, and F1-score.
It can be also seen that VGG-16 obtained the least outcome in terms of pre, recall, and F1score. EfficientNet could obtain a slightly lower precision than ResNet. As a general tendency,
it can be observed that the performance increases with the overall complexity of the models.
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As mentioned above, the deep architecture of CNN may lead to a serious complexity and
computational cost. The CNN models used in this study are summarized with their properties
in Table 7-4. As inferred from Table 7-4, EfficientNet-b0 has the least parameters and VGG16 has the most parameters.
Table 7-4 Amount of model parameters

Network

Parameters (M)

Image input size (pixel2)

GoogLeNet [222]

7

224 ×224

VGG 16 [221]

138

224×224

Resnet 50 [157]

25.6

224×224

EfficientNet-b0 [226]

5.3

224×224

Figure 7-12 presents the consuming time of one epoch training for each model. It can be seen
that GoogLeNet required the shortest training time for one epoch (758 s), while VGG-16 took
the longest time for training (2276 s). It should be noticed that the training times of the networks
depend on the hardware resources. Using advanced GPUs can ensure shorter training times for
the CNNs.
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Figure 7-12 Training time

To intuitively investigate the effectiveness of CNN in classify welding images, t-SNE (Tdistributed Stochastic Neighbour Embedding) algorithm was employed to visualize the
intrinsic feature learned by CNN models. The T-SNE algorithm has been widely recognized as
an effective method to evaluate different types of features. Through located on a twodimensional (2D) map, high-dimensional features and original samples can be intuitively
visualized. Figure 7-13 presents the t-SNE visualization results for each CNN models in this
study. Each coloured point represents a sample in the validation dataset projected from the
multidimensional output of the CNN models. It can be seen that for each model, samples from
the same class gather together, and each class is separable. The separability in the t-SNE
algorithm investigates that all of the CNN architectures used in this study are capable to classify
the melt pool images of WAAM efficiently.
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(a) ResNet

(b) EfficientNet

(d) VGG-16
(c) GoogLeNet
Figure 7-13 T-SNE visualization for CNN. (a) ResNet. (b) EfficientNet. (c) GoogLeNet. (d)VGG-16

7.6 Section summary
To diagnose the anomalies generated during WAAM, a visual monitoring system for the melt
pool was developed. In this section, the anomalies were categorized into humping, spattering,
robot suspend, and normal. To recognize these anomalies automatically, convolutional neural
networks (CNN) were employed. The datasets for training and validation were collected by
experiments. Different novel CNN architectures were applied and compared, including
GoogLeNet, VGG-16, ResNet, and EfficientNet. During the training phase, transfer learning
strategy was applied. The results demonstrated that CNN could obtain high accuracy in classify
melt pool images. The classification accuracy of 97.25%, 97.15%, 97.62%, and 97.45% was
obtained by GoogLeNet, VGG-16, ResNet, and EfficientNet, respectively. The ResNet has
attained the highest performance in classifying melt pool images into four categories.
This proposed work will be helpful to improve the automation level and production quality for
WAAM. In the future study, the proposed framework will be generalized by expend the classes
and dataset. At the same time, the CNN models will be optimized furtherly.
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Chapter 8. Summary and future work
8.1 Contributions
In this study, a vision based monitoring system was developed for Wire Arc Additive
Manufacturing (WAAM) process. Based on the vision system, process controller was designed
and implemented to control the melt pool width during deposition process. Besides, a CNN
framework was proposed to implement image classification for melt pool. Based on this
framework, the anomalies produced during WAAM process can be detected. This study also
proposed to utilize machine learning to predict the surface finish for WAAM. Detailed
discussions of each step have been illustrated in Chapters 3, 4, 5, 6, and 7. The general
contributions of this thesis are summarized as following:
Process dynamic modelling
This study proposed to employed Mask R-CNN algorithm in detecting and segmenting the melt
pool area. Based on the segmentation result, the width of melt pool can be measured
automatically. To obtain data for system identification, the Pseudo-Random Ternary (PRT)
Signals were utilized to stimulate the WAAM process, and the corresponding width can be
measured by the Mask R-CNN. Based on the measured width data and corresponding PRT
input, the melt pool dynamic was modelled using ARX, Hammerstein-wiener and ANFIS
algorithms.
Development of predictive model for surface roughness
To improve the surface integrity of deposited layers by WAAM, different machine learning
models, including ANFIS, ELM and SVR, were developed to predict the surface roughness.
Furthermore, the ANFIS model was optimized by GA and PSO algorithms. Full factorial
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experiments were conducted to obtain the training data, and the K-fold Cross-validation
strategy was applied to train and validate machine learning models.
Establishment of process control system
MPC is an advanced control algorithm, which has been applied in chemicals, food processing,
metallurgy, and automotive. This study proposed an optimized MPC to be applied in WAAM.
It is the first time to introduce MPC into additive manufacturing fields. Through introducing
MPC, feedback control of melt pool width can be achieved. The tracking performance and
robustness performance were verified by both simulation and experiment.
Besides, this study proposed to feedforward control strategy for WAAM. Model Free Adaptive
Learning Control was applied in WAAM for the first time. Instead of using mathematical
model for controller design, this control method used I/O data and previous experience to adjust
the control input in the next iteration. This control method is easy to be implemented in
application. The control performance was investigated by experiments.
Application of CNN in vision sensing of melt pool
This study proposed to apply Convolutional Neural Network to achieve anomalies detection in
vision sensing. In this study, the anomalies were categorized into hump, spatter, robot suspend
and normal. The images of melt pool for different anomalies were collected by a visual
monitoring system for training and validation. The classification performance of several
representative CNN architectures, including GoogLeNet, ResNet and EfficientNet, were
investigated and compared. Transfer learning was applied to fine-tune the pre-trained models.
The classification accuracy of 96.75, 97.47, and 95.97% was achieved by GoogLeNet, ResNet
and EfficientNet, respectively. The results demonstrated that the CNN models are effective in
classifying various types of melt pool images in WAAM. Our study addresses the aspect of
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industrialization for WAAM, which is applicable beyond WAAM and should benefit other
additive manufacturing techniques.

8.2 Conclusion
A visual sensing system was developed to obtain the collect the melt pool image of WAAM.
Furthermore, Mask R-CNN was employed to detect and segment the melt pool area.
Consequently, the width of melt pool can be measured automatically. The experiment of system
identification was carried out. In this experiment, Pseudo-Random Ternary (PRT) Signals were
utilized as input to stimulate the WAAM process. Based on the data obtained from the system
identification experiment, ARX, Hammerstein-wiener, and ANFIS models were established
and compared. The result demonstrated that the ANFIS model has the highest accuracy
(MSE=0.103).
To predict the surface roughness of deposited layers, ANFIS, ELM and SVR algorithms were
applied as predictive model. Furthermore, to improve the model accuracy of ANFIS, GA and
PSO algorithms were applied in training. The result showed that accuracy of ANFIS model got
improved after optimized by GA algorithms, and achieved the highest prediction accuracy
(𝑅2 =0.935).
MPC and MFAILC were applied in feedback control and feedforward control respectively.
Both tracking performance and robustness performance were investigated by experiment. The
experiment result showed an acceptable tracking performance and robustness performance can
be achieved by both these two control strategies.
To monitor the anomalies during WAAM process, this study proposed to utilize CNN to
achieve classification of melt pool images. Different CNN models were applied and compared.
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The experiment result demonstrated that the ResNet could achieve the highest classification
accuracy (97.47%).

8.3 Future work
8.3.1

Reinforcement learning

To improve the intelligence of the WAAM system, Reinforcement learning algorithm will be
utilized to imitate human’s behavior, such as adjusting welding speed, torch angle, and welding
path. The strategy will enhance the WAAM system with human’s intelligence.

8.3.2

Multi-agent system of WAAM

In recent years, the research about multi-agent systems in the domain of artificial intelligence
has generated a considerable amount of interest. Multi-agent systems are composed of
heterogeneous agent types with distinct agent properties, such as adaptation, mobility,
collaboration and learning [1-3]. In a manufacturing system, the agents may be designed to
represent various information units, the types of which reflect the capabilities of different
departments of the system.
A multi-agent system is a distributed artificial intelligence system which embodies a number
of autonomous agents to achieve common goals [16]. The agents in the multi-agent system can
take specific role within an organizational structure. The agents need to interact with one
another to meet their individual objectives and a common goal as well. The WAAM system
can be divided into different agent, including welding agent, melt pool control agent, path
planning agent, monitoring agent and machining agent. Figure 8-1 presents the proposed
WAAM multi-agent framework. In this framework, the WAAM multi-agent system can be
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divided into three levels: higher level, middle level and low level. In high level, the agents have
a global perspective and can generate a global optimized schedule. The middle level is
responsible for monitoring the agents in low level. The agents in low level are execution agent,
which negotiate with higher level agents according to the pre-set rules.

Figure 8-1 the WAAM control architecture based on multi-agent system

8.3.3

Multiple information fusion

Figure 8-2 Multiple sensor monitoring system

In this study, the visual sensing method was applied. Due to the complexity and variability of
forming process, single sensor can’t reflect all the process features. In the future, different
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sensors will be combined to monitor the WAAM process, such as vision sensor, temperature
sensor, arc sensor and spectral sensor. Furthermore, machine learning algorithms will be
employed to extract characteristic from the raw information, and implement multiple
information fusion.
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