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A Razumikhin approach for the incremental stability of delayed
nonlinear systems*
Antoine Chaillet1, Alexander Yu. Pogromsky2,3, Bjo¨rn S. Ru¨ffer4
Abstract— This paper provides sufficient conditions for the
incremental stability of time-delayed nonlinear systems. It relies
on the Razumikhin-Lyapunov approach, which consists in
invoking small-gain arguments by treating the delayed state
as a feedback perturbation. The results are valid for multiple
delays, as well as bounded time-varying delays. We provide
conditions under which the limit solution of a time-delayed
nonlinear system in response to a periodic (resp. constant) input
is itself periodic and of the same period (resp. constant). As an
illustration, a specific focus is given on a class of delayed Lur’e
systems.
I. INTRODUCTION
Lyapunov methods to study the asymptotic stability of an
equilibrium or a specific set have been the subject of a wide lit-
erature. Many applications require a stronger property, namely
that close initial conditions generate close solutions, that even-
tually converge to one another. This property is the key purpose
of the closely related notions of convergence [6], contraction
[17] and incremental stability [3]. The intimate correlation
between them has been underlined in the recent work [26].
These three properties have proved useful in several analysis
and control applications; examples include biological networks
[27], synchronization of oscillators [5], observer design [1],
output regulation [20], cooperative control of robots [4], and
symbolic modeling [23].
Several methods can be used to establish these properties in
practice. The historical ones rely on the study of the Jacobian
of the vector field [6], thus performing a local analysis to
guarantee global properties. This approach has been extended
to more general metrics in [17]. Other methods rely on the use
of an incremental Lyapunov function which vanishes whenever
the two considered states coincide [3], [26]. A link between
these two methodological families has recently been made in
[8], using the notion of Finsler-Lyapunov functions.
Nonetheless, in presence of delays, only few results exist to
establish incremental properties. A notable exception is [23],
which makes use of Lyapunov-Krasovskii functionals to estab-
lish incremental input-to-state stability (δ-ISS) of systems with
possibly time-varying delays. In view of the pervasive presence
of delays in economy, biology, neuroscience, communication
or transportation models [18], we here present a sufficient
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condition for a nonlinear time-delayed system to be uniformly
incrementally stable, thus complementing the existing works
on δ-ISS by imposing that the convergence rate be uniform
in the applied input. Our results rely on the Razumikhin-
Lyapunov approach [25], [11], which consists in treating the
delayed state as a feedback perturbation and in deriving small-
gain conditions for the overall system to preserve stability.
Following the steps of [29], [30], we provide a small-gain
condition on the associated incremental Lyapunov function
for a generic time-delay nonlinear system to be incrementally
stable.
The considered class of systems allows the vector field to
be time-varying, thus permitting the study of systems with
exogenous inputs. We invoke the fact that the notions of con-
vergence and incremental stability are equivalent for systems
involving in a compact set [26] to provide conditions under
which the delayed dynamics asymptotically tends to a limit
solution which is T -periodic provided that the applied input
is itself T -periodic. Similarly, these conditions ensure that the
response to a constant input also tends to a constant value.
These features pave the way towards a nonlinear frequency
analysis, with the notion of nonlinear Bode plot [21]. Our
results are valid for a wide class of nonlinear time-delayed
systems, and allow for multiple and time-varying delays, as
long as they are upper-bounded by a known constant.
Motivated by neuroscience applications, we then focus on
a class of Lur’e systems with multiple delays. We provide
explicit sector-bounded conditions on the nonlinearity to guar-
antee incremental stability of the system despite the presence of
delays. The obtained conditions are delay-independent, mean-
ing that the small-gain conditions ensure incremental stability
regardless of the length of the delays involved.
The paper is organized as follows. The necessary definitions
and the extension of the Razumikhin-Lyapunov approach to
incremental stability are presented in Section II. The result
concerning the T -periodic response to a T -periodic input is
provided in Section III. The analysis of Lur’e systems with
multiple delays is given in Section IV. All proofs are proposed
in Section V. Some conclusions and perspectives are provided
in Section VI.
Notation. Given x ∈ Rn and ε ≥ 0, B(x, ε) :=
{z ∈ Rn : |x− z| ≤ ε}, where |·| denotes the Euclidean
norm. Given two real numbers a < b, C([a, b]) denotes
the set of all continuous functions from [a; b] to R. This
notation extends to any interval of R. Given any θ ≥ 0,
the set C([−θ,+∞)) is equipped with the L∞ norm: for
each x ∈ C([−θ,+∞))n and any −θ ≤ t1 < t2,
‖x‖[t1;t2] := supt∈[t1;t2] |x(t)|. We will also write ‖x‖ :=
supt∈[−θ;+∞) |x(t)|. Given a signal q : R≥−θ → Rn and a
time instant t ∈ R≥0, (q)t denotes the signal defined as
(q)t :
{
[−θ; 0] → Rn
s 7→ q(t+ s).
A function α : R≥0 → R≥0 is of class K if it is continuous,
strictly increasing and zero at zero. It is of class K∞ if it is
of class K and unbounded. A function σ is of class L is is
continuous, non-increasing, and tends to zero as its argument
tends to infinity. A function β : R≥0×R≥0 → R≥0 belongs to
classKL if, given any t ≥ 0, β(·, t) ∈ K and, given any s ≥ 0,
β(s, ·) ∈ L.
II. A RAZUMIKHIN CONDITION FOR INCREMENTAL
STABILITY
We start by extending the Razumikhin approach to incre-
mental stability properties. We consider delayed nonlinear sys-
tems of the form
x˙(t) = f(t, x(t), (x)t), (1)
where f : R≥0×Rn×C([−θ; 0])n → Rn. We assume that the
image by f of any bounded set of R≥0 × Rn × C([−θ; 0])n is
a bounded set of Rn, and that f is Lipschitz continuous on any
compact set of R≥0 × Rn × C([−θ; 0])n.
We stress that the class of systems (1) includes systems
with arbitrarily large (but bounded) multiple delays. To see
this, it is sufficient to consider in the definition of (x)t any
constant θ larger that the greatest of the delays involved. These
discrete delays may be non-commensurate. Time-varying and
distributed delays are also covered.
Definition 1 (Incremental stability for time-delayed systems):
The system (1) is said to be uniformly incrementally stable if
there exists β ∈ KL such that, given any initial time t0 ∈ R≥0
and any two initial conditions ξ, ζ ∈ C([t0 − θ; t0])n, its
solutions satisfy, for all t ≥ t0,
|ϕ(t; t0, ξ)− ϕ(t; t0, ζ)| ≤ β
(‖ξ − ζ‖[t0−θ;t0], t− t0) .
Similarly to its non-delayed version [3], incremental stability
imposes that any two trajectories of (1) eventually tend to
one another, and that the maximum distance between them
during transients is somewhat proportional to the magnitude
of the difference between initial states. “Uniformly” is here
to be understood as the fact that the convergence rate β is
independent of the considered initial time t0. In the case when
the time-dependency of (1) results from the application of an
exogenous input, “uniformity” imposes that the convergence
rate be independent of the applied input. Hence, uniform incre-
mental stability should not be confused with incremental ISS
(δ-ISS, [3]), which allows solutions to converge to one another
up to a tolerance “proportional” to the input amplitude and for
which alternative approaches involving Lyapunov-Krasovskii
functionals already exist [23].
As recalled above, the Razumikhin approach to analyze
the stability of systems of the form (1) consists in treating
the delayed-state as a perturbation and in invoking small-gain
arguments to guarantee that its influence does not compromise
stability [25], [11], [29]. See also [28] for an application of this
method to synchronization analysis purposes. It therefore relies
on the study of the following non-delayed version of (1):
x˙(t) = f(t, x(t), w) (2)
where w ∈ C([−θ; +∞))n is an exogenous input. In the
whole paper, we will refer to the solution of the delayed system
(1) as ϕ, whereas the solution of the non-delayed system (2)
will be indicated by φ. The result below extends Razumikhin’s
approach to incremental stability.
Theorem 1: Assume that there exist a continuously differen-
tiable function V : R×Rn ×Rn → R≥0, class K∞ functions
α, α and κ, and a class K function ρ such that, for all t ∈ R≥0,
all x, y ∈ Rn, and all v, w ∈ C([−θ; +∞))n,
α(|x− y|) ≤ V (t, x, y) ≤ α(|x− y|) (3)
V (t, x, y) ≥ κ(‖v − w‖) ⇒ V˙ ≤ −ρ(|x− y|), (4)
where
V˙ :=
∂V
∂t
+
∂V
∂x
f(t, x, v) +
∂V
∂y
f(t, y, w).
Assume also that, for each t0 ∈ R≥0, (1) admits at least one
solution defined over R≥t0 and that the following small-gain
condition holds:
α−1 ◦ κ(s) < s, ∀s ∈ R>0. (5)
Then the delayed system (1) is uniformly incrementally stable.
This result basically states that if the non-delayed system
(2) is incrementally input-to-state stable [3] and the nonlinear
small-gain condition (5) holds, then the delayed system (1) is
uniformly incrementally stable, regardless of the nature and
size of the delays involved. The advantage of this approach lies
in the simplicity of its application, as only tools from finite-
dimensional systems are needed. Nonetheless, it does not allow
to derive delay-dependent conditions for incremental stability
and requires strong robustness properties of (2).
Theorem 1 is an immediate consequence of the following
two lemmas. The first one states that an explicit estimate of
the norm between two solutions can be obtained for the non-
delayed system (2) based on the knowledge of an incremental
Lyapunov function. This estimate takes the form of an upper
bound involving a vanishing transient function whose ampli-
tude is “proportional” to the difference between the considered
initial conditions and a term involving the amplitude of the
difference between the applied inputs.
Lemma 1: Assume that there exists a continuously differen-
tiable V : R≥0 × Rn × Rn satisfying, for all t ∈ R≥0, all
x, y ∈ Rn and all v, w ∈ C([−θ; +∞))n,
α(|x− y|) ≤ V (t, x, y) ≤ α(|x− y|) (6)
V (t, x, y) ≥ κ(‖v − w‖) ⇒ V˙ ≤ −ρ(|x− y|), (7)
with α, α, κ ∈ K∞ and ρ ∈ K. Then there exists β ∈ KL
such that the solutions of (2) satisfy, for all t ≥ t0 ≥ 0, all
x0, y0 ∈ Rn and all v, w ∈ C([−θ; +∞))n,
α(|φ(t; t0, x0, v)− φ(t; t0, y0, w)|) ≤
max
{
β(|x0 − y0| , t− t0) ; κ(‖v − w‖[t0;+∞))
}
. (8)
For the sake of completeness, we give the proof of this result
in Section V-A. However, we stress that its only contribution
with respect to similar statements existing in the literature, in-
cluding non-incremental or time-invariant versions, is to make
an explicit link between the lower bound α on V and the supply
rate κ (cf. (6) and (7)), and the functions involved in the state
estimate (8).
The second lemma is the key step in the proof of Theorem
1. It links the incremental properties of the delayed system (1)
and the non-delayed system (2).
Lemma 2: Assume that there exists β ∈ KL and α, κ ∈
K∞ such that, for all x0, y0 ∈ Rn, all t0 ∈ R≥0 and all v, w ∈
C([−θ; +∞))n, the solutions of the non-delayed system (2)
satisfy, for all t ≥ t0,
α (|φ(t; t0, x0, v)− φ(t; t0, y0, w)|) ≤ (9)
max
{
β(|x0 − y0| , t− t0) ; κ(‖v − w‖[t0;+∞))
}
. (10)
Assume further that
α−1 ◦ κ(s) < s, ∀s ∈ R>0. (11)
Suppose finally that (1) admits at least one solution defined
over R≥t0 . Then the delayed system (1) is forward complete
and there exists βˆ ∈ KL such that its solutions satisfy, for all
ξ, ζ ∈ C([t0 − θ; t0])n and all t ≥ t0,
|ϕ(t; t0, ξ)− ϕ(t; t0, ζ)| ≤ βˆ
(‖ξ − ζ‖[t0−θ;t0], t− t0) .
This result is an extension of [30, Theorem 1] to incremental
properties. Its proof is provided in Section V-B.
III. RESPONSE TO PERIODIC OR CONSTANT INPUTS
As recently stressed in [26], a tight link exists between
incremental stability and the notion of convergence. The latter,
based on the original ideas of Pliss [22] and Demidovich [6],
ensures the existence of a bounded “steady-state” solution to
which all other solutions asymptotically converge: see [20]
for details. This notion can be straightforwardly extended to
delayed systems as follows.
Definition 2 (Convergence for time-delayed systems): The
delayed system (1) is said to be uniformly convergent if all its
solutions ϕ(·; t0, ξ) exist over [t0; +∞) for all t0 ∈ R and all
ξ ∈ C([t0 − θ; t0])n and there exist a function β ∈ KL and
a unique solution x¯ : R → Rn, defined and bounded over R,
such that, for all t0 ∈ R and all ξ ∈ C([t0 − θ; t0])n,
|ϕ(t; t0, ξ)− x¯(t)| ≤ β
(‖ξ − x‖[t0−θ;t0], t− t0) , ∀t ≥ t0.
As already stressed, the time-dependency of (1) may arise
from the application of an exogenous input. In that case, a
noteworthy feature of uniformly convergent dynamics is the
property that the response to any periodic input asymptotically
tends to a periodic solution of the same period. Similarly, if
the input is constant, then the state of a convergent system
asymptotically converges to a constant value. This feature,
shared by all stable linear time-invariant systems, is far from
being common among nonlinear systems. It opens the door to
an extension of frequency response analysis, with the notion of
nonlinear Bode plot introduced in [21].
Convergence and incremental stability happen to be equiv-
alent if solutions evolve on a compact set. This fact has been
recently proven in [26] for non-delayed systems and can be
readily adapted to time-delayed system. The proof is presented
in Section V-C.
Proposition 1: Assume that the solutions of the time-
delayed system (1) all converge to a compact forward invariant
set ofRn, then (1) is uniformly incrementally stable if and only
if it is uniformly convergent.
Based on this observation, the following statement provides
conditions under which the limit response of a uniformly
incrementally stable system to a periodic input is itself periodic
of the same period. Its proof is provided in Section V-D.
Proposition 2: Assume that the delayed nonlinear system
(1) is uniformly incrementally stable and that the vector field
f(·, x, y) is periodic of period T ≥ 0 for any fixed x ∈ Rn
and any fixed y ∈ C([−θ; +∞))n. Assume further that there
exists a compact set M ⊂ Rn forward invariant for (1).
Then there exists a T -periodic signal x¯ ∈ C([−θ; +∞))n
and a KL function β such that, for all t0 ∈ R≥0 and all
ξ ∈ C([t0 − θ; t0])n, the solutions of (1) satisfy
|ϕ(t; t0, ξ)− x¯(t)| ≤ β
(‖ξ − x¯‖[t0−θ;t0], t− t0) , ∀t ≥ t0.
In particular, if f is independent of t, then the globally asymp-
totically stable steady-state solution x¯ is constant.
Since the time-dependency of the vector field f typically
arises from the application of an exogenous signal, the above
result basically states that the limit solution of a uniformly
incrementally stable system evolving on a forward invariant
set (hence, convergent) in response to any T -periodic (resp.
constant) input is itself T -periodic (resp. constant). This feature
is illustrated by the example presented next.
IV. APPLICATION TO LUR’E SYSTEMS WITH MULTIPLE
DELAYS
One of the motivations for the present study was the pos-
sibility to analyze the generation of pathological oscillations
within a network of interconnected neuronal populations in the
context of Parkinson’s disease. More precisely, it is well estab-
lished [12] that the motor symptoms of Parkinson’s disease are
directly linked to the strength of beta oscillations (13-30Hz)
in the subthalamic nucleus (STN), which is a neuronal struc-
ture interconnected with other brain zones including global
pallidus pars externa (GPe), cortex, striatum, and possibly
pedunculopontine nucleus (PPN). Recent works [14], [19], [10]
have demonstrated that the interconnection strength and the
propagation delays between these populations (mainly, STN,
GPe and PPN) may generate cerebral oscillations. However,
the methods used in those reference did not allow to tackle
simultaneously both nonlinearities and delays.
The following result is a first step in that direction as it
establishes conditions for the incremental stability of a wider
class of systems, namely:
x˙ = Ax+ g(t, (x)t) (12)
where A ∈ Rn×n and the nonlinearity g = (g1, . . . , gn)T :
R≥0 × C([−θ; +∞))n is of the form
gi(t, (x)t) = Si
ui(t) + n∑
j=1
cijxj(t− δij)
 , (13)
where cij ∈ R and δij ∈ [0; θ] for all i, j ∈ {1, . . . , n}, for
some θ > 0. This class of systems indeed encompasses the
firing-rate models used in [14], [19], [10].
We stress that, for this system, the only explicit time-
dependency results from the action of the input u =
(u1, . . . , un)
T .
Systems of the form (12)-(13) are a delayed version of Lur’e
systems, which have been the object of a wide literature: see
for instance [2], [7], [16]. In particular, a first study of the
incremental properties of Lur’e systems (in the absence of
delays) was provided in [31]. See [15] for a study of Lur’e
systems using ISS small-gain arguments. See also [24] for an
absolute stability criterion of delayed linear systems affected by
a non-delayed nonlinearity, and [13] for an LMI-based analysis
allowing for delays in the nonlinearity. This section provides
conditions under which (12)-(13) is incrementally stable and
asymptotically responds to a periodic (resp. constant) input u
with a periodic (resp. constant) state. It relies on the following
two assumptions. The first one requires the matrix A to be
Hurwitz.
Assumption 1: There exist two symmetric positive definite
matrices P,Q ∈ Rn×n such that ATP + PA ≤ −Q.
The second one imposes a sector bound on the nonlinearity g.
Assumption 2: For each i ∈ N≤n, the function Si is globally
Lipschitz with Lipschitz constant σi ∈ R≥0, that is:
|Si(ν1)− Si(ν2)| ≤ σi |ν1 − ν2| , ∀ν1, ν2 ∈ R.
We stress that, even though the results of Sections II and III
are valid for locally Lispchitz dynamics, the functions Si are
here assumed to be globally Lipschitz; the values of the Lips-
chitz constants σi are indeed instrumental for the incremental
stability of (12) (see condition (15) below).
The main result of this section is summarized by the follow-
ing statement.
Proposition 3: Under Assumptions 1 and 2, let
pm := min|x|=1
|Px| , pM := max|x|=1 |Px| ,
and let λ0 ≥ 0 denote the smallest solution of the algebraic
equation
det(P − λQ) = 0. (14)
If the following condition is satisfied:√√√√√ n∑
i=1
σi n∑
j=1
|cij |
2 < pm
2pMλ0
, (15)
then the system (12)-(13) is uniformly incrementally stable
for all bounded inputs u ∈ C([0; +∞))n. Furthermore, if
the functions Si, i ∈ {1, . . . , n}, are bounded then, for any
periodic input u ∈ C([0; +∞))n, all its solutions tend to a
periodic solution of same period. Finally, if the input u is
constant, then (12)-(13) admits a unique equilibrium which is
globally asymptotically stable.
We stress that the conservatism of condition (15) may
strongly depend on the choice of the matrices P and Q.
Numerical investigations may be used to tighten this bound.
Remark 1: Condition (15) can be replaced by√√√√√ n∑
i=1
σi n∑
j=1
|cij |
2 < pmqm
2p2M
, (16)
where qm := min|x|=1 |Qx|. This condition is more conser-
vative than (15), but does not require to solve the algebraic
equation (14).
The detailed application of the present work to the brain
oscillations analysis in Parkinson’s disease will be the subject
of a future work, based on theoretical advances presented here.
They are expected to provide conditions for the generation of
pathological oscillations by taking into account both delays
and nonlinearities. The possibility to exploit nonlinear Bode
plots [21] will constitute a particularly relevant tool in order to
estimate the frequency spectrum that is preferentially amplified
by the network of neuronal populations, thus characterizing the
nature of the generated oscillations.
V. PROOFS
A. Proof of Lemma 1.
Given any x0, y0 ∈ Rn, any t0 ∈ R≥0,
and any v, w ∈ C([−θ; +∞))n, let V(·) :=
V (·, φ(·; t0, x0, v), φ(·; t0, y0, w)) everywhere it exists.
Note that the regularity assumptions made on the vector field
f guarantee the existence of V on an open interval containing
t0 [11]. Let also a := κ(‖u− v‖[t0;∞)). Then (7) implies that
V(t) ≥ a ⇒ V˙(t) ≤ −ρ(V(t)).
This inequality guarantees the boundedness of V , and conse-
quently its existence over [t0;∞). It also ensures that, given
any t∗ ≥ t0,
V(t∗) ≤ a ⇒ V(t) ≤ a, ∀t ≥ t∗. (17)
Let τ := inf{t ≥ t0 : V(t) ≤ a} ∈ R≥t0 ∪ {∞}. Then it
holds that V˙(t) ≤ −ρ(V(t)) for all t ∈ [t0; τ ]. The comparison
lemma together with [16, Lemma 4.4] then ensure the existence
of a KL function β0 such that
V(t) ≤ β0(V(t0), t− t0); ∀t ∈ [t0; τ).
Noticing that, by continuity of solutions, V(τ) = a, we get
from (17) that
V(t) ≤ a, ∀t ≥ τ.
Combining the last two bounds and recording the definition of
a yields, for all t ≥ t0,
V(t) ≤ max{β0(V(t0), t− t0) ; κ(‖u− v‖[t0;∞))} .
Using (6), we finally obtain (8) by picking β as theKL function
defined by β(s, t) := β0(α(s), t) for all s, t ≥ 0.
B. Proof of Lemma 2.
We recall that the symbol ϕ is used to denote the solutions of
the delayed system (1), while the solutions of the non-delayed
system (2) are denoted by φ. First notice that, due to causality,
(9) can be rewritten as
α (|φ(t; t0, x0, v)− φ(t; t0, y0, w)|) ≤ (18a)
max
{
β(|x0 − y0| , t− t0) ; κ(‖v − w‖[t0;t])
}
. (18b)
Consider any t0 ∈ R≥0 and any ξ, ζ ∈ C([t0 − θ; t0])n. Let
T1(t0, ξ), T2(t0, ζ) ∈ R≥0 ∪ {∞} be such that [t0; t0 + T1]
and [t0; t0 + T2] are the maximal intervals of existence of
ϕ(·; t0, ξ) and ϕ(·; t0, ζ), and let T¯ := min{T1, T2}. By
classical considerations on the existence of solutions of time-
delayed systems (cf. [11, Theorem 2.1]), it then holds that T¯ ∈
R>0 ∪{∞}. For notation compactness, let ϕξ(·) := ϕ(·; t0, ξ)
and ϕζ(·) := ϕ(·; t0, ζ) over their respective maximal intervals
of existence.
By picking x0 = ξ(t0) and y0 = ζ(t0), the solutions of (1)
and (2) satisfy, for all t ∈ [t0; t0 + T¯ ],
ϕξ(t) = φ(t; t0, x0, (ϕξ)t)
ϕζ(t) = φ(t; t0, y0, (ϕζ)t).
In view of (18), we then have that, for all t ∈ [t0; t0 + T¯ ],
α (|ϕξ(t)− ϕζ(t)|) ≤ max
{
β(|ξ(t0)− ζ(t0)| , t− t0) ;
κ(‖(ϕξ)t − (ϕζ)t‖[t0;t])
}
,
which yields
α (|ϕξ(t)− ϕζ(t)|) ≤ max
{
β(|ξ(t0)− ζ(t0)| , t− t0) ;
κ(‖ϕξ − ϕζ‖[t0−θ;t])
}
. (19)
α being a class K∞ function, this ensures that
‖ϕξ − ϕζ‖[t0;t0+T¯ ] ≤ max
{
α−1 ◦ β(|ξ(t0)− ζ(t0)| , 0);
α−1 ◦ κ(‖ϕξ − ϕζ‖[t0−θ;t])
}
.
Recalling that ϕξ(t) = ξ(t) and ϕζ(t) = ζ(t) for all t ∈
[t0 − θ; t0], and taking the supremum of the above bound over
[t0; t], we get that
‖ϕξ − ϕζ‖[t0;t] ≤ max
{
α−1 ◦ β(|ξ(t0)− ζ(t0)| , 0) ;
α−1 ◦ κ(‖ξ − ζ‖[t0−θ;t0]) ; α−1 ◦ κ(‖ϕξ − ϕζ‖[t0;t])
}
.
By the small gain condition (11), this necessarily implies that
‖ϕξ − ϕζ‖[t0;t] ≤ max
{
α−1 ◦ β(|ξ(t0)− ζ(t0)| , 0) ;
α−1 ◦ κ(‖ξ − ζ‖[t0−θ;t0])
}
and we obtain that
‖ϕξ − ϕζ‖[t0;t] ≤ σ0(‖ξ − ζ‖[t0−θ;t0]) (20)
where σ0 denotes the class K function defined as σ0(s) :=
max{α−1 ◦ β(s, 0);α−1 ◦ κ(s)}.
By assumption, at least one trajectory of (1) exists at all
times t ≥ t0. Applying the above bound by considering this
particular forward complete solution and any other solution of
the system ensures that all solutions of (1) exist at all times
t ≥ t0, meaning that T¯ = ∞. In particular, (19) holds for all
time t ≥ t0 and can be equivalently written as
α (|ϕξ(t)− ϕζ(t)|) ≤ max
{
β(|ϕξ(t0)− ϕζ(t0)| , t− t0) ;
κ(‖ϕξ − ϕζ‖[t0−θ;t])
}
. (21)
Consequently, considering t0 + (t− t0)/2 = (t+ t0)/2 as the
initial time in this equation ensures that
α (|ϕξ(t)− ϕζ(t)|) ≤
max
{
β(|ϕξ((t+ t0)/2)− ϕζ((t+ t0)/2)| , (t− t0)/2) ;
κ(‖ϕξ − ϕζ‖[t0+(t−t0)/2−θ;t])
}
.
In view of (20), this gives
α (|ϕξ(t)− ϕζ(t)|) ≤ max
{
β
(
σ0(‖ξ − ζ‖[t0−θ;t0]),
t− t0
2
)
;
κ(‖ϕξ − ϕζ‖[t0+(t−t0)/2−θ;t])
}
.
In the case when t ≥ t0 + 4θ, the above bound ensures that
α (|ϕξ(t)− ϕζ(t)|) ≤max
{
β
(
σ0(‖ξ − ζ‖[t0−θ;t0]),
t− t0
2
)
;
κ(‖ϕξ − ϕζ‖[t0+(t−t0)/4;t])
}
. (22)
Now, consider the function defined for all s, t ∈ R≥0 by
β¯(s, t) := max{σ0(s)e1−t/4θ;β(σ0(s), t/2)}.
Recalling that σ0 ∈ K, it can be seen that the function β¯ is a
KL function and it holds for all s ∈ R≥0 that
β¯(s, t) ≥ β(σ0(s), t/2), ∀t ≥ 0 (23)
β¯(s, t) ≥ σ0(s), ∀t ≤ 4θ. (24)
Based on this and (22), we obtain that for all t ≥ t0,
α (|ϕξ(t)− ϕζ(t)|) ≤max
{
β¯
(‖ξ − ζ‖[t0−θ;t0], t− t0) ;
κ(‖ϕξ − ϕζ‖[t0+(t−t0)/4;t])
}
. (25)
We claim that this ensures that limt→∞ |ϕξ(t)− ϕζ(t)| =
0. To see this assume the contrary, that is:
lim supt→∞ |ϕξ(t)− ϕζ(t)| > 0. In view of (20), this
quantity would necessarily be finite: in other words, there
would exist ε > 0 such that
lim sup
t→∞
|ϕξ(t)− ϕζ(t)| = ε. (26)
In particular, there would exist an increasing time sequence
{tk}k∈N, satisfying limk→+∞ tk = +∞, such that
lim
k→∞
|ϕξ(tk)− ϕζ(tk)| = ε.
Consequently, it would also hold that
lim sup
k→∞
‖ϕξ − ϕζ‖[t0+(tk−t0)/4;tk] ≥ ε.
In view of (26), it would necessarily follow that
lim sup
k→∞
‖ϕξ − ϕζ‖[t0+(tk−t0)/4;tk] = ε.
This together with (25) and the fact that β¯ ∈ KL would then
imply that α(ε) = κ(ε), which contradicts the small-gain
condition (11). We conclude that, as claimed,
lim
t→∞ |ϕξ(t)− ϕζ(t)| = 0. (27)
Since the above reasoning holds uniformly in t0, we conclude
that, given any ξ, ζ ∈ C([t0 − θ, t0])n, there exists a function
ηξ,ζ ∈ L such that
|ϕξ(t)− ϕζ(t)| ≤ ηξ,ζ(t− t0), ∀t ≥ t0.
Considering any function η¯ : R≥0 × R≥0 → R≥0 satisfying
η¯(s, t) ≥ max
‖ξ−ζ‖≤s
ηξ,ζ(t), ∀s, t ≥ 0,
let the function βˆ defined as
βˆ(s, t) := min {σ0(s) ; η¯(s, t)} , ∀s, t ≥ 0.
In view of (25), the function η¯(·, t) can be picked as a contin-
uous function for all t ∈ R≥0. It follows that βˆ ∈ KL and it
holds from (25) that, for all t ≥ t0,
|ϕξ(t)− ϕζ(t)| ≤ βˆ
(
‖ϕξ − ϕζ‖[t0−θ;t0] , t− t0
)
,
which concludes the proof.
C. Proof of Proposition 1
The proof is itself based on the following lemma, which
follows along the lines of [31, Lemma 2]. It establishes the
existence of a forward and backward complete solutions for
delayed systems admitting a forward invariant set.
Lemma 3: Let M ⊂ Rn be a forward invariant compact set
for system (1). Then there is a solution to (1) that evolves in M
and is defined for all times t ∈ R.
Proof: [Sketch] Let M denote the set of all functions
of C([−θ; 0])n taking value in M . For each k ∈ N, let
Fk :=
⋃
ξ∈M ϕ(0;−k, ξ). Clearly, we have that F0 ⊂ M .
In addition, it holds that Fk+1 ⊂ Fk for all k ∈ N. It follows
in particular that Fk ⊂ M for all k ∈ N. Furthermore, the sets
Fk being all closed and nested, the set
⋂
k≥0 Fk is nonempty.
Following the reasoning in the proof of [31, Lemma 2], we
conclude that there exists a solution x(·) that is defined for all
times t ∈ R, satisfying φ(0) ∈ ⋂k∈N Fk, and by construction
taking values only in M .
Now, assume that the system (1) is uniformly incrementally
stable. Invoking Lemma 3, it admits a solution x(·) which
is bounded and defined for all times. It then follows from
Definition 1 that there exists β ∈ KL such that, for all t0 ∈ R
and all ξ ∈ C([t0 − θ : t0])n,
|ϕ(t; t0, ξ)− x(t)| ≤ β(‖ξ − x‖[t0−θ;t0], t− t0), ∀t ≥ t0,
which establishes uniform convergence.
Conversely, if (1) is uniformly convergent on a compact set
M , then it is also uniformly incrementally stable on M : this
follows by a reasoning very similar to that employed in [26,
proof of Theorem 8].
D. Proof of Proposition 2
In view of Proposition 1, the system (1) is uniformly con-
vergent. We therefore proceed as in the proof of [20, Property
2.23]. Let x¯ : R→ Rn be the bounded steady-state solution of
Definition 2, and let x˜ be defined as x˜(t) := x¯(t + T ) for all
t ∈ R. Then x˜ is a solution of
x˙(t) = f(t+ T, x, (x)t) = f(t, x, (x)t),
where the second equality comes from the T -periodicity of
the vector field f . Consequently, x¯ and x˜ are two solutions of
(1) that are bounded over R. However, invoking1 [20, Prop-
erty 2.15], the steady-state solution of a uniformly convergent
system is unique. This shows that x˜(t) = x¯(t + T ) = x¯(t)
for all t ∈ R, meaning that the signal x¯ to which all solutions
converge is a T -periodic signal.
1That result is actually stated for non-delayed systems, but it extends
straightforwardly to time-delayed systems.
E. Proof of Proposition 3
To establish Proposition 3, we make use of Theorem 1. To
that aim, consider the non-delayed system associated to (12):
x˙(t) = Ax(t) + g(t, v), (28)
where v ∈ C([−θ; +∞))n denotes an exogenous input. Let
V (x, y) := (x − y)TP (x − y) for all x, y ∈ Rn, where the
matrix P ∈ Rn×n satisfies Assumption 1. Then (3) holds with
α(s) = pms
2, α(s) = pMs
2, ∀s ∈ R≥0, (29)
and straightforward computations yield for all v, w ∈
C([−θ; +∞))n and all t ∈ R≥0,
V˙ :=
∂V
∂x
(Ax+ g(t, v)) +
∂V
∂y
(Ay + g(t, w))
= (x− y)T [ATP + PA](x− y)
+ 2(x− y)TP [g(t, v)− g(t, w)].
In view of Assumption 1, this gives
V˙ ≤ −(x− y)TQ(x− y) + 2pM |x− y| |g(t, v)− g(t, w)| .
(30)
We now invoke the following result, which can be found in [9,
Chapter X-6].
Lemma 4: [9] For any matrices P,Q ∈ Rn×n, with Q
positive definite, it holds that
min {λ ∈ R : det(P − λQ) = 0} = min
x∈Rn
xTPx
xTQx
.
With this lemma, it follows from (14) and (30) that
V˙ ≤ − 1
λ0
V + 2pM |x− y| |g(t, v)− g(t, w)| . (31)
Moreover, it holds that
|g(t, v)− g(t, w)| =
[
n∑
i=1
|gi(t, v)− gi(t, w)|2
]1/2
(32)
with
|gi(t, v)− gi(t, w)| =
∣∣∣Si(ui(t) + n∑
j=1
cijvj(t− δij)
)
− Si
(
ui(t) +
n∑
j=1
cijwj(t− δij)
)∣∣∣.
Exploiting Assumption 2, this gives
|gi(t, v)− gi(t, w)| ≤σi
∣∣∣∣∣∣
n∑
j=1
cij
(
vj(t− δij)− wj(t− δij)
)∣∣∣∣∣∣
≤σi‖v − w‖
n∑
j=1
|cij | .
Plugging this into (32) provides the following bound:
|g(t, v)− g(t, w)| ≤ `‖v − w‖,
where
` :=
√√√√√ n∑
i=1
σi n∑
j=1
|cij |
2. (33)
Going back to (31), it follows that
V˙ ≤ − 1
λ0
V + 2pM ` |x− y| ‖v − w‖.
Now, from (15) and (33), there exists  > 0 such that
κ0 :=
(2pMλ0`(1 + ))
2
pm
< pm. (34)
With this constant, straightforward computations lead to
V ≥ κ0‖v − w‖2 ⇒ V˙ ≤ − 
λ0(1 + )
V,
which makes (4) satisfied with ρ(s) = pms2/λ0(1 + ) and
κ(s) = κ0s
2 (35)
for all s ∈ R≥0. In view of (34), it holds that κ0 < pm
which, in view of (29) and (35) make the small-gain condition
(5) satisfied. Theorem 1 thus guarantees that (12) is uniformly
incrementally stable.
Finally, assume that the functions Si are bounded, and let
S¯ > 0 be any constant satisfying |Si(r)| ≤ S¯ for all
i ∈ {1, . . . , n}. Consider the Lyapunov function candidate
W (x) := xTPx. Then, in view of Assumption 1 it holds that
W˙ ≤ −qm |x|2 + 2
√
npM S¯ ≤ − qm
pM
W (x) + 2
√
npM S¯.
Consequently, it holds that
W (x) ≥ 2
√
np2M S¯
qm
⇒ W˙ ≤ 0,
which ensures the forward invariance of the compact set
M =
{
x ∈ Rn : W (x) ≤ 2
√
np2M S¯
qm
}
.
The fact that, in response to any T -periodic (resp. constant)
input u the state x asymptotically converges to a T -periodic
(resp. constant) solution is then a direct consequence of Propo-
sition 2.
VI. CONCLUSION AND PERSPECTIVES
We have adapted the Razumikhin-Lyapunov approach to
provide conditions under which nonlinear delayed systems are
incrementally stable. The considered class of systems includes
time-varying dynamics, thus allowing to consider the influ-
ence of exogenous inputs (as long as the incremental stability
holds uniformly in the input signal). It encompasses systems
with multiple, possibly time-varying, bounded delays. We also
deduced conditions under which the limit solution of such a
system is T -periodic when the considered input is itself T -
periodic. These results have been applied to Lur’e systems
with multiple delays, which constitutes a promising soil for
the analysis of pathological oscillations in the firing-rate of
neuronal populations.
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