Abstract-In the second part of this two-part paper, we derive approximations to the signal-to-interference plus noise power ratio (SINR) attainable by PCC, SCC, and windowing and compare their performances in terms of SINR. We also derive an asymptotically optimal window and discuss the optimality of the triangular window for ICI reduction. Finally, we derive approximations to bit-errorrate (BER) attainable by SCC and cyclic cancellation coding (CCC) when optimal combining is used at the receiver and compare these approximations with simulation results. We also discuss the relationships between these ICI mitigation schemes and other transmission schemes.
I. INTRODUCTION
The Doppler (frequency) spread and carrier frequency offset (CFO) cause intercarrier interference (ICI) in an orthogonal frequency-division multiplexing (OFDM) system and severely affects the bit-error-rate (BER) behavior of the system. Thus, there have been proposed many ICI suppression schemes, among which Nyquist windowing, polynomial cancellation coding (PCC), and symmetric cancellation coding (SCC) are simple and yet effective schemes. In the first part of this two-part paper, we reviewed those schemes and discussed some of known results between them.
In this second part of the two-part paper, we derive approximations to the signal-to-interference plus noise power ratio (SINR) and BER expressions for PCC, SCC, and receiver windowing applied to uncoded OFDM systems. Especially, we derive the optimal window for receiver windowing that minimizes SINR under the condition that the Doppler spread and CFO are sufficiently small. The optimal window is a double jump Nyquist window and approaches to the triangular window as the large signal-to-noise power ratio (SNR) decreases. This result supports the observations in [1] and in [2] . Based on the derived SINR approximations, we compare these schemes in terms of SINR and BER. In the last half of this part, we derive BER approximations for the diversity schemes, SCC and CCC, and compare with PCC and windowing in terms of BER. The results reveal the effectiveness of the diversity schemes compared to the self-ICI-cancellation schemes, which has not been fully recognized.
In the followings, all the references preceded by "I-" are those found in the first Part.
The rest of this second part of the two-part paper is organized as follows. In Section II, we prepare some preliminaries and, in Section III, we calculate SINR approximations for the respective self-ICI-cancellation and windowing schemes and compare their performances. In Section IV, we consider two diversity schemes for ICI mitigation and give BER approximations. Section V is the conclusion.
II. PRELIMINARIES
We consider OFDM-based signals of symbol period T (sec) {x k } sampled in sampling period T s = T N , where N is the number of subcarriers and is assumed to be an even integer.
The channel is a discrete-time, time-variant multipath Rayleigh fading channel
where w k is the discrete-time, complex-valued white Gaussian noise with variance σ
We assume the wide-sense stationary and uncorrelated scattering (WSSUS) model for the fading processes [3] , [4] , [5] . In practice, however, there is a CFO between the transmitter and receiver local oscillators, and we assume that the channel coefficients h k, are circularly symmetric (CS) Gaussian random processes [6] satisfying where a n is the transmitted data symbol, A(n) is its complex amplitude, I(n) is the ICI term, and W (n) is the noise term. If a n are mutually independent random variables with zero mean and variance E |a n | 2 = E s , then SINR is given as
We employ, in the following discussions, the Gaussian interference assumption that the interference I(n) is well approximated by a CS Gaussian random variable independent of A(n). Moreover, different schemes are compared on the basis of the fixed total transmit power for the same bandwidth.
We let
and let its power spectrum density ( 
It is not difficult to show
In the following discussions, we assume
(3) We also introduce the following spectral functions
We note that P * 
III. ASYMPTOTIC ANALYSIS OF PCC, SCC, AND WINDOWING

A. Normal OFDM
In the first part, it is shown that
and, for
1 We can not specify how large (or small) N (or S i ) should be since derivations are complex, but can only claim it should be sufficiently large (or small). From the WSSUS assumption (1), the power of A m,n given in (7) is calculated as
Then, the power of the signal coefficient is
According to
Thus, the interference power is given by
The noise power is E |W n | 2 = N o . Thus, if we let the signal-to-noise ratio (SNR)γ
, then the SINR of the normal OFDM is given as
where the last approximation follows from Lemma A1 in Appendix I and Assumption (3). This approximation agrees with those in [7] and [8] .
B. PCC-OFDM
In the first part, it is shown that, for W n given in (6),
Thus, the power of the signal coefficient is calculated as
On the other hand, the sum of all the powers of coefficients is calculated, from the identity
We assume that
Then, applying Lemma A1 in Appendix I to (9), we have
On the other hand, from the approximation (31) in Appendix I and assumption (9), we have
Thus, the interference power is approximated as
The noise power is E |W
Thus, the SINR is approximated as
where we let E s = 2E s .
C. SCC-OFDM
For SCC, we first consider a flat fading channel (L = 1) and subtraction combining with φ
. For a frequency-selective fading channel, only the result is given for the subtraction combining later since the result is not promising in spite of complicated analysis.
2 For a relatively small delay spread, the first approximation hold as seen in Fig. 8 , while the second approximation holds for N larger than several tens.
On the other hand, from the identity
we have
where, in the second equality, we used
On the other hand, from (11) and (12) , the interference power is approximated as 
where the first approximation comes from Lemma A1 and Lemma A2 in Appendix I and the second approximation is shown in Appendix II. The noise power is E |W S (n)| 2 = N o . Therefore, the SINR is given by
where we let E s = 2E s . This indicates that SCC-OFDM shows a performance superior to PCC-OFDM over the flat fading channel. For a frequency-selective fading channel, we can show, for
) are comparable to one, which is the case in general, the the above SINR is better by only several dBs than the SINR (8) of the normal OFDM, which is observed also in simulation. The derivation of the above SINR expression is, however, omitted in this paper since the result is not very much encouraging.
D. Preliminary comparisons
Before proceeding further, we compare the exact calculations, approximations obtained above, and simulation results.
In Fig. 1 , we show the signal-to-interference ratio (SIR), the SINR for SNR = ∞, of the normal OFDM, PCC-OFDM, and SCC-OFDM with N = 1024 over a four-path fading channel with power-delay profile (PDP) {p } = {0.342, 0.271, 0.216, 0.171}, which is a truncated and normalized exponential PDP with the root-meansquare (RMS) delay spread approximately T s . In the In Fig. 2 , we show the SIR profiles of SCC-OFDM as functions of subcarrier index for the same parameters as the previous figure. In the simulation, we used the sum-ofsinusoid algorithm [4] for fading process generation for all the cases and obtained the average interference power at each subcarrier position. The SIR profiles considerably vary at the both sides and this seems to explain the discrepancy found in Fig. 1 . Thus, we may conclude that the approximation is almost exact in this range of f D T .
In Fig. 3 , we show the SIR of the normal OFDM, PCC-OFDM, and SCC-OFDM with N = 1024 over a single-path, constant frequency offset channel with
. Since fading is not considered, the match between the exact calculation and simulation is quite well. In this figure, f O T is varied up to 0.5 and, as we can see, the exact calculations and approximations agree with each other up to f O T approximately 0.15. Since SIR is independent of the ICI distribution, this conclusion is considered to carry over for f D T .
It is interesting to compare approximation to SCC-OFDM may be used for DCT-OFDM up to f O T = 0.07.
In Fig. 4 , we compare the average BERs calculated from the SINR approximation and the approximation (I-5) and those obtained by simulation over the fourpath Rayleigh fading channel assumed in Fig. 1 . In this simulation, we let N = 128 and f D T = 0.00128, 0.0473, for which the SINR approximation is almost exact. QPSK is assumed for th PCC-OFDM and SCC-OFDM while BPSK is assumed for the normal OFDM to make data rate the same. The approximations and simulation results match well for the normal OFDM while, for the PCC-OFDM and SCC-OFDM, there are small gaps between them at a large SNR.
From these preliminary results, we may conclude that the SINR approximations are almost exact for f D T and f O T less than 0.1 and are useful to estimate the expected BER.
E. Nyquist windowing
We consider a symmetric Nyquist window of roll-off ρ and window length N in Fig However, we analyze the performance of windowing at the receiver only as in [1] and [2] . Only numerical results are given for windowing at both transmitter and receiver.
1) Windowing at the receiver: In the first part, it is shown that
Thus, it is not difficult to see that the power of the respective terms are given as
where we used the identity (I-13) in the last equality.
2) Triangular windowing at the receiver:
We first consider the performance of the triangular window
In Appendix II-.2, we show the following approximation.
(18) Substituting the above approximation and the identity
into (17) and applying the approximation (31) in Appendix I, we have
The noise power (16) is, from (19) , approximated by
Therefore, the SINR of the triangular-windowed OFDM is given by
where we let E s = 2E s since the utilized subcarriers are halved. Compared to PCC and SCC, there are SNR loss of the factor of 3 4 . 3) Optimal windowing at the receiver: We next consider an optimal window and show that, for ρ = 1, the optimal window coincides with the triangular window at the limit of large SNRs.
We first consider an optimal window that minimize the noise and interference terms. Later, this window is shown to minimize the SINR, too. To make notations simple, we let µ = N NS . From (16) and (17), the interference plus noise power is written as, for 0 ≤ n < N ,
The symmetric Nyquist window {g k } is determined if its shape is given for 0 ≤ k < ρ 4 N . Thus, we consider
4 N = 0, and represent a Nyquist window of length N as
By direct calculation, then, we can show the following identity.
The next lemma, which is proved in Appendix III, gives an approximation of E A W (n) 2 .
Lemma 1:
The following approximation holds.
Using the expression (23) with terms proportional to N −1 W omitted and then applying Lemma 1 to (21), we can approximate the interference plus noise power as
where we letp k = p ρ 4 N −k . Then, after some calculations, we have
Thus, the interference plus noise power is minimized for
. Now, let E s = µE s . Then, we have the optimal Nyquist window
This expression coincides with (8) for the normal OFDM when ρ = 0 (µ = 1) and it is not difficult to see that this expression approaches to the expression (20) for the triangular window when ρ = 1 (µ = 2) andγS 2 is very large, except for the term including S 4 . Fig. 5 gives an example of the optimal window for γS 2 = 20 and ρ = (solid) and for γ = ∞ and ρ = 1 (hatched) quite similar behavior to the optimal window obtained in [10] for a channel only with a CFO. Since no closed form expression for the optimal solution is given in [10] , however, we can not compare these solutions directly. In this respect, it is quite interesting to compare our solution with the Franks' double-jump spectrum [11] proposed for pulse waveform design under phase noise and timing jitter.
The triangular window and, as its generalization for ρ < 1, a trapezoidal window are considered in [2] . In Fig. 6 , we compare the theoretical performance of the optimal window and the trapezoidal (triangular) window. For ρ = 1, although the triangular window is optimal only when ρ = 1 andγ = ∞, the cost of using the triangular window for a finiteγ is only several dBs for a small SNR. On the other hand, the cost of using the trapezoidal window for ρ = 2 3 increases for a large SNR, as seen in the figure.
We can show, for ρ = 1 and for a large SNR, that the SINR of the optimal window is approximately given as
The term that includes S 2 is immediately obtained from (25) for µ = 2. We note, however, that the term that includes S 4 may not be minimal for a finiteγ since we did not consider S 4 in the derivation of the optimal window. Derivation of (26) is tedious and hence omitted. 
For L > 1, however, approximations are not considered since these expressions are complex and since matched windowing schemes are not preferable because of their high PAPR.
F. Comparison
In Fig. 7 , we compare the BERs of the normal OFDM, PCC-OFDM, SCC-OFDM with subtraction combining, and windowing of ρ = 1, respectively, calculated based on Gaussian approximation. We again considered a fourpath fading channel with exponential PDP {0.342, 0.271, 0.216, 0.171} and a flat fading channel. The flat fading channel is considered only for SCC-OFDM. The number of subcarriers is N = 128 and the normalized Doppler frequency f D T is 0.0474, which corresponds to the situation where the carrier frequency is 2 GHz, OFDM sampling period is T s = 1 µsec, and the terminal speed is 200 Km/h. To fix the transmission rate to one bit persubcarrier, we assume BPSK for the normal OFDM and QPSK for all other schemes. CFO is not considered.
Matched windowing schemes (including PCC) and SCC schemes show performances which depend on the considered channel. In Fig. 7 , SCC with subtraction combining shows a drastic performance degradation when the channel becomes frequency-selective. The performance degradation of PCC due to the frequency-selectivity of the channel is not observable in this figure, but it exists as we will see next. The receiver windowing considered in this figure includes triangular windowing and optimal windowing. Both receiver windowing schemes show the best performance for a sufficiently large SNR. However, receiver windowing yields SNR loss which is seen at relatively small SNRs. The performance the optimal window is close to the matched windowing schemes for SNRs below 20 dB and to the receiver triangular windowing for SNRs above 30 dB. We can calculate the SINR bound of the triangular window at a high SNR from (20) and it is Channel dependency of the performance of matched windowing is shown in Fig. 8 , where the theoretical SIR is shown as a function of RMS delay spread for a twopath fading channel consisting of equal power paths. Two window functions, triangular and RC, are considered for matched windowing. The RC matched windowing, which is nothing but PCC, shows almost constant, but relatively small, SIRs for delay spreads below three, while the triangular matched windowing has SIR which is high at a small delay spread but decreases rapidly as the delay spread increase. For delay spreads above four, both schemes show similar behavior. This figure also shows that our SIR approximation for PCC, or the assumption (9), is not adequate for a large delay spread. The performance dependency on delay spread may becomes a problem in applying PCC to broadcasting such as digital TV [10] , since sometimes quite a large delay spread is observed [13] .
According to the above results, receiver windowing may be the best if the receiver can work in a high SNR situation, while matched windowing may be preferable if the receiver works in a SNR-limited situation and if the transmitter has a good linear amplifier. The complementary cumulative distribution function (CCDF) of PCC-OFDM shown in Fig. I-2 , however, seems to discourage the use of PCC. SCC-OFDM with subtraction combining becomes totally inferior to windowing schemes including PCC-OFDM over a multipath fading channel and hence must be used optimal receiver discussed in the next section.
In the above BER comparisons, we only considered theoretical calculations based on Gaussian approximation. All the SINR approximations are quite close to the exact calculations for f D T = 0.0424 and N ≥ 128, as seen in the first part of this two-part paper, and, in the case of matched windowing including PCC, for delay spreads below three (samples). The accuracy of BER approximations is, however, generally dependent on whether the Doppler spread is dominant or the CFO as we have discussed at the end of Section I-II; Gaussian approximations match simulation results relatively well in most cases. Moreover, it also depends on whether the normal OFDM, PCC-OFDM, or SCC-OFDM are considered. However, since our aim is to compare different schemes, we only used theoretical calculations. Interested readers are consulted to see the previous references as well as [14] , [15] , and [16] . (See also [17] .)
IV. BER ANALYSIS OF DIVERSITY SCHEMES
In this section, we consider two diversity schemes, SCC and CCC, and approximate their performances under the Gaussian ICI assumption. In the analysis, we assume that the receiver knows the channel completely.
A. SCC-OFDM with optimized combining
In the analysis of the performance of SCC-OFDM in conjunction with optimal detection, we restrict our attention to QPSK signals.
Let n be such that 0 ≤ n < N
. Under the assumption that E ŝ No
is sufficiently large, we have derived an BER approximation (I-29), which is reproduced below.
where, for
we let
We consider subcarriers which satisfy the condition, 1
(28) The left-hand side of the condition is the order of 10 −3 or less for 5 < n < N 2 −5 and, hence, the condition holds almost the all subcarriers. Then, the following lemma is proved in Appendix III Lemma 2: Under the assumption (3) and the condition (28), the following approximations hold, for ξ = n and −1 − n.
From Lemma 2 we immediately have the approximations Thus, from (27), we have an approximation
1, then the system shows the diversity order 2 as
−1 for low to moderate SNRs and has an error floor
192 for a sufficiently large SNR.
B. CCC-OFDM with optimized combining
We can obtain the approximate BER expression for CCC-OFDM by replacingÃ S (ξ) andĨ S (ξ) withÃ C (ξ) andĨ C (ξ), respectively and by applying the following lemma, whose proof is omitted since it is similar to and simpler than Lemma 2.
Lemma 3: We have, for ξ = n and n +
Then, for 0 ≤ n < N 2 , we have
where we let E s = E |a n | 2 = 2E s .
C. BER comparison
In Fig 9, we show the results of the Gaussian approximation (27) and simulation for SCC-OFDM with optimized combining. Simulation was carried out for QAM modulation under the same condition as in Fig 7. Since the performance of SCC depends on subcarriers, simulation results and approximate calculations are averaged over subcarriers from n = 5 to n = 54. For Gaussian approximation, we assumed that the complex coefficientsÃ S (n) were known. The assumption is hardly true in practice and we used the time averageh
Although the SCC-OFDM with optimal combining gives a slightly larger error floor than the matched windowing scheme, the effect of frequency diversity is apparent and show better performance than PCC-OFDM in this case. If we assume QPSK modulation, then, from (10), the BER floors of the PCC-OFDM and the SCC-OFDM with optimal combining are expected to be 192 , respectively, which shows that the SCC-OFDM with optimal combining has a smaller BER floor than PCC for S 2 smaller than about 0.136, a large value. Thus, we can conclude that PCC is almost always inferior to SCC with optimal combining. CCC-OFDM shows performance slightly better than SCC-OFDM since BERs are uniform over all subcarriers in CCC. However, its simulation result is omitted.
We note, as discussed in the first part of this twopart paper, the expressions for SCC-OFDM may be immediately applied to DCT-OFDM [9] with a suboptimal receiver where ICI is treated as noise. Only necessary modification is to replace T in our expressions with 2T since the inter-subcarrier space of DCT-OFDM is halved. The relationship of our performance expression for CCC-OFDM to the performance of (CR)V-OFDM [18] [19] is not clear but interesting.
V. CONCLUSION
We have discussed SINR and BER performances of PCC, SCC, and windowing for uncoded OFDM systems over multipath channels with Doppler spreads and frequency offsets and given some asymptotic expressions for SINR and BER when Doppler spreads and frequency offsets are small, based on the Gaussian approximation. We also discussed certain optimality of triangular window and its extension. These results suggests that windowing is useful if frequency diversity effects are not considered because diversity is attained with some other mechanisms. If diversity effects is also considered for ICI suppression, on the other hand, our result suggests that SCC may be useful since it dose not increase PAPR much. It is rather surprising that PCC is not recommended in both cases because of its high PAPR and poorer performance than windowing with the triangular window function.
Recently, in [20] , PCC is employed for a multi-antenna OFDM system to suppress Doppler-induced ICI. According to our result, receiver windowing is expected to show a better result. Since the ICI mitigation schemes discussed in this two-part paper are simple and easy to apply, they are useful to make multi-antenna OFDM systems sufficiently robust against the CFO and Doppler spread in the channel.
We finally note that, over a multi-path fading channel, CCC is generally superior to SCC because of its (subcarrier) position-independence. In this respect, performance analysis of CRV-OFDM [19] over channels with the Doppler spread and CFO is interesting.
APPENDIX I CLARKE'S SPECTRUM AND RELATED
APPROXIMATIONS
Under the WSSUS assumption, the power spectrum density (PSD) of the fading process h(t) with maximum Doppler frequency ω D ∆ = 2πf D (rad/sec) is given by [3] , [4] , [5] ,
Then, the sampled fading process
then the PSD of h k is , for ω ∈ (−π, π),
24 , the inverse Fourier transform of A N (ω) gives the following approximation, in terms of the spectrum moments (2),
and
Under the assumption (3), the following lemmas are proved in Appendix IV.
Lemma A1: For an integer m which is not zero nor a multiple of N , the following approximations hold,
Lemma A2: The following approximations hold.
(b) For an integer m which is not zero nor a multiple of N ,
APPENDIX II SOME CALCULATIONS 1) Derivation of (13) in Section III-C: From Lemma A1, we have the following approximation, for
2) Derivation of (18) : The Fourier transform of the triangular window g k is calculated as
Thus, from (15), we have
we have the desired approximation.
APPENDIX III PROOF OF LEMMAS
1) Proof of Lemma 1:
To simplify notations, let us introduce subsets
2 + q k for all k and, from (15), we have
In this proof, we employ the convention that
, the right-hand side is further expanded as follows.
We note that all the imaginary parts of α k eventually vanish after summation and hence that we can consider α k as real-valued and approximate as
Then, the constant parts, the parts independent of q k , of (34) are given, after straightforward but elaborate calculation, as
The first order parts, the parts including either q k or q k , of (34) are given as
Finally, the second order parts, the parts including both q k and q k of (34) are calculated as
Substituting the approximation
for the α k 's in the above expression, it is not difficult to see that the summation of terms within "{ }" vanishes for each k and each k and hence the above summation itself does.
Substituting the expressions (35) and (36) into (34) and considering the conclusion for (37), we obtain an approximation of (32). This proves the lemma.
2) Proof of Lemma 2:
The expectations E[|Ã S (n)| 2 ] and E[Ã S (n)Ã S * (−1−n)] are calculated and approximated, with the use of Lemma A1 in Appendix I, as follows.
where we used the fact that F 2n+1,2n+1 is negligible from the assumptions (3) and (28). The same result is obtained for E[
. This proves the statement (a).
On the other hand, we have
This proves the statement (b).
For the proof of the remaining statements, we introduce some definitions.
The following lemma is proved later. Lemma C3: For a sufficiently small f D T and for sufficiently large N , we have approximations
2n+1 S 2 N where P (2) m is the Fourier transform of p (2) = p .
We note
The first term in the right-hand side is calculated as follows.
The same is true for E[|Ĩ S (−1 − n)| 2 ] and this proves the statement (c).
Finally, we note
The first term of the right-hand side is rewritten as
The first term in the right-hand side is zero since 2n + 1 is not a multiple of N and the second term is enumerated both for k + k = 2 and for k + k = 2 + N as follows.
Thus, together with (38) and Lemma C3, we have
This gives the statement (d) and completes the proof.
3) Proof of Lemma C3:
From the definitionα k , we know α 2k −α 2k = 0 for k = 0 and, from the approximation (30) in Appendix I, we have an approximation
Thus, for
On the other hand, the approximation to D
2n+1 follows from
This completes the proof of the lemma. This proves the statement (a). We next consider that m is not zero nor a multiple of N . Then, the right-hand side of (39) is re-casted as 
APPENDIX IV PROOF OF MAIN LEMMAS
1) Proof of Lemma A1:
For θ = 2πm N , we first note F m,m = 1 N 2 N −1 k=0 N −1 k =0 α k−k e j 2πm(k−k ) N = 1 2π 1 N N −1 k=0 e −j(θ−ω)k 2 A(ω) dω = 1 2π sin θN 2 − ω 2 N sin θ 2 − ω 2N 2 A N (ω) dω.
2N
Thus, we have
This gives the statement (b) and complete the proof of the lemma. This completes the proof.
