An example
It is commonly thought that the taste of wines depends upon their origin. As an illustration we have sampled 12 wines coming from 3 different origins (4 wines per origin) and asked a professional taster (unaware of the origin of the wines) to rate these wines on 5 scales. The scores of the taster were then transformed into binary codes to form an indicator matrix (as in multiple correspondence analysis). For example, a score of 2 on the "Fruity" scale would be coded by the following pattern of 3 binary values: 0 1 0. An additional unknown wine was also evaluated by the taster with the goal of predicting its origin from the ratings. The data are given in Table 1 .
Notations
There are K groups, each group comprising I k observations and the sum of the I k 's is equal to I which is the total number of observations. For convenience, we assume that the observations constitute the rows of the data matrix, and that the variables are the columns. There are J variables. The I × J data matrix is denoted X. The indicator matrix is an I × K matrix denoted Y in which a value of 1 indicates that the row belongs to the group represented by the column and a value of 0 indicates that it does not. The K × J matrix denoted N, is called the "group matrix," it stores the total of the variables for each category. For our example, we find that: (1) Performing CA on the group matrix N provides two sets of factor scores: one for the groups (denoted F) and one for the variables (denoted G). These factor scores are, in general scaled such that their variance is equal to the eigenvalue associated with the factor.
The grand total of the table is noted N , and the first step of the analysis is to compute the probability matrix Z = N −1 N. We 
(∆ is the diagonal matrix of the singular values, and Λ = ∆ 2 is the matrix of the eigenvalues). The row and (respectively) column factor scores are obtained as
r P∆
and
The squared (χ 2 ) distances from the rows and columns to their respective barycenters are obtained as
The squared cosines between row i and factor and column j and factor are obtained respectively as: , being respectively the i -th element of d r and the j -th element of d c ). Squared cosines help locating the factors important for a given observation. The contributions of row i to factor and of column j to factor are obtained respectively as:
Contributions help locating the observations important for a given factor. Supplementary or illustrative elements can be projected onto the factors using the so called transition formula. Specifically, let i T sup being an illustrative row and j sup being an illustrative column to be projected. Their coordinates f sup and g sup are obtained as:
[note that the scalar terms i T sup 1
−1
and j T sup 1
are used to insure that the sum of the elements of i sup or j sup is equal to one, if this is already the case, these terms are superfluous].
After the analysis has been performed on the groups, the original observations are projected as supplementary elements and their factor scores are stored in a matrix denoted F sup . To compute these scores, first compute the matrix of row profiles
and then apply Equation 7 to obtain
The Euclidean distance between the observations and the groups computed from the factor scores is equal to the χ 2 -distance between their row profiles. The I ×K distance matrix between observations and groups is computed as
with
Each observation is then assigned to the closest group.
Model Evaluation
The quality of the discrimination can be evaluated as a fixed effect model or as a random effect model. For the fixed effect model, the correct classifications are compared to the assignments obtained from Equation 10. The fixed effect model evaluates the quality of the classification on the sample used to build the model. The random effect model evaluates the quality of the classification on new observations. Typically, this step is performed using cross-validation techniques such as jackknifing or bootstrapping. 
In this matrix, the rows are the assigned groups and the columns are the real groups. For example, out of 5 wines assigned to the wine region Beaujolais (Group 3), one wine was in fact from the Rhône region (Group 2) and 4 wines were from Beaujolais. The overall quality can be computed from the diagonal of the matrix. Here we find that 11 (4 + 3 + 4) wines out of 12 were correctly classified.
A jackknife procedure was used in order to evaluate the generalization capacity of the analysis to new wines (i.e., this corresponds to a random effect analysis). Each wine was in turn taken out of the sample, a DCA was performed on the remaining sample of 11 wines, and the wine taken out was assigned to the closest group. This gave the following confusion matrix:   2 1 1 1 2 1 1 1 2   .
As expected, the performance of the model as a random effect is less impressive than as a fixed effect model. Now only 6 (2 + 2 + 2) wines out of 12 are correctly classified. The differences between the fixed and the random effect models are illustrated in Figure 2 where the jackknifed wines have been projected onto the fixed effect solution (using metric multidimensional scaling, see entry). The quality of the model can be evaluated by drawing the convex envelop of each category. For the fixed effect model, the centers of gravity of the convex envelops are the categories and this illustrates that DCA is a least square estimation technique. For the random effect model, the degradation of performance is due to a larger variance (the areas of the convex envelops are larger) and to a rotation of the envelops (the convex envelops are no longer centered on the category centers of gravity).
