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DOI: 10.1039/c0sc00644kThe creation and stabilization of localized, low-energy electrons is investigated in polar molecular
environments. We create such excess electrons in excited states in ice and ammonia crystallites adsorbed
on metal surfaces and observe their relaxation in real time using time-resolved photoelectron
spectroscopy. The observed dynamics proceed up to minute timescales and are therefore slowed down
considerably compared to ultrafast excited state relaxation in front of metal surfaces, which proceeds
typically on femto- or picosecond time scales. It is the highly efficient wave function constriction of the
electrons from the metal that ultimately enables the investigation of the relaxation dynamics over
a large range of timescales (up to 17 orders of magnitude). Therefore, it gives novel insight into the
solvated electron ground state formation at interfaces. As these long-lived electrons are observed for
both, D2O and NH3 crystallites, they appear to be of general character for polar molecule–metal
interfaces. Their time- and temperature-dependent relaxation is analyzed for both, crystalline ice and
ammonia, and compared using an empirical model that yields insight into the fundamental solvation
processes of the respective solvent.1 Introduction
Since its first reported observation in 1808,1 solvated electrons
have reached much attention; the impact of localized, low-energy
electrons that are stabilized by surrounding polar molecules such
as water or ammonia ranges from atmospheric chemistry2,3 to the
field of radiation chemistry in nuclear reactors4 or of DNA.5 This
wide-spread relevance led to an impressive number of studies on
the solvated electron’s ground and excited state properties in the
solid and liquid phase. Yet, up to now, the precise characteristics
of the hydrated electrons remain controversial; the traditional
‘‘cavity model’’,6,7 which describes the excess electron density as
being stabilized by a void in the water network, has just recently
been challenged by molecular dynamics simulations that predict
hydration of the electron even in denser regions of liquid water as
opposed to a cavity.8
The reactivity of solvated electrons, both in water and
ammonia, has been thoroughly studied in the past decades, in
particular with regard to hydrogen formation9 and also disso-
ciative electron attachment (DEA) of chlorofluorocarbons
(CFC), a process which can play a crucial role in ozone layer
depletion.3 One attempt towards a better understanding of theaFritz-Haber-Institut der Max-Planck-Gesellschaft, Abt. Physikalische
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This journal is ª The Royal Society of Chemistry 2011underlying fundamental processes is the investigation of model
systems prepared at surfaces under ultrahigh vacuum (UHV)
conditions where chemical reactions can be mediated by the
substrate and induced by hot electrons.10,11 This surface science
approach offers well-defined preparation conditions in terms of
structure andmorphologyof the solvent. In particular, the growth
of amorphous and crystalline ice on various single crystal surfaces
was investigated carefully in the past years,12,13,14,15 facilitating
systematic study of such interfaces with respect to DEA. Repre-
sentatively for the high number of investigations, we would like to
mention the work of Ryu et al.16 and Lu and Sanche,17 who
examined the electron-induced dissociation of CFCs at ice and
ammonia vacuum interfaces. It is intuitively explicable that the
cross section of such reactions is strongly connected to the excited
electron lifetimes, because a longer availability of the localized
charge enhances the probability of an encounterwith the reactant.
With regard to time-resolved studies of excess electrons in clus-
ters7,18–21 and the liquid phase,8,22–25 it should be noted that these
investigations have mainly focused on the dynamics occurring
after photoexcitation from the ground (s-type) to the excited
(p-type) state, i.e. the relaxation dynamics of the formerly equil-
ibrated system that is perturbed by laser excitation. Comple-
mentarily, the study of excess electrons in ice or ammonia on
surfaces created by fs-laser excitation aims to investigate the non-
equilibrium dynamics of a previously neutral system that has not
been exposed to trapped charges before. It has been shown that
such molecule–metal or –semiconductor interfaces exhibit rich
electron dynamics on ultrafast timescales, involving charge














































View OnlineRecently, in our previous work, we have shown that it is
possible to create trapped electrons at a crystalline ice–vacuum
interface that exhibit residence times up to ten minutes.30 These
electrons are generated by charge injection from a metal
substrate, as opposed to irradiation with low-energy electrons17
or internal excitation as in refs 18,22. Our approach leads to the
formation of E Evac# 0 eV electrons (i.e. bound with respect to
the vacuum level), just a few Angstr€oms in front of a metal
surface that are highly efficient in the dissociation of CFCl3.
31 It
is noteworthy that ‘‘typical’’ excited state lifetimes at molecule–
metal interfaces on these distances are on the order of femto- or
picoseconds.16,26,29,32 The remarkable increase in excess electron
residence times was attributed30 to electron trapping in pre-
existing defects at the crystalline ice–vacuum interface that very
efficiently decrease the coupling of the excess charge to the
continuum of (accepting) metal states. The decoupling results
from a reduction of the wave function overlap of the excess
electron with the metal. This is caused by the polar D2O network
and can be regarded as screening of the electron by an interfacial
potential barrier (see below). After this deep trapping of the
electrons, the solvent response to the additional charge was
monitored by the observation of energetic stabilization (increase
in binding energy) of the excess charge ranging from femtosec-
onds up to minutes. In other words, the non-exponential relax-
ation dynamics spanned 17 orders of magnitude in time.30
Comparably rich dynamics are known in biomolecular systems
where, for example, protein folding also occurs over a wide range
of timescales.33,34 Phenomenologically, such processes are often
described using stretched exponential functions; an approach
that incorporates the macromolecules dynamics proceeding
along conformational sub-states of the surrounding solvent.35
In the present work, we show that crystalline NH3—similar to
D2O crystallites on Ru(001)—can be used to trap electrons
outside the metal substrate for minutes. Their energetic relaxa-
tion spans, comparable to the dynamics observed for crystalline
D2O,
30 a wide range of timescales and continues up to minutes.
As these long-lived electrons are observed for ice and ammonia
crystallites, they appear to be a general phenomenon for adsor-
bed crystalline structures of polar molecules. Also, the time- and
temperature-dependent energetic stabilization of excess electrons
in crystalline water- and ammonia-ice is analyzed by means of
relaxation along conformational sub-states of the solvent using
the stretched exponential approach mentioned above. This
empirical model yields, amongst other parameters, reorganiza-
tion energies and characteristic relaxation times for crystalline
D2O and NH3 that we discuss in the context of the microscopic
properties of the two solvents. As, in addition to the crystalli-
zation of the solvents, also the morphology changes from wetting
layers to crystallites, section 3.3 is devoted to the impact of
morphology on the excess electron lifetimes. Finally, the impli-
cations of these results on the trapping site and general conclu-
sions with respect to electron capture and solvation polar
molecule–metal interfaces are drawn.Fig. 1 Thermal desorption spectra of amorphous NH3/Cu(111). The a1
and a2 feature correspond to the desorption of the first monolayer, which
is used as a mass equivalent for coverage determination. b results from
the second monolayer, and g arises from the multilayer desorption. The
transition from amorphous to crystalline ammonia is reflected by the
kink in the multilayer desorption peak at 100 K (cf. arrow).2 Experimental details
The experimental setup consists of a tunable femtosecond laser
system and an ultrahigh vacuum (UHV) chamber. The former is
used to excite (pump) and monitor (probe) the electron dynamics908 | Chem. Sci., 2011, 2, 907–916(see below), the latter for in situ sample preparation and char-
acterization. The Cu(111) and Ru(001) single crystal surfaces are
prepared using standard surface science procedures.36,37 Adsor-
bate layers are grown onto the substrates by NH3 and D2O vapor
deposition under ultrahigh vacuum conditions using a pinhole
doser. Following established recipes,38 crystalline D2O is depos-
ited onto Ru(001) at a sample temperature of 150 K. Subse-
quently, the temperature is increased to 162 K with the
isothermal desorption yield being monitored until a constant
desorption rate is reached, indicating complete crystallization of
the D2O.
Amorphous NH3 layers are grown on Cu(111) at a sample
temperature of 30 K. Thermal desorption (TD) spectra of
NH3/Cu(111) of various coverages (Fig. 1) are acquired using
a quadrupole mass spectrometer (QMS). The two features at
high temperatures, a1 and a2, are attributed to the desorption of
the first monolayer (ML).39 The second monolayer b desorbs
between 100 K and 120 K. For higher coverages, a multilayer
peak g with zero-order desorption kinetics evolves for T > 80 K.
The integrated intensity of a1 and a2 is normalized to 1 ML and
used as a mass equivalent for (crystalline and amorphous)
coverages of ammonia. Analogous to the crystallization of
amorphous ice on metal surfaces,38 the TD spectra exhibit a kink
at 100 K (see arrow in Fig. 1), which is attributed to the vapor
pressure reduction upon crystallization of the NH3. Accordingly,
we prepare crystalline NH3/Cu(111) by annealing amorphous
multilayers to 100 K until the desorption rate is constant.
Time-resolved two-photon photoelectron (2PPE) spectros-
copy is performed using a commercial, regeneratively amplified
femtosecond (Ti : Sa) laser system (Coherent RegA,
200–300 kHz repetition rate). Its output can either be frequency-
doubled or used to drive an optical parametric amplifier (OPA)
providing tunable laser light in the visible (VIS) range.
Frequency-doubled ultraviolet (UV) pulses are used to pump
(hnpump) the sample in the 2PPE experiment as depicted in the














































View Onlinethe Fermi level EF to normally unoccupied states below the
vacuum level Evac. The subsequent electron dynamics are
monitored using a second, VIS laser pulse, which photoemits the
excited electrons into the vacuum. Variation of the time delay
between pump and probe pulse provides femtosecond (fs) time
resolution. The kinetic energy of these photoelectrons is detected
by an electron time-of-flight (TOF) spectrometer. Using the
identity E  EF ¼ Ekin + F  hnprobe (work function F), 2PPE
spectra are plotted as a function of intermediate state energy with
respect to the Fermi level. Surface charging effects are excluded
by direct 2PPE measurement of the sample Fermi and vacuum
level that are stable within the experimental resolution (20 meV).3 Results and discussion
The interfacial electron dynamics at ice– and ammonia–metal
interfaces are generally characterized by photoexcitation of
electrons in the substrate with a UV pump pulse and charge
injection into the adsorbed layers or crystallites. This is followed
by electron localization and energetic stabilization of the injected
excess electron due to reorganization of the solvent network of
the polar adsorbate, accompanied by population decay from the
excited state back to the unoccupied states of the metal.38 The
respective development of these dynamics, however, depends
crucially on the system investigated. The electron dynamics at
interfaces of crystallineD2O and NH3 adsorbed at metal surfaces
differ significantly from the ones of amorphous layers. ForFig. 2 (a) Population decay traces of the solvated electron state (8.5 ML am
equivalent of 3 ML crystalline NH3/Cu(111), diamonds). Fits to the data
convoluted with the pump and probe laser pulse’s cross correlation (XC). Inset
dynamics for amorphous NH3 layers; electron injection (1), energetic stabiliz
(crystalline) NH3/Cu(111) interface using hnUV ¼ 3.0 eV (blue dashed) and hn
and probed by VIS light at delays > 3.3 ms after excitation. Note that the UV
signal. See text for details.
This journal is ª The Royal Society of Chemistry 2011a better classification of the dynamics in the crystalline case, we
start with a brief discussion of the electron dynamics in amor-
phous NH3 layers. A detailed analysis is found in ref. 40.
The fundamental processes occurring at amorphous
NH3/Cu(111) interfaces can be summarized as follows (see inset
of Fig. 2a): after photoexcitation, electrons are transferred to the
adsorbate layer by charge injection through the NH3 conduction
band (CB, step 1 in the inset of Fig. 2a). They localize at the
ammonia–vacuum interface, and the sudden increase of charge
density initiates rearrangement of surrounding (polar) NH3
molecules that accommodate the excess charge. This process of
electron solvation (step 2) is accompanied by a binding energy
gain and the constriction of the excess electron’s wave function
that is thus becoming increasingly localized. The molecular
rearrangement leads to the formation of an interfacial potential
well,40 comparable to small polaron formation, that leads to
a decreased wave function overlap of the excess charge with the
metal. In other words, the electron is increasingly screened from
the substrate.
Due to the continuum of unoccupied states in the metal, the
excited, solvated electron population decays with increasing time
delay. This electron transfer back to themetal (step 3) is, however,
influenced by the concomitant, increasing screening of the excess
electron by solvent molecules. The resulting competition between
charge transfer and solvation is discussed in the following on the
basis of the population decay trace for amorphous NH3 depicted
in Fig. 2a (circles). The data show the 2PPE intensity as a functionorphous NH3/Cu(111), circles) and the image potential state (IPS) (mass
(solid lines) are exponential decays (based on rate equations) that are
: 2PPE scheme and illustration of the elementary processes of the electron
ation (2), and transfer back to the substrate (3). (b) 2PPE spectra of the
VIS ¼ 2.2 eV (red dotted). Spectral signature eT is excited by UV photons
pulse duration was > 200 fs in order to suppress two-photon background














































View Onlineof pump–probe delay, integrated over the spectral signature of the
solvated electrons eS (E EF¼ 1.4–2.7 eV). At these energies, the
electron transfer dynamics of the solvated electrons are super-
imposed by a contribution of hot electrons in the Cu(111)
substrate at t# 0 fs.41 Subtraction of this background leads to the
dotted red curve in Fig. 2awhich unveils a delayed intensity rise of
the solvated electron state due to delayed charge localization from
quasi-free, photoinjected electrons in the conduction band. The
subsequent population decay, i.e. reduction of the population of
the solvated electron state, is reflected by the slope of the pop-
ulation trace.With increasing time delay, the slope becomes flatter
(non-exponential decay), unveiling that the population decay
slows down. This retardation of electron transfer results from the
above-mentioned competition of charge transfer and solvation:
the further the solvation proceeds, the stronger the screening of
the excess charge and the smaller the rate of electron transfer.
As discussed in detail in ref. 40, the characteristic times of
electron transfer from the amorphous NH3 to the Cu(111)
substrate depend, for pump–probe delays t > 300 fs, exponen-
tially on the thickness d of the ammonia layer. This results from
the fact that the electrons are localized at the NH3–vacuum
interface and that their wave function is damped by screening in
the ammonia layer. With increasing d, the electrons are driven
further away from the metal, and their transfer probability
is reduced reaching characteristic times of 600 ps for 18 ML
(d ¼ 26.5 A).3.1 Effect of NH3 crystallization
As will be shown in the following, the electron dynamics at the
NH3/Cu(111) interface change radically when the ammonia
adlayer is crystallized. We will first discuss the changes on
ultrafast timescales and then address the excess electron
dynamics occurring on minute timescales for NH3 crystallites.
Ultrafast dynamics. The population dynamics of photoexcited
electrons at the NH3/Cu(111) interface after ammonia crystalli-
zation are presented in Fig. 2a (diamonds). The depicted data
was measured for a mass equivalent of 3 ML NH3 on Cu(111).
Instead of the solvated electron feature, we observe a peak at
E  EF ¼ 2.4 eV that does not exhibit a shift in binding energy
(not shown). Its population dynamics are depicted in Fig. 2a
(diamonds) and follow a single exponential decay with a time
constant of 25(10) fs (solid black curve). This is a significantly
shorter lifetime than the one of the solvated electron feature in
the amorphous case. Analogous to our earlier work on crystal-
line D2O on metal surfaces,
30 we conclude that this state results
from the image potential at the NH3/Cu(111) interface that is
modified by the dielectric properties of the adsorbate.
Minute timescales. In addition to the image potential state,
however, crystallization of the NH3 causes the occurrence of
a new spectral feature, eT, as demonstrated by the spectra in
Fig. 2b. We will show in the following that it exhibits similar
properties to the corresponding, long-lived state in crystalline
D2O: (i) its excitation requires UV photons, (ii) VIS light
depopulates eT very efficiently, and (iii) the lifetime of the excited
state exceeds the time difference (slaser) between two succeeding
laser pulses of one color that is given by the inverse of the910 | Chem. Sci., 2011, 2, 907–916repetition rate of the laser (300 kHz). In particular, observation
(iii) has significant impact on the way that 2PPE spectra must be
interpreted; usually, when excited state lifetimes are considerably
shorter than slaser, only cross correlations between two pulses
(e.g. hnVIS and hnUV) have to be considered. This is different
when the excited electron population does not completely decay
within slaser, as illustrated by the inset of Fig. 2b. Electrons
excited by a laser pulse hnUV1 survive in the excited state for
much longer than slaser ¼ 3.3 ms and may be probed by hnVIS or
hnUV2 even though both laser pulses reach the sample micro-
seconds after hnUV1. As will be shown later in this article, elec-
trons excited to eT reside there up to minutes so that the
discussion of the static spectra in Fig. 2b requires consideration
of time correlations of several succeeding laser pulses.
(i) Excitation. The spectrum shown by the blue, dashed
curve in Fig. 2b is recorded using UV laser light (3.0 eV) only
(bottom energy axis). It exhibits a wide peak, termed eT, at
1.7(1) eV above the Fermi level, which is excited and probed by
UV photons. If this state at E EF¼ 1.7 eV were directly excited
(as opposed to an inelastic excitation channel), this should be
possible using visible photons of 2.2 eV, too. In contrast, the red
spectrum, which was taken using hn ¼ 2.2 eV (red, dotted curve
with corresponding energy scale on the top axis), does not exhibit
a peak at 1.7 eV. Apparently, excitation of eT occurs non-reso-
nantly, but along an inelastic pathway that requires photon
energies higher than 2.2 eV.
(ii) Population and depopulation. The black spectrum shown
in Fig. 2b is taken using both, UV and VIS pulses, in the sequence
illustrated by the inset, i.e. the UV pulse hits the sample 3.3 ms
before the VIS pulse. To elucidate which signatures result from
correlation effects of UV and VIS photons, the non-correlated
one-color spectra (blue and red curve, respectively) are sub-
tracted from the black spectrum, resulting in the grey difference
spectrum. The following two observations can be made:
(a) The UV-pumped and UV-probed signal of eT is quenched
by the presence of VIS light (leading to the negative intensity of
the difference plot).
(b) An additional peak occurs in the spectrum at 1.7 eV
(energy scale on the top axis) or 0.9 eV (energy scale on the
bottom axis), respectively, depending on whether it is probed by
VIS or UV photons.
There is no straight forward interpretation of these results if
excited state lifetimes in the fs to ns regime are considered. In this
case, only time correlations between hnVIS and hnUV2 would
affect the 2PPE signal and could cause signatures in the grey
difference spectrum. It would, however, be unclear, how the
preceding VIS laser pulse could affect the population of an
excited state that is populated picoseconds after hnVIS hits the
sample. We therefore take into account a very long lifetime of eT
electrons, similar to the ones observed for crystalline D2O in ref.
30, and develop the following scenario.
After excitation of eT by hnUV1, the next laser pulse that hits
the sample is hnVIS, probing the eT state. This course of events has
two direct consequences:
(a) The intensity of the eT peak probed by UV photons (hnUV2)
is reduced or even depleted by hnVIS (depending on the absorp-














































View Online(b) The eT electron population probed by hnVIS appears at
Dhn ¼ hnUV  hnVIS lower energies in the spectrum.
Both consequences from the above scenario of the long-lived
state eT fit to the observations (a) and (b) very well. In this picture,
the eT population is excited by UV light and efficiently probed by
VIS photons microseconds after excitation. This leads to two
consequences for the correlated 2PPE intensity (grey curve in
Fig. 2b): the signature eT (E  EF ¼ 1.7 eV) is detected by VIS
probe (top axis) and depleted for UV probe (E  EF ¼ 1.7 eV,
bottom axis). In the following, it will be shown that electrons in eT
indeed have lifetimes exceeding the pulse separation of 3.3 ms, and
that, moreover, these electrons reside in the excited state up to
minutes.
(iii) Lifetime. Fig. 3b (left) depicts UV-only spectra as
a function of irradiation time (bottom axis) in false color
representation. Again, the peak eT lies at 1.7 eV above the
Cu(111) Fermi level (right axis). Integration of the eT 2PPE
intensity (1.0–2.0 eV) yields the population of the excited state as
a function of UV irradiation time, which is plotted in the bottom
panel of Fig. 3b. It rises exponentially with a time constant of
0.25(10) s as indicated by the fit (black curve). This results from
the formation of a photostationary state; as the eT lifetime
exceeds slaser, it is excited and probed (depopulated) by photons
of several succeeding laser pulses. The equilibrium 2PPE inten-
sity of eT is thus determined by the probabilities of population
and depopulation by UV light, and, depending on the rates, this
photostationary state would be reached with a characteristic time
constant (0.25 s in Fig. 3b).
The right panel of Fig. 3b, on the other hand, shows a similar
measurement for VIS light only. For irradiation times t¼ 11–13 s,
the plot shows similar 2PPE spectra (in false colors) as the redFig. 3 (a) 2PPE scheme and illustration of the electron trapping process
stabilization proceeding on minute timescales (2), because electron transfer bac
(b) Pump–probe experiment of crystalline NH3/Cu(111) on macroscopic time
irradiated by UV light for 5 s until the photostationary state is reached. The bo
fit (black curve) unveils a rise time of 0.25 s. Right: after 5 s of darkness,
depopulated as apparent from the intensity trace at the bottom (orange mark
This journal is ª The Royal Society of Chemistry 2011dotted spectrum in Fig. 2b. However, at t ¼ 10 s, the 2PPE
intensity peaks, clearly seen in the intensity trace at the bottom.
The origin of this lies in the sequence of the experiment. First, the
sample was irradiated with UV light, as shown in the left panel,
which led to the formation of a photostationary population of the
eT state. Then, the sample remained in darkness for 5 s. Finally,
the 2PPE spectra in the right panel were measured using VIS light
only. Note that the above mentioned intensity peak upon starting
VIS light irradiation does not occur if the sample was not exposed
toUV light before (not shown). It can therefore be concluded that
the intensity of the VIS only spectrum at t¼ 10 s is correlatedwith
the UV photons impinging the sample 5 s earlier; ‘‘UV pump’’
(cf.Fig. 3b) determines the non-equilibrium conditions probed by
VIS light. In fact, theVIS spectrumat t¼ 10 s exhibits amaximum
at 1.7 eV as indicated by the arrow inFig. 3b, showing that theVIS
photons probe electrons in eT. This means that the eT electrons
exhibit residence times of more than 5 s.
Similar experiments with different dark times between UV and
VIS light irradiation (i.e. pump–probe time delays) up to 120 s
are performed, and the resulting 2PPE spectra are presented in
Fig. 4a.42 The fact that the spectra differ for the different time
delays demonstrates the correlation between UV pump and VIS
probe. It can therefore be concluded that the electrons excited to
eT can actually reside in the excited state up to two minutes. This
increase in excited electron lifetimes compared to amorphous
NH3/Cu(111) is a quite dramatic effect of ammonia crystalliza-
tion. Analyzing the pump–probe data in Fig. 4a, it is observed
that the peak maximum of eT shifts to lower intermediate state
energies by 75 meV within 120 s, and its intensity decreases. After
120 s, the main part of its population has decayed. Comparing
these population dynamics for crystalline NH3 with our results
for solvated electrons in amorphous ammonia layers on: electron localization at preexisting sites (1) and subsequent energetic
k to the substrate (3) is almost completely suppressed. See text for details.
scales. (2PPE intensity is represented in false colors.) Left: the sample is
ttom panel depicts the intensity evolution (blue markers). The exponential
the trapped electron population is probed by VIS light and efficiently
ers). The dotted line indicates the constant background.
Chem. Sci., 2011, 2, 907–916 | 911
Fig. 4 Time-resolved pump–probe photoelectron spectroscopy of (a)
NH3/Cu(111) (hnprobe¼ 2.2 eV) and (b) D2O/Ru(001) (hnprobe¼ 1.95 eV).
The trapped electron state is at lower energies in the case of crystalline
ammonia-ice and exhibits a weaker energy shift than for D2O. Dotted














































View OnlineCu(111),40 we find that the residence time of the excess electrons
increases by 15 orders of magnitude, i.e. from50 fs (for a 3 ML
amorphous film) to one minute for crystallized ammonia (with
a mass equivalent of 3 ML).
The first-time observation of such a strong effect at a mole-
cule–metal interface is reported in ref. 30 for the crystallization of
D2O on Ru(001), as mentioned in the introduction. The corre-
sponding pump–probe data are depicted in Fig. 4b for compar-
ison with the electron relaxation on minute timescales at the
NH3/Cu(111) interface. For D2O/Ru(001), the signature eT is
detected at higher energies (2 eV above EF) and exhibits
a stronger shift (0.2 eV within 120 s) towards the Fermi level
than for the NH3/Cu(111) interface (dotted curve). However, the
observation of the colossal change in excited electron lifetimes
upon adsorbate crystallization to residence times on the order of
minutes both for D2O- and NH3-ice strongly suggests that eT
results from a qualitatively similar species of excess electrons.
This assumption is supported by (i) the extraordinariness of an
excited state > 1 eV above a metal’s Fermi level exhibiting life-
times that are orders of magnitude larger than picoseconds and
the (ii) essentially comparable electron dynamics of amorphous
D2O and NH3 on metal surfaces.
43 To corroborate this picture,
we now continue with a brief characterization of eT for crystal-
line D2O on Ru(001) based on the studies performed in ref. 30.
By variation of the excitation photon energy, it could be
shown30 that the initial step for the creation of the long-lived
electrons is population of n ¼ 1 image potential state (IPS) at the
D2O/Ru(001) interface, which is delocalized parallel to the
surface. As the IPS at this interface exhibits a lifetime below
10 fs,44 a population transfer from this state to eT has to occur on
ultrafast timescales, too. Furthermore, angle-resolved measure-
ments of the (flat) dispersion of eT unveiled that electrons in eT
are localized parallel to the surface, and Xe titration experi-
ments45 showed that the trapped electrons reside at the ice–
vacuum interface.30 These observations, combined with the long
lifetime and the energetic relaxation on minute timescales, leads912 | Chem. Sci., 2011, 2, 907–916to the following understanding of the elementary processes of the
electron dynamics at the D2O/Ru(001) interface as illustrated by
Fig. 3a. Electrons are excited in the metal from below the Fermi
level to the image potential state (IPS). Part of this IPS pop-
ulation localizes on fs-timescales at pre-existing potential minima
at the ice–vacuum interface (1). The surrounding polar molecules
accommodate the excess charge leading to a continuous energetic
relaxation on minute timescales (2). This process is facilitated by
the extraordinarily long lifetime of electrons in eT that indicates
a very efficient suppression of the electron population decay back
to the substrate (3). In accordance with ab initio calculations in
ref. 30, these observations suggest that the excess electrons
injected via the IPS are trapped at pre-existing defects at the ice–
vacuum interface, being energetically stabilized by reorientations
within the molecular lattice continuing even on minute time-
scales.
In the next section, we provide a quantitative analysis of the
energetic relaxation of the trapped electrons at the NH3/Cu(111)
and the D2O/Ru(001) interface as a function of time and
temperature. The electronic coupling of eT with metal states is
extremely small, as demonstrated by the exceptionally long
residence times of the trapped electrons. Therefore, to simplify
matters, we confine ourselves to the terms NH3 and D2O (crys-
tallites) in the following without mentioning the corresponding
substrates. However, all results presented in this article were
either acquired at the NH3/Cu(111) or the D2O/Ru(001) inter-
face.3.2 Trapped electrons at NH3– and D2O–vacuum interfaces—
a comparison
We have shown that the long-lived electrons are not a specific
feature of D2O crystallites, but also occur for crystalline
ammonia on Cu(111). The details of the electron dynamics are,
however, different for the two solvents. As apparent by Fig. 4,
the maximum of the trapped electron feature eT shifts towards
lower energies with increasing time delay for crystalline NH3 and
D2O. However, as mentioned above, this energy shift is clearly
larger in the case of D2O. For a quantitative analysis, both
energy shifts of the peak maximum of eT are analyzed and
depicted in Fig. 5a. In addition to this time-dependent stabili-
zation, solvation of trapped electrons is also temperature-
dependent as presented in Fig. 5b. Again, the energy shift is
stronger for ice (circles) than for ammonia (diamonds). At first,
this qualitative observation might appear counter-intuitive, as
the weaker hydrogen bonding of NH3 compared to D2O
(100 and 240 meV, respectively) could suggest a quicker reaction
of the ammonia network. To address this question, we analyze
the data using an empirical description with a stretched expo-
nential law based on conformational sub-states (CSS).35 This
approach is well-established for non-exponential relaxation
dynamics ranging over many orders of magnitude33,34 and
exhibiting strong temperature dependences.46,47 The basic idea is
that relaxation proceeds through CSS that are characterized by
local potential minima, which are separated by energy barriers
Ea. In a realistic scenario, the sample exhibits a distribution of
different trapping sites due to varying molecular surroundings.
The stretched exponential approach accounts for such local
variations by a distribution of relaxation times. Further below,This journal is ª The Royal Society of Chemistry 2011
Fig. 5 Comparison of the eT relaxation for NH3 and D2O. (a) Time-
dependent shift of the peak maximum of the trapped electron distribution
in ice (orange) and ammonia adlayers (green). (b) Temperature-depen-
dent peak shift. Dashed and solid lines result from the model calculation
based on conformational substates. Bottom inset: harmonic solvation
potentials of NH3 and D2O. Top inset: distribution s$rWW(s) (solid
curves, right axis) and distribution density rWW(s) (dashed curves, left
axis) of relaxation times of the NH3 (green) and D2O (orange) sample.




















































View Onlinea characteristic relaxation time s0 will be determined that defines
how quick energetic relaxation intrinsically evolves.
As a starting point, we assume that the CSS minima follow
a harmonic potential (bottom inset in Fig. 5b) as a function of the
global solvation coordinate q:
E(q) ¼ l$(q  q0)2  DG0 (1)
Here, the reorganization energy l is the potential energy that
the system gains on its pathway that starts with the population of
eT and that continues until equilibrium of the solvent–solute
complex is reached. The Gibbs free energy DG0, on the other
hand, is the energy difference of the eT minimum to the metal’s
Fermi level, i.e. the energy that the system gains/loses
(DG0 < 0/DG0 > 0) when the fully equilibrated trapped electron is
brought to the metal’s Fermi level. Using the stretched expo-
nential approach mentioned above, the following formula for













where sWW(T) is the temperature-dependent characteristic
relaxation time and the stretching parameter b is a measure for
the inhomogeneity of the system. Note that a finite temperature
is a necessary condition for energetic stabilization; the relaxation
times sWW would become infinitely large for T/ 0 K, which is
a direct consequence of the assumption of conformational sub-
states that are separated by energy barriers and overcome by
thermal activation. The stretched exponential (2) arises from the












where rWW(s) is the distribution density of relaxation times
(determined by the distribution of electron traps).48 The
stretching parameter b determines how many timescales this
distribution spans, i.e. a smaller b stands for a more complex
system with a wide distribution of relaxation times centered
around sWW(T).
The black curves in Fig. 5 correspond to the best simultaneous
fit to time- and temperature-dependent energy shift for NH3
(dotted curve) and D2O (solid curve), respectively. As seen in the
figure, the data are reproduced well by the model. The resulting
fit parameters for both solvents are depicted in Table 1. We start
with the activation energy Ea, which determines the local barriers
between different conformational sub-states, which is indeed
larger for D2O (96 meV) than for NH3 (32 meV). This finding
corresponds nicely to the stronger hydrogen bonding in the
water-ice network compared to ammonia as mentioned earlier in
the text (240 and 100 meV, respectively). However, at a first
glance, larger activation energies for D2O imply that the relax-
ation should proceed slower in the case of water-ice than for
ammonia, which would disagree with our observations. This
apparent conflict results from the interplay of intrinsic relaxation
times, reorganization energies, and stretching parameters, which
favor quicker relaxation in the crystalline D2O network as will be
discussed in the following.
The intrinsic relaxation time s0 (i.e. the threshold value of
eqn (3) for infinite temperatures) is with 900 ms for NH3
substantially larger than for D2O (4 ms), indicating that stabili-
zation occurs much quicker in ice than in ammonia. This means














































View Online(molecular reorientation) lead to a larger binding energy gain of
the excess electron in the case of D2O compared to NH3, an effect
that could be caused by the difference in dipole moments of D2O
(1.9 D) and NH3 (1.4 D). Also, the reorganization energy l, i.e.
the energy gained by the lattice deformation due to complete
solvation of the excess charge, is larger for D2O. In other words,
the driving force for energetic relaxation is stronger (or the
potential is steeper) in crystalline water-ice compared to
ammonia-ice as illustrated by the bottom inset in Fig. 5b.
We find that the stretching parameter b is smaller for D2O than
for NH3, which means that water-ice exhibits a broader distri-
bution of relaxation times s$rWW(s) as shown in the upper inset
of Fig. 5b. This does not necessarily imply that the crystalline
D2O network has a higher number of possible molecular
conformations, but could also indicate that a higher number of
molecules is involved in the solvation process of the excess
electron than for ammonia-ice. A wider distribution of relaxation
times is generally in favor of faster energetic relaxation, as the
distribution density rWW(s), which determines the population
probability, is significantly higher for small s (upper inset,
Fig. 5b).
Summarizing the above, it can be concluded that the rigid
hydrogen-bonded network of crystalline D2O resists—probably
because of the stronger intramolecular bonds—conformational
changes much more effectively than the ammonia-ice. Yet,
energetic relaxation occurs quicker in crystalline water-ice, as
fewer conformational changes of the molecules are required to
achieve similar energetic relaxation, an effect that is reflected in
the smaller relaxation time s0 and the larger reorganization
energy l of D2O.3.3 Influence of morphology
While the above section focused on the quantitative differences
of the relaxation dynamics for D2O and NH3, the present one
addresses the origin of the lifetime increase upon crystallization.
The long residence times for crystalline solvents compared to
amorphous NH3 and D2O must result from a more efficient
decoupling of the excess electrons from the substrate. Such effect
can either result from (i) a major change of the binding site of the
excess electrons, which leads to a better screening, or (ii) simply
from sufficiently large spatial separation of the trapped charge
from the metal. Both aspects are influenced by the morphology
changes going along with crystallization. Therefore, we first
discuss the changes of morphology upon crystallization and then
relate them to possible binding sites of the excess electrons.
Morphology changes. The adsorption of ice on single crystal
metal surfaces has been thoroughly studied in the past years by
many experimental and theoretical groups. Representative for
the large number of studies performed, we highlight the recent
review article of Hodgson and Haq49 that presents a compre-
hensive and elaborate overview of the current understanding and
the references therein. As for crystallization of D2O and H2O on
metal surfaces, the respective substrate as well as the precise
preparation conditions crucially influence the morphology of the
ice. In particular regarding crystallization of amorphous ice at
the D2O/Ru(001) interface, a common understanding has
emerged. Assuming preparation conditions under which an914 | Chem. Sci., 2011, 2, 907–916intact and wetting first bilayer (BL) of D2O adsorbs, the subse-
quent adsorption (T > 135 K) proceeds via Stranski–Krastanov
growth: 3D crystallites are formed, also exposing part of the first
wetting layer to vacuum. In ref. 50, a systematic study of the
average cluster thickness as a function of nominal coverage is
presented, showing that adsorption of 2 BLD2O (as in the case of
Fig. 4b) leads to wetting of the Ru(001) by the first bilayer and
3D islands on top with an average height of 2 BL.51
Insights into the binding site. In the case of D2O/Ru(001), it was
shown45 that the trapped electrons reside at the ice–vacuum
interface. As eT is not observed for just one ice bilayer wetting the
Ru(001) surface, it can be concluded that the electrons must be
localized either on top or at the margin of the 3D ice crystallites.
Furthermore, the excitation of eT via the n ¼ 1 image potential
state provides information about the maximum distance of the
trapped electrons from the metal surface, because electron pop-
ulation transfer from the IPS to eT is only feasible for adjacent
wave functions. Thus, the 20–30 A, which the IPS extends to
vacuum, give a conservatively estimated upper limit for the
excess electron distance from the metal surface.
It is helpful to also consider the knowledge of the excess
electron binding site for amorphous solvents when discussing the
influence of crystallization. As shown in ref. 40 and mentioned
further above, the solvated electrons reside at the NH3–vacuum
interface in the case of amorphous ammonia on Cu(111). This
occurrence leads to the observation of residence times of the
excited electrons that depend exponentially on the ammonia
layer thickness (cf. Fig. 6a):
s(d) f exp(b$d) (5)
with inverse range parameters b on the order of a few nm1,
depending on the molecular screening. The data points in Fig. 6a
result from a similar analysis of population decay traces as dis-
cussed in the framework of Fig. 2a. Details on this analysis can
be found in ref. 40, however, in the present context, only the
resulting exponential dependence is needed to extrapolate to
electron residence times on minute timescales as discussed in the
following. As mentioned earlier in this section, the increase of
excess electron lifetimes that goes along with crystallization may
result from (i) an enhancement of the molecular screening and (ii)
an increased electron–metal distance due to the morphology
change. Tackling the latter, the exponential dependence of the
electron residence time from the distance to the metal (Fig. 6a) is
used to extrapolate which separation would be needed to
generate residence times on the order of minutes. This is sketched
by the scale in Fig. 6b. To illustrate the required distance of
130 A, Fig. 6b also depicts a hypothetical crystallite of this height
that could result for a nominal coverage with NH3 of 3 ML (as in
the experiment in Fig. 3 and 4). Due to the small amount of NH3
material available, its aspect ratio is comparably extreme. To
illustrate the magnitude of these crystallites, Fig. 6b also includes
(blue shaded region) the conservatively estimated zone of influ-
ence of the image potential state, which is the excitation channel
of eT.
Both, the magnitude of the required distance (130 A), which
would entail rather implausible growth of adsorbate ‘‘towers’’,
and the prerequisite of proximity of eT and image potential stateThis journal is ª The Royal Society of Chemistry 2011
Fig. 6 (a) Electron transfer time constants as a function of amorphous ammonia layer thickness in three different stages of solvation, i.e. at three
different time delays. (b) Illustration of the required crystallite height formed by the material of the third NH3 layer) for electron residence times on
minute timescales; extrapolating from panel (a) (taken from ref. 40). The blue-shaded area visualizes the dimension of the image potential state, which














































View Onlineelectrons for charge injection, direct to the conclusion that the
residence time enhancement accompanying crystallization
cannot solely result from an increased electron–metal distance
due to the morphology change. Rather, the binding site of the
excess electrons must be altered by crystallization leading to
a more effective decoupling of the trapped electron state from the
metal continuum. Moreover, the ultrafast injection of electrons
(image potential state lifetime < 10 fs) suggests electron trapping
at pre-existing sites, involving efficient screening of the excess
charge. Plausible candidates for such trapping sites could be
defects at the solvent–vacuum interface as suggested by density
functional theory on D2O–vacuum interfaces in ref. 30. In
particular, orientational defects involving reconstructions of the
hydrogen-bonded network were found to very efficiently localize
excess electrons and reduce the electron density already in the
outer layer of ice by up to six orders of magnitude.4 Summary and conclusions
In this paper, we have shown that crystallization of NH3 on
Cu(111) leads to the observation of an excited state eT that
remains populated even minutes after photoexcitation, similar to
earlier observations at the D2O/Ru(001) interface. The long
lifetime of these excess electrons has its origin in very efficient
initial trapping of the electrons at preexisting defects at the
vacuum interface of the respective crystallites. Before charge
injection, the solvent structure is equilibrated, however, after
population of eT, the system finds itself in a highly non-equilib-
rium situation and proceeds by molecular reorientation to its
ground state. Due to the efficient screening of the excess electrons
from the metal substrate, it is possible to follow the relaxation
progression over many orders of magnitude in time. Comparison
of this relaxation as a function of time and temperature for D2O
and NH3 crystallites, yields microscopic insight into the solva-
tion and trapping properties of the frozen solvents; trapped,This journal is ª The Royal Society of Chemistry 2011long-lived electrons in front of a metal surface are not an ice-
specific feature, but also occur for NH3–metal interfaces. This
suggests that their occurrence is, in fact, not connected to
particular properties of the D2O network, but requires the
conjunction of the following prerequisites: (i) adequate trapping
sites with quasi-instantaneous, efficient screening of the excess
charge to allow for further relaxation, (ii) an excitation channel
as the IPS, which, due to its delocalized character, enables elec-
tron trapping in the first place, and (iii) a solvent that continues
stabilization of the excess electrons after initial trapping, which
further extends their residence time. In principle, the latter two
requirements can be fulfilled by a number of (polar) molecules
(e.g. methane, alcohols) adsorbed on metal surfaces. However,
also (i), a quite local corrugation of the potential that can lead to
charge localization and efficient screening, is required. Whether
such trapping sites, possibly resulting from defects, are available
in the case of other solvents than NH3 or D2O, cannot be easily
predicted and most probably depends crucially on the respective
preparation conditions.Acknowledgements
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