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ABSTRACT. Let $F(X)$ and $A(X)$ be respectively the free topological group
and the free abelian topological group on a Tychonoff space $X$ . For all natural
number $n$ we denote by $F_{n}(X)(A_{n}(X))$ the subset of $F(X)(A(X))$ consisting
of all words of reduced length $\leq n$ . Then $F(X)(A(X))$ is the union of { $F_{n}(X)$ :
$n\in \mathrm{N}\}$ $(\{A_{n}(X) : n\in \mathrm{N}\})$ . In addition, for every $n\in \mathrm{N},$ $F_{n}(X)(A_{n}(X))$ is a
continuous image of $(X\oplus X^{-1}\oplus\{e\})^{n}$ . Therefore, it follows that if we assume
MA, then the free (abelian) topological group on a c.c.c. space is also c.c.c. On
the other hand, we show here that if we assume the existence of a Suslin line,
then there is a c.c.c. space $X$ such that neither $F(X)$ nor $A(X)$ is c.c.c. This
means that the question ( $‘ \mathrm{I}\mathrm{s}$ the free (abelian) topological group on a c.c.c. space
c.c.c. ?” is consistent with ZFC.
1 Introduction
The results in \S 3 of this note are joint work with Professor Gary Gruenhage (Auburn
University).
All spaces are assumed to be Tychonoff. Let $F(X)$ and $A(X)$ be respectively the
free topological group and the free abelian topological group on a Tychonoff space $X$
in the sense of Markov [5]. For each $n\in \mathbb{N},$ $F_{n}(X)$ stands for a subset of $F(X)$ formed
by all words whose reduced length is less than or equal to $n$ . Then $F(X)$ is the union
of $F_{n}(X),$ $n\in \mathbb{N}$ . This concept is defined for $A(X)$ in the same fashion.
In this note, we consider the c.c.c. property of $F(X)$ and $A(X)$ . Recall that a
topological space $X$ has the countable chain condition (c.c.c.) iff there is no uncountable
family of pairwise disjoint non-empty open subsets of $X$ . Since both $F_{n}(X)$ and $A_{n}(X)$
are respectively continuous images of $(X\oplus X^{-1}\oplus\{e\})^{n}$ and $(X \oplus-X\oplus\{0\})^{n}$ for each
$n\in \mathbb{N}$ , it is easy to show that
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if we assume MA, then both $F(X)$ and $A(X)$ on a c.c.c. space $X$ is also c.c.c.
On the other hand, Tka\v{c}enko [7] proved the following.
Theorem 1.1 If a space $X$ is pseudocompact, then both $F(X)$ and $A(X)$ are $c.c.c$ .
spaces.
Of course, the reverse implication of the above result does not hold. For, both $F(X)$
and $A(X)$ on a separable space $X$ is separable. Thus, for example, $F(\mathbb{R})$ and $A(\mathbb{R})$
are c.c.c. The Tka\v{c}enko’s result asserts that $F(\omega_{1})$ and $A(\omega_{1})$ are c.c.c. however the
ordinal space $\omega_{1}$ is not c.c.c. Since $F(X)$ and $A(X)$ on a c.c.c. space $X$ are c.c.c.
if we assume MA, one might conjecture that if the finite product of a space $X$ , in
particular $X^{2}$ , has an uncountable pairwise disjoint family of non-empty open subsets,
then neither $F(X)$ nor $A(X)$ could be c.c.c. However, by the above Tka\v{c}enko’s result,
the free (abelian) topological group on a compact Suslin line is c.c.c. and also since
there is a pseudocompact space $X$ , in ZFC, whose square has an uncountable discrete
family of non-empty open subsets (apply Example 3.10.19 in [2]), both $F(X)$ and
$A(X)$ on the space $X$ are c.c.c. Of course, if we assume more strongly that a space $X$
has an uncountable discrete family of non-empty open subsets, then we can prove that
neither $F(X)$ nor $A(X)$ is c.c.c. applying the Graev’s continuous pseudometric on $F(X)$
$(A(X))$ (see Theorem 1 of [3]). However, we should mention that $F(X)$ and $A(X)$ are
not necessary to be c.c.c. on a space $X$ which does not have an uncountable discrete
family of non-empty open subsets. For example, let $X$ be the one-point Lindel\"ofication
of an uncountable discrete space. Then $X$ is a $P$-space, and hence so is $F(X)(A(X))$ ,
and the pseudocharacter of $F(X)(A(X))$ is uncountable. It follows that $F(X)(A(X))$
is not c.c.c.
The above results suggest that it is not so easy to clarify the question whether both
$F(X)$ and $A(X)$ on a $\mathrm{c}.\mathrm{c}.\mathrm{c}$ . space $X$ are c.c.c. or not. In addition, we don’t know whether
the free (abelian) topological group on a (of course, non-compact) Suslin line is c.c.c.
or not. However, Gruenhage and the author could recently construct a c.c.c. space $X$
such that neither $F(X)$ and $A(X)$ is c.c.c. under the assumption of the existence of
a Suslin line. Therefore, we can show at least that the statement “the free (abelian)
topological group on a c.c.c. space is c.c.c.” is consistent with ZFC.
In the next section, we introduce neighborhood of the identity in $F(X)$ and $A(X)$ ,
respectively, and which are used for proving the results in \S 3. By $\mathbb{N}$ we denote the set
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of all natural numbers. We refer to [4] for elementary properties of topological groups
and to [1] and [3] for the main properties of free topological groups.
2 Neighborhoods of the identity in $F(X)$ and $A(X)$
We first introduce the neighborhoods of $0$ in $A(X)$ constructed by Tka\v{c}enko [8] and
Pestov [6].
Let $\mathcal{U}_{X}$ be the universal uniformity on a space $X$ . For each $P=\{U_{1}, U_{2}, \ldots\}\in$
$(\mathcal{U}_{X})^{\omega}$ , let
$V(P)=$ { $x_{1}-y_{1}+x_{2}-y_{2}+\cdots+x_{k}-y_{k}$ : $(x_{i},$ $y_{i})\in U_{i}$ for $i=1,$ $\ldots,$ $k,$ $k\in \mathrm{N}$ },
and $\mathcal{V}=\{V(P):P\in(\mathcal{U}_{X})^{\omega}\}$ . Then the following is known.
Theorem 2.1 $([8],[6])$ For a space $X,$ $\mathcal{V}$ is a neighborhood base at $0$ in $A(X)$ .
In the non-abelian case, we introduce the neighborhoods of $e$ in $F(X)$ which are defined
by the author [10].
Let $X$ be a space and $\overline{X}=X\oplus\{e\}\oplus X^{-1}$ , where $e$ is the identity of $F(X)$ . Fix an
arbitrary $n\in \mathbb{N}$ . For a subset $U$ of $\overline{X}^{2}$ which includes the diagonal of $\overline{X}^{2}$ , let $G_{n}(U)$
be a subset of $F_{2n}(X)$ which consists of the identity $e$ and all words $g$ satisfying the
following conditions;
(1) $g$ can be represented as the reduced form $g=x_{1}x_{22k}\ldots X$ , where $x_{i}\in\overline{X}$ for
$i=1,2,$ $\ldots,$ $k$ and $1\leq k\leq n$ ,
(2) there is a partition $\{1, 2, \ldots, 2k\}=\{i_{1}, i_{2}, \ldots , i_{k}\}\cup\{j_{1}, j_{2}, \ldots,j_{k}\}$ ,
(3) $i_{1}<i_{2}<\cdots<i_{k}$ and $i_{s}<j_{s}$ for $s=1,2,$ $\ldots$ , $k$ ,
(4) $(X_{i_{s}}, x_{j_{S}}-1)\in U$ for $s=1,2,$ $\ldots,$ $k$ and
(5) $i_{s}<i_{t}<j_{s}\Leftrightarrow i_{s}<j_{t}<j_{s}$ for $s,$ $t=1,2,$ $\ldots$ , $k$ .
Then it was proved that $G_{n}(U)$ is a neighborhood of $e$ in $F_{2n}(X)$ for every $U\in \mathcal{U}_{X}$
and $n\in \mathbb{N}$ . To prove it, the author [10] applied the following fact:
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From Graev’s construction of $\hat{d}$ which is a continuous pseudometric on $F(X)$ extending
a continuous pseudometric $d$ on $X$ (see the proof of Theorem 1 in [3]), there exists a
partition $\{1, 2, \ldots, 2n\}=\{i_{1}, i_{2}, \ldots, i_{k}\}\cup\{j_{1}, j_{2}, \ldots,j_{k}\}$ satisfying (3) and (5) of the
definition of $G_{n}(U)$ and that $\hat{d}(g, e)=\sum_{p}k(=1j_{p}-\overline{d}X_{i_{\mathrm{p}},y)}1$ .
However, Graev didn’t describe the existence of the above partition in the proof of
Theorem 1 in [3], and also there are no papers in which the above fact is mentioned with
its proof. So, we give here another proof. Though it is rather long and complicated,
the reader will be sure that each $G_{n}(U)$ is a neighborhood of $e$ in $F_{2n}(X)$ .
We introduce the following neighborhood base at $e$ in $F(X)$ constructed by Tka\v{c}enko
[9] which are used in the proof. Let $X$ be a space. For each $n\in \mathbb{N}$ , we define a mapping
$j_{n}$ from $\overline{X}\cross\overline{X}$ to $F_{2n}(X)$ by $j_{n}((x, y))=i_{n}(x)i_{n}(y)^{-1}$ for every $(x, y)\in\overline{X}\cross\overline{X}$
Let $\mathcal{U}_{n}$ be the universal uniformity on $\overline{X}^{n}$ for each $n\in \mathbb{N}$ . For each $R=\{U_{n}$ : $n\in$
$\mathbb{N}\}\in\prod_{i=1}^{\infty}\mathcal{U}_{n}$ , we put
$W_{n}(R)=\cup\{j\pi(1)(U_{\pi(1}))\cdots j\pi(n)(U\pi(n)) : \pi\in S_{n}\}$ and $W(R)= \bigcup_{n=1}Wn(R)\infty$ ,
where $S_{n}$ is the permutation group on $\{1, 2, \ldots, n\}$ . Then Tka\v{c}enko [9] proved that
$\{W(R):R\in\prod_{i=1}^{\infty}\mathcal{U}_{n}\}$ is a neighborhood base at $e$ in $F(X)$ .
Let $\mathcal{U}$ be a uniformity on a space $X$ and $U\in \mathcal{U}$ . The set $U\circ U\in \mathcal{U}$ is defined as
follows: $(x, z)\in U\circ U$ iff there is $y\in X$ such that $(x, y)\in U$ and $(y, z)\in U$ . The
following technical lemma is also used in the proof.
Lemma 2.2 ([8]) Let $\mathcal{U}$ be a uniformity on a space $X$ and $\{U_{0}, U_{1}, \ldots\}$ be a sequence
in $\mathcal{U}$ such that $U_{n+1}\circ U_{n}+1\circ Un+1\underline{\mathrm{C}}U_{n}$ for each $n=0,1,$ $\ldots$ . Then for each $k\in \mathrm{N}\cup\{\mathrm{o}\}$
and $k_{1},$ $k_{2},$ $\ldots,$ $k_{p}\in \mathbb{N}(p\in \mathbb{N})$ such that $\sum_{i=1}^{p}2^{-}k_{i}<2^{-k}$ ,
$U_{k_{1}}\circ U_{k_{2}k}\circ\cdots\circ Up\subseteq U_{k}$ .
We define some notation that is used in the proof. Let $x_{1}x_{2n}\ldots X$ be a form, where
$n\in \mathbb{N}$ and $x_{i}\in\overline{X}$ for each $i\leq n$ . For $a,$ $b\in\{x_{i} : i=1,2, \ldots)n\}$ , the inequality
$a\leq b$ means that $a=b$ or $a$ appears on the left of $b$ in the above form, that is,
there are $i,j\in\{1,2, \ldots, n\}$ such that $i\leq j,$ $a=x_{i}$ and $b=x_{j}$ . The symbols
$[X_{i}, x_{j}]$ and $(X_{i}, x_{j})$ means the forms $X_{i}X_{i+}1\ldots Xj$ and $xi+1\ldots xj-1$ , respectively. For
$a,$ $b,$ $c,$ $d\in\{x_{i} : i=1,2, \ldots, n\}$ , the symbol $[a, b]\subseteq[c, d]$ means that $c\leq a\underline{<}b\leq d$ .
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Theorem 2.3 Let $X$ be a space. Then for every $U\in \mathcal{U}_{X}$ and every $n\in \mathrm{N}_{\rangle}G_{n}(U)i\mathit{8}$
a neighborhood of $e$ in $F_{2n}(X)$ ,
Proof. Let $U\in \mathcal{U}_{\overline{X}}$ . Then there is a sequence $\{U_{m}\in \mathcal{U}_{\overline{X}} : m\in \mathrm{N}\}$ such that $U_{0}=U$ ,
$U_{m}\subseteq X^{2}\oplus(X^{-1})^{2}\oplus\{(e, e)\},$ $U_{m}=U_{m}^{-1}$ and $\{(x^{-1}, y^{-1}) : (x, y)\in U_{m}\cap X^{2}\}=$
$U_{m}\cap(X^{-1})^{2}$ for $m=1,2,$ $\ldots$ and $U_{m+1}\circ Um+1\circ Um+1\subseteq U_{m}$ for $m=0,1,$ $\ldots$ Since
every $\mathcal{U}_{k}$ is the universal uniformity, we can take $V_{k}\in \mathcal{U}_{k}$ such that $V_{k}\subseteq(U_{k(k+}1))^{k}$ for
$\overline{2}$
each $k\in \mathrm{N}$ . If we put $R=\{V_{1}, V_{2}, \ldots\}$ , then $R \in\prod_{i=1}^{\infty}\mathcal{U}_{i}$ . To prove that $G_{n}(U)$ is a
neighborhood of $e$ in $F_{2n}(X)$ , we shall show here that $W(R)\cap F_{2n}(X)\subseteq G_{n}(U)$ .
Let $g\in W(R)\cap F_{2n}(X)$ . Then, by the definition of $W(R)$ , there are $k\in \mathbb{N},$ $\pi\in S_{k}$
and $(x_{\pi(i)}, y_{\pi(i}))\in V_{\pi(i)}$ for $i=1,2,$ $\ldots,$ $k$ such that
$g=j\pi(1)((_{X}\pi(1), y\pi(1)))\cdot j\pi(2)((x\pi(2), y_{\pi(2)}))\cdots\cdot\cdot j\pi(k)((x(k), y_{\pi}(k))\pi)$ .
For convenience, we only prove when $\pi$ is the identity (it can be proved similarly in
the general case). So we can put $g=x_{1}y_{12}y^{-}-1_{X2}1\ldots X_{ky_{k}^{-1}}$ . For each $i=1,2,$ $\ldots,$ $k$
let $x_{i}=(X, Xp_{i}+1p\mathrm{t}+2, \ldots, x_{p_{i}+i})$ and $y=(y_{pi+1,y}p_{i}+2, \ldots, y_{p_{i}+i})$ , where $p_{i}= \frac{i(i-1)}{2}$
and $x_{j},$ $y_{j}\in\overline{X}$ for $j=p_{i}+1,p_{i}+2,$ $\ldots p_{i}+i$ . Then, $g$ is represented as follows;
$g=x1y_{123}-1xxy_{3}-1-y21\ldots x_{p}i+1Xp_{i}+2\ldots xp_{i}+iypi+iy_{p_{i}+}-1\ldots-1-yp_{i}12+1\ldots$
$x_{p_{k}p_{k}+}+1^{X}2\ldots x_{p_{k}k}+y^{-1}pk+k\ldots y^{-1}pk+2y^{-1}p_{k+1}$ . (1)
For each $i=1,2,$ $\ldots,$ $k$ , since $(x_{i}, y_{i})\in V_{i}\subseteq(U_{\frac{i(i+1)}{2}})^{i}\subseteq U_{\frac{i(i-1)}{2}+1}\cross U_{\frac{i(i-1)}{2}+2}\mathrm{x}\cdots \mathrm{x}$
$U_{\frac{i(i-1)}{2}+i}=U_{p_{i}+1}\mathrm{x}U_{p_{i}+2}\mathrm{x}\cdots \mathrm{x}U_{p_{i}+i}$ , we have that $(x_{p_{i}+j}, y_{pi}+j)\in U_{p_{i}+j}$ for each
$j=1,2,$ $\ldots,$ $i$ . This means that
$(x_{l}, y_{l})\in U_{l}$ for every $l=1,2,$ $\ldots,p_{k}+k$ . (2)
Put $A=\{x_{l} : l=1,2, \ldots,p_{k}+k\}\cup\{y_{l}^{-1} : l=1,2, \ldots,p_{k}+k\}$ and we assume that
each element of $A$ is distinct. Since $g\in F_{2n}(X)$ and the number of the elements of $A$
is even, the reduced form of $g$ can be represented as follows:
$g=Z1Z2\ldots Z2q$ ’ where $q\leq n$ and $z_{i}\in A$ for $i=1,2,$ $\ldots$ , $2q$ . (3)
Since the length of $g\leq 2n$ , the form (1) of $g$ may contains letters that can be reduced.
Now we fix a way to reduce $g$ from the form (1) to the reduced form (3). To prove
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that $g\in G_{n}(U)$ , we decompose the set $\{1, 2, \ldots, 2q\}$ into two sets $\{i_{1}, i_{2}, \ldots, i_{k}\}$ and
$\{j_{1},j_{2}, \ldots, j_{k}\}$ in the following way.
Let $i_{1}=1$ and $a_{(i_{1},1)}\in A$ such that $z_{i_{1}}=a_{(i_{1},1)}$ . Then there is $b_{(i_{1},1)}\in A$ such that
$\{a_{(i_{1},1}), b_{(i_{1}},1)\}=\{x_{l}, y^{-1}l\}$ for some $l=1,2,$ $\ldots,p_{k}+k$ . If $b_{(i_{1},1)}$ is an irreducible letter,
then it is equal to some $z_{i},$ $i=1,2,$ $\ldots$ , $2q$ . Let $j_{1}$ be such that $z_{j_{1}}=b_{(i_{1},1)}$ . Clearly
$i_{1}\neq j_{1}$ . Otherwise, there is $a_{(i_{1},2)}\in A$ such that $b_{(i_{1},1)}$ is reduced by $a_{(i_{1},2)}$ . Again take
$b_{(i_{1},2)}\in A$ such that $\{a_{(i_{1},2}), b_{(}i1,2)\}=\{x_{l}, y^{-1}l\}$ for some $l=1,2,$ $\ldots,p_{k}+k$ . It is clear
that the elements $a_{(i_{1},1)},$ $b_{(,)}i11,$ $a_{(i2)}1$, and $b_{(i_{1},2)}$ are distinct elements of $A$ . If $b_{(i_{1},2)}$ is an
irreducible letter, then we can find a number $j_{1}\in\{1,2, \ldots, 2q\}\backslash \{i_{1}\}$ with $z_{j_{1}}=b_{(i,2)}1^{\cdot}$
Otherwise, let $a_{(i_{1},3)}\in A$ such that $b_{(i_{1},2)}$ is reduced by $a_{(i_{1},3)}$ . Continue the step till
we reach an irreducible letter $b_{(i_{1},j)}$ and let $j_{1}$ be a number with $z_{j_{1}}=b_{(i_{1},j)}$ . Clearly it
always exists, since $A$ is a finite set.
For the sake of understanding we prepare here the following example:
Let $c_{1},$ $c_{2}\ldots.,$ $c_{12}\in X$ such that $(c_{2,\mathrm{s}^{1}}C^{-})\in V_{1},$ $((c_{z}^{-1}3’ 2C), (C_{4}^{-1}, C_{1}))\in V_{2}$ ,
$((C^{-1}, c55, c_{\mathrm{g}})(c^{-}, c_{4}61, C_{9}))\in V_{3}$ and $((c_{6’ 1}^{-1}C_{8}, c_{10}, C1)(c_{7}^{-}, C7, c-1)1)12’ 1c_{1}\in V_{4}$ . Then,
$z_{i_{1}}$
$11$














$=c_{1}^{-1}$ $c_{8}$ $c_{10}c_{12}$ .
Next let $i_{2}= \min\{l : l\in\{1,2, \ldots, 2q\}\backslash \{i_{1},j_{1}\}\}$ . We start the same step from
$z_{i_{2}}$ and find $z_{j_{2}}$ . Consequently we can get the sets $\{_{-}i_{1}, i_{2}, \ldots, i_{k}\}$ and $\{j_{1}, j_{2}, \ldots , j_{k}\}$
satisfying the following properties:
(4-1) $\{1, 2, \ldots, 2q\}=\{i_{1}, i2, \ldots, i_{q}\}\cup\{j_{1},j2, \ldots, j_{q}\}$ , $i_{1}<i_{2}<\cdots<i_{q}$ ,
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(4-2) $\{i_{1}, i_{2}, \ldots, i_{q}, j_{1},j_{2}, \ldots,j_{q}\}$ consists of distinct numbers, and
for each $s\in\{1,2, \ldots, q\}$ there is a subset $A_{s}=\{a_{(i_{s},1)},$ $b_{(}i_{s},1),$ $a(i_{s},2),$ $b(i_{s},2),$ $\ldots,$ $a_{(i_{s},u_{s})}$ ,
$b_{(i_{s},u)}\}S$ of $A$ such that
(4-3) $z_{i_{\mathit{8}}}=a_{()}i_{s},1,$ $zj_{s}=b_{(iu)}s,s$ and $a_{(i_{s},1)}<b_{(i_{s},u_{S}}$),
(4-4) $\{a_{(i_{S},j)}, b_{(}i_{s},j)\}=\{x_{l}, y_{l}^{-1}\}$ for some $l=1,2,$ $\ldots$ , $p_{k}+k,$ $j=1,2,$ $\ldots,$ $u_{s}$ ,
(4-5) $b_{(i_{s},j})$ is reduced by $a_{(i_{s},j+1}$ ), i.e. $a_{(i_{s},j)}^{-1}+1=b_{(i_{s},j}$ ) for $j=1,2,$ $\ldots,$ $u_{s}-1$ ,
(4-6) $\{a_{(j)}i_{s},, b_{(i_{\mathrm{s}}},j) : j=1,2, \ldots, u_{s}, s=1,2, \ldots, q\}$ consists of distinct elements of $A$ .
Let $s,$ $r\in\{1,2, \ldots, q\},$ $t\in\{1,2, \ldots, u_{s}\}$ and $v\in\{1,2, \ldots, u_{r}\}$ . By (4-4) there are
$i,$ $i’\in\{1,2, \ldots, i\}$ and $j,$ $j’\in\{1,2, \ldots, i\}$ such that $\{a_{(i_{S},t}), b(i_{S},t)\}=\{X_{p_{i}+j,y_{p_{i}}}-1\}+j$ and
$\{a_{(i_{r},v),(}bi_{r},v)\}=\{x_{p_{i}’+jy^{-}};,,’\}pi+j1$ . If $a_{(i_{s},t)}<a_{(i_{r},)}v<b_{(i_{s)}t)}$ , then since these letters
appear in $x_{i}y_{i}^{-1},$ $b_{(i_{r},v)}$ also appears between $a_{(i_{s},t}$ ) and $b_{(i_{s},t}$). On the other hand,
assume that $t,$ $v\geq 2$ and $b_{(i_{s},t-1}$ ) $<b_{(i_{r},v-1)}<a_{(i,t)}s$ . Since $b_{(i_{s},t-1}$ ) is reduced by $a_{(it)}s$,
by (4-5), $[b_{(-}i_{s},t1),$ $a(i_{S},t)]=e$ . Thus, each letter between $b_{(i_{s},t-1}$ ) and $a_{(i_{s},t}$ ) must be
reduced by another letter between them. It follows that $b_{(i_{s},t-1}$ ) $<a_{(i_{r},v)}<a_{(i_{s},t}$).
These arguments yield the following properties:








By $(4- 1),(4- 2)$ and (4-3), to show that $g\in W_{n}(U)$ it suffices to prove the following two
claims.
Claim 1. $(z_{i_{s’ js}}z^{-1})\in U$ for each $s=1,2,$ $\ldots,$ $q$ .
For each $j=1,2,$ $\ldots,$ $u_{s}$ , by (4-4), we can choose a number $l(i_{s},j)\in\{1,2, \ldots,p_{k}+k\}$
such that $\{a_{(i_{S},j\rangle}, b_{(}is,j)\}=\{x_{l(i_{s},j)}, y_{l(j)}i_{s},\}-1$ . From the forms of $U_{m},$ $m\in \mathrm{N}$ and the
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properties of (2), (4-3) and (4-5), we have that $(Z_{i_{s}}, Z_{j_{S}}-1)=(a_{(i_{s},1}),$ $b_{()}-1)i_{S},u_{s}\in U_{l(i_{s}},1)\circ$
$U_{l(i2}S’)0\cdots\circ U_{l}(i_{S},us)$ . If we put $l_{s}= \min\{l(is’ j) : j=1,2, \ldots, u_{s}\}$ , then $l_{s}\geq 1$ .
Therefore, by Lemma 5.1, we conclude that $(z_{\dot{x}_{s}}, z_{j_{s}}-1)\in U_{l(s)-1}\subseteq U_{0}=U$ .
Claim 2. $i_{s}<i_{r}<j_{s}\Leftrightarrow i_{s}<j_{r}<j_{s}$ for each $s,$ $r\in\{1,2, \ldots rq\}$ .
Fix $s,$ $r\in\{1,2, \ldots, q\}$ . We shall prove that if $a_{(i_{s},1)}<a_{(i_{r},1)}<b_{(i_{S}.u_{s}}$ ), then $a_{(i1)}\mathrm{s},<$
$b_{\mathrm{f}iru_{r})},<b_{(i_{s},u_{s}})$ . Define a mapping $\phi$ from $A$ to $\{1, 2, \ldots , k(k+1)\}$ by $\phi(x_{p_{i}+j})=$
$i(i-1)+j$ and $\phi(y_{p+j}^{-1}i)=i(i+1)-j+1$ for each $i=1,2,$ $\ldots,$ $k$ and $j=1,2,$ $\ldots,$ $i$ . Then
$\phi$ preserves the order, i.e. for $a,$ $a’\in A$ if $a<a’$ (in the form (1)), then $\phi(a)<\phi(a’)$ .
For each $t=1,2,$ $\ldots,$ $u_{s}$ let $\alpha(s, t)$ and $\beta(s, t)$ be the points of the plane $\mathbb{R}^{2}$ such that
$\alpha(s, t)=(\phi(a_{(t)}i_{s},),$ $\mathrm{o})$ and $\beta(s, t)=(\phi(b_{(it)})\mathit{8},, \mathrm{o})$ . We define paths $P(s, t)$ from $\alpha(s, t)$
to $\beta(s, t)$ in $\mathbb{R}^{2}$ for $t=1,2,$ $\ldots,$ $u_{s}$ , paths $Q(s, t-1)$ from $\beta(s, t-1)$ to $\alpha(s, t)$ in $\mathbb{R}^{2}$
for $t=2,3,$ $\ldots,$ $u_{s}$ and a path $Q(s, u_{s})$ from $\beta(s, u_{s})$ to $\alpha(s, 1)$ , as follows:
(i) If there are $t_{1},$ $t_{2},$ $\ldots,$ $t_{r}\in\{1,2, \ldots, u_{s}\}$ such that $[c_{(it_{j})}S,, d_{(\dot{\mathrm{t}}_{s}},tj)]\subseteq[c_{(i_{S},t}), d_{(}i_{s},t)]$
for each $j=1,2,$ $\ldots,$ $r$ , where $c_{(j)}iS,= \min\{a_{(i_{s},j)}, b_{(is’ j)}\}$ and $d_{(i_{s},j)}= \max\{a_{(:_{S},j)}$ ,
$b_{(i_{s},j})\}$ for $j=t_{1},$ $t_{2},$ $\ldots$ , $t_{r},$ $t$ , then put
$P(s, t)=\{(\phi(C(i_{s},t)), y) : 0\leq y\leq r+1\}\cup\{(x, r+1) : \phi(C(iS,t))\leq X\leq\phi(d_{(}i_{S},t))\}$
$\cup\{(\phi(d_{()}iS,t), y) : 0\leq y\leq r+1\}$ .
(ii) If there are $t_{1},$ $t_{2},$ $\ldots,$ $t_{r}\in\{1,2, \ldots, u_{s}\}$ such that $[e_{(i_{s},t_{j})}, f(iS,tj)]\subseteq[e_{(i_{s},t)}, f(i_{S},t)]$
for each $j=1,2,$ . . , , $r$ , where $e_{(i_{S},t)}j= \min\{a_{(i_{s}},j), b(i_{s},j-1)\}$ and $f_{(i_{s},j)}= \max\{a_{(i_{s},j)}$ ,
$b_{(i_{s},j-}1)\}$ for $j=t_{1},$ $t_{2)}\ldots$ , $t_{r},$ $t$ , then put
$Q(s, t)=\{(\phi(e_{(t}i_{s},)), y) : -(r+1)\leq y\leq 0\}$
$\cup\{(_{X}, -(r+1)) : \phi(e(i_{s},t))\leq x\leq\phi(f_{(t}i_{S},))\}$
$\cup\{(\phi(f(i_{s},t)), y) : -(r+1)\leq y\leq 0\}$ .
(iii) If there are $t_{1},$ $t_{2},$ $\ldots,$ $t_{r}\in\{1,2, \ldots, u_{s}\}$ suc that $[e_{(i_{s},t_{j})}, f_{(}is,ti)]\subseteq[a_{(i_{S},1)}, b_{(}\dot{x}_{s},us)]$
8
for each $j=1,2,$ $\ldots,$ $r$ , then put
$Q(s, u_{s})=\{(\phi(a_{(}i_{S},1)), y) : -(r+1)\leq y\leq 0\}$
$\cup\{(_{X}, -(r+1)) : \phi(a_{(i_{s},1}))\leq x\leq\phi(b_{(u}is,s))\}$
$\cup\{(\phi(b_{(i}us))s,, y) : -(r+1)\leq y\leq 0\}$ .
Recall the example on page 5, that is, let
$g=c_{2}^{-11_{C}11-1}C3c--C-C_{5}c9Cc^{-11}c6468c-CC10c11C^{-11}c1112c^{-}c_{7}32^{Cc}14597$
$=c_{1}^{-1}C_{8}c10c12$
The following figure illustrates the points $\alpha(1, t)=(\phi(a_{(i_{1}},t)),$ $\mathrm{o}),$ $\beta(1, t)=(\phi(b_{(,t)}i1), 0)$
and the paths $P(1, t),$ $Q(1, t),$ $t=1,2,$ $\ldots,$ $7$ with respect the above word $g$ .
The above constructions of the paths and the properties (5) and (6) say that $L=$
$P(s, 1)\cup Q(s, 1)\cup P(s, 2)\cup Q(s, 2)\cup\cdots\cup P(s, u_{s})\cup Q(s, u_{s})$ is a simple closed curve
in $\mathbb{R}^{2}$ . Let $L(i_{r})=\{(\phi(a_{(1)}i_{r},), y) : y\leq 0\}$ . Since $z_{i_{r}}=a_{(i1)}r$
’
is irreducible, the letter
$a_{(i_{r},1)}$ cannot appear between $a_{(i_{s},t)}$ and $b_{(i_{s},t-1}$ ) for each $t=1,2,$ $\ldots,$ $u_{s}$ . Hence the
half line $L(i_{r})$ cannot intersect $Q(s, t)$ for each $t=1,2,$ $\ldots,$ $u_{s}-1$ . On the other hand,
since $a_{(i_{s},1}$ ) $<a_{(i_{r},1)}<b_{(i,u)}sS’ L(i_{r})$ must intersect $Q(s, u_{s})$ . This means that the half
line $L(i_{r})$ intersects the simple closed curve $L$ only once. Furthermore, the part of
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$L(i_{r})$ whose second coordinate is less than the one of $Q(s, u_{s})$ is an unbounded set in
$\mathbb{R}^{2}$ . Therefore, these facts follow that the point $(\phi(a_{(i_{r}},1)),$ $0)$ is inside of $L$ . By the
properties (5) and (6), we can construct a path from $(\phi(a_{()}i_{r},1))\mathrm{o})$ to $(\phi(b_{i_{r},u)})r’ 0)$ that
does not intersect $L$ . So, the point $(\phi(b_{(i,u)})rr’ 0)$ is also inside of $L$ . Now suppose that
$b_{(i_{r},u_{r})}<a_{(i_{s},1)}$ or $b_{(i_{s},u_{s}}$ ) $<b_{(i_{r},u_{r})}$ . Then the half line $M(i_{r})=\{(\phi(b_{(irr},))u’ y) : y\leq 0\}$
cannot intersect $Q(s, u_{s})$ . Furthermore, since $a_{j_{r}}=b_{(i_{T},)}ur$ is irreducible, $b_{(i_{r},u_{r})}$ cannot
appear between $a_{(i_{s},t}$) and $b_{(i_{s},t-1}$ ) for each $t=2,3,$ $\ldots,$ $u_{s}$ , and hence $M(i_{r})$ does not
intersect any $Q(s, t)$ . Therefore, the half line $M(i_{r})$ does not intersect the simple closed
curve $L$ . Since $M(i_{r})$ is an unbounded subset of $\mathbb{R}^{2}$ , it follows that $M(i_{r})$ is contained
in the outside area of $L$ , and hence so is $(\phi(b_{(iu)})r’ r’ \mathrm{o})$ . This is a contradiction.
By Claim 1 and 2, we can conclude that $g\in G_{n}(U)$ . Therefore, it follows that
$W(R)\cap F_{2}n(x)\subseteq c_{n}(U)$ . $\square$
For every $U\in \mathcal{U}_{X}$ , let $G(U)= \bigcup_{n=1}^{\infty}c_{n}(U)$ . Then, by Theorem 2.3, we have the
following.
Theorem 2.4 Let $X$ be a space. Then for every $U\in \mathcal{U}_{X},$ $G(U)$ is a neighborhood of
$e$ in $F(X)$ .
3 Example
In this section, we shall construct a c.c.c. space $X$ such that neither $F(X)$ nor $A(X)$
is c.c.c. under the assumption the existence of a Suslin line.
Let $T$ be a Suslin tree such that each node has 2 immediate successors and $X$ be the
space of all branches which topology is induced by $\{[t] : t\in T\}$ as a clopen base, where
$[t]$ means the set of all branches going through $t$ . Then the space $X$ is the required
space. Since it is easy to show that $X$ is a c.c.c. space, we need to prove that neither
$F(X)$ nor $A(X)$ is c.c.c. To begin the proof, we start by defining some notations.
For every $x\in T$ , the height of $x$ in $T$ , or ht $(x, T)$ , is type$(\{y\in T : y<x\})$ . Let
$\alpha<\omega_{1}$ and $t_{\alpha}\in T$ such that $t_{\alpha}\in \mathrm{L}\mathrm{e}\mathrm{v}_{\alpha}(T)$ , where $\mathrm{L}\mathrm{e}\mathrm{v}_{\alpha}(\tau)=\{x\in T$ : ht $(\{y\in T:y<$
$x\})=\alpha\}$ . Since each node has 2 immediate successors, let $t_{\alpha}^{0}$ and $t_{\alpha}^{1}$ be the successors
of $t_{\alpha}$ . Pick $b_{\alpha}^{\mathrm{i}}\in[t_{\alpha}^{i}]$ and put $h_{\alpha}^{i}=\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}(b_{\alpha}^{i})$ for $i=0,1$ . Then, there is a cofinal set $W$
in $\omega_{1}$ such that if $\alpha,$ $\beta\in W$ and $\beta<\alpha$ , then $h_{\beta}^{i}<\alpha$ for $i=0,1$ . For every $\alpha<\omega_{1}$ , let
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$s_{\beta}(\alpha)<t_{\alpha}$ such that $s_{\beta}(\alpha)\in \mathrm{L}\mathrm{e}\mathrm{v}_{\beta}(T)$ and
$P_{\alpha}=\{[t_{\alpha}]0, [t_{\alpha}]1\}\cup\{[S\beta(\alpha)]\backslash [_{S_{\beta}}+1(\alpha)] : \beta<\alpha\}$.
Then $P_{\alpha}$ is a partition of $X$ . Since, for each $\beta<\alpha,$ $[s_{\beta}(\alpha)]\backslash [s_{\beta+1}(\alpha)]=[s_{\beta}(\alpha)^{i}]$ for
$i=0$ or 1, $P_{\alpha}$ is consisting of basic clopen subsets of $X$ , and hence for every $P\in P_{\alpha}$
and $P’\in P_{\beta}P$ and $P’$ are comparable, that is, if $P\cap P’\neq\emptyset$ , then $P\subseteq P’$ or $P’\subseteq P$ .
Let $\alpha\in W$ . In the non-abelian case, put
$U_{\alpha}=\cup\{P\cross P : P\in P_{\alpha}\}\cup\{(e, e)\}\cup\cup\{P^{-1}\mathrm{x}P-1 : P\in P_{\alpha}\}$.
Since the space $X$ is paracompact and $U_{\alpha}$ is an open neighborhood of the diagonal $\triangle_{\overline{X}}$
in $\overline{X}^{2}$ , we have that $U_{\alpha}\in \mathcal{U}_{\overline{X}}$. On the other hand, in the abelian case, put
$V_{\alpha}=\cup\{P\cross P : P\in P_{\alpha}\}$ .
Then, we have that $V_{\alpha}\in \mathcal{U}_{X}$ by the same reason. In this note, we only prove that
$F(X)$ is not c.c.c. In the abelian case, we can show that $A(X)$ is not c.c.c. with the
similar argument if we use the neighborhoods $V(R_{\alpha})$ of $0$ in $A(X)$ instead of $G(U_{\alpha})$ ,
where $R_{\alpha}=\{V_{\alpha}, V_{\alpha}, \ldots\}\in(\mathcal{U}_{X})^{\omega}$.
We need the following technical lemmas.
Lemma 3.1 Let $U\in \mathcal{U}_{\overline{X}}$ . If $U=U^{-1}$ , then $G(U)=G(U)^{-1}$ .
Lemma 3.2 Let $A$ and $B$ be partitions of $X$ such that every $A\in A$ and $B\in B$ are
comparable. Put
$U=\cup\{A\cross A : A\in A\}\cup\{(e, e)\}\cup\cup\{A^{-1}\cross \mathrm{A}^{-1} : A\in A\}$
$V=\cup\{B\cross B : B\in B\}\cup\{(e, e)\}\cup\cup\{B^{arrow 1}\mathrm{x}B^{-}1 : B\in B\}$.
Then $G(U)\cdot G(V)\subseteq G(U\cup V)$ .
Theorem 3.3 $F(X)$ is not $c.c.c$ .
Proof. Let $g_{\alpha}=b_{\alpha}^{0}b_{\alpha}^{1}$ for each $\alpha\in W$ . Then each $g_{\alpha}\in F_{2}(X)$ . To complete the
proof, we shall prove that the family $\{g_{\alpha}G(U_{\alpha}):\alpha\in W\}$ is pairwise disjoint. Suppose
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that $g_{\alpha}G(U_{\alpha})\cap g_{\beta}G(U_{\beta})\neq\emptyset$ for some $\alpha,$ $\beta\in W$ with $\beta<\alpha$ . Then, by Lemma 3.1
and 3.2,
$g_{\alpha}^{-1}g\beta\in G(U_{\alpha})\cdot G(U\beta)^{-}1G=(U_{\alpha})\cdot G(U_{\beta})\subseteq G(U_{\alpha^{\cup}\beta}U)$ .
Since $g_{\alpha}^{-1}g_{\beta}=b_{\alpha\alpha\beta\beta}^{1^{-1}}b0-1b0b^{1}$, by the definition of the neighborhood $G_{2}(U)$ of $e$ in
$F_{4}(X)$ , the both of the pairs $(b_{\alpha}^{1^{-1}}, b_{\beta}^{1^{-1}})$ and $(b_{\alpha}^{0^{-1}}, b_{\beta}^{0-1})$ must be in $U_{\alpha}\cup U_{\beta}$ , and
hence $(b_{\alpha}^{i}, b_{\beta}^{i})\in U_{\alpha}\cup U_{\beta}$ for $i=0,1$ . On the other hand, by the definition, $b_{\alpha}^{i}\in[t_{\alpha}^{i}]$
and $b_{\beta}^{i}\in[t_{\beta}^{i}]$ . Since $[t_{\alpha}]$ and $[t_{\beta}]$ are comparable and $\beta<\alpha$ , we need the following two
cases.
Case 1. $[t_{\alpha}]\subseteq[t_{\beta}]$ .
Since $[t_{\alpha}]\subseteq[t_{\beta+1}]=[t_{\beta}^{i}]\subseteq[t_{\beta}]$ for $i=0$ or 1, without loss of generality, we
may assume that $i=0$ . Then, $[t_{\beta+1}]=[t_{\beta}^{0}]$ and $[t_{\beta}^{1}]=[t_{\beta}]\backslash [t_{\beta+1}]$ . It follows that
$[t_{\beta}]\backslash [t_{\beta+1}]\in P_{\alpha}\cap P_{\beta}$ . Since
$(b_{\alpha}^{1}, b_{\beta}^{1})\in[t_{\alpha}^{1}]\cross[t_{\beta}^{1}]=[t_{\alpha}^{1}]\cross([t_{\beta}]\backslash [t_{\beta 1}+])$,
we conclude that $(b_{\alpha}^{1}, b_{\beta}^{1})\not\in U_{\alpha}\cup U_{\beta}$ , but this is a contradiction.
Case 2. $[t_{\alpha}]\cap[t_{\beta}]=\emptyset$ .
In this case, we can choose $\gamma<\beta$ and $i\in\{0,1\}$ such that $[t_{\alpha}]\subseteq[t_{\gamma}^{i}]$ and $[t_{\beta}]\subseteq[t_{\gamma}^{1-i}]$ .
Hence, $P_{\alpha}\ni[s_{\gamma}(\alpha)]\backslash [s_{\gamma+1}(\alpha)]=[t_{\gamma_{\lrcorner}}^{i}1$ and $P_{\beta}\ni[s_{\gamma}(\beta)]\backslash [S_{\gamma+1}(\beta)]=[t_{\gamma}^{1-i}]$ . By the
definitions of $U_{\alpha}$ and $U_{\beta}$ , it follows that
$(U_{\alpha}\cup U_{\beta})\cap x\mathrm{x}x=[t_{\gamma}i]^{2}\cup[t_{\gamma}-i]12\cup\cup\{([s\delta(\alpha)]\backslash [_{S_{\delta+1}}(\alpha)])2 : \delta<\gamma\}$ ,
because $s_{\delta}(\alpha)=s_{\delta}(\beta)$ if $\delta<\gamma$ . On the other hand, since $b_{\alpha}^{0}\in[t_{\alpha}^{0}]\subseteq[t_{\gamma}^{i}]$ and
$b_{\beta}^{0}\in[t_{\beta}^{0}]\subseteq[t_{\gamma}^{1-i}],$ $(b_{\alpha’\beta}^{0}b^{0})\in[t_{\gamma}^{x}]\cross[t_{\gamma}^{1-i}]$ . Thus, it follows that $(b_{\alpha}^{0}, b_{\beta}0)\not\in U_{\alpha}\cup U_{\beta}$ , and
which is a contradiction.
Since we have contradictions in both of the above cases, we can conclude that
$g_{\alpha}G(U_{\alpha})\cap g_{\beta}G(U_{\beta})=\emptyset$ . Therefore, $F(X)$ is not c.c.c. $\square$
Corollary 3.4 Assume $(\neg \mathrm{S}\mathrm{H})$ . Then there is a $c.c.c$ . space $X$ such that neither $F(X)$
nor $A(X)$ is $c.c.c$ .
Theorem 3.5 The statement ttthe free (abelian) topological groups on $c.c.c$ . space are
$c.c.c.$
” is $con\mathit{8}iStent$ with ZFC.
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We conclude this note with the following question.
Question Is the free (abelian) topological group on a Suslin line $c.c.c$ . $’.$?
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