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THE GREATEST COMMON VALUATION OF φn AND ψ
2
n AT
POINTS ON ELLIPTIC CURVES
PAUL VOUTIER AND MINORU YABUTA
Abstract. Given a minimal model of an elliptic curve, E/K, over a finite extension,
K, of Qp for any rational prime, p, and any point P ∈ E(K) of infinite order, we
determine precisely min
(
v (φn(P )) , v
(
ψ2
n
(P )
))
, where v is a normalised valuation on
K and φn(P ) and ψn(P ) are polynomials arising from multiplication by n for this
model of the curve.
1. Introduction
Let E/K be an elliptic curve given by a Weierstrass equation and let {ψn(X, Y )}n≥1
be the sequence of associated division polynomials. We can also define a related family
of polynomials, φn(X, Y ), such that
x([n]P ) =
φn(x(P ), y(P ))
ψ2n(x(P ), y(P ))
,
for any point, P = (x(P ), y(P )), satisfying the Weierstrass equation.
For many problems related to integral (and more generally, S-integral) points on
elliptic curves, it is important to know, or at least bound, gcd (φn(P ), ψ
2
n(P )). See, for
example, [1] and [6]. Good knowledge of this quantity is also required for problems
involving elliptic divisibility sequences [8], which is how our interest in this subject
arose. In this paper, we determine this gcd precisely. This is a special case of the more
general result we prove here.
Let p be a rational prime, K a finite extension of Qp, R the ring of integers of K,
with maximal ideal M, π a uniformiser for R (i.e., M = πR), residue field k = R/M
and v a valuation for K normalised so that v(π) = 1.
Theorem 1.1. Assume we have a minimal Weierstrass model of an elliptic curve E/K
and that P ∈ E(K) is of infinite order. Let n be a positive integer and put
kv,n(P ) = min
(
v (φn(P )) , v
(
ψ2n(P )
))
.
If P modulo π is non-singular, then kv,n(P ) = min (0, n
2v(x(P ))).
Key words and phrases. Elliptic curve, Elliptic division polynomials, valuation.
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If P modulo π is singular, then kv,n(P ) is as in Table 1, where mP is the smallest
positive integer such that [mP ]P modulo π is non-singular.
Kodaira symbol mP kv,n(P )
III∗ 2 3n2/mP if n ≡ 0 mod mP
3 (n2 − 1) /mP if n 6≡ 0 mod mP
IV ∗ 3 4n2/mP if n ≡ 0 mod mP
4 (n2 − 1) /mP if n 6≡ 0 mod mP
III 2 n2/mP if n ≡ 0 mod mP
(n2 − 1) /mP if n 6≡ 0 mod mP
IV 3 2n2/mP if n ≡ 0 mod mP
2 (n2 − 1) /mP if n 6≡ 0 mod mP
I∗m, cv = 2 2 2n
2/mP if n ≡ 0 mod mP
2 (n2 − 1) /mP if n 6≡ 0 mod mP
I∗m, m odd, cv = 4 2 2n
2/mP if n ≡ 0 mod mP
2P non-singular mod π 2 (n2 − 1) /mP if n 6≡ 0 mod mP
I∗m, m odd, cv = 4, 4 (m+ 4)n
2/mP if n ≡ 0 mod mP
2P singular mod π (m+ 4) (n2 − 1) /mP if n ≡ 1, 3 mod mP
(m+ 4)n2/mP − 1 if n ≡ 2 mod mP
I∗2m, cv = 4 2 v (φ2(P ))n
2/ (2mP ) if n ≡ 0 mod mP
v (φ2(P )) (n
2 − 1) / (2mP ) if n 6≡ 0 mod mP
Im
m
mP
(
mP − a
′
P,v
)
a′P,vn
2 − n′ (mP − n
′)
mP
if a′P,vn ≡ n
′ mod mP
Table 1. kv,n(P ) values
Remark 1.2. (i) cv is the size of the component group of E at v, which we define at
the end of Subsection 2.1.
(ii) In the entry for I∗2m with cv = 4 in Table 1, v (φ2(P )) can take only two values,
either 4 or 2m+ 4 – see Lemma 2.10(ii) and its proof.
(iii) a′P,v in the entry for Im in Table 1 comes from the component of the Ne´ron model
special fibre containing P . Letting aP,v be the actual component, then we put a
′
P,v =
mPaP,v/m. See Lemma 5.1 and the surrounding text in [5] for more information. We let
n′ be the smallest non-negative representative of the congruence class a′P,vn mod mP ,
so 0 ≤ n′ < mP .
(iv) Lastly, it would be of interest to understand these expressions for kv,n(P ) better.
For example, how the coefficients of n2 depend on invariants of the curves.
2. Preliminaries
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2.1. Notation. Let E/K be an elliptic curve given by the Weierstrass equation
E/K : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6,
with a1, a2, a3, a4, a6 ∈ R.
We will also require the following quantities
b2 = a
2
1 + 4a2,
b4 = 2a4 + a1a3,
b6 = a
2
3 + 4a6,
b8 = a
2
1a6 + 4a2a6 − a1a3a4 + a2a
2
3 − a
2
4,
c4 = b
2
2 − 24b4,
c6 = −b
3
2 + 36b2b4 − 216b6,
∆ = −b22b8 − 8b
3
4 − 27b
2
6 + 9b2b4b6,
j = c34/∆,
where ∆ is the discriminant of the Weierstrass equation. Note that 4b8 = b2b6− b
2
4 and
1728∆ = c34−c
2
6. If char
(
K
)
6= 2, then E/K is also given by y2 = 4x3+b2x
2+2b4x+b6.
For positive integers n, we define the division polynomials ψn, φn ∈ Z [a1, a2, a3, a4, a6] [x, y]
by
ψ1 = 1,
ψ2 = 2y + a1x+ a3,
ψ3 = 3x
4 + b2x
3 + 3b4x
2 + 3b6x+ b8,
ψ4 = ψ2
(
2x6 + b2x
5 + 5b4x
4 + 10b6x
3 + 10b8x
2 + (b2b8 − b4b6) x+ b4b8 − b
2
6
)
,
and then inductively by the formulas
ψ2m+1 = ψm+2ψ
3
m − ψm−1ψ
3
m+1 for m ≥ 2,
ψ2ψ2m = ψm
(
ψm+2ψ
2
m−1 − ψm−2ψ
2
m+1
)
for m ≥ 3.
We also have φ1 = x and φn = xψ
2
n − ψn−1ψn+1 for n ≥ 2.
We shall sometimes require expressions for these polynomials that depend only on
x:
φ2(x) = x
4 − b4x
2 − 2b6x− b8,(2.1)
ψ22(x) = 4x
3 + b2x
2 + 2b4x+ b6.(2.2)
In what follows, we will often use P as the argument of these polynomials, rather
than x(P ) and y(P ).
4 PAUL VOUTIER AND MINORU YABUTA
For a finite extension, L, of K, we will use RL, ML and vL for the ring of integers
of L, its maximal ideal and the associated valuation, respectively.
Tate’s Algorithm [7] to compute the special fibre of a Ne´ron model will play a
crucial role in many parts of our work. We will use Silverman’s presentation of it in
[4, Chapter IV, Section 9].
Lastly, we put cv = |E(K)/E0(K)|, where E0(K) =
{
P ∈ E(K) : P˜ ∈ E˜(k)ns
}
, the
set of points of E(K) with non-singular reduction modulo π. This quotient group is
known as the component group of E at v, so cv is the order of the component group.
2.2. Simplifying Rn(a, ℓ).
Definition 2.1. To any pair (a, ℓ) of integers satisfying ℓ > 0, we associate an integer
sequence, {Rn(a, ℓ)}n≥0, defined by
Rn(a, ℓ) =
n2â (ℓ− â)− n̂a (ℓ− n̂a)
2ℓ
,
where x̂ denotes the least non-negative residue of x modulo ℓ.
This sequence is identical to the sequence Rn(a, ℓ) defined in Definition 8.1 of [6],
but the expression here is simpler. We prove that now.
Lemma 2.2. Let a, ℓ, n be non-negative integers with ℓ ≥ 1 and let xˆ denote the least
non-negative residue of x modulo ℓ. Then
n2â (ℓ− â) ≡ n̂a (ℓ− n̂a) mod 2ℓ.
As a consequence, Rn(a, ℓ) here is identical to Rn(a, ℓ) in Definition 8.1 of [6].
Proof. Write a = a1ℓ + a2 where 0 ≤ a2 < ℓ (i.e., â = a2). Then we can write
na = (na1 + a3) ℓ+ na2 − a3ℓ with 0 ≤ na2 − a3ℓ < ℓ for some integer a3.
Thus
n2â (ℓ− â) = n2a2 (ℓ− a2) = n
2a2ℓ− n
2a22,
n̂a (ℓ− n̂a) = (na2 − a3ℓ) (ℓ− na2 + a3ℓ) = a2nℓ− a
2
2n
2 + 2a2a3nℓ− a
2
3ℓ
2 − a3ℓ
2.
Subtracting these two expressions, we obtain
n2â (ℓ− â)− n̂a (ℓ− n̂a) =
(
n2 − n
)
a2ℓ− 2a2a3nℓ+
(
a23 + a3
)
ℓ2.
Since x2 ± x is even for any integer x, the congruence in the lemma holds.
The simpler expression for Rn(a, ℓ) is immediate. 
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2.3. Stange’s results for v (ψn(P )). We next state some theorems from Stange’s
paper [6]. Following Definition 5.3 of [6], we let
b ∈ pZ>0 ∪ {1}, e ∈ Z>0, h ∈ Z≥0, j ∈ Z≥0, s ∈ Z>0 ∪ {∞}, w ∈ Z≥0 ∪ {∞},
and for n ∈ Z, put
(2.3) Sn(p, b, e, h, s, w) =

bjs+
bj − 1
b− 1
h + e (vp(n)− j) + w vp(n) > j,
bvp(n)s+
bvp(n) − 1
b− 1
h vp(n) ≤ j,
where vp is the valuation on Q associated to p.
We shall use the following quantities here.
–b is the smallest power of T with the valuation v of its coefficient less than v(p) in the
expansion of multiplication-by-p, [p]T , in the formal group of the elliptic curve E, or
else b = 1, if no such coefficient exists.
–e = v(p).
–h is the valuation of the coefficient of T b, or else h = 0, if b = 1.
–nP is the smallest positive integer such that [˜nP ]P = O˜ over the residue field, k.
–s = sP = v (x ([nP ]P ) /y ([nP ]P )).
–j = jP = 0 if b = 1; otherwise let j be the smallest non-negative integer such that
e ≤ bj((b− 1)s+ h).
–w = wP = 0 unless b > 1 and we have equality in the definition of j above. In this
case (i.e., b > 1 and we have equality in the definition of j), put
w = v
(
x ([pj+1nP ]P )
y ([pj+1nP ]P )
)
− bv
(
x ([pjnP ]P )
y ([pjnP ]P )
)
− h,
which may be equal to +∞.
To simplify our notation in what follows, we will often write Sn(P ) instead of
Sn (p, b, v(p), h, sP , wP ).
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Remark 2.3. (i) In the expression for w, we use b as the coefficient of the second term.
This corrects an error in the expression for w in Lemma 5.1 of [6], where p should be
b.
(ii) We have Sn ∈ Z>0 ∪ {∞}.
(iii) In keeping with the conventional notation of e for the ramification index, we
use e here, where Stange has used d.
(iv) When b = 1, we have h = 0 and j = 0. In this case, we use the convention
(b0 − 1) /(b − 1)h = 0 to avoid the indeterminate form (b0 − 1) /(b − 1) = 0/0 in the
above expressions for Sn(P ).
Lemma 2.4. ([6], Theorem 6.1) Assume that E is in minimal Weierstrass form and
P has non-singular reduction. Then
v (ψn(P )) = min
{
0,
v(x(P ))
2
}
n2 +
{
Sn/nP (P ) if nP | n,
0 if nP ∤ n.
Furthermore, v(x(P )) < 0 if and only if nP = 1.
Lemma 2.5. ([6], Theorem 9.3) Suppose that E is in minimal Weierstrass form with
multiplicative reduction, P has singular reduction, and let nP be as above. Then
v (ψn(P )) = Rn (aP , ℓP ) +
{
Sn/nP (p, p, v(p), 0, sP , wP ) nP | n,
0 nP ∤ n,
where ℓP = −v(j(E)) and aP is the component of the Ne´ron model special fibre (∼=
Z/ℓPZ) containing P .
Remark 2.6. From the definition of nP , v (x ([n]P )) < 0 if and only if nP |n. Therefore
if nP ∤ n, then v (φn(P )) ≥ v (ψ2n(P )).
Lemma 2.7. (i) Suppose that E is in minimal Weierstrass form, P has non-singular
reduction, and nP be as above. If nP |n or v (x ([n]P )) = 0, then
v (φn(P )) = min {0, v(x(P ))}n
2.
(ii) Suppose that E is in minimal Weierstrass form with multiplicative reduction
and P has singular reduction. If nP |n, then
v (φn(P )) = 2Rn (aP , ℓP ) .
Proof. (i) Suppose that nP |n. From Lemma 2.4,
v (ψn(P )) = min
{
0,
v(x(P ))
2
}
n2 + Sn/nP (p, bP , v(p), hP , sP , wP ) .
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We also have
v (φn(P )) = v
(
ψ2n(P )
)
+ v(x([n]P )).
Since nP |n, from the proof of Theorem 6.1 of [6], we have
v([n]z) = Sn/nP (p, bP , vL(p), hP , sP , wP ) ,
where [n]z = −x([n]P )/y([n]P ). From the minimal Weierstrass equation for E, we
have 3v(x([n]P )) = 2v(y([n]P )). Hence v(x([n]P )) = −2v([n]z) and so
v (φn(P )) = v
(
ψ2n(P )
)
− 2Sn/nP (p, bP , v(p), hP , sP , wP ) .
It follows from our expression above for v (ψn(P )) that v (φn(P )) = min {0, v(x(P ))}n
2.
If v (x ([n]P )) = 0, then
v (φn(P )) = v
(
ψ2n(P )
)
+ v(x([n]P ))v (φn(P )) = v
(
ψ2n(P )
)
.
So if nP ∤ n, then (i) follows immediately from Lemma 2.4.
(ii) Suppose that nP |n. From the proof of Lemma 11.4 in [6],
v (ψn(P )) = Rn (aP , ℓP ) + v (x([n]P )/y([n]P )) .
Therefore,
v (φn(P )) = v
(
ψ2n(P )
)
+ v(x([n]P ))
= 2Rn (aP , ℓP ) + 2v (x([n]P )/y([n]P )) + v(x([n]P )).
Since 3v(x([n]P )) = 2v(y([n]P )), we have
v (x([n]P )/y([n]P )) = v(x([n]P ))− v(y([n]P )) = −v(x([n]P ))/2.
Hence v (φn(P )) = 2Rn (aP , ℓP ). 
2.4. Non-integral x(P ). By Proposition 2.2(iii) of [6], if E is given by a v-integral
Weierstrass equation, where v is a nonarchimedean valuation, and v(x(P )), v(y(P )) <
0, then v (φn(P )) = n
2v(x(P )). From the minimal Weierstrass equation for E, we have
3v(x(P )) = 2v(y(P )), so it suffices that v(x(P )) < 0.
By Proposition 2.2(ii) of [6], the degree of ψ2n(P ) as a polynomial in x(P ) is n
2− 1.
So if E is given by a v-integral Weierstrass equation, where v is a nonarchimedean
valuation, and v(x(P )) < 0, then v (ψ2n(P )) ≥ (n
2 − 1) v(x(P )).
Thus kv,n(P ) = n
2v(x(P )) in this case. Also notice that if v(x(P )) < 0, then P˜ = O˜
and so P is non-singular modulo π. This establishes Theorem 1.1 in this case.
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2.5. Points with singular reduction. The following lemma will allow us to use the
Weierstrass equations obtained in the course of Tate’s Algorithm to simplify our work.
Throughout this section, we will let P ′ be the image of P under a change of variables
of the form x = u2x′ + r and y = u3y′ + u2sx′ + t with r, s, t, u ∈ R.
Lemma 2.8. (i) Let P = (x, y) be a point satisfying an equation
f(x, y) = y2 + a1xy + a3y − x
3 − a2x
2 − a4x− a6 = 0,
with a1, a2, a3, a4, a6 ∈ R and v (a3) > 0, v (a4) > 0 and v (a6) > 0.
P has singular reduction if and only if v (x(P )) > 0 and v (y(P )) > 0.
(ii) Let nP be as defined in Subsection 2.3. If u = 1, then nP ′ = nP .
(iii) Suppose that E has multiplicative reduction and P ∈ E(K) has singular reduc-
tion. Let aP be the component of the cyclic group E(K)/E0(K) that contains P . If
u = 1, then aP ′ = aP .
(iv) If u = 1, then kv,n(P ) = kv,n(P
′). As a consequence, if E is in minimal Weier-
strass form, then the changes of variable in Tate’s Algorithm leave kv,n(P ) unchanged.
Proof. (i) Since P = (x, y) satisfies the equation f(x, y) = 0, we have
(2.4) v
(
y2 + a1xy − x
3 − a2x
2
)
> 0.
Now
P has singular reduction⇐⇒ v
(
∂f
∂x
(P )
)
> 0 and v
(
∂f
∂y
(P )
)
> 0
⇐⇒
{
v (a1y − 3x
2 − 2a2x) > 0,
v (2y + a1x) > 0.
(2.5)
If v(x) > 0 and v(y) > 0, then it is immediate that P has singular reduction.
Assume that P has singular reduction. Subtracting 2 times the first expression in
(2.5) from a1 times the second one, we obtain
v
(
x
(
a21 + 6x+ 4a2
))
> 0.
Similarly, using the first expression in (2.5) to eliminate y from the expression in
(2.4), we have
v
(
x2
(
a21 + 4x+ 4a2
))
> 0.
If v(x) > 0, then from (2.5) we have v(y) > 0.
Assume that v(x) ≤ 0. Then
v
(
a21 + 4x+ 4a2
)
> 0 and v
(
a21 + 6x+ 4a2
)
> 0.
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From this we obtain v(x) > 0, which contradicts v(x) ≤ 0. Hence v(x) > 0 and
v(y) > 0.
(ii) We know that P˜ = O˜ if and only if v(x(P )) < 0.
We have v (x (P ′)) = v (u2x(P ) + r) ≥ min {v(x(P )), v(r)}with equality if v(x(P )) 6=
v(r). Since r ∈ R, we have v(r) ≥ 0, and the result follows.
(iii) This follows from the expression for aP in Lemma 5.1 of [5] (denoted there as
n) along with the fact that ∆ is fixed under such changes of variable (since we assume
that u = 1) and 2y + a1x+ a3 = u
3 (2y′ + a′1x
′ + a′3).
(iv) By Proposition 2.2(iv) of [6], our change of variables gives
ψn(P ) = u
n2−1ψn (P
′) .
From this and our expression for φn(P ) in Subsection 2.1, we obtain
φn(P ) = xψ
2
n(P )− ψn−1(P )ψn+1(P )
=
(
u2x (P ′) + r
)
u2n
2−2ψ2n (P
′)− u2n
2
ψn−1 (P
′)ψn+1 (P
′)
= u2n
2−2
(
u2φn (P
′) + rψ2n (P
′)
)
(2.6)
Here we assume that u = 1, so
φn (P
′) = φn(P )− rψ
2
n (P ) .
From these two expressions and since r ∈ R (so v(r) ≥ 0), we can easily show
that kv,n(P ) = kv,n(P
′). If kv,n(P ) = v (φn(P )) < v (ψ
2
n(P )), then v (φn(P
′)) =
v (φn(P )), while v (ψ
2
n(P
′)) = v (ψ2n(P )), so kv,n(P
′) = v (φn(P
′)) = kv,n(P ). Simi-
larly, if v (φn(P )) ≥ v (ψ
2
n(P )), we have v (φn(P
′)) ≥ v (ψ2n(P )) = v (ψ
2
n(P
′)).
The statement regarding the changes of variables in Tate’s Algorithm now follows
because it is only in Step 11 (i.e., when we do not start with a minimal model) that
we perform a change of variables with u 6= 1. 
In order to use Stange’s results above, we will often need to work in a finite extension
of K. Here we present results on how the valuations behave when we work in such
extensions.
Lemma 2.9. Let E/K be an elliptic curve having additive reduction and P ∈ E(K)
having singular reduction.
Let x = u2x′ + r and y = u3y′ + u2sx′ + t be a change of variables from E to an
elliptic curve E ′ in minimal Weierstrass form with r, s, t, u ∈ RL, where L is a finite
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extension of K. Write P ′ for the image of P under the change of variables. Then,
vL (ψn(P )) =
(
n2 − 1
)
T (E)/2 + vL (ψn (P
′)) ,(2.7)
vL (φn(P )) =
(
n2 − 1
)
T (E) + vL
(
u2φn (P
′) + rψ2n (P
′)
)
.(2.8)
If [n]P has non-singular reduction, then
(2.9) vL (φn(P )) =
(
n2 − 1
)
T (E) + vL
(
u2φn (P
′)
)
.
Here
T (E) =
{
vL (∆E) /6 if E
′ has good reduction,
vL (c4(E)) /2 if E
′ has multiplicative reduction.
With these changes of variable, we have vL(u) = T (E)/2.
Proof. The results for ψn are from [6], Theorem 7.1 when E has potential good reduc-
tion and Theorem 9.3 when E has potential multiplicative reduction.
For φn, we proceed as follows.
By Proposition 2.2(iv) of [6] and (2.6) in the proof of Lemma 2.8(iv), our change of
variables gives
ψn(P ) = u
n2−1ψn (P
′)
and
φn(P ) = u
2n2−2
(
u2φn (P
′) + rψ2n (P
′)
)
.
Suppose that E ′ has good reduction. Since ∆E′ = u
−12∆E , we have vL (∆E′) =
vL (∆E)− 12vL(u). It must equal 0, since E
′ has good reduction. Therefore, vL(u) =
vL (∆E) /12.
Now suppose that E ′ has multiplicative reduction. Since c4 (E
′) = u−4c4(E), we
have vL (c4 (E
′)) = vL (c4(E))−4vL(u). By [3, Proposition VII.5.1(b)], vL (c4 (E
′)) = 0,
since E ′ has multiplicative reduction. Therefore, vL(u) = vL (c4(E)) /4. We have thus
shown that the equations (2.7) and (2.8) hold.
Now assume that [n]P has non-singular reduction. Putting
VP ′,n = vL
(
u2φn (P
′) + rψ2n (P
′)
)
,
we will show that VP ′,n = vL (u
2φn (P
′)).
Since [n]P has non-singular reduction and since we can use the change of variables
in Step 2 of Tate’s algorithm to ensure that v (a3) > 0, v (a4) > 0 and v (a6) > 0, by
Lemma 2.8(i), we have vL (φn(P )) ≤ vL (ψ
2
n(P )) – note that such a change of variables
leaves v (φn(P )) and v (ψ
2
n(P )) unchanged, as shown in the proof of Lemma 2.8(iv),
since u = 1. Applying (2.8), then vL (φn(P )) ≤ vL (ψ
2
n(P )) and finally (2.7), we obtain
(2.10) VP ′,n ≤ vL
(
ψ2n (P
′)
)
.
GREATEST COMMON VALUATION OF φn AND ψ
2
n 11
We now consider the case when vL(r) > 0. Combining VP ′,n ≥ min (vL (u
2φn (P
′)) , vL (rψ
2
n (P
′)))
with (2.10), since vL(r) > 0, it follows that VP ′,n = vL (u
2φn (P
′)).
Next we consider the case when vL(r) = 0. Since P has singular reduction and, by
Tate’s algorithm, the conditions of Lemma 2.8(i) hold, so vL(x(P )) is positive. Since
vL(r) = 0, we have vL(x(P )− r) = 0. Therefore
vL (x (P
′)) = vL
(
u−2(x(P )− r)
)
= −vL
(
u2
)
< 0.
Hence vL (x ([n]P
′)) ≤ vL (x (P
′)) < 0. The first inequality here follows from
the our arguments in Subsection 2.4 where we showed that v (φn(P )) = n
2v (x(P ))
and v (ψ2n(P )) ≥ (n
2 − 1) v (x(P )). Hence vL (φn (P
′)) − vL (ψ
2
n (P
′)) ≤ −vL (u
2),
which implies that vL (u
2φn (P
′)) ≤ vL (ψ
2
n (P
′)) = vL (rψ
2
n (P
′)). If vL (u
2φn (P
′)) <
vL (rψ
2
n (P
′)) then VP ′,n = vL (u
2φn (P
′)). If vL (u
2φn (P
′)) = vL (rψ
2
n (P
′)), then
VP ′,n ≥ vL (rψ
2
n (P
′)). Combining this with VP ′,n ≤ vL (rψ
2
n (P
′)) (from (2.10)), we
obtain VP ′,n = vL (rψ
2
n (P
′)) = vL (u
2φn (P
′)). 
Lemma 2.10. Let E/K be an elliptic curve having the Kodaira symbol I∗m with m ≥ 1,
and P ∈ E(K) having singular reduction. By Tate’s algorithm, we may assume that
the Weierstrass equation for E has v (a1) ≥ 1, v (a2) = 1, v (a3) ≥ ⌊m/2⌋+2, v (a4) ≥
⌊(m− 1)/2⌋+ 3 and v (a6) ≥ m+ 3.
(i) Let m be odd. Then [2]P has non-singular reduction, if and only if v (x(P )) = 1.
Here v (φ2(P )) = 4 and v (ψ
2
2(P )) ≥ 4. [2]P has singular reduction if and only if
v (x (P )) ≥ (m+ 3)/2. Here v (φ2(P )) = m+ 4 and v (ψ
2
2(P )) = m+ 3.
(ii) Let m be even. It does not happen that [2]P has singular reduction. [2]P
has non-singular reduction if and only if v (x (P )) = 1 or v (x (P )) ≥ (m + 2)/2. If
v (x(P )) = 1, then v (φ2(P )) = 4 and v (ψ
2
2(P )) ≥ 4. If v (x (P )) ≥ (m + 2)/2, then
v (φ2(P )) = m+ 4 and v (ψ
2
2(P )) ≥ m+ 4.
Proof. We write x in place of x(P ) for convenience in what follows. Since v (a3) > 0,
v (a4) > 0, v (a6) > 0 and P has singular reduction, from Lemma 2.8(i), we have
v(x) > 0.
(i) Sincem is odd, writem = 2k−1 for some positive integer k. From the inequalities
in the lemma, we have v (a1) ≥ 1, v (a2) = 1, v (a3) ≥ k + 1, v (a4) ≥ k + 2 and
v (a6) ≥ 2k + 2. In addition, from Proposition 1(a) in Section III of [2] (note that n
there equals our k+1), we have v (b6) = 2k+2 and v (b8) = 2k+3. As a consequence,
for p ≥ 3, we also have v (b2) = 1 and v (b4) ≥ k + 2. For p = 2, we have v (b2) ≥ 2
and v (b4) ≥ k + 2. Furthermore, from the proof of Proposition 1(a) in Section III of
[2], we find that v (a3) = k + 1 when m is odd and p = 2.
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(i-a) Let p ≥ 3. For use with the expression for φ2(P ) in (2.1), we have v (x
4) =
4v(x), v (b4x
2) ≥ 2v(x)+k+2, v (2b6x) = v(x)+2k+2 and v (b8) = 2k+3. Similarly, for
use in the expression for ψ22(P ) in (2.2), we have v (4x
3) = 3v(x), v (b2x
2) = 2v(x) + 1,
v (2b4x) ≥ v(x) + k + 2 and v (b6) = 2k + 2.
If v(x) = 1, then these inequalities imply that v (φ2(P )) = v (x
4) = 4 and v (ψ22(P )) ≥
4 (the expression for ψ22(P ) shows that v (ψ
2
2(P )) ≥ v (4x
3) = 3, but v (ψ22(P )) is even),
so [2]P has non-singular reduction.
If 2 ≤ v(x) ≤ k, then from the inequalities above, we have v (2b4x) ≥ v(x)+k+2 ≥
2v(x) + 2 and v (b6) = 2k + 2 ≥ 2v(x) + 2. Hence v (ψ
2
2(P )) = v (b2x
2) = 2v(x) + 1,
which is not possible.
If v(x) ≥ k + 1 = (m + 3)/2, then v (φ2(P )) = v (b8) = 2k + 3 and v (ψ
2
2(P )) =
v (b6) = 2k + 2. Thus v (x ([2]P )) = 1, so [2]P is singular.
(i-b) Let p = 2. For use with the expression for φ2(P ) in (2.1), we have v (x
4) =
4v(x), v (b4x
2) ≥ 2v(x) + k + 2, v (2b6x) ≥ v(x) + 2k + 3 and v (b8) = 2k + 3. For
the expression for ψ22(P ) in (2.2), we have v (4x
3) ≥ 3v(x) + 2, v (b2x
2) ≥ 2v(x) + 2,
v (2b4x) ≥ v(x) + k + 3 and v (b6) = 2k + 2.
We consider separately three cases according to the value of v(x).
If v(x) = 1, then we have v (φ2(P )) = v (x
4) = 4 and v (ψ22(P )) ≥ v (b2x
2) ≥ 4, so
[2]P has non-singular reduction.
Next assume that 2 ≤ v(x) ≤ k. Using our inequalities for the v (ai)’s, we see that
v (x3 + a2x
2 + a4x+ a6) = v (a2x
2) = 2v(x)+1, since v (a4x) ≥ k+2+v(x) ≥ 2v(x)+2
and v (a6) ≥ 2k+2 ≥ 2v(x)+2. We also have v (y
2) = 2v(y), v (a1xy) ≥ 1+v(x)+v(y),
v (a3y) = k + 1 + v(y) ≥ v (a1xy).
If v(y) ≤ v(x), then v (y2 + a1xy + a3y) = v (y
2) ≤ 2v(x). If v(y) > v(x), then
v (y2 + a1xy + a3y) > 2v(x)+1. In both cases, the valuation of the left-hand side of the
Weierstrass equation differs from the valuation of the right-hand side, so 2 ≤ v(x) ≤ k
is not possible.
Lastly, assume that v(x) ≥ k+1 with k ≥ 1. Then v (φ2(P )) = v (b8) = 2k+3 and
v (ψ22(P )) = v (b6) = 2k+2, so v (x ([2]P )) = 1. Therefore [2]P has singular reduction.
(ii) Since m is even, write m = 2k for some positive integer k. From the inequalities
in the lemma, we have v (a1) ≥ 1, v (a2) = 1, v (a3) ≥ k + 2, v (a4) ≥ k + 2 and
v (a6) ≥ 2k + 3. In addition, from Proposition 1(b) in Section III of [2], we have
v (b8) = 2k + 4. So, for p ≥ 3, we have v (b2) = 1, v (b4) ≥ k + 2 and v (b6) ≥ 2k + 3.
For p = 2, we have v (b2) ≥ 2, v (b4) ≥ k + 3 and v (b6) ≥ 2k + 4. Furthermore, from
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the proof of Proposition 1(b) in Section III of [2], we find that v (a4) = k + 2 when m
is even and p = 2.
(ii-a) Let p ≥ 3. For use with the expression for φ2(P ) in (2.1), we have v (x
4) =
4v(x), v (b4x
2) ≥ 2v(x) + k + 2, v (2b6x) ≥ v(x) + 2k + 3 and v (b8) = 2k + 4. For use
with the expression for ψ22(P ) in (2.2), we have v (4x
3) = 3v(x), v (b2x
2) = 2v(x) + 1,
v (2b4x) ≥ v(x) + k + 2, and v (b6) ≥ 2k + 3.
If v(x) = 1, then v (φ2(P )) = v (x
4) = 4 and v (ψ22(P )) ≥ 4, so [2]P is non-singular.
If 2 ≤ v(x) ≤ k, then v (ψ22(P )) = v (b2x
2) = 2v(x) + 1, which is not possible. If
v(x) ≥ k + 1, then v (ψ22(P )) ≥ 2k + 4 and v (φ2 (P )) = v (b8) = 2k + 4, therefore [2]P
has non-singular reduction.
(ii-b) Let p = 2. For the expression of φ2(P ), we have v (x
4) = 4v(x), v (b4x
2) ≥
2v(x) + k + 3, v (2b6x) ≥ v(x) + 2k + 5 and v (b8) = 2k + 4. For the expression of
ψ22(P ), we have v (4x
3) ≥ 3v(x) + 2, v (b2x
2) ≥ 2v(x) + 2, v (2b4x) ≥ v(x) + k + 4 and
v (b6) ≥ 2k + 4.
If v(x) = 1, then v (φ2(P )) = v (x
4) = 4 and v (ψ22(P )) ≥ 4, so [2]P has non-singular
reduction.
Assume that 2 ≤ v(x) ≤ k. We proceed in the same way as for such v(x) in
case (i-b).
Assume that v(x) ≥ k + 1. We have v (4x3) ≥ 3k + 5, v (b2x
2) ≥ 2k + 4, v (2b4x) ≥
2k+5 and v (b6) ≥ 2k+4, therefore v (ψ
2
2(P )) ≥ 2k+4. We also have v (x
4) ≥ 4k+4,
v (b4x
2) ≥ 3k + 5, v (2b6x) ≥ 3k + 6 and v (b8) = 2k + 4, therefore v (φ2(P )) = 2k + 4.
Hence [2]P has non-singular reduction. 
3. Proof of Theorem 1.1
3.1. Multiplicative reduction. Suppose that E has multiplicative reduction and
that P is singular modulo π.
As in the proof of Lemma 11.3 of [6], we have
kv,n(P ) = 2v (ψn(P ))− 2v (Dn) = 2Rn (aP,v, m) ,
where aP,v is the component of the Ne´ron model special fibre (∼= Z/mZ) containing P .
On noting that the gcd of aP,v and m is m/mP , the entry in Table 1 follows.
For non-split multiplicative reduction, we still have kv,n(P ) = 2Rn (aP,v, m) with m
even and aP,v = m/2. This shows that the entry in Table 1 is correct in this case too.
3.2. Additive reduction with potential good reduction.
14 PAUL VOUTIER AND MINORU YABUTA
Lemma 3.1. Suppose that E/K be an elliptic curve having additive reduction with
potential good reduction and P ∈ E(K) having singular reduction. By Tate’s algorithm,
we may assume that the Weierstrass equation for E has v (a3) > 0, v (a4) > 0 and
v (a6) > 0.
(i) If cv = 2, then
kv,n(P ) =
{
v (φ2(P ))n
2/4 if n ≡ 0 mod 2,
v (φ2(P )) (n
2 − 1) /4 if n ≡ 1 mod 2.
(ii) If cv = 3, then
kv,n(P ) =
{
v (ψ22(P ))n
2/3 if n ≡ 0 mod 3,
v (ψ22(P )) (n
2 − 1) /3 if n ≡ 1, 2 mod 3.
(iii) Assume that cv = 4.
If [2]P has non-singular reduction, then
kv,n(P ) =
{
v (φ2(P ))n
2/4 if n ≡ 0 mod 2,
v (φ2(P )) (n
2 − 1) /4 if n ≡ 1 mod 2.
If [2]P has singular reduction, then
kv,n(P ) =
 v (φ2(P ))n
2/4 if n ≡ 0 mod 4,
v (φ2(P )) (n
2 − 1) /4 if n ≡ 1, 3 mod 4,
v (φ2(P ))n
2/4− 1 if n ≡ 2 mod 4.
Proof. Let x = u2x′ + r and y = u3y′ + u2sx′ + t be a change of variables from E to
an elliptic curve E ′ in minimal Weierstrass form with r, s, t, u ∈ RL, where L is a finite
extension of K and E ′ has good reduction. Let P ′ be the image of P under this change
of variables. We have vL(u) = vL (∆E) /12. Since E
′ has good reduction, it follows
that P ′ has non-singular reduction.
We start by establishing some relationships ((3.1), (3.2), (3.3) and (3.4)) that will
be helpful for proving the three parts of our lemma.
We first show that when [n]P is non-singular, we have
(3.1) v (φn(P )) = v(x(P )− r)n
2.
Since [n]P is non-singular, we have v (x ([n]P )) ≤ 0, by our conditions on the
v (ai)’s in the statement of this lemma, along with Lemma 2.8(i). So we can apply
Lemma 2.7(i) and obtain vL (φn (P
′)) = vL (x (P
′))n2. By (2.9) in Lemma 2.9 with
T (E) = vL (u
2),
vL (φn(P )) =
(
n2 − 1
)
vL
(
u2
)
+ vL
(
u2φn (P
′)
)
=
(
vL
(
u2
)
+ vL (x (P
′))
)
n2
= vL (x(P )− r)n
2,
GREATEST COMMON VALUATION OF φn AND ψ
2
n 15
so we have established (3.1).
Since v (x ([n]P )) ≤ 0, we have v (φn(P )) ≤ v (ψ
2
n(P )) and so, by (3.1),
(3.2) kv,n(P ) = v(x(P )− r)n
2.
Now we prove that if n ≡ ±1 mod cv, then
(3.3) v
(
ψ2n(P )
)
= v(x(P )− r)
(
n2 − 1
)
.
Write n = m± 1 for some positive integer m with m ≡ 0 mod cv.
We break the proof of (3.3) into two parts, depending on vL (x (P
′)).
(a) Assume that vL (x (P
′)) ≥ 0. Then nP ′ > 1. Since vL (x (P
′)) ≥ 0 and
vL (u
2) > 0, it follows that vL(x(P ) − r) ≥ vL (u
2) > 0. Thus, since vL(x(P )) > 0
by Lemma 2.8(i), we must also have vL(r) > 0. Therefore, since cv|m,
vL (x ([m]P
′)) = vL
(
u−2 (x([m]P )− r)
)
≤ −2vL(u) < 0.
Hence nP ′|m, and since nP ′ > 1, we have nP ′ ∤ n.
So by Lemma 2.4 we have vL (ψn (P
′)) = 0. By using (2.7) in Lemma 2.9 with
T (E) = vL (u
2), we obtain
vL
(
ψ2n(P )
)
= vL
(
u2
) (
n2 − 1
)
= vL(x(P )− r)
(
n2 − 1
)
.
(b) Assume that vL (x (P
′)) < 0. Then nP ′ = 1 and nP ′|n. From Lemma 2.4,
vL
(
ψ2n (P
′)
)
= vL (x (P
′))n2 + 2Sn (P
′) .
From the definition of Sn (P
′) in (2.3), we have Sn (P
′) ≥ sP ′ = vL (x (P
′) /y (P ′)).
Noting that 3vL (x (P
′)) = 2vL (y (P
′)), we obtain sP ′ = −vL (x (P
′)) /2. Hence
vL
(
ψ2n (P
′)
)
≥ vL (x (P
′))
(
n2 − 1
)
and so, from (2.7) in Lemma 2.9,
vL
(
ψ2n(P )
)
≥ vL
(
u2
) (
n2 − 1
)
+ vL (x (P
′))
(
n2 − 1
)
= vL(x(P )− r)
(
n2 − 1
)
.
We will now prove that, in fact, vL (ψ
2
n(P )) = vL(x(P )−r) (n
2 − 1). Write vL (ψ
2
n(P )) =
vL (x(P )− r) (n
2 − 1) + αn where αn ≥ 0. Since vL(x([m]P )) ≤ 0 and vL(x(P )) > 0,
we have vL(φm(P )) ≤ vL (ψ
2
m(P )) < vL (x(P )ψ
2
m(P )), so from the formula φm =
xψ2m − ψm−1ψm+1, we obtain
vL (φm(P )) = vL (ψm−1(P )ψm+1(P )) = vL (x(P )− r)m
2 + αm−1/2 + αm+1/2.
On the other hand, since m ≡ 0 mod cv, we have vL (φm(P )) = vL (x(P )− r)m
2
from (3.1). Therefore αm−1 = αm+1 = 0. Hence (3.3) follows.
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Since cv > 1, if n ≡ ±1 mod cv, then [n]P has singular reduction and v (x ([n]P )) >
0, by Lemma 2.8(i). Hence v (φn(P )) > v (ψ
2
n(P )) and so
(3.4) kv,n(P ) = v(x(P )− r)
(
n2 − 1
)
.
We now use (3.1), (3.2), (3.3) and (3.4) to prove our lemma.
(i) If cv = 2, then from (3.1) with n = 2, we have vL (x(P )− r) = vL (φ2(P )) /4.
Applying this to (3.2) and (3.4) proves part (i) of this lemma.
(ii) If cv = 3, then from (3.3) with n = 2, we have vL (x(P )− r) = vL (ψ
2
2(P )) /3.
Applying this to (3.2) and (3.4) proves part (ii).
(iii) Lastly, we consider cv = 4. This case happens only when the Kodaira symbol
is I∗m.
(iii-a) Assume that [2]P has non-singular reduction. Thus, v (φ2(P )) ≤ v (ψ
2
2(P )).
Since P has singular reduction, we have v(x(P )) ≥ 1. So from the formula φ2 =
xψ22 − ψ1ψ3, we obtain v (φ2(P )) = v (ψ3(P )).
If n ≡ ±1 mod 4, then (3.3) holds. From (3.3) with n = 3 we have vL (x(P )− r) =
vL (ψ3(P )) /4 = vL (φ2(P )) /4.
If n ≡ 0 mod 2, since [2]P has non-singular reduction, (3.2) holds. So kv,n =
v (φ2(P ))n
2/4.
If n ≡ 1 mod 2, then we can apply (3.4), obtaining holds. So kv,n = v (φ2(P )) (n
2 − 1) /4.
(iii-b) Assume that [2]P has singular reduction. From Lemma 2.10(ii), this case
happens only when m is odd.
As above, using (3.3) with n = 3 we obtain vL (x(P )− r) = vL (ψ3(P )) /4.
If n ≡ 0 mod 4, since [4]P has non-singular reduction, (3.2) holds. So kv,n =
v (ψ3(P ))n
2/4.
If n ≡ ±1 mod 4, then [n]P is singular, so kv,n = v (ψ
2
n(P )) and by (3.3), we obtain
kv,n = v (ψ3(P )) (n
2 − 1) /4.
Assume that n ≡ 2 mod 4.
Since [n]P has singular reduction and [2n]P has non-singular reduction, from Lemma 2.10(i),
it must be that v (x ([n]P )) = 1. Therefore v (ψ2n(P )) = v (φn(P ))− 1. Lemma 2.10(i)
tells us that v(x) ≥ 2, so v (φn(P )) < v (x(P )ψ
2
n(P )). From the formula φn =
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xψ2n −ψn−1ψn+1 along with the expressions just found when n ≡ ±1 mod 4, we obtain
v (φn (P )) = v (ψn−1(P )ψn+1(P ))
=
1
4
v (ψ3(P ))
(
(n− 1)2 − 1
)
+
1
4
v (ψ3(P ))
(
(n + 1)2 − 1
)
=
1
4
v (ψ3(P ))n
2.
Therefore, kv,n = v (φn(P ))− 1 = v (ψ3(P ))n
2/4 − 1. Substituting n = 2 into this
equality, we obtain v (φ2 (P )) = v (ψ3(P )). Hence
(3.5) kv,n(P ) = v (φ2(P ))n
2/4− 1.
It follows that
kv,n(P ) =
 v (φ2(P ))n
2/4 if n ≡ 0 mod 4,
v (φ2(P )) (n
2 − 1) /4 if n ≡ 1, 3 mod 4,
v (φ2(P ))n
2/4− 1 if n ≡ 2 mod 4.

To prove our Theorem when E has potential good reduction, we need to know
v (ψ2(P )) and v (φ2(P )). We determine these values in the next lemma.
Lemma 3.2. Suppose that E/K is an elliptic curve having additive reduction with
potential good reduction and P ∈ E(K) having singular reduction. By Tate’s algorithm,
we may assume that the minimal Weierstrass equation for E has v (a3) > 0, v (a4) > 0
and v (a6) > 0.
(i) If the Kodaira symbol is III, then v (φ2(P )) = 2.
(ii) If the Kodaira symbol is III∗, then v (φ2(P )) = 6.
(iii) If the Kodaira symbol is IV , then v (ψ22(P )) = 2.
(iv) If the Kodaira symbol is IV ∗, then v (ψ22(P )) = 4.
(v) If the Kodaira symbol is I∗0 , then v (φ2(P )) = 4.
(vi) If the Kodaira symbol is I∗m with m ≥ 1, then
v (φ2(P )) =
{
4 if v(x(P )) = 1,
m+ 4 if v(x(P )) ≥ ⌊(m+ 3)/2⌋.
Proof. We use Tate’s algorithm and the results of Papadopoulos [2] to obtain the
information required for our proof. Let x = u2x′ + r and y = u3y′ + u2sx′ + t be a
change of variables from E to an elliptic curve E ′ in minimal Weierstrass form with
r, s, t, u ∈ RL, where L is a finite extension of K, and vL(u) = vL (∆E) /12. Assume
that E ′ has good reduction and write P ′ for the image of P under the change of
variables.
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By Proposition 5.5 in Chapter VII of [3], E has potential good reduction, if and
only if its j-invariant is integral. Using Tableaux I–V of [2], we compute the values of
v (jE) = v (c
3
4(E)/∆E), and find that if the Kodaira symbol of E over K is III, IV ,
III∗, IV ∗ or I∗0 , then v (jE) ≥ 0. For the Kodaira symbol I
∗
m with m ≥ 1, if p ≥ 3,
then v (∆E) = 6 +m and v (c4(E)) = 2, so v (jE) = −m < 0. Therefore such E have
potential good reduction if and only if p = 2 and v (jE) ≥ 0.
For each step of Tate’s Algorithm, we quote the valuations of the bi’s and ∆E from
Silverman’s book [4] or Papadopoulos’s paper [2]. We write x(P ) = x and x(P ′) = x′
for convenience.
(i) This corresponds to Step 4 of Tate’s Algorithm, so we have v (b2) ≥ 1, v (b4) ≥
1, v (b6) ≥ 2 and v (b8) = 2. Since P is singular and by our assumptions in the
lemma, v(x) > 0 by Lemma 2.8(i). Thus, using the expression for φ2 in (2.1), we have
v (φ2(P )) = v (b8) = 2.
(ii) This corresponds to Step 9 of Tate’s Algorithm, so we have v (a1) ≥ 1, v (a2) ≥ 2,
v (a3) ≥ 3, v (a4) = 3 and v (a6) ≥ 5.
(ii-a) If p ≥ 3, then v (b2) ≥ 2, v (b4) = 3, v (b6) ≥ 5 and v (b8) = v (a
2
4) = 6.
If v(x) = 1, then v (ψ22(P )) = v (x
3) = 3, which is impossible. If v(x) ≥ 2, then
v (φ2(P )) = v (b8) = 6.
(ii-b) If p = 2, then v (b2) ≥ 2, v (b4) ≥ 4, v (b6) ≥ 6 and v (b8) = 6. If v(x) ≥ 2,
then v (φ2(P )) = 6.
We will now show that v(x) = 1 is not possible. We do so by considering the long
Weierstrass form. We have v (x3) = 3, v (a2x
2) ≥ 4, v (a4x) ≥ 4 and v (a6) ≥ 5.
Therefore v (x3 + a2x
2 + a4x+ a6) = 3.
Now v (y2) = 2v(y), v (a1xy) ≥ 2 + v(y) and v (a3y) ≥ 3 + v(y). Thus if v(y) = 0,
then v (y2 + a1xy + a3y) = 0. So this is not possible, since the right-hand side of the
long Weierstrass equation has 2-adic order 3. If v(y) = 1, then v (y2 + a1xy + a3y) =
2v(y) = 2, which is also not possible. If v(y) ≥ 2, then v (y2 + a1xy + a3y) ≥ 4, which
is also not possible. Hence we can not have v (x(P )) = 1 and our proof of Step 9 is
complete.
(iii) This corresponds to Step 5 of Tate’s Algorithm, so we have v (b2) ≥ 1, v (b4) ≥ 2,
v (b6) = 2 and v (b8) ≥ 3. Since v(x) ≥ 1, we have v (ψ
2
2(P )) = v (b6) = 2, using the
expression for ψ22 in (2.2).
(iv) This corresponds to Step 8 of Tate’s Algorithm. In this case, E(K)/E0(K) ∼=
Z/3Z, so [2]P has singular reduction. We may assume that v (a1) ≥ 1, v (a2) ≥ 2,
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v (a3) ≥ 2, v (a4) ≥ 3 and v (a6) ≥ 4. In sections IV and V of [2], we find v (b2) ≥ 2,
v (b4) ≥ 3, v (b6) = 4.
(iv-a) Assume that p ≥ 3. Assume that v(x) ≥ 2. Then for the expression of ψ22(P ),
we have v (4x3) ≥ 6, v (b2x
2) ≥ 6, v (b4x) ≥ 5 and v (b6) = 4. Therefore v (ψ
2
2(P )) = 4.
Assume that v(x) = 1. Then v (4x3) = 3, v (b2x
2) ≥ 4, v (b4x) ≥ 4 and v (b6) = 4.
Therefore v (ψ22(P )) = 3, which is not possible. Hence we can not have v (x(P )) = 1.
(iv-b) Assume that p = 2. If v(x) ≥ 2, then for the expression of ψ22(P ), we have
v (ψ22(P )) = 4. We will next show that v(x) = 1 is not possible. We do so by considering
the long Weierstrass form. We have v (x3) = 3, v (a2x
2) ≥ 2+2 = 4, v (a4x) ≥ 3+1 = 4
and v (a6) ≥ 4. Therefore v (x
3 + a2x
2 + a4x+ a6) = 3.
Now v (y2) = 2v(y), v (a1xy) ≥ 2 + v(y) and v (a3y) ≥ 2 + v(y). Thus if v(y) = 0,
then v (y2 + a1xy + a3y) = v (y
2) = 2v(y) = 0. So this is not possible, since the
right-hand side of the long Weierstrass equation has 2-adic order 3. If v(y) = 1, then
v (y2 + a1xy + a3y) = v (y
2) = 2v(y) = 2, which is also not possible. If v(y) ≥ 2,
then v (y2 + a1xy + a3y) ≥ 4, which is also not possible. Hence we can not have
v (x(P )) = 1.
(v) This corresponds to Step 6 of Tate’s Algorithm. In this case, E(K)/E0(K) ∼=
Z/2Z or Z/2Z × Z/2Z. So it is not possible to have [2]P singular, therefore that
case does not need to be considered. Possibly after a change of variables, v (a1) ≥ 1,
v (a2) ≥ 1, v (a3) ≥ 2, v (a4) ≥ 2 and v (a6) ≥ 3.
(v-a) Assume that p ≥ 3. From Tableaux I, II and III of [2], we find that v (∆E) = 6.
From our assertions about the v (ai)’s, we find that v (b2) ≥ 1, v (b4) ≥ 2, v (b6) ≥ 3
and v (b8) ≥ 4. From the expression for φ2(P ) in (2.1), we obtain v (φ2(P )) ≥ 4.
(v-a1) Assume that v(x) ≥ 2. We will show that v (φ2(P )) ≥ 5 is not possible.
Suppose that v (φ2(P )) ≥ 5. Since [2]P has non-singular reduction, it must be that
v (ψ22(P )) ≥ 6.
For use with the expression for φ2(P ) in (2.1), we have v (x
4) ≥ 8, v (b4x
2) ≥ 6,
v (2b6x) ≥ 5. and so v (b8) ≥ 5 from the assumption for v (φ2(P )). For use with the
expression for ψ22(P ) in (2.2), we have v (4x
3) ≥ 6, v (b2x
2) ≥ 5, v (b4x) ≥ 4, and
so v (b6) ≥ 4. From the relation 4b8 = b2b6 − b
2
4, we must have v (b4) ≥ 3. For the
expression for ∆E , we have v (b
2
2b8) ≥ 7, v (8b
3
4) ≥ 9, v (27b
2
6) ≥ 8 and b (9b2b4b6) ≥ 8.
Hence v (∆E) ≥ 7, which contradicts v (∆E) = 6. Therefore v (φ2(P )) ≤ 4. Combining
this with v (φ2(P )) ≥ 4, we obtain v (φ2(P )) = 4.
(v-a2) Assume that v(x) = 1. For use with the expression for ψ22(P ), we have
v (4x3) = 3, v (b2x
2) ≥ 3, v (2b4x) ≥ 3 and v (b6) ≥ 3. Since (ψ
2
2(P )) ≥ 4, there are
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four cases we must consider
(1) v (b2) = 1, v (b4) = 2, v (b6) = 3, (2) v (b2) = 1, v (b4) ≥ 3, v (b6) ≥ 4,
(3) v (b2) ≥ 2, v (b4) = 2, v (b6) ≥ 4, (4) v (b2) ≥ 2, v (b4) ≥ 3, v (b6) = 3.
• Case 1: For the expression for φ2(P ), we have v (x
4) = 4, v (b4x
2) = 4 and
v (2b6x) = 4. from the relation 4b8 = b2b6−b
2
4, we have v (b8) ≥ 5. Hence v (φ2(P )) = 4.
• Case 2: In this case, v (x4) = 4, v (b4x
2) ≥ 5 and v (2b6x) ≥ 5. From the relation
4b8 = b2b6 − b
2
4, we have v (b8) ≥ 5. Hence v (φ2(P )) = 4.
• Case 3: In this case, v (x4) = 4, v (b4x
2) = 4 and v (2b6x) ≥ 5. From the relation
4b8 = b2b6 − b
2
4, we have v (b8) = 4. Hence v (φ2(P )) = 4.
• Case 4: From the relation 4b8 = b2b6 − b
2
4, we have v (b8) ≥ 5.
Assume that p = 3. Then for the expression for ∆E, we have v (b
2
2b8) ≥ 9, v (8b
3
4) ≥
9, v (27b26) = 9 and v (9b2b4b6) ≥ 10. Therefore v (∆E) ≥ 9, which contradicts v (∆E) =
6. Hence we can not have p = 3.
We consider the case p > 3. We will show that v (φ2(P )) ≥ 5 is not possible.
Suppose that v (φ2(P )) ≥ 5. For the expression for φ2(P ), we have v (x
4)) = 4,
v (b4x
2) ≥ 5, v (2b6x) = 4 and v (b8) ≥ 5. Therefore we must have v (x
4 + 2b6x) ≥ 5
from the assumption that v (φ2(P )) ≥ 5.
Since [2]P has non-singular reduction, v (φ2(P )) ≤ v (ψ
2
2(P )). So from the relation
φ2 = xψ
2
2 − ψ1ψ3, we obtain v (φ2(P )) = v (ψ3(P )) ≥ 5. For the expression for ψ3(P ),
we have v (3x4) = 4, v (b2x
3) ≥ 5, v (3b4x
2) ≥ 5 and v (3b6x) = 4. Therefore we
must have v (3x4 + 3b6x) ≥ 5 from the assumption that v (φ3(P )) ≥ 5. As p > 3, we
have v (x4 + b6x) ≥ 5. Combining this with v (x
4 + 2b6x) ≥ 5, we have v (b6x) ≥ 5.
Since v (b6) = 3, we obtain v(x) ≥ 2, which contradicts the assumption v(x) = 1.
Therefore v (φ2(P )) ≥ 5 is not possible. Combining this with v (φ2(P )) ≥ 4, we obtain
v (φ2(P )) = 4.
(v-b) Assume that p = 2. From our assertions about the v (ai)’s, we find that
v (b2) ≥ 2, v (b4) ≥ 3, v (b6) ≥ 4 and v (b8) ≥ 4. Therefore, v (φ2(P )) ≥ v (b8) ≥ 4.
Notice that v (a2a4 − a6) = 3 – see [2, 6e`me cas, p. 142].
Here [2]P has non-singular reduction, so we have v (x([2]P )) ≤ 0. If v (x([2]P )) < 0,
then we have 3v (x([2]P )) = 2v (y([2]P )), since we are assuming that we have a minimal
model of E. Hence v (x([2]P )) is even and so we can not have v (φ2(P )) = 5.
Now we will show that v (φ2(P )) = 6 is not possible. Suppose that v (φ2(P )) = 6.
Since [2]P has non-singular reduction, it must be that v (ψ22(P )) ≥ 6.
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(v-b1) Assume that v(x) ≥ 2. From the expression for φ2(P ) in (2.1) and the
assumption that v (φ2(P )) = 6, we must have v (b8) = 6. Since v (ψ
2
2(P )) ≥ 6, for
the expression of ψ22(P ) in (2.2), we must have v (b6) ≥ 6. Taking b6 = a
2
3 + 4a6 and
recalling that v (a3) ≥ 2 and v (a6) ≥ 3, we find that v (a3) ≥ 3 and v (a6) ≥ 4. So from
v (a2a4 − a6) = 3, we must have v (a2) = 1 and v (a4) = 2. Also from b4 = 2a4 + a1a3,
we have v (b4) = 3. Now consider the relation 4b8 = b2b6 − b
2
4, the valuation of the
left-hand side is equal to 8, but the valuation of the right-hand side is equal to 6. We
obtain a contradiction. Hence v (φ2(P )) = 6 is not possible.
(v-b2) Assume that v(x) = 1. We have v (x4) = 4, v (b4x
2) ≥ 5 and v (2b6x) ≥ 6,
so from the expression for φ2(P ) in (2.1) and our assumption that v (φ2(P )) = 6, we
must have v (b8) = 4. From the expression for b8 in terms of the ai’s and our lower
bounds for the v (ai)’s, we must have v (a4) = v (b8) /2 = 2. From v (a2a4 − a6) = 3,
we find either v (a2) = 1 and v (a6) ≥ 4, or else v (a2) ≥ 2 and v (a6) = 3 – otherwise
v (a2a4) = 3 and v (a6) = 3, so v (a2a4 − a6) > 3 since p = 2.
In the first case, namely, v (a2) = 1, v (a4) = 2 and v (a6) ≥ 4, we have v (x
3) = 3,
v (a2x
2) = 3, v (a4x) = 3 and v (a6) ≥ 4. In the second case, when v (a2) ≥ 2, v (a4) = 2
and v (a6) = 3, we have v (x
3) = 3, v (a2x
2) ≥ 4, v (a4x) = 3 and v (a6) = 3. Since
p = 2, in both cases, we obtain v (x3 + a2x
2 + a4x+ a6) = 3.
Now v (y2) = 2v(y), v (a1xy) ≥ 2 + v(y) and v (a3y) ≥ 2 + v(y). Thus if v(y) = 0,
then v (y2 + a1xy + a3y) = v (y
2) = 2v(y) = 0. But this is not possible, since we saw in
the previous paragraph that the right-hand side of the long Weierstrass equation has
2-adic order 3. If v(y) = 1, then v (y2 + a1xy + a3y) = v (y
2) = 2v(y) = 2, which is
also not possible. If v(y) ≥ 2, then v (y2 + a1xy + a3y) ≥ 4, which is also not possible.
Hence we can not have v (φ2(P )) = 6.
It follows that v (φ2(P )) = 4 for all v.
(vi) This corresponds to Step 7 of Tate’s Algorithm.
Assume that m is odd. By Lemma 2.10(i), we have v (φ2(P )) = 4 (if v(x) = 1) or
m+ 4 (if v(x) ≥ (m+ 3)/2).
Assume that m is even. By Lemma 2.10(ii), we have v (φ2(P )) = 4 (if v(x) = 1) or
m+ 4 (if v(x) ≥ (m+ 2)/2). 
3.3. Additive reduction with potential multiplicative reduction. In this sec-
tion, as in Step 2 of Tate’s algorithm, we can assume that the singular point, P satisfies
v(x(P )) > 0 and v(y(P )) > 0, and that v (a3) > 0, v (a4) > 0 and v (a6) > 0. Since E
has potential multiplicative reduction, there is a change of variables x = u2x′+r, y =
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u3y′+u2sx′+ t, to an elliptic curve E ′ in minimal Weierstrass form with r, s, t, u ∈ RL,
where L = K(u) is a finite extension of K with ramification index eL. We will denote
by P ′, the image of P under this change of variables. Again, we can do so in such a way
that v (a′3) > 0, v (a
′
4) > 0 and v (a
′
6) > 0. So we can apply Lemma 2.8(i) throughout
this section. We will do so without explicitly stating this.
Lemma 3.3. Let E/K be an elliptic curve having additive reduction with potential
multiplicative reduction and P ∈ E(K) having singular reduction. Then the Kodaira
symbol of E over K is I∗m with m ≥ 1.
(i) If [2]P has non-singular reduction, then
kv,n(P ) =
{
λ2(P )n
2 if n ≡ 0 mod 2,
λ2(P ) (n
2 − 1) if n ≡ 1 mod 2,
where if m is odd then λ2(P ) = 1, and if m is even, then λ2(P ) = 1 or (m+ 4)/4.
(ii) If [2]P has singular reduction, then m is odd and
kv,n(P ) =
 (m+ 4)n
2/4 if n ≡ 0 mod 4,
(m+ 4) (n2 − 1) /4 if n ≡ 1, 3 mod 4,
(m+ 4)n2/4− 1 if n ≡ 2 mod 4.
Proof. We showed at the start of the proof of Lemma 3.2 that E/K has additive
reduction with potential multiplicative reduction, if and only if its Kodaira symbol is
I∗m with m ≥ 1 and v (jE) = v (c
3
4(E)/∆E) < 0.
For the Kodaira symbol I∗m with m ≥ 1, from Tableaux I–III and The´ore`me 3 on
page 121 in [2], we find that if v (jE) = v (c
3
4(E)/∆E) < 0 then
(3.6) v (∆E) = m+ 4 + v (c4(E)) .
Therefore
(3.7) vL (∆E′) = vL (∆E)− 3vL (c4(E)) = (m+ 4)eL − 2vL (c4(E)) .
(i) We break our proof into two cases depending on the reduction of P ′.
(i-a) Assume that P ′ has non-singular reduction. Then vL (x (P
′)) ≤ 0.
Assume that nP ′ | n. Applying Lemma 2.7(i) we obtain
vL (φn(P
′)) = vL(x(P
′))n2.
Applying this to (2.7) in Lemma 2.9, we obtain
vL (ψn(P )) =
(
n2 − 1
) vL (c4(E))
4
+
vL(x(P
′))
2
n2.
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Next by using (2.9) in Lemma 2.9 and vL(u) = vL(c4(E)), we obtain
vL (φn(P )) =
1
2
n2vL (c4(E)) + vL(x(P
′))n2
= n2vL(u
2) + vL
(
(x (P )− r)− u2
)
n2
= vL (x (P )− r)n
2.
Assume that nP ′ ∤ n. We apply Lemma 2.4 and so obtain
vL (ψn(P
′)) =
vL(x(P
′))
2
n2.
Since P ′ is non-singular and nP ′ ∤ n, we have vL(x(P ′)) = 0, so vL (x (P )− r) =
vL(u
2). By using (2.7) in Lemma 2.9, we obtain
vL
(
ψ2n(P )
)
=
1
2
(
n2 − 1
)
vL (c4(E)) + vL(x(P
′))n2
=
(
n2 − 1
)
vL(u
2) + vL
(
(x (P )− r)− u2
)
n2
= vL (x (P )− r) (n
2 − 1).
Thus by the same argument as (iii-a) in the proof of Lemma 3.1, we obtain
kv,n(P ) =
{
v (φ2(P ))n
2/4 if n ≡ 0 mod 2,
v (φ2(P )) (n
2 − 1) /4 if n ≡ 1 mod 2.
From Lemma 2.10, if m is odd then v (φ2(P )) = 4, and also if m is even then
v (φ2(P )) = 4 or m+ 4.
(i-b) Assume that P ′ has singular reduction. Then vL (x (P
′)) = vL (u
−2 (x(P )− r)) >
0. Since vL (x(P )) > 0, it follows that vL(r) > 0. Since [2]P has non-singular reduc-
tion, we have vL (x ([2]P )) ≤ 0. So vL (x ([2]P
′)) = vL (u
−2 (x ([2]P )− r)) < 0. Hence
nP ′ = 2. Applying first (3.6) and then (3.7), we have
ℓP ′ = −vL (jE) = −vL
(
c34(E)/∆E
)
= (m+ 4)eL − 2vL (c4(E)) = vL (∆E′) .
By Lemma 5.1 of [5],
aP ′ = min {vL (ψ2 (P
′)) , vL (∆E′) /2} .
Suppose that vL (ψ2 (P
′)) < vL (∆E′) /2, then
(3.8) aP ′ = vL (ψ2 (P
′)) = vL (ψ2 (P ))− 3vL(u) = vL (ψ2 (P ))−
3
4
vL (c4(E)) ,
by Proposition 2.2(iv) of [6] and vL(u) = vL (c4(E)) /4.
From ℓP ′ = vL (∆E′), we have ℓP ′ > 2aP ′. Then âP ′ = aP ′ and 2̂aP ′ = 2aP ′, where
x̂ denotes the least non-negative residue of x modulo ℓP ′. Hence
R2 (aP ′, ℓP ′) =
4aP ′ (ℓP ′ − aP ′)
2ℓP ′
−
2aP ′ (ℓP ′ − 2aP ′)
2ℓP ′
= aP ′ ,
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where Rn is as defined in Definition 2.1.
From Lemma 2.7(ii), we have vL (φ2 (P
′)) = 2R2 (aP ′, ℓP ′) = 2aP ′. Since vL(u) =
vL (c4(E)) /4, from (2.9) with n = 2, we obtain
vL(φ2(P )) = 3vL
(
u2
)
+ vL
(
u2φ2 (P
′)
)
= 2vL (c4(E)) + 2aP ′
= 2vL (ψ2(P )) +
1
2
vL (c4(E)) ,
the last equality following from (3.8). So v (φ2(P )) > v (ψ
2
2(P )), which contradicts that
[2]P has non-singular reduction.
Hence, vL (ψ2 (P
′)) ≥ vL (∆E′) /2, so from (3.7)
(3.9) aP ′ = vL (∆E′) /2 =
(m+ 4)eL
2
− vL (c4(E)) .
Notice that ℓP ′ = 2aP ′.
If n is even, then naP ′ ≡ 0 mod ℓP ′, so
(3.10) Rn (aP ′, ℓP ′) =
n2aP ′ (2aP ′ − aP ′)
4aP ′
=
aP ′n
2
4
.
Since [n]P has non-singular reduction, kv,n(P ) = v (φn(P )). Since E
′ has multiplica-
tive reduction and nP ′ |n, from Lemma 2.7(ii) we have vL (φn (P
′)) = 2Rn (aP ′, ℓP ′).
From (2.9) in Lemma 2.9, followed by (3.10) and then (3.9), and noting that vL(u) =
vL (c4(E)) /4, we obtain
vL (φn(P )) = vL
(
u2
) (
n2 − 1
)
+ vL
(
u2φn (P
′)
)
= vL
(
u2
)
n2 + 2Rn (aP ′, ℓP ′)
= vL
(
u2
)
n2 +
aP ′n
2
2
=
1
2
vL (c4(E))n
2 +
n2
2
(
(m+ 4)eL
2
− vL (c4(E))
)
=
1
4
(m+ 4)n2eL.
Assume that n is odd. Then [n]P has singular reduction, so kv,n(P ) = v (ψ
2
n(P )).
Since nP ′ ∤ n, from Lemma 2.5, we have vL (ψn (P ′)) = Rn (aP ′, ℓP ′). By (2.7) in
Lemma 2.9, followed by (3.10) and then (3.9), we find that
vL (ψn(P )) =
1
4
vL (c4(E))
(
n2 − 1
)
+
1
4
(
n2 − 1
)((m+ 4)eL
2
− vL (c4(E))
)
=
1
8
(m+ 4)eL
(
n2 − 1
)
.
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It follows that if [2]P has non-singular reduction, then
kv,n(P ) =
{
(m+ 4)n2/4 if n ≡ 0 mod 2,
(m+ 4) (n2 − 1) /4 if n ≡ 1 mod 2.
(ii) Assume that [2]P has singular reduction. This only happens when m is odd.
(ii-a) Assume that P ′ has non-singular reduction. Then vL (x (P
′)) ≤ 0, by Lemma 2.8(i),
and so by the same argument as in the case when E ′ has good reduction, we find
that (3.2) holds for n ≡ 0 mod 4, and (3.4) holds for n ≡ ±1 mod 4. Since [2]P
has singular reduction, (3.5) holds for n ≡ 2 mod 4. From Lemma 2.10(i), we obtain
v (φ2(P )) = m+ 4. It follows that
kv,n(P ) =
 (m+ 4)n
2/4 if n ≡ 0 mod 4,
(m+ 4) (n2 − 1) /4 if n ≡ 1, 3 mod 4,
(m+ 4)n2/4− 1 if n ≡ 2 mod 4.
(ii-b) Assume that P ′ has singular reduction and E ′ has multiplicative reduction.
We will first show that nP ′ = 2 or 4. Since P
′ has singular reduction, vL (x (P
′)) =
vL (u
−2 (x(P )− r)) > 0 and so nP ′ 6= 1. Since vL (x(P )) > 0, we must have vL(r) > 0.
Since [4]P has non-singular reduction, we have vL (x ([4]P )) ≤ 0, by Lemma 2.8(i). So
vL (x ([4]P
′)) = vL (u
−2 (x ([4]P )− r)) < 0.
Lemma 2.10(i) tells us that v (ψ22(P )) = m + 3. Using this, Proposition 2.2(iv) of
[6] (again noting that our change of variables is defined using Silverman’s convention,
which differs from Stange’s in [6]) and the expression for vL(u) in Lemma 2.9, we find
that
vL (ψ2 (P
′)) = vL (ψ2(P ))− 3vL(u) =
(m+ 3)eL
2
−
3vL (c4(E))
4
.
We find that v (c4(E)) ≥ 2 from Tableaux I–V of [2]. Applying this and (3.7) to
the preceeding expression for vL (ψ2 (P
′)), we obtain
vL (ψ2 (P
′))−
vL (∆E′)
2
≥
vL (c4(E))− 2eL
4
≥ 0.
Therefore vL (ψ2 (P
′)) ≥ vL (∆E′) /2. From this and (3.7), it follows that
aP ′ = vL (∆E′) /2 =
(m+ 4)eL
2
− vL (c4(E)) .
Hence ℓP ′ = 2aP ′.
Assume that n ≡ 0 mod 4. Then [n]P has non-singular reduction, so by the same
argument as in the case of n ≡ 0 mod 2 when [2]P has non-singular reduction, we
obtain
kv,n(P ) = v (φn (P )) =
1
4
(m+ 4)n2.
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Assume that n ≡ ±1 mod 4. Then [n]P has singular relation, so by the same
argument as in the case of n ≡ 1 mod 2 when [2]P has non-singular reduction, we
obtain
kv,n(P ) = v
(
ψ2n (P )
)
=
1
4
(m+ 4)(n2 − 1).
Assume that n ≡ 2 mod 4. Then [n]P has singular reduction. Since [2n]P has non-
singular reduction, from Lemma 2.10(i), it must be that v (x ([n]P )) = 1. Therefore
v (ψ2n(P )) = v (φn(P )) − 1. As v(x) ≥ 2, from the formula φn = xψ
2
n − ψn−1ψn+1, we
obtain
v (φn (P )) = v (ψn−1(P )ψn+1(P ))
=
1
8
(m+ 4)
(
(n− 1)2 − 1
)
+
1
8
(m+ 4)
(
(n+ 1)2 − 1
)
=
1
4
(m+ 4)n2.
Hence kv,n = v (ψ
2
n(P )) = v (φ2(P ))n
2/4− 1. 
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