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ABSTRACT 
By the use of a discrete derivative, we characterize the local convergence of a 
discrete iteration towards a fixed point or a cycle. This work is an attempt to transpose 
some classical results in applied analysis (behavior of iterations) into the case of 
discrete iterations. One sees what can and what cannot be transposed from the context 
of normed linear spaces to a discrete context. 
1. INTRODUCTION 
Les modeles iteratifs construits sur des ensembles discrets, finis ou 
denombrables [4-9, 141 font le pendant de ceux qui operent sur des espaces 
vectoriels. L’etude de la convergence (ou plus generalement, du comporte 
ment) d’iterations sur des ensembles discrets n’a pas, semblet-il, connu des 
developpements analogues a ceux qui ont et& faits dans le domaine d’itera- 
tions “continues”: il y a pourtant beaucoup d’analogies, par exemple, entre la 
resolution iterative dun probleme aux limites sur une grille en analyse 
numerique et l’evolution dun automate cell&ire [4, 61. De plus, la principale 
difference entre ces dew types d’iterations (a savoir le fait que les variables 
prennent leurs valeurs ou bien dans Iw ou bien dans un ensemble fini) 
disparait lors de leur mise en oeuvre sur un moyen de calcul.. . . 
Dans cette etude, on essaye d’approfondir cette analogie, en transposant 
au cadre d’it&ations dixr&es des out& d’analyse, classiques dans le domaine 
continu. 
Une telle orientation avait deja et& prise dans [lo], [12] avec des notions 
de distance vectorielle et de contraction booleennes. Dans la mQme ligne, on 
LINEAR ALGEBRA AND ITS APPLICATIONS 52/53:547-589 (1983) 547 
0 Elsevier Science Publishing Co., Inc., 1983 
52 Vanderbilt Ave., New York, NY 10017 00243795/83/$3.00 
548 F. ROBERT 
dheloppe ici une ktude locale d ‘itbratimw disc&e B partir de la notion de 
d&i&e disc&e d’une fonction bookenne. Cette notion, qui s’introduit 
naturellement, permet de caracther la convergence locale d’une ithation 
disc&e vers un point fixe ou vers un cycle. 
Ce qui nous parait inthessant, c’est de voir ce qui passe (et ce qui ne 
passe pas) du cadre espaces vectoriels norm& (r&solution iterative d’hqua- 
tions: rkfkences classiques [l] et [2]) au cadre discret: accroissement finis, 
dhivation d’un produit de composition, point fixe ou cycle attractif.. . . 
2. NOTATIONS, RAPPELS 
Dans toute la suite, on dksigne par E = (0, l} l’algbbre de Boole usuelle. 
Ek = (0, l>k dksigne done l’ensemble des “vecteurs” bookens B k com- 
posantes, muni de la somme (bookenne) et de la multiplication par un 
scalaire (boo&n). 
Un &ment x de Ek sera not6 x = (x1, x 2,. . . ,x,), bien qu’il soit consid& 
dans le formalisme matriciel comme une cokmne. 
Parmi ces 2k vecteurs, on distingue les k vecteurs “de base” e,, dont toutes 
les composantes sont nulles sauf la i&me, kgale g 1 (i = 1,2,. . . , k). 
Bien entendu, Ek peut 6tre identifik avec l’ensemble des 2k sommets du 
cube h k dimensions. Dans cette interpktation, pour x = (x1,. . . ,xj, . . . ,x,) on 
notera: 
le jhmevoisindex(j=1,2 ,..., k). 
On dhfinit alors le voisinuge im~iat de x comme l’ensemble V, formi! 
par x hi-meme et ses k voisins: 
v, = {x, P)..., zk}. 
EXJSMPLE. 
101 
111 
X’ 
IFEziP 
001 x2 x 011 
i’ 
0 0 
100 110 
Bien entendu, si y E V, alor~ x E V,. 
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L’inegalite x < y entre vecteurs de Ek signifie xi < yi (i = 1,2,. . . , k). C’est 
l’inegalite “composante a composante” obtenue a partir de la relation d’ordre 
sur E: 0 < 0 < 1~ 1. 
9Rk designera l’ensemble des matrices booleennes (k, k), muni de la 
somme (boolkenne) et de la multiplication (booknne) de dew matrices 
booleennes, ainsi que de la multiplication (booleenne) dune matrice booleenne 
par un vecteur ou un scalaire booleens. 
L’inegalite A < B entre elements de ok, est l’inegalite “element a 
Clement”. 
Notre contexte de base sera alors le suivant: Etant don&e une application 
F de Ek dans lui-meme, et un x0 pris dans Ek, appele vectew de d&p&, on 
s’interesse au comportement dans Ek de la m&hode des approximations 
successives SW F issue de x0: 
X *+‘=F(x’) (r=0,1,2 ,... ). 
Dans ce contexte discret, ce comportement peut etre entierement d&it et 
visualise sur le gruphe de la fonction F: chaque element de Ek est un sommet 
de ce graphe. F appliquant Ek dans lm-meme, de chaque sommet part une 
fkche (et une seule) vers son image par F. Ce graphe se scinde en com- 
posantes connexes; alors (cf. [lo, 12]), &ant don&e une composante connexe 
du graphe: 
(1) Ou bien elle comporte un point fixe E = F(5). 11 est alors unique dans 
la composante et partant dun point quelconque de la composante, lit&ration 
x rf ’ = F(x’) reste dans la composante et finit par stationner en 5. 
(2) Ou bien elle ne comporte pas de point fixe. Alors, partant dun point 
quelconque de la composante, l’iteration xl+’ = F(x’) reste dans la com- 
posante et finit par parcourir indefiniment le m&me cycle. 
EXEMPLE: 
F(x) 
011 
001 
101 
100 
000 
001 
101 
000 
Graphe de F 
c 
Y 4 
e 
f d a 
b h 
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La topologie correspondante est alors naturellement celle de la m%rique 
discrhte sur Ek. Nous allons introduire sur Ek un outil topologique bquivalent 
-t&s naturel-dbj:ji utilisk dans [lo], [12]: 
Pour x et y dans Ek on note d(r, y) = (di(x, y)) Z’&?hent de Ek ainsi 
d&ni: 
&by)= 
1 si xi*y,, 
0 si xi=yi. 
11 est clair que d vbifie les axiomes s&ants: 
d(y, x) = d(r, Y), 
d(x,y)=O =$ x=Y, 
d(x, y) < d(x, z)+d(z, y) 
(attention: < , irkgalitb dans Ek; f , somme booldenne dans E’). 
Bien que d prenne ses uahrs duns Ek (c ‘est uoulu) et non duns R k, d 
constitue sur Ek un instrument topologique bquiualmt ci la mktrique disckte: 
les suites conuergentes sont les suites stationnaires ri part+ d ‘un certain rang. 
11 est clair que, 0 dbsignant le vecteur nul de Ek, on a: 
QxcEk d(x,O) = x. 
Par ailleurs: 
QxEE~ d(x,15f)=ej (j=1,2 ,..., k). 
Rappelons alors la notion de matrice d’incidence de F (cf. [12]). Pour x 
dans Ek, la relation: 
Y = F(x) 
se dktaille en: 
not& aussi 
Yi=fi‘w (i=1,2,...,k) 
013 les A sont les “composantes” de F. 
ITkRATION DISCRkTE 551 
On appellera matrice d ‘inciohce de F la matrice bookenne (k, k), notbe 
B(F) = ( bi j) ainsi dkfinie: 
0 
b,, = 
si fi ne dkpend pas de xi, 
1 si $dkpend de xj. 
Une inkgalitk de base est alors la suivante: 
Vr,yGk d(F(x), F(Y))< W)d(v)~ 
Cette inkgalitk sous entend la notion de contraction boolhme &udiQ 
dans [12] et que nous rappelons pour terminer: 
On peut dbfinir, pour une matrice bookenne A( k, k), les f552ments pmpres 
booliens de A [ll] et en particulier son rayon spectral booken not6 p(A): 
appartenant d E il vaut 0 ou 1. En particulier, les propositions suivantes sont 
kquivalentes: 
(I) P(A) = 0. 
(2) AP = 0 (pikme puissance boolhnne de A nulle), avec 0 Q p < k. 
(3) 11 existe une matrice de permutation P telle que P’AP soit triangulaire 
infkieure stricte (on dira alors que A est, g une permutation p&s, triangulaire 
infkieure stricte). 
L’opkateur F est dit contructunt (contraction bookenne) si p( B( F)) = 0. 
On rappelle alors (cf. [12]) q ue si F est contractant, il admet dans Ek un 
unique point fixe 6, et que quel que soit le point de dhpart dam Ek, l’itkation 
x r+ ’ = F(x’) finit par stationner en 5 au bout d’au plus k pas. 11 en est alors 
de mQme pour l’opkateur de Gauss-Seidel assock 
Ces r&ultats transposent done au cadre discret des rkultats classiques 
(contraction) en analyse “continue” (cf. [ 11). 
Dans ce qui suit, on va justement travailler tins globalement qu’avec 
l’irkgaliti! “de contraction” rappel& cidessus, ce qui nous conduira g une 
unulyse locale de l’itkation. 
3. DkRIVkE DISCtiTE 
Compte tenu du type de convergence consid% sur Ek, on va dkfinir la 
notion de d&i&e disc&e de F: 
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DJ~FINITION. On appelle d&i&e dixr&e de F en un point x de Ek-et 
l’on note F’(x) = (A,(x))-la ma t rice bookenne (k, k) ainsi dhfinie: 
fi’i(‘)= i. sinoi 1 si f(x,,...,fj,...,Tk)ffi‘(Xlr...,xj,,.,.xk), 
Autrement dit: 
Ajtx) = 
i 
1 si x(Sj)*jj(x), 
0 sinon (i,j=l,2,...k). 
11 est clair que la don& de x, F(x) et F’(r) dbfinit F(y) pour tout y dans 
le voisinage immhliat de r: 
EXEMPLE. 
k=3, x=(0,1,1), F(x)= (l,O,l) et 
AIors 
x”’ = (1, 1, l), F@) = (0, LO), 
?’ = (O,O, 1) et nkessairement: F(n2) = (l,O, l), 
f3 = (0, 1, O), F(a3) = (O,O,O). 
En particuher, dire que F’(x) = 0 (matrice bookenne nulle), c’est dire que 
F(y) est constant [et kgal h F(x)] en tout point y du voisinage immkdiat de x. 
Etablissons tout d’abord la: 
PROPOSITION 1. Si B(F) est la matrice d ‘incidence de F, alors: 
(a) Vx E Ek F’(x) < B(F), 
(b) SUPx~E kF’(x)= B(F). 
Pour montrer (a) iI suffit de montrer que si B(F) admet un z&o en 
position (i, j) ( bi j = 0), il en est de mQme pour F’(x) quel que soit x. C’est 
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evident, car A et& par hypothkse independant de la j&me variable xi, on a 
necessairement, pour tout r de Ek: 
A(4 = W) 
d’ou A,(x) = 0 et (a) est etabli. 
11 resulte de (a) que: 
sup F’(x) G B(F). 
XEEk 
Pour montrer qu’il y a egalite, et etablir ainsi (b), il suffit de montrer que 
si B(F) a un 1 en position (i, j) (bij = 1) alors il existe x dans Ek tel que F’(x) 
ait aussi un 1 en position (i, j) [ fi’/x) = 11. Or, dire que bj j = 1 c’est dire que fi’ 
depend effectivement de xi’ 11 existe done x dans E k tel que x = (xi,. . . , 
x. . . . . xk) et Zj=(xi ,..., fj ,..., J’ rk) donnent dew valeurs differentes a 5: soit: 
d’ou effectivement A,(r) = 1. 
4. DkRIVkE DISCRBTE ET DISTANCE VECTORIELLE 
PROPOSITION 2. Soit x E Ek. AZors: 
La demonstration est elementaire: si y = x la relation cidessus est triviale- 
ment vkifiee. Sinon, y, element de V’, est un certain a! Alors d(x, y) = ej, de 
sorte que F’(x)d(x, y) represente la j&me colonne de F’(x), qui coincide 
bien, par definition, avec le vecteur d( F( x), F(y)). 
Ainsi, resuhe de la Proposition cidessus que si u et u sont voisins dans Ek 
(c’est-a-dire different dune seule composante) alors: 
d(F(u),F(u))=F’(u)d(u,u)=F’(u)d(u,u) 
car F’(u) et F’(u) ont mQme j&me colonne lorsque u et u ne different que de 
la j&me composante [ d( u, u) = ei]. 
[Ax]32 
(” ‘qP{(q,a> d*s 3 ((“)a ‘(WP 
:V UO ‘?g ?t.l ti ‘X $?20$ .W&Od ‘C NOILISOdO~d 
~aq3o.1~ a~ anb SO@ a~ps?.~ vo‘p (a@uyyu .man%uo~ ap [fi x]) SVI~.I?JJJ~ 
snol JUOS sn *I~ ap aseq ap ma~sa~ un USA ~ay3o.m np smapa~ sap un3eq3 
*[P ‘I-‘n)p + . . . +(zn‘ln)P+(~n‘x)P]~~((~)~“(x)d)P 
:SJO~ a([ A x] al?lplawed aurtrqa y ap xloqa “P Puad?P JU) 
[Ax] 3 2 
{(q,a> d*s =w 
:lwsod ua aaqop snId uoh3 ap ~a.~o[mu suop snoN 
33a (h),d ap a.wzv x.478 3am (x),~ ap auuolo3 auppa3 un,p (auuqlooq) 
auuuos auu red ((Q ‘(x)d)p ap uo~gxo~m~ aun mop luagqo uo *vu 
-q$.f~p en03 ‘?g ap asvq ap s.ma$mi sap warqgsuoa (Ii ‘r-*n)p‘*** ‘( zn ‘h)p 
‘(In ‘r)p ‘ajmuyuyu .mar@uoI ap aspd ?a? WI&? [li 3c] ar@ya VT 
*(auuayooq auuuos ‘ + $3 smp ?~IJTB?~ ‘ 3 ) 
(fi ‘T-‘n)p( l-‘n),d + . . . + 
(zn‘ln)p(Tn),d+(ln‘x)p(~),~= 
((q!pn)d)P + * * * + 
((zn)a(ln)d)P+((ln)d ‘Wl)P 3 ((fi)a ‘(WP 
:s.~o~ *[Ii x] saIq!ssod satyqa 
sa~zm&jp nzd A ? x ap sap luawanawua+ lnad uo ‘npualua uara 
*y 3 I no‘p ‘apwygu .man%uoI ap saTq3 sap suoquaJd snoN *[~~?elpymu~ 
aBeu!s~oA uos ? luag.mdde] JUEA~IS np ~S~OA Isa ~u!od anbeqa qo [ fi x] ayou 
‘[A ‘1-‘71‘**.‘ zn ‘In ‘x] au~vq3 aun .red A B x ap lassed Inad uo ‘SKI a3 swa 
erg swp san~qanb fi Ja x mod alqym (( A)J ‘( x).g)p ap twyvm~mu 
8t.m lauuop mod aluap3yd uo~ydord 9 rasgyn ~wua~ugxu suop snow 
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REMARQUES. 
(1) A vrai dire, il aurait suffi de prendre pour M: 
que nous notons: 
ou Bgalement: 
sup (F’(z)) = sup{F’(y), F’(u,-,)>-.Fb,)) 
t E [y +x] 
pour obtenir les majorations suivantes: 
d(F(x), F(Y)=G sup {F’(z))+, Y> 
zE[X--+Yl 
et: 
(2) Pour x et y quelconques dans Ek, il n’existe pas en ghhal[ dans Ek 
tel que: 
d(F(x), F(Y)) =F’(Z)+, Y) 
sauf si x et y sont voisins (cf. Proposition 2). Pour s’en convaincre il suffit 
d’examiner l’exemple suivant, oti k = 2; 
x F(x) 
a 00 10 I-- b 01 11 : 10 11 11 01 
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Alorspourx=(O,l)=bety=(l,O)=cilvient: 
d(F(x),F(Y))=($ 4x,y)=( :) 
(on note en colonne les valeurs de d). Or: 
F’(a)=(y !g, F’(b)=(; y), F’(c)=((: ;), w=(; ;) 
et aucune de ces matrices n’est la matrice nulle. Cette remarque montre qu’il 
ne faut pas compter, dans ce contexte discret, sur une formule d’accroisse- 
ments finis telle que celle envisagke cidessus. Par contre l’irGgalit6 de la 
Proposition 3 jouera ulth-ieurement un role analogue h celui de l’inhgalit6: 
classique (et utile!) dans le cadre d’espace vectoriels norm&. 
(3) Bien entendu on peut encore majorer, dans l’in&galit& de la Proposi- 
tion 3: 
la matrice A4 par la matrice B(F) (cf. Proposition 1) indbpendante de x et y. 
On retrouve, ainsi, l’inkgalit8 de base rappel& A la fin de l’introduction: 
vx,y~E~ d(F(x), F(y)) < W)d(x, Y>* 
(4) Exemple: k = 3. F est dkfini par sa table: 
000 100 
001 101 
010 000 
011 101 
100 001 
101 000 
110 111 
111 010 
0 
‘(” ‘X)P{(fi),.d ‘p)/d ‘(q/L+- I 
ii 
= ((“)a ‘Wd)P 
0 
OII=K 001 
otl 00 
llzl 
IO- 110 
III = In! 101 
30 ‘I ‘0) w- no1 
(1‘1‘1) = In a.tpuald Inad uo‘l$o [A In x] ~ULIOJ IZI ap was a~ur!u!u~ matiuo~ 
ap [fi x] auyy3 aufl ‘(1‘l‘T) = (fi)+~ Juap v (0‘1 ‘I) = fi mod ‘smam~? .I”d 
(x),+J 
@‘a7 =c> 
ap auuolo3 auI$ 
r r, - 
n r 
WW)id = ((r&7 ‘m7)P 
:anb ua!q a!$+ uo 
‘(o‘I‘o)=~x ‘(I ‘0 ‘0) = i$ ‘(I ‘I ‘I> = I? ‘(1 ‘I ‘0) = x 
I 0 I 
i I 
0 0 I =(+I 
I 0 I 
WaY p (I ‘I ‘0) = X mod 
3LymIa NOI.LVl&LI 
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D’oti effectivement: 
(on note toujours “en colonne” les valeurs de d). Dans cet exemple: 
&Oil 
On peut vhifier que pour tout 2 dans E3: 
F’(z) G B(F) = SUP F’(z). 
z E (0, 1p 
D’ailleurs: 
sup{F'(x), F’(q), F'(Y)) = B(F) 
= sup(F’(u,), F’(Y)) 
= sup W(z)). 
zE[!4-+xl 
Toutefois: 
zEwJ-‘(~)) = sup(F’(x)3”(u,)) 
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Mais l’inegalite: 
d(W, F(Y)) G suP{Fw, F’(%)MG Y) 
s’krit: 
et n’apporte rien de plus que la majoration triviale obtenue pr&%demment. 
5. APPLICATION: CARACTkRISATION DE LA CONVERGENCE 
LOCALE DANS LE VOISINAGE IMMkDIAT DUN POINT FIXE 
DI~FINITION. Soit 5 = F(5) un point fixe de F dans Ek. 5 sera dit attractif 
duns son voisinage imddiut si les dew conditions suivantes sont r&lisees: 
(a) F(s) c V,. 
(b) Pour tout x pris dans V,, l’iteration x’+l = F(x’) [qui reste dans V( 
d’aprks (a)] finit par stationner en 5 au bout d’au plus k pas [zk = Fk(ro) = .$I. 
Etablissons alors la: 
PROPOSITION 4. Pour que 5 soit attractif dans son voi.rinuge immkdiut, il 
faut et il sujj% que: 
(1) F’(5) ait au ph un seul 1 par cohne. 
(2) Le rayon spectral boo&en (cf. [ll]) de F’(5) soit nul (c ‘est-cidire 
qu’il existe une m&rice de permutation P (k, k) telle que: 
PfF’([)P 
soit triangulaire infhre stricte). 
(a) Condition suffisante: Si (1) et (2) sont satisfaites: Soit x E V, alors 
d(F(x), S) = F’(t)+; 0,. 
ei 
Par hypothkse les colonnes de F’(5) ne peuvent etre que le vecteur nul ou un 
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vecteur de base: autrement dit toute colonne de F’(5) appartient a V,, le 
voisinage immediat du vecteur nul. Ainsi d( F(x), 5) E V,, ce qui montre que 
F(x) E V,. F applique done bien Vr duns lui-m&me et (a) est verified. Alors, 
pour x0 pris dans V,, la suite: 
x ‘+I = F(r’) 
reste dans V, d’apres ce qui precede et l’on a: 
d(x’, () = d(F(x’-’ 1, t) = qS)+r-l, t> 
E... 
= [F’(S)]‘+‘, 0. 
F’(t) &ant une permuted de triangulaire inferieure stricte, il vient que 
[F’(t)]’ (puissance booleenne) coincide avec la matrice m.rlle au plus tard 
pour r = k: en k pas au plus la suite x’ stationne au point fixe 5. 
(b) Condition nkessaire: Supposons 5 attractif dans V,, et admettons 
qu’une colonne de F’(<)-disons la jibme-comporte plusieurs 1. On aurait: 
d(F(tj),t)= F’(S)d(& t> 
-z- , 
jieme colonhe de F’( <) 
ce qui montre qu’alors F(@ ne serait pas voisin de 5, puisqu’il aurait plus 
d’une composante differente de la composante correspondante de 5: F 
n’appliquerait pas V, dans lui-m2me ce qui est en contradiction avec (a). 
Montrons alors que le rayon spectral booleen p(F’(<)) de 5 est necessairement 
nul: Par hypothese: 
VXEV< Fk(x) = r$ 
en particulier pour x = &? il vient: 
Par hypothkse F(& est lui aussi dans V,, d'oti: 
= [F'(S)12d(iiA) 
v' 
ei 
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et par rkwrence: 
d(Fk(Ej),S)= [F’(5)]kej (j=1,2,...,k). 
Par hypothese le premier membre est nul: Ainsi toute colonne de [ F’( .f)] k 
(puissance booleenne) est nulle, ce qui traduit le fait que [F’([)Jk = 0 
c’est-Mire encore que p(F’(t)) = 0 (rayon spectral booken): a une permuta- 
tion pres, F’(5) est triangulaire inferieure stricte. 
EXJZMPLE. Prenons k = 3, 5 = (1, LO) et 
0 0 0 
F’(5)= t 0 0 1 I . 
1 0 0 
F’(5) &pond bien aux dew conditions (1) et (2) de la Proposition 
prkckdente. Alors, necessairement, on a: 
x F(x) 
000 
001 
E -1 010 111 
011 
t -2 100 110 
101 
t 110 110 
5 -3 111 100 
d’ou une partie du graphe de F: 
On verifie que E est bien attractif dans son voisinage immediat Vs. 
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REMARQUE. La seule condition p(F’(t)) = 0 n’est done pas suffisante 
pour assurer que 5 soit attractif duns tout V,. 
Elle assure seulement que l’on aura l’un des dew schbmas suivants: 
En effet: il existe une matrice de permutation P telle que: 
P’F’( [)P est triangulaire infkieure stricte. 
D’oh: 
PfF’( <)Pe, = 0 
et: 
soit: 
P’F’(<)Pe,_, G e,, 
F’([)Pe, = 0 
et: 
F’(E)Pe,_, Q Pen. 
Notant Pe,, = e, et Pe,,_l = ej, il vient, d’abord: 
F’(t)ei = 0. 
C’est-Mire d(F({‘), 5) = 0 soit 
F([‘)=4 
Puis: 
F’(5)ej< ei 
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Alors, dew seuls cas sont possibles: Soit: 
F’(t)ej = e, 
C’est-Mire: 
ou encore: 
D’oti le schema: 
Soit: 
F’([)ej= 0. 
C’est-Mire: 
d(F(lj),<)=O 
ou encore: 
D’oti le schkma: 
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EXEMPLE. k = 3,< = (l,l,O) et 
On a bien p(F’(4)) = 0 mais F’(t) admet dew 1 dans sa deuxikme 
colonne. Il vient, n&cessairement: 
-1 5 
-2 E 
D’oti le schkma: 
x F(x) 
000 
001 
010 
011 
100 
101 
110 
111 
b 
5) 
2’ 
5 
110 
011 
110 
010 
52 
-011 
5 n’est pas attractif dans tout V, puisque F(t2) e V,. 
Cm t&s purticulier: si 5 = F(t) est point fixe de F, si F’(t) = 0 (matrice 
boolkenne nulle). Alors le graphe de F dans le voisinage immkdiat de 5 est le 
su.ivant: 
Autrement dit : Vj F( .f?) = 5 (et rkciproquement). 
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6. APPLICATION: CONVERGENCE LOCALE DANS UN VOISINAGE 
MASSIF D’UN POINT FIXE 
On va maintenant ktudier la convergence de la suite x’+ ’ = F( xl) vers un 
point fixe B partir d’un voisinage bventuellement plus grand que le voisinage 
immkliat: nous avow alors besoin de la notion de voisinuge mussif d’un point 
dans Ek: 
DEFINITION. Pour x quelconque dans Ek, on appelle voisinage mussif de 
x toute partie V de Ek, contenant x et telle que: Vu E V et Vu E Ek tel que: 
d(x, v) < d(x, u) 
alors: v E V. 
[Autrement dit, si u appartient A V, tout point v de Ek “moins loin de x 
que u ” (au sens de la distance vectorielle d) appartient h V. ] 
A un voisinage massif V de z est associi? le voisinage massif de 0 (vecteur 
nul) correspondant: 
W est un voisinage massif de 0 car 0 E W, et si de plus (Y appartient B W, 
alors pour tout j3 de Ek tel que p Q cx on a: 
(1) l’existence de u dans V tel que d(x, u) = a, 
(2) l’existence de v dans Ek tel que d(r, v) = /3 avec 
d(r,v)<d(w) 
done v E V ce qui montre bien que /3 E W. 
EXEMPLE. Pour k = 3, avec: 
f h 
b d w a e 
e Ir 
0 0 0 
; 001 
0 1 0 :=o 11 
; :o”; 
E 1 1 0 1 1 1 
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pour x = d, V = {dbf, h, c} est un voisinage massif de d le voisinage massif W 
de a = (O,O, 0) correspondant est: 
W={a,c,g,e,b). 
DEFINITION. On dira alors qu’un point fixe [ = F(t) de F est att7actf~ 
duns un voisinuge mawif V de 5 si, la encore: 
(a) F(V)c V. 
(b) Pour tout x0 pris dam V, l’iteration x’+ 1 = F(x’) [qui reste dam V 
d’apres (a)] finit par stationner en < au bout d’au plus k pas [ xk = Fk( x0) = t]. 
Et l’on va donner des conditions suj@zntes de convergence locale dam 
mi voisinage massif dun point fixe. 
PROPOSITION 5. Soit V un voishage massif d ‘un point fixe t de F et 
W = {d(x, 5): x E V} le vokinuge massif de 0 associd. On pose: 
M = sup {F’(x)}. 
ZEV 
Si lea conditions C? suivante.3 sont v&m: 
MWcW 
p(M)=0 
(oh p ok!&ne le rayon spectral lwol&n). Akns E est attractif duns V. 
(1) Montrons tout d’abord que, sous les conditions C?, F applique V dans 
V. Soit x dam V. Alors: 
d( F(6) , F(r)) < d(F(I), F(u,))+ * * * + @h-h F(x)) 
T 
ou la chaine [6, x] = (6, ur - - - u,_~, x}, de longueur minimale, est formke de 
points deux a deux voisins prk &as V [car, V etant massif, tous les ui sont 
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dans V puisque d( t, Us) < d(& x) avec x dans V]. D’ou: 
d(5, F(x)) Q F’(S)d(E, u,)+ . * * + F’(u,-,)+r-1, x) 
Q M[d(5, ul)+ . . - + d(u,-1, x)]. 
LA encore, la chaine [& x] &ant de longueur minimale tous les termes du 
crochet cidessus constituent des vecteurs de base de Ek diff&en$ entre eux, 
d’ou rkulte que le crochet lm-mi3me est egal a d(x, 5). Finalement, il vient: 
mais puisque x est dans V, d(x, 5) appartient A W, et puisque MW c W par 
hypothbe, il vient que u = Md(x, 5) est dam W. On a done: 
0~ d(F(x), I) G u 
d’oh resulte, puisque W est massif, que d( F( x), 5) appartient a W, c’est-adire 
enfin que F(x) est dans V. 
(2) Montrons alors que: 
Qx E V Fk(x) = 5. 
En effet, pour tout x = x0 dans V, les it&es successifs xr+’ = F(x’) retent 
dans V d’apres ce qui precede, et l’on a: 
d(x’, 5)<Md(x”, 0, 
d(x2, t)<M2d(xo> 8, 
d(rk, &Mkd(xo,, 6). 
Or, dire que p(M) = 0 c’est dire aussi que ii@ = 0 d’ou: 
Xk = 5. 
,” 4 
4 
i 
V 
V 
100 
101 
100 
100 
101 
101 
000 
000 
III 
011 
101 
001 
110 
010 
100 
000 
(x)a x 
:ap Ia (a@ v ap .rlwd y w.wuo~ ?I? f! d 
-SlXU ~S~Oq3 $9 {j ‘a ‘3 ‘4 ‘?I> = M = A ‘(O‘O‘()) = V = 3 ‘6 = 3 '3?dNZXa 
.Lmr9olI ‘d 89s 
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On a bien: 
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MW={a,b,f}cW={a,b,c,e,f) 
et p(M) = 0 [a une permutation p&s, M est triangulaire inferieure stricte]. 
On verifie qu’il y a bien convergence locale vers a dans le voisinage massif 
V = {a, b, c, e, f } puisque le graphe de F est le suivant: 
h 
W= {a,b,c,e,fl 
Dans cet exemple: 
fi( x) = fp, + xp&, 
h(x) = 0% 
A(r) = f,f, = x1 + x2 
&Oil 
1 1 1 
B(F)= ( 0 0 0 I . 
1 1 0 
C’est un exemple ou p(B(F)) = 1 (cf. [12]): Bien que F ne soit pas 
contractant, I’iteration x’+ r = F(x’) converge, quel que soit le point de 
depart x0 dans E3, et en 3 pas au plus, vers l’unique point fixe a de F. 
REMARQUES. 
(1) La proposition 5 ne donne que des conditions sufj%antes de conver- 
gence dans V (a l’inverse de la Proposition 4 qui pro&de par conditions 
&cessaires et wffi.sante.s). D’adleurs si l’on reprend la demonstration de la 
proposition 5, on constate qu’on y a un peu trop major& F’(x) en prenant son 
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sup sur tout V [cf. Remarque (1) de la Proposition 31. 11 suffirait de le faire en 
prenant le sup sur un sous-ensemble de V qui doit: 
“etre une reunion de chaines de longueur minimale, issues du point fixe E 
et atteignant tout point de V sans inclure les elements terminaux”. 
Nous designons un tel sous ensemble par V (pas forcement defini de facon 
unique. En effet dans l’exemple precedent on peut prendre soit V = {a, b) 
soit V = {a, e}). V est un sous-ensemble de V parce que V est massif. 11 suffit 
alors de prendre: 
$= sup {F’(z)} Q M 
ZEV 
pour obtenir les conditions CA?* suffisantes de convergence locale dans V: 
tiwcw, 
p( n;r) = 0. 
w*> 
yes conditions CL?* sont un peu moms restrictives que les conditions C? de la 
Proposition 5. En effet, puisque &I G M il vient, sous les conditions C?: 
n;rW<MW (notation evidente) . 
Or 
MW c W et West massif done h%W c W. 
Par ailleurs (cf. [ll]) fi < M implique p;(Q) Q p(M). Or par hypothese 
p(M) = 0 d'oti p(h) = 0: on a bien v&if% que: 
Dans l’exemple precedent, il vient, d’ailleurs, 
pour iT= {a,e), ~=sup(F’(a)F’(e)}= 
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Done ici: 
e-e* 
(2) Contre exernple ci la Proposition 5: k = 3,E = c = (0, LO). 
f 
El 
h 
b d 
a 
e B 
v= (cdh,g} 
d’oh: 
W= {ab,e,f}. 
On a impok la forme triangulaire infh-ieure stricte B F’(c), F’( d ) et l’on a 
pris: 
;: 000 1
: 010 1
; 100 1
g 110 
h 111 
On peut prendre 0 = {c, d} [ on aurait pu prendre {c g }]. Ici 
p(Lf)=o mais iGW= {a,d}Q W. 
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Les conditions (?* ne sont pas vrkifiees; iI en est done de mQme, a fortiori, 
pour les conditions (?. 11 se trouve qu’effectivement il n’y a pas convergence 
locale vers c dans V puisque F( g ) = b C V. Le graphe de F est le suivant: 
9 
e 
h 
% 
a 
c 
d 
V={c,d,h,g) 
(3) Gas ozi V= V,. Si V= V,, W est forme du vecteur nul et de 
l’ensemble des vecteurs de base de Ek (voisinage immediat de 0), et a se 
reduit a F’(t). Les conditions e* sont alors exactement celles de la Proposi- 
tion 4 (dont il est normal qu’on retrouve ainsi le resultat). 
(4) Casoti V=Ek. Alors W=V= Ek et 
M= sup {F’(z)}=B(F) (Proposition 1). 
ZEEk 
La condition MW c W est evidemment verifiee. La proposition precedente 
s’ecrit alors ainsi: 
Si 6 est un point fixe de F et si p( B( F)) = 0, alms, pour tout x0 duns Ek, la 
suite x’+’ = F(x’) finit par stationner en 5 au bout d ‘au plus k pas. 
En fait, dans ce cas, l’existence (et l’unicitb) dun point fixe de F est 
consequence de la condition p(B( F)) = 0 elle meme: c’est le resultat de 
contraction de F rappel6 plus haut (cf. [12]). 
EXEMPLE. k = 3. 
000 
001 
010 
011 
100 
101 
110 
111 
010 
110 
111 
011 
010 
110 
111 
011 
- 
C 
hg 
d 
C 
h" 
d 
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11 vient: 
fl( x) = i,x, + xzf, 2 
fib) =l, 
573 
Jw = x2 
d’Oh 
B(F)= i 
0 1 1 
0 0 0 = sup {F’(z)} et p(B(F))=O 
0 1 0 
I 
.zEE3 
[en effet B(F) est pen-nut&e d’une triangulaire infbieure stricte]. On a: 
vx,y~E~ d(F(x), F(Y)) G W)4% Y> 
et l’on vtkifie que le graphe de F a les propri&s annonckes: 
a b 
c “i-- f h 9 d 
7. GAUSS-SEIDEL 
On sait que lorsque F est contractant sur Ek [c’est-&dire lorsque &B(F)) 
= 0] l’opkrateur G de Gauss-Seidel’ associb ti F (cf. [12]) est contractant lui 
aussi, avec: 
B(G)< [Z+L+ a.. +Lk-‘]U 
‘Dbfini par G(x)= (g,(r)) avec: 
gi(‘) =f;(g,(x),..., g#-1(x),xi,...,xk), 
574 
oti L et U sont dkhies par: 
F. ROBERT 
B(F)= =L+u. 
11 est done nature1 de se demander si, lorsqu’un point fixe ( de F est 
attractif, par exemple dans son voisinage immkdiat, le m&me point fixe ne 
serait pas attractif pour G dam son voisinage immbdiat, et si l’on n’aurait pas: 
G’(t)< [I+K+ ... +I@-‘IT 
avec: 
F’(5) = =K+T. 
11 n’en est rien comme le montre I’exemple suivant: 
x F(x) G(x) 
000 010 010 
001 1 
I 
6 1 010 010 010 
011 000 001 
100 
101 
110 000 010 
111 
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On vhifie (cf. Proposition 4) que 5 est attractif (pour F) dans son voisinage 
immbdiat. 11 vient: 
Or p(G’(O)= 1. 5 n’est pas attractif pour G dans son voisinage immkdiat: 
d’ailleurs G(0, 1,l) = (O,O, 1) qui n’est plus dans le voisinage immhdiat de E. 
De plus on a: 
8. DhUVATION D’UN PRODUIT DE COMPOSITION 
Soient F et G dew opbrateurs sur Ek (G n’est plus ici I’opbrateur de 
Gauss-Seidel associb g F). On pose: 
H=GoF. 
A t’on (comme c’est le cas “en continu”) 
VXEEk H’(x) 9 G’(F(x))F’(x). 
II n’en est rien, un simple exemple suffit g nous en convaincre (k = 2): 
x F(x) G(x) H(x) 
00 01 01 11 
01 11 11 00 
10 10 11 11 
11 10 00 11 
AIors, par exemple pour x = (O,O), iI vient F(x) = (0,l) 
H’(x)=(; ;), Gt(+))=(; ;)> F’(r)=(; ;) 
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et: 
G’(F(x))F’(x) = ( ; ;) * H’(x). 
Dans ce qui suit, on va &ablir diffkrentes majorations de H’(x). 11 vient, pour 
tout x E Ek et pour tout j de 1 & k: 
d(H(x), H@j)) = HQ)p: gj\ 
ei 
or: 
j&me colonne 
de H’(x) 
d( H(x), H(fj)) = d( GF&),GF$)) 
Y z 
Q l~;;~zl{G’(W(~, z) 
(Proposition 3, remarque 1). Or: 
d(y,z)=d(F(r),F(fj))=F’(x)~(x$,. 
e. J 
D’oti une premi&re majoration d’une colonne quelconque de H’(x): 
H’(x)ej Q sup {G’(t)}. F’(x)ej 
j&LSZe 
de H’(x) 
qui dkpend Bvidemment 
minimale) [F(x), F(fj)]. 
t E [F(r) + F(3)] 
(j= 1,2,...,k) (I) 
du choix particulier de la chaine (de longueur 
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Notons encore V, le voisinage immediat de X, et F(V,) son image par F. 
F(V,) contient F(x) comme element, mais n’en est pas necessairement un 
voisinage massif. (Cf. exemple cidessous.) Definissons alors F(V,) comme [cf. 
Proposition 5, remarque l] une reunion de chakes de longueur minimale, 
issues de F(x) et atteignant tout point de F(V,) sans inclure les elements 
terminaux. 
Ici, F(V,) n’etant pas necessairement massif, m n’est pas necessaire- 
ment un sous ensemble de F( V,) (Cf. exemple cidessous). De plus m) n’est 
pas defini de man&e necessairement unique. 
11 est clair alors que de la majoration (I) resulte: 
H’(x)ej6 sup {G’(t)}F’(x)ej (j=1,2,...,k) 
t=Fx 
L / v 
independant de j 
ce qui donne: 
H’(x) < sup (G’(t)}F’(x). 
tsFx) 
Et enfin, la majoration la plus grossiere: 
H’(x) < sup {G’(t)}F’(x) = B(G)F’(r). 
tsEk 
Explicitons ces 3 majorations sur un exemple: 
EXEMPLE. k = 3, G = F, d’oti H = F2 avec: 
x F(x) = G(x) H(r) = F2(x) 
000 
001 
010 
011 
100 
101 
110 
111 
011 
100 
000 
011 
010 
101 
010 
101 
011 
010 
011 
011 
000 
101 
000 
101 
(10 
(III) 
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f h 
Prenons x =(l,l,O)= g d’oti F(x)= c. Alors V, =(g,c,e, h} et F(V,)= 
(c, (1, f), 
H.(r)=[ y i i) et F’(x)=( K i i). 
iwzjorutim (I). 
j=l. Z1=(O,l,O)=c, F(Z1)=(O,O,O)=a. [F(x)+F(Zl)] se r&St A (c} 
et 
D’oil: 
0 0 1 = IY(x) 1 
L’irkgalitb est une 6galitb. 
j=2. Z2=(1,0,0)=ed’oti: F(372)=(0,1,0)=c. [F(x)+F(Z2)] ser&duitA 
(c} d’olk 
L’inkgalitk est une 6galitk. 
j=3. f3=(1,1,1)=h d ‘ok F(Z3)=(1,0,1)=f. [F(x)+F(Z3)] peut ktre 
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pris hgal h [c, a, b] (on aurait pu prendre [c, a, e] ou [c, d, b]). Avec, alors: 
sup(F’(c), F’(a), F’(b)= sup i(:: 1 : 1 :ii4 1 Y rK I iii 
0 1 1 
=lll ( 1 1 1 1 
d’oti: 
ip) =H’x)e,< (p 1 i)(i) = (ii. 
D’oti finalement la majoration suivante de H’(x): 
(; i ;)=H’(x)+ i i] 
Majorution (II). 
r=g. 
V, = {g, c, e, h} est le voisinage immbdiat de g. F(V,) = {c, a, f} n’est pas un 
voisinage massif de F( g ) = c. On peut prendre alors (c, a, b} pour F( V,) (on 
aurait pu prendre kgalement {c, a, e}). Alors: 
SUP{F’(C), F’(a), F’@)) = 
et l’in6galiti: (II) s’6crit ici: 
!580 
Mujoration (III). 
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fib) = x3b1+ fl%L 
&(x) = f,i,f3 + x,x,x, + Xlf,, 
f3(x) = flsg, + f,x,x, -t x$,x, + x1x93. 
L / Y 
x1x3 
D’oil: 
L’inkgaliti: (III): 
H’(x) < B(G)F’(x) 
s’krit ici (oh G = F) 
REMARQUE. (II) et (III) donnent ici le mQme r&x&at. (I) leur est 
meiIIeure, mais n’est pas comparable A la majoration de H’(x) don&e par 
B( H ) puisque: 
9. ETUDE DE CYCLES 
Soit toujours F appliquant E k dans hi-m&me et soit ao, u 1,. . . , a,_ I un 
cycle de Zongueur r pour F: c’est un ensemble de r points dans Ek, distincts, et 
tels que: 
F(u,) = a,, F(u,) = u2r. .., F(a,-,) = a,-,, +,-1) =a,. 
Un tel cycle sera note C= (a,,~, ,..., a,_,}. 
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On notera encore V,, le voisinage immediat de ai (i = 0,1,2,. . . ,T - 1). 
DEFINITION. On dira que le cycle C est attractif duns son voisinage 
immkdiat si: 
(a) WJCV,l; F(V,l)cV,z,...,F(V,,_2)CV,,_1; F(V,,_l)cV,o. 
(b) Pour tout x0 pris dans l’un quelconque des voisinages immediats, 
disons V, , l’iteration xS+’ = F(9) [qui parcourt les Vaj d’apres (a)] finit par 
atteindre ‘ai au bout de r. p pas (p < k): 
REMARQUES. 
(1) Cette definition est coherente (tout point de la suite pouvant etre 
consider+ comme un nouveau point de depart). En effet, il est clair qu’a partir 
du moment oti l’iteration atteint l’un des elements du cycle, elle les parcourt 
ensuite indefiniment: 
(2) D’apres la definition cidessus, si le cycle C est attractif dans son 
voisinage immkdiat, les Vai sont Gcessairement disjoints 2 a 2: 
En effet si V, n V, hit non vide pour un i et un j differents, soit x un ‘de 
ses elements. L’iteratio’n x’+ ’ - F( xr ) partant de x0 = x serait alors telle que: 
XrP=ai et xrP’=aj 
pour p et p’ G k. Alors, d’apres la remarque precedente on aurait: 
XrP+rP’ - 
- ai = ai 
ce qui est impossible. 
(3) Tout element a, du cycle C (de longueur T) pour F est evidemment 
point fixe de F’. I1 rksulte alors de la dbfinition prh?dente que si C est 
attractif duns son voisinuge immkdiat (pour F), tout &!&ment a, de C est un 
point jke attractif (pour F’) duns son voisinuge immkdiat. 
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Nous allons etablir une curu&risution du fait qu’un cycle soit attractif 
dans son voisinage immediat: 
F~OPOSITION~. Pourqu’uncyc2eC={a,,a,,...,u,_,)deFsoitu~~- 
tif duns son voisinage immkdiut, il fuut et il suet que: 
(1) F’(ui) uit au plus ztn se& un pur cohne (i = 1,2,. . . ,k), 
(2) le rayon spectral boo&en de 
S = F’(u,_,)* . -F’(Q) 
soit nul. 
(a) conditions sujjhzntes: Si (1) est satisfaite, montrons que F(V,,)c 
va,+, (i=O,l,..., r - 1 modulo r). En effet, si y E Vn,, alors: 
djF(y),F(p,),)=F’(u~‘P(y:u~~. 
ui+l e. J 
Par hypothkse les colonnes de F ‘( a i ) ne peuvent Qtre que le vecteur nul ou un 
vecteur de base, ce qui montre alors que F(y) appartient au voisinage 
immkliat de a i + r = F(ui). F applique done bien V=, dans V&. Supposons 
alors (pour simplifier les notations et sans restriction de generalite) que x0 soit 
pris dans I$,. Alors xS = F(x “-‘) (s = 1,2 ,...) appartient a Va, avec i = s 
(modulo r) et I’on a, d’apres ce qui precede: 
x0 E y&)9 
d(x’,u,)= F’(uo)d(xo,uo), 
d(x2,u2) = F’(u,)d(&u,) 
d’oh: 
d(x’,u,) = F’(u,_l)...F’(u,)d(xo,uo) 
\- 
et alors, pour tout p: 
d(X’T uo) = Spd(x’, a,). 
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Mais puisque S est triangulaire stricte a une permutation pres, il existe 
p d k tel que Sp = 0 d’oti: 
ce. qu’il fallait demontrer. Ensuite: 
x rP+r-l,&P+Wl= a,_, 
et &P+ 1) = ao: le cycle est boucle. 
(b) Conditions &cessaires: Supposons que le cycle C soit attractif dans 
son voisinage immkdiat mais que l’tme des matrices-disons F’(ao) sans 
restriction de gkkalite- admette plus dun 1 dans une de ses colonnes. On 
montrerait alors facilement, comme dans la Proposition 4, que F( VJ ne peut 
Qtre contenu dans V, , car il existe alors un point de V& dont l’image par F 
n’est pas dans le vois!mage immkdiat de ar. C’est impossible par hypothese. 
Pour x0 pris dam V=,, les it&es successifs parcourent done les VO; Le calcul 
de la page prkckdente reste alors &able, d’ou: 
d( xrpao) = SPd( x0, a,) pour tout p. 
Par hypothese il existe p Q k tel que x’p = a,, d’oh: a fortiori 
x rk _ - a0 
c’est-adire: 
Skd( x0, a,) = 0 
quel que soit x0 dam V&. Puisque d(x”, ao) est un vecteur de base quel- 
conque de Ek, on conclut que, toutes les colonnes de Sk etant nulles, on a 
necessairement Sk = 0 ce qui est une caracterisation du fait que le rayon 
spectral booken de S est nul [ 111. 
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EXEMPLJL k = 3. 
h "d 
D’oti: 
On vh-ifie que: 
x F(x) 
a 000 111 
b 001 110 
: 010 01 000 1
; 100 1 011 0
f 111 0 010 10
ont bien au plus un seul 1 par colonne et que: 
ainsi que: 
sont des permutkes de triangulaires infixieures strictes. 
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Par ailleurs, si l’on pose H = F 0 F il vient: 
x H(r) = F2(x) 
000 
001 
010 
011 
100 
101 
110 
111 
100 
010 
111 
011 
100 
110 
000 
011 
d et e sont bien points fixes de H = F2 et l’on a: 
REMARQUES. 
(1) Bien entendu, pour r = 1, le cycle C se rbduit A un point fixe de F et la 
Proposition 6 cidessus redonne exactement la Proposition 4 (caracthisation 
d’un point fixe attractif dans son voisinage immhliat). 
(2) On pourrait, de facon analogue, klaborer une ghkralisation de la 
Proposition 5 pour htablir une condition sujjhznte de convergence de l’itkra- 
tion xr+l = F(x’) “dam le voisinage massif d’un cycle”. 
(3) Enfin, l’kude cidessus amhe B Btablir le rhltat suivant: 
PROPOSITION 7. Si a,, a,, . . . , a,_, cmtitue un cycle de F, tel que: 
alms en posant: 
H=F’ (prod& de composition) 
on a: 
H’(a,) = F’(a,_,). . . F’(a,)F’(a,) 
et des relutions an&gum par permutation circulaire. 
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C ‘est un r&&at particulier SW la o%rivSe d ‘un prod& de composition en 
un &rrwnt d ‘un cycle. Bomons-nous A l’iztablir pour r = 2. 
Alors: F(a,) = a,, F(a,)= a, et pour tout j: 
Or CA E V& et F(VJ C Val: on conclut que b E I$,. Alors, d’aprks la Proposi- 
tion 2: 
d(F(a,), F(b)) = F’(a,)d(a,b). 
D’oti finalement, 
d(H(a,), H(di)) = F’(a,)F’(a,)ej= H’(a,)ej 
ceci Btant vrai pour tout j on a nkessairement: 
H’(a,) = F’(a,)F’(a,). 
Se reporter B l’exemple prkcbdent comme illustration de ce demier 
rhltat. 
On voit bien comment cette dbmonstration passe pour r quelconque, et 
aussi comment intervient le fait que F(V&) C Va,. 
Voici d’ailleurs un contre-exemple oh cette condition n’est pas vhifihe: 
h 
k=3, F(a)=h et F(h)=a. 
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L’exemple est construit de sorte que F(b) = a: bien que b soit dans le 
voisinage de a, F(b) n’est pas dans le voisinage de F(a) = h. 
I x .F(x) F2(x) = H(x) 
Alors: 
000 111 
001 000 
010 100 
011 110 
100 110 
101 011 
110 110 
111 000 
0 0 1 
F’(a)= l 0 1 1 I , 
1 1 1 
et: 
000 
111 
110 
110 
110 
110 
110 
111 
H’(a)= 1 1 1 -F’(h)F’(a)=(; ; ;J. 
lo 0 11 
DERNI~RE FIEMARQUE. Nous avons signalk que si un cycle C = 
(a,,a,,..., a,_,} est attractif dans son voisinage immkdiat, alors, mkessaire- 
ment, les points fixes aO,ul * - * a,_, (de F’) sont attractifs dans leurs 
voisinages immkliats. VBrifions le, par exemple, sur a,: 
D’aprks la Proposition 6, tous les F’(ui) ont au plus un seul 1 par colonne. 
II en est done thklemment de m&w de leur prod& S= F’(u,_,)...F’(u,). 
Mais alors on sait, toujours d’aprhs la Proposition 6, que le rayon spectral 
boo&n p(S) de S est nul. 
Or d’aprks la Proposition 7 prkkdente: 
S = H’(u,) oti H(x) = F’(x). 
On a done ainsi retrouvi: les 2 conditions assurant que a, est attractif 
(pour H) dans son voisinage immkdiat (cf. Proposition 4): 
(1) H’( a,) n’a au plus qu’un seul 1 par colonne. 
(2) P(H’(%)) = 0. 
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On retrouve aussi que, tous les a, &ant points fixes attractifs (pour F’) 
dans leur voisinage immkdiat, n6cessairement lesdits voisinages immkdiats V& 
sont disjoints 2 g 2. 
10. CONCLUSIONS 
Au fond, nous avons d&elopp&, pour l’analyse d’itkrations x’+l = F(x’), 
une certaine analogie entre: R k normk par la rwrme uectorielle type x + IxI[3] 
et Ek = (0, l)k muni de la distance VectorielIe boolkenne d.’ 
Outre les rkultats de contraction dkeloppks dans [lo], [ll] on peut faire 
ici le paralkle entre les points suivants: 
Dans le cas oti F: W k + W k, un point fixe 5 de F est attractif h la condition 
sufiunte que p( F’(5)) < 1 (rayon spectral usuel). 
Dans le cas oti F: Ek + Ek, il est attractif dans son voisinage immkdiat & la 
condition nkcessaire et suffiunte de la Proposition 4 [qui impose en par- 
ticulier p( F’( 0) = 0 (rayon spectral boo&en)]. 
Dans le cadre discret, on a encore une majoration du type “accroisse- 
ments finis”. Par contre, la formule de dkivation d’un produit de composition 
ne se transpose pas au cadre discret. 
Toutefois la notion de cycle attractif passe t&s bien: 
Pour F:lRk+lRk un cycle (u~,~~,...,u~_~) de Fest attractifh la condi- 
tion suffisante que p(F’(a,_ 1) * - * F’(a,)F’(a,)) < 1 (rayon spectral usuel). 
Lorsque F: Ek + E k, le cycle est attractif dans son voisinage immkliat g la 
condition nkcessaire et suffisante de la Proposition 6 [qui impose en par- 
ticulier p(F’(a,_ 1) - - - F’( ao)) = 0 (rayon spectral boo&en)]. 
D’oti alors une formule de dkivation de F’ (puissance de composition) en 
tout klkment d’un cycle de longueur r (Proposition 7), identique B la formule 
usuelle. 
Ainsi I’analogie va “assez loin”. Ce point de vue peut toutefois 6tre 
nuance par la remarque suivante: le but poursuivi est en fait de tirer de 
l’information (locale) sur le gmphe de F au seul vu de la table de F. Ce but est 
effectivement atteint grace B la notion de dhivke disc&e, qui se calcule 
(exactement) B partir de la table de F. NBanmoins les calculs sont assez 
‘L’analyse entre R k norm& par une norme (quelconque) et Ek muni de la distance discrkte 
ne donne que des trivial&s: ne sont contractantes sur E’ que les fonctions constantes; ne sont 
“de puissance contractante” que celles dont le graphe ne comporte qu’une seule composante 
connexe, avec un point fixe. 
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volumineux et finalement il est peut Qtre plus simple de verifier directement la 
prop&t& Btncli&e sur le graphe! Ceci montre les limites de notre analyse, qui 
pourtant transcrit exactement (et de faqon entierement calculable dans ce 
cadre discret) des propositions (convergence locale) classiques dans le cadre 
d’espaces vectoriels norm&. D’ailleurs nous verrons dans un autre article que, 
grace a la notion de d&iv&e discrete, la m&ode de Newton (dans Rk) elle 
m6me peut Qtre transposbe dans un cadre cliscret [13]. 
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