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Resum o
0  principal objetivo deste trabalho é demonstrar o Teorema da Aproximação 
para anéis de valorização. Inicialmente demonstramos o Teorema Óhinês de Restos, 
o qual é equivalente ao Teorema da Aproximação para anéis.
O Teorema da Aproximação é estudados sob vários aspectos e obtemos versões 
deste para valores absolutos, valorizações exponenciais e anéis de valorização.
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O Teorema Chinês de Restos, bem como vários outros assuntos estudados 
em Matemática, surgiram a partir de algum problema prático. Este em particular, 
envolve apenas o anel dos inteiros, o que leva a formular o Teorema Chinês de Restos 
para um anel comutativo qualquer. Essa formulação será nossa primeira versão do 
Teorema Chinês de Restos e terá, como caso particular, o Teorema Chinês de Restos 
para o anel Z.
Particularizando a primeira versão do Teorema Chinês de Restos, mostraremos 
que tal Teorema possui várias outras formulações que envolvem diferentes conceitos 
em álgebra. Mesmo assim, tais formulações não são necessariamente equivalentes.
Uma aplicação do Teorema Chinês de Restos é no cálculo da função de Eu- 
ler, o que possibilita, entre outros, contar o número de geradores do anel (Z„,+). 
Posteriormente verificaremos que a aritmética de ideais pode ser relacionada com o 
Teorema Chinês de Restos, bem como os conceitos de domínios principais e anéis 
aritméticos.
O Teorema da Aproximação para valores absolutos surge para substituir o 
Teorema Chinês de Restos quando passamos a trababalhar com corpos ao invés de 
anéis. Veremos uma aplicação importante deste Teorema, a qual permite construir 
ordens para um corpo.
Os valores absolutos de um corpo K são eficientes para tornar K um corpo 
topológico. A partir disso e de alguns resultados sobre corpos topológicos, podemos
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mostrar uma versão topológica do Teorema da Aproximação visto anteriormente.
Os valores absolutos podem ser classificados em arquimedianos e não-arqui- 
medianos. Estes últimos dão origem às valorizações exponenciais, as quais podem 
ser consideradas equivalentes quando são geradas por valores absolutos equivalentes. 
Obtemos então um resultado importante, o Teorema da Aproximação para valori­
zações exponenciais.
As valorizações exponenciais podem ainda ser generalizadas, definindo assim, 
as valorizações de Krull. Antes de fazermos tal generalização, estudaremos um 
pouco sobre anéis de valorização de um corpo e suas propriedades, para podermos 
relacioná-los com as valorizações de Krull deste corpo.
Outro conceito importante é o de anel de Pr-üfer. Esse, juntamente com o 
Teorema Chinês de Restos visto no início do trabalho, permitem-nos demonstrar o 
Teorema da Aproximação para os anéis de valorização.
Neste trabalho iremos nos referir sempre a anéis comutativos e com unidade.
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Capítulo 1
Teorema Chinês de R estos
Na primeira seção deste capítulo apresentamos duas formulações do Teorema 
Chinês de Restos, que caracterizam os sistemas de congruências lineares de um 
anel comutativo com unidade que possuem solução. Uma particularização destes 
Teoremas ao anel Z possibilita explicitar a solução de tais sistemas. Na segunda 
seção provamos o Teorema Chinês de Restos para sistemas de congruências que 
envolvem potências de ideais. Provamos também o Teorema Chinês de Restos para 
módulos, para domínios de Dedekind, e mostramos a versão usual do Teorema Chinês 
de Restos em teoria de anéis. Na seção seguinte usamos o Teorema Chinês de 
Restos para provar propriedades da função de Euler, que são usadas para contar
o número de geradores do grupo (Z„. +), e também para determinar a ordem do 
grupo multiplicativo dos elementos inversíveis do anel (Zn, -f, •), e o número de raízes 
n-ésimas primitivas da unidade em um corpo qualquer. Dedicamos a última seção 
do capítulo ao estudo de propriedades aritméticas dos ideais de um anel comutativo 
com unidade. O principal resultado desta seção, assegura que a distributividade da 
soma de ideais em relação a interseção, e vice-versa, está relacionado com o Teorema 
Chinês de Restos.
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1.1 O Teorema Chinês de Restos
Uma formulação simples do Teorema Chinês de Restos assegura que dados 
Pu ' ’ ' rPn primos distintos e oi, ■ • •, an inteiros, existe um inteiro x tal que pi divide 
x — üí, para i =  1, • • •, n. De outra forma, a* é o resto da divisão de x por pi para 
cada i e  {1 , • • • ,n}.
Acredita-se que os chineses anteriores a era cristã já tinham conhecimento 
deste fato, que possivelmente estava relacionado com um problema prático da época. 
Contudo, o matemático chinês Sun Tsu (século I d.C.) teve seu nome fortemente 
associado ao Teorema Chinês de Restos, sendo considerado o divulgador deste re­
sultado. Um registro sobre os trabalhos de Sun Tsu pode ser visto em [23].
O problema específico abordado por Sun Tsu foi obter o menor inteiro positivo 
que dividido por 3, 5 e 7 tivesse restos 2 , 3 e 2 , respectivamente. Curiosamente, 
conta Emil Grosswald ([14], p.48), exatamente o mesmo problema foi abordado pelo 
Neo-Pitagórico Nicomachus, também do século I d.C..
Um problema semelhante, onde nem todos os divisores são primos, foi formu­
lado e resolvido por Brahmagupta no século VII d.C., que deseja obter um inteiro 
positivo que dividido por 3, 4, 5 e 6 deixasse restos 2, 3, 4 e 5, respectivamente. 
Uma discussão sobre o método de resolução de Brahmagupta pode ser encontrado 
no livro de Le Veque [18], e outras notas históricas podem ser vistas no livro de 
Dickson [4].
Os problemas estudados por Sun-Tsu e Brahmagupta serão abordados no final 
desta seção como conseqüência de uma formulação do Teorema Chinês de Restos.
O Teorema Chinês de Restos é usado para obter resultados sobre vários as- 
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suntos em Álgebra. Desta forma, o enunciado de tal Teorema varia na literatura 
segundo o enfoque de cada autor. Estes enunciados não são necessariamente equi-
valentes, mas em geral fornecem condições suficientes para a existência de solução 
para um sistema de congruências.
Nosso primeiro objetivo é obter uma formulação do Teorema Chinês de Restos 
para um anel comutativo qualquer ao invés do anel Z. Para isso iniciamos lembrando 
a definição de congruência módulo um ideal, e fixando algumas notações.
Definição 1 .1 .1  Sejam A um anel, I  um ideal de A e a, b G A. Dizemos que a é 
côngruo à b módulo I  quando a — b G I.
Usaremos a notação a =  b (mod I) para indicar que a é côngruo à b módulo 
I. Quando A =  Z e /  =  mZ, escrevemos simplesmente a =  b (mod m).
/
E fácil ver que a relação a =  6 (mod I) é uma relação de equivalência em A, e 
a =  b (mod I) e c =  d (mod I) implica a +  c =  b +  d (mod I) e ac =  bd (mod /) . 
Isso garante que o conjunto quociente j  tem estrutura de anel comutativo.
Dados a, b G A, dizemos que a congruência bx =  a (mod / )  tem solução em A 
quando existe x G A  que a satisfaça. Dizemos ainda que a congruência tem solução 
única módulo / ,  quando tem solução e quaisquer duas soluções são congruentes 
módulo / ,  isto é, existe uma única classe em j  que a satisfaça. Ilustramos isso 
através dos seguintes exemplos:
•  2x =  1 (mod 6) não tem solução em Z;
• 2x =  2 (mod 4) tem infinitas soluções em Z e possiu 2 soluções módulo 4Z, a
saber as classes 1 e 3 em J|;
•  x =  0 (mod 2) tem infinitas soluções em Z e uma única solução módulo 2Z.
O Teorema Chinês de Restos, da forma como foi exposto no início da seção,
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garante que o sistema de eongruências lineares em Z,
/
x ~  a,i (mod pi) 
x =  a,2 (mod p2)
<
x =  an (mod pn) 
tem solução inteira quando pi, ■ ■ ■ ,pn são primos distintos.
Veremos no Corolário 1.1.1 adiante, que basta considerar m i, • • • ,mn primos 
relativos, para obter solução única, módulo para um sistema de con-
gruências lineares em Z da forma,
/
b\x =  (mod mi) 
b2x =  0/2 (mod m2)
(1-1)
bnx =  an (mod mn) 
quando mi é primo relativo com 6*, para i =  1 , 2 , • • •, n.
Para um anel comutativo A, o Teorema Chinês de Restos assegura a existência 
de solução para um sistema de congruêneias em A, cujas variáveis são normalmente 
assumidas com coeficientes todos iguais a 1. Trabalharemos sem esta restrição, e ve­
remos que as dificuldades podem ser contornadas através de propriedades aritméticas 
dos ideais de A. Para tal, consideraremos A um anel comutativo com unidade.
Sejam i i ,  • • •, In ideais do anel A  e oi, • • • ,an, bi, ■ ■ ■, bn £ A. Para estudar um
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sistema de congruências em A da forma
/
bix =  ai (mod I\ ) 
b2x =  a2 (mod I2)
bnx =  an (mod /„)
precisamos saber inicialmente quando cada congruência tem solução. E claro que 
bi £ U(A) é condição suficiente para obtermos solução para biX =  a,; (mod porém 
esta condição não é necessária, como veremos no exemplo 2x =  2 (mod 4) que tem 
solução em Z.
Quando A é um domínio principal e /  =  < m >  é um ideal de A, é fácil ver que 
a existência de solução para a congruência bx =  a (mod I ) é equivalente a existência 
de solução para a equação diofantina bX +  mY =  a. E isso ocorre exatamente 
quando a £ < b > + < m > = < b >  + / .  Este resultado motiva o Lema que 
veremos a seguir, o qual trabalha com um anel comutativo qualquer.
Note ainda que a existência da Identidade de Bezout nos domínios principais 
assegura que a e  < ò > +  < m >  se, e somente se, mdc(b,m) | a. Assim, para 
domínios principais, bx =  a (mod < m >)  (ou equivalentemente bX +  m Y  =  a) 
tem solução se, e somente se, mdc(b, m) | a.
Lem a 1.1.1 Sejam A um anel, I  um ideal de A e a,b £ I. São equivalentes:
(i) A congruência bx =  a (mod I ) tem solução em A;
(ii) a £ I  +  < b > .
Quando I  +  < b >  =  A então a congruência acima tem solução única módulo I.
Demonstração: A congruência bx =  a (mod I ) tem solução em A se, e somente se, 
existe a  €  A tal que ba — a £ I. Chamando ba — a — —u £ I, vemos que (i) é 
equivalente a existir a  E A  tal que a =  ba +  u £ < b >  +  I. Assumimos agora que
I +  < b >  =  A, e então, por (ü) => (i), a congruência bx =  a (mod I ) tem solução. 
Se xo, Xi G A são soluções temos que bxo =  bx\ (mod /) ,  isto é, b(x0 — x\) G / .  
Nossa hipótese assegura que existem /3 G A e t; G /  tais que 1 =  u +  f3b. Como 
/3b(xo — x \ ) G /  concluímos que (1 — ^(.To — #i) =  (xo — xi) +  — xo) G / .  
Portanto, x0 — xx G / ,  ou seja, x0 =  Xi (mod I).
m
A existência de solução para cada uma das congruências de um sistema não 
garante a existência de solução para o sistema, como pode ser observado em
Í 2x =  2 (mod 4) x =  0 (mod 2)
Desta forma, precisamos impor outras condições para obter solução de um sistema 
de congruências.
Analisando o sistema acima, podemos entender porque não há solução. De 
fato, a congruência x =  0 (mod 2) é equivalente a 2x =  0 (mod 4), que é incompatível 
com a primeira congruência do sistema.
Em um domínio principal A, este tipo de incompatibilidade poderá ocorrer no 
sistema
I b \ X  =  ai (mod i i)
I b2x =  a2 (mod / 2)
com h  =  < mi >  e I2 =  < m 2 >, quando m% | m 2 ou m 2 j rri\. Uma forma para 
evitar isso é exigir que mdc(m,i,m2) =  1, que pela Identidade de Bezout, equivale a 
A =  11 + 12.
Veremos adiante que a condição de comaximalidade, I\ +  I2 =  A, é suficiente 
para obter solução para o sistema acima, quando cada congruência tem solução. 
Mais do que isso, este resultado se estenderá a um sistema com n congruências em 
um anel comutativo qualquer. No caso em que n =  2 e os coeficientes das variáveis
são iguais a 1, temos a seguinte caracterização dos sistemas de congruência que têm 
solução, independente da comaximalidade.
Proposição 1.1.1 Sejam I\ e h  ideais de A e a \ ,a 2 G A. São equivalentes:
{ x =  üi (mod ii) , tem solução;
x =  a2 (mod I2)
(ii) ai =  a2 (mod i i  -1- 12).
Demonstração:
(«) => (ii) Se x G A ê solução do sistema então x — a± G h  e x — a2 € I2. Segue que 
ai - a 2 =  ( x -  a2) — (x — ai) e  h  +  I2.
(ii) =4» (i) Por hipótese, existem Ci G h  e c2 e  / 2 tais que ai — a2 =  ci +  c2. Tome 
a; =  ai — Ci =■ o2 +  c2.
■
A condição de comaximalidade restringe o tipo de sistemas que abordamos. 
No entanto, é nesta situação que o Teorema Chinês de Restos é formulado, pois a 
comaximalidade de ii  e / 2 é uma condição necessária para que o sistema
Í x =  1 (mod Ii) x =  0 (mod I2)
tenha solução, como pode ser visto aplicando a Proposição 1.1.1.
Para demonstrar o Teorema Chinês de Restos, provaremos primeiro um Lema, 
cujo enunciado envolve produto de ideais. Lembramos que se /  e J  são ideais de A 
então
n
I  ■ J  =  { ^ 3  «  6  N, Xi e  / ,  Vi G J }
i= 1
é um ideal de A e I  ■ J  Ç /  n J. Entretanto, a outra inclusão nem sempre é 
verdadeira. Basta observar que para A — X, I  =  < x > e J  — < y >  temos
I n J  =  <  m >  onde rn =  mmc(x , y) e I • J  =  < xy >, portanto /  f i J = / - J s e e
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somente se mdc(x, y) — 1. Em particular, tomando I = < 2 > e J — < A >  temos
I ■ J  =  <  & > C <  4  > — /  n  J. A noção de produto de uma quantidade finita de 
ideais é análoga.
Quando A =  I +  J  é fácil ver que I  C\ J  =  I  ■ J,  pois dado i G / í l J  usamos o 
fato de 1 =  a + P ,  com a  G I  e P  G J, para obter x  =  a x + P x  E I-J .  A recíproca da 
implicação acima não é verdadeira, como podemos ver tomando A — Z12,1  =  <  2 >  
e J  =  <  4 > onde J - J = J  =  / n J  porém, I +  J =  I ^  A.
Observamos ainda que s e i  e J  são ideais do anel A, então a inclusão I J  Ç I n J  
garante que congruência módulo /  • J  implica em congruência módulo I e congruência 
módulo J. Assim, solução única módulo I  • J  assegura solução única módulo /  e 
também módulo J.
Lem a 1.1.2 Sejam h i d e a i s  do anel A tais que +  Ij =  A para i /  j .  
Então:
(a) Para cada i G {1 , • • •, n } ,  temos que l i  +  (h  -• • h -1  • h+x ■■■In) =  A;
(b)  h  ■ ■ ■ I n  =  h  n  • • • n  I n .
Demonstração:
(а) Fixe i. Para cada j  ^  i existem, por hipótese, aj G /, e 6  ^ G I j  tais que
Tl
a j  +  b j  =  1, e então 1 =  +  b j ) .  Desenvolvendo este produtório obtemos uma
3=1
parcela 6i • • • b^i ■ òj+i • • • bn G I\ ■ ■ ■ Ii-\ ■ Ii+± •••/„, e todas as demais parcelas são 
produtos que envolvem um fator a7- G Portanto, 1 G U +  (/i • • • /*_i • /j+i • • • /„) 
e assim, U 4- (A - • • /;_i • / i+i ■••/„) =  A.
(б) Faremos por indução sobre n. Quando n — 2 temos / i  +  / 2 =  A, e já vimos que 
neste caso Iy ■ J2 =  I\ n  / 2. Suponha que Ji • • • /„_! =  / i  n  • ■ ■ fi /„_i, quando os 
ideais são dois a dois comaximais. Considere agora uma família h ,  - ■■ ,In de ideais 
dois a dois comaximais. Pelo item (a) vemos que /„ e / 1 • • • /„_i são comaximais.
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Assim, h  • • • 4 -1  • /„ =  (Zr ■ • • L - 1) n 4  =  /, n • • • n n /„.
■
Em particular, o Lema anterior assegura que se i i ,  • • •, In sao ideais de A  então
n
/,: 4- Ij — A, para i 7  ^j  se e somente se /* +  r v * = a
No Teorema abaixo veremos que a existência de solução para cada congruência 
de um sistema garante a existência de solução para este sistema, quando os ideais 
envolvidos são dois a dois comaximais.
Teorema 1.1.1 (Teorem a Chinês de R estos) Sejam A um anel, a t , - - - ,a n, 
b i,--- ,bn G A e i i , •■-,/„ ideais de A tais que /; +  Ij =  A para i /  j .  Sao 
equivalentes:
(i) 0  sistema
r
bix  =  a,i (rnod, / j)
: , (i-a)
bnx =  an (mod In)V
tem solução em A;
( i i )  üí G li  +  < bi > para cada i G {1, • • •, n}.
Além disso, se /,; +  < bi >  — A para i G {1, • ■ •, n} então a solução é única módulo 
h ---In .
Demonstração:
(i) => (ii) Como o sistema tem solução, cada congruência tem solução. Segue do 
Lema 1.1.1 que a,; G h +  <  bi >  para cada i G {1, • • ■ ,n}.
(ii) => (i) Por hipótese temos que a,; G /,•+ <  ò,; > para cada i G {1, • • •, n}  e aplican­
do o Lema 1.1.1 temos que existe q  G A  tal que c* é solução de 
hx  =  a,; (mod ), isto é, b,Ci — ai G Como /,; +  Ij — A quando i ^  j ,  pe­
lo Lema 1.1.2 item (a), temos que, para cada i G { ! , • • • ,  n \  existem A* G h  e
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U G h  • • • li-1  • /i+i tais que À,; +  ti =  1. Consideramos, para cada i, a con­
gruência Uy =  1 (mod li). Pelo Lema 1.1.1, esta congruência tem solução se e 
somente se 1 G /; +  < U >, e isso é verificado, pois vimos que À,: +  U =  1, onde 
À,; G Desta forma, obtemos yi E A  tal que Uyi — 1 G Tomamos
x =  j/ ic iíi H-----I- ynCntn G A .
Vamos verificar que biX =  ai (mod h ) para i G {1, • • •, n). Note que para j  /  i  
temos que tj e  /* pois tj  G h  ■ ■ ■ Ij-\ ■ Ij+\ ■ ■ - /„ Ç  /,. Assim, 
biyiCiti, • ■ ■, , b,yncntn G Logo, para ver que
biX — ai G basta mostrarmos que h y ^ t i  — ai G J*. Mas, — 1 G donde 
biyiCiti -  biCi G /*, com biCi - ü í  e h .  Segue que h y^ U  — a{ G /*.
Para provar que a solução é única, módulo /i  • • • /„, consideramos Xi e x2 soluções 
do sistema. Por hipótese, li +  < bi >  =  A  para % =  1, • • •, n. Então, pela unicidade 
vista no Lema 1.1.1, X\ =  x2 (mod /,•). Desde que Xi — x2 G /j. H / 2 H ■ • • n /„, 
aplicamos o Lema 1.1.2 item (6) e obtemos Xi =  x2 (mod I f  • •
■
Fazendo òi =  • • • =  bn — 1 no Teorema anterior, vemos que a condição (n) se 
verifica trivialmente. Portanto, o sistema
f
x  =  ai (mod /i)
< :
x =  a„ (mod /„)
sempre tem solução única, módulo I\ ■ ■ ■ In, quando os ideais são dois a dois coma- 
ximais.
Observe que a existência de solução para um sistema de congruências da forma
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(1.2) não implica na comaximalidade dos ideais h  Por exemplo, o sistema
2x =  2 (mod 4)
3x =  3 (mod 2)
tem todo número ímpar como solução, porém 2Z +  4Z ^  Z. No entanto, a coma­
ximalidade dois a dois dos ideais I\, ■ - •, In é equivalente a solução de todo sistema 
da forma (1.2), cujas congruências tenham solução. Este é o resultado do próximo 
Teorema, que também é chamado de Teorema Chinês de Restos.
Teorem a 1 .1 .2  Sejam I±, ■ • •, In ideais do anel A. São equivalentes:
(i) li -Vlj =  A para i ^  j ;
(ii) Para quaisquer a\, • • -, an, bi, • • ■, bn G A com G < bi >  +  Iit 1 <  i <  n, o 
sistema /
b\X =  ai (mod Ii)
: , ( i .2 ) 
bnx =  an (mod /„ )
V
tem solução em A.
Além disso, se valem as condições acima e <  bi >  +  /; =  A para i G {1, • • • ,n }  
então a solução ê única módulo I\ - ■ ■ In.
Demonstração:
(i) => (ii) Segue da implicação (ii) => (i) do Teorema 1.1.1.
(ii) => (i ) Dados i , j  G {1,• • ■ ,n }  com i ^  j  tom e a,- =  1, a* =  0 para k /  i, 
bi =  bj =  1 e bk =  0 para k ^ i  e k ^  j .  Assim , ai G < 6; > +  // para l G {1 , • • •, n}
Í x =  1 (mod /,;) , tem solução. Portanto, existe a  G A
x =  0 (mod /j)
tal que a  & Ij e a  — l e i , .  Chamando a  — 1 =  —/? G /i temos 1 =  a  +  (3 G Ij +  Ii, 
isto é, Ii +  Ij =  A.
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A unicidade da solução, quando < b i >  +  /* =  A, também segue do Teorema 1.1.1.
■
O Teorema anterior pode ser reescrito para o anel A =  Z da seguinte forma:
Corolário 1 .1 .1  Sejam m±, • • •, rnn e  Z. São equivalentes:
(i) mdc(mi,mj) =  1 para i ^  j ;
(ii) Para quaisquer al5 • • •, an, bi, ■ • •, bn € Z íais ç«e mdc(bi, mi) | ai; 1 <  i <  n, 
o sistema f
b\X =  ai (mod m{)
\ , ( i-i)
bnx =  an (mod mn)
tem solução em Z.
Se vale a equivalência acima e mdc(bi,mi) =  1 para 1 <  i < n, então a solução é 
única módulo m x • • • mn.
Demonstração: Observe que:
•  Dados i ^  j  temos que mdc{mi, mj) =  1 se, e somente se, m{L +  ra^ -Z =  A.
•  Dado i, com 1 <  i <  n, temos que mdc(bi,mi) | o, se, e somente se, 
üí e < b i >  +m;Z.
Assim, a demonstração segue imediatamente do Teorema 1 .1 .2 .
■
A próxima Proposição é uma formulação do Teorema Chinês de Restos para o 
anel Z, onde explicitamos a solução do sistema de congruências.
Proposição 1.1.2 Dados ai, ■ ■ ■, a„,òi, • • • , bn,m i, ■ ■ ■ ,m n e  Z tais que 
mdc(mi,mj) =  para i ^  j .  São equivalentes:
(i ) 0  sistema /
bix =  ai (mod m i)
: , (1-1) 
bnx =  an (mod mn)
tem solução em Z.
(ii) mdc(bi,mi) j a,- para 1 <  i < n.
Neste caso, uma solução para o sistema (1.1) é
n
x =  ^ 2  €  Z
onde U =  mi • ■ • ra*_i • mi+í • • • mn, Ci é uma solução de biX =  ai (mod mi) e yt é 
solução de Uy =  1 (mod mi). Além disso, se mdc(bi, mi) =  1 para 1 < i < n  então 
x é a única solução módulo mi • • • mn.
Demonstração: A equivalência entre as condições (i) e (ii), bem como a unici­
dade da solução, são obtidas do Teorema 1.1.1 de forma análoga a que fizemos
n
no Corolário anterior. Assim, basta mostrar que x =  ^  VíCíU, com yi,Ci e U sa-
i= 1
tisfazendo as condições acima, é uma solução. Como mdc(bi,mi) | a,- temos que 
üí G < bi >  +  <  >  e segue do Lema 1.1.1 que biX =  aá (mod m^  tem uma 
solução Ci G Z. De mdc(m,, mj) — 1, para i ^  j ,  e U — m \-  ■ ■ m8_i • rrii+1 • ■ • m n 
concluímos que mdc(ti,mi) =  1 , pois se d =  mdc(ti,mi) e supomos que d ^ l  então 
existe um número primo p  que divide d, assim p { e p | m,i ■ • • ra;_i • mí+.i • • ■ mn 
implicando em p  | m* e p  | rrij para i ^  j ,  que contradiz a hipótese mdc(rrii, mj) =  1 
para i ^  j .  Novamente do Lema 1.1.1 e de mdc(ti,mi) =  1 podemos garantir que
n
tíy =  1 (mod mi) tem uma solução y* e  Z. Agora para ver que x =  y ^ t i  é
i=l
solução para (1 .1), basta proceder como fizemos na parte final da demonstração do 
Teorema 1 .1.1.
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Note que a condição mdc(b{, ra?;) =  1 para 1 <  i <  n, da Proposição anterior, 
é essencial para termos a unicidade módulo m\ ■ ■ ■ mn, da solução do sistema (1 .1). 
De fato, o sistema
Í 2x =  4 (mod 6 ) x =  2 (mod 7)
satisfaz as condições da Proposição 1 .1.2 com excessão de mdc{bi,m\) =  1 e neste 
caso x =  2 e x =  23 são soluções do sistema, mas 2 ^  23 (mod 42).
Para um sistema de congruências em Z, com coeficientes iguais a 1, isto é, um 
sistema da forma
x =  a\ (mod m{)
< :
x =  an (mod m n)<
podemos tomar a  =  ai como solução para a i-ésima linha, obtendo a solução
71 
i—1
Para o sistema estudado por Sun-Tsu,
t
x =  2 (mod 3)
< x =  3 (mod 5) i 
x =  2 (mod 7)
temos ci =  2, c2 =  3, C3 =  2 , tj =  35, £2 =  21 e Í3 =  15. Agora resolvemos as 
congruências 35y  =  1 (mod 3), 21?/ =  1 (mod 5) e 15;/y =  1 (mod 7) obtendo y\ =  2, 
2/2 =  1, ?/3 =  1 e x =  233 =  23 (mod 105). Logo, {23 +  105fc; A; e  Z} é o conjunto 
solução e 23 é a menor solução positiva.
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x =  2 (mod 3) 
x =  3 (mod 4) 
x =  4 (mod 5) 
x =  5 (mod 6)
não podemos aplicar diretamente o Corolário. Fazemos isso inicialmente para as 
três primeiras equações, obtendo como solução x  =  59 +  60fc, k E Z. Desde que 
59 +  60k =  5 (mod 6) temos que {60A; — l ; f c e Z } é  solução e a menor positiva é 59.
1.2 Outras formulações para Teorema Chinês de 
Restos
Nesta seção trabalharemos apenas com sistemas de congruências cujos coefi­
cientes das variáveis são todos iguais a 1. Os quatro Teoremas desta seção também 
são chamados de Teorema Chinês de Restos, e podem ser provados usando os Teo­
remas 1.1.1 e 1.1.2. Entre tais versões do Teorema Chinês de Restos está uma 
formulação para módulos, e outra para domínios de Dedekind.
Iniciamos com um Lema, que será usado para provar o Teorema Chinês de 
Restos para sistemas de congruências que envolvem potências de ideais.
Lem a 1 .2 .1  Sejam h ,  ■ ■ ■ ideais do anel A tais que I\ +  ■ ■ ■ +  In =  A. Se
e i, • • • ,en E N  então I*1 -1--- + I^n =  A.
Demonstração: Faremos a demonstração por indução sobre n. Quando n =  2 temos 
que / 1 + /2  =  A  e existem x E h ,  y  G I2 tais que 1 =  x + y .  Segue que 1 =  (x + y ) ei =
e então 1 =  xei +  a, onde a  é um somatório de parcelas multiplicadas por y E 1 2.
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Logo, 1 G I)1 +  h ,  ou seja, Z,fil + Z2 — A. Sendo assim, existem a e / ' 1 e b G Z2 tais
que 1 — a +  b. Então, 1 =  (a +  b)e2 — a62 +  ^ ^ ae2_16 H------ h ^ ^ a6e2_1 +  be2.
Como b =  1 — a, então 1 — be2 +  j3, onde /3 é um somatório de parcelas multiplicadas 
por a G Z®1. Segue que 1 G Z®1 +  Z|2. Logo, Zf +  Z| 2 =  A  Assumimos como 
hipótese de indução que a afirmação é válida para n — 1 ideais de A  e para quaisquer 
expoentes naturais. Temos que A — II +  • • • +  In — (/l +  Z2) +  I3 +  • • • +  In• 
Tomando o primeiro expoente igual a l e  utilizando a hipótese de indução, temos
que A — l i  +  I2 +  Z| 3 H-----+  Z^ n =  h  +  (I2 +  Z33 +  • ■ • +  /*"). Pelo caso n =  2
e tomando o segundo expoente igual a 1 temos A =  If1 +  I2 +  I33 +  ■■■ +  I^n =
h  +  (Zy1 +  Z| 3 + -----h /®n). Novamente pelo caso n =  2 e o segundo expoente igual
a 1 temos Z^ 1 +  Z^ 2 -1-------1- Z®n =  A.
m
O Lema acima, aplicado sucessivas vezes para n =  2 , junto com o Teorema
1.1.1 demonstra o próximo Teorema.
Teorem a 1.2.1 Sejam Zx, • • •, In ideais do anel A tais que U +  Ij — A para i 7  ^j .  
Para quaisquer a1? • • •, an G A e ei, ■ ■ ■, en G N, o sistema
x =  ai (mod I lx)
x =  an (mod Z®n) 
tem solução única módulo ZjÊ1 • • ■ 1^ .
Veremos no capítulo seguinte que este resultado aplicado ao anel Z e a ideais 
primos distintos é equivalente ao Teorema da Aproximação para os valores absolutos 
p-ádicos de Q.
Existe uma versão do Teorema Chinês de Restos que é freqüentemente usada 
em Álgebra Comutativa. Para apresentá-la, tomamos Zi, • • •, In ideais do anel A e
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consideramos o anel ^  — 7“ x • • • x ^  com as operações usuais, isto é, componente 
a componente. Claramente a aplicação
ip : A-^> R
a > (a 4- i i ,  • • ■, a 4- /„) 
é um homomorfismo de anéis com Kernel i i  D ■ • • H In. Pelo Primeiro Teorema do 
Homomorfismo,
h  n • • • n in ^  R
ã <p(a)
é um monomorfismo. Note que <p é sobrejetora exatamente quando ip for sobrejetora. 
Além disso, Tp sobrejetora se e somente se, dados aÍ7 ■ ■ ■ ,an E A existe x e  A  tal 
que Tp(x) =  if(x) — {x 4- h ,  • ■ ■,x  +  In) — (oi 4 -1\, ■ ■ •, an +  In). Assim, Tp é um 
isomorfismo se e somente se, o sistema
f
x =  ai (mod i i)
< :
x =  an (mod /„)
tem solução.
O desenvolvimento acima, junto com o Lema 1 .1.2 e o Teorema 1.1.2 prova o 
seguinte Teorema.
Teorema 1 .2 .2  Sejam i i ,  • • •, In ideais do anel A. São equivalentes:
(i) l i , • • •, In são comaximais dois a dois;
(ii) Para quaisquer oi, • • • ,an G A, o sistema
x =  a\ (mod ii)
< :
x =  an (mod In)
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tem solução;
(Ui) 0  homomorfismo y?: A  ~h► ^  x ■ • • x dado por íp(a) =  (a 4- h ,  • ■ • , a +  In), 
é sobrejetor;
(■iv) 0  homomorfismo Tp : Jin.^ nIn —* x • • • x y-, dado por <p(ã) =
(a +  li ,  ■ ■ ■, a +  In), e um isomorfismo.
Além disso, / i  •••/„ =  n  • • • fl
No Teorema anterior, fazendo A =  Z e í,  =  <  m,; > , com m,: G Z e 
mdc(mi,mj) — 1 para i ^  j , obtemos o isomorfismo clássico entre Zmi...m„ e 
Zmi x Zm2 x • • • x Zm„. Mais ainda, combinando o Teorema acima com o Teo­
rema 1.2.1, vemos que se m  G N tem decomposição em primos distintos dada por 
m  =  p f  • • -p l\  ei G N, então Zm ~  Zp«i x  • • • x Zp«t.
Um Teorema Chinês de Restos para módulos pode ser obtido a partir do Teo­
rema 1.2.2. Para isso, lembramos que se M  é um A-módulo e I  é um ideal de A  
então o conjunto
n
M  ■ I  =  miUf,n eN,rrii e  M  e Ui e  1} 
i— 1
é um submódulo de M. Assim podemos considerar o A-módulo —j .
Teorema 1.2.3 Sejam / i , • • • , /„  ideais de A, dois a dois comaximais, e M  um 
A —módulo.
(a) Dados m  i, • • •, mn G M o  sistema
/
x =  m i (mod M Ii)
<
x =  mn (mod M In)
tem solução em M;
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(ò) A aplicação f  : ------► x • • • x dada por f(m )  =  , m + I n)
0  Mli n
t = i
é t o  isomorfismo de A-módulos.
Demonstração:
n
(а) Desde que os ideais são dois a dois comaximais temos 4- j^j/y =  A. Assim,
j=i
Tl
chamando J; =  P jij e usando o Teorema 1.2.2, vem que para cada i G {1, • • •, n} o
j=i
sistema
Í x  =  1 (mod li) x =  0 (mod Jj)
tem solução z* G A. Logo, 2,; — 1 G e ^ G Ij para todo j  ^  i. Tomando
2 = m i^ i -t-----b m „z „ G M
Tl
temos que z  — rrii =  rrii(zi — 1) +  G M It. Portanto, z ê  a solução procurada.
j= 1 jV*
(б) E claro que /  é um monomorfismo de A-módulos. A sobrejetividade segue do 
item (a).
Nosso próximo objetivo é apresentar uma formulação do Teorema Chinês de 
Restos para Domínios de Dedekind.
Em Teoria de Números Algébricos prova-se que todo ideal não nulo, do anel 
de inteiros algébricos de um corpo de números algébricos, possui fatoração única 
como produto de potências de ideais primos. Noether provou que esta e outras 
propriedades do anel de inteiros, podem ser estendidas para uma classe maior de 
domínios, chamados domínios de Dedekind. As demonstrações das afirmações acima 
podem ser vistas em ([6], Corolário 8 .2 , p. 70) e ([6], Proposição 8.7, p. 73).
Usando o Teorema Chinês de Restos é possível verificar, por exemplo, que os 
domínios de Dedekind que têm uma quantidade finita de ideais primos, são domínios
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principais, conforme ([6], Teorema 8.17, p. 78).
Definição 1.2.1 Um domínio D é chamado de domínio de Dedekind quando todo 
ideal não nulo de D pode ser fatorado de maneira única como produto de potências 
de ideais primos de D.
Definição 1.2.2 Um D-módulo P  diz-se projetivo se, dados D-módulos M  e N, 
um homomorfismo sobrejetor f  : M  —> N  e, um homomorfismo g : P  —► N , sempre 
existe u,m homomorfismo g : P  —> M  tal que f  og  =  g.
Uma caracterização útil dos domínios de Dedekind é a seguinte:
Proposição 1 .2 .1  Seja D um domínio. São equivalentes:
{%) D é um domínio de Dedekind;
(ii) D é um anel hereditário, isto é, todo ideal de D é um D-módulo projetivo;
(Ui) D é integralmente fechado, isto é, D  é integral sobre seu corpo de frações;
D é noetheriano, ou seja, o conjunto dos seus submódulos, ordenado por in­
clusão, satisfaz a condição de cadeia ascendente;
Todo ideal primo não nulo de D é um ideal maximál de D.
Demonstração: ([11], Theorem 5.1, pg. 378) e ([21], Proposition 4.1, p.45).
■
Com ajuda da Proposição acima, não é difícil mostrar que todo domínio prin­
cipal é de Dedekind. Por outro lado, Q[X, Y] é um domínio fatorial que não é de 
Dedekind, pois o ideal gerado por X  é primo e não é maximal.
Teorem a 1.2.4 Sejam P\, ■ ■ ■, Pn ideais primos não nulos e distintos de um domínio 
de Dedekind D. Dados oi, • • •, an G D e ei, ■ '■ ■, en G N o sistema
r
x =  a i ( m o d P l l )
< :
x =  an (mod P*n)
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tem solução em D.
Demonstração: Pela Proposição 1.2.1 vem que P\, • • •, Pn são ideais maximais. Des­
de que estes ideais são distintos, temos para i 7  ^ j  que P, £  Pj e, portanto, 
Pi +  Pj — A. Agora o resultado segue do Teorema 1.2.1.
■
Note que a hipótese dos ideais primos serem não nulos é essencial no Teorema
Í x =  0  (mod 0 ) , que
x =  3 (mod 2)
não tem solução em Z.
Existe uma formulação do Teorema Chinês de Restos que está relacionada com 
a distributividade, da interseção em relação a soma e vice-versa, de ideais de um 
anel comutativo qualquer. Trataremos disso na seção 1.4.
1.3 Função de Euler
Nesta seção usaremos uma versão do Teorema Chinês de Restos (Teorema 
1.2.2), aplicada âo anel Z, para provar uma propriedade bem conhecida da função 
de Euler. É claro que as propriedades da função de Euler não dependem do Teorema 
Chinês de Restos, contudo veremos que sua utilização simplifica as demonstrações.
A função de Euler permite-nos calcular o número de geradores do grupo 
(Zn, +), determinar a ordem do grupo multiplicativo dos elementos inversíveis do 
anel (Zn, + , •) e encontrar as raízes n-ésimas primitivas da unidade em um corpo 
qualquer.
Definição 1.3.1 A função de Euler é a função <3>: N* —> N* definida por
$(w) =  € N*;m < n e  mdc(m,n) =  1}.
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Segue da definição que $(1) =  1 e <Ê>(p) =  p — 1 , para cada primo p. Uma 
conta simples também mostra que se p  é primo então <&(p”) =  pn_1 .$(?>). De fato, 
montando uma seqüência finita com os pn números 1, 2 , • • • ,pn~1 ,pn, vemos que 
existem exatamente pn~l blocos com p  números. Em cada bloco há apenas um 
número que é múltiplo de p  e, portanto, temos pn_1 múltiplos de p  entre 1 e pn. 
Mas são exatamente estes pn~l números que não são primos relativos com pn. Assim 
$(pn) =  pn — pn~l =  pn~l .(p — 1) =  pn~1^ (p).
Usaremos o Teorema Chinês de Restos para verificar que se n =  pl1 ■ ■ • jp®‘ com 
Pi < ■ • • <  pt primos, então $(«) =  (pi — 1 )p{l ~1 ■ ■ ■ (pt — 1 )ptt~1 =
=  n ( i - p r x) • • - ( ! - .pr1)-
Paxa cada n £ N*, relacionamos a função de Euler com o número de geradores 
do grupo (Zra,+ )  e com a ordem do grupo multiplicativo (U(Z„), •), formado pelos 
elementos inversíveis do anel (Z„,+, ■).
Proposição 1.3.1 Para m ,n  G N* são equivalentes:
(i) rn gera o grupo (h n, + );
(ii) fn é inversível no anel (Zn,+,- );
(Ui) mdc(m,n) =  1 .
Demonstração:
(i) => (n) Sabemos que, em particular, 1 G Zn. Sendo que m gera (Zn,+),  temos 
que existe í g Z „  tal que 1 =  m ■ x =  x ■ rn, donde m é inversível.
(ii) =» (Ui) Sendo m inversível em TLn, temos que existe ã  6  Z„ tal que rn -ã  =  
ã-rn =  1, donde (ma — 1) G nZ, ou ainda, ma =  1 (mod n). Então existe (—6) G Z 
tal que n(—b) =  ma — 1, ou seja, 1 =  ma +  nb. Pela Identidade de Bezout, segue 
que mdc(m,n) =  1 .
(Ui) => (i) Segue da hipótese que existem a, ò G Z tais que am +  bn =  1, ou ainda 
ãm +  bn =  1. Dado x G Zn, temos que x =  x ■ 1 =  x ■ (ãm +  bn) — max +  0 =  m • ãx.
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Portanto, m  gera (Zn, +).
■
Observe que podemos concluir da Proposição anterior que:
(1) * (« ) = I U(Z„) I;
(2) (Z„, + , •) é corpo se e somente se n é primo.
Proposição 1.3.2 Se m ,n  G N* e m,dc(m, n) =  1 então <&(m • n) =  $(m ) • $(n).
Demonstração: Desde que m  e n são primos relativos, os ideais < m >  — mZ 
e < n >  — nZ são comaximais. Pelo Teorema 1.2.2 vem que Zm.n e Zm x Zn 
são isomorfos. Logo, têm o mesmo número de elementos inversíveis. Além disso, 
é fácil ver que U(Zm x Zn) =  U (Zm) x U(Zn) e, pela Proposição 1.3.1, temos 
=  I C/(Zm„) I =  I U(Zm X Z„) i -  I U(Zm) I • t ^(Z„) I =  $(m ) • $(n).
Corolário 1.3.1 5e n e  N* e n =  p'i ■ ■ -pf*, onde pi, • • • ,pt são primos distintos 
então $(n) =  {pi -  l)Pi1_1 •■■(?*- l)p?~l =  n( 1 - p ^ 1) • • • (1 -p*“1)-
Demonstração: Segue do fato de pi, • • • ,pt serem primos distintos, que mdc(pi,pj) =
1 para i ^  j ,  i./j G {1, • • •, t}.  Além disto, podemos afirmar que m dc{pf ,p? ) =  1, 
quando i =£ j  e i, j  G {1, ■ • • , í}, e mdcip?,p?  ■ • -p^ 1 • P^ , 1 • ■ -pD =  1- Assim,
$ ( p ? ■ (pi1 • • ' p T - i  - P i + i  • • -pD ) =  ^ ( p T ) - H p T  ■ • - P i t i  - " P V ) , donde $ (n ) =
^(Pi1) • • • $(Pt)-  Segue que $(n) -  pi1_1$(pi) • • - p T ^ iP t )  =  5 r $ ( p i ) '' ‘ í  $ (Pt) = 
«  -P ^ ÍP i -  !) •P Í1(í>2 -  1) • • -p ^ ÍP t -  1) =  n  • (1 - P ^ 1) • (1 - P 2 1) • • • (1 -P í-1 )-
O Corolário acima mostra que é fácil contar o número de geradores do grupo 
(Zn, +), bem como determinar a ordem do grupo multiplicativo dos elementos in­
versíveis do anel (Z„, +  , •). Um raciocínio análogo mostra que também é fácil contar 
e encontrar as raízes n-ésimas primitivas da unidade em um corpo qualquer.
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Definição 1.3.2 Sejam K. um corpo, u G K e n G. N*. Dizemos que u é uma raiz 
n-ésima da unidade quando un =  1. Se além disso, um =4 1 para todo m <  n, 
m  G N*, então u é uma raiz n-ésima primitiva da unidade.
Exem plo
Em Z3 temos que 2 é raiz quarta da unidade, mas não é raiz quarta primitiva. 
No entanto 2 é raiz segunda primitiva da unidade.
Considerando u como elemento do grupo multiplicativo K* e denotando a 
ordem dele por 8(u) vemos que:
•  u é raiz n-ésima da unidade quando 0(u) \ n ;
•  u é raiz n-ésima primitiva da unidade quando d(u) =  n.
Denotamos por W„(K) o conjunto das raízes n-ésimas da unidade em K, isto
é,
iyn(K) =  { í i G l ; i í n =  l} .
Note que Wn(K) é subgrupo de (K*, •). De fato 1 G W„(K) e, dados a, b G Wn(K), 
temos que an =  1 e bn =  1, donde (ab)n =  an ■ bn =  1, ou seja, ab G W/n(K); e 
(o-1)n =  a~n — (an) -1  =  1_1 =  1, donde a~l G Wn(K).
Como os elementos de Wn(K) são raízes de X n — 1 G K[X], vemos que
I Wn(K) I <  n. Quando K é algebricamente fechado então | Wra(K) | =  n para 
todo n G N*, em particular | Wn(C) | =  n. Se í  Ç E então Wra(]K) =  {1} se n é 
ímpar e W„(K) =  { ± 1} se n é par.
Se K possui uma raiz n-ésima primitiva da unidade u então W„(K) é um grupo 
cíclico de ordem n, pois 0(u) — n. Neste caso sabemos que (VFra(K), -) é isomorfo a 
(Z„, + ). Este isomorfismo pode ser explicitado por
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u : ( Z n, + ) ^ ( W n(K),-) 
ra i—> um.
Assim, os grupos (Zn, +) e (Wn(K), •) têm o mesmo número de geradores, a saber 
Desde que os geradores de Wra(K) são elementos de ordem n, eles são exata­
mente as raízes n-ésimas primitivas da unidade. De outra forma: (Wn(K),-) tem 
<£>(n) raízes n-ésimas primitivas da unidade.
1.4 Aritm ética de Ideais
Como citamos na seção 1.2 , existe uma versão do Teorema Chinês de Restos 
relacionada com a distributividade, da soma em relação à interseção e vice-versa, de 
ideais de uma anel comutativo qualquer. A presente seção tem por objetivo estudar 
esta relação bem como mostrar que um anel satisfaz o Teorema Chinês de Restos se 
e somente se tal anel é aritmético.
Dados I, J e J' ideais do anel A, as propriedades abaixo podem ser facilmente 
verificadas:
(dx) I-(J + J') = (i-J) + (I-J');
(da) (J n J )  • (/ + J) ç  (J • J);
(d3) I : ( J n J ' ) ç ( l - J ) n ( l - J ' ) ;
(d4) ( /  n J) +  ( /  n J') ç  i  n (J  +  J');
(d5) l + ( j n j ' ) ç ( i  +  j ) n ( l  +  j').
Quando existe uma relação de inclusão entre / ,  J, e J', claramente temos:
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• / + ( Jn  «/') = (/ + J ) n ( /  + j');
• / n (J + «/') = (/ n J) + (/ n «/');
•  =  - J');
e quando 7 Ç J  ou «7 Ç 7 também vale
• ( /  n J) • (7 +  J) =  I  • J.
As inclusões contrárias em (d2), (^3), (d1) e (d5) estão relacionadas. Seja S  a 
família dos ideais de A, e considere as seguintes sentenças:
(d2) (I n J) • (7 +  J) =  7 • J  para quaisquer 7, J  G
(d3) /  • (J  D J') =  ( /  • «/) D (7 • «/') para quaisquer 7, J, «/' G
(<^4) (7 n J) +  (7 Pi J') =  7 H (J  +  «/') para quaisquer 7, J, J' G
(d5) I  4- (J  n «/') =  (7 4- J) n (7 4- «/') para quaisquer 7, J, J' G S.
Proposição 1.4.1 Com a notação acima temos:
(^5) -O ((Ü4) ^  (^3) =y>- (CÍ2) -
Demonstração:
(<4 ) (d*) Por (ds) temos que (7fi J )  +  (7n J') = [(7 n J)+ 7]n[(7fi J )  +  «/']. Desde 
que (7 n J) 4- 7 = 7 temos (7 fl J) 4- (7 n «/') = I  n [(7 D J) + J '] . Novamente por (ds), 
temos que (7 D «/) 4- (7 f l «/') =  7 fl [(7 4- «/') n (J  4- «/')]. Desde que 7 n (7 4- </') =  I 
temos (7 fl J) 4- (7 D J') — I n (J 4- «/').
(d4) =» (d5) Por (d4) temos que (74-«7)0(74-«/') =  [(74- J ) f l /]-+-[(/4- J ) n «/']. Desde 
que (74- </) fi7 =  7 temos (7 4-«/) fl (7 4- J') =  7 4- [(7 4- J) fl J']. Novamente por (ÍÍ4), 
temos que (7 4- J) D (7 4- «/') =  7 4- [(7 n J') 4- («7 Pl J')]. Desde que 7 4- (7 f l «/') =  7 
temos (7 +  J) n (7 +  J') =  7 4- (J n J').
(d4) => (d3) ([10], exercício 3, item (6) => (c))
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(cfa) =>• (dí) Para as inclusões abaixo usamos respectivamente: / ,  J  Ç /  +  J, que o 
produto está contido na interseção e, finalmente, (d3).
/ ■ J  ç  [(/ + J )  • /)} ■ [(/ + J )  • J] ç  [(/ + J) ■ I] n [(/ + J )  • J] = (/ + J )  • (/ n J).
■
Para ver que as igualdades em (d2)> • • ■, (ds) não valem em geral, tomamos 
A  =  K[X,Y], K  corpo, I =  <  X  >, J  =  <  Y  >. Assim X Y  e  I  ■ J, mas 
X Y  £  ( /  n J) • ( 1 4- J), isto é, não vale (<á2) e, conseqüentemente, não valem (d3), 
(di) e (d5) em geral.
É interessante observar que as sentenças apresentadas em (d2), (d3), (d4) e 
(ds) são globais, e as implicações vistas na Proposição 1.4.1 não se generalizam ao 
caso local, mesmo quando A é domínio. De outra forma: valer (di) para ideais 
específicos não implica necessariamente em valer (dj), j  ^  i, para estes mesmos 
ideais. Ilustramos isso, tomando novamente A =  K[X, Y], I  = <  X  >, J =  < Y  >  
e J' — < X , Y  >. Para estes ideais valem as distributividades da interseção em 
relação à soma, e da soma em relação à interseção, mas I ■ J ^  (I C \J ) - ( I + J ) como 
vimos acima.
Dados a, 6 G A, usaremos no próximo Teorema a seguinte notação:
(a  : 6) =  { a  e  A; a a  G < ò > }.
Note que (a :b) é ideal de A.
Lema 1.4.1 Para um anel A, são equivalentes:
(i) I  Pi (J  +  J') — ( /  fi J) +  ( /  n J'), para quaisquer / ,  J, J' G $s;
(n) (a:b)  +  (6 : a) =  A.
Demonstração: [15] ou ([8], p. 23, exercício 8 ).
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Teorema 1.4.1 Se A é um domínio, as sentenças (d2), (ds), (d )^ e (d5) são equi­
valentes.
Demonstração: Pela Proposição 1.4.1, basta provar (d2) => (d4).
Vamos usar (ii) =» (i) do Lema acima. Note que se a — 0 então (a : b) — A. Portanto 
podemos assumir que a ^ O .  Por (d2) temos (< a > +  <  b >)■(< a >  n <  6 >) =  
< a > ■ < b > e então ab G (<  a > +  < b > ) • (<  a > n  < b > ). Assim,
n
ab — Yl(a ia +  Pify • 7iO-i conx n E N, ai, Pi,% € A e 7*a =  Sfi para algum Si G A.
1
n
Distribuindo o produto e agrupando convenientemente ab =  («í7 í«2 4  Piliba) =
Í= 1
n n
ua2 4- vab para u — Yh « í7 í, v =  Yl P%1 í- Sendo A um domínio e «  /  0 , temos
1 i~ 1
6 =  ua 4- vb, donde 6(1 — v) G < a > , ou ainda, 1 — v G (ò : a). Por outro lado,
n n




Proposição 1.4.2 Se A é um domínio principal então as sentenças (d2), (ds), (d4)  
e (ás) são verdadeiras.
Demonstração: Em função da Proposição 1.4.1 basta provar (d4). Sejam /  =  < a >, 
J = < b > e J '  =  < c >  ideais de A. Devemos verificar que < a >  D (< b >  +  
< c > ) Ç ( < a > n < ò > )  + ( < a > n < e  >) .  Lembre que, dados x ,y  G A  temos 
que < x >  4- < y > é o ideal gerado pelo mdc(x,y), e que <  x >  íl < y > é o 
ideal gerado pelo mmc{x , y). Assim, devemos mostrar que a  j (3 para
a  =  mdc(rnmc(a, b), mmc(a, c)),
P =  mmc(a, mdc(b, c)).
Consideremos as decomposições em fatores irredutíveis de á, b,c: a =  p®1 • • • p%T, 
b =  p{1 ■ ■ ■ plr e e =  pf1 • ■ -p^ .r. Assim, mdc(b,c) =  p^1 • • -Prr, onde h,: =  m in{fi,g i}; 
P — Pi1 ’ ' 'Prri onde Pi =  max{eu hi}; mmc(a, b) — pj1 ■ ■ -p£r, onde ji =  max{ei, fo}; 
mmc(a, c) = p ky • • -p^r, onde ki — max{ei: gi}; a  =  p“1 • • -p“r, onde a* =  min{ji, ki}.
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Agora basta ver que a* <  A , isto é, m,in{rnax{ e;,/;)},  raa.x { e,,Çi)}} <  
m ax{ei,m in{fi,gi)}}.  Isso pode ser visto facilmente separando os seis possíveis 
casos:
6* — fi — 9ii 
— 9i — fii 
fi — Cí — Qii 
f i < 9 i <  eh 
9i <  Ci <  fi,
9 i < f i <  ei.
m
Verificaremos a seguir que para i =  2, • • •, 5, a sentença (di) pode ser estudada 
apenas para ideais finitamente gerados. Para isso, chame S* o conjunto dos ideais 
finitamente gerados de A, e considere as sentenças:
(d'2) (I D J) • (I +  J) =  I ■ J  para quaisquer I, J  G 3*;
(d'3) /  • (J n J') =  (I • J) n (I • J ') para quaisquer I, J, J ' <E 3*;
(d’4) (I fi J) +  (I fi J') =  I  n (J  +  J') para quaisquer I, J, J' 6  3*;
(d'5) I +  (J D J') =  (I +  J) fi ( /  +  J') para quaisquer I, J, J' € 3*.
Proposição 1.4.3 Com a notação estabelecida nesta seção temos:
(di) (dj), i — 2, • ■ ■, 5.
Demonstração: As implicações (di) => (d-) são óbvias. Em virtude de (d2), • • ■, (ds), 
as implicações (d'i) => (di) requerem a prova de uma inclusão apenas.
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n
(df2) => (d2) Seja u E I  ■ J, então u =  ]T afli, n G N, Qj 6  / ,  e  J. Tomando
i=l
h  =  < ai, - ■ ■ ,a n >, Ji =  <  Pi, - ■ • , 0n > e usando (d2) para estes ideais vem que 
u E h  ■ Ji Ç  (/i n Ji) • (/i +  Ji) Ç ( /n  J) ■ ( / + J). Portanto, /■ J  =  ( /n  J) • (I +  J).
n m
(d'3) =>■ (dz) Seja u E (/• «/) ft (/  ■ J ' ) ,  então tt =  Y l a i& — com 6
Í=1 Z—1
N, a i ,7 i E I, Pi e  J  e 5i e  J'. Tomando A =  < « i, • ■ • ,a„ ,7 i, ■ • • , 7m >,  
«/í =  < /?i, ■ • •, Pn >, J[ =  < 5i, • • •, Sm >,  e usando (d'3) para estes ideais temos que 
u E ( /r  J[) ç  /rGAnJQ Ç  / - (JnJ') .  Portanto, (/• J)n (J- J') =  /-(JnJ') .
(^4) (^4) Seja u E I f ) (J  +  «/'). Então u =  a  =  P +  7 , onde a  6  I, P E J  e 7  E J'. 
Tomamos I\ — < a  >, Ji =  < P >  e J[ =  < 7  > e, aplicando (d )^ a estes ideais 
temos que u E h  fl (Ji +  J[) Ç (/x n Ji) +  (/1 n J í ) Ç  (I fl J) 4- ( /  n J). Portanto, 
(/ n J) + (/ n j )  =  i  n (J + J').
(d'5) =» (ds) Seja u E (I +  J)C \(I  +  J'). Então u =  a  +  P =  j  +  6, onde ct, 7  E l ,  
P E J  e ô E J'. Sejam /1 =  < a, 7  >, Ji =  < P >  e J[ =  < á >. Por (dg) 
temos que u E (h  +  Ji) D (h  J[) Ç Ix +  (Ji fl J{) Ç /  +  (J  n J'). Logo, 
(/ + J) n (/ 4- J')  = / + (J  n J').
■
Definição 1.4.1 Um anel A é aritmético quando vale:
(ds) : I  +  (J C\ J') =  (I +  J) C\ (I +  J'), para quaisquer I, J, J' E 3.
Vimos que:
(1) A condição acima precisa ser verificada apenas para ideais finitamente gerados 
(Proposição 1.4.3);
(2) A  é aritmético se e somente se ( /n  J) +  (/D  J') =  / f l  (J -1- J'), onde I, J , J ' e s^ 
(Proposição 1.4.1);
(3) Todo domínio principal é aritmético (Proposição 1.4.2);
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(4) Um domínio A é aritmético se e somente se vale uma das condições (da), •••, (d$) 
(Teorema 1.4.1).
Estamos interessados em provar que a condição de um anel ser aritmético 
é equivalente a uma formulação do Teorema Chinês de Restos. Desta forma não 
nos aprofundamos em propriedades de tais anéis. Contudo citamos abaixo alguns 
resultados sobre anéis aritméticos que podem ser encontrados em [8], [10] e [17].
(5) Todo sobreanel de um anel aritmético é um anel aritmético, onde sobreanel é 
o nome dado à extensão de um anel.
(6 ) O anel A  é aritmético se, e somente se, a inclusão /  Ç J  de ideais de A  com J  
finitamente gerado implica na existência de um ideal J' de A  tal que /  =  J-J'.
(7) Num anel aritmético com um número finito de ideais maximais, todo ideal 
finitamente gerado é principal.
(8 ) Um anel local, ou seja, um anel que possui um único ideal maximal, é 
aritmético se, e somente se, seus ideais estão totalmente ordenados por in­
clusão.
Para um A-módulo M, a distributividade da soma em relação a interseção 
de submódulos, também define uma classe especial de módulos, chamados módulos 
distributivos. Assim um anel A é aritmético se e somente se o A-módulo A  é dis­
tributivo.
Voltemos a falar de sistemas de congruências e do Teorema Chinês de Restos. 
Lembre que provamos na Proposição 1.1.1, que o sistema
Í x =  ai (mod h )  x =  a,2 (mod I2)
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onde Ix, / 2 são ideais de A e a t,a2 £ A, tem solução se, e somente se, 
ax =  a2 (mo<2 / i  +  / 2).
A implicação “somente se” pode ser generalizada para n equações da forma 
seguinte:
Proposição 1.4.4 Sejam Ix, • • •, In ideais de A e ax, • • •, an e  A. Se
x =  ax (mod Ix)
< :
x ~ a n (mod In)
k.
tem solução então ai =  a7 (mod U +  Ij).
Demonstração: Imediata.
■
Definição 1.4.2 Dizemos que um anel A satisfaz o Teorema Chinês de Restos quan­
do vale a recíproca da Proposição 1-4-4-
Agora relacionamos os anéis aritméticos com a existência de solução para sis­
tema de congruências.
Teorema 1.4.2 Para um anel A são eqaivalentes:
(i) A satisfaz o Teorema Chinês de Restos;
(ii) A é anel aritmético.
Demonstração:
(■i) => (ii) Sejam I, J  e J' ideais de A. Precisamos verificar apenas que 
(1+ J)n (/+ «/') ç  I+ (Jn J ') .  Dadoí e  (/+ j)n(/+ J') temos que t  =  0 (mod I+ J ) ,  
t  =  0 (mod I +  J') e t =  t  (mod J + J ') .  Desde que A  satisfaz o Teorema Chinês de
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Restos, obtemos uma solução em A para o sistema
x =  0 (mod I ) 
x =  t  (mod J) 7 
x =  t (mod J ')
isto é, existe x G A tal que x e l e x  — t e J D J ' .  Tomando —y =  x — t  vem que
t =  x-\-yÇzI-\- (J  n  t/7)-
(ii) => (i) Sejam / , , • • • , / „  ideais de A  e ai, ■ ■ ■,an G A tais que a; = aj (mod h + I j ). 
Vamos mostrar que o sistema
x =  ai (mod /i)
l 5
x =  an (mod In)
tem solução por indução sobre n. Quando n =  2 temos, pela Proposição 1.1.1, que
o sistema tem solução. Como hipótese de indução temos que existe y G A tal que y 
é solução do sistema
x =  ai (mod h )
x dfi—i (mod I-n—i)
Consideremos o seguinte sistema
n — 1
x =  y (mod f |  J»)
i=1
x =  an (mod In)
(1.3)
Como y — an =  (y — ai) +  (üí — an) G h  4- ( h  + "/ „) =  h  +  I n , para todo i G
71—1
{ 1, • • •, n — 1}, temos que y  =  an (mod P| (/,; +  /„)). Pela hipótese (ii) temos que
2=1
n — 1
(h  +  i n) n (-^ 2 +  -^ n) n • • • n (/n_i +  in) — (/i +  • • • +  /n -i) n isto é, P| (/* +  i n) —
Í=z 1
n—1 n—1




sistema (1.3) tem solução z G A. Desde que z — y E  p| h  temos que z — y  G U para
í—1
i E {1, • • ■, n — 1}. Além disso, y — a, G /*. Logo, z — ai E U, isto é z  =  a* (mod /;) 
para todo i G {1, • • • ,n  — 1}. Mas z também satisfaz z  =  an (mod In), donde z  é 
solução do sistema.
■
Analisando a demonstração de (i) => (n) do Teorema 1.4.2 vemos que a 
hipótese usada foi mais fraca do que a que tínhamos. Usamos apenas o fato de 
A satisfazer o Teorema Chinês de Restos para três ideais e três elementos quaisquer 
de A. Isso produz o seguinte Corolário:
Corolário 1.4.1 Para um anel A são equivalentes:
(i) A satisfaz o Teorema Chinês de Restos;
(ii) Dados a i ,02,a 3 E A e I i , h , h  ideais de A tais que a» =  a3 {mod li +  Ij), 
i , j  G {1,2,3}, o sistema
f
x =  ax (mod Ji)
< x =  a2 (mod I2) > 
x =  03 (mod I3)
tem solução.
Podemos reenunciar o Teorema anterior deixando explícita a parte principal: 
Teorema 1.4.3 Sejam I\, ■ ■ ■, In ideais de A. São equivalentes:
(i) Para quaisquer Oi, ■ • • ,an G A tais que ai =  aj (mod li +  I j )  0 sistema
r
x =  ai (mod Iy)
< :
x =  an (mod In)
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tem solução em A;
(a) (Ji + 12) n (A + /3) n • ■ ■ n (i\ 4- in) ç  ii + {i  ^n I3 n • • • + /„).
Alguns autores, por exemplo Endler ([6], p. 60), chamam o Teorema 1.4.3 de 
Teorema Chinês de Restos. Preferimos chamar, neste trabalho, de Teorema Chinês 
de Restos o Teorema 1.1.1, pois a partir dele provamos formulações para o Teorema 
Chinês de Restos que aparecem em várias situações, com vimos nas seções 1.1 e 1.2.
Claramente os Teoremas 1.1.1 e 1.4.3 não são equivalentes. O Teorema 1.1.1 
tem a vantagem de garantir solução para sistemas de congruências mais gerais, 
já que admite coeficientes quaisquer para as variáveis. No entanto, quando todos 
estes coeficientes são iguais a 1, a comaximalidade dos ideais implica na condição 
a,i =  aj (mod U +  Ij), e então, pelo Teorema 1.4.3, temos a distributividade da soma 
em relação a interseção.
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Capítulo 2 
Valores A bsolutos e Teorema da 
Aproximação
No capítulo anterior falamos sobre o Teorema Chinês de Restos. Sendo que não 
faz sentido falarmos sobre tal Teorema para corpos, iremos substitui-lo pelo Teorema 
da Aproximação para valores absolutos. Assim, inicialmente, definiremos tais valores 
bem como mostraremos alguns resultados que envolvam tal conceito. Além disto, 
uma versão mais forte do Teorema da Aproximação nos permite encontrar ordens 
para um corpo.
Alguns conceitos e alguns resultados a respeito de topologia permitem-nos 
demonstrar uma versão topológica do Teorema da Aproximação paxa corpos topo- 
lógicos e, além disto, mostrar que valores absolutos equivalentes geram topologias 
equivalentes e vice-versa.
Os valores absolutos não-arquimedianos permitem-nos definir as valorizações 




Esta primeira seção tem por objetivo a definição de valor absoluto bem como 
falar de algumas suas propriedades. Os valores absolutos são definidos para um 
corpo K, mas veremos que o corpo de frações de um domínio fatorial permite-nos 
definir os valores absolutos p-ádicos. Trataremos também dos valores absolutos 
equivalentes, arquimedianos e não-arquimedianos e veremos que, dados dois valores 
absolutos equivalentes, temos que um deles é arquimediano se e somente se o outro 
também o for.
Em toda esta seção denotaremos por K um corpo qualquer.
D efinição 2.1.1 Dizemos que a função </? : K  —> R+ é um valor absoluto de K se 
as seguintes condições são satisfeitas:
(VA \) <p(x) = 0  se, e somente se, x — 0 ;
(VAz) <p(xy) =  (p(x).ip(y), para todos x ,y  G K;
(VAz) (p{x 4- y) <  cp(x) 4- <p(y), para todos x, y  G K.
As condições (VMi) e (VA2) expressam que a função (p é um homomorfis- 
mo entre os grupos abelianos (K*,.) e (M*,.). A condição (VA3) é chamada de 
desigualdade triangular.
Exemplos:
1. Valor absoluto usual: O Exemplo mais conhecido de valor absoluto é o valor 
absoluto usual de C, com suas restrições aos subcorpos de C. Se L é um subcorpo 
de C e z  G L, o valor absoluto usual é definido pela relação | z  |2=  z.z, onde z  indica 
o Conjugado complexo.
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2 . Vaior absoluto trivial: A aplicação (p : K —> M+ dada por
(
0 , se x =  0
tp(x) =
1, se x  ^  0
V
é um valor absoluto de K, chamado de valor absoluto trivial.
3. Valor absoluto p-ádico de Q: Sejam p  um número primo fixo e x G Q*. 
Usando o fato de Z ser um domínio fatorial, podemos escrever de forma única 
x =  p^n, onde n, u, v G Z e p  j uv. Definimos a aplicação (fp : Q —> R+ por
Vamos verificar que cpp é um valor absoluto, o qual chamamos de valor absoluto
decomposição acima. Para verificarmos (VA3) precisamos trabalhar apenas com o 
caso x ,y  G Q\{0}, com x +  y ^  0, pois se algum destes elementos for zero a prova 
é imediata. Assim tomamos x =  p^n, y =  ^pm onde p \ uv e p \  rs  e considera­
mos, sem perda de generalidade, n >  m. Note que esta consideração implica em
que p  não divide o produto (supn~m +  vr)vs  já que p \ v s  e p \ v r .  Segue que para 
n >  m  vale ipp(x  +  y)  =  p~m =  ipp(y) < tpp {x) +  (pp(y). No caso m  = n. pode ocorrer 
que p  divida o produto (supn~m +  vr)vs — (su +  vr)vs. Mas como p \ v s  devemos
m  =  n vale cpp(x +  y) = p  m> < p  m =  ipp{y) < (pp{x ) +  (pp(y).
No Exemplo acima verificamos que o valor absoluto p-ádico de Q satisfaz uma 
condição mais forte que (VA3), a saber,
(V A 4) (pp( x  +  y) < max{ ipp(x),  ipp(y) }  para todos x,  y  G Q .
Os valores absolutos que satisfazem ( V A 4 )  são chamados de valores absolutos
0 , se x =  0 
p~n, se X  7^ 0
p-ádico de Q. A condição (VAi) é óbvia e a condição (VA2) segue da unicidade da
cpp(y) =  max{(pp(x),(pp(y)}.  Assim x  + y  =  p .e no caso n > m  temos
ter que p  | (su +  vr ) e então x +  y =  pm' ^  onde p \ avs  e m! > m .  Segue que para
Os valores absolutos p-ádieos de Q se destacam pois a partir deles podemos 
definir o corpo de números p-ádicos, usualmente denotado por Qp. Resumidamente, 
podemos dizer que Qp é o corpo obtido quando consideramos Q com o valor abso­
luto p-ádico e acrescentamos a Q o limite de todas as seqüências de Cauchy. Esta 
construção pode ser vista com detalhes em [13].
Observamos que no Exemplo 3 não é essencial trabalhar com o corpo Q, 
mas sim com o corpo de frações de um domínio fatorial. Também ao definirmos 
(pp(^pn) =  p~n notamos que a base p  desta expressão pode ser trocado por uma 
constante c G R tal que c >  1 . Desta forma, podemos produzir um Exemplo mais 
geral.
4. Valor absoluto p-ádico: Sejam D  um domínio fatorial que não é corpo, K
seu corpo de frações, P  o conjunto dos elementos primos não-associados de D  e
U(D) o conjunto dos elementos inversíveis de D. Dado x G K*, usamos o fato de D
ser fatorial para escrever de forma única x =  e f ]  pVp^  onde e € U(D ), vp{x) G Z e
p(zP
vp(x) ^  0 apenas para uma quantidade finita de primos distintos p <E P. Note que 
P  0 pois pedimos que D  não fosse corpo. Definimos agora, para cada p & P, a 
aplicação ipp : K  —> por
0 , se x =  0
, onde c e l  e c >  1.
C - V p ( x g e  x  Q
Verificaremos que (pp é um valor absoluto, chamado de valor absoluto p-ádico. Co­
mo no Exemplo anterior, a condição (VAi) é imediata e (VA2) segue da unici­
dade da decomposição acima. Para provar a condição (VA4) tomamos x ,y  €  K,
x — e n  pVp(x\  y  =  e' Tl pVp^  e podemos nos restringir apenas ao caso 
pep p e P
x, y, x +  y  e  K*, pois se algum destes elementos for nulo, a demonstração é trivial.
Sem perda de generalidade, assumimos que vp{y) <  vp(x). Nesta condição temos
não-arquimedianos. Esse assunto será tratado posteriormente.
ipp{x)
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que <Pp(y) >  <pP{x). Ágora escrevemos x — XipVp^  e y =  yipVp^v\  com x x, yi G l * e
Vp(xi) =  vp(yi) =  0. Assim, x  +  y  — x i p Vp(x  ^+  y xpVp^ > — pvp(v)[x\pv^  Vp^  +  yi )  e 
segue que vp(x +  y) > vp(y).  Como e > 1, temos que c~Vp^ x+y  ^ < c~Vp^  e portanto 
VP(x +  y) < <pp(y) =  max{ipp(x),(pp(y)} < tpp(x)  +  <pp{y).
No Exemplo anterior, podemos ainda trocar a constante c > 1 por uma cons­
tante a, com 0 < a  <  1 , e então definir para cada primo p  a aplicação íçp : K —» M+ 
por
que também é um valor absoluto em K.
Proposição 2.1.1 Para um valor absoluto <p de K, as seguintes afirmações são 
verdadeiras:
(а) Se n € N, x € K e xn =  1, então <p(x) =  1;
(б) <p(—x) =<p{x), para todo x E K;
(c) (p(x — y) <  ip(x) +  <p(y), para todos x, y  6  K;
(d) (fi(x.y-1) =  íp(x)\(p{y)\~l , para todos x ,y  6  K com, y  ^  0 ;
(e ) | <p(x) — <p(y) |< ip(x — y), para todos x, y  e  K .
Demonstração:
(a) Vamos verificar inicialmente que ip(l) =  1. Por (VAx) temos que (p( 1) ^  0 e 
então existe 2 e  M+ tal que z.<p( 1) =  1. Multiplicando a igualdade <p(l) =  <£>(1.1) =  
<p(l).ip(l) por z vem que <p( 1) =  1. Seja agora x e  K. tal que xn =  1. Por (VA%) 
temos que (p(x)n =  (p(xn) =  <p(l) =  1 , e como ip(x) e  R+, extraímos a raiz n-ésima 
obtendo ip(x) =  1 .
(b) e (c) Seguem diretamente da definição e do item (a).




(d) Como y  ^  0, existe y  1 G K tal que y.y 1 =  1. Por (VA2) e pelo item (a) 
temos que ^(^T1) =  [p(v)]-1- Então, y{x.y~l ) =  ^(ar).^(y-1) =  vK^MpÍv)]-1 *
(e ) Sabemos que <p(x) — +  (ar — y)) <  íp(y) +  <p(x — y) e, então <p(:r) — <p(y) <  
<p(x — y). Por outro lado, <p{y) — (p(x +  (y — x)) <  (p(x) +  ip(y — x) — (p(x) +  (fi(x — y). 
Daí, -<p(x -  y) <  <p{x) -  y{y). Logo, -<p{x - y ) <  <p(x) -  <p(y) <  <p(x -  y), ou seja, 
\ i p (x ) - íp { y ) \< < p (x -y ) .
m
Um valor absoluto sobre um corpo K, fornece uma forma de comparar elemen­
tos de K, através da relação de ordem <  de M+. Neste sentido, o valor absoluto 
trivial não é eficiente. Portanto há interesse em saber quando um corpo possui um 
valor absoluto não trivial. Esta questão será respondida no próximo Teorema, mas 
paxa isso precisamos lembrar algumas definições e apresentar alguns resultados.
Definição 2 .1 .2  Dizemos que um anel A tem característica finita se existe um n G 
N* tal que n. 1 =  0. Aqui n. 1 representa a soma da unidade do anel porn vezes. Se 
A é um anel de característica finita e n  é o menor número natural tal que n. 1 =  0, 
dizemos que A é um anel de característica n e denotamos isso por char(A) =  n. 
Quando A não tem característica finita dizemos que A tem característica zero.
Exemplo:
char(C) =  char(R) — char(Q) — charÇL) =  char{riL) — 0 
char{ Zn) =  n
Se D é um domínio, é conhecido que char(D) =  0 ou char(D) =  p, para 
algum primo positivo p. Sabemos ainda que um corpo de característica 0 contém 
um subcorpo isomorfo à Q, e um corpo de característica p  contém um subcorpo 
isomorfo à Zp.




Se char(K) =  0 então o corpo primo de K é Q.
Se charÇK) =  p  então o corpo primo de K é Zp.
Lembremos que uma extensão de corpos K Ç L é dita algébrica se todo a  G L é 
algébrico sobre K, isto é, se para cada a  G L existe f ( X ) G K[X|, f ( X ) /  0, tal que 
f ( a ) =  0. Um elemento a  G L que não é algébrico sobre K é dito transcendente sobre 
K. Dizemos também que K Ç  L é extensão finita se dim¥,L <  oo, quando vemos L 
como espaço vetorial sobre K. Usamos as notações K[a] =  { /(a);  f ( X ) G K[X]}, e 
K(a) para indicar o menor corpo que contém K e a .
A Proposição abaixo apresenta resultados conhecidos e sua demonstração pode 
ser vista em ([12], p. 89 e 90) e ([22], p. 29).
Proposição 2.1.2 Sejam K Ç L  uma extensão de corpos e a  G L.
(а) Se a  é algébrico sobre K então K[a] é um subcorpo de L que contém K;
(б) Se a  é transcendente sobre K então K[a] é um subdominio de L que contém 
K e K[a] não é corpo;
(c) Se a  é algébrico sobre K  e K  =  Zp então K[a] é um corpo com pn elementos;
(d) Se K  Ç L é extensão finita então K Ç L  é extensão algébrica.
(e) Se K  ç  L e L ç  F são extensões algébricas, então K  Ç F é extensão algébrica.
Para caracterizar os corpos que possuem valor absoluto não-trivial, usaremos 
também o seguinte Lema:
Lem a 2.1.1 Seja K Ç L  uma extensão de corpos e ip um valor absoluto de K. Se 
K Ç L  é extensão algébrica então ip pode ser estendida a um valor absoluto Tp sobre 
L.
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Demonstração: ([24], p. 63)
Teorem a 2 .1 .1  As seguintes condições são equivalentes:
(i) K admite valor absoluto não-triviál;
(ii) K não é extensão algébrica de um corpo finito.
Demonstração:
(i) => (ii) Seja (p um valor absoluto sobre K e suponha que K é extensão algébrica de 
um corpo finito F. Então F  tem característica p  e Zp Ç  F, implicando em d im ^ F  <
oo, pois F é finito. Segue da Proposição 2.1.2, item (d), que Z? Ç F é  extensão 
algébrica e portanto Zp Ç K é extensão algébrica, pelo item (e) da Proposição
2.1.2. Dado a  G K* temos que a  é algébrico sobre Zp, e novamente pela Proposição
2 .1 .2 , Zp[a] é um corpo com pn elementos. Como (Zp[a]*,.) é um grupo com pn — 1 
elementos e a  G Zp[a}*, vem que a p"~l =  1. Assim ip(apn~1) =  [<^ (Q)]pn_1 =  1 que 
garante que <p(a) =  1. Portanto, se K admite valor absoluto não-trivial então K não 
é extensão algébrica de um corpo finito.
(a ) => (?;) Seja Ko o corpo primo de K. Consideremos inicialmente que K seja uma 
extensão algébrica de Ko- Neste caso nossa hipótese não permite que Ko seja da 
forma Zp, e então Ko =  Q. Assim K é uma extensão algébrica de Q e, portanto, 
K Ç  C, e temos um valor absoluto não-trivial em K  obtido pela restrição do valor 
absoluto usual de C. Consideremos agora o caso onde K não é extensão algébrica de 
Ko. Seja /? uma base do subespaço que contém todos os elementos transcendentes. 
Então P 7  ^ 0 e fixamos b G (3. Tomamos L como sendo o menor corpo que contém 
K 0 e f3 — {6}, isto é, L =  Ko(/? — {b}). É claro que Ko Ç L Ç L[b] Ç K e que K é 
uma extensão algébrica de L[b], pois todo elemento de K que não é algébrico sobre 
Ko já está em L[b). Notemos ainda que L[b] é um domínio que não é corpo, pois b 
não é algébrico sobre L, por construção. Usando o Exemplo 4, podemos construir 
uma valor absoluto p-ádico no corpo de frações de L[b], mas em particular, podemos
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tomar este valor absoluto p-ádico, que não é trivial, em L[ò]. Finalmente, concluímos 
que existe um valor absoluto não-trivial em K, pelo Lema 2.2.1, já que K  é extensão 
algébrica de L[b).
M
Corolário 2 .1 .1  Se K é finito então K admite apenas o valor absoluto trivial. 
Demonstração: A demonstração segue imediatamente do Teorema 2.1.1.
■
Nosso próximo objetivo é mostrar o Teorema da Aproximação para valores 
absolutos. Sendo que o enunciado de tal Teorema envolve valores absolutos não- 
equivalentes, falaremos sobre estes, bem como sobre valores absolutos equivalentes 
e algumas de suas propriedades.
Definição 2.1.4 Sejam <p, ^ dois valores absolutos de K. Dizemos que e 'tp são 
equivalentes se existe um número real p >  0 tal que ip =  ipp.
Exemplos:
1 . Dado x =  a +  ib e  C, definimos:
• | x |i=  a2 b2
• | x \2=  (a2 + b 2)^
É fácil ver que | . |i e | . I2 são valores absolutos de C, e como 
que estes valores absolutos são equivalentes.
2 . Se p  e q são primos distintos em Z, então os valores absolutos p-ádico e 
q-ádico não são equivalentes. De fato, dados p  e q primos distintos temos que 
(fip(p) =  p~l =  p e Vqip) =  P° =  1- Supomos que ipp e (pq são equivalentes, ou seja, 
existe p > 0 , p e l ,  tal que {<pp)p =  <pq. Então, )p =  {<-pí,{p)Y =  Vq{p) =  1- Usando 




• |i=  (! - I2)2 temos
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Proposição 2.1.3 0  valor absoluto trivial de K é equivalente apenas a si mesmo.
Demonstração: Sejam tp o valor absoluto trivial de K e ip um valor absoluto equi­
valente a ip. Então existe p >  0, ( p G l)  tal que <p =  ijjp. Para x GK, x /  0, temos 
[ip(x)}p — <p(x) =  1 e então p ln[^(x)) =  0 o que implica em ^(x) =  1. Logo, ^ é o  
valor absoluto trivial.
Um resultado provado por Ostrowski em 1935, garante que os únicos valores 
absolutos de uma extensão finita de Q são, a menos de equivalência, o valor absoluto 
trivial, a restrição do valor absoluto usual de C e os valores absolutos p-ádicos. A 
demonstração original está em [20]. O caso particular que mostra este resultado 
apenas para Q pode ser visto em [13] ou [7].
Proposição 2.1.4 Para os valores absolutos não t)iviais <p, -0 d | K, as seguintes 
afirmações são equivalentes:
(i) é equivalente à ip;
y
(ii) Se x G K e (p(x) <  1, então 4>(x) <  l;
Í S j C C
(Ui) Para i G l ,  <p(x) <  1 se, e somente se, ii>(x) <  1. ^  ^
Demonstraxjao: ^  f  J L ,  . f U )  ^  <  i .
(i) => (ii) Seja x G K/tal que <p(x) <  1. Por hipótese, existe p G K , p > 0, tal que 
(p =  xjjp e então [ij)(x))p <  1, donde ij)(x) <  1 .
(ii) =>- (Ui) Como <p é um valor absoluto não-trivial, existe y  G K, y  ^  0, tal 
que <p(y) ^  1. Da igualdade 1 =  <p(y).<p(y~l), concluímos que (p(y) <  1 ou 
</?(y_1) < 1 e então existe z  G K, z  ^  0 (z — y  ou z  =  y~l) satisfazendo 
0 <  (p(z) <  1. Consideramos x € K tal que (p(x) <  1. Para todo n G N, 
<p(xn.z) — ip(xn).<p(z) • =  [ip(x)\n.y(z) <  1 e segue da nossa hipótese (ii), que 
'tp(xn.z) < 1 , ou ainda, [^(x)]n.ip(z) <  1, donde [i>(x)]n < {i>(z)}~1 que implica 
em tjj(x) <  1. Supomos agora que ip(x) <  1. Se 'tp(x) =  0 então é claro que x =  0
e, conseqüentemente, tp(x) <  1 . Se 'ip(x) ^  0 concluímos que 'tp(x~l ) >  1 e, pela 
contra-positiva do item (ii), temos que ip(x~l ) >  1. Segue que <p(x) <  1.
(iii) => (i) Como (p é um valor absoluto não-trivial, as mesmas considerações feitas 
acima garantem a existência de 2 G K, _z /  0, tal que tp(z) >  1. Aplicando a 
hipótese (iii), temos que ip(z) >  1. Dai segue que log(ip(z)) >  0 e log(^)(z)) >  0. 
Dado x G K, x ^  0, devemos verificar que <p(x) =  (^(x))p para algum p G M, 
p >  0. Para isso provaremos antes que — lo^(zjj • Sejam m, n G Z  e
n >  0. Então ^  se, e somente se, m log((p(z)) >  n log(tp(x)), ou ainda,
log(<fi(z))m >  log((fi(x))n. Isso é equivalente a dizer que (ip(z))m >  (<p(x))n. Tal 
desigualdade é verdadeira se, e somente se, <  1, ou ainda if(xn.z~Tn) <  1 .
Por hipótese, <p(xn.z~m) <  1 se, e somente se, ip(xn.z~Tn) <  1, isto é, (^(x))71 <  
(ift(z))m. Mas ('ip(x))n <  (i)(z))m se, e somente se, log('ip(x))n <  log(ijj(z))Tn, ou 
ainda, n log(ift(x)) < m log(ip(z)) o qual vale se, e somente se, ^  >  ^ j ^ j j  
para todo x G K \{0}. Portanto f  >  g g f g  se, e somente se, f  >  jg $ * j j . 
Supomos agora que ^  lof(f(fjj- ®em Pcr( a^ de generalidade podemos con­
siderar l°^ ^ zjj > e, pela densidade de Q em E, existe f  G Q, com
n  a  7  t a l  m i p  m  >  log(il>(x)) n n p  p m  rn >  to g (y (x ))
^  +  ^ U e ío flív íz )) >  n  -  log{ip(z)) ’ <lu e  i m P 11Ca e m  n  -  l o g ^ z ) ) ’ *lU e
é uma contradição. Assim, para todo £ E K \{0}, j ^ ^ j j  — lo!^(zjj • Então 
log(<p(x)) =  log(if>(x))j$g fg . Tomamos p =  > 0. Logo,
log(<p(x)) =  p log(xj)(x)) =  log(/ip(x))p, donde <p(x) =  [xp(x)]p, para todo x E K. 
Portanto, ip é equivalente a ip.
m
Terminaremos esta seção distinguindo dois tipos de valores absolutos: os ar- 
quimedianos e os não-arquimedianos. Vimos nos Exemplos 3 e 4 de valores abso­
lutos que existem valores absolutos que satisfazem uma condição mais forte que a 
desigualdade triangular, isto é, satisfazem (p(x +  y) <  max{ip(x),ip(y)}. Nosso in­
teresse em destacar tais valores absolutos ficará claro na última seção deste capítulo, 
onde veremos que estes valores absolutos estão em correspondência biunívoca com
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as valorizações exponenciais. As valorizações exponenciais são casos particulares das 
valorizações de Krull, que serão estudadas no capítulo 3.
Definição 2.1.5 Um valor absoluto : K —* K+ que satisfaz a condição:
(VAi) íp{x +  y) <  max{ip(x),(p(y)}para todos x, y  G K.
é chamado de valor absoluto não-arquimediano. Caso contrário dizemos que o 
valor absoluto é arquimediano.
Observe que a condição (V A4) implica na condição (VA3), pois 
<p(x 4- y ) <  max{(fi(x), <p(y)} <  (p(x) +  <p(y).
Exemplos:
• O valor absoluto usual de um subcorpo L Ç C é arquimediano pois 1 G L e 
| 1 +  1 |>  max{| 1 I, | 1 [}.
• O valor absoluto trivial é não-arquimediano, pois se max{ip(x),(p(y)} =  0 
temos que <p(x) =  <p(y) =  0 , donde x =  y  =  0 e cp(x +  y) =  0 ; por outro lado, 
se max{ip(x), <p(y)} =  1 então <p(x +  y) <  max{(p(x), <p(y)}, uma vez que <p é 
trivial.
•  Os valores absolutos p-ádicos, de corpos de frações de domínios fatoriais, são 
não-arquimedianos, como visto no Exemplo 4.
Proposição 2.1.5 Sejam <p um valor absoluto não-arquimediano de K  e x, y  G K .  
Se (p(x) ^  (f{y) entãg <p(x +  y) =  max{ip(x), ip(y)}.
Demonstração: Supomos, sem perda de generalidade, que max{<p(x),<fi(y)} =  <p(y). 
Então, ip(x +  y) <  max{ip(x),(p(y)} =  <p(y) — (p(x +  y -  x) <  
max{ip(x +  y),<p{-x)} <  max{(p(x),<p(y)} =  <p(y), ou ainda, <p(y) =  
max{(p(x +  y),<p(x)}. Supondo que max{(p(x +  y), <p{x)} =  <p{x), teríamos <p(y) =  




O próximo Teorema e seu Corolário apresentam algumas caracterizações para 
os valores absolutos arquimedianos e não-arquimedianos.
Teorem a 2.1.2 Seja <p um valor absoluto de K. Então são equivalentes:
(i) ip é não-arquimediano;
(ii) Para todo p E M*+, <pp é um valor absoluto não-arquimediano de K;
(Ui) <p(n.l) < 1 ,  V n E N;
(iv) {ip{n.l) : n  E N }  é limitado;
(v) Se <p(x) < 1, então ip(x + 1) < 1, para todo x E K .
Demonstração:
(i) (a ) É claro que ipp(x) =  [<p(x)]p =  0 se, e somente se, x =  0 e, <pp(x.y) =  
[<p(x.y))p =  [<p(x).ip(y)]p =  y>{x)}p.[ip(y)}p =  (pp(x).<pp(y) para todo x ,y  E K. Por 
hipótese cp é um valor absoluto não-arquimediano, logo <pp(x 4- y) — [np(x +  y)]p <  
[max{(p(x),<p{y)})p =  max{[<p{x)}p, \<p(y)}p} =  max{ipp(x),<pp(y)} para todo x, y  E 
K. Portanto, <pp é um valor absoluto não-arquimediano de K.
(ii) => (Ui) Faremos a demonstração por indução sobre n. Para n  =  1 é óbvio e va­
mos assumir como hipótese de indução que <p(n. 1) < 1. Por (ii), fazendo p — 1 temos 
que ip é não-arquimediano e assim, </?((ra+l).l) =  (p(n. 1 +  1) <  max{<p(n.l),<p(l)} =  
1. Portanto, <p(n. 1) <  1 para todo n  E N.
(Ui) => (iv) Imediato.
(iv) (v) Seja x E K  tal que ip(x) <  1. Por hipótese, existe c E K, c > 0, 
tal que ip(n.l) < c para todo n E N. Segue que [p(x +  l)]n =  <p((x +  l )n) =
<p(£ í V) < X>(( V) = X>(f V1)-^ ) < <y % / 2—0 \ i I i=O i=0
cn +  c, ou seja, [ip(x +  l )]71 <  c.n +  c para todo n E N. Daí,
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ifíx -1- 1) <  (cn +  c)n. Segue que lim ip(x +  1) <  lim (cn +  c)». Logo, (p(x +  1) <
n —voo to—► oo
lim (cn +  c ) i ,  donde' log((p(x +  1)) <  log( lim (cn +  c ) i)  =  lim log((cn +  c)») =
n —+oo n —►co n —*00
lim lo9(™±!à — iim £n±çf. — jjjTQ _  q Portanto, (p(x +  1) <  1.
n —>00 n  n—* 00 7i-+oo
(w) => (i) Sejam x, y  e  K. Se um deles, ou ambos, forem iguais a zero, é fácil ver 
que <p(x +  y) =  m,ax{(p(x), (p(y)}- Vamos então analisar o caso em que ambos são 
diferentes de zero, e assim <p(x), ip(y) /  0. Assumimos, sem perda de generalidade, 
que cp(x) <  <p(y) /  0. Então, <p(*]) =  <p(x).<p(y~l) =  (p(x).[(p(y)}~1 <  1, ou seja, 
^ ( |)  <  1- Pela hipótese, <p(| +  1) <  1, e então,
(p(x +  y) =  <p(y(% +  1)) =  <p(y).<p(§ +  1) <  <p(y). 1  =  y(y) =  max{(p{x),<p(v)}
Logo, tp(x +  y) <  max{(f(x), <p(y)}, para todo x, y  e  K.
■
O Corolário abaixo dá uma forma simples para verificar quando um valor 
absoluto é arquimediano.
Corolário 2 .1 .2  Seja (p um valor absoluto de K. São equivalentes:
(i) (p é arquimediano;
(ii) (p(n. 1) > 1, para algum n 6  N.
Demonstração: Segue de (i) => (Ui) do Teorema acima.
■
Sejam ip e ip valores absolutos sobre o corpo K tais que <p é arquimediano e 
■0 é não-arquimediano. Então ip e tp não são equivalentes, como conseqüência do 
seguinte resultado:
Corolário 2.1.3 Sejam ip eip valores absolutos equivalentes de K. Então as seguintes 
condições são equivalentes:
(i) <p é não-arquimediano;
(ii) 'tjj é não-arquimediano.
52
Demonstração: Como <p e ijj são equivalentes, existe p >  0, p G R, tal que -tp — (pp. 
Assim o resultado segue de (%) (ii) do Teorema.
■
Proposição 2.1.6 Se (p |ko é trivial para algum subcorpo Ko de K, então (p é não- 
arquimediano.
Demonstração: Assumimos que ip é arquimediano. Então existe m  G N tal que 
<p{m. 1) > 1. Como x = m. 1 G Ko, segue que (p |k0 é não-trivial.
■
Proposição 2..1.7 Se K  tem característica não-nula então os valores absolutos de 
K são não-arquimedianos.
Demonstração: Seja p  a característica de K. Então existe K () Ç K  tal que K 0 é 
isomorfo a Zp. Assim, (Ko, .) é um grupo multiplicativo com p  — 1 elementos, e 
portanto, dado 0 ^  x G Ko temos que xp~x =  1. Segue que [ip(x)]p~l — 1, e daí, 
cp(x) =  1 para todo x G K .^ Portanto, ip |ko é o valor absoluto trivial, e pela 
Proposição anterior, ip é não-arquimediano.
■
2.2 Teorema da Aproximação para Valores A bso­
lutos
Nesta seção provaremos o Teorema da Aproximação para Valores Absolu­
tos, que aparece como o substituto em corpos, para o Teorema Chinês de Restos. 
Mostraremos também uma versão mais forte do Teorema da Aproximação para Va­
lores Absolutos, envolvendo valores absolutos não-arquimedianos, o que possibilita 
construir ordens para um corpo, sob condições especiais.
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O Teorema Chinês de Restos aplicado ao anel Z e às potências de primos posi­
tivos e distintos pl1, - ■ ■ ,p^,  como enunciado no Teorema 1.2.4 , pode ser formulado 
através dos valores absolutos Pi-ádicos de Q. De forma mais precisa:
Proposição 2.2.1 Sejam p i , - - - , p n primos positivos distintos e ax, ,an E Z. 
São equivalentes:
(i) O sistema x =  ai (mod p f )  tem solução em TL, para todos e \ ,■■■,en E N*;
(ii) Dado e >  0, existe x E Z tal que <pPi(x — ai) < e.
Demonstração:
( i)  =>• (ii) Dado s >  0, escolha e±, • • •, en E N tais que p^ei < e. Por hipótese, existe 
x E Z tal que p f  divide x — a,. Assim podemos escrever x — ai — p i^+OLiu, com 
ai E N, u E Z e pi \ u. Segue que ipPi(x — «?,) =  PÍ^t+a  ^ <  PT** < £■
{ii) =>- (i) Para e =  min { p j ei',i =  1, • • • ,n} existe x E Z tal que tpPi(x — a*) <  
e <  p j e\  i =  1, • • •, n. Escrevendo x — üí =  p fí • v com $  E N, v E Z e pi \  v, vem 
que Pi^  =  tfpiix — di) < PÍei e então $  >  et . Portanto p f  divide x — a*, isto é, 
x =  ai (mod pf) .
U
A tentativa de estender a condição (ii) da Proposição acima para uma classe 
de valores absolutos em um corpo qualquer, leva ao Teorema da Aproximação para 
valores absolutos, como veremos no Teorema 2.2.1. Isso significa que o Teorema da 
Aproximação para valores absolutos é, de certa forma, uma extensão do Teorema 
Chinês de Restos para corpos. Note que o Teorema Chinês de Restos aplicado a um 
corpo K  não é eficiente, pois K  só possui ideais comaximais O eK .
Precisamos de alguns resultados técnicos para chegar ao Teorema da Aproxi­
mação para valores absolutos.
Lema 2.2.1 Seja <p um valor absoluto de K não-trivial. Dado x E  K  tal que 
<p(x)>l  temos que limm_KS0 =  1-
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Demonstração: Como (p(x) >  1, dado e >  0 existe mo € N tal que para todo 
m > mo, <p(xm) =  [ip(x)]m > 1 +  -, ou ainda, (f(xm) — 1 > Pela Proposição
2 .1.1 , <p(xm — (—1)) >  |(f(xm) — <p(—1)| =  |(p(xm) — 1 | >  ip(xm) — 1 > ou seja, 
y(xm+ l )  >  i ,  ou ainda, [^(a^ +  l )]-1  <  e. Note que | ^ ( ^ f ^ - l  | =  | ,^ *"+1) ~ 1 I
=  I I <  <  *■ y ( ^ r )  =  i-
■
Lema 2.2.2 Sejam ip um valor absoluto de K  não-trivial e x  G I  tais que <p(x) <  1. 
Então limm_).00 =  0.
Demonstração: Por hipótese (p(x) <  1. Então, dado £ >  0, existe mo G N tal
/
que para todo rn >  m0, <p(xm) =  [p(x)}m < e, ou seja, lim^^o ip(xm) =  0. E 
claro que <p(xm +  1) <  <p(xm) -1- 1, donde segue que hmm^ 00^(xm +  1) <  1. Por 
outro lado, <p(xm +  1) =  íp(xm — (—1)) >  | <p(xm) — 1 | pela Proposição 2.1.1. 
Aplicando limite quando m —> oo na desigualdade acima e usando o fato da função 
módulo ser contínua em K, vem que lim™-^ (p(xm +  1) >  limm^ oo | ip(xm) — 1 | 
=  | limm^oo <p(xm) — 1 | =  | —1 | =  1. Portanto lim™-^ ip(xm +  1) =  1 e então 
l im m^ o o  ¥ > ( j £ r )  =  hnim-+oo y ^ m + i)  =  T =  ° -
■
Proposição 2.2.2 Sejam <p\,---,tpn, com n >  2, valores absolutos de K  não- 
triviais e dois a dois não-equivalentes. Então existe i g K  tal que 
(pí(x) >  l,(pi{x) <  1,- • • ,<Pn(x) <  1-
Demonstração: Provaremos esta Proposição utilizando o processo de indução. 
Supomos que n =  2. Então <pi e (p2 são valores absolutos de K não-triviais e não- 
equivalentes. Pela Proposição 2.1.4, existe y  G K tal que <pi(y) < 1 e <p2(y) >  1 
e existe z  G K tal que <pi(z) >  1 e ^ (z )  < 1. Tomamos x — Segue que 
(pi(x) =  ^i(^) =  <px{z).[ipi{y)]-x > 1 e (p2{x) =  ip2(z).[ip2(y)} -1 <  1. Supo­
mos que a afirmação seja verdadeira para n — 1 e vamos provar que também o 
é para n, onde n >  2. Pela hipótese de indução existe y  G Z tal que <pi(y) >  1,
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tp2(y) <  1, • • •, <pn-i{y)  <  1 e, pelo caso n =  2, existe z G K tal que <pi(z) >  1 
e ípn{z) <  1- Quando (fin(y) <  1, temos que x — ymz, para m  G N suficiente­
mente grande satisfaz ty\{x) =  [PÁV)]™-VÁ*) >  1 e (pk(x) =  [<Pk(y)]m-¥k(.z) <  1, 
para k G {2, •■•,«}. Vamos então estudar o caso em que <£n(y) > 1. Quando 
k G {1,tc} temos que <pk(y) >  1- Portanto, pelo Lema 2.2.1, linv^oo <pÁy!q^) =  1- 
No caso em que k G {2, • ■ • ,n  — 1}, temos que (fik(y) <  1- Pelo Lema 2.2.2, temos 
limm_»oo — 0. Podemos concluir que, para m  suficientemente grande, o
elemento x =  satisfaz tpk{x) =  V k ( f ^ )  =  <Pk(z) • Segue que
<pi{x) >  1, v 2(,x) <  1, • • •, <pn(x) <  1-
■
Proposição 2.2.3 Sejam com n >  2, valores absolutos de K não-
triviais e dois a dois não-equivalentes. Então dado e > 0, existe y  G K tal que 
<pi (y -  1) <  e, ip2{y) < P n ( v )  < e.
Demonstração: Pela Proposição 2.2.2, existe x G K tal que ip\{x) >  1, 
ip2(x) <  1 , • ■ ■, (pn(x) <  1. De acordo com com o que vimos na demonstração 
do Lema 2.2.1, Hm«,-*» ^(jf^sr -  1) =  0 e pelo Lema 2.2.2 linw -«, =  0
quando k G {2, • • • n}, ou seja, dado e >  0, existe mo G N tal que para todo m  >  mo
temos p iíig sr  -  1) =  I < M -  1) | <  e e =  I M l S ^ )  l< onde
k G {2, • ■ ■ ,n}. Tomamos y  =  para m  suficientemente grande. Temos que
tpÁV -  1) <  £ e <£2(y) <  e, ■ ■ ■, ipn(y) <  e.
■
Agora provaremos o Teorema da Aproximação para valores absolutos, devido 
a Artin e Whaples [1].
Teorema 2.2.1 (Teorema da Aproxim ação para Valores A bsolutos) Sejam 
Vi, • • • > <pn valores absolutos de K não-triviais e dois a dois não-equivalentes. Dados 
I i , - " , x „ g K  e e >  0, existe x g K  tal que ipk(x — x k) < £ paru k G {1, • • •, n}.
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Demonstração: Dados x i , - - - , x n G K  seja p >  max{(pk(xj);j ,k =  1,
{0 se j  7  ^k . Peia1 se j  — k
Proposição 2.2.3, existem y i , - - - , y n G K tais que (fk(y3 — Sjk) <  ^ . p ) " 1, onde
n n
j , k e { l , - - ,  n}. Tomamos x — E  %jyj- Então, (pk(x -  xk) =  <£fc((E xjVj) ~  xk) =
j=i j =i 
n n n
V f^cíE Xjyj Xjõjk) ^  E  WÁXjlJj Xjójk) E  tykixjiyj j^fc)) 
i=i i=i i =1
Tl
E  ~ sjk)) < npeÇnp) - 1 =  e.
i=i
Uma formulação topológica do Teorema da Aproximação para valores absolu­
tos será estudada na próxima seção.
Trabalhando com uma classe de valores absolutos do corpo K, ainda mais par­
ticular que aquela do Teorema 2.2.1, apresentaremos uma versão forte do Teorema 
da Aproximação para valores absolutos. Esta versão possibilita construir uma ordem 
para o corpo K, como veremos no Corolário 2.2.2.
Lembramos que um subanel D  de K é uma ordem para K  quando K =  
{aò-1; ab G D  e b ^  0}, isto é, se K é o  corpo de frações de D.
Teorema 2.2.2 (Teorem a da Aproxim ação (Versão Forte)) Seja {ipj}jej uma 
família de valores absolutos do corpo K, não-triviais, dois a dois não-equivalentes e 
não-arquimedianos, com as seguintes propriedades:
(а) Para todo a 6  K, a /  0, temos que =  1 para quase todo j  G J ;
(б) Dados j ], j 2 € J, com j\  ^  j 2, para cada e >  0 existe a 6  K tal que 
(ph (a -  1) < £, ifj2 (a) < e  e (fij(a) <  1 para todo j  G J \ { j i , j i } .
Sejam I  Ç J, I  finito, e {a ,}^ / Ç K, Então, para cada s > 0, existe a G K tal que 
<pi(a — ai) <  £ para todo i G I, e <pj(a) <  1 para todo j  G J \ I .
Demonstração: Podemos assumir que 0 < e <  1. Afirmamos que também pode­
mos assumir que I  tem pelo menos dois elementos. De fato, se /  =  0 tomamos
a =  0. Se /  =  {ii}  =  J  tomamos a =  a^. Se /  =  { ii}  e /  ^  J  temos 12 G J \ /  
e escolhemos Io =  {i i ,Í2}- Para provar nossa afirmação basta mostrar que se o 
Teorema vale Io então também vale para I. Considerando que o Teorema vale para 
Io temos, para cada 0 < e <  1 e cada , a*2} ç  K, um elemento a G K tal que
— Ojj) < e, — tt»2) < e e  <Pj(a) <  1 para j  G J\Io• Tomando a*2 =  0 e 
notando que J \J0 Ç J \I ,  segue que o Teorema vale para / .  Isso mostra nossa afir­
mação e, portanto, podemos assumir que /  possui, no mínimo, dois elementos. Seja 
I' — { j  G J\I;  (fij(ak) >  1, para pelo menos um k G 1} e como satisfaz a
propriedade de (a), vem que para cada i G I, só ocorre <£,-(oj) > 1 para uma quan­
tidade finita de j  G / .  Mas I  é finito, e então V é finito ou vazio. Seja Ji =  /  U V . 
Logo, I\ é finito e tem, no mínimo, dois elementos. Dada a família Ç  K ,
completamos para obter uma família {a ^ }^  tomando a* =  0 para i G Sejam
i G i i  e j  G J \ / i .  Se i G /  e j  G J \ / i  então <  1. Se i G /' e j  G J \ / i  temos
que — 0 <  1. Logo, <  1 para todo i G A e todo j  G J \ / i .
Vamos mostrar que o Teorema é verdadeiro para I\. Sejam M  =  maxie;, {<^ (<2;)} 
e k G ii- Como {<£y}jej satisfaz a condição (6), para k' G existe bkk< G K
tal que 
(1) -  1) < 
(2) ífk'(hk’) <  j f f i ,
(3) ípj(bkkr) <  1 para todo j  G J\{k ,k '} .
Tomando bk =  II k^k> vamos verificar que
k'eh\{k}
(1') M h  ~  1) < ã ^ i,
(2') (fik'(bk) <  Ijara todo k> e  
(3') pj(bk) <  1 para todo j  G J.
(1') : Como <fk é não-arquimediano temos que cpk(bk—l) =  max{^(òfc), <£>&(—1)} =  
max{<p*( bkk>), 1} =  max{ [ ]  <Pk(bkk'), II 1} =
k'eh\{k} kreh\{k}
[I max{(^ fe(òfcfc/), —1)}- Observe que se bkw =  ±1 para algum k' G 
h \ { k }  então este fator bkk' não contribui em nada quando tomamos <fik(bk) =
n  (Pk(bkk>)- Com o queremos avaliar (pk(bk — 1) podemos assum ir bkk> ^  
k'eh\{k }
±1 para todo k ’ G h \ { k } .  En tão  (fik(h — 1) =  <Pk(bkk> — 1) <
k’eh\{k}
n Ã^ r < iüfe, pois i m < l - Assim> M h  -1) < jti- 
k'€h\{k}
• (2 ') : N ote que (2 ') segue de (2 ) pois <p'k (bk) =  <p'k( I I  bkk>) =  ü  V4(&*fc0 <
fc'e/i\{fe} k'eh\{k}
n  s f e  <  i-
k'eh\{k}
• (3 ') : P a ra  j  6 J \ { k k ' }  temos que (3 ') segue de (3 ) de form a análoga ao feito  no
item  (2 '). P a ra  j  =  k' temos que (3 ') segue de (2 ) pois < 1. F a lta  analisar
o caso j  =  k. Pe lo  mesmo m otivo apresentado no item  (1 '), podemos assum ir 
que bkk/ 7  ^ ±1 para todo k' G I i \ { k } .  Segue da Proposição 2.1.5 e de (1 ) 
que (pk (bkk> -  1) =  max{(fik(bkk', 1 } < <  1, im plicando em ipk (bkk>) <  1. 
Po rtan to , (fik(bk) <  1 e temos provado (3 ').
Tom am os a =  X ) akbk■ Se ja  i G h .  Segue que <#(<* -  «,;) =  </?;( akbk -  a-i) =  
keh fce/i
(Pi( X ) akbk —ai(bi — 1 )). Po r hipótese os valores absolutos são não-arquim edianos.
keh\{i}
En tão  i p i ( a ~ a i ) < m á xkeh \ {í}{ipi(ak)(pi(bk) ,  ifii(ai)<fii{bi -  1 )} < < e. Se ja
j  G J \ I i. En tão  (pj(a) =  <pj(^2 akbk) < m áxfce/l\{ i } { tpj(ak)(pj(bk) }  < 1. Assim ,
keii
(fi(a — ai) < e para todo i G I \  e <Pj(a) <  1 para todo j  G J \ A ,  isto é, o Teorem a é 
vá lido  para h .  P a ra  ver que o Teorem a vale para I ,  observe prim eiro que de a  G K  
e <Pi(a — ai) < e para todo i G I \ ,  vem  im ediatam ente que cpi(a — ai) < e para  todo 
i  e  /. Se ja  j  G J \ I .  Se j  £ I ' então j  G J \ I i e temos ^ ( a )  < 1. Se j  G I '  então 
a j  — 0, j  G h  e então ^ ( a )  =  y?j(a — a,j) < e < 1.
Corolário 2.2.1 Sejam e I  como no Teorema 2.2.2. Dada {aj} jej  Ç  K
tal que =  1 para quase todo j  G J ,  existe a G K  tal que ifii(a) =  ¥?*(«*) paru
i G /  e <£,(a) <  (Pj(aj) para j  G J \J .
Demonstração: Seja V =  {j G J\I;ipj(aj)  ^  1}. Tomamos /i  =  /  U Sendo que 
/ e i 7 são finitos, temos que i i  também o é e <Pj(aj) — 1 para todo j  G J \ / i .  Seja 
e =  m in ^  {pi(ai)}. Pelo Teorema 2.2.2, existe a G K tal que (fi(a — a*) < e <
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ipi(a,i) paxa i G /] e ipj(a) <  1 =  Wjicbj) para todo j  G J \h -  Como (pi(a — a*) < 
<fii(a,i) vem que a — a* ^  a* e m ax{^(a — aã),<£;(a;)} =  <#(«»)• Como ^  é não- 
arquimediano, usamos a Proposição 2.1.5 e então para todo i G I\ temos que (fii(a) =
— (fi(a — üí +  a,i) =  max{(^,;(a — Oí),^í(«í)} =  '-fÁaò- Precisamos ainda, verificar 
que o Corolário vale para / .  Sendo que >^*(a) =  para todo % G h ,  temos que 
(fii(a) — <fii(a,i) para todo i G I. Seja j  G J \I .  Se j  £ V então j  £ h ,  donde segue 
que ipj(a) <  ) para todo j  G J \I .  Se j  G I' então aj =  0 e, pelo Teorema 
acima, <f>j(a) =  ipj(a — aj) <  1 =  Vj{p-j) para todo j  G J\I .
m
Corolário 2.2.2 Sejam, {<fij}jej como no Teorema 2:2.2. Então 
tJ =  {a G K; ‘f jio)  <  1 pa>m todo j  G J}  é uma ordem para K.
Demonstração: Sejam a, b G $. Então (pj(ab) =  <pj(a)<pj(b) <  1 e 
<fj(a 4- b) <  máx{(pj(a), <pj(b)} <  1 para todo j  G J. Daí a ò G $ e a  +  Ò G $ ,  
donde i) é subanel de K. Além disto, $ ^  0, pois 0 G 'd. Seja j a G J. Como (pj0 
é não-trivial, existe a G K tal que <fij0(a) > 1, donde $ ^  K. Assim, d é subanel 
próprio de K. A inclusão {xy~l ] x, y  G d, y  ^  0} Ç K é óbvia. Para a outra inclusão 
tomamos 6 G K. Se b =  0 então b =  0.1“ 1 com 0,1 G i9. Se ò G K*, consideramos 
/  =  { j  G J-,(fij(b) >  1}. Daí, I  é finito. Considere a família Ç K  definida
por ai =  |  se i G /  e aj =  1 se j  G J \ / .  Pelo Corolário 2.2.1, existe a G K tal que 
Vjip) <  ^ i(l)  — 1 Para j  £  e ^í(a) =  ^»(i) ^  1 Para * G / ,  pois <£*(&) >  1. 
Note que a ^  0 pois (pi(a) =  ^ ( | )  e ò 0. Assim, <£j(a) <  1 para todo j  G J, isto 
é, a G $. Por outro lado, (fii(ab) — (pi(a)(pi(b) =  1 para i G / e  tyjiflb) <  1 para 
j  G J \ / ,  ou seja, ab G $. Assim, podemos escrever 6 como 6 =  aòa-1 , donde $ é 
uma ordem para K.
■
A motivação para estudarmos o Teorema 2 .2.2 citado acima, foi dada pelo 
Exemplo que veremos a seguir. Tal Exemplo envolve os valores absolutos p-ádicos 
de Q e permite-nos obter a ordem Z de Q.
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Como vimos no Exemplo 3, citado no início deste capítulo, os valores absolutos 
p-ádicos de Q são não-arquimedianos. Além disto, eles são não-triviais e, pelo 
Exemplo 2, dados Pi e p? primos distintos, temos que (pPl não é equivalente a (pP2. 
Dado r 6  Q, r ^  0, temos que ipP(r) — 1 para quase todo p G Z, onde p é primo. 
Sabendo que r  pode ser escrito como r =  ip^p^2 ' ‘ ' Pk >■ on^e Pi são primos ee , e Z  
para i G {1, • • •, k}, temos que <fp{r) =  1 quando p ^  p% para todo i G {1, ■ • ■ ,k}.  
Sejam pi,í>2 £ Z, ambos primos, e e >  0 . Tomamos e como sendo um número inteiro 
positivo maior que — para i =  1,2. Pela Identidade de Bezout, existem a, ò G Z 
tais que ap\ +  òpf ~  1- Tomamos r =  1 — ap\ — bpe2. Sendo que a pode ser escrito 
como a =  a'pi , onde a ,a ' G Z, temos que </?pi(r — 1) =  ^Pi(«Pi) =  <
pjnpi. Mas, ln(p{npi) =  • lnpi =  lne, donde p[npi =  e e, portanto, tpPl (r — 1) <  e. 
Temos também que (r) =  <pP2(bp|)  e, como b pode ser escrito na forma b =  b'p%.
tne
com 6',/? G Z, segue que ^ ( r )  =  p ^ e+^  < p2e < p^ 2 • De forma análoga ao que 
fizemos acima, concluimos que y?P2 (V) < e. Sendo que <£p(r) =  ipp{bpe2)), temos que
{1 , se b não é múltiplo de P2 gp  ", se 6 =  ò'p2 , com a  — (3 +  e
para p primo, p ^  Pi,P2 e daí, <£p(r) — 1- Portanto, o r  tomado acima satisfaz a 
Propriedade (6) do Teorema e, com isso, conclui-se que os valores absolutos p-ádicos 
satisfazem as hipóteses do Teorema 2.2.2. Sendo ipPl(r — 1) <  1, temos pelo Teorema
2.1.2, que <ppi(r) <  1. Assim, Z =  {r  G Q;<pp(r) <  1 para todo p primo}, o que 
significa, pelo Corolário 2.2.2, que Z é uma ordem para Q.
2.3 Corpos Topológicos
Nesta seção veremos que os valores absolutos de um corpo K, são ferramentas 
eficientes para tornar K um corpo topológico, isto é, um corpo onde as operações são 
funções contínuas. Usando alguns resultados sobre corpos topológicos, provaremos
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uma versão topológiea do Teorema de Aproximação para valores absolutos.
Iniciaremos verificando que um valor absoluto em K define uma topologia de 
Hausdorff sobre K e que esta topologia é discreta exatamente quando o valor absoluto 
é trivial.
Proposição 2.3.1 Seja <p um valor absoluto de K. A função dv (x,y) =  (p(x — y), 
para todo x ,y  G K, é uma métrica em K.
Demonstração: Sejam x, y, z G K.
1. É claro que dv (x,y) =  <p(x — y) >  0. Além disso, dv (x, y) =  0 se, e somente 
se, (fi(x — y) =  0. Daí, d^ix, y) — 0 se, e somente se, x =  y.
2 . d^x,  y) =  <p(x - y )  =  <p(-(x -  y)) =  <p(y -  x) =  dv (y, x).
3. dv (x,z) =  ip{x-z)  =  ( f i ( x - y + y - z )  <  ip (x -y )+ (p (y -z )  =  dv (x ,y )+dv>{y,z).  
Portanto, dv é uma métrica em K.
■
Denotando por a coleção de conjuntos abertos do espaço métrico (1K, d^), 
temos que (K, é um espaço topológico de Hausdorff. De fato, dados x, y  E K  e 
£ =  , temos que x G B(x, e), y G B(y, e) e B(x , e) fl B(y, e) =  0.
Lembramos que uma topologia Ç sobre um conjunto E  é chamada de Topologia 
Discreta quando todos os subconjuntos de E  são abertos. Neste caso (E , () é espaço 
topológico discreto.
Proposição 2.3.2 Seja (p um valor absoluto do corpo K. A topologia é discreta 
se, e somente se, <p é o valor absoluto trivial.
Demonstração: Se é discreta então {0} é aberto. Logo, existe e >  0 tal que 
B(0, e) =  {0}, ou seja, (p(a) <  e se, e somente se, a — 0. Seja x G K*. Então 
existe x~l G K* tal que 1 =  xx~l , donde 1 =  <£>(1) =  (p(x).ip(x~1). Supomos que
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ip{x) 7^  1. Então, ou (p(x) > 1 ou <p(x) < 1. Se (p(x) <  1 então existe n e  N tal 
que <p(xn) =  [(p(x)]n < s, donde xn =  0, ou seja x =  0, o que é absurdo. Por outro 
lado, se <p(x) >  1, ou ainda, (p(x~l) <  1, então, como feito acima, existe n 6  N tal 
que (ar1)71 =  0, o que também é absurdo. Logo, <p(:r) =  1. Concluímos que cp é 
o valor absoluto trivial. Reciprocamente, se <p é o valor absoluto trivial temos que
cada x e  E, {x} =  B(x , e) que é aberto. Logo {x} é aberto, donde E — (J {x} é
aberto, ou seja, todo conjunto de K  é aberto. Portanto é discreta.
■
Nosso próximo passo é verificar que valores absolutos equivalentes geram a 
mesma topologia em K, e que para cada valor absoluto ip de K o espaço topológico 
(K, Cy.), é um corpo topológico. Para isso, recordamos algumas definições.
Definição 2.3.1 Sejam X  e Y  espaços topológicos. Uma função f  : X  —> Y  é 
contínua quando para cada x e  X  e cada aberto V de Y  contendo f{x) existe um 
aberto U de X  contendo x tal que f (U) Ç.V. Se f  é uma bijeção contínua e f ~ l 
também é contínua, dizemos que f  é um homeomorfismo.
Verificar que /  : X  —> Y  é contínua é equivalente a mostrar que f ~ l (V) é 
aberto em X  para todo aberto V  Ç Y.
Quando Ç e £ são topologias em X  e a aplicação identidade, i : (K, £) —> (K, C), 
é contínua, dizemos que £ é mais fina que Ç Se i é um homeomorfismo então £ e Ç 
são topologias equivalentes. Note que £ ser mais fina que (  é o mesmo que Ç Ç £, e 
que £ e Ç são equivalentes quando £ =  Ç-
Proposição 2.3.3 Sejam ip e ip valores absolutos de K, não-triviais. Então são 
equivalentes:
(i) (p é equivalente à ip.
U, se x — y 
1, se x ^ y
Vx, y G K. Sejam e =  |  e E  Ç K. Para
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(a) C<p Çip ■
(iii)  (cp é mais fina que
Demonstração:
(i) => (ii) Mostraremos apenas que % : (K, (v) —* (K, é contínua, já que a 
continuidade de i~l é análoga. Por hipótese temos que existe p >  0 (p G 1 )  tal 
que (p — i[)p. Sejam x G K e E  G ^  tal que a; G E. Então existe e >  0 tal 
que B^(x,e) Ç E. Tomando e' — ep temos que Bv (x7 e') G e —
{y  G — y) < £p}  =  {?/ G — y)p < ep} =  B^,(x,e) Ç E. Logo, i é
contínua.
(U) => (m) Segue imediatamente da hipótese e da definição de mais fina.
(iii) => (i) Pela Proposição 2.1.4, basta mostrar que se i  G I  e <p(x) <  1 então 
'ijj(x) <  1. Como é mais fina que Q, a aplicação i : (K, (v) —> (K, é contínua. 
Assim, para o aberto B^(0,1) G Cv- Que contém 0, existe um aberto U £ Çv contendo 
0 tal que U Ç 5^,(0,1). Desde que 0 G U existe e >  0 tal que Bv (0, sr) Ç U Ç 
5^,(0,1), assim {y G K;^(y) <  e} Ç {y  g K;^(y) < 1}. Dado x G K tal que 
<p(x) <  1, existe n G N tal que íp(xn) <  e. Então ij)(xTl) <  1 e daí ^(x) < 1.
U
Note que, pela Proposição 2.3.3, dados (p e ip valores absolutos de K, não- 
triviais e não-equivalentes temos que e são incomparáveis, ou seja, não é 
mais fina que e vice-versa.
Nosso próximo passo é definir a Topologia Produto em l i  x • • • x Com 
isso poderemos falar em corpo topológico e verificarmos que este pode ser definido 
através de um valor absoluto.
Sejam E  um conjunto não-vazio e (5 uma família de subconjuntos de E  tal que:
(a) 0,J5g /3;
(b) se Bi, B2 G /? então Bi  n  B2 G 0.
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Chamamos de (  o conjunto de todas as reuniões possíveis de membros de ,3.
Afirmação: Ç é uma topologia sobre E.
•  0, E  G P, donde 0, E  G (.
•  Sejam A ,B  G C- Então A — y  A* e B — U Bj. Note que A n  B =
Ai Ç/3 Bj Ç/3
( U Ae) n ( U Bj) =  U (Ai n Bj). Mas, Ai n Bj G P para cada i e para
Aicp Bjçp i , jeJ
cada j .  Segue, pela definição de ( ,  que A fl B  G C-
•  Seja {Ai}iej uma família de elementos de £, onde I  é um conjunto de índices.
Então, para cada i, Ai =  y  Bj. Segue que U Ai =  y  y  Bj, donde
Bje/3 i e i  i e i  Bóeí3
U Ai G C-
i e i
Portanto, Ç é uma topologia sobre E.
Proposição 2.3.4 Sejam (Ei,Ç) e (£'2 , 0  espaços topológicos e
(3 =  {A x B] A (e B e  ^}- Então /3 satisfaz as condições (a) e (b) citadas acima,
para E =  Ei x E2.
Demonstração: Como (  e £ são topologias sobre E\ e E2, respectivamente, temos que 
$ e  (3 e E i x E 2 e  P, o que verifica o item (a). Sejam Ci,C 2 G p. Então Ci =  Ai x By 
e C2 =  A2 x B2. Segue que Ci fl C2 =  (Ai x jBi ) n (A2 x B2) =  (Ai D A2) x (Bi D B2). 
Sendo que (Ai fl A2) G (  e (Bx n B2) G Ç, temos que (Cí fl C2) G P , donde o item
(b) fica satisfeito.
■
Procedendo como anteriormente, temos que o conjunto das uniões de todos 
os conjuntos de P é uma topologia sobre Ei x E2. A esta topologia damos o nome 
de Topologia Produto. Note que A é aberto em Ei x E2 quando A =  y  Aa onde
a£l
Aa =  Aai x AQ2 com An] G (  e Aa2 G Ç.
Definição 2.3.2 Sejam K um, corpo e (  uma topologia em K. Dizemos que (K, Q  
é um corpo topológico se as aplicações
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• K x K -* K, (x, y) h-> x -  y;
•  K x K -^ K , (x ,y) x.y;
• K* —* K*, x t-> x~l ;
são funções contínuas quando consideramos e m K x K  a topologia produto.
Proposição 2.3.5 Se <p é um valor absoluto do corpo K  então (K,.^) é um corpo
topológico.
Demonstração:
• Sejam (xo, yo) G K x K e E  G tal que Xo — yo € E. Então existe e > 0 tal 
que Bv(x0 -  yo, e) ç  E. Tomando S — § e B  = Bv(x0,6 ) x Bv(y0,S) vem que 
B  é aberto na topologia produto contendo (aro, Z/o)- Além disso, se (x,y) G B  
então <p(x — xo) < ô e (p(y — yo)<ô implicando em (p(x — y — (xo — yo)) <  
(fi(x — ®o) +  y{y — yo) < £■ Assim, x — y G B^x0 — yo, e) Ç E. Segue que a 
função diferença é contínua.
« Sejam (x0, yo) G K x K e E  G C,v tal que x0yo G E. Então existe e > 0 tal que 
B v(xoyo,e) ç  E. Tomando S =  \min{y/ê, e
B  — Bv{xo, ò) x B i^yo, ô) vem que B  é aberto na topologia produto contendo 
(x0, yo)- Além disso, se (x,y) G B  então <p(x — xo) < S e <p(y — yo) < ô. Note 
ainda que <p(x - x0).(f{y0) < S ■ <p(y0) < § ■ y(^ )+1 • <p(yo) < f  - Analogamente 
<p(y ~ yo) ■ vi^o) < f. Assim, (p{xy -  x0y0) < <p(x - x0) ■ (p{y - yo) + 
(p(x-x0)-(p(yo)+lf{xo)-v(y~yo) < f  +  f  +  f =  £• Portanto xy G B v(x0yo,e) Q 
E. Segue que a função produto é contínua.
•  Sejam xo £ K* e E  e tal que Xq1 G E. Então existe e > 0 tal que 
Bv(xõl,é) Ç E. Tomando S — \ minj^xo), ef^^o)]2} e B  =  Bv{xo,6 ) vem 
que B  é aberto em contendo xo■ Se x G K* e x G B  então (p(x — xo) < S. 
Para mostrar que x~l G B^{xqX,s) Ç E, separamos a demonstração em dois 
casos:
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Caso 1: ip(xo) <  <fi(x), ou ainda, tp(x )~l ^  íp(xo)~l -
Temos que íp(x~1 —Xq1) =  <p((x—x0)(—Xq1x~1)) = (p(x—x0)ip(—x0)~l(p(x)~í < 
<p(x -  x0)[(p(-x0) - 1)2 < \min{(p(xo),e[w{x0)f}[ip{—XoYlf  <  
l£{íp(xo)]2<p(xo) - 2 < e.
Caso 2: <p(x) < tp(x0), ou seja, ip(x)~l > <p(x0)-1.
Note que tp(x) — <p(xo) < 0, donde | ip(x) — <p(xo) | =  ip(xo) -  <p(x). Pela 
Proposição 2.1.1, item (e), | (p(x) — (p(x0) | <  <p(x — x0), o que implica 
em <p(x0) — <p(x) < <p(x — x0) < \min{ip(x0), ef^rco)]2} < <^p(xo), isto é, 
<p(x) > i^p(xo), ou ainda, <p(x)~l < 2(p(xo)~l . Segue que <p(x~l — ^õ1) =  
(p(x -  .x o M ^ M z “1) < (fi{x - xo)íp(xQl)2 ip(xQl) < \ó2 [w(xq)Y 2 < 
£-[<^ (a:o)]2[<p(^ o)]_2 =  £■ Portanto, a função x x~l é contínua em x0l para 
todo x0 e  K*. Logo, tal função é contínua.
Concluímos que (K, C) é um corpo topológico.
■
Nosso objetivo agora é mostrar que o Teorema da Aproximação (versão 2.2.1) 
possui uma versão topológica.
Teorema 2.3.1 (Teorem a da Aproxim ação - Versão Topológica) Sejam 
<Pu' ' '  valores absolutos de K, não-triviais e dois a dois não-equivalentes. Con­
sidere K k =  (K, Cv5fc) o corpo topológico munido da topologia (Vk para k e  {1, • • •, n}.  
São equivalentes:
(i) Dados i i , " i , i „ 6 K e £ > 0 ) existe x & K  tal que (fik(x — Xk) < £, para
k e  { 1 , ■•■,«};
(w) A imagem de K pela aplicação diagonal V : K —»• Ki x • • • x é densa no 
espaço produto.
Demonstração:
(i) =>■ (ii) Seja A  um aberto de Ki x K2 x ■ ■ • x K„. Então A — \J Aa onde Aa =
qÇ/
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Aai x Aa2 x • • • x Aan e Aai é aberto no espaço topológico (K, (Vi) e I  é um conjunto de 
índices. Queremos mostrar que A fi V(K) /  0, mas basta mostrar que Aa D V(K) ^
0, pois Aa Ç  A. Sejam x* G AQi onde i =  1 , 2 , Como Am é aberto em 
(K,CW), existe e* > 0 tal que B ^ x^Eí) Ç  Aai. Seja e =  m m {ei,e2, • • • ,£«}■ 
Então B ^ x^e) Ç Bp-Çxi, £;), i =  1, Daí, ^ ( x ^ e )  x ••• x BVn(x„,é) Ç
( * 1,^ 1) x • ■ ■ x B^Xn, En) Ç  A ai x • • • x Aa„ =  A*. Portanto, basta mostrar que 
(fíVl (xi, e) x • • • x B^Xn, e)) n V(K) ^ 0. Para Xi, ■ ■ ■, x n G K e s > 0, usamos a 
hipótese (i) e obtemos x  G K tal que </?;(x — Xi) < e para i =  1, • • •, n, ou seja, i ç K  
e a: G BVí(xí,e). Então (x, • • • , x )  G ^ ( x ^ e )  x • • • x B ^ x ^ e ) ,  Mas, (x, • • • ,x) = 
V(x) G V(K), ou seja, (x, • • • ,x) G V(K) D (Bv1 (xi,e) x • • • x B^x^e)).  Assim, 
V(K) n A ^  0 e portanto, V(K) é denso em Ki x K2 x • ■ • x K„.
(ii) => ( i )  Sejam Xi, • • •, x n G K  e e > 0. Tomamos A — B Ví{x\, e) x • • • x B ^ X n ,  e), 
o qual é aberto em x K2 x • • ■ x K„. Por hipótese, V(K) n A ^ 0, ou seja, existe 
x G K, tal que V(x) G A, ou melhor, (x,---,x) G B ipi( x i , s )  x ••• x B Vn(xn ,E). 
Então, x G B Ví(x í ,e ) ,  i =  1, • • • ,n. Logo, y?;(x — x*) < e, i =  1, • • •
■
2.4 Teorema da Aproximação para Valorizações 
Exponenciais
Na seção anterior falamos sobre valores absolutos não-arquimedianos. Através 
deles definiremos as valorizações exponenciais para as quais mostraremos uma versão 
do Teorema da Aproximação. Antes disso, veremos que as valorizações exponenciais 
estão em correspondência biunívoca com os valores absolutos não-arquimedianos. 
Assim, como os valores absolutos p-ádicos atendem a esta Propriedade, obtemos as 
chamadas valorizações exponenciais p-ádieas.
Recordamos que um valor absoluto não-arquimediano sobre um corpo K é uma 
função (p : K —» K+ satisfazendo:
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{VAi) (p(x) =  0 se e somente se x = 0;
('VA2) <p(xy) — <p(x).<p(y), para todos x, y G K;
(VA*) <p{x +  y) < max{<p(x), <p(y)}, para todos x, y G K.
Assim a condição
(VA3) (f(x +  y) < <p(x) +  <p(y)
não é exigida, e conseqüentemente a adição de R não é necessária para definir valor 
absoluto não-arquimediano. Portanto no contra-domínio de <p precisamos somente 
da estrutura de grupo multiplicativo de R^, com sua relação de ordem natural, e do 
elemento 0.
/
E procedimento usual, e às vezes mais conveniente, escrever o contrardomínio 
de um valor absoluto não-arquimediano com notação aditiva, isto é, trocar o grupo 
multiplicativo R^ _ e sua relação de ordem, por um grupo aditivo isomorfo a R+, com 
uma relação de ordem induzida por este isomorfismo.
Esta troca pode ser feita facilmente observando que:
• ln(x.y) =  ln(x) +  ln(y), para todos x,y G R* .
• x < y ^  ln(x) < ln(y), para todos x, y G R+.
Assim, a função
ln : R+ —> R
é um isomorfismo entre grüpos (R+,.) e (R, +) que induz a relação de ordem usual 
de R.
Para o valor absoluto não-arquimediano </?: K —> R+, consideremos a função 
v : K* —> R definida por v =  —ln o íp.
Como v não está definida em 0, estendemos v ao corpo K, acrescentando
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© símbolo oo ao contra-domínio de v e convencionando oo =  — InO. Segue que 
i>(0) =  oo. Tomando também por convenção e~°° =  0, obtemos de (VAi) a seguinte
Estamos considerando agora v : K  —»■ RU{oo}, e portanto, precisamos estender 
a estrutura de grupo aditivo abeliano, bem como a relação de ordem, de M para 
M. U {oo}. Desde que u(0) =  oo e v(xy) =  —ln(ip(x)) — ln((p(y)) , as identidades 
0 -0  =  w -0  =  0- m =  0, para todo u E M, sugerem tomarmos oo +  oo =  m +  oo =  
oo + m — oo, f)ara todo u  E KL Consideramos ainda, u  < oo, para todo u  E R .  Desta 
forma, é fácil ver que MU {00} é um grupo abeliano aditivo e totalmente ordenado.
As condições (VA2) e (VA4) garantem, respectivamente, as seguintes pro­
priedades para v:
('VE2) v(x.y) =  v(x) +  v(y), pára todo x ,y  E K;
( V E 3 )  v(x +  y) > v(y)}, para todo x, y  E K.
De fato, (VE2) é imediata de (VA2) para x ,y  E K*. Quando x =  0 ou y  =  0
o resultado segue das convenções oo +  oo = u  + oo =  oo + u = oo para todo
t í £ l .  Para verificar (VE 3), consideremos primeiro o caso x,y,x + y E K*. As-
) •
sim (p(x +  y) < max{ip(x),ip(y)} implica em ln((p(x +  y)) <  ln(max{ip(3$!$% )})  — 
max{ln((p(x)),ln(if(y))}, e então, v(x + y) > —max{ln(ip(x)),ln((ptjj))} = 
m in{—ln(<p(x)), —ln((f(y))} — min{v(x),v(y)}.
Observamos ainda que poderíamos trocar a definição v = —ln o por 
v = ln o <pr mas neste caso, as condições (VEi) e (VE2) deveriam ser repassadas 
para
('VEi>) v(x) =  —00 se, e somente se, x =  0,
CVEy) v(x + y) < max{v(x),v(y)}, para todos x, y E K,
propriedade:
('VEi) v(x) =  00 <=> x =  U.u
^  X=Q
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quando consideramos v : K —> M U { —00} e as convenções ln 0 =  —00 , e+°° =  0, 
—00 — 00 — u — 00 =  —00 +  u — —00 e —00 < u, para todo u e. K.
Definição 2.4.1 Uma valorização exponencial de um corpo K é uma aplicação 
í ) : K - > 1 U  { 00} satisfazendo as condições (VEi),  (VE-2) e (VE3), onde temos as 
convenções 00 +  00 — u +  oo =  oo +  u — 00 e u  < 00, para todo í í G I .
Q procedimento feito anteriormente associa a cada valor absoluto não-arqui- 
mediano de K uma única valorização exponencial. A recíproca deste fato também é 
verdadeira, como mostra o próximo Teorema.
Teorem a 2.4.1 Seja K  um corpo. Existe uma correspondência biunivoca entre va­
lores absolutos não-arquim,edianos de K e valorizações exponenciais de K.
Demonstração: Já vimos que
l]) : ipê um  valor abso lu to  não-arquim ediano de — > { v ,  Vé  valorização exponencial d e  K }
dada por ip(<p) =  —ln(<p) é uma função bem definida, isto é, v — — ln(<£) é uma 
valorização exponencial de K. Claramente a aplicação
1p : { V V  é  valorização exponencial de  K }  —> { i <p é um  valor absolu to  não-arquim ediano d e  K }
dada por íp(v) — e~v satisfaz ip o ip =  ip o ip =  Id. Assim, basta mostrar que ?p está 
bem definida, isto é, mostrar que (p =  e~v é um valor absoluto não-arquimediano 
de K. E imediato que c/p : JK —> R+, cp(0) =  0 pela convenção e~°° =  0, e que 
cp(x) =  0 implica em =  0 daí, —v(x) =  —00 e segue que x — 0 por (V E i).
Assim vale (V A X). A condição (VA2) é trivialmente verificada. Para mostrar (VA4) 
observe que, para x ,y  e K  temos ln(ip(x +  y)) =  —v(x +  y) <  — min{v(x), v(y)}  =  
max{—v(x ) ,—v(y)}  e então <p(x +  y) <  _  max{e~v(x\  e~v(yty =
max{<p(x), <p{y)}.
Exemplos:
___ o  0  b r ‘ i j ' c d  < k  K  r o
•  Seja (p Jk^vaAetteaçãe^rivial de K. Já vimos que ip é não-arquimediana. Então,
{0, se x =  0 ,1, se x 7^  0
{— ln(0), se x =  0 oo, se i  =  0=  <—ln( 1), se x ^  0 l o ,  se i ^ O  
Definimos então a valorização exponencial trivial como
v(x)
oo, se x =  0,
0, se j: / 0
Um caso particular da valorização exponencial trivial pode ser visto definindo 
v(0) =  oo e w(l) =  0, considerando Z2 =  {0,1}.
•  No exemplo 3 citado no início deste capítulo, definimos o valor absoluto p-ádico 
de Q como uma aplicação tpp : Q —> M+ dada por
, 0 ,  se x =  0
<Pp{x) =
p~n, se x  ^  0
onde n é dado pela única decomposição de x (x =  ^pn). Mais ainda, ve­
rificamos que este é não-arquimediano. Podemos então definir a aplicação
{— ln(Q), se x — 0 .—ln(p~n), se x ^  0
Logo,
{oo, se x =  0 ln(pn), se x  7  ^0
Tal função é chamada de valorização exponencial p-ádica de Q.
Para provar o Teorema da Aproximação para valorizações exponenciais usar­
mos, além do Teorema da Aproximação para valores absolutos, a seguinte Proposição:
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Proposição 2.4.1 Sejam v : K —> Mu{oo} urna valorização exponencial e x , y  E K.
Se v(x) /  v(y) então v(x +  y) — min{v(x),v(y)}.
Demonstração: Seja ip o valor absoluto de K  correspondente a v, isto é, <p(x) =  
e-v(x) De v(x) v(y) vem que <p(x) ^  < (^y)e, pela Proposição 2.1.5, temos que 
<p(x+y) =  max{<p(x),ip(y)}. Então v(x+y) =  —ln((p(x+y)) =  —ln(max{ip(x), (p(y)}) =  
—max{ln(<p(x)),ln(ip(y))} =  m in {—ln(<p(x)), — ln((p(y))} =  min{v(x),v(y)} .
p G R, p >  0, tal que (p =  ij)p. Daí, —ln(tp) =  —ln(^p) =  p(—ln(ip)). Sabemos 
que existem v, w valorizações exponenciais tais que v =  —ln(tp) e w =  —Iniip). 
Então v =  —ln((p) =  p(—ln(il>)) =  pw. Podemos então dizer que duas valorizações 
exponenciais, v e w, são equivalentes quando existe p G K, p >  0, tal que v =  pw.
Uma última definição:
Se v : K —> M U {oo} é uma valorização exponencial de K, chamamos de grupo 
de valores de v ao conjunto Note que w(K*) é um grupo já que v é um
homomorfismo de grupos por {VE?).
Teorem a 2.4.2 (Teorema da Aproxim ação para Valorizações Exponenciais)
Sejam v\, ■ ■ ■ ,vn valorizações exponenciais de K, duas a duas não-equivalentes. 
Então, para cada Xi, ■ ■ ■ ,xn G K e 71 G TVl, - ■■ ,yn G (r„. é o grupo de va­
lores de Vi), existe um x g K  tal que V{(x — Xi) = 7* para i = 1 , • • •, n.
Demonstração: Por v i , - - - , v n serem duas a duas não-equivalentes, sabemos que 
existe, no máximo, uma valorização exponencial trivial (caso nenhuma das valori­
zações exponenciais acima seja a trivial, podemos acrescentá-la ao conjunto, sem 
a perda de suas propriedades). Assumimos, sem perda de generalidade, que tal 
valorização é V\. Então, 71 =  0. Tomamos y 2, ■ ■ ■ , y n G l  tais que ?;,;(?/„;) =  7 * para
i — 2 , ■•'•,71. Pela definição de valorização exponencial, tpiiVi) — e“7< > 0. Pelo 
Teorema da Aproximação para Valores Absolutos, existe y  G K  tal que (pi(y — yi) <
Sejam ip, Então existe
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e_7i. Então ln(<pi(y — yi)) <  — Daí,  Vi(y — yi) >  7* para i =  2, - • • ,n. Da 
mesma forma, existe z £ K  tal que u,;(z — a:,) > 7* para i =  2, ■ ■ ■ ,n. Note que y 
e 2 devem ser tomados de tal forma que y +  z  ^  X\ pois, se assim fosse, teríamos 
que V\((y +  z) — x{) =  vi(0) =  00 /  0 =  71 . Segue que, para i =  2, • • • ,n, temos 
Vi(y) =  Vi((y -  yj) +  yi). Mas, Vi(y -  jft) V i ( y ) .  Então, pela Proposição 2.4.1, 
Vi((y ~  yi) +  Vi) =  min{vi(y -  yi), v^yi)} =  7*. Então v,(y) =  7*. Da mesma 
forma, Vi(y +  (z — Xi)) =  7 ;. Tomamos ar =  y +  2 . Então vi(x — £1) =  71 e 
Vi(x — Xi) =  Vi(y +  z — Xi) = V i ( y + ( z  — xi)) =  7 i para i =  2, - ■ ■, n. Portanto, existe 
x E K tal que Vi(x — xi) =  7* para i =  1, • • •, n.
■
Corolário 2.4.1 Sejam V\, ■ ■ ■, vn valorizações exponenciais de K, duas a duas não- 
equivalentes. Para cada % E  YVi, com i =  1, • ■ •, n, existe um x E  K tal que 
Vi(x) =  7 i para i =  1, • • ■, n.
Demonstração: Sejam x\ =  • • • =  xn =  0 E  K. Pelo Teorema 2.4.2, existe x E  K tal 
que Vi(x) =  Vi(x -  0) =  Vi(x -  xi) =  7*.
B
No próximo capítulo mostraremos o Teorema da Aproximação para valorizações 
de Krull, que são uma generalização das valorizações exponenciais.
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Capítulo 3 
Anéis de Valorização e Teorema 
da Aproximação
O principal objetivo deste capítulo é mostrar o Teorema da Aproximação para 
Anéis de Valorização. Sendo assim, após definirmos tais anéis falaremos sobre al­
gumas de suas propriedades, as quais permitem-nos enunciar dois resultados impor­
tantes: o Teorema da Correspondência e o Teorema da Extensão.
Sendo que no capítulo anterior falamos sobre as valorizações exponenciais, 
vamos agora generalizar tal conceito, ou seja, falaremos sobre as valorizações de 
Krull. A partir de tais valorizações podemos relacionar as valorizações de um corpo 
com os anéis de valorização do mesmo.
As definições de sistema multiplicativo e de Anéis de Prüfer, bem como alguns 
resultados envolvendo tais conceitos são usados para demonstrar o que chamamos 
de versão fraca do Teorema da Aproximação para anéis de valorização. Para provar 
a versão forte de tal Teorema, precisamos ainda da definição de valorizações inde­
pendentes.
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3.1 Anéis de Valorização
Esta primeira seção tem por objetivo apresentar a definição de Anéis de Valo­
rização, bem como estudar alguns resultados que envolvem tal conceito.
Definição 3.1.1 Sejam K um corpo e A um subanel de K. Dizemos que A é um 
anel de valorização de K se, para todo x £ K \{0 }; temos que x £  A ou x~x £ A.
Observações:
• Se A  é anel de valorização de K então A  é um subdomínio de K.
•  K é  anel de valorização de K.
• K é o corpo quociente de A, quando A é um anel de valorização de K. De fato, 
dado x £ K temos para x =  0 que x — 0- 1_I com 0,1 £  A  Para x ^  0 e x £ A  
temos x — x ■ l~ x com x , l  £ A. Para x / 0 e  x~l £ A temos x — 1 • (x-1 ) -1  
com 1, £ A.
Note que não vale a recíproca da observação acima. Por exemplo, Q é o corpo 
de frações de Z, mas Z não é anel de valorização de Q, já que § e |  não estão em Z.
Para apresentar exemplos de corpos que possuem anel de valorização próprio, 
precisamos excluir os corpos que são extensões algébricas de um corpo finito, con­
forme resultado abaixo.
Lem a 3.1.1 Seja K um corpo.
(a) Se K é finito então K não possui anel de valorização próprio.




(a) Se V  é uma anel de valorização de K então (V,+) é um subgrupo de (K, +). 
Vamos admitir que \ K \ = n  — 2 +  2k +  r e  escrever
K =  {0 , l , x 1 , - - - , x r, y 1 ,y2, - - ' , y 2k- i ,y 2k} onde Xj ■ xj =  yí ■ yi+1 =  1, para 
j  G {1,2, • • ■ ,r} e i G {1,3, ■ • •, 2k — 1}, isto é, Xj tem ordem 2 em (K*, •) e yi+í 
é o inverso de ?/; em (K*, •). Desde que V  é anel de valorização de K devemos ter
0,1, xi, • • •, xr G V  e, além disso, yi G V  ou yi+1 G V  para i =  1,3, • • •, 2k — 1. Segue 
que V  tem pelo menos 2 +  r  +  k elementos. Como K  tem 2 +  r +  2 fc elementos, 
usamos o Teorema de Lagrange para concluir que | V \ =  | K  | e portanto V  =  K.
(b) Assuma que K seja extensão algébrica de Ko, Ko um corpo finito, e V  um anel de 
valorização de K. E fácil ver que A =  V  flKo é anel de valorização de Ko, e pelo item
(a), temos que A — Ko. Logo K o Ç y .  Se Ko =  V  então V é corpo. Mas K é o corpo 
de frações de V,  e então K =  V. Se Ko ^ V  Ç K, tome a  G K. Se a  G V  então 
K =  V  e se o r l G V  temos KolaT1] Ç V. Como K é algébrico sobre Ko e o r l G K 
temos que Ko[üí_1] é corpo contendo a -1 . Segue que a  =  (aT1) -1  G Ko[a;_1] Ç V. 
Portanto, V  =  K.
■
Exemplos:
1. Se p  é primo então 7LP só tem anel de valorização Zp.
2. Seja Z5(X ) o corpo de frações de Z5[X\. Como |  G Z5(X) é raiz de f (x)  — 
2X  +  2 G Z5[X] temos que |  é algébrico sobre Z5, e então Z5[|] é um corpo 
que é extensão algébrica de Z5, e portanto só tem anel de valorização trivial.
3. Seja Q o corpo dos números racionais. Dado p  G Z um número primo, con­
sidere o conjunto
Z(p) =  {^;a,b  G Z e 6 ^ pZ}.
O conjunto Z(p) é um subanel próprio de Q pois  ^ ^ Z(p). Vamos verificar 
que Z(p) é um anel de valorização de Q. Seja ^  uma fração irredutível de Q,
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não nula, e suponha que ^  ^ Z(p). Assim, p \ n, e como a fração é irredutível 
temos que p \ m .  Portanto, ( ^ ) _1 =  ^  £  Z(p).
O anel de valorização Z(p) do exemplo acima é chamado de anel de valorização 
p-ádico de Q. O anel Z(p) é a localização do anel Z no ideal primo pZ.
Se vi é um anel de valorização de K, então a relação de inclusão é uma relação 
de ordem total no conjunto dos ideais de A, como pode ser visto na Proposição 
abaixo.
Proposição 3.1.1 Seja A um anel de valorização de K. Se I e J  são ideais de A 
então I  ç  J  ou J  Ç I.
Demonstração: Se I <£ J  então existe x £ I \J ,  x ^  0 . Seja y £ J. Se y  =  0 então 
y  G I. Se y  /  0 então x~xy  E K*. Como A é anel de valorização de K  vem que 
x~ly  G A  ou xy~x G A. No primeiro caso temos x £ I  e x~ly £ A  que leva a y £  I. 
No segundo caso temos y £ J  e xy~x £  A  que leva a x £ J, o que é contradição. 
Logo I  Ç  J  ou J  Ç  / .
■
O resultado anterior fornece outra maneira de verificar que Z não é anel de 
valorização de Q pois 2Z e 3Z são ideais de Z incomparáveis pela inclusão.
D efinição 3.1.2 O Radical de Jacobson de um anel A é a interseção de todos os 
ideais maximais de A, e é denotado por J{A).
Corolário 3.1.1 Seja A um anel de valorização de K.
(a) Todo ideal finitamente gerado de A é principal.
(b) A é um anel local e seu único ideal maximal é J(A) =  A\U(A).  
Demonstração:
(a) Seja /  =  x\A  +  • ■ • +  xnA  um ideal finitamente gerado de A. Pela Proposição
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3.1.1 temos que XiA Ç XjA ou XjA Ç xiA paxa i , j  =  1, Assim, existe
k G {1, • • •, n} tal que =  / .
(ò) Sejam I e J  ideais maximais de A. Então I  Ç J  ou J  Ç  / ,  mas como ambos 
são maximais temos que I =  J. Logo A  é local e seu único ideal maximal é J(A). 
Como J(A)  é maximal vem que J(A) ^  A e então J(^4) Ç  A\U(A).  Seja agora 
x G A\U(A).  Desde que x G A  e z -1  ^ A temos xA ^  A. Assim xA é ideal próprio 
de A e portanto deve estar contido num ideal maximal, isto é, xA  Ç  J(A). Logo 
x G
■
É comum denotar o único ideal maximal do anel de valorização por n\A-
Proposição 3.1.2 Se A é um anel de valorização de K então A é integralmente 
fechado, isto é, {x G IK; x é inteiro sobre A}  = A.
Demonstração: Seja A =  {x G K ; x é inteiro sobre É claro que A Ç A  pois dado 
a G A  temos que a é raiz de X  — a G A[X\. Tome agora x G A. Podemos assumir 
x ^  0 pois x — 0 G A. Então x G K  e p(x) =  0 para algum polinómio mônico 
p (X ) G ^4[X]. Assim podemos escrever xn +  an^ixn~l +  ■ ■■ + aix + ao =  0 com 
ai G A. Se x G A nada temos para fazer. Consideremos x~l G A. Multiplicando 
a igualdade xn =  —(a„_ixn_1 +  • • • +  atx +  a0) por x ~n+1 =  (x~l)n~l G A  temos
x =  — (an_ i+ a„_ 2^_1H------ l-aiX“n+2+ao^_n+1)- Como cada parcela do lado direito
está em A  concluímos que x G A. Portanto A  =  A.
m
A próxima Proposição mostra que os anéis de valorização de Dedekind são 
exatamente os anéis de valorização noetherianos.
Proposição 3.1.3 Seja A um anel de valorização de K. São equivalentes:
(i) A é domínio de Dedekind;
(ii) A é anel noetheriano;
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(iii) A é domínio principal
Demonstração:
(i) => (n) Segue da definição de domínio de Dedekind.
(■ii) => (iii) Por hipótese todo ideal de A  é finitamente gerado. Segue do Corolário
3 .1.1 que todo ideal de A  é principal.
(iii) =» (i) Para provar que A  é domínio de Dedekind precisamos mostrar que A é 
noetheriano, integralmente fechado e que todo ideal primo não nulo de A é maximal. 
Á Proposição 3.1.2 garante que A é integralmente fechado. Pela hipótese (iii) A  é 
domínio principal. Logo A  é domínio noetheriano. Seja /  um ideal primo não nulo 
de A. Então I =  (p) eO ^  p é  primo em A. Seja J  =  (q) um ideal maximal contendo
I. Assim, (p) Ç (gr) e daí p =  qt para algum í  e i .  Como p  é primo temos que p | q 
ou p | t. Se p  11 então t  =  pu, para algum u G A. Segue que p =  qt =  qpu, e como A 
é domínio temos qu — 1 implicando em (q) =  A. Absurdo pois (q) é ideal maximal. 
Portanto devemos ter p  | q, e assim (q) Ç (p). Logo, (p) =  (q) é ideal maximal.
■
Vamos destacar ainda dois importantes resultados sobre anéis de valorização. 
O primeiro deles, conhecido como Teorema da Correspondência, relaciona ideais pri­
mos do anel de valorização A  do corpo K, com os sobreanéis de A  em K. O segundo 
resultado é o Teorema da Extensão que possibilita obter um anel de valorização V  
para o corpo L D K tal que V  n K =  A.
Sejam A um anel de valorização do corpo K, e B  um sobreanel de A em K,  
isto é, A Ç B  Ç K. E claro que B  é um anel de valorização de K, e então pelo 
Corolário 3.1.1, J(B) — B\U(B)  é o único ideal maximal de B.
Afirmação: J(B)  Ç  J(A).
De fato, se x 6  J(B)  =  B\U(B)  então x 6  B  e x~l £ B. Como A Ç  B  vemos que 
x~l $ A, e portanto x G A. Logo x G A\U(A)  =  J(A).
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Usando as notações:
P — {B  Ç K ; B  é anel e A C  B}  
p = { P Ç A - , P  é ideal primo},
obtivemos uma aplicação
dada por ij)(B) =  J(B). que reverte a inclusão. Lembre que J(B)  é ideal primo por 
ser maximal.
Por outro lado, dado P  £ p, consideremos o conjunto S' — A — P. Desde que 
P  é ideal primo é fácil ver que:
(a) l € S ;
(b) 0 £ S ;
(c) x ,y  £ S  =» xy  e  S.
Estas condições asseguram que S  é um sistema multiplicativo e que 
Ap  =  { f ; a, b £ A, b P }  é um sobreanel de A  em K. Temos então a aplicação
(fi : p  (5
dada por <p(p) — Ap.
Teorema 3.1.1 (Teorem a da Correspondência) A aplicação ijj : fi —+ p dada 
por ip(B) — J(B) é bijetora e ijj~l =  tp.
Demonstração: Precisamos provar que Aj(B) =  B e J(Ap)  =  P  para todo anel B  tal 
que A Ç B  Ç K, e para todo ideal primo P  de A. Mas 
A  Ç A/(s) =  { f ; a, b £ A  e ò ^ J{B)}  e A ç .  B.  Assim b e  B eb £ J(B) — B\U(B),
81
que leva a 6_1 G D. Logo, Aj^B) Q B. Seja agora x £ B, e consideremos x  ^  0. Se 
x £ A  então x £  A/(s)- Se x~l £ A  então x~l £ B. Como J(B)  é ideal próprio 
e x £ B  vem que x~l ^ J(B). Escrevemos então x =  G A/(b) provando que 
B  Ç Aj(B). Para ver que J(AP) — P  começamos observando que AP é anel de valo­
rização eportanto J(AP) =  AP\U (A P). Desde que U(AP) =  { | ; a,b £ A e  a,b £  P }  
vem que J(AP) =  { f ;a,b G A,b <£ P  e a £ P} .  Escrevendo p £ P  como p =  f  
temos que p £ J(AP) e daí P  Ç J(AP). Por outro lado, a inclusão A C AP garante 
que J(AP) Ç J(A)  Ç A. Dado a ■ b~x £ J(AP) temos que a,b £ A, b £ P, a £  P  e 
também a ■ b~l =  d £ A. Assim bd =  a £ P,  e como P  é ideal primo eb  £ P  temos 
d £ P,  isto é, a ■ ò-1  G P.  Logo, J(AP) Ç  P.
U
Sejam K e L  corpos tais que K Ç L .  Se V ê um anel de valorização de L, então 
é claro que A =  V  fl K é um anel de valorização de K. O Teorema da Extensão 
garante que todo anel de valorização de K pode ser obtido desta forma.
Teorem a 3.1.2 (Teorem a da Extensão) Seja K Ç L  uma extensão de corpos. 
Se A é um anel de valorização de K então existe um anel de valorização V de L tal 
que j4 =  K n y .
Demonstração: ([7], Theorem 13.2, pg 94).
■
3.2 Valorizações de Krull
As valorizações de Krull aparecem como uma generalização da definição de 
valorização exponencial vista na seção 2.4. Faremos um estudo sobre valorizações 
de Krull, relacionando tais valorizações com os anéis de valorização.
Seja (G, +) um grupo abeliano totalmente ordenado pela relação <. Denote­
mos a união do símbolo oo ao grupo G por GlJ {oo}, e consideremos as convenções:
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• £ +  oo =  oo +  g' =  oo +  oo =  oo, paxa todo g G G\ 
o g <  oo, para todo g G G;
• gi <  92 => gi +  h <  g2 +  h, para todos gu g2, h e G .  ^
Definição 3.2.1 Seja K um corpo. Uma função {oo} é uma valoriza­
ção de Krull quando:
iy E i )  v(x) =  oo <=> x =  0 ;
(VE2) v(xy) — v(x) +  w(y), para todos x, y  G K;
(VE3) v(x +  y) >  min{v(x), v(y)},  para todos x, y  G E..
Note que sempre podemos considerar v como sendo uma função sobrejetora. 
De fato, a condição (VE2) assegura que v é um homomorfismo entre os grupos (K*, ■) 
e (G, +). Então, se for necessário podemos trocar G pelo grupo v(K*).
O grupo G é chamado de grupo de valores de v. Daqui em diante, como é 
comum, fazeremos referência as valorizações de Krull apenas como valorizações.
Nosso objetivo é relacionar as valorizações de um corpo com os anéis de valo­
rização deste corpo. Começamos com um Lema sobre propriedades de uma valori­
zação.
Lema 3.2.1 Seja v uma valorização dó corpo K. Então:
(a) w(l) =  w (-l)  =  0;
(ò) v(—x) = v ( x ) ,  para todo x G K;
(c) v(x~l ) =  —v(x), para todo x G K*.
Demonstração:
(a) Por (VE-2) temos claramente que ü(1) =  0. Daí escrevemos 0 =  ?j(1) =
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t>((—1).(—1)) =  v(—1) +  v(—1). Desde que o grupo de valores de v é totalmente 
ordenado isso implica em v(—1) =  0. De fato, supondo que v(—1) > 0 vem que 
v(—1) +  v (—1) > v(—1) >  0 implicando em ?;(1) > 0. Contradição. Analogamente 
não podemos ter v(—1) < 0 .
(b) v(—x) =  v(—l  ■ x) =  ü(—1) +  v(x) =  0 4- v(x) =  v(x).
(c) 0 =  w(l) =  v(x  • a r1) =  v(x) +  v(x~1) => v(x~l ) =  —v(x).
■
Proposição 3.2.1 Seja v uma valorização do corpo K.
(a) Av =  {x E K; v(x) >  0} é um anel de valorização de K;
(b) Jv =  {x  G K] v(x) > 0 }  e o único ideal maximal de Av;
(c) J(AV) =  Jv =  {x e  Av; x =  0 ou x~l £ 4^,;}
Demonstração:
(a) Desde que ?;(0) =  ooe ?j(1) =  0, é claro que 0,1 e  Av. Dados x ,y  € Av também 
temos v(xy) =  v(x) +  v(y) >  v(y) >  0, e assim xy £ Av. Além disso, v(x — y) =  
v (x + {—y)) >  min{v(x) ,v(—y)}  =  min{v(x) ,v(y)} >  0, istoé, x —y e  Av. Portanto 
Av é um subanel de K. Para ver que Av é um anel de valorização de K tomamos 
x G K, x ^  0. Como v(x~1) =  —v(x) vemos que v(x) > 0 ou v(x~x) > 0, e então 
x £ Av ou x~l G Av.
(b) Para mostrar que Jv é um ideal de Av, tomamos x G Jv e y  G Av. Assim, 
v(x) > 0 e v(y) >  0. Agora v(xy) =  v(x) +  v(y) >  0, e então xy G Jv. Logo Jv é 
ideal de Av. Desde que Av é um anel de valorização de K, sabemos da seção anterior 
que seu único ideal maximal é dado por AV\U(AV). Portanto vamos provar que 
Jv — AV\U (AV). Como 1 ^ Jv temos que Jv é um ideal próprio de Av, e então deve 
estar contido num ideal maximal. Sendo AV\U(AV) o único ideal maximal de Av 
segue que Jv Ç AV\U (A V). Seja agora x G AV\U (AV). Então v(x) >  0 e v(x~1) <  0 
o que implica em v(x) >  0 e —v(x) <  0. Portanto v(x) >  0 e x £ Jv.
(c) Desde que J(AV) é a interseção de todos os ideais maximais de Av, temos pelo
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item (6) que J(AV) =  Jv. Se x G Jv e s ^ O  então v(x~1) =  —v(x) <  0. Isso implica 
em x~l Av e daí Jv Ç {x G x =  0 ou a r 1 ^ A;}- Por outro lado, se x g 
x / 0 e  x~l Av temos que —v(x) =  v(x~1) <  0 que leva a x G Jv.
■
Com a notação da Proposição anterior temos a seguinte definição.
Definição 3.2.2 Duas valorizações v e v' de K  são equivalentes quando Av =  Av>.
Denotanto por [u] a classe de equivalência da valorização v, temos uma apli­
cação
•0 : { [v]; v é valorização de K} —» {A; A é anel de valorização de K}
[•y] Av
Veremos agora como associar a cada anel de valorização do corpo K, uma 
valorização de K.
Seja A um anel de valorização de K. No conjunto
G =  {xA-,x e  K*}
defina a operação
xA +  yA — {xy)A.
É fácil ver que G é um grupo abeliano cujo elemento neutro é A =  1 ■ A.
Para que G seja o grupo de valores de alguma valorização de K, precisamos 
ter uma relação de ordem total em G. Fazemos isso escrevendo xA <  yA quando 
yA  Ç xA.  Note que isso de fato define uma relação de ordem total em G, pois 
dados x ,y  G K* temos xy~l G K*. Daí xy~l G A  ou x~ly  G A. Se xy~l G A
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c
então xy~l • A  Ç A  implicando em xA Ç yA. Analogamente x l y  G A implica em 
yA  Ç  xA.
Com as convenções feitas no início desta seção para unir G ao símbolo oo, 
definimos
v : K —> G U {00}
0 t—> 00
x i—► xA, x ^  0 .
Proposição 3.2.2 Com as notações estabelecidas acima temos:
(a) v é uma valorização de K;
(b) Av =  A;
C'
(c) Existe uma correspondência biunívoca entre anéis de valorização de K  e classes 
de valorização de K.
Demonstração:
(o) A condição (VEí) é evidente. Para verificar (VE2) tomamos x, y  G K, e obser­
vamos inicialmente que se ,x =  0 011 y =  0 a condição é satisfeita. Assim podemos 
assumir x ^  0 e y  7  ^ 0, isto é, v(x) =  xA  e v(y) =  yA. Pela definição da operação 
em G temos v(xy) =  (xy)A — xA +  yA  =  v(x) +  v(y), e portanto vale (VE 2). 
Novamente tomamos x, y  G K e observamos que (VE3) é evidente quando x +  y =  0. 
Quando x +  y ^  0 vem que v(x +  y) =  (x +  y)A Ç  xA +  yA. Como G é totalmente 
ordenado devemos ter xA  Ç  yA  ou yA  Ç xA,  implicando em xA  +  yA  Ç  yA  ou 
xA -t- yA  c  xA. Podemos escrever então v(x 4 - y) Ç zA,  onde zA ê o maior, na 
relação de inclusão, entre xA e yA. Assim, zA  =  min{xA, yA}  segundo a relação 
<. Portanto, v(x +  y) >  zA — min{xA,yA } =  min{v(x),v(y)}.
(6) Como o elemento neutro de G é A, vemos que Av =  {x  G K; v(x) >  A} — 
{0} U { i G  K*; xA Ç, A}  =  A.
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(c) Temos definidas as aplicações
íp • { M ! V é valorização d e  IK} —> {Aj A é anel de  valorização d e  K. j-
[w] I—> Av
:-Ç |  / \  ^  A é anel d e  valorização de —► { [ ^ ]  j ® valorização de K }
A I—> [v]
com Av — A, pelo item (6).
• tj}(ip(A)) =  4>([v\), onde v é tal que Av =  A. Assim ifj(ip(A)) =  Av =  A.
•  (p(ip[v\) — (fi(A,j) =  [w] onde Aw =  Av. Daí [w] =  [u] e portanto (p(ip({v})) =  [v\.
M
Exemplos:
1. Todo corpo K possui uma valorização, chamada de valorização trivial, oíide 
tomamos G =  {0} e definimos
ü : K - > G U  {oo}
0 i—> oo 
x 0 ; x  7  ^0 .
Note que a valorização trivial está associada ao anel de valorização trivial, isto 
é, Av =  K.
2 . Para cada número primo p  podemos definir a valorização p-ádica de Q. Para 
isso observamos que dado f  <G Q podemos escrever f  =  pn ■ onde n G Z e  
r, s são primos relativos com p. Definimos
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vp : Q - + Z U  {00}
0 1—> 00
a  n r-  =  p n ■ -  1— » n .  
b s
Não é difícil verificar que vp é uma valorização de Q. Além disso, dado § G Q 
temos que:
^ G 4 ^  vp( | )  > 0 ^ p | 6 ^ ^ G  Z(p).
Portanto, Av =  Z(p), isto é, a valorização p-ádica está associada ao anel de 
valorização p-ádico de Q.
3.3 Teorema da Aproximação para Anéis de 
Valorização
Daqui em diante nosso principal objetivo passa a ser demonstrar o Teorema 
da Aproximação para anéis de valorização. Além disso, definiremos anel de Prüfer 
e, a partir dessa definição e de algumas propriedades, demonstraremos a versão fra­
ca do Teorema da Aproximação para anéis de valorização. Para demonstrarmos a 
versão forte de tal Teorema, precisamos ainda definir anéis de valorização indepen­
dentes. Vale a pena ressaltar que em ambas as versões do Teorema da Aproximação 
utilizamos o Teorema Chinês de Restos nas suas demonstrações.
Definição 3.3.1 Seja R um anel e M  um subconjunto de R. Dizemos que M  é um 
sistema multiplicativo de R quando
(a) 1 G M;
(b) 0 i  M;
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(c) m,m! E M  =>- m • m! E M.
Exemplos:
1. O conjunto dos elementos inversíveis do anel R , isto é, M. — U(R), é um 
sistema multiplicativo para R.
2. S e R é  um domínio então M  =  R* é um sistema multiplicativo para R.
3. Se P  é um ideal primo de R  então M  — R — P  ê um sistema multiplicativo 
para R.
Se R  é um subanel do corpo K e M  é um sistema multiplicativo para R  
podemos definir o conjunto
Rm =  0" ■ m""1; r E R e m E M }  Ç K.
É claro que 0,1 E Rm e que Rm é fechado por produto. Além disso, dados 
r m r l ,sn~l E Rm temos que rm -1  — sn~l — (rn — sm)(mn)~1 . Portanto, Rm 
é um subanel de K  que contém R.
Definição 3.3.2 0  anel Rm é chamado de anel de frações de R, segundo o sistema 
multiplicativo M.
Definição 3.3.3 Sejam R um subanel do corpo K  e A um anel de valorização de 
K. Dizemos que A é essencial para R quando A =  Rm , para algum sistema multi­
plicativo M  de R.
Usaremos as notações:
e(R) para o conjunto dos anéis de valorização de K que são essenciais para R. 
(3(R) para o conjunto dos anéis de valorização de K que contém R.
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Como R  Ç Rm, para todo sistema multiplicativo M, temos que e(R) Ç f3(R).
Definição 3.3.4 Um subanel R do corpo K é chamado de Anel de Prüfer de K 
quando e(R) =  fi(R).
Para cada anel de valorização A do corpo K temos o homomorfismo projeção 
canônica
A(pA : A -* —  
rriA
a i—»■ a 4- rrpA
onde rrpA é o único ideal maximal de A.
Proposição 3.3.1 Seja R um subanel do corpo K.
(a) Se A e  P(R) então <Pa (R) Q
(b) Se A e  P(R) e <Pa (R) =  então tí\a n R é um ideal maximal de R.
(c) Se A £ e(R) são equivalentes:
(i) <pA(R) =  ^
(ii) rrpA H R é ideal maximal de R.
Demonstração:
(a) É óbvio pois R Ç  A.
(b) Por hipótese R  Ç A e Pa |/*: R  —5► — é um homomorfismo sobrejetor de anéis. 
É fácil ver que Ker((pA |b) =  RHrrpA, e então é isomorfo a Desde que ^  
é corpo temos que ^ 7^  também é corpo, e portanto rrpA C\Ré  ideal maximal de R.
(c) (i) =>• (ii) Segue de (b) pelo fato de e(R) ç  /3(R).
(ii) => (i) Como rrpA n R é ideal maximal de R, temos pelo exemplo 3, que 
S =  R  — (rrpA n R) é um sistema multiplicativo de R. Por outro lado, desde que 
A €  e(R), existe um sistema multiplicativo M  de R  tal que A =  Rm - Suponha
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que exista x G M  fi rrf,A- De x G M  vem que x~l =  1 • x~l G Rm =  A, mas co­
mo x G rrpA isso leva a 1 =  x ■ x~l G npA- Contradição. Logo M  D rfyA =  0 e daí 
M  n (rrpA n R) =  0 e portanto M  Ç R -  (rq,A fl R) =  S. Agora concluímos que A  Ç Rs 
pois A =  Rm Ç Rs . Se rm -1 G Rs  temos r e R E A e m e S  =  R — (:rrpA H R), 
isto é, r E A, m £ A e m  £ nf,A, que leva a r e  A e  m_1 G A. Portanto rm -1  G A e  
assim Rs  Ç A. Verificamos então que A =  Rs =  Rm- Para provar que <Pa(R) =  ^  
basta mostrar que ^  Ç ipA{R)- Seja ã =  a +  rr)A € Como a e  A =  Rs 
vem que a — uv~l , onde u G R  e v G 5 , isto é, u ,v  E R  e v £ rrf,A ^ R- Por 
hipótese «£4 fl R é  ideal maximal de R, e então (n}A H R) +  vR =  R. Obtemos 
então r £ R e a  e  rrpA  ^ R  tais que 1 =  a  +  vr. Segue que vr  =  1 — a,  dai 
r =  w-1 (l — a) e ur =  uv~l { 1 — et) =  a (l — a) — a — aa. Finalmente, ur G R  e 
cp(ur) =  a —aa — ã — ã ã  =  ã  pois a  G rrpA- Isso prova que Wa{R) =  ~ -
»
0  Teorema abaixo é um dos resultados importantes, que usaremos na demons­
tração do Teorema da Aproximação para anéis de valorização. Sua demonstração 
pode ser vista em ([7], Theorem 11.12).
Teorem a 3.3.1 Sejam Ai ,-- -  ,A k anéis de valorizações do corpo K, dois a dois 
incomparáveis pela relação de inclusão. Então R =  A\ fl ■ ■ • fl Ak é um anel de 
Prüfer de K, e seus ideais maximais distintos são exatamente rr}A1 n R, • • •, rrpAk n R. 
Além disso, existe uma correspondência biunivoca entre B{R) =  e{R) e os ideais 
primos de R dada por A rrpA fl R, P  R(r-p) .
Corolário 3.3.1 Sejam A\ ,■■■ ,A k anéis de valorizações do corpo K, dois a dois 
incomparáveis pela relação de inclusão, e R — A\ H • • • n Ak. Então para cada
i G {1, • • ■, A;} temos <pAi(R) =
Demonstração: Para cada i G {1, - • • ,k }  temos R  Ç Ai, isto é, Ai G P(R). Pelo 
Teorema 3.3.1, R  é um anel de Prwfer de K, e então Ai G /3(R) =  e(R). Também 
pelo Teorema 3.3.1, vemos que rrpAi n R é  ideal maximal de R. Agora usamos a
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Proposição 3.3.1, item (c) para obter que <Paí(R) = t
Provaremos a seguir o resultado conhecido como versão fraca do Teorema da 
Aproximação para anéis de valorização.
Teorem a 3.3.2 Sejam Ai, - ■ ■ ,A k anéis de valorização do corpo K, dois a dois 
incomparáveis pela relação de inclusão, e R — A\ D • • • fl Ak. Então para cada 
(ai, • • •, ajt) € Ai x • • • xAk existe d € R ta l  que (d—ai , • • ■, d —au) E «Mi x • • •x ■
Demonstração: Para cada i 6  {1, • • •, k}  temos o homomorfismo ^  : A  —> 
e pelo Corolário 3.3.1 vem que ípAi(R) — ~ i~- Assim para at- G ^  existe di £  RWA-i
tal que </?(di) =  õj, isto é, d* +  r/^t =  ar +  njAi e portanto di — a; e  «Mi- Do 
Teorema 3.3.1 tiramos que njAi H fí, • • •, njAk H R  são ideais maximais distintos de R, 
e portanto 777^  n i?,, ■ ■ ■, rrpAk H -R são ideais dois a dois comaximais de R. Aplicando
o Teorema Chinês de Restos (Teorema 1.1.1) aos elementos di,---,dfc G R e  aos 
ideais n /?,-•■, fl R, obtemos d E R  tal que d — di G rr/,^  fl fí. Logo 
d -  Oi =  (d -  di) +  (di -  a i) G
■
Para provar a versão forte do Teorema da Aproximação para anéis de valori­
zação precisamos nos restringir aos anéis de valorização independentes.
Definição 3.3.5 Sejam Ai e A2 anéis de valorização do corpo K. Dizemos que Ay 
e A2 são independentes quando o único anel de valorização de K que contém A] e 
Ai é o próprio corpo K.
Note que o fato de A\ e A2 serem independentes não implica em Ai e A2 serem 
incomparáveis, pois podemos ter A x — K e A2 ^ K. No entanto, se At e A2 são 
diferentes de K então a independência implica que Ai  e A2 são incomparáveis.
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Se Ai e A2 são anéis de valorização do corpo K, definimos
n
Ai • Ai — a,ibi; a; G Ai e bi G A2}.
2=1
E fácil ver que Ai • A2 é um subanel de K que contém A l e A2. Logo, Ai • A2 é 
um anel de valorização de K. Além disso A, • A2 é o menor subanel de K  que contém 
Ai e A2.
Proposição 3.3.2 Sejam Ai e A2 anéis de valorização de K. São equivalentes:
(i) Ai e A2 são independentes;
(i i) Ai ■ A2 =  K;
(in) rrf,Al.A2 =  (0 ).
Demonstração:
(i) o  (ü) Assumindo que A) e A2 são independentes é claro que A, • A2 =  K 
pois A i, A2 Ç Ai • A2 e Ai • A2 é anel de valorização de K. Reciprocamente, se 
Ai • A2 =  K temos que o menor subanel de K que contém A t e A2 é K. Logo, Ai e 
A2 são independentes.
(ii) <=> (iü) Se Ai • A2 =  K então Ai • A2 é corpo e seu único ideal maximal é 
«Mi a2 =  (0)- Reciprocamente, se (0 ) é o único ideal maximal de Ai • A2 então 
Ai ■ A2 =  K pelo Teorema da Correspondência (Teorema 3.1.1).
■
Lembramos que se I  é um ideal do anel R, I  ^  R, então o radical de /  é dado
por
V I  =  {x e  R-,xn e  I  para algum n G N}.
Claramente y / l  é um ideal próprio de R  pois 1 ^ yfl.  Também I  Ç V7, e vale a 
igualdade quando I  é ideal primo de R.
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Lem a 3.3.1 Seja A um anel de valorização de K. Se I é um ideal próprio de A 
então y / l  é um ideal primo de A.
Demonstração: Desde que y / l  é um ideal próprio de A, basta provar que a G y / l  
ou 6 G y / l  quando a, 6 G A e ab G y/1. Seja n G N tal que (ab)n G I. Pela 
Proposição 3.1.1 devemos tev A ■ a Ç A ■ b ou A ■ b Q A ■ a. Se A ■ b Ç A ■ a então 
b2n G Abn ■ Abn Ç  Abn ■ Aan Ç  Aanbn G I  implicando em b G y/l.  Analogamente 
temos a G y / l  quando Aa Ç  Ab.
■
Note que se R  é subanel de A e I  é um ideal próprio de A  então y / l  n R =  
y/I n R. De fato, como I  D R é ideal de R  temos
y / l  D R  =  {x G A\ xn G /  para algum n G N} fl R —
=  {x  G R; xn G /  para algum n G N} =
= {x  G R\ xn G / fl R  paxa algum n G N }  =  y / l  fl R.
Proposição 3.3.3 Sejam Ai, - • • ,Ak anéis de valorização de K, dois a dois inde­
pendentes, R =  Ai n • • • fl Ak e li ^  0 um ideal próprio de Ait para i G {1, • • •, k}. 
Então I\ D R, ■ ■ ■, Ik R são ideais dois a dois comaximais de R.
Demonstração: Podemos assumir k >  2 e que Ai /  K. Assim, At ■ ■ ■ ,Ak também
/
são incomparáveis. Sejam Bi =  tí\a, n R e Ci =  U fl R. E claro que Ct Ç  Bi pois 
h  ^  WM<- Pelo Teorema 3.3.1 temos que Ai G (3{R) =  e(R) e então Ai =  Rst , 
onde Si é o sistema multiplicativo R — Bi. Assim li é ideal de Rsz e deve estar 
contido no seu único ideal maximal, isto é, li Ç Bi ■ RSi =  («Mi H R) ■ Rs\ Ç 
(.li n R) ■ Ai Ç  li. Como /,; /  0 e I), =  (/,; n R) • At vem que Q  =  fl R, 0. 
Suponha que C1: - ■ ■ ,Ck não são ideais dois a dois comaximais. Então existem
i , j  G {1, ■ • •, k}, i /  j ,  tais que Ci+Cj  está contido em algum ideal maximal rr), de R. 
Pelo Teorema 3.3.1 concluímos que rrp =  Bh para algum h G {1, ■ • •, k}. Reordenando
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convenientemente os conjuntos {C í, • • •, Cjt} e {Bi,  • ■ •, Bk} podemos assumir que 
Ci Ç  f i2- O Lema 3.3.1 diz que y/T[ é um ideal primo de A\ e então y/Cl  =  y/T\ n R  
é um ideal primo de R. Como Cx Ç  fí2 e B2 é ideal primo de R  temos \[C[  Ç 
y/B* =  B2, e claramente Ç VB\  =  Bi pois Bx é ideal primo de R. Desde que 
y/ü[,  B\ e B2 são ideais primos de R, y/Ü[ Ç  B v e y/C[ Ç  _B2 temos os sistemas 
multiplicativos Si =  (R—Bi) Ç  (R—y/Cl) e S 2 =  (R —B2) Ç (R—yfC[), que levam a 
-Ai =  Q R(r-VcT) c A2 =  Rs2 Ç R(r-VcI)- Chamando =  R(r-VcI) vemos 
que Ai, A2 Ç Rb , e como A± e A2 são independentes segue que Rb  =  I&. Assim o 
único ideal maximal de Rb  é \fC\ • Rb — 0, implicando em \ [C[  — 0 , donde CY =  0 . 
Isso leva a contradição.
■
Lem a 3.3.2 Sejam A um anel de valorização próprio de K com valorização corres­
pondente !j : K - > G U  { ° o} ,  c 6 A , c ^ 0  e x G G. Então
I =  {a £ rrf,A',v(a) > v(c) +  x}  é um ideal próprio de A e I ■=/ 0.
Demonstração: É claro que se a e b estão em /  então v(a +  b) >  min{v(a), v(b)} >  
v(c) +  x, isto é, a +  6 G / .  Se a G í  e a  G i  então v(a) >  0 implicando em 
v(aa) =  v(a) +  v(a) >  v(a) >  v(c) +  x. Portanto, /  é um ideal de A e /  ^  A 
pois I  Ç  rq,A ^  A. Para ver que 7 ^ 0  dividiremos em dois casos: x < 0 e x > 0. 
Consideremos inicialmente x >  0. Como v pode ser tomada sobrejetora, existe 
ã G K* tal que v(ã) — x >  0, e então ã G rrpA- Tomando a =  ã ■ ã ■ c G n}a 
temos v(a) =  v(ã) +  v(ã) +  v(c) — v(c) +  x +  v(ã) > v(c) +  x, garantindo que 
0 /  a G / .  Para o caso x <  0, tomamos u G u /  0. Note que este elemento 
existe pois A ^  K implica em rr/,A /  0. Escolhendo a — u ■ c G rrpA, temos
v(a) =  v(u) +  v(c) > v(c) >  v(c) 4- x, pois v(u) >  0, já que u G rrpA■ Portanto 
0 /  fl G / .
■
Demonstraremos agora o principal resultado deste capítulo, conhecido como 
Teorema da Aproximação para anéis de valorização, que é uma versão do Teorema
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da Aproximação para valorizações exponenciais visto no capítulo 2.
Teorem a 3.3.3 (Teorema da Aproxim ação) Sejam Ai, • ■ • ,Ak anéis de 
valorização de K, dois a dois independentes, evi : K  —* G;U{oo} as valorizações cor­
respondentes a Ai} i G {1, •••,&}. Dados (x\,- -- ,xk)  G K x x K e 
(71 , • • • >7k) G G) x • • • x Gk, existe uma infinidade de elementos x G K  tais que 
Vi (x  -  xi) =  7i.
Demonstração: Podemos considerar que A i ^  K, pois i G {1, • • •, k}. De fato, se 
Ai — K então a valorização correspondente é a valorização trivial Vi : K —> {0}U{oo}, 
que permite tomarmos qualquer x G K, x /  z* obtendo vi(x — xi) =  % =  0. Sendo 
Ai anéis de valorização próprios de K, para i G {1, • • •, A;}, e A\, ■ ■ ■, Ak dois a dois 
independentes, temos que A x, ■ ■ ■, A k  são incomparáveis. Portanto podemos utilizar 
o Teorema 3.3.1. Seja R =  Axf]- ■ -r\Ak que é um anel de Prüfer, isto é, e(R) =  f3(R). 
Como K  ç  P(R) =  e(R) vemos que K =  Rm para algum sistema multiplicativo M  
de R. Portanto l é o  corpo quociente para R  e então x,: =  diC^ 1 com di G R  e 
c,; G M.  Tomando c =  Ci ■ ■ ■ ck e di =  di ■ ci ■ - • • • • ck temos que Xi — di- c~l .
Seja li =  {a e  rq^ ; vif(a) > Vi(c) + 7*}. Pelo Lema 3.3.2, h  é um ideal próprio 
e não nulo de Ai. Segue da Proposição 3.3.3 que Ct =  h D R  são ideais dois a 
dois comaximais de R. Desde que di, ■ ■ ■ ,dk G R, aplicamos o Teorema Chinês de 
Restos (Teorema 1.1.1) obtendo d G R  tal que (d — di, • • •, d — dk) G Ci x ■ • • x Ck- 
Tomando x =  * vem que Vi(x — xi) =  Vi(dc~l — diC~l ) =  Vj(d — di) 4- ^ (c-1) =  
Vi (d — di) — Vi(c) > Vi(c) + 7 j — Vi(c) =  7 i. Note que d pode ser trocado por qualquer 
elemento do conjunto d +  Ci ■ C2 • • • Ck- Assim temos uma infinidade de elementos 
n e K  tais que Vi(x — Xi) >  7*. Escolhemos agora y* G K tal que Vi(yi) =  7 », e y  G K 
tal que Vi(y -  yi) > 7 , para % =  {1, • • ■, k}. Desde que v^yi) — 7 ,- < Vi(y -  yi) nós 
temos Vi(y) =  Vi((y -  ?/,;) +  y,;) =  7* < v(x -  xi). Portanto Vi(y +  x -  xi) =  7 isto 
é, todo elemento da forma y +  x satisfaz a condição desejada.
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Corolário 3.3.2 Sejam Ai, Vi e Gi como no Teorema. Dado (71, • ■ •, lk)  G 
Gi x x Gt existe uma infinidade de elementos x e  K  tais que Vi(x) =  7^
i e  {!,■■■,k}.
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