ABSTRACT Consuming the proper amount and right type of food have been the concern of many dieticians and healthcare conventions. In addition to physical activity and exercises, maintaining a healthy diet is necessary to avoid obesity and other health-related issues, such as diabetes, stroke, and many cardiovascular diseases. Recent advancements in machine learning applications and technologies have made it possible to develop automatic or semi-automatic dietary assessment solutions, which is a more convenient approach to monitor daily food intake and control eating habits. These solutions aim to address the issues found in the traditional dietary monitoring systems that suffer from imprecision, underreporting, time consumption, and low adherence. In this paper, the recent vision-based approaches and techniques have been widely explored to outline the current approaches and methodologies used for automatic dietary assessment, their performances, feasibility, and unaddressed challenges and issues.
I. INTRODUCTION
Obesity and overweight are defined as the result of energy imbalance between calories intake and expenditure [1] . This has been related to the risks of developing chronic heart diseases, diabetes, and other vascular syndromes. Obesity was the leading cause of death in 2012, with more than 1.9 billion overweight adults, and 650 million of those were obese [2] . Nutritionists attempt to address these issues traditionally by analyzing and monitoring the daily eating habits of their patients or alternatively by examining the images of consumed food [3] . However, the results are affected by the lack of correct logging of food intake by the patients or by the imprecision in estimating the portion size by simple examination of the food images.
Conventional dietary assessment programs require maintaining a daily record of consumed food, manual identification of its contents, and an estimation of its volume [4] , [5] . However, these methods pose a challenge for elders especially when it involves an accurate estimation of the amount and time of the food intake. For these reasons, the need for
The associate editor coordinating the review of this manuscript and approving it for publication was Yudong Zhang. a sophisticated system to automatically carry out all the tasks of food intake, such as detection, food type classification, and volume estimation, has been the main focus in many recent research efforts [6] .
Recent developments in smartphone applications have made it possible to develop an efficient and more convenient solution for automatic dietary assessment [7] , [8] . Recent studies revealed that smartphone-based dietary applications show higher user retention than traditional assessment methods [9] , [10] . However, most of these applications require user intervention and manual input of food items affecting its performance on food content assessments [11] .
The advancements in machine learning and computer vision based applications have paved the way for more robust dietary assessment tools. The general purpose of vision-based methods is to recognize the food, estimate its volume, and assess the related nutrient information. With the development of deep learning algorithms, food detection and recognition accuracy have been drastically improved. However, the performance and effectiveness of such solutions depend on several factors. First, optimal classification accuracy can be attained by training the image classifier with a large number of food images for each class [12] . Additionally, a proper segmentation approach must be chosen and implemented to identify all food segments within a single image, in addition to the extraction of these segments from the image background. Finally, after identifying the food, volume estimation of each food item must take place to assess the corresponding weight and nutrient information [13] , [14] . A typical procedure of vision-based dietary assessment system is shown in Fig. 1 .
In this paper, we review the most relevant vision-based methods and techniques related to food intake detection and nutrient information estimation. Section 2 investigates the current food image datasets. Section 3 examines the current food classification techniques followed by a survey on current methods used for food volume and calorie estimation in Section 4. Conclusively, we highlight the remaining issues and future works related to this topic in Section 5.
II. FOOD IMAGE DATASETS
Training a food image classifier relies on an inclusive collection of food images. An assembled image dataset can be used subsequently to benchmark the recognition performance of other approaches. Several food image datasets have been created for this purpose. It has been a common practice to verify new classifier performance in contrast with the previous methods by training it with a large food image datasets such as Food-101 [15] , PFID [16] , UEC Food-100 [17] , and UEC Food-256 [18] . Existing food image datasets have diverse characteristics, such as food categories, cuisine type, and the total images in the dataset/per food class. For example, PFID [16] has (61) classes of food with a total of 1098 images acquired from fast food restaurants and captured in laboratory conditions. While Food-101dataset [15] contains 101 food classes and a total of 101000 images, 1000 images per food class, captured in three different restaurants. Table 5 summarizes different food datasets with their respective characteristics.
By inspecting food image datasets, it is clear that most of the existing datasets are designated to a specific type of food. Thus, there is a need for a generic and comprehensive food image dataset that can be used for benchmarking and general classification purposes. For examples, the Turkish Foods-15 dataset [19] contains Turkish food images collected from other datasets, while the UNIMIB 2016 [12] consists of items from Italian cuisine acquired from a campus dining hall. Other datasets, Chen et al. [20] and UEC-Food-100 [17] contain images from traditional Chinese and Japanese dishes, respectively. While Food-101 [15] and UNICT-FD889 [21] consist of a mix of eastern and western food images. Moreover, it is noteworthy to state that, in addition to different food types, other image aspects such as if the image was acquired in free-living conditions, VOLUME 7, 2019 in a controlled environment, or whether a segmentation method exists or not were considered in the development of these datasets (Table 1) .
III. FOOD IMAGE CLASSIFICATION
A basic automatic dietary assessment system is required to identify and recognize the food contained in a meal. The image classification, a machine learning technique, is used to identify a set of unknown objects that belong to a subset (class), which has been learned by the classifier in the training phase. In this step, food images are used as input data to train the classifier. An ideal classifier must be able to recognize any food type that has been included in the learning process. Practically, multiple variations exist in digital images, including rotation, distortion, color distribution, lighting conditions, and so forth, which may affect the overall accuracy. The training process itself is a tedious task that consumes a considerable amount of time to reach its intended accuracy goals. The classifier accuracy is affected mainly by the quantity and quality of images used in the training process as well as the proper selection of visual features. The extraction of image features used in the learning process splits a typical image classifier implementation into two strategies: traditional classifiers with handcrafted features and deep learning approaches as shown in Fig. 2 . 
A. TRADITIONAL MACHINE LEARNING APPROACHES
The process of feature extraction in this category is implemented manually by inspecting the visual features found in the food images, such as color, shape, and texture. These features are then used to train a prediction model based on existing algorithms such as support vector machines (SVM) [24] , K-Nearest Neighbors (KNN) [28] , Bag of Features (BoF) [31] , Multiple Kernel Learning (MKL) [24] , and Random Forests (RF) [22] . The traditional classification methods basically execute three progressive tasks: segmentation, feature extraction, and classification. Segmentation is an essential step in identifying different regions of an image and then extracting the objects locations. In the case of food recognition, an appropriate segmentation approach should be implemented to localize food items in the image and exclude other objects such as the background or food containers [24] , [28] . Segmentation, when implemented properly, improves the classification accuracy especially when multiple food items have to be identified within a single image [12] , [31] or volume and nutrient contents have to be extracted [22] , [32] , [33] . Food segmentation is yet a challenging task, as some food images may not present features such as shape contours and food edges [34] . The segmentation could be more challenging when food items are minced, mixed in the food preparation process, and occluded food items laying on top of each other and hiding other parts of the food [35] , [36] . Typically most of the segmentation approaches are based on the graph representation of the image as in equation (1). Graphs (G) are composed of a vertex set (V ) that incorporates a set of image pixels or nodes, and whose edge set (E) is given by an adjacency relationship between these nodes. Finding the optimum ''cut'' that separates the nodes into two dissimilar sets is the common approach in most segmentation algorithms.
Several research works have been undertaken to address the issues related to the food segmentation process. Kawano and Yanai [31] developed a smartphone application and suggested that a manual bounding box must be drawn by the user to select the food areas. These areas are segmented using a GrabCut algorithm to extract the selected regions. Their approach improves overall classification accuracy but the performance is yet limited by the user's ability to select food items properly. Fig. 3 shows a GrabCut segmentation applied to extract certain food items from an image. Another study [14] , suggested the use of Graph Cut segmentation algorithm as in (1) , that basically attempts to cut the graph representation of the image into two sets (A,B) based on the dissimilarity found in the weight (w) of the edge that connects adjacent pixels (u,v) and hence extract selected food images from the background. In their work, 30 food categories were tested and the classification accuracy was much better than a color-based only segmentation reported earlier [37] .
In another approach [12] , several segmentation methods including image color, saturation, JSEG segmentation, and noise removal were combined to address the issue of multiple food identification. In this work, 73 food classes, found in a real food tray served in a canteen, were considered. The results showed that the classification accuracy was significantly improved. However, the tray images were manually segmented by drawing polygonal boundaries. Another study [35] attempted an ingredient based segmentation based on the spatial relationships between the objects in the image by applying a Semantic Texton Forest (STF) algorithm. The overall classification accuracy was improved when compared with the traditional methods. However, this method relies on the composition of visually distinctive ingredients organized in predictable spatial settings. Zhu et al. [38] implemented multiple segmentation hypotheses by assigning a class label to each pixel in an image. By using the classifier results as feedback to the segmentation, the number of segments in the image was estimated considering the confidence scores assigned to each segment. This approach outperformed the normalized cut method [39] as in (3), where (assoc) computes the total edge associations from nodes in A or B to all nodes in the graph (V).
Another study [17] proposed a JSEG segmentation approach linked with several object detectors including circle detector, whole image, and Deformable Part Model (DPM) combination. It was shown that overall classification accuracy could improve in relation to using the DPM model alone. He et al. [40] implemented a local variation segmentation algorithm, applied along with a segmentation refinement as feedback to increase the score of the classified items. The overall classification was improved when compared with the normalized cuts approach [39] . Kong et al. [41] used a perspective distance algorithm with three captured views of food objects and segmented them by clustering the features of each one. Segmentation accuracy was tested on 1-5 objects with 100% success rate for one type of food in the image and 76% success rate when five food items were included. In another study [42] , users were asked to draw a bounding box and select a proper food tag from an available list then automatically segment the food using the GrabCut technique. The semi-automatic segmentation tool has been found to be effective when used on a large image dataset; however, user intervention is still needed. The food segmentation methods, summarized in Table 2 , are mainly focused on visually separated food items (i.e., fruits and vegetables), yet the challenge remains to address the issues of food color, texture similarity, and variations found in prepared and mixed meals. In the process of feature extraction, visual characteristics such as color, shape, and texture are identified [45] . In traditional machine learning, a proper selection of these features significantly improves the classification accuracy and vice versa. The term handcrafted features come from the researcher's ability to identify the relevant features of the desired objects in the image. In the case of food classification, food items vary in shape, color, and texture. The selection of associated features must relate to these three aspects [46] . To date, the challenge remains when prepared food is to be identified. Different methods of food preparation may result in different distinguishing features [28] . For example, the composition of a prepared salad has a different shape and texture from the shape and exterior texture of the whole VOLUME 7, 2019 fruits or vegetables. In order to find an optimal feature extraction process, informative visual data must be extracted from food images. These data can be found in general information descriptors, which are a set of visual descriptors that collect information about different basic features including color, texture, shape, and others. The descriptors, including Local Binary Patterns (LBP), Gabor filter, color information, and Scale Invariant Feature Transform (SIFT) can be applied individually to extract image features [20] . However, multiple descriptors can be implemented simultaneously to improve the overall classification accuracy. For example, a study implemented LBP and SIFT features individually on a food image dataset [20] , the results showed that the accuracy of using SIFT features only is 53% while using the LBP features only resulted in 46% accuracy. Combining both features, along with additional Gabor filter and color features, improved the accuracy to 68%. In another study [47] , the same dataset was used and SIFT, LBP and color features were extracted in addition to other features such as Histogram of Oriented Gradients (HOG) and MR8 filter. A combination of these handcrafted features obtained an accuracy of 77.4%. The study revealed that different parameters of the same extracted features may add up to the overall classification accuracy.
There are several classification approaches with a variety of manually extracted features. Support Vector Machines (SVM) and K-Nearest Neighbor (KNN) have been the chosen traditional methods in several investigations in the field of food image recognition, mostly due to their substantial performance compared with other methods. A recent study [38] applied color, texture, and SIFT features to train a KNN classifier for food recognition. In contrast with an SVM classifier, KNN achieved a better classification accuracy of 70% while SVM classification achieved only 57%.
Anthimopoulos et al. [45] implemented a bag-of-features (BoF) model with SIFT extracted features. The authors trained an SVM linear image classifier to identify 11 classes of food and obtained an accuracy of 78%. Chen et al. [20] Implemented a multi-class SVM classifier to identify 50 classes of Chinese food with 100 images in each category. Further, the authors added a multi-class Adaboost algorithm and improved the classification accuracy to 68.3%, followed by 62.7%, when SVM was implemented separately. Moreover, Beijbom et al. [47] applied SIFT, LBP, color, HOG and MR8 features and developed an SVM image classifier. An evaluation of their work was applied to two food image datasets and achieved a 77.4% accuracy in the dataset presented earlier [20] , while they obtained only 51.2% precision using their menu-match dataset.
The traditional food classification methods, summarized in Table 3 , highlight the type of the implemented classifiers, the selected visual features, and the overall performance. Thus far, the process of features selection remains a challenging task regarding food image classification.
Food items, such as fruits and vegetables, come in distinctive shapes, colors, and textures that are easily separable and could be identified. However, the resemblance in the color and texture of mixed and prepared food renders the traditional classification methods ineffective. Alternatively, with the development of deep learning algorithms, the need for manual feature selection as well as any user intervention has been eradicated or reduced. Hence, it may form a strong foundation for a prospective fully automatic food identification system.
B. DEEP LEARNING APPROACHES
Deep learning, a subset of machine learning, is a new approach to learn and train a more effective neural network. The built-in mechanism of deep learning algorithms adopts the features extraction automatically through a series of connected layers followed by a fully connected layer which is responsible for the final classification. It has recently become popular owing to its marginally exceptional performance with enhanced processing abilities, large datasets, and outstanding classification ability compared to other traditional methods [56] , [57] . Convolutional Neural Network (CNN) is one of the most prominent techniques in deep learning. It was introduced by LeCun et al. [58] for the classification of handwritten digits. CNNs is widely preferred in computer vision applications owing to its exceptional ability to learn operations on visual data and obtain high accuracies in challenging tasks with large-scale image data [59] . CNN, in contrast to other traditional methods, outperforms by a large margin. In the field of food recognition and classification, several research works have implemented this approach. Bossard et al. [15] implemented a CNN model based on the network architecture proposed earlier [60] . Using images from their own dataset (Food-101), the average accuracy achieved was only 56.4% accomplished in 450000 iterations. Yanai and Kawano [53] implemented a deep convolutional neural network (DCNN) on three different food datasets, Food-101, UEC-FOOD-100 and UEC-FOOD-256. The authors investigated the effectiveness of pre-training and fine-tuning of a DCNN with 100 training images for each food category acquired from each dataset. In the experiments, the best classification accuracy achieved was 78.77%, 67.57%, and 70.4% for the UEC-FOOD100/256, and Food-101 datasets, respectively. Proving that fine-tuning of the DCNN pre-trained with a large number of food-related categories (DCNN-FOOD) can significantly improve the classification accuracy. In another study [46] , the performance of Inception V3 deep network introduced by Google [61] was performed. Similarly, three datasets were chosen for the performance evaluation, Food-101, UEC-FOOD-100 and UEC-FOOD-256. It was shown that the fine-tuned version of Inception V3 can attain promising results for the three food image datasets. Their approach achieved 88.28%, 81.45%, and 76.17% accuracy, respectively. In the same manner, a CNN based approach using the Inception model was also implemented [62] . The accuracy achieved was 77.4%, 76.3%, and 54.7% for Food-101, UEC-FOOD-100, and UEC-FOOD-256, respectively. Table 4 gives an overview of the existing methods of food recognition based on deep learning techniques and their performance. It is noteworthy to state that food quantification and classification has been the concern of the majority of the existing dietary assessment research in this domain [46] . The method summarized in Table 4 , are concerned mainly with the identification and categorization of food items rather than estimating its actual volume and corresponding nutrient information, and hence, it is limited by the inability to assess the daily calorie intake.
IV. FOOD VOLUME ESTIMATION
Once the food items in a given image have been identified, the volume/weight of the detected food is estimated, so that its corresponding nutrients information, such as sugar, carbohydrates or calories, could be determined. In practice, the process of estimating the total calories without an accurate instrument can be challenging, even to most nutritionists. An image-based calorie assessment must recognize all food regions, segment the food objects in the image, and classify these regions accurately [20] , [62] , followed by the calculation of the volume of each segmented item. The nutrient information can be estimated by calculating the actual mass of the food according to the estimated volume (V ) and the density of the classified food (d) as in (4), shown at the bottom of this page. The calorie and density information can be acquired as in (5), shown at the bottom of this page, from food nutritional database [51] , [65] , [66] , such as the USDA Food Composition Database [67] .
Estimating the volume of a food object can be challenging when a single 2-dimensional image is the only source of information, as the case of capturing an image with a smartphone or a handheld camera. These images normally do not contain any additional real-world information such as the scale or the depth of the objects in the scene. To estimate the depth, a synthesized image that contains information relating to the distance of the objects in a scene from the camera is usually generated using special hardware components such as depth sensors or by using stereo vision cameras with known focal length (f ) and known baseline length (B) as the distance between the two cameras centers (4). The depth can also be estimated using multiple images from different views with known scene information, such as plates or containers with known size [68] , [69] . 
Estimated Calories of a food item(C) = Calculated Mass(M ) × Database Calories of a Food Item Database Weight of Food Item

FIGURE 4.
A checkerboard reference object is used to estimate the real dimensions of food items [70] , [72] .
Additional parameters such as the scale and pose of objects are important components of understanding geometric relations within a scene. A 3D model of an object is only perceived if these parameters can be estimated. A fiducial marker or a reference object (Fig. 4) with a known size and scale is often placed in the scene to relate to the actual dimensions of other objects [70] - [72] .
A crowdsourcing approach has been implemented to estimate the food volume and its nutrient information [73] . In this method, users are asked to take a photo of their meal that is available to be evaluated by other individuals. In another approach, the volume of the food is estimated using a depth sensor camera [20] , [22] or an additional laser device attached to a smartphone [74] . These methods achieved promising results, though the performance was limited by the fact that food images were captured in a controlled environment or a more sophisticated device such as a depth sensor or an additional camera was used [33] , which could be a practical limitation in real-world conditions.
In another approach, an additional reference object in the scene is used to estimate the volume of the meal. The thumb of a user is placed as a reference in a two-dimensional image for volume estimation. Two pictures are captured along with the user's thumb from the top and side views of the plate [32] , [37] . The top view image is divided into a grid of squares to facilitate the area estimation of different food shapes. The total area (TA) of the food portion is calculated as the sum of all sub areas for each square (T i ) for an (n) number of projected squares (6) . While the volume is calculated as in (7), using the depth (d) estimated from the side view image.
In real-life conditions, several food items can be occluded in the side view, complicating both the identification and volume estimation tasks. Similarly, a 3D reconstruction model using a calibrated camera settings in addition to another reference object, such as a checkerboard, was implemented to estimate depth information [13] , [70] , [72] , [75] . This approach also requires users to carry additional equipment and calibrate the cameras to gain the depth and to estimate its volume, which can be burdensome to most users. Another approach of using reference objects in the scene is to use food containers with known size and shape. For example, a pre-trained plate or a circular container with the known size is implemented to estimate its food contents [70] , [71] , [76] , [77] . It is more practical to avoid carrying additional objects while consuming food; however, it is limited by the choice of specific plates or containers. Moreover, the volume of the food is also estimated using a shape template 3D reconstruction, which fits the detected food item into a corresponding 3D model [40] , [78] - [80] . In addition to the requirement of a fiducial marker in the scene, this approach does not perform well with irregular food shapes. A state of the art approach implementing a fiducial marker-free volume estimation was presented by Yang et al. [81] . The authors proposed an approach where a virtual cube with fixed dimensions (4cm × 4cm × 4cm) is generated in the viewing screen. The user is asked to place the cube next to the food object and scale it by applying common touch gestures to match the size of the food item, as shown in Fig. 5 . The limitation of this approach was that the smartphone has to be placed on the tabletop with a flat surface to calibrate the cameras. This approach achieved an average estimation absolute error of 16.65% for ten types of food. Food volume estimation methods, summarized in Table 5 , achieved promising results, yet more needs to be explored and tested in real-life conditions rather than being tied to a controlled environment. Most of the implemented techniques are not feasible outside the laboratory settings, where nutrient information may vary depending on the preparation method of the food. Taxonomy of general food volume estimation approaches is depicted in Fig. 6 .
V. OUTSTANDING ISSUES AND CHALLENGES
The performance of an automated dietary assessment approach is reliant on each of its subtasks. Starting with the quantity and quality of images acquired from a food image dataset, the proper segmentation of food objects in each image, the classifier's accuracy to detect and identify VOLUME 7, 2019 food contents, and the ability to estimate the corresponding volume and the corresponding nutrient information.
Despite the advancements in food identification methods, many challenges still exist in each of the aforementioned steps. For instance, the performance of a classifier is highly dependent on the source of images found in the food datasets. Even though there is a growth in the number and volume of current food image datasets to incorporate more food categories, such as Food85 [24] , Food201-Segmented [22] , and UEC Food-256 [18] . There is a need for a generic and comprehensive food image dataset to be used for benchmarking and performance evaluation. Moreover, the innovation of Deep Learning models has made it possible for classifiers to efficiently identify new food items. The size of trainable image data has a significant impact on the overall accuracy, and hence large food image datasets can improve the overall performance [60] . It is possible to generate more food images from the existing datasets by implementing basic image processing techniques such as cropping, rotation, adding noise, or manipulating existing features such as brightness, saturation, contrast, and hue [46] .
Although segmentation of food items has significantly improved in the classification performance [38] , it is still challenging to segment prepared, occluded, or mixed food items. The segmentation process is also limited by other factors that may contribute negatively to the segmentation accuracy. For example, different lighting conditions may result in blurry edges or shadows that might be detected as a part of food regions by the segmentation algorithms. Whereas other methods that involve manually-selected food regions can be promising [43] , yet inaccurate bounding box size may negatively affect the overall accuracy [31] .
Moreover, the food portion size estimation is limited by several external factors that may affect the performance of the volume estimation process, including different lighting conditions, blurred edges, or noisy background [20] . These factors need to be addressed properly and further experimentations are needed under these conditions. Moreover, most of the existing volume estimation methods have been only applicable to solid and separable food items, such as fruits or vegetables. Currently, the food can only be clustered according to its general shape as the relationship between the food volume estimation method and the food category. It would be more beneficial to address the impact of applying different volume estimation methods on different food categories such as prepared, minced or mixed food. Estimating food volume using 2D images is still far from an acceptable range even while using additional fiducial markers such as a checkerboard [75] or user's thumb as a reference object [32] . Moreover, using stereo cameras may alleviate the depth estimation problem as demonstrated earlier [22] . To date, the number of strategies has been reported for food volume estimation and a nutrient information analysis is still limited.
Nutrient and calorie estimation remains to be an errorprone stage in automated dietary assessment systems, as it depends directly on the accuracy of the previous stages, i.e., food segmentation and volume estimation [22] . Therefore, calories can be overestimated or underestimated if any of the other stages is inaccurate.
Further experimentation needed in the aim for developing a fully automated system. Inevitably, the continuous development of innovative smartphone and related wearable devices may mitigate the complexity of dietary assessment systems when more functionalities and sensors are embedded.
VI. CONCLUSION
In this paper, we have investigated a wide range of strategies in computer vision and artificial intelligence tailored for automated food recognition and dietary assessment. In practice, the entire process can be broken down into four tasks: food image acquisition from corresponding datasets, the segmentation of food images, a proper classification approach either with handcrafted features, or using deep learning, and finally the estimation of food volume and its nutrient information. The current methods and techniques have exhibited improved performance, yet there exist challenges and limitations in every aspect of the process. A comprehensive and generic food image dataset needs to be developed for benchmarking and performance evaluation, as large food image datasets can improve the overall performance. Moreover, segmentation is still challenging when prepared, occluded, or mixed food items are considered. Meanwhile, volume estimation methods have been only applicable to solid and separable food items, more experiments need to be applied to estimate the volume of prepared or mixed food items. The innovation of healthcare applications and wearable devices and the integration of these devices into a smartphone will revolutionize this line of research and, overall, automated dietary systems will provide insights on effective health management and disease prevention.
