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This review covers a number of applications of conformal field theory meth-
ods for perturbative calculations in N = 4 super Yang-Mills and ABJM
theory. After motivating the role of superconformal symmetry for elemen-
tary particle physics research, we review some basic facts about conformal
symmetry and conformal transformations of fields in a pedagogical man-
ner. The implications for perturbative quantum field theory calculations
are discussed in terms of Ward identities. Recent developments and rela-
tions between amplitudes, correlators and Wilson loops are reviewed for
N = 4 super Yang-Mills as well as ABJM theory. We give more details on
previously published results on light-like polygonal Wilson loops in ABJM
theory as well as the calculation of three-point functions of two BPS and
one twist-two operator in N = 4 SYM theory.
This review is based on the author’s PhD thesis and includes develop-
ments until April 2012.
1k.wiegandt@qmul.ac.uk
ar
X
iv
:1
21
2.
51
81
v1
  [
he
p-
th]
  2
0 D
ec
 20
12

Superconformal
Quantum Field Theories
in String – Gauge Theory Dualities
Dissertation
zur Erlangung des akademischen Grades
doctor rerum naturalium
(Dr. rer. nat.)
im Fach Physik
eingereicht an der
Mathematisch-Naturwissenschaftlichen Fakulta¨t I
der Humboldt-Universita¨t zu Berlin
von
Herrn Dipl.-Phys. Konstantin Wiegandt
Pra¨sident der Humboldt-Universita¨t zu Berlin:
Prof. Dr. Jan-Hendrik Olbertz
Dekan der Mathematisch-Naturwissenschaftlichen Fakulta¨t I:
Prof. Stefan Hecht, Ph.D.
Gutachter:
1. PD Dr. Harald Dorn
2. Prof. Dr. Gregory Korchemsky
3. Prof. Dr. Jan Plefka
eingereicht am: 3.5.2012
Tag der mu¨ndlichen Pru¨fung: 14.8.2012

”Every theoretical physicist who is any good
knows six or seven different theoretical representations
for exactly the same physics.”2
p1
p2p3
p4
p5 ... pn
pi = xi+1 − xi
x4 x5
xn
...
p1 x1x2
x3
2R. P. Feynman, 1965, p.168 “The character of physical law”, MIT Press, Cambridge, MA.

Contents
Executive Summary I
Outline of the Thesis II
Zusammenfassung IV
1 Introduction – New Directions in Quantum Field Theory 1
1.1 Supersymmetry and Particle Physics . . . . . . . . . . . . . . . . . . . 2
1.2 The Hydrogen Atom of Gauge Theories . . . . . . . . . . . . . . . . . . 3
1.3 The Challenge of Quantum Gravity . . . . . . . . . . . . . . . . . . . . 3
1.4 String - Gauge Theory Dualities . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Solving the Theory – Integrability . . . . . . . . . . . . . . . . . . . . . 6
2 Introduction to Conformal Symmetry 9
2.1 Conformal Transformations . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Infinitesimal Conformal Transformations . . . . . . . . . . . . . 10
2.1.2 Generators of Conformal Transformations . . . . . . . . . . . . 10
2.1.3 Finite Transformations . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.4 Conformal Invariants . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.5 Causality and Conformal Transformations . . . . . . . . . . . . 12
2.2 Conformal Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Infinitesimal Conformal Transformations of Fields . . . . . . . . 13
2.2.2 Finite Conformal Transformations of Fields . . . . . . . . . . . 15
2.2.3 Conformal Primary Fields and Operators . . . . . . . . . . . . . 15
2.3 Classically Conformal Field Theories . . . . . . . . . . . . . . . . . . . 16
2.4 Superconformal Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 N = 4 Super Yang-Mills Theory . . . . . . . . . . . . . . . . . . 18
2.4.2 N = 6 Super Chern-Simons Theory . . . . . . . . . . . . . . . . 20
3 Implications of Conformal Symmetry 23
3.1 Conformal Ward Identities . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Anomalous Conformal Ward Identity . . . . . . . . . . . . . . . 24
3.1.2 Anomalous Dimensions . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.3 Protected Operators . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Correlation Functions of Scalar Operators . . . . . . . . . . . . . . . . 26
3.2.1 Two-Point Functions . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Three-Point Functions . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Higher-Point Functions . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Correlation Functions of Operators with Spin . . . . . . . . . . . . . . 27
3.3.1 Two-Point Functions of Spin j Operators . . . . . . . . . . . . . 28
3.3.2 Three-Point Functions with Spin j Operators . . . . . . . . . . 28
3.3.3 Light-Cone Projection of Operators . . . . . . . . . . . . . . . . 29
3.3.4 Comment on the Notion of Spin and Higher Spin Fields . . . . . 30
3.4 Renormalisation of Composite Operators . . . . . . . . . . . . . . . . . 30
3.4.1 Renormalisation of Elementary Fields . . . . . . . . . . . . . . . 31
3.4.2 Renormalisation of Composite Operators . . . . . . . . . . . . . 31
3.4.3 Conformal Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5 Operator Product Expansion in Conformal Field Theory . . . . . . . . 34
3.5.1 OPE and Twist-Operators in QCD . . . . . . . . . . . . . . . . 35
4 Amplitudes, Wilson Loops and Correlators in N = 4 SYM 37
4.1 Scattering Amplitudes in N = 4 SYM . . . . . . . . . . . . . . . . . . 38
4.1.1 Spinor Helicity Formalism . . . . . . . . . . . . . . . . . . . . . 38
4.1.2 BCFW Recursion . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1.3 Generalised Unitarity . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.4 One-Loop Four-Point Amplitude . . . . . . . . . . . . . . . . . 43
4.1.5 BDS Ansatz for n-point All-Loop Amplitudes . . . . . . . . . . 43
4.1.6 Dual Conformal Symmetry of Amplitudes . . . . . . . . . . . . 45
4.1.7 Dual Superconformal Symmetry . . . . . . . . . . . . . . . . . . 47
4.1.8 Yangian Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Duality between Amplitudes and Wilson Loops . . . . . . . . . . . . . 49
4.2.1 Light-Like Polygonal Wilson Loops . . . . . . . . . . . . . . . . 50
4.2.2 Anomalous Conformal Ward Identities for Wilson Loops . . . . 52
4.2.3 Supersymmetric Amplitudes and Wilson Loops . . . . . . . . . 55
4.3 Duality between Correlators and Wilson Loops . . . . . . . . . . . . . . 55
4.3.1 Hidden Permutation Symmetry in Correlation Functions . . . . 56
4.4 Form Factors and Wilson Loops . . . . . . . . . . . . . . . . . . . . . . 56
5 Amplitudes, Wilson Loops and Correlators in ABJM Theory 57
5.1 Amplitudes in ABJM Theory . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 T-Duality of AdS4 × CP3 Superstrings . . . . . . . . . . . . . . . . . . 58
5.3 Amplitudes and Wilson Loops in ABJM Theory . . . . . . . . . . . . . 59
5.4 Duality between Wilson Loops and Correlators . . . . . . . . . . . . . . 61
6 Light-like Wilson Loops in Chern-Simons and ABJM Theory 63
6.1 Wilson Loops in Chern-Simons Theory . . . . . . . . . . . . . . . . . . 63
6.2 One Loop: Chern-Simons and ABJM Theory . . . . . . . . . . . . . . . 64
6.3 Four-Sided Wilson Loop in Chern-Simons Theory at Two Loops . . . . 67
6.4 Anomalous Conformal Ward Identities . . . . . . . . . . . . . . . . . . 71
6.5 N-Sided Wilson Loops in CS Theory at Two Loops . . . . . . . . . . . 77
6.6 N-Sided Wilson Loops in ABJM Theory at Two Loops . . . . . . . . . 81
6.7 Equivalence of Wilson Loops in N = 4 SYM and ABJM Theory . . . . 84
7 Three-Point Functions of Twist-Two Operators in N = 4 SYM 87
7.1 Limits on Three-Point Functions . . . . . . . . . . . . . . . . . . . . . . 88
7.2 Definition of the Operators . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2.1 Operator in Terms of Gegenbauer Polynomials . . . . . . . . . . 91
7.3 Structure of the Calculation and Results . . . . . . . . . . . . . . . . . 91
7.3.1 The One-Loop Structure Constant . . . . . . . . . . . . . . . . 92
7.3.2 Normalisation Invariant Structure Constants . . . . . . . . . . . 93
7.4 Two-Point Functions of Twist-Two Operators . . . . . . . . . . . . . . . 96
7.4.1 Tree-Level Two-Point Functions of Twist-Two Operators . . . . 96
7.4.2 Bare One-Loop Two-Point Function . . . . . . . . . . . . . . . . 96
7.4.3 Anomalous Dimension of Twist-Two Operators . . . . . . . . . . 97
7.4.4 Renormalised Two-Point Function . . . . . . . . . . . . . . . . . 97
7.4.5 Mixing Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.4.6 Protected Operator for j = 0 . . . . . . . . . . . . . . . . . . . 99
7.5 Tree-Level Three-Point Functions . . . . . . . . . . . . . . . . . . . . . 99
7.6 One-Loop Three-Point Functions . . . . . . . . . . . . . . . . . . . . . 101
7.6.10 Full Bare Three-Point Function . . . . . . . . . . . . . . . . . . 108
7.6.11 Anomalous Dimension from Three-Point Function . . . . . . . . 109
8 Conclusions and Outlook 111
Acknowledgements 113
Appendix 114
A Notation and Conventions 115
A.1 Fourier Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.2 Bubble Integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
B Technical Details on Conformal Symmetry 119
B.1 Derivation of Conformal Killing Vectors . . . . . . . . . . . . . . . . . . 119
B.2 Correlators in Conformal Field Theory . . . . . . . . . . . . . . . . . . 121
C N = 4 SYM from Dimensional Reduction 125
C.1 N = 1 Super Yang-Mills Theory in Ten Dimensions . . . . . . . . . . . 125
C.2 Reduction to N = 4 SYM in Four Dimensions . . . . . . . . . . . . . . 126
C.3 Feynman Rules of N = 4 SYM . . . . . . . . . . . . . . . . . . . . . . 130
C.4 One-Loop Corrections to the Scalar Propagator . . . . . . . . . . . . . 131
D Introduction to the Mellin-Barnes Technique 133
E The Wilson Loop Operator 135
F N = 6 Super Chern-Simons (ABJM) theory 137
F.1 Cherns-Simons Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
F.2 Other Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
F.3 Lagrangian of ABJM Theory . . . . . . . . . . . . . . . . . . . . . . . . 138
F.4 One-loop Gauge Field Propagator in ABJM Theory . . . . . . . . . . . 139
G Details of the Wilson Loop Calculations 141
G.1 Vertex Diagram for the Tetragon . . . . . . . . . . . . . . . . . . . . . 141
G.2 Gauge Field and Ghost Loops . . . . . . . . . . . . . . . . . . . . . . . 145
G.3 Conformal Ward identity . . . . . . . . . . . . . . . . . . . . . . . . . . 146
G.4 Vertex Diagram for Higher Polygons . . . . . . . . . . . . . . . . . . . 150
G.5 Simplifications of the Divergent Vertex Diagram . . . . . . . . . . . . . 151
G.6 Generation of Kinematical Configurations . . . . . . . . . . . . . . . . 156
H Details of the Three-Point Function Calculation 157
H.1 Some Properties of Gegenbauer Polynomials . . . . . . . . . . . . . . . 157
H.2 Basis Integrals Solved by the IBP Method . . . . . . . . . . . . . . . . 159
H.3 Form of Twist-Two Operators with Exactly One Gauge Field . . . . . . 163
H.4 Integral over Conformal Structure of the Three-Point Correlator . . . . 164
H.5 Details of the Tree-Level Two-Point Function Calculation . . . . . . . . 164
H.6 Integrals with Gegenbauer Polynomials . . . . . . . . . . . . . . . . . . 166
H.7 Two-Point Correlator at One Loop . . . . . . . . . . . . . . . . . . . . 169
H.8 Tree-Level Three-Point Function in the Limit x2 →∞ . . . . . . . . . 173
H.9 Anomalous Dimension from Three-Point Functions . . . . . . . . . . . 175
Bibliography 175
Index 195
Executive Summary
The AdS/CFT correspondence [1, 2] states a duality between string theories living on
Anti-de Sitter space and supersymmetric conformal quantum field theories in Minkowski-
space. Beyond the relations between gauge and string theories, the correspondence has
lead to many new insights into the structure of supersymmetric quantum field theory
itself.
In [3, 4] a strong coupling calculation of n-gluon scattering amplitudes in terms
of minimal surfaces in AdS was proposed, that formally resembles the calculation of
a Wilson loop over a light-like polygonal contour made out of the gluon momenta pi.
Interestingly, the duality between gluon scattering amplitudes and light-like polygonal
Wilson loops was found to be true also at weak coupling in N = 4 super Yang-Mills
theory [5, 6]. In [7, 8] it was shown that the Wilson loop is governed by an anomalous
conformal Ward identity that fixes the form of the expectation value for n = 4, 5
completely and allows for a function of conformally invariant cross ratios starting from
n = 6. The duality persists to higher loops and legs and also makes some properties
of gluon scattering amplitudes more transparent, such as the dual (super-)conformal
symmetry of the amplitudes found in [9, 10]. The dual superconformal symmetry
combines with the superconformal symmetry to a Yangian symmetry [11], reflecting
the integrability of N = 4 super Yang-Mills theory in the planar amplitude sector.
Another interesting development is the duality [12] between amplitudes and correlation
functions in a limit where adjacent operators become light-like separated.
Many of these developments have an analogue in ABJM theory [2] and it is the
subject of the first part of this thesis to investigate the Wilson loop side of a possible
similar duality in this theory. The main result is, that the expectation value of light-
like polygonal Wilson loops vanishes at one-loop order and has a non-vanishing form
at two-loop order, which is identical in its functional form to the Wilson loop in N =
4 super Yang-Mills. We calculate the expectation value at two loops for the four-sided
Wilson loop and show, that its form is governed by an anomalous conformal Ward
identity. We generalise the results to n points at two-loop order and find that the
expectation value of the Wilson loop is given by
〈Wn〉ABJM2-loop =
(
N
k
)2 [
− 12
n∑
i=1
(−µˆ2 x2i,i+2)2
(2)2 + F
WL
n + rn +O()
]
, (1)
where rn is a constant with linear dependence on n and FWLn is the same finite part
as that of the Wilson loop in N = 4 super Yang-Mills theory at one-loop order.
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These developments were presented in [13, 14, 15]. Most interestingly, it was found
in [16, 17] that the four-point two-loop amplitude in ABJM theory with the tree-level
part stripped off precisely agrees with this form, giving the first indication for a duality
between amplitudes and Wilson loops in ABJM theory. Dual conformal and Yangian
symmetry in the amplitude sector of ABJM theory [18, 19, 20] further hint at the exis-
tence of such a relation. Furthermore, non-trivial evidence for a duality between Wilson
loops and correlators in ABJM theory was found at one-loop level in [21]. Recently, it
was shown that, unlike the Wilson loop, the six-point amplitudes in ABJM theory do
not vanish at one loop [22, 23] and we will discuss why this does not necessarily imply,
that a relation between Wilson loops and amplitudes does not exist in ABJM theory.
In the second part of this thesis we calculate three-point functions of two pro-
tected operators and a twist-two operator Oˆj with arbitrary even spin j in N =
4 super Yang-Mills theory. In order to carry out the calculations we project the in-
dices of the spin j operator to the light-cone and evaluate the correlator in a soft-limit
where the momentum coming in at the spin j operator becomes zero. This limit largely
simplifies the perturbative calculation, since all three-point diagrams effectively reduce
to two-point diagrams and the dependence on the one-loop mixing matrix drops out
completely. We find that the correction to the structure constant has the simple form
C ′OO˜j(g
2) = C ′(0)OO˜j
(
1 + g
2N
8pi2 (2Hj(Hj −H2j)−Hj,2) +O(g
4)
)
, (2)
where Hj,m are generalised harmonic sums. The result is in agreement with the extrac-
tion of the structure constant from the analysis of the operator product expansion of
four-point functions of half-BPS operators [24].
Overview
The focus of this thesis lies on the gauge theory side of the AdS/CFT duality and
we will in general refer to the literature instead of discussing the developments on the
string theory side in order to keep the presentation more compact.
• In chapter 1 we shortly comment on the role of supersymmetry in elementary
particle physics, the question of quantum gravity and discuss some general fea-
tures of the AdS/CFT correspondence in order to embed the studies of this thesis
into the the context of present research.
• The following two chapters are of more general nature and may also be of inter-
est independently of the research projects that are performed in this thesis. In
chapter 2 some well-known basic facts about conformal symmetry and conformal
field theory are reviewed. We explicitly derive the transformation properties of
fundamental fields under conformal transformations. Furthermore we introduce
N = 4 super Yang-Mills and ABJM theory. Chapter 3 is devoted to the study
II
of the implications of conformal symmetry on correlation functions from the per-
spective of conformal Ward identities. Furthermore, we discuss some aspects of
the renormalisation of composite operators, the operator product expansion and
its relation to conformal three-point functions.
• In chapter 4 we first discuss some techniques for the formulation and evaluation
of scattering amplitudes, e.g. the spinor helicity formalism, BFCW recursions and
unitarity methods. We then review dual superconformal and Yangian symmetry
of scattering amplitudes in N = 4 super Yang-Mills theory and the BDS ansatz
for n-point gluon scattering amplitudes. In the remaining part of this chapter
we discuss the duality between bosonic Wilson loops and MHV scattering ampli-
tudes and shortly comment on more recent discoveries, such as the formulation
of supersymmetric Wilson loops, the duality between superamplitudes and su-
percorrelators as well as the relation between form factors and periodic Wilson
loops.
• In chapter 5 we review the analogous developments in ABJM theory with a
focus on a possible relation between scattering amplitudes and Wilson loops. In
chapter 6 we present the calculation of the four-point light-like Wilson loop in
ABJM theory, the calculation of the anomalous conformal Ward identity that
constrains the Wilson loop as well as numerical studies for the hexagonal as
well has higher-point Wilson loops and present the result for general n. These
calculations were partially presented in [13, 14, 15] and we give some more details,
especially on the evaluation of the n-point Wilson loop.
• Chapter 7 contains unpublished results3. We introduce different limiting pro-
cedures that can be employed for the calculation of three-point functions and
present the general structure of the calculation that is necessary in order to read-
off the structure constant of the three-point functions of two half-BPS operators
and one twist-two operator. The remaining section contain some details of the
calculation.
• In chapter 8 we draw our conclusions and comment on possible future research
directions.
• We tried to delegate most explicit calculations to the Appendices and to present
only the structure of calculations. Furthermore, the Appendices A, B, C
contain our conventions, some technical details on conformal symmetry, an ex-
plicit derivation of the N = 4 super Yang-Mills theory action from N = 1 super
Yang-Mills theory in ten dimensions and the Feynman rules. The Appendices
D, E contain an introduction to the Mellin-Barnes technique for the evaluation
of integrals and some information on the path ordering and gauge invariance of
Wilson loops. In Appendix F we summarise our conventions and Feynman rules
for Chern-Simons and ABJM theory.
3The results were published in [25] after the completion of this thesis.
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Zusammenfassung
Die AdS/CFT Korrespondenz [1, 2] stellt eine Dualita¨t zwischen Stringtheorien im
Anti-de Sitter Raum und supersymmetrischen konformen Quantenfeldtheorien im Min-
kowskiraum dar. U¨ber die Relationen zwischen Eich- und Stringtheorien hinaus, hat
die Korrespondenz zu vielen neuen Einsichten in die Struktur der Quantenfeldtheorie
selbst gefu¨hrt.
In [3, 4] wurde eine Berechnung von n-Gluon-Streuamplituden durch Minimalfla¨chen
in AdS vorgeschlagen, welche formal der Berechnung einer Wilsonschleife u¨ber eine
lichtartige Kontur a¨hnelt, die aus den Impulsen pi der Gluonen zusammengesetzt
ist. Interessanterweise wurde herausgefunden, dass die Dualita¨t zwischen Gluon-Streu-
amplituden und lichtartigen Wilsonschleifen in der N = 4 Super Yang-Mills Theorie
auch bei schwacher Kopplung gilt [5, 6]. In [7, 8] wurde gezeigt, dass die Wilson-
schleife durch anomale konforme Ward-Identita¨ten bestimmt wird, die die Form des
Erwartungswertes fu¨r n = 4, 5 vollsta¨ndig festlegen und von n = 6 an eine beliebige
Funktion von konform invarianten Kombinationen der kinematischen Variablen zu-
lassen. Die Dualita¨t ist auch fu¨r ho¨here Ordnungen der Sto¨rungstheorie und beliebige
Anzahl n von Punkten gu¨ltig und macht einige Eigenschaften der Streuamplituden,
wie z.B. die duale (super-)konforme Symmetrie, die in [9, 10] gefunden wurde, trans-
parenter. Die duale superkonforme Symmetrie la¨sst sich mit der superkonformen Sym-
metrie zu einer Yangschen Symmetrie kombinieren [11], wodurch die Integrabilita¨t
der N = 4 Super Yang-Mills Theorie im planaren Amplitudensektor reflektiert wird.
Eine weitere interessante Entwicklung in diesem Kontext ist die Dualita¨t [12] zwischen
Streuamplituden und Korrelationsfunktionen, die in einem Limes betrachtet werden,
fu¨r den benachbarte Operatoren lichtartig entfernt sind.
Viele dieser Entwicklungen sind analog in der ABJM Theorie [2] und es ist das
Thema des ersten Teils dieser Dissertation, die Wilsonschleifenseite einer solchen mo¨gli-
chen Dualita¨t zu untersuchen. Das Hauptergebnis dieser Untersuchungen ist, dass
der Erwartungswert der lichtartigen polygonalen Wilsonschleifen auf Einschleifenebene
verschwindet und auf Zweischleifenebene dieselbe Form hat wie die Wilsonschleife in
N = 4 Super Yang-Mills Theorie auf Einschleifenebene. Es wird der Erwartungswert
auf Zweischleifenebene fu¨r die vierseitige Wilsonschleife berechnet und gezeigt, dass
deren Form durch eine anomale konforme Ward-Identita¨t bestimmt wird. Die Ergeb-
nisse lassen sich auf den n-Punkt Fall auf Zweischleifenebene verallgemeinern, mit dem
Ergebnis
〈Wn〉ABJM2-loop =
(
N
k
)2 [
− 12
n∑
i=1
(−µˆ2 x2i,i+2)2
(2)2 + F
WL
n + rn +O()
]
, (3)
wobei rn eine Konstante ist, die linear von n abha¨ngt und FWLn derselbe endliche Term
wie der der Wilsonschleife in derN = 4 super Yang-Mills Theorie auf Einschleifenebene
ist.
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Diese Ergebnisse wurden in [13, 14, 15] pra¨sentiert. Interessanterweise wurde in
[16, 17] gefunden, dass die Zweischleifen-Streuamplitude mit vier externen Teilchen
durch den Baumgraphenanteil geteilt, genau mit dieser Form u¨bereinstimmt und damit
den ersten Hinweis auf eine mo¨gliche Dualita¨t zwischen Amplituden und Wilson-
schleifen in der ABJM Theorie gibt. Duale konforme und Yangsche Symmetrie im
Amplitudensektor [18, 19, 20] weisen weiter auf eine solche Relation hin. Weiter-
hin wurden nicht-triviale Anhaltspunkte fu¨r eine Dualita¨t zwischen Korrelatoren und
Wilsonschleifen auf Einschleifenebene gefunden [21]. Ku¨rzlich wurde gezeigt, dass,
entgegen der Wilsonschleife, die Streuamplituden mit sechs externen Teilchen auf Ein-
schleifenebene nicht verschwinden [22, 23]. In der vorliegenden Dissertation wird auch
kurz darauf eingegangen, warum dies nicht notwendiger Weise impliziert, dass in der
ABJM Theorie keine Relation zwischen Wilsonschleifen und Amplituden existiert.
Im zweiten Teil dieser Arbeit berechnen wir Dreipunktkorrelationsfunktionen von
zwei geschu¨tzten Operatoren und einem Twist-Zwei Operator Oˆj mit beliebigem ger-
adzahligem Spin j in der N = 4 super Yang-Mills Theorie. Um diese Rechnungen
durchzufu¨hren, projizieren wir die Indizes des Spin j Operators auf den Lichtkegel und
werten den Korrelator in einem Infrarotlimes aus, in dem der Impuls, der bei dem Spin
j Operator einfließt, null wird. Dieser Limes vereinfacht die perturbativen Rechnungen
enorm, da alle Dreipunktdiagramme effektiv auf Zweipunktdiagramme reduziert wer-
den und die Abha¨ngigkeit der Einschleifenmischungsmatrix komplett herausfa¨llt. Die
Korrektur zur Strukturkonstanten hat die einfache Form
C ′OO˜j(g
2) = C ′(0)OO˜j
(
1 + g
2N
8pi2 (2Hj(Hj −H2j)−Hj,2) +O(g
4)
)
, (4)
hat, wobei Hj,m verallgemeinerte harmonische Summen sind. Dieses Ergebnis stimmt
mit der Strukturkonstante, die sich aus der Operatorproduktentwicklung der Vierpunkt-
funktionen von 1/2-BPS Operatoren extrahieren la¨sst, u¨berein [24].
V
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Chapter 1
Introduction – New Directions in
Quantum Field Theory
Einstein’s theory of special relativity and the theory of quantum mechanics, both devel-
oped at the beginning of the last century, induced major shifts of paradigm in physics
and lead to the construction of a theory that incorporates them both, quantum field
theory (QFT). The present standard model of elementary particle physics makes use
of the concepts of QFT successfully and can be regarded as the experimentally best
verified theory ever. Feynman, one of the pioneers in the development of QFT, once
said:
”Every theoretical physicist who is any good knows six or seven different theoretical
representations for exactly the same physics.”1
Besides the debatable classification of good theoretical physicists, the second part of
this sentence contains the important statement that there is not the one correct theory
that describes our world, but rather that any theory that correctly describes the phe-
nomena in this world is equally valid. The content of this sentence is possibly more
up-to-date than ever before, as we will argue in the following.
The experiments in elementary particle physics are described in terms of scattering
amplitudes. As will be described in this thesis, there are many ways to calculate these
scattering amplitudes, by at first sight completely different theoretical representations.
These achievements are mainly due to the so-called AdS/CFT correspondence [26], that
will be described in section 1.4. The correspondence relates a string theory in a ten-
dimensional space-time to a simplified theory of elementary particles physics, the so-
called maximally supersymmetric N = 4 super Yang-Mills theory in four-dimensional
space-time, which is reasonably similar to the standard model of particle physics as
we will argue later on. In the spirit of Feynman’s words, if we could calculate all
physical observables in either of the theories, there was no way to distinguish which
of them is the correct one. Furthermore, the duality triggered many relations between
1R. P. Feynman, 1965, p.168 “The character of physical law”, MIT Press, Cambridge, MA.
1
2 CHAPTER 1. INTRODUCTION – NEW DIRECTIONS IN QFT
quantities purely on the field theory side of the duality. It turns out that scattering
amplitudes are intimately related to a special type of so-called Wilson loops as well as
correlation functions in a certain limit as will be described in detail in chapter 4. Using
these relationships, it is even more convenient to analyse the quantum corrections to
scattering amplitudes in terms of Wilson loops, providing new ways to interpret the
quantum field theory itself.
Possibly, these theoretical developments could only be achieved due to the lack
of important new experimental input from collider physics in the last decades, which
gave theoreticians time to reorganise the theory and to get a better understanding of
it. In light of the beginning ”Era of the Large Hadron Collider (LHC)”, these new
theoretical developments are highly pleasing, since the discovery of new physics at
the LHC requires a precise understanding of background processes of known physics.
These processes are described by the theory of strong interactions called quantum
chromodynamics (QCD), which is successfully described in the framework of quantum
field theory. Using the standard technique of Feynman diagrams, these processes are
notoriously difficult to evaluate and thus new methods are required. The status of
available methods and tools can for instance be found in the introduction of the review
[27].
Among the new physics that await its discovery at the LHC, there is the missing
particle of the standard model, the Higgs particle, which is ought to be responsible for
the mechanism of mass generation. In this thesis we will deal a lot with symmetries
and their consequences. In particular, we will deal with conformal symmetry, which is
introduced in chapters 2, 3 and may be, loosely spoken, interpreted as an additional
scale invariance of the theory. One may note, that the only term in the standard model2
that violates this scale invariance and thus the conformal symmetry on the classical
level, is the mass term of the Higgs particle. From a conceptual point of view one may
prefer a theory which is fundamentally scale invariant. Indeed, there are proposals for
a classically conformal invariant standard model, with a dynamical mechanism of mass
generation, see chapter 2.
1.1 Supersymmetry and Particle Physics
Another symmetry that we will encounter in this thesis is supersymmetry. It relates
particles of different spin to each other. Apart from the hope to find the superpartners
of standard model particles at the LHC, supersymmetry can be considered as a calcu-
lational tool in non-supersymmetric theories such as QCD and has already proven as
useful in this endeavour.
At tree-level, gluon amplitudes in N = 4 super Yang-Mills and QCD are iden-
tical, since these amplitudes do not depend on the particle content of the theory.
Furthermore, using supersymmetric Ward identities, amplitudes with different exter-
nal particles can be related to each other [28]. Also at loop-level, where the particle
2assuming massless neutrinos
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content in the loop is different in QCD and supersymmetric theories, supersymmetry
leads to simplifications. For instance, one can decompose pure Yang-Mills amplitudes,
i.e. amplitudes Ag containing only gluon loops, into contributions of supersymmetric
multiplets, see chapter 4 of [29]
Ag = (Ag + 4Af + 3As)− 4(Af + As) + As = AN=4 − 4AN=1 + As , (1.1)
where the indices s, f, g refer to scalars, fermions and gluons circulating in the loop.
Taking the contributions of an N = 4 multiplet and an N = 1 (chiral) multiplet as
granted, the task of calculating the gluon contribution is reduced to computing the
contribution As of a scalar in the loop. The supersymmetric amplitudes are simpler
to analyse and, as we will see in section 4.1, certain N = 4 SYM amplitudes are even
tractable to all orders using methods of integrability.
1.2 The Hydrogen Atom of Gauge Theories
N = 4 super Yang-Mills theory (SYM) is the maximally supersymmetric gauge theory.
It resembles the standard model in that it is based on the same type of particles and
interactions and both are renormalisable field theories in four-dimensional Minkowski-
space. On the other hand, N = 4 SYM exhibits a few interesting features that make
it simpler. The renormalisation group β-function of N = 4 SYM vanishes to all orders
in the coupling constant and conformal symmetry is preserved at the quantum level,
which is tightly linked to the supersymmetry of the theory. These properties make the
model more tractable and in the planar limit the integrability of the gauge theory, see
1.5.1, allows to extract certain quantities to all orders in the coupling.
N = 4 SYM may therefore be regarded as a testing ground for the foundations of
QFT and is sometimes referred to as the Hydrogen Atom of Gauge Theories. Just as the
understanding of the hydrogen atom was the key to the understanding of the spectra
of other atoms, the full solution of N = 4 SYM is widely believed to have important
consequences also for less symmetric theories such as QCD. Solving the theory amounts
to being able to calculate all physical quantities of interest to arbitrary order in the
coupling constant or non-perturbatively. More details on N = 4 SYM theory will be
given in section 2.4.1.
1.3 The Challenge of Quantum Gravity
Another longstanding challenge in theoretical physics is the search for a viable theory
of quantum gravity. Naive quantisation of the linearised Einstein’s equations turns out
to fail due to perturbative non-renormalisability in the framework of standard quantum
field theory [30, 31]. An interesting alternative is the asymptotic safety scenario [32], for
a review see e.g. [33]. An overview about different approaches towards the quantisation
of gravity is given in the book [34], among which the covariant quantisation of gravity
and string theory as well as canonical gravity and loop quantum gravity are reviewed.
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Another interesting direction is the research on composite gravity. In a famous
paper by S. Weinberg and E. Witten [35] restrictions for these types of models have
been obtained. An nice review on different models of emergent gravity can be found in
[36]. Models of composite gravity in terms of spinor gravity can be found in [37, 38].
As mentioned above, a strong competitor in the realm of quantum gravity is
string theory, which describes all fundamental constituents and interactions as one-
dimensional objects with vibrational excitations. String theory is advocated to have
the capability of unifying all matter and forces from one concept and naturally includes
massless spin-two excitations that correspond to the graviton and in this sense naturally
incorporates gravity. In contrast to other approaches, string theory has a well-defined
low energy limit. Similarly as mentioned above for supersymmetry, even if string the-
ory is not realised in nature, it justifies itself by the fact, that it has led to a wealth
of new discoveries within QFT, especially through the AdS/CFT correspondence and
has thus led to a better understanding of quantum field theory.
Even though the research communities of these different directions claim having
constructed viable theories of quantum gravity, it is fair to say, that none of them can
be regarded as generally accepted nor has any of them made a quantitative prediction
that has been justified or falsified.
1.4 String - Gauge Theory Dualities
A fascinating new area of research in theoretical physics has been initiated by the so-
called AdS/CFT correspondence [1, 2], that states a duality between string theories
living on Anti-de Sitter space (AdS) and supersymmetric conformal quantum field
theories (CFTs) in the planar limit [39]. The striking feature of these dualitites is
that they are strong-weak coupling dualities, i.e. in a limit where one of the theories is
strongly coupled, the other one is weakly coupled and one can thus access observables
in the strongly coupled theory by calculating observables on the weakly coupled side
with methods of perturbation theory. Another interesting aspect of this type of duality
is, that it establishes a relation between a quantum theory that contains gravity (in
terms of string theory) with a pure gauge theory without gravity. Prominent examples
of such dualities are
1. N = 4 super Yang-Mills theory ↔ Type II B string theory on AdS5 × S5
2. N = 6 super Chern-Simons theory ↔ Type II A string theory on AdS4 × CP3
The gauge theory lives on the (d− 1)-dimensional boundary of the AdSd space, which
is conformally equivalent to R1,d−2, i.e. flat Minkowski space. Since the information of
the string theory in the higher-dimensional space is conjectured to be encoded by the
theory on the boundary, one also uses the term holographic duality.
In the following, we shall only mention a few key features, but not go into the
details, since this thesis primarily deals with applications of conformal field theory in
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general, even though the original motivation for most of this research is due to the
correspondence. More information on the AdS/CFT correspondence can be found e.g.
in the reviews [40], [41], [42] and in the recent review of AdS/CFT integrability [43].
1.4.1 Symmetry and Duality Relations
Having an exact duality means that all quantities of interest can be calculated in ei-
ther of the theories. Therefore, it is necessary to set up a dictionary between relevant
observables.
Symmetry plays a central role in the correspondence and serves for the identification
of obervables, i.e. for setting up the desired dictionary. The AdS5×S5 space-time that
the string theory lives in can be embedded into flat space as
AdSd+1 = {X ∈ Rd,2|X ·X = −R2}, Sd+1 = {Y ∈ Rd+2|Y · Y = R2} , (1.2)
where we have chosen equal radii R for both spaces. By construction, the isometry
group of AdSd+1 is SO(d, 2) and SO(d+ 2) for Sd+1. Thus for AdS5× S5 the isometry
groups are SO(4, 2) ' SU(2, 2) and SO(6) ' SU(4). Together with 32 fermionic di-
rections the supergroup PSU(2, 2|4) is formed. The symmetry group of the AdS5×S5
superspace is reflected by the same symmetry group of the N = 4 SYM theory as we
will discuss in section 2.4.1. More information on the matching of the symmetry groups
can be found in [44].
String states with excitations in certain directions in the superspace are identified
with composite gauge invariant operators in the QFT, which carry the corresponding
charges of the global symmetry group of the field theory. It turns out that the energies
of the string states can be matched with the anomalous dimensions of the corresponding
operators [45, 46, 47, 48, 49]. A nice review on the matching of string energies and
scaling dimensions can be found in [50].
Another outcome of the duality is an exciting relation between gluon scattering
amplitudes and Wilson loops that will be described in detail in chapter 4.
The coupling g and the number of colours N of the gauge theory are related to
the radius R of the AdS5 × S5 spaces, the string coupling gs and the (inverse) string
tension α′ via [1]
R4
α′2
= g2N, 4pigs = g2 . (1.3)
The so-called ’t Hooft limit consists in keeping the ’t Hooft coupling λ = g2N fixed
while taking N → ∞ [39], we are thus dealing with free (gs → 0) string theory. This
limit is also called the planar limit because in the gauge theory, Feynman diagrams
that are non-planar3 are suppressed by factors of 1/N2 and can be neglected. The
3Diagrams which cannot be drawn on a plane without crossing of propagators.
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perturbative expansion on the gauge theory side is thus performed in powers of λ. In
the weak coupling regime λ << 1 we can calculate observables in the quantum field
theory with perturbation theory. However, due to the relation (1.3), this amounts to
quantizing string theory in a highly curved space due to the fact that the radius R is
small in string units. On the other hand, in the regime, where R is large in string units
and the string energies can be calculated perturbatively in 1/R, the ’t Hooft coupling
λ gets large and the regime where perturbation theory is valid on the gauge theory
side is left. This is why the duality is called a weak-strong coupling duality. Luckily,
there are overlapping regimes and due to integrability, see section 1.5.1, it is possible
to evaluate the gauge theory quantities at arbitrary coupling λ.
It should be noted, that the coincidence of the global symmetry groups of the
theories constrains observables, it is however far from sufficient to prove a complete
duality. The obvious symmetries do not uniquely fix the value of the observables on
either side of the duality.
As an example, one may consider the equivalence of amplitudes and Wilson loops
purely on the gauge theory side. As we will argue in chapter 4, the expectation values
of the Wilson loop are constrained by the conformal symmetry. The amplitudes and
Wilson loops do also agree for the so-called remainder function, which is an arbitrary
function of conformally invariant kinematical quantities, even though the conformal
symmetry does not constrain this function. The fact that the amplitudes continue to
agree with the Wilson loop shows that there is more to the amplitude Wilson loop
duality than just conformal symmetry.
1.5 Solving the Theory – Integrability
As mentioned before, the strategy is to solve a simple theory, cf. section 1.2, first and
then proceed to the less symmetric cases. The theory can be considered as solved when
one is able to calculate the expectation value of all relevant quantities such as scattering
amplitudes, correlation functions, form factors, Wilson loops and so on, exactly or to
all orders in perturbation theory.
As we will see in chapter 3, correlation functions of local gauge-invariant operators
Oα(x) of the type
〈Oα1(x1)...Oαn(xn)〉 (1.4)
are constrained by conformal symmetry. The space-time structure of two-point func-
tions is completely fixed by conformal symmetry and the only relevant parameter is
the (anomalous) scaling dimension ∆α(g) of the operator, that can be perturbatively
calculated in orders of the coupling constant g. The space-time structure of three-point
functions of operators Oα(x),Oβ(x),Oγ(x) is also fixed and they only depend on the
scaling dimensions of the operators as well as the so-called structure constants Cαβγ(g).
As we will see in chapter 3, the restrictions from conformal symmetry do not
uniquely fix the space-time structure of higher-point functions, but one can extract ad-
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ditional information from the so-called operator product expansion (OPE). The OPE,
together with the knowledge of the anomalous dimensions, in principle allows to deter-
mine any higher-point function and thus the scaling dimensions ∆α(g) and the structure
constants Cαβγ(g) are the essential parameters that govern the behaviour of observables
in the theory.
While two-point functions in N = 4 SYM are very well understood, largely due
to the existence of integrability, three-point functions are explored to a lesser extent.
Chapter 7 is devoted to the investigation of the structure constants of so-called twist-
two operators of arbitrary spin.
Also on the amplitude side substantial progress has been made. As we will describe
in chapter 4, certain four- and five-point scattering amplitudes in N = 4 SYM seem to
be tractable to all orders in perturbation theory [51].
Due to the several relations between amplitudes, correlation functions and Wilson
loops that we will describe in detail in chapter 4, one may expect that the exact solution
of one of these objects has a strong impact on the others and it is thus certainly very
reasonable to continue research on all of these objects.
1.5.1 Integrability
Even though this thesis does not explicitly deal with integrability, we shall mention
some of its key features, since the understanding of two-point functions is to a large
extent related to the presence of integrability in the planar limit of the gauge theory.
It was noted, that a very efficient tool for the field theory calculation of anomalous
dimensions of composite operators is the dilatation operator [52, 53], which acts on
the chain of fields that the composite operator is built of. It was then remarked in
[54], that this operator is equivalent to the operator of the Heisenberg spin chain, that
was solved by Bethe in 1931 [55] with an ansatz that is now being referred to as the
coordinate Bethe ansatz. The integrability of the spin-chain is linked to the existence
of higher charges that commute with the spin-chain Hamiltonian.
The generalization of the scalar sector analysed in [54] to all local operators of
planar N = 4 SYM was achieved in [56, 57]. In a certain limit, one obtains a set of
algebraic equations, the so-called asymptotic Bethe equations [58, 59, 60], allowing for
the extraction of anomalous dimensions to arbitrary order in the coupling constant. For
instance the cusp or soft anomalous dimension of the twist-two operators that we will
encounter in chapter 7, can be extracted to all orders [61, 62]. This would be practically
impossible using usual Feynman-diagram techniques, because of the factorially growing
complexity of the calculation with increasing perturbative order.
There are many indications, that integrability is lost beyond the planar limit N →
∞, but it may still help to make an expansion in powers of 1/N . It is notable, that
integrable structures also appear in QCD [63, 64, 65, 66], for reviews see [67, 68, 69].
For general reviews of integrability see [70, 68, 71, 72, 73, 74, 75, 76] and especially the
recent review of AdS/CFT integrability [43].
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Chapter 2
Introduction to Conformal
Symmetry
A conformal field theory is a theory which is invariant under conformal symmetry trans-
formations at the classical level. If the conformal symmetry persists at the quantum
level, the theory is a conformal quantum field theory. Examples for theories in which the
conformal symmetry survives quantisation are the theories appearing in the AdS/CFT
correspondence, i.e. N = 4 super Yang-Mills theory and N = 6 super Chern-Simons
matter theory, see section 2.4, but up to a certain perturbative order also scalar φ3-
theory in six dimensions, which is introduced in section (2.3). For these theories one
can use the restrictions that conformal symmetry imposes on the expectation values
of observables also at the quantum level. However, also in non-quantum-conformal
theories as QCD, one can make use of conformal properties at a fixed point of the
renormalisation group β(g∗) = 0. Applications of conformal symmetry in QCD are
reviewed in [67].
In this and the following chapter we review some well-known facts about conformal
field theory complemented by some explicit derivations in Appendix B. In section 2.1,
we define conformal transformations and explicitly derive the form of infinitesimal and
finite conformal transformations of the coordinates xµ. Section 2.2 is devoted to the
transformation laws of fields under conformal transformations, as well as the definition
of conformal primary operators. In sections 2.3 and 2.4 we give some explicit examples
of conformal and superconformal field theories.
2.1 Conformal Transformations
By definition, conformal transformations are coordinate transformations xµ → x′µ(x)
under which the metric is invariant up to a local scale factor, i.e.
g′µν(x′) = ρ(x)gµν(x) . (2.1)
Under conformal transformations angles are preserved as is easily seen in Appendix
(B.2). In this thesis we will be interested in conformal transformations in flat d-
9
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dimensional Minkowski space with metric ηµν = diag(+,−, ...,−) and specialise to this
case in the following.
2.1.1 Infinitesimal Conformal Transformations
Writing an infinitesimal conformal transformation as
x′µ = xµ + kµ(x) , (2.2)
where every component of kµ is infinitesimal, we would like to find the most general
form of the conformal Killing vectors kµ such that (2.1) is satisfied. As reviewed in
detail in Appendix B.1, the most general infinitesimal transformation can be written
as
kµ = aµ + ωµνxν + λxµ + 2(x · c)xµ − cµx2 . (2.3)
The vector aµ has d independent components and parametrises translations, ωµν =
−ωνµ is antisymmetric and has d(d − 1)/2 independent components parametrising
Lorentz transformations. λ parametrises dilatations, and cµ has d independent com-
ponents and parametrises the so-called special conformal transformations.
2.1.2 Generators of Conformal Transformations
The effect of infinitesimal conformal transformations can be written in terms of gener-
ators G acting on the coordinates xµ as
δxµ = x′µ − xµ = i  ·Gxµ , (2.4)
where G is any of the differential operators
Pµ = −i∂µ (translations) (2.5)
Mµν = i (xµ∂ν − xν∂µ) (Lorentz transformations)
D = −i(x · ∂) (dilatations)
Kµ = −i
(
2xµ(x · ∂)− x2∂µ
)
(special conformal transformations)
and the expression  · G symbolically represents the appropriate index contraction of
the infinitesimal transformation parameters with the generators, e.g. for translations
we have  ·G = aµP µ. Then (2.3) is exactly1 reproduced by (2.4) and (2.5). The first
two generators in (2.5) satisfy the Poincare´ algebra
[Mµν ,Mρσ] = i (ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ) , (2.6)
[Pµ,Mρσ] = i (ηµρPσ − ηµσPρ)
1Due to the antisymmetry of Mµν we define  ·G = 12ωµνMµν for the Lorentztransformations.
2.1. CONFORMAL TRANSFORMATIONS 11
and together with the generators for dilatations and special conformal transformations
satisfy the conformal algebra2
[D,Pµ] = +i Pµ , [Kµ,Mρσ] = i (ηµρKσ − ηµσKρ) , (2.7)
[D,Kµ] = −iKµ , [Kµ, Pν ] = 2i (ηµνD −Mµν)
and all other commutators vanish.
The antisymmetric operator Jab with a, b = 0, 1, ...d− 1, d, d+ 1 defined by
Jµν = Mµν , Jd+1,d = D, Jµ,d =
1
2(Pµ −Kµ), Jµ,d+1 =
1
2(Pµ +Kµ) , (2.8)
satisfies the commutation relations similar to the Lorentz algebra so(1, 3) in (2.6).
[Jab, Jcd] = i (ηadJbc + ηbcJad − ηacJbd − ηbdJac) , (2.9)
where ηab = diag(+,−,−, ...,−,+) if ηµν is the Minkowski space metric. Therefore
the conformal algebra in d-dimensional Minkowski-space is isomorphic to so(2, d) and
thus has (d + 1)(d + 2)/2 generators. In d = 4 we therefore have 15 generators,
corresponding to 4 translations, 6 Lorentz transformations (3 rotations and 3 boosts),
4 special conformal transformations and one dilatation.
For conformal transformations acting on a set of points xi the generators can be
generalised to
D =
∑
i
(xi · ∂i), Kν =
∑
i
(
2xνi (xi · ∂i)− x2i∂νi
)
(2.10)
and analagously for the remaining generators. Note that for simplicity we have rede-
fined the generators without the factor of i in (2.4) and (2.5) here, thus δ·Kf(x2ij) =
µK
µf(x2ij).
2.1.3 Finite Transformations
The finite conformal transformations can be obtained by exponentiating the infinites-
imal transformations (2.5), (2.4) and are
x′µ = xµ + aµ (translations) (2.11)
x′µ = Λµνxν (Lorentz transformations)
x′µ = λxµ (dilatations)
where Λ νµ are the familiar Lorentz transformation matrices. For the special conformal
transformations it is less straightforward to obtain the finite transformation
x′µ = x
µ − cµx2
1− 2c · x+ c2x2 (special conformal transformation) (2.12)
2These commutation relations can easily be derived by application of the differential operators to
an arbitrary function f(x) on the coordinates in the same way as the Poincare´ algebra.
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it is however easy to see, that it coincides infinitesimally with the version given in (2.3)
by expanding (2.12) to first order in cµ. The transformation can also be obtained by
applying an inversion of the coordinates
I(xµ) = x
µ
x2
(2.13)
followed by a translation with vector −cµ and another inversion, i.e.
I ◦ P ◦ I : xµ I−→ x
µ
x2
P−→ x
µ
x2
− cµ I−→ x
µ − cµx2
1− 2c · x+ c2x2 . (2.14)
Even though the inversion itself has no infinitesimal form and thus does not belong to
the Lie algebra of conformal transformations, it is helpful to check the invariance of
an expression under special conformal transformations. If an expression it is invariant
under inversions and translations, it is consequently invariant under special conformal
transformations.
2.1.4 Conformal Invariants
For instance, we can easily check that the combination of four coordinates xµi
uijkl =
x2ijx
2
kl
x2ikx
2
jl
(2.15)
form conformal invariants. The x2ij := (xi − xj)2 are obviously invariant under trans-
lations and rotations and transform as
x2ij
I−→ x
2
ij
x2ix
2
j
, x2ij
D−→ λ2x2ij (2.16)
under inversions respectively dilatations. Therefore uijkl are invariant under all confor-
mal transformations. They can be built if we have at least four non-vanishing distances.
These invariants are also called conformally invariant anharmonic ratios or cross-ratios.
2.1.5 Causality and Conformal Transformations
Note that the transformation of x2 under special conformal transformations (2.12) is
x2 → x′2 = x
2
1− 2c · x+ c2x2 . (2.17)
Therefore, for every vector xµ one can find a special conformal transformation which
changes a spacelike into a timelike vector and vice versa, implying a possible clash with
causality, see [77] for a detailed discussion. Light-like distances are however preserved,
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i.e. x2 = 0→ x′2 = 0. We will make use of this property in the discussion of light-like
Wilson loops in section 4.2.1.
The problem of causality can be avoided by restricting to infinitesimal transforma-
tions3 or by discussing the conformal properties of Green’s functions in the Euclidean
region. The causality problem was further discussed in [78, 79] and to avoid the conflict
with local commutativity, i.e. causality, it was argued for a non-locality of the finite
field transformations, reflected by the fact that instead of a true representation of the
conformal group, one has in general a representation of its universal covering group
[79].
2.2 Conformal Field Theory
In order to formulate a classical conformal field theory, we show how fields transform
under conformal transformations following to a certain extent the original papers on
infinitesimal conformal transformations of fields [80, 81, 82]. A similar derivation can
be found in [83].
2.2.1 Infinitesimal Conformal Transformations of Fields
We are interested in the action of the generators of the conformal group on a field
Φα(x) of arbitrary spin-tensor structure, i.e. α represents a set of spinor and / or vector
indices. By G we denote the generator of an infinitesimal conformal transformation δΦ
of the fields
δΦ(x) = Φ′(x)− Φ(x) = i  ·Gαβ Φβ(x) (2.18)
and the generators G ∈ {Pµ,Kµ,D,Mµν} form a representation of the conformal al-
gebra (2.7), (2.6) acting on the fields. The parameters  are the same transformation
parameters as in (2.4). In the following we will suppress the indices α, β but the reader
should keep in mind the action of the generators on this index space.
The total change of a field dΦ := Φ′(x′) − Φ(x) under an infinitesimal conformal
transformation x′ = x + δx can be split into a transformation of the field δΦ and a
transformation induced by the change of coordinates as
dΦ(x) = δΦ(x) + δxµ∂µΦ(x) +O(δ2) , (2.19)
which follows from Φ′(x + δx)− Φ(x) = Φ′(x)− Φ(x) + δxµ∂µΦ(x) +O(δ2). To illus-
trate the purpose of δΦ imagine a scalar field φ(x) measuring the distribution of some
quantity in spacetime with a local maximum at x0. After a coordinate transformation
in which x0 → x′0, the field must change in such a way, that it has a maximum at x′0,
i.e. φ′(x′0) = φ(x0) or dφ = 0 and from (2.19) we find that the infinitesimal change in
the field is δφ(x) = −δxµ∂µφ(x).
3There is no continous deformation of light-like into spacelike distances.
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For a vector field Aµ(x) the situation is different, it does not only describe the
absolute value of a distribution in space-time such as the scalar field, but additionally
a direction in space-time. For instance under a rotation, the length of a vector is
preserved just as the value of the scalar field, but its direction is changed. The change
in the field δAµ exactly measures the change of the field evaluated at the same position,
i.e. δAµ(x) = A′µ(x)− Aµ(x).
As we will presently see, the change of the field δΦ(x) respectively the action of
G on Φ(x) can be deduced from its action on Φ(0). It is thus reasonable to classify
fields according to their transformation properties under transformations which leave
the origin xµ = 0 invariant, i.e. which form the stability or isotropy subgroup of x = 0
(also called the little group). It follows from (2.11), (2.12) that these are Lorentz
transformations, dilatations and special conformal transformations. We define the
action at x = 0 as
Mµν Φ(0) = ΣµνΦ(0) , DΦ(0) = ∆˜Φ(0) , Kµ Φ(0) = κµΦ(0) , (2.20)
where Σµν is the spin operator associated with the field Φ with explicit representations
Σµν φ = 0 , (Σµν ψ)α =
i
4[γµ, γν ]αβ ψβ , (ΣµνA)ρ = i (ηµρAν − ηνρAµ) , (2.21)
for scalar, Dirac and vector fields. The generators Σµν , κµ, ∆˜ satisfy the same commu-
tation relations as Mµν , Kµ, D. The action of Σµν on tensors with more general indices
can be obtained by taking a sum over terms like (2.21) one for each of the indices, for
more details see e.g. chapter 1.4 of [84].
According to [80], we choose a basis in index space in such a way that translations
do not act on the indices4
PµΦ(x) = −i∂µΦ(x) . (2.22)
In order to evaluate the action of the other generators on Φ(x), one can use the trans-
lation operator Φ(x) = exp(iPµxµ)Φ(0) to write
GΦ(x) = eiP·xe−iP·xG eiP·xΦ(0) . (2.23)
Note that the generators G only act on the fields, i.e. in particular [Pµ, xν ] = 0 unlike
[Pµ, xν ] = −iηµν . Therefore we can use
e−iP·xG eiP·x =
∞∑
n=0
in
n!x
µ1 ...xµn [...[G,Pµ1 ], ...],Pµn ] . (2.24)
The sum on the right-hand side is finite and we need at most terms with two commu-
tators, since all higher commutators vanish due to the commutation relations of the
conformal algebra. Evaluating (2.24) for the different generators, applying the result
4They act trivially in the field index space, i.e. (PµΦ)β = PµΦβ .
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to Φ(0) using (2.20) and finally translating Φ(0) to Φ(x) using the remaining factor of
exp(iP · x) in (2.23) we find
PµΦ(x) = −i∂µΦ(x) , (2.25)
DΦ(x) =
(
ixµ∂µ + ∆˜
)
Φ(x) ,
MµνΦ(x) = (−i(xµ∂ν − xν∂µ) + Σµν) Φ(x) ,
KµΦ(x) =
(
κµ − 2xµ∆˜ + 2xνΣµν − i(2xµ(x · ∂)− x2∂µ)
)
Φ(x) .
The operators that we consider here satisfy KµΦ(0) = 0, i.e. we choose κµ = 0 in
(2.20). In principle κµ 6= 0 and nilpotent [80] is possible as well.
Since [Mµν ,D] = 0 we have [Σµν , ∆˜] = 0 and it follows by Schur’s lemma, that any
matrix that commutes with all generators Σµν must be a multiple of the identity, and
thus we write ∆˜ = i∆, where ∆ is the scaling dimension of the field.
2.2.2 Finite Conformal Transformations of Fields
In (2.25) we have written the transformation of the fields under infinitesimal conformal
transformations. The transformation law for a scalar field φ under finite conformal
transformations x→ x′ reads
φ′(x′) =
∣∣∣∣∣∂x′∂x
∣∣∣∣∣
−∆/d
φ(x) . (2.26)
Under a finite scaling x → x′ = λx (2.11) the field thus transforms as φ′ = λ−∆φ,
which explains the name scaling dimension. The form of finite transformations for a
general field with indices α reads
Φ′α(x′) =
∣∣∣∣∣∂x′∂x
∣∣∣∣∣
−∆/d
D βα (R) Φβ(x) , (2.27)
where D βα is the appropriate representation of the Lorentz transformation
R νµ = ρ−1/2(x)
∂x′µ
∂xν
(2.28)
and ρ(x) is the scale factor of the conformal transformation (2.1). For more information
see e.g. [85, 86, 87].
2.2.3 Conformal Primary Fields and Operators
Fields transforming according to (2.26), (2.27) are called primary fields5 or conformal
primaries. Correspondingly, a conformal primary operator is a local operator which
5More precisely, in general dimension d it is called a quasi-primary field. The term primary field
is reserved for fields in d = 2 which have a more specific transformation law, but are at the same time
quasi-primary fields, since they automatically satisfy the transformation laws of these.
16 CHAPTER 2. INTRODUCTION TO CONFORMAL SYMMETRY
transforms according to the above laws under conformal transformations. Recall, that
we chose κµ = 0 to deduce these transformation laws, i.e. the definition of a conformal
primary requires
KµO(0) = 0 , (2.29)
where the scaling dimension of the primary is given by DO(0) = i∆O(0). From the
commutation relation of the conformal algebra it follows that an operator O′ related
to a primary operator via O′(x) = PO(x) has the scaling dimension of O raised by one
DO′(0) = [D,P]O(0) + P(DO(0)) = i(1 + ∆)PO(0) = i∆′O′(0) . (2.30)
The operator O′ is called a descendant of O. Conversely, K lowers the dimension of an
operator by 1 and thus the conformal primaries are the operators with lowest scaling
dimensions. In general it suffices to investigate the properties of conformal primaries,
since relations for the descendants follow from the conformal algebra.
2.3 Classically Conformal Field Theories
A field theory is classically invariant if the action is invariant under the field transfor-
mations (2.25). Due to the commutation relations (2.7) the mass operator M2 = P 2
does not commute with conformal transformations and dilatations act as
eiαDP 2e−iαD = e2αP 2 . (2.31)
Therefore invariance under conformal transformations, either requires a continuous
mass spectrum or a massless theory. We will restrict to the latter ones in this thesis.
Furthermore, in [80] it was derived that all non-derivative couplings with dimensionless
coupling constant as well as all couplings of Yang-Mills type are conformally invariant.
Therefore, at the classical level the only term in the standard model6 which is
not invariant under conformal transformations is the term with the Higgs mass. An
alternative for a classically conformal invariant standard model is discussed in [88, 89].
Energy momentum tensor
The Noether theorem implies that the symmetries of a field theory are reflected by
the existence of conserved currents Jµ, e.g. the conserved current with respect to
translations is the canoncical energy momentum tensor T µνc . The conserved currents
associated with the invariance of the action are only defined up to total divergences
and can thus be redefined. In particular, it is often possible [81] to construct a symmet-
ric, divergenceless energy momentum tensor θµν , which allows to write the associated
currents of all conformal transformations as
Jµ = kνθµν , θµν = θνµ, ∂µθµν = 0 , (2.32)
6assuming massless neutrinos
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where the conformal Killing vectors kµ are defined in (2.3). Using (B.4) the conserva-
tion of this current can be written as
∂µJ
µ = 12(∂µkν + ∂νkµ)θ
µν + kν∂µθµν =
1
d
(∂ · k) θµµ (2.33)
and thus the conservation of the current – or the invariance of the action – can be
attributed to the tracelessness θµµ = 0 of the energy momentum tensor. This symmetry
may be broken in the quantum theory and the violation of the tracelessness is called
the conformal anomaly or trace anomaly.
A detailed account on this subject can be found in section 2.4 of [67]. There, it is
also explained that the violation of the dilatation symmetry in massless QCD is given
by ∂µJµD = β(g)/(2g)GaµνGa,µν where β is the renormalisation group β-function and
Gaµν the field strength.
Simple classically conformal field theories
As the simplest example, consider a scalar theory in d dimensions, with interaction
term gφn where g is the coupling constant
S =
∫
ddx (∂µφ∂µφ+ gφn) . (2.34)
The inverse length dimension [ddx] = −d of the measure must be compensated by the
weight of the Lagrangian for the action to be dimensionless. Therefore, the dimension
of the scalar field is [φ] = (d− 2)/2 and the requirement, that g is dimensionless leads
to the conclusion that n = 2d/(d−2). Therefore, in d = 4 dimensions the only allowed
interaction term is φ4 and in d = 6 it is φ3.
Scalar φ3-theory in six dimensions
The latter (φ3)6 theory is particularly interesting, because generalised to Nf complex
scalar fields φi with an interaction term with one real scalar χ
L =
Nf∑
i=1
∂µφ∂
µφ¯i +
1
2∂µχ∂
µχ+ g
Nf∑
i=1
φiφ¯iχ , (2.35)
it has a number of features in common with QCD in four dimensions. For example,
its β-function has a structure similar to QCD and for a certain number Nf of flavours
[90], it can be made to vanish up a certain order in the coupling, which allows to
use conformal symmetry arguments up to this order. The similarity of this theory to
N = 4 SYM will become clear in chapter 7.
Chern-Simons theory
Another example of a classically conformal field theory is Chern-Simons theory in three
dimensions
SCS(A) = k4pi
∫
d3xµνρ Tr
(
Aµ∂νAρ − i23AµAνAρ
)
(2.36)
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and we will deal with the conformal properties of the theory in this thesis.
Scale without Conformal Invariance
In two dimensions scale invariance and unitarity of the theory imply conformal invari-
ance [91]. However in d > 2 it is possible to have scale invariant theories which are
not invariant under conformal transformations [91, 87, 92, 93, 94, 95] and thus do not
allow for (2.32). The converse is however always true, conformal invariance implies
scale invariance.
2.4 Superconformal Symmetry
The Poincare´ algebra (2.6) can be extended to a super-Poincare´ algebra by the in-
troduction of fermionic supersymmetry generators QAα and their conjugates Q¯Aα˙ which
satisfy the anticommutation relations
{QAα , Q¯Bα˙ } = 2(σµ)αα˙PµδAB , (2.37)
where A = 1, ...,N labels the number of supersymmetry generators QAα , σµ = (1, ~σ)
are the Pauli matrices and α, α˙ = 1, 2 are the su(2) Lorentz indices. Additionally,
we have a so-called R-symmetry group among which the supercharges transform. In
the Lagrangian of the theory, this is reflected by a flavour symmetry of the fields.
Introductions to supersymmetry can be found e.g. in [96, 97, 98, 99].
Analogously, a conformal symmetry algebra is extended to a superconformal algebra
by the introduction of (2.37), which due to the non-trivial commutation relations of
the special conformal generators Kµ and the Poincare´ supercharges QAα˙ additionally
contains the so-called conformal supercharges SAα and their conjugates S¯Aα˙ satisfying
{SAα , S¯Bα˙ } = 2(σµ)αα˙KµδAB . (2.38)
Corresponding to the definition of conformal primaries in section 2.2.3, superconformal
primaries are annihilated by the special conformal supercharges S. More information
on the superconformal algebra can be found e.g. in chapter 3 of the review [41].
2.4.1 N = 4 Super Yang-Mills Theory
As implied by its name the N = 4 super Yang-Mills theory in d = 4 dimensions has
four supercharges with associated R-symmetry algebra su(4). The Lagrangian can
be derived by dimensionally reducing N = 1 super Yang-Mills theory in D = 10
dimensions to d = 4. We review this derivation in Appendix C and the resulting
Lagrangian is given by7
7We omit gauge fixing and ghost terms here.
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LSYM = Tr
(
− 12FµνF
µν + 12Dµφ
ABDµφ¯AB +
1
8g
2[φAB, φCD][φ¯AB, φ¯CD] (2.39)
+ 2iλ¯α˙A(σµ)α˙βDµλAβ −
√
2gλαA[φ¯AB, λBα ] +
√
2gλ¯α˙A[φAB, λ¯α˙B]
)
,
where the field content comprises four fermions λαA, three independent complex scalars
φAB which are related to their complex conjugates via φ¯AB = (φAB)∗ = 12ABCDφ
CD
and a gauge field Aµ with field strength and covariant derivative
Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], Dµ(·) = ∂µ(·)− ig[Aµ, (·)] . (2.40)
All fields are matrix valued Aµ = AaµT a and T a are the generators of SU(N) in the
fundamental representation. In this formulation the SU(4) R-symmetry is manifest in
the indices A,B = 1, ..., 4. Very often, in the literature one encounters an equivalent
formulation of N = 4 SYM, with a different definition of the scalar fields, where the
matrices Σ in (C.11) are not incorporated into the definition of the scalars but remain
in the Lagrangian. Then the R-symmetry is an SO(6) ∼ SU(4) rotation symmetry
of 6 real scalars φi. In this approach the real scalar fields are usually combined to
complex fields as Z = φ1 + iφ2,W = φ3 + iφ4, X = φ5 + iφ6. The approaches are of
course completely equivalent, but the calculations slightly differ by the absorbed or
non-absorbed Σ matrices.
Coupling Constant Renormalisation and β-Function
The Lagrangian obviously satisfies the restrictions of section 2.3 for classical conformal
symmetry. Moreover, it turns out that the renormalisation group β-function of the
theory vanishes in perturbation theory, which is believed to be true to all orders in
the coupling constant [100, 101, 102, 103, 96]. For an interesting discussion on the
arguments of the all-loop vanishing of the β-function we refer the reader to chapter
13.2 of [96]. Therefore, the theory remains exactly scale invariant at the quantum level.
Thus also at loop-level conformal symmetry is not broken and restricts correlation
functions as we will discuss in detail in section 3.
Superalgebra su(2, 2|4)
In N = 4 SYM the bosonic symmetry algebra, which consists of the conformal algebra
(2.9) in four dimensions so(2, 4) ' su(2, 2) and the R-symmetry algebra su(4), is lifted
to the superalgebra psu(2, 2|4). The algebra psu(2, 2|4) plays an important role in the
AdS5/CFT4 correspondence and a detailed account on the properties of the algebra as
well as the isometries of the AdS5 × S5 superspace can be found in [44].
For the formulation of the full superconformal symmetry algebra, it is useful to
write all generators in su(2) notation, e.g. the Lorentz generators are split as Mαβ,
Mα˙β˙ acting on su(2)L respectively su(2)R indices.
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For further reference, we adopt the formulation of the non-trivial commutation
relations of the generators of the algebra8 su(2, 2|4) from [10]. The Lorentz generators
Mαβ, Mα˙β˙ and the su(4) R-symmetry generators RAB act canonically on the remaining
generators carrying Lorentz or su(4) indices, as explicitly given in Appendix D of [71].
The dilatation D acts via
[D, J] = dim(J)J , (2.41)
where the non-zero dimensions of the various generators are
dim(P) = 1, dim(K) = −1, dim(Q) = dim(Q) = 12 , dim(S) = dim(S) = −12 .
The remaining non-trivial commutation relations are,
{QαA,QBα˙ } = δBAPαα˙, {SαA,SBα˙ } = δBAKαα˙, (2.42)
[Pαα˙, SAβ ] = α˙β˙Q
A
α˙ , [Kαα˙,QβA] = αβSα˙A,
[Pαα˙, Sβ˙A] = α˙β˙QαA, [Kαα˙,Qβ˙A] = α˙β˙SαA,
[Kαα˙,Pββ˙] = δβαδ
β˙
α˙D+Mαβδβ˙α˙ +Mα˙β˙δβα,
{QαA,SBβ } = αβRBA +MαβδBA + αβδBA (D+ C),
{QAα˙ ,Sβ˙B} = α˙β˙RAB +Mα˙β˙δAB + α˙β˙δAB(D− C) ,
where C is the central charge. If the central charge vanishes, the resulting algebra is
psu(2, 2|4) The commutations relations of the super Lie algebra can be summarised as
[ja, jb} = f cab jc , (2.43)
where ja is any of the generators and f cab are the structure constants of the algebra
and [. , .} is the graded commutator. We will use this in the discussion of the Yangian
algebra in section 4.1.8.
2.4.2 N = 6 Super Chern-Simons Theory
The relevant field theory in the AdS4/CFT3 correspondence is a three-dimensional
N = 6 superconformal Chern-Simons theory, called ABJM theory [2]. Schematically,
it reads
SABJM = SCS(A)− SCS(Aˆ) + Smatter ,
where we have two copies of the Chern-Simons action (2.36) with two different U(N)
gauge fields Aµ, Aˆµ and the fields in the matter part
Smatter =
∫
d3xTr (Dµ φI Dµφ¯I) + iTr (ψ¯I D/ ψI) + Lint (2.44)
8We omit the discussion of the hypercharge B. Including it, the resulting algebras were u(2, 2|4),
pu(2, 2|4). A detailed discussion can be found in [71].
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are in the bifundamental representation and thus carry an SU(N) index for each of the
two gauge groups, i.e. (φI)iˆi, (ψI)iˆi. The interaction term Lint schematically consists of
Yukawa type terms φ2ψ2 as well as terms sextic in the scalars (φ)6. We give more details
in Appendix F.3. For Chern-Simons level9 k > 2 the superconformal symmetry group is
the orthosimplectic supergroup OSp(6|4) its bosonic part being the R-symmetry group
SU(4) ' SO(6) and the conformal group (2.9) in three dimensions SO(2, 3) ' Sp(4).
A reformulation with manifest SU(4) R-symmetry and a very clear presentation of the
superconformal symmetry can be found in [104]. A detailed account on OSp(6|4) can
be found in [105].
The generalization of ABJM theory to different gauge groups SU(N)k, SU(M)−k
for the Chern-Simons actions of level k respectively −k is referred to as ABJ theory
[106].
9For k = 1, 2 the algebra is enhanced to osp(8|4).
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Chapter 3
Implications of Conformal
Symmetry
Conformal symmetry imposes restrictions on observables in quantum field theory.
These are due to conformal Ward identities, which we review in section 3.1. In section
3.2 we show how this fixes the form of two-, three- and higher point correlation func-
tions of scalar operators and in 3.3 we generalise this to correlation functions involving
operators with spin. In section 3.4 we comment on the renormalisation properties of
composite operators and introduce a conformal renormalisation scheme.
3.1 Conformal Ward Identities
The symmetries of the quantum field theory translate into constraints on expecta-
tion values through so-called Ward identities. The Ward identities can be derived by
considering the change of the Green’s function under a transformation of the fields
Φ→ Φ′ = Φ + δΦ (3.1)
as given by (2.25). Writing the Green’s function as a path integral
Gn = 〈Φ1(x1)...Φn(xn)〉 =
∫
DΦ eiS[Φ]Φ1(x1)...Φn(xn) (3.2)
and performing a change of variables Φ→ Φ′ in the functional integral, we find1
〈Φ1(x1)...Φn(xn)〉 =
∫
DΦ′ eiS[Φ′]Φ′1(x1)...Φ′n(xn) (3.3)
=
∫
DΦ eiS[Φ+δΦ](Φ1 + δΦ1)...(Φn + δΦn) .
1Note that we do not take into account the Jacobi determinant in the functional integral, since
it is a c-number and does not modify the Ward identity, for more information see [107, 108, 67].
Furthermore, we supress a normalisation factor of the path integral here.
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Considering a conformal transformation (3.1), the action of a conformal field theory is
classically invariant, δS = 0 and infinitesimally we get the Ward identity
n∑
i=1
〈Φ1(x1)...δΦi(xi)...Φn(xn)〉 = 0 . (3.4)
This identity imposes restrictions on the the correlation function. Considering for
instance translations and Lorentz transformations, we conclude, that the correlation
function must be a function of the translation and Lorentz invariant combinations
x2ij := (xi − xj)2 of the space-time points. Using (2.25) the dilatation Ward identity
reads
n∑
i=1
(xi · ∂i + ∆i)〈Φ1(x1)...Φi(xi)...Φn(xn)〉 = 0 , (3.5)
where ∆i is the scaling dimension of the field Φi. This dilatation Ward identity and
the corresponding special conformal Ward identity
n∑
i=1
(
2xµi (xi · ∂i + ∆i) + 2iΣµνxνi − x2i∂µi
)
〈Φ1(x1)...Φi(xi)...Φn(xn)〉 = 0 (3.6)
constrain the space-time structure of Green’s functions as we will see in the sections
3.2, 3.3.
3.1.1 Anomalous Conformal Ward Identity
If the action S is not invariant under conformal transformations, we get an anomalous
conformal Ward identity
n∑
i=1
〈Φ1(x1)...δΦi(xi)...Φn(xn)〉 = −i〈δSΦ1(x1)...Φn(xn)〉 , (3.7)
where δS is the variation of the action under the transformation (3.1). This is for
example the case, if the conformal symmetry of the action is broken through a regulator,
e.g. in dimensional regularisation. Then, the weight of the measure ddx in d = 4 −
2 does not match the weight of the Lagrangian and thus the action S =
∫
ddxL
is only invariant up to order epsilon terms under dilatations and special conformal
transformations. Note that dimensional regularization preserves Poincare´ invariance
and thus the statement that the expectation values must be functions of x2ij remains
true.
It turns out, that these anomalous conformal Ward identities are particularly useful
for the evaluation of the Wilson loop as will be explained in sections 4.2.2 and 6.4. More
details on conformal Ward identities can be found in [107, 108, 109, 110] and the review
[67].
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3.1.2 Anomalous Dimensions
Consider a Green’s function of n fields Φ(x) of classical scaling dimension ∆. Due to
divergences, we have to renormalise the fields at loop-level. In a theory with vanishing
β-function, the relations (3.5), (3.6) remain valid for the renormalised Green’s function
up to a change in the scaling dimension:
∆→ ∆ + γ(g) . (3.8)
It acquires an anomalous dimension γ(g) which has an expansion in the coupling con-
stant g. This can be seen as follows.
For dimensional reasons, the renormalised Green’s function may be written in a form
where the canonical dimension is uniquely carried by the scale µ and a dimensionless
function Gn, depending on the dimensionless quantities2 µ2x2ij
〈ΦR(x1)...ΦR(xn)〉 = µn·∆Gn(µ2x2ij) . (3.9)
We can thus write
n∑
i=1
(∆ + xi · ∂i) 〈ΦR(x1)...ΦR(xn)〉 = µ ∂
∂µ
〈ΦR(x1)...ΦR(xn)〉 , (3.10)
which is the equivalent [109, 110, 67] of the ordinary Callan-Symanzik equation
[
µ
∂
∂µ
+ β ∂
∂g
+ nγ
]
〈ΦR(x1)...ΦR(xn)〉 = 0 . (3.11)
For a theory with vanishing β-function or at a fixed point of the renormalisation group
β(g∗) = 0, we can thus rewrite (3.10)
n∑
i=1
(∆ + γ + xi · ∂i) 〈ΦR(x1)...ΦR(xn)〉 = 0 . (3.12)
Therefore, using the replacement (3.8), the dilatation Ward identity can be brought to
the simple form (3.5) that it has in a free theory. The special conformal Ward identity
can also be brought to the form (3.6) under the same replacement, see e.g. [67] for
details.
This has the important consequence, that the restrictions on the Green’s functions
imposed by the free Ward-identities also apply in the interacting case, i.e. the space-
time structure of the Green’s functions is fixed in the same way as in the free case
under the replacement (3.8). As we will see in the following sections, this uniquely
fixes the structure of two and three-point functions.
2and the dimensionless coupling.
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Composite operators, mixing and conformal scheme
The same statements are true for composite operators of local fieldsO(x) = Φ(x)...Φ(x).
Even though the anomalous Ward-identities for the renormalised composite opera-
tors are not diagonal in the MS-scheme, i.e. under renormalisation the operators mix
with other operators, one can recover conformally covariant operators in the conformal
scheme as will be explained in section 3.4.3.
3.1.3 Protected Operators
Operators that do not get quantum corrections and consequently do not acquire anoma-
lous dimensions are called protected operators.
Chiral primary operators or BPS operators commute with a certain number of
supercharges and are protected from quantum corrections. According to the amount
of supercharges that they commute with, they are called 1/2 BPS, 1/4 BPS, 1/8 BPS
operators. We will make use of this type of operators in chapter 7. A detailed discussion
of BPS operators can be found in section 3.4 of the review [41].
3.2 Correlation Functions of Scalar Operators
The form of two-, three- and four-point functions of conformal primary operators (2.26)
was originally found by Polyakov [111]. The form of the correlators can be deduced by
requiring the invariance of the correlation functions under dilatations and inversions,
which by virtue of (2.14) guarantees the invariance under special conformal transfor-
mations. We give the results in the following sections and review a very simple way to
derive the functional form of the correlators in detail in Appendix B.2.
3.2.1 Two-Point Functions
Using the invariance under dilatations and inversions, one can deduce that the two-
point function of two scalar conformal primary operators with scaling dimensions ∆A,
∆B is
〈OA(x1)OB(x2)〉 = δAB CA(x212)∆A
, (3.13)
where CA is a constant. We derive this result in detail in Appendix B.2.2. It is easy
to see, that this two-point function indeed satisfies the Ward-identities (3.5), (3.6).
3.2.2 Three-Point Functions
We show in B.2.3 that three-point functions are also uniquely fixed to the form
〈OA(x1)OB(x2)OC(x3)〉 = CABC|x12|∆A+∆B−∆C |x13|∆A+∆C−∆B |x23|∆B+∆C−∆A , (3.14)
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where CABC are called the structure constants. As will be explained in section 3.5 these
structure constants are same constants that appear in the operator product expansion.
It is easy to see, that these three-point functions indeed satisfy the Ward-identities
(3.5), (3.6).
3.2.3 Higher-Point Functions
The space-time structure of four- and higher-point correlators is not uniquely fixed by
conformal symmetry, since they may depend on arbitrary functions of the conformally
invariant cross ratios uijkl in (2.15).
At four points we can build two of these cross ratios
u = x
2
12x
2
34
x213x
2
24
, v = x
2
14x
2
23
x213x
2
24
(3.15)
and for example the four-point function of four scalar fields has the form
〈φ(x1)φ(x2)φ(x3)φ(x4)〉 = 1(x212x234)∆φ
G(u, v) , (3.16)
where G(u, v) is an a priori arbitrary function of the conformal cross ratios u and v. It
is possible to extract information on the structure of four- and higher-point functions
using a double operator product expansion [112, 113, 114, 115, 24], see section 3.5 for a
short introduction to the operator product expansion.
3.3 Correlation Functions of Operators with Spin
In this thesis we will also consider correlation functions with spin j operators3
Oµ1...µj(x) , (3.17)
which are totally symmetric in the indices {µi} and traceless in the sense
gµ1µ2Oµ1...µj(x) = 0 . (3.18)
Due to the total symmetry of the operator, the tracelessness applies to every index
pair. The twist of these operators is defined as the difference of the scaling dimension
∆j and the spin j of the operator
θ = ∆j − j , (3.19)
where ∆j is the scaling dimension of the spin j operator.
3See the comments in section 3.3.4 for the notion of spin.
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3.3.1 Two-Point Functions of Spin j Operators
Using the transformation law under dilatations and inversions one can show, see Ap-
pendix (B.2.4), that two-point functions of spin j operators must be of the form
〈Oµ1...µj(x1)Oν1...νj(x2)〉 =
Cj
(x212)∆j
(
I{µ1ν1 ...Iµj}νj(x12)− traces
)
, (3.20)
where {..} indicates that the right-hand side is totally symmetrised in all indices µk, νl
and we subtract all traces in µi resp. νi in accord with the symmetries of the operators
on the left-hand side and where Iµν(x) is the inversion tensor
Iµν(x) = ηµν − 2xµxν
x2
. (3.21)
3.3.2 Three-Point Functions with Spin j Operators
Consider a three-point function involving two scalar operators OA(x),OB(x) and one
spin j operator Oµ1...µj . Conformal symmetry restricts these correlators, see Appendix
B.2.6, to the form
〈OA(x1)OB(x2)Oµ1...µj(x3)〉 =
CABj
(
Yµ1 ...Yµj(x13, x23)− traces
)
|x12|∆A+∆B−θ|x13|∆A+θ−∆B |x23|∆B+θ−∆A , (3.22)
where θ = ∆j − j is the twist of the operator Oµ1..µj and
Y µ(x13, x23) =
xµ13
x213
− x
µ
23
x223
= 12∂
µ
x3 ln
(
x213
x223
)
. (3.23)
In agreement with the operators on the left-hand side of (3.22), the right-hand side is
symmetric and traceless in the indices.
Three-point functions involving two operators with spin
The reason that conformal symmetry restricts (3.22) up to the structure constant CABj
is, that there is only one possible tensor structure with the correct behaviour under
dilatations and inversions. When we have one spin j field Oµ1..µj a scalar operator OC
and a vector operator Oµ we have two possible tensor structures, which are compatible
with the constraints imposed by dilatation and inversion, see e.g. [116], and thus
conformal symmetry restricts the correlator to
〈Oµ1...µj(x1)OC(x2)Oµ(x3)〉 =
1
|x12|θj+∆C−θ1|x13|θj+θ1−∆C |x23|∆C+θ1−θj× (3.24)(
AYµ(x13, x23)
(
Yµ1 ...Yµj(x12, x13)
)
+ B
x213
 j∑
k=1
Iµµk(x13)Yµ1 ..Yµk−1Yµk+1 ..Yµj(x12, x13)− traces
) ,
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where θj is the twist (3.19) of the spin j operator and θ1 = ∆Oµ − 1 is analogously
defined as the twist of the operator Oµ and where A and B are constants. If we
take a spin 2 operator Oµν instead of Oµ, there are 3 possible tensor structures and
thus dilatation and inversion symmetry determine the correlator only up to these three
constants. In general, the higher the rank of the tensors involved, the more possible
independent tensor structures that fulfill the invariance conditions arise and each of
them can enter with an a priori arbitrary coefficient. For a more detailed discussion
also involving correlators with fermionic fields we refer the reader to chapter III.2 of
[116] or the review [117] as well as the article [118].
Correlators in Momentum Space
In general, it can be quite complicated to map expressions like (3.22) to momentum
space via Fourier transformation. In this thesis, will only make use of the Fourier
transformed correlators in a simplifying limit. However, if necessary, also the full
position space correlator structures can be mapped to momentum space, see e.g. [119]
for some useful tricks and more details.
3.3.3 Light-Cone Projection of Operators
Correlation functions of operators with spin (3.20), (3.22) contain many terms with
a repeated space-time structure and therefore in some sense redundant information.
Perturbative calculations can be largely simplified by contracting the indices with light-
like vectors, i.e.
Oˆj = Oµ1..µjzµ1 ... zµj where z2 = zµzµ = 0 . (3.25)
The operator with the desired symmetry Oµ1..µj can be recovered by applying a second
order differential operator ∆µ
∆µ =
(
d
2 − 1 + z · ∂z
)
∂µz −
1
2z
µ∂z · ∂z (3.26)
in the presence of the constraint z2 = 0, see [120, 121] and an application in [122].
Then, the correct operator can be recovered by
∆µ1 ...∆µjOˆj ∼ Oµ1..µj . (3.27)
Due to [∆µ,∆ν ] = 0 and ∆µ∆µ = 0, symmetrisation and tracelessness are auto-
matically incorporated. For more information on the light-cone projection see e.g.
[123, 124].
We denote spacetime indices that are contracted with zµ with a hat, i.e.
xˆ = zµxµ, ∂ˆ = zµ
∂
∂xµ
⇒ ∂ˆxˆ = z2 = 0 . (3.28)
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As an example, consider the two-point function (3.20). The first term in (B.28) as well
as all trace terms vanish4 and we get5
〈Oˆj(x1)Oˆj(x2)〉 = Cj(−2)j (xˆ12)
2j
(x212)∆j+j
. (3.29)
Therefore, we have only one term instead of the rapidly growing number (with increas-
ing j) of terms in (3.20). In perturbative calculations, this simplicity is reflected by
the fact that ∂ˆxˆ = z2 = 0 and therefore multiple derivatives ∂ˆ acting on propagators
produce only one term. This largely reduces the effort for the determination of the
structure constants Cj, CABj of two-point and three-point functions with spin as we
will see in a practical example in chapter 7. Analogously, the three-point functions
(3.22) read
〈OA(x1)OB(x2)Oµ1...µj(x3)〉 =
CABj
(
Yˆ (x13, x23)
)j
|x12|∆A+∆B−θ|x13|∆A+θ−∆B |x23|∆B+θ−∆A , (3.30)
where |xij| = (x2ij)1/2. The generalization of (3.22), (3.24) to three operators Oˆj, Oˆk, Oˆl
of arbitrary spin can conveniently be written in the light-cone projection, see [118, 116].
3.3.4 Comment on the Notion of Spin and Higher Spin Fields
The operators (3.17) are called spin j fields due to their transformation properties under
the Lorentz group and in analogy to the theory of massive higher spin fields introduced
by Fierz and Pauli [125, 126], which are described by traceless and symmetric tensors
φµ1...µj that satisy the Klein-Gordon equation (∂2 +m2)φµ1...µj = 0 and are divergence-
free ∂µ1φµ1...µj = 0.
Massless higher spin fields were shown to be given by tensors that satisfy the weaker
statement of double tracelessness of φµ1...µj derived in [127, 128], i.e. e.g. φµ νµ ν,...,νj = 0.
This weakened a previously assumed condition on the source to be divergence-free,
while still guaranteeing that only helicities ±s are transmitted between sources. This
encouraged for the search towards a theory of interacting massless higher spin fields.
Higher spin theory is an active area of research, an older comprehensive review is [129],
for a more recent overview see [130]. Massless [131] and massive [132] higher spin fields
were also studied in AdS space.
3.4 Renormalisation of Composite Operators
The Callan-Symanzik equation for Green’s functions of elementary fields [133, 134, 135]
is derived in standard quantum field theory textbooks and we shortly review it here
4We take the same light-like vector for both operators Oˆj , ¯ˆOj , i.e. zµ1 = zµ2 .
5Here we have redefined Cj and absorbed the combinatorical factor from the permutations in
(3.20). In general we have j! terms of type Iµiνj and additionally all traces that are subtracted, which
do however vanish in the lightcone-projection.
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and comment on the generalization for operators and operator mixing.
3.4.1 Renormalisation of Elementary Fields
In quantum field theory calculations, Green’s functions
Gn = 〈Φ(x1)...Φ(xn)〉 (3.31)
are typically divergent at loop-level and the original (bare) fields (and couplings) are
redefined as
ΦR(x) = ZΦΦ(x) (3.32)
in order to absorb the divergences of loop calculations. These renormalisation constants
depend on the cutoff and the renormalisation scale µ that preserves the canonical
dimension of the fields and consequently the renormalised Green’s function depends on
the same parameters
GRn (x, µ, g) = 〈ΦR(x1)...ΦR(xn)〉 = (ZΦ)n〈Φ(x1)...Φ(xn)〉 . (3.33)
Since the bare Greens function Gn does not depend on the scale µ, we have
0 = µ d
dµ
(
Z−nΦ G
R
n
)
= Z−nΦ
(
−nµ d
dµ
lnZΦ + µ
∂
∂µ
+ µ∂g
∂µ
∂
∂g
)
GRn . (3.34)
Defining
β(g) = µ∂g
∂µ
, γ = −µ d
dµ
lnZΦ , (3.35)
we get the standard Callan-Symanzik renormalisation group equation(
µ
∂
∂µ
+ β(g) ∂
∂g
+ nγ
)
GRn = 0 , (3.36)
where β(g) determines the dependence of the running coupling g(µ) on the scale µ and
γ is called the anomalous dimension of the field Φ, see the discussion in section 3.1.2.
3.4.2 Renormalisation of Composite Operators
The limit where two points in the Green’s functions (3.33) approach each other may lead
to additional divergences and therefore, in general, local composite operators require a
renormalisation constant ZO 6= (ZΦ)2
OR(x) = ZOO(x) = ZO Φ(x)Φ(x) (3.37)
in order to obtain finite correlation functions. The analogous renormalisation group
equation with m such operators then reads[
µ
∂
∂µ
+ β ∂
∂g
+ nγ +mγO
]
〈ΦR(x1)...ΦR(xn)OR(y1)...OR(ym)〉 = 0 , (3.38)
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where the anomalous dimension γO of the composite operator is defined in the same
way as for elementary fields by
γ(g) = −µ d
dµ
lnZO . (3.39)
Typically, operator mixing is present, i.e. the renormalised operators are linear combi-
nations of other operators and we need a renormalisation matrix Zjk
ORi =
∑
j
ZijOj (3.40)
in order to define finite Green’s functions. The operators Oj on the right-hand side
of (3.40) need to have the same quantum numbers and equal or smaller canonical di-
mensions as compared to the original operator. Correspondingly, we get an anomalous
dimension matrix
(γO)ij = −(Z−1O )ik µ
d
dµ
(ZO)kj . (3.41)
The renormalisation matrix can be expanded in the coupling constant as
Zjk = δjk +
∞∑
n=1
g2n
n∑
m=1
Z
[m](n)
jk
m
. (3.42)
3.4.3 Conformal Scheme
From the perspective of the Ward identities, the mixing is reflected by the appearance
of the anomalous dimension matrix γnm and the so-called special conformal anomaly
matrix γcnm in the anomalous version of the Ward identities (3.5), (3.6), originating from
the right-hand side of (3.7). These anomalies spoil the conclusions drawn in section
3.2, 3.3 on the form of the correlation functions of conformal operators. Formulated
differently, the renormalised operators (3.42) yield finite correlation functions, but are
not conformally covariant in the sense (2.27) and thus do not have conformal correlation
functions.
One can however define a conformal renormalisation scheme by applying another
finite scheme transformation [108]
Oi =
i∑
j=0
B−1ij ORj , (3.43)
where the finite matrix B diagonalises the anomalous dimension matrix
γj(g2)δjk = (B−1γB)jk (3.44)
and has the expansion
Bjk = δjk +
∞∑
n=1
g2nB
(n)
jk . (3.45)
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Then the full mixing matrix Zjk that defines conformal operators at loop-level reads
Oj =
∑
k
ZjkOk =
j∑
k
j∑
m=k
B−1jmZmkOk . (3.46)
Renormalisation of Twist-Two Operators
In chapter 7 we will encounter the renormalisation of so-called twist-two operators and
see that the renormalisation matrix is diagonal at one loop, i.e.
Z
[1](1)
jk = δjkZ
(1)
j . (3.47)
At one-loop level there are however two sources of non-diagonality of the two-point
functions. On the one hand, there are finite non-diagonal one-loop corrections
〈OjOl〉(1) = finite 6= 0 for j 6= l (3.48)
and on the other hand the minimal subtraction procedure (3.40), (3.42) leads to non-
diagonal contributions, if the operators Oˆj are not orthogonal at order . Then we
have
〈OˆRj OˆRl 〉 =
1 + g2Z(1)j + Z(1)l

(δjl〈OˆjOˆl〉(0) + 〈OˆjOˆl〉())+ 〈OˆjOˆl〉(1) , (3.49)
where the index () on the correlator denotes the O() part of the tree-level correlator.
In order to define orthogonal operators at loop-level, we need to perform another finite
renormalisation of the operators and take into account the mixing with descendants of
lower dimension Oˆjk = ∂ˆj−kOˆk, such that the full mixing matrix Zjk that yields finite
orthogonal operators is
Oˆj =
∑
k
ZjkOˆjk =
j∑
k
j∑
m=k
B−1jmZmkOˆjk, Oˆjk = ∂ˆj−kOˆk . (3.50)
The one-loop expansion of the renormalisation constant then reads
Zjk = δjk + g2 (−B(1)jk +
1

δjkZ
(1)
j )︸ ︷︷ ︸
=Z(1)
jk
+O(g4) . (3.51)
Thus at one loop the renormalised two-point function has the expansion
〈OˆiOˆj〉 =
∑
l,k
(
δil + g2(−B(1)il +
1

δilZ
(1)
i )
)(
δjk + g2(−B(1)jk +
1

δjkZ
(1)
j )
)
〈OˆilOˆjk〉 .
The matrix B accounts for the non-diagonal terms that arise from the one-loop dia-
grams and the O() expansion of the correlator and can be determined by requiring
these terms to vanish.
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3.5 Operator Product Expansion in Conformal Field
Theory
K. G. Wilson proposed[136] that the effects of an operator product Oα(x)Oβ(0) in the
limit x → 0 could be computed by replacing the product by a linear combination of
local operators
Oα(x)Oβ(0) −→
∑
γ
Cαβγ(x)Oγ(0) , (3.52)
where the local operators Oγ must have the global symmetry quantum numbers of the
product OαOβ. The coefficient functions Cαβγ(x) are c-number valued functions and
are often called Wilson coefficients and the corresponding operators Wilson operators.
On dimensional grounds, in a conformal field theory, the coefficient functions Cαβγ
must be of the form6
Cαβγ(x) =
Cαβγ
|x|∆α+∆β−∆γ (3.53)
and therefore we can write
Oα(x1)Oβ(x2) x1→x2−→
∑
γ
Cαβγ
|x12|∆α+∆β−∆γOγ(x2) . (3.54)
It is now easy to see why the coefficients Cαβγ are just the structure constants of the
three-point functions in conformally invariant theories. Taking the limit x1 → x2 in
the conformal three-point function (3.14) yields
〈Oα(x1)Oβ(x2)Oγ(x3)〉 x1→x2−→ Cαβγ|x12|∆A+∆B−∆C |x23|2∆γ . (3.55)
On the other hand, in the same limit, we can can rewrite the first two operators in
terms of the OPE and find
〈Oα(x1)Oβ(x2)Oγ(x3)〉 x1→x2−→
∑
δ
Cαβδ
|x12|∆α+∆β−∆δ 〈Oδ(x2)Oγ(x3)〉 (3.56)
=
∑
δ
Cαβδ
|x12|∆α+∆β−∆δ
δδγ
|x23|2∆δ
= Cαβγ|x12|∆α+∆β−∆δ |x23|2∆γ ,
where we used the conformal two-point function (3.13) in the second line and assumed
that the operators are normalised as Cδ = 1. Thus the coefficient Cαβγ coincides with
the structure constant in (3.55).
Above, we have restricted to a basis of scalar operators, in general however the com-
plete set of operators also involves operators with spin (3.17). The complete operator
product expansion can then be organised in terms of Wilson operators with increasing
6We restrict to scalar operators here to illustrate the general idea.
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twist. The leading or lowest twist operators in d = 4 are twist-two operators which can
schematically be written as
Oµ1...µj(x) = Dµ1 ...DµiΦ(x)Dµi+1 ...DµjΦ(x) + ... . (3.57)
These composite operators transform covariantly under conformal transformations only
for specific distributions of the covariant derivatives and we will be more specific on
their form in chapter 7. The coefficient functions (3.53) of these operators in the OPE
have to be generalised appropriately to be compatible with the form of the three-point
function (3.22), see [24] for more information.
As mentioned before, using the OPE (3.56) twice, one can extract information on
higher-point functions. Schematically, the four-point functions (3.16) can be written
〈Oα(x1)Oβ(x2)Oγ(x3)Oδ(x4)〉 ∼
∑
σ
CαβσCγδσ
|x12|∆α+∆β−∆δ |x34|∆γ+∆δ−∆δ
Cσ
|x23|2∆σ . (3.58)
In [137] it is for example shown, that a four-point two-loop correlator of 1/2-BPS
operators can be completely reconstructed on the basis of the OPE and the knowledge
of the one-loop anomalous dimensions for certain operators of twist 2 and 4.
The OPE, together with the knowledge of the anomalous dimensions, in principle
allows to determine any higher-point function. Chapter 7 is devoted to the investigation
of the coefficients of twist-two operators in the OPE.
3.5.1 OPE and Twist-Operators in QCD
Here, we would like to give an example for an application of the operator product
expansion and show where leading twist operators in deep inelastic scattering show up,
following to a large extent chapter 18 of [138]. We only sketch the ideas and refer the
reader to [138] for more details.
Deep Inelastic Electron Scattering
Deep inelastic electron scattering is decribed by the parton model, in which the electron
scatters from quarks carrying fractions of the total momentum of the proton, which
are determined by parton distribution functions.
The amplitudeM(ep→ eX) for the scattering of an electron and a proton into an
electron and a final state X can be related to the forward matrix element of two quark
electromagnetic currents Jµ(x) = q¯(x)γµq(x) via the optical theorem. The total cross
section averaged over initial and final electron spins then reads
σ(ep→ eX) = 12s
∫ d3k′
(2pi)3
1
2k′ e
4 1
2
∑
spins
u¯(k)γµu(k′)u¯(k′)γνu(k) ·
(
1
Q2
)2
2Im (W µν) ,
where the forward Compton amplitude is
W µν = i
∫
d4x eiq·x〈P |T{Jµ(x)Jν(0)}|P 〉 , (3.59)
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and |P 〉 represents the proton state of momentum P µ see [138] for details. Here we
will illustrate the use of the OPE to analyse this amplitude. As mentioned before, in a
massless theory the operators appearing on the right-hand side of the operator product
expansion (3.52) must have the same symmetry quantum numbers as the product of
operators on the left-hand side.
Dominant contributions from leading twist operators
In d dimensions the scaling dimension of a quark (fermion) is [q(x)] = (d − 1)/2 and
thus the dimension of the quark electromagentic current is [Jµ] = d− 1. Thus, in the
operator product expansion of the current product
Jµ(x)Jν(0) =
∑
Ci(x)Oi(0) (3.60)
an operator Oi with dimension ∆i must have a coefficient function of dimension [Ci] =
2(d − 1) − ∆i. In a massless field theory, the dimension is fully carried by the x-
dependence and we thus have
Ci(x) = ci
( 1
−x2
)d−1−∆i/2
, (3.61)
where ci is a dimensionless coefficient. The Fourier transformation in (3.59) thus yields,
that the coefficient function is suppressed by a factor of(
1
Q2
)∆i/2−1
, Q2 = −q2 , (3.62)
for d = 4. If we consider an operator with spin j of the form7
Oµ1..µjj (x) = q¯(x)γ{µ1(iDµ2)...(iDµj})q(x)− traces , (3.63)
we get additional kinematic factors from the matrix element of the operator
〈P |Oµ1..µjj |P 〉 ∼ P µ1 ... P µj − traces . (3.64)
Thus, the contribution of a spin j operator will be of order(
2P · q
Q2
)j ( 1
Q2
)(∆j−j−1)/2
. (3.65)
The quantity Q2/2P ·q = x is held fixed in deep inelastic scattering. Thus, the relative
size of the contribution from the OPE operators to deep inelastic scattering does not
depend on the dimension but rather on the twist θ of the operator
θ = ∆j − j . (3.66)
Therefore, the leading twist operators (smallest twist) give the most important contri-
butions to the OPE for deep inelastic scattering. We will consider operators of this
type in chapter 7.
7Here {..} means symmetrisation over all indices and all possible traces are subtracted.
Chapter 4
Amplitudes, Wilson Loops and
Correlators in N = 4 SYM
In this chapter we give an overview about some recent developments in quantum field
theory, which have mostly been inspired by the AdS/CFT correspondence. In the
following chapter we will describe some of the analogous developments in ABJM theory.
In particular, we will focus on the so-called amplitude / Wilson loop duality.
In order to state the duality, we will introduce the necessary background on am-
plitudes in N = 4 SYM in section 4.1 and shortly comment on the methods that are
presently being used to calculate amplitudes, such as the spinor helicity formalism,
BCFW recursions and unitarity cuts. In section 4.1.5 we will discuss the so-called BDS
ansatz, which constitutes an all-loop proposal for scattering amplitudes in N = 4 SYM
based on an iterative structure in perturbative amplitude calculations and the previ-
ously known exponentiation of the IR divergences of gluon scattering amplitudes.
Unexpectedly, the scattering amplitudes exhibit a hidden symmetry called dual
conformal symmetry distinct from the ordinary conformal symmetry of the theory.
This symmetry extends to a dual superconformal symmetry and together with the
superconformal symmetry forms a Yangian symmetry.
In section 4.2 we introduce the duality between amplitudes and light-like polygo-
nal Wilson loops and see that the dual conformal symmetry of the amplitudes can
be understood in terms of the conformal symmetry of the Wilson loop defined in a
dual configuration space. The expectation value of the Wilson loop is governed by an
anomalous conformal Ward identity which fixes the result of the Wilson loop and, via
the duality, the result of the amplitudes for n = 4, 5 edges resp. gluons completely.
For n ≥ 6 particles the Ward identity admits for arbitrary functions of conformally
invariant cross ratios. Interestingly, even though the BDS ansatz for scattering ampli-
tudes breaks down starting from n = 6 at two loops, the duality continues to hold, thus
also the part, which is not constrained by the known symmetries of the two objects,
continues to agree, showing that there is more to the amplitude / Wilson loop duality
than just dual conformal symmetry. We will also have a glimpse on the generalization
of the duality to superamplitudes and super Wilson loops in section 4.2.3 as well as a
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new triality between correlators, amplitudes and Wilson loops and its generalization
to supersymmetric objects in section 4.3. We also comment on relations between form
factors and periodic Wilson loops in section (4.4).
The duality between scattering amplitudes and Wilson loops has its origin in the
strong coupling calculation of gluon amplitudes [3, 4] in terms of minimal surfaces in
AdS space, which formally resembles the calculation of a Wilson loop. The analogue of
the dual superconformal symmetry on the string theory side is an invariance of the the
free AdS5 × S5 superstring under a combination of bosonic and fermionic T-dualities
[139, 140, 141]. The T-duality exchanges the original with the dual superconformal
symmetries and thus explains the presences of the dual symmetry.
In the following we focus on the weak coupling side of the duality and refer the
reader to the literature for more information on the strong coupling side of the duality.
4.1 Scattering Amplitudes in N = 4 SYM
It is possible to show [142, 143], see also the review [29], that a n-gluon tree-level
amplitude can be written as
An ({pi hi, ai}) =
∑
σ∈Sn/Zn
Tr (T aσ(1) , ..., T aσ(n))An(σ(1)hσ(1) , ..., σ(n)hσ(n)) , (4.1)
where pi denote the momenta, hi = ±1 the helicities and ai the colour index of particle
i and the sum goes over all non-cyclic permutations σ. The amplitudes An are called
colour ordered or partial amplitudes. In order to obtain the full result for the amplitude
it is thus sufficient to evaluate all colour ordered amplitudes using the simpler colour
ordered Feynman rules, see [29]. In the following we restrict to the discussion of colour
ordered amplitudes and just call them amplitudes from now on.
4.1.1 Spinor Helicity Formalism
The spinor helicity formalism is reviewed e.g. in [27, 29] and we will not give a detailed
survey of this method, but just introduce a few terms and notations which are useful
for the following discussion of amplitudes.
The basic idea of the spinor helicity formalism is to reformulate n-point scattering
amplitudes An of n massless particles in terms of commuting, complex two-component
Weyl spinors λα, λ˜α˙ which automatically satisfy the masslessness condition p2i = 0.
They can be defined by
pαα˙i = p
µ
i (σµ)αα˙ = λαi λ˜α˙i , (4.2)
where σµ = (1, ~σ) and ~σ are the three Pauli matrices and indices are lowered and raised
using the antisymmetric αβ = −αβ, α˙β˙ = −α˙β˙, i.e. λα = αβλβ. One can introduce
the Lorentz invariant1 antisymmetric contractions
〈ij〉 = (λi)ααβ(λj)β = (λi)α(λj)α , [ij] = (λ˜i)α˙α˙β˙(λ˜j)β˙ = (λ˜i)α˙(λ˜j)α˙ , (4.3)
1With respect to SU(2)L, SU(2)R
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which satisfy 〈ij〉 [ij] = −2 pi · pj. Introducing suitable polarisation vectors +i,µ, −i,µ for
gluons of positive and negative helicity, one can evaluate gluon scattering amplitudes
in the spinor helicity formalism purely in terms of (4.3).
MHV and non-MHV Amplitudes
Amplitudes with n-gluons vanish if all n or n − 1 gluons have the same helicity. The
simplest non-trivial amplitudes are the ones where at most n− 2 gluons have the same
helicity. These amplitudes are called maximally helicity violating (MHV) amplitudes
for 2 negative helicities (MHV for 2 positive helicities) and have the surprisingly simple
form [144, 145]
AMHV,treen (i−, j−) = i
〈ij〉4
〈12〉〈23〉...〈n1〉δ
(4)(
∑
i
pi) , (4.4)
where particles i, j have negative helicity and all others have positive helicity. For real
momenta2 the first non-trivial MHV amplitude is the amplitude with four particles.
Amplitudes with n− 3 particles of positive helicity are called next-to-MHV (NMHV),
amplitudes with n− 2− k positive helicities NkMHV.
4.1.2 BCFW Recursion
Formula (4.4) can be justified recursively, see e.g. [27], by first calculating the three-
point amplitude in complex kinematics and using (4.4) for n−1 to show its correctness
for n. The reason that this is possible is that one can factorise the n-point amplitude
into a three-point and a (n−1)-point MHV amplitude by shifting the complex momenta
(4.2) of two particles in a way that preserves momentum conservation and light-likeness:
pi = λiλ˜i → (λi + zλj)λ˜i, pj = λjλ˜j → λj(λ˜j − zλ˜i), where z is a complex number.
Choosing e.g. i = 1, j = n the amplitude (4.4) becomes:
An(z) = i
〈ij〉4
(〈12〉+ z〈n2〉)〈23〉...〈n1〉 . (4.5)
The expression A(z)/z has poles at z = 0 and z = −〈12〉/〈n2〉. Therefore, by Cauchy’s
theorem, the vanishing3 contour integral∮ dz
2pii
A(z)
z
= 0 =
∑
zk
Res(A(z)/z, z = zk) (4.6)
is equivalent to the sum over the residues of these poles. The residue at z = 0 is just
the original amplitude, which can thus be expressed through the value of the other
residue
An = An(z = 0) = −Res(An(z)/z, z = −〈12〉/〈n2〉) . (4.7)
2For complex momenta one can also define three-particle amplitudes. For real momenta mass-
lessness and momentum conservation forces these three momenta to be collinear and thus all scalar
products pi · pj are zero.
3There are some conditions on the shifts such that the contour-integral at infinity vanishes.
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Evaluating the right-hand side one finds, see [27] for more details, that the amplitude
factorises into a three-point and a (n − 1)-point MHV amplitude, which can be used
to confirm (4.4).
The same trick can be used to construct recursions for non-MHV amplitudes and
is known as the BCFW recursion [146, 147], however there will in general be more
terms on the right-hand side, corresponding to different factorization channels. There
are also BCFW type recursions for processes involving all sorts of massless and also
massive fields, see e.g. the references in [27]. Furthermore, there is a supersymmetric
version of the tree-level recursion [148, 149, 150] that was solved in [151]. A nice review
on these methods can be found in [152].
Superamplitudes
One can also find a compact formula for the supersymmetric amplitude which contains
all possible tree-level MHV amplitudes involving gluons G±(p), gluinos Γ(p), Γ¯(p) and
scalars SAB(p). It is convenient to combine the fields of different helicity in a superstate
Φ(η, p)
Φ = G+ + ηAΓA +
1
2!η
AηBSAB +
1
3!η
AηBηCABCDΓ¯D +
1
4!η
AηBηCηDABCDG
− , (4.8)
where ηA are anti-commuting Graßmann parameters and A = 1...4 is the SU(4) index.
The superamplitude can then be written [153] as
AMHVn (Φ1, ...,Φn) = i
δ(4)(p)δ(8)(q)
〈12〉〈23〉...〈n1〉 , (4.9)
where δ(p) = δ(∑i λiλ˜i) is the momentum conserving delta function that also appears
in (4.4) and δ(q) = ∏A,α(∑i ηAi λαi )) can be thought of as a super-momentum conserving
delta function. A particular component amplitude is then the coefficient of the term
in (4.9) that contains the powers of the Graßmann variables ηAi corresponding to the
component fields in (4.8). E.g. the MHV gluon amplitude (4.4) is the coefficient4 of
(ηi)4(ηj)4, since gluons i and j have negative helicity.
As mentioned before, the recursions can also be used to construct all non-MHV
amplitudes [151]. The non-MHV amplitudes can be included in the expression by
multiplying (4.9) with a factor Pn(λi, λ˜i, ηi) = 1 + PNMHVn + ... [151] and one can
extract the desired amplitude as the coefficient of the corresponding powers of ηi,
exactly as in the MHV case. The recursions and their solutions [151] can conveniently
be implemented into computer programs, e.g. the MATHEMATICA package GGT
[154] yields compact analytical formulas for all tree-level colour ordered gauge theory
amplitudes (MHV and non-MHV) with n gluons and up to four massless quark-anti-
quark pairs.
4More correctly, we should write (ηi)4 = η1i η2i η3i η4i since each Graßmann variable can of course
appear at most once.
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At loop-level the most general form of the amplitude is
An(Φ1, ...,Φn) = AMHVn +ANMHVn + ...+AN
kMHV
n (4.10)
= iδ
(4)(p)δ(8)(q)
〈12〉...〈n1〉
(
An;0(λ, λ˜, η, a) + ...+ An;n−4(λ, λ˜, η, a)
)
and An;k contains the coefficients PNkMHVn as well as their loop corrections as a series
in the coupling constant a. The loop corrections to the MHV amplitude are usually
designated by Mn ≡ An;0 in the literature, i.e.
AMHVn (Φ1, ...,Φn) = i
δ(4)(p)δ(8)(q)
〈12〉...〈n1〉 Mn . (4.11)
Superconformal invariance of the amplitudes
The tree-level amplitudes defined by (4.9) and their generalization to non-MHV am-
plitudes are invariant under the ordinary superconformal symmetry, i.e.
jaAn = 0 , (4.12)
where ja ∈ {pαα˙, qαA, q¯α˙A,mαβ, m¯α˙β˙, rAB, d, sαA, s¯Aα˙ , kαα˙} are the generators of the ordinary
superconformal symmetry psu(2, 2|4), which satisfy the commutation relations given
in section 2.4.1. An explicit representation of these generators in on-shell superspace
(λαi , λ˜α˙i , ηAi ) can be found in [10].
The ordinary conformal symmetry is broken at loop-level by infrared divergences
and furthermore it is broken through the holomorphic anomaly already at tree-level
due to collinear singularities [155, 156, 157, 158]. The symmetry is superficially broken
at singular particle configurations where massless particles become collinear, but can
be deformed to account for the holomorphic anomaly [157]. At loop-level the situation
is more complicated because particles in the loop integration can become collinear with
others and thus proper treatment is required [157, 159, 160].
4.1.3 Generalised Unitarity
The state-of-the-art technique5 for the evaluation of gauge theory and gravity ampli-
tudes at loop-level is the method of generalized unitarity. Unitarity methods have a long
history, see e.g. [181] for applications in the 1960s, and have become a well-developed
powerful method for the calculation of loop amplitudes. Since we will not make use of
this method in this thesis we refer the reader to the reviews [27, 161] and just mention
some of the key concepts.
5Some applications and developments of the unitarity methods were listed in [161] and we recite
them as further reading suggestions [162, 163, 164, 165, 166, 167, 168, 169, 170, 171, 172, 173, 174,
175, 176, 177, 178, 179, 180].
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The unitarity method relies on the unitarity of the S-matrix S = 1 + iT , which
turns into an equation for the non-trivial part of the scattering matrix T
SS† = 1 ⇒ TT † = −i(T − T †) . (4.13)
Since the scattering matrix has an expansion in the coupling constant, from the last
equality it follows that information on the amplitude is encoded in the product of lower
loop amplitudes. It is important to note, that the matrix multiplication TT † implicitly
contains a sum over all possible intermediate on-shell states, i.e. also a phase space
integral6.
The discontinuity on the left-hand side of (4.13) in a given channel7 of a particular
loop-level amplitude can be obtained [182] by replacing two propagators that carry this
invariant with a delta function
i
p2 + i → 2piδ
(+)(p2) , (4.14)
which reduces the loop integral to a phase space integral, and the amplitude is cut
into a product of two on-shell amplitudes exactly as stated by (4.13). One could now
continue to solve the phase space integral, but the idea of the unitarity method is to
turn the step (4.14) around:
For a given channel, one starts from the left-hand side of (4.13), i.e. one sews
together all tree amplitudes by converting the phase space integral into a full loop
integral using (4.14) backwards. The key point is, that the full amplitude is a linear
combination of a restricted set8 of scalar basis integrals Ij
An =
∑
j
cjIj , (4.15)
where cj are the coefficients of the integrals in the amplitude. By the above procedure
of sewing together tree amplitudes to loop amplitudes, one can thus directly read off
the coefficients cj of the corresponding integrals. By considering a certain cut, one
can thus determine all coefficients of the integrals that have the corresponding cut. Of
course, by this method only those contributions which have these cuts can be detected.
Amplitudes that fall into this class are called cut constructible and were identified in
[162], e.g. N = 4 SYM amplitudes belong to this class.
This method is more efficient than considering single Feynman diagrams, because
at every step one is dealing with gauge invariant physical amplitudes and does not
need to consider diagrams which cancel in the end. Furthermore, certain tree-level
properties of on-shell methods can be carried over to loop-level, see e.g. [161].
6To see this, one can write explicit matrix indices
∑
j Tij(T †)jf = −i(T − T †)if where i, f denote
a physical initial resp. final state and the sum over j is the sum over all possible physical on-shell
states, i.e. all possible particles with all possible momentum configurations. This is the origin of the
phase space integral.
7A momentum invariant, e.g. s = (p1 + p2)2.
8In N = 4 SYM the set is further reduced by requiring dual conformal invariance, see section 4.1.6.
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To understand the details of this method it is instructive to review the calculation
of the one-loop n-gluon MHV amplitude in N = 4 SYM which can be found in the
lectures [29].
As mentioned, by considering the cut in a certain channel, after some algebra one
finds an expression ∑j cjIj with all basis integrals Ij that contain the cut9. Several
integrals may contribute to the same cut. One can restrict the number of appearing
integrals, by considering multiple cuts of an integral, i.e. one sews together a loop
integral from more than two amplitudes. The advantage of this method of generalised
unitarity is that one has less algebra to perform, since less integrals contribute. Cutting
the maximal number of propagators, i.e. four propagators, selects a single box integral
and no further algebra is required. This goes under the name maximal generalised
unitarity, see also the review [161].
4.1.4 One-Loop Four-Point Amplitude
The simplest loop-level gluon amplitude that we can consider inN = 4 SYM is the one-
loop four-point amplitude. Calculating all Feynman diagrams or using the unitarity
method described in 4.1.3 and evaluating the cuts in the s and t-channel one finds
A4 = Atree4 M4 , (4.16)
where Atree4 is given by (4.4)
M4 = 1− a2stI
(1)
4 (s, t) +O(a2) (4.17)
with a = g2N/(8pi2), s = (p1 + p2)2, t = (p2 + p3)2 and the box-integral
I
(1)
4 (s, t) =
∫ ddl
(ipid/2)
1
l2(p1 + l)2(p1 + p2 + l)2(p4 − l)2 (4.18)
is the only integral in (4.15) that contributes. The integral is infrared divergent and
evaluation in dimensional regularisation with d = 4− 2 yields [51]
stI
(1)
4 (s, t) =
2
2
(
−s/µ2
)−
+ 2
2
(
−t/µ2
)− − ln2 (s
t
)
− 43pi
2 +O() . (4.19)
4.1.5 BDS Ansatz for n-point All-Loop Amplitudes
Similar to (4.16), it turns out that also n-point planar MHV amplitudes can be fac-
torised into a tree-level part and a scalar function Mn(a) that carries the complete
coupling constant dependence
An = Atreen Mn(a) , (4.20)
9It should be noted, that only integrals that contain a cut can be detected by the cutting procedure.
In QCD there are rational terms, which are not detected by standard unitarity methods and require
additional care.
44 CHAPTER 4. AMPLITUDES, WILSON LOOPS AND CORRELATORS
where Mn(a) = (1 + aM (1)n + a2M (2)n + ...). Based on an iterative structure [183, 51]
for M (3),M (2) in terms of the one-loop scalar factor M (1) and an n-point one-loop
calculation [163], Bern, Dixon and Smirnov (BDS) proposed the so-called BDS-ansatz
for the all-loop n-point gluon amplitude [51]
Mn(a) = 1 +
∑
l
alM (l)n = exp
( ∞∑
l=1
al
(
f (l)()M (1)n (l) + C(l) + E(l)n ()
))
, (4.21)
where M (1)n (l) is the all-orders in  function M (1)n (), that appeas in the one-loop
amplitude calculation with  replaced by l, f (l)() = f (l)() + f (l)1 () + 2f
(l)
2 (), C(l)
are constants independent of n and E(l)n () is a constant that vanishes as → 0.
Relation of the divergent part to Wilson loops
It was known before, that the infrared divergences, which in the expression above are
hidden in M (1)n (l), exponentiate in a form equivalent to (4.21), i.e. that the amplitude
can be written as
Mn = exp(Zn)× finite , (4.22)
where
Zn = −14
n∑
i=1
(
Γ(l)cusp
(l)2 +
Γ(l)
l
)
n∑
i=1
(−si,i+1
µ2
)−l
(4.23)
and Γcusp =
∑
l a
lΓ(l)cusp = 2a−2ζ2a2+O(a3) is the cusp anomalous dimension, Γ(l) is the
collinear anomalous dimension and si,i+1 = (pi + pi+1)2 are the kinematical invariants
of the scattering process. The name cusp anomalous dimension refers to the fact, that
Wilson loops with cusps exhibit UV divergences, which cannot be removed by gauge
field and coupling constant renormalisation, but need an additional renormalisation
with associated anomalous dimension10 Γcusp [185, 186, 187, 188, 184].
It turned out that the anomalous dimensions of the Wilson loops play an impor-
tant role in perturbative QCD, since the same universal function governs the infrared
behaviour of relevant quantities in QCD [189, 190, 191, 192, 193, 194, 195]. It is known
from studies of QCD, that in properly defined physical observables such as inclusive
cross-sections all IR divergences cancel, however they cannot be removed from the
S-matrix itself.
Finite part of the amplitudes
One of the main results of [51] is that (4.21) also implies an exponentiation of the
finite part. After subtracting the divergences from Mn(l) in a suitable form based
on the known exponentiation of the divergent term, the amplitude can be written as
Mn = exp(Zn) exp(Fn) or its logarithm as
lnMn = Zn + Fn , (4.24)
10We refer to the part of the anomalous dimension, which is proportional to the angle θ of the cusp.
Γcusp(a, θ) = θ Γcusp(a) for θ >> 1 which is true to all orders in the coupling [184].
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where [51]
FBDSn =
1
2Γcusp(a)F
(1)
n + C (4.25)
and where F (1)n is the finite part calculated at one-loop order and C is a constant, e.g.
for n = 4, compare (4.19)
F
(1)
4 =
1
2 ln
2
(
s
t
)
+ 4ζ2 , (4.26)
F
(1)
5 =
1
4
5∑
i=1
(
ln
(
si,i+1
si+3,i+4
)
ln
(
si+2,i+3
si+1,i+2
)
+ 3ζ2
)
.
The remaining one-loop functions F (1)n for n ≥ 6 can be found in [163, 51].
All-loop amplitudes
The remarkable fact about (4.25) is that the coupling constant dependence is com-
pletely captured by the cusp anomalous dimension Γcusp(a) and the full kinematical
dependence on the momenta pi is determined by the one-loop finite part F (1)n . Fur-
thermore, the cusp anomalous dimension is thought to be known to all orders in the
coupling constant through the BES equations [62].
Quite impressively, the BDS ansatz constitutes a proposal for an all-loop solution
for n-point gluon amplitudes in N = 4 SYM. However, it turns out, that this ansatz
breaks down starting from n = 6 at two loops and has to be corrected [196], [197] by
a remainder function Rn of conformally invariant cross ratios (2.15).
As will be discussed in section (4.2), even though the all-loop n-point BDS ansatz
breaks down, a relation between light-like polygonal Wilson loops and scattering am-
plitudes remains valid, thus opening a new avenue for the all-loop solution of scattering
amplitudes for n ≥ 6.
4.1.6 Dual Conformal Symmetry of Amplitudes
In [9] it was remarked that the integrals appearing in planar amplitude calculations in
N = 4 SYM admit a dual conformal symmetry. The symmetry is also referred to as
a hidden symmetry, because it has no direct Lagrangian origin, it is distinct from the
ordinary conformal symmetry of the amplitudes (4.12).
This can be seen by rewriting the momenta in terms of dual variables x1, ..., xn as
pµi = x
µ
i − xµi+1 ≡ xµi,i+1, xµi+n ≡ xµi . (4.27)
As an example, consider the loop integral that appears in the 4-point one-loop ampli-
tude calculation (4.17)
stI
(1)
4 (s, t) =
∫ ddl
(2pi)d
st
l2(p1 + l)2(p1 + p2 + l)2(p4 − l)2 =
∫ ddxl
(2pi)d
x213x
2
24
x21lx
2
2lx
2
3lx
2
4l
, (4.28)
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where we have performed the change of variable (4.27) and shifted the loop variable11
xµl := lµ − xµ1 . It is easy to see, that (4.28) is invariant under inversions (2.16)
I : x2ij →
x2ij
x2ix
2
j
, ddxl → d
dxl
(x2l )d
. (4.29)
for d = 4. Dilatation and translation invariance of (4.28) are trivial in x-space and
thus by (2.14) equation (4.28) is invariant under dual conformal symmetry for d = 4.
However, since the integrals suffer from infrared divergences, a regularisation needs to
be introduced. Setting d = 4 − 2 in dimensional regularisation explicitly breaks the
dual conformal invariance, thus admitting only a broken dual conformal invariance of
the amplitudes. The integrals are therefore also called pseudo-conformal.
The integrals appearing at higher orders in perturbation theory are also dual con-
formal invariant in the above sense, e.g. in [198] the appearing integrals were found to
have this property in a four-loop calculation. Assuming dual conformal invariance to
be valid to all orders, together with unitarity methods, provides a powerful mechanism
for higher loop calculations.
This property was used in [171] to construct the four-point five-loop amplitude,
by listing all pseudo-conformal integrals and determining the coefficients 0,±1 of the
integrals12 using unitarity techniques as introduced in section 4.1.3. As mentioned in
[171, 179] it would be nice to have an analogous rule for the selection of integrals in the
non-planar sector. One might expect such a relation between planar and non-planar
integrals, since the planar and non-planar diagrams are linked by certain numerator
identities [199, 200, 201, 202, 203].
In [204] a new way to regulate the IR divergences of gluon scattering amplitudes
was introduced. The idea is to break the gauge group U(N + M) to U(N) × U(1)M
by giving a vacuum expectation value ∼ miδij to the scalar fields with gauge group
indices i, j = N+1, .., N+M into a certain direction in the SO(6) internal space. This
introduces heavy fields Oia with masses mi and light fields Oij with masses mi −mj,
while the fields Oab corresponding to the unbroken part of the gauge group (a, b =
1, .., N) remain massless. The integrals appearing in an amplitude calculation thus
depend on the masses mi. In [204] it was shown, that the integral appearing in the
one-loop four-point amplitude calculation is invariant under an extended dual conformal
symmetry
KˆµI
(1)
4 (x2ij,mi) = 0 , Kˆµ =
4∑
i=1
2xµi (xi · ∂i)− x2i∂µi + 2xµimi∂mi −m2i∂µi . (4.30)
The masses mi can be considered as additional components in an extended dual space
{xµi ,mi}. Since there is no need for an additional regularisation, the dual conformal
symmetry is exact in the sense (4.30) at loop-level and not anomalous as in the case
11Conventionally, the loop variable is designated by x5 or x0 in most of the literature. Here we
denote it by xl in order to avoid confusion with the second relation in (4.27).
12The coefficient of the integrals normalised by the tree-level amplitude.
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of dimensional regularisation. More details on this regularisation can be found in the
recent review [205]. The obvious conjecture is that any amplitude at any loop-level is
a linear combination of integrals, which satisfy the extended dual conformal symmetry
(4.30).
The appearance of this hidden dual conformal symmetry can be explained by the
ordinary conformal symmetry of the Wilson loop, if one accepts the duality between
amplitudes and Wilson loops, see section 4.2 for more details.
4.1.7 Dual Superconformal Symmetry
In [10] it was shown that the hidden dual conformal symmetry of the amplitudes in
N = 4 SYM can be extended to a dual superconformal symmetry. As mentioned in
the introduction of this chapter, on the string side the same symmetry emerges from
fermionic T-duality.
The defining relation for the dual space coordinates (4.27) in spinor helicity variables
reads
(xi)αα˙ − (xi+1)αα˙ = λαi λ˜α˙i = pαα˙i (4.31)
and the dual variables automatically satisfy the momentum conservation constraint
imposed by δ(p) in (4.9), i.e. ∑i λαλ˜α˙i = 0. Similarly, one can introduce variables θAαi
[10], which automatically satisfy the super-momentum conservation imposed by δ(q)
in (4.9)
(θi)Aα − (θi+1)Aα = λαi ηAi = qAαi . (4.32)
The dual superconformal symmetry can be formulated by the action of generators
Ja in the full dual superspace (λαi , λ˜α˙i , ηAi , xαα˙i , θAαi ). The generators Ja satisfy the
commutation relations of the psu(2, 2|4) algebra 2.4.1 and their explicit form is given
in [10]. In [11] some of these generators were slightly reformulated to a form J ′a which
leaves the amplitudes invariant
J ′aAtreen = 0 . (4.33)
When restricting the action of the generators J ′a to the on-shell superspace (λαi , λ˜α˙i , ηAi ),
the generators Pαα˙, QαA ∈ J ′a become trivial, the remaining generators coincide up to
signs with those of ja (4.12), except for K ′αα˙, S ′Aα . For more detailed information on
dual superconformal and Yangian symmetry, see e.g. the reviews [206, 207]. At loop-
level the dual conformal symmetry is broken, albeit in exactly the same manner for
MHV and NMHV amplitudes, such that their ratio R is an invariant [10, 208, 209, 210,
211] under dual conformal symmetry. We comment on the realization of the symmetry
at loop-level in the following section.
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4.1.8 Yangian Symmetry
In [11] it was shown, that in on-shell superspace the generators ja and the non-trivial
dual superconformal generator13 K ′αα˙ ∈ J ′a together form the Yangian Y(psu(2, 2|4))
of the superconformal algebra psu(2, 2|4).
The generators of the ordinary superconformal symmetry form the level-zero gen-
erators j(0)a ≡ ja of the Yangian algebra and satisfy the superconformal algebra
[j(0)a , j
(0)
b } = f cab j(0)c , (4.34)
where f cab are the structure constants of psu(2, 2|4), see 2.4.1. The level-one generators
can then be written in terms of the single particle level-zero generators j(0)i,a
j(1)a = f bca
n∑
i>j
j
(0)
i,b j
(0)
j,c , ja =
n∑
i
j
(0)
i,a (4.35)
and satisfy
[j(1)a , j
(0)
b } = f cab j(1)c , (4.36)
as well as the Serre relations, see [11]. It was shown in [11] that the dual superconformal
generators are equivalent to these level-one generators j(1)a of the Yangian. This is
sufficient to construct all higher-level generators j(l)a and therefore the superconformal
together with the dual superconformal generators form an infinite-dimensional Yangian
algebra. This translates into the following symmetry of the amplitudes
yAtreen = 0, y ∈ Y (psu(2, 2|4)) (4.37)
and thus constrains the form of the amplitudes. It has been argued that the tree-level
amplitudes are uniquely determined by requiring analytic properties such as the right
collinear behaviour together with Yangian symmetries [158, 157].
At loop-level the symmetries are broken. In [160] superconformal anomalies are
computed and it is shown that they may be cancelled through a universal one-loop
deformation of the tree-level symmetry generators. The symmetry generators can be
deformed in such a fashion as to render the amplitudes, defined in a dimensional
regularisation scheme, invariant to one-loop order. In [212] Yangian symmetry of a
certain class of light-like Wilson loops at one loop was proven and it is argued that it
can be thought of as the effect of the original conformal symmetry at loop-level.
In further investigations it became clear, that dual superconformal symmetry is
not a symmetry of individual amplitudes, but of the S-matrix [159, 158, 157, 160].
Equations relating the different amplitudes have been presented in [213] and it is shown
that the complete planar S-matrix is fully dual supersymmetric, but this is not true
for individual NkMHV loop-amplitudes.
13One could also take the other non-trivial generator S′, since they are related by the commuta-
tion relations [K ′, Q¯] = S′ of the algebra 2.4.1. As described in the previous section the remaining
generators are trivial or coincide up to signs with those of ja.
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In [214] an all-loop equation for the Q¯-symmetry acting on the BDS-subtracted
planar S-matrix of N = 4 SYM is presented, which is argued to amount for exact
Yangian symmetry. In principle, these equations can be used to determine the all-loop
S-matrix uniquely and to all orders in the coupling constant.
Twistor space formulation of amplitudes and Yangian symmetry
In [11] it was also shown, that the level-zero and level-one generators can be written
nicely in twistor space variables [215] as first and second order differential operators.
Twistor space is very useful in order to construct Yangian invariants [216, 217, 218, 219]
and leads to the remarkable construction of the manifestly Yangian invariant all-loop
integrand for scattering amplitudes in the planar limit of N = 4 SYM [220, 221, 222,
223, 224, 225, 226]. Since we will not make further use of the formulation in twistor
space, we refer the reader to the reviews [206, 207] and the references therein for more
information.
4.2 Duality between Amplitudes and Wilson Loops
In [3, 4] Alday and Maldacena proposed a strong coupling description of planar gluon
scattering amplitudes in terms of minimal surfaces in AdS space. The calculation
formally resembles the strong coupling calculation of a Wilson loop’s expectation value
〈Wn〉 = 〈W (Cn)〉 = 1
N
〈
TrP exp
(
i
∮
Cn
Aµdz
µ
)〉
, (4.38)
where the light-like polygonal contour Cn is made of n points xi related to the gluon
momenta via pi = xi+1 − xi.
Interestingly, it was found in [5] that the relation between gluon scattering am-
plitudes and Wilson loops is also valid in the weak coupling regime for n = 4. The
amplitude / Wilson loop duality states14 that up to O() terms
lnMn = ln〈Wn〉+ const. , (4.39)
where Mn is the ratio of the planar MHV amplitude and its tree-level expression as
defined in (4.11). The duality relation (4.39) is illustrated in figure 4.1. As explained
before, Mn was conjectured to be given to all-loop order by the BDS ansatz (4.21).
As mentioned in section 4.1.5, relations between the divergent parts were already
known before [184, 227, 228], but in particular the duality (4.39) is also true for the
finite parts15 of the MHV amplitudes (4.25) and the Wilson loops
FBDSn = FWLn + const. . (4.40)
14Upon a specific identification of the renormalisation scales and regulators in the amplitude and
the Wilson loop calculation, see [5].
15Strictly speaking FBDSn , FWLn are the finite part of the logartihms of Mn and 〈Wn〉.
50 CHAPTER 4. AMPLITUDES, WILSON LOOPS AND CORRELATORS
p1
p2p3
p4
p5 ... pn
xi+1 − xi := pi
x4 x5
xn
...
p1 x1x2
x3
Figure 4.1: Duality between MHV scattering amplitudes AMHVn and the expectation
value of Wilson loops Wn in N = 4 super Yang-Mills.
The duality was checked for n points at one loop [6] as well as for 4, 5 and 6 points [7],
[8], [229] at two loops. It was found that the expectation value of the Wilson loop is
governed by an anomalous conformal Ward identity [7, 196] that completely fixes its
form at 4 and 5 points and allows for an arbitrary function Rn of conformal invariants
starting from 6 points, as will be reviewed in section 4.2.2 . It was found that this
so-called remainder function Rn is indeed present starting from 6 points at two-loop
order and leads to a correction [196], [197] of the BDS ansatz [51] for planar gluon
scattering amplitudes.
The Wilson loop is numerically under control at two loops for arbitrary n [230] and
the duality was also found to hold to order epsilon at two-loops in [231]. Much effort was
put into the analytical evaluation of the remainder function at 6 points [232, 233, 234]
and it was possible to recast the result in a very compact form [235] using the notion
of the symbol of a function. This technique was applied to the three-loop hexagonal
Wilson loop in [236]. The remainder function was also analysed in the limit of self-
crossing Wilson loops where it exhibits additional divergences [237, 238, 239].
Constraints of an operator product expansion for Wilson loops were investigated
[240, 241, 242] and it was argued that this knowledge is enough to fix the full two-loop
answer for arbitrary n. The duality has also been extended to tree-level amplitudes
with arbitrary helicity states by introducing a suitable supersymmetric Wilson loop see
section 4.2.3. Reviews on the duality between scattering amplitudes and Wilson loops
can be found in [243], [244].
4.2.1 Light-Like Polygonal Wilson Loops
In order to illustrate the simplest case of the duality relation (4.39) we shortly review
the one-loop calculation of the four-sided Wilson loop [5]. The contour of the n-sided
polygon C is given by n points xi (i = 1, ..., n) and we can parametrise each edge Ci via
zµi (si) = x
µ
i + p
µ
i si, p
µ
i = x
µ
i+1 − xµi , (4.41)
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xjxj+1
xi xi+1pi
(a)
xi−1xi
xi+1 xi+2pi+1
(b)
xjxj+1
xi xi+1pi
(c)
Figure 4.2: Examples for the three classes of one-loop diagrams with (a) a propagator
connecting the same edge (vanishing), (b) propagator stretching between adjacent edges
(divergent), (c) propagator stretching between non-adjacent edges (finite). Dotted lines
represent one or more light-like distances.
where si ∈ [ 0, 1 ] and C = C1∪...∪ Cn. The lowest order contribution to the expectation
value of the Wilson loop (4.38), see (E.4), is
〈Wn〉(1) = i
2
N
Tr (T aT b)
∫
zi>zj
dzµi dz
ν
j 〈Aaµ(zi)Abν(zj)〉 = g2CF
Γ(1− )
4pi2−
∑
i>j
Iij , (4.42)
where CF = δaa/(2N), we have used the gluon propagator given in (C.33) in position-
space and using (A.14), (A.15) we defined
Iij =
∫
dsidsj pi · pj(−(zi − zj)2)1−d/2 (4.43)
= 12
∫ 1
0
dsi
∫ 1
0
dsj
x2i,j+1 + x2i+1,j − x2i,j − x2i+1,j+1
(−x2ij s¯is¯j − x2i+1,jsis¯j − x2i,j+1s¯isj − x2i+1,j+1sisj)d/2−1
.
The sum is reduced to i 6= j since for i = j we have p2i = 0 and the contribution
shown in figure 4.2a vanishes. There are n divergent diagrams Ii+1,i of the type shown
in fig. 4.2b
Ii+1,i = −12(−x
2
i,i+2)2−d/2
∫ 1
0
dsidsi+1
1
(s¯isi+2)1−
= −12
(−x2i,i+2)
2
and one can see that the divergence arises from the cusps formed by two light-like
edges, when the ends of the gluon propagator approach the cusp. It is well-known
[227] that Wilson loops evaluated over light-like polygonal contours exhibit this type
of UV-divergences.
Diagrams with |i− j| ≥ 1 shown in figure 4.2c yield finite contributions. For n = 4,
the only diagrams of this type are I31 = I42 and have the result
I31 =
1
2
∫
ds1ds3
x213 + x224
x213s¯1s¯3 + x224s1s3
= 14
(
ln2
(
x213
x224
)
+ pi2
)
, (4.44)
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such that the full one-loop contribution for n = 4 is
〈W4〉(1) = g
2N
8pi2
− 12
4∑
i=1
(−x2i,i+2µ2pieγE)
2
+ 12 ln
2
(
x213
x224
)
+ pi
2
3
 , (4.45)
where we have restored the regularisation scale µ, let CF → N/2 in the planar limit
and used Γ(1 − ) = exp(γE) + 12ζ2. Indeed, upon a specific identification of the
regularisation parameters  and the scale µ2 [5], up to a constant, this coincides with
the one-loop correction to the planar scattering amplitude (4.17), (4.19) if we set s =
x213, t = x224. The one-loop result was generalised to n points and reads [6]
〈Wn〉(1) = g
2N
8pi2
− 12
n∑
i=1
(−x2i,i+2µ2pieγE)
2
+ FWLn
 , (4.46)
where the finite contribution FWLn is equal to the finite part F (1)n in the BDS conjecture
[51] up to a constant, e.g. for n = 4 and n = 6
FWL4 =
1
2 ln
2
(
x213
x224
)
+ const. , (4.47)
FWL6 =
1
2
6∑
i=1
− ln(x2i,i+2
x2i,i+3
)
ln
(
x2i+1,i+3
x2i,i+3
)
+ 14 ln
2
(
x2i,i+3
x2i+1,i+4
)
− 12Li2
(
1− x
2
i,i+2x
2
i+3,i+5
x2i,i+3x
2
i+2,i+5
)+ const. .
4.2.2 Anomalous Conformal Ward Identities for Wilson Loops
In [7, 8] it was shown that the finite part of the expectation value is governed by an
anomalous conformal Ward identity, which we shall shortly review here.
As we have seen in the previous section, due to the cusp divergences of the light-
like Wilson loops, a regularisation needs to be introduced in order to calculate the
expectation value. As mentioned earlier, dimensional regularisation explicitly breaks
conformal symmetry and thus conformal Ward identities 3.1 for expectation values
become anomalous. This is due to the fact that the action in d = 4−2 dimensions is not
invariant under all generators of the conformal group. While dimensional regularisation
preserves invariance under translations and Lorentz transformations, the action S[Φ]
in d = 4 − 2 dimensions is not invariant under dilatations and special conformal
transformations of the fields16 Φ→ Φ + δΦ as given in (2.25). The action varies as [8]
δDS =
2
µ2
∫
ddxL(x), δKµS = 4
µ2
∫
ddx xµL(x) . (4.48)
16Φ represents all fields that are integrated over in the path integral.
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It is then easy to see how the generators of dilatations and special conformal transfor-
mations act on the expectation value of the Wilson loop
〈W (Cn)〉 =
∫
DΦ eiS[Φ]Tr
[
P exp
(
i
∮
Cn
dzµAµ(z)
)]
. (4.49)
Consider a light-like polygon Cn defined by n points xµi satisfying x2i,i+1 = 0. The con-
tour C ′n that is obtained under an infinitesimal conformal transformations of the points
xi as given by (2.5), (2.4) is another light-like contour, because light-like distances
trivially transform into light-like distances by (2.16). By Poincare´ symmetry, the ex-
pectation values 〈W (Cn)〉, 〈W (C ′n)〉 are functions of the coordinates x2ij, x′2ij and thus
the variation of these expectation values under conformal transformations is generated
by (2.10), e.g. for special conformal transformation
δ·K〈W (Cn)〉 = 〈W (Cn)〉 − 〈W (C ′n)〉 (4.50)
= µKµ 〈W (Cn)〉
= µ
∑
i
(
2xµi (xi · ∂i)− x2i∂µi
)
〈W (Cn)〉 .
On the other hand, we can rewrite the expectation value of the Wilson loop over the
transformed contour C ′n
〈W (C ′n)〉 =
∫
DΦ eiS[Φ]Tr
[
P exp
(
i
∮
C′n
dzµAµ(z)
)]
(4.51)
in terms of the original contour Cn, if we evaluate it with the conformally transformed
gauge field A′µ. Rewriting S[Φ] = S[Φ′ − δΦ′] = S[Φ′]− δS[Φ′] and using (4.48) one
can thus write
D 〈W (Cn)〉 = −2i
µ2
∫
ddx〈L(x)W (Cn)〉 , (4.52)
Kν〈W (Cn)〉 = −4i
µ2
∫
ddx xν〈L(x)W (Cn)〉 , (4.53)
where Kν , D are the differential operators given by (2.10). It should be emphasised,
that due to the factors of  in (4.52) and (4.53), it is sufficient to evaluate only the
divergent term of the correlator on the right-hand side in order to get a differential
equation for the finite part of the expectation value of the Wilson loop.
The dimensionally regularised Wilson loop 〈W (Cn)〉 is a dimensionless scalar func-
tion of the cusp points xνi , which appear paired with the regularisation scale as x2ijµ2.
As a consequence, the expectation values satisfies(
n∑
i=1
(xi · ∂i)− µ ∂
∂µ
)
〈W (Cn)〉 = 0 . (4.54)
This provides a consistency condition for the right-hand side of (4.52).
54 CHAPTER 4. AMPLITUDES, WILSON LOOPS AND CORRELATORS
The all-loop anomalous conformal Ward identity of the light-like Wilson loop in
N = 4 SYM was evaluated in [7, 8]. The special conformal Ward identity for the finite
part reads
Kµ FWLn =
1
2Γcusp(a)
n∑
i=1
ln
(
x2i,i+2
x2i−1,i+1
)
xµi,i+1 . (4.55)
Note that the dependence on the coupling constant a only enters via the cusp anomalous
dimension Γcusp(a). The solution17 of this differential equation for n = 4, 5 is
FWL4 =
1
4Γcusp(a) ln
(
x213
x224
)
+ const. , (4.56)
FWL5 =
1
8Γcusp(a)
5∑
i=1
ln
(
x2i,i+2
x2i,i+3
)
ln
(
x2i+2,i+4
x2i+1,i+3
)
+ const.
and has exactly the form18 of the finite part in the BDS conjecture (4.26), (4.25).
Furthermore, one can check, that FBDSn is a solution of the Ward identity also for
n ≥ 6.
However, starting19 from n = 6, the functional form of Fn is not uniquely fixed by
the Ward identity, but the general solution of the anomalous conformal Ward identity
contains an arbitrary function f(uijkl) of the conformal cross ratios (2.15). This is
because the cross ratios (2.15) are annihilated by all conformal generators, e.g.
Kµ uijkl = Kµ
(
x2ijx
2
kl
x2ikx
2
jl
)
= 0 . (4.57)
Remainder function
Even though the BDS ansatz contains functions of these cross ratios, it was found in
[196], [197] that the BDS ansatz is not complete starting from two loops and n = 6,
i.e.
FBDS6 6= FMHV6 . (4.58)
It was first noticed in [196] that the expectation value of the light-like Wilson loop
at two loops for n = 6 does not coincide with the BDS ansatz and in [197] it was
confirmed, that the two-loop n = 6 amplitude deviates in the same way from the BDS
ansatz. Therefore, the duality between the Wilson loop and the amplitude continues
to hold, i.e.
FMHV6 = FWL6 + const. (4.59)
17Using Kνx2ij = 2(xi +xj)νx2ij ,Kνx
µ
i = 2xνi x
µ
i −x2i ηµν it is easy to very that these expressions are
indeed solutions.
18It is easy to see the equivalence of the expressions, when rewriting si,i+1 = x2i,i+2 and using the
relation xi+n = xi.
19Due to the light-like separation of neighboring points x2i,i+1, non-trivial cross ratios can only be
built starting from n = 6, since we need at least 4 non-vanishing distances.
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For this reason, the BDS ansatz (4.21), (4.25) only constitutes an all-loop conjecture
for n = 4, 5 particles. The deviation of the amplitude respectively the Wilson loop
expectation value from the BDS ansatz is called the remainder function
Rn(uijkl) = FBDSn − FWLn , (4.60)
which is non-trivial starting from two loops and n = 6. As mentioned above, much
effort has been put into the numerical and analytical evaluation of this function. It is
widely believed that the duality (4.59) continues to hold to all-loop order for arbitrary
n. Since the evaluation of the Wilson loop is simpler – also numerically faster – than
the amplitude calculation this provides a powerful tool for amplitude calculations.
4.2.3 Supersymmetric Amplitudes and Wilson Loops
The duality relation (4.39) is a relation between the expectation value of the bosonic
Wilson loop (4.38) and the scalar function Mn that contains the loop corrections to
the MHV amplitudes (4.11).
A natural questions is, whether one can also construct a Wilson loop Wn, that
generates the other terms An;k in (4.10) corresponding to non-MHV amplitudes, i.e. a
supersymmetric object that has an expansion in ηAi in the same way as the superam-
plitude (4.10).
Supersymmetric Wilson loops that reproduce the correct tree-level non-MHV am-
plitudes were proposed in [245, 246]. However, it was shown in [247] that the one-loop
corrections to Wn do not match those of the non-MHV amplitudes. As explained in
[247] the mismatch is due to singularities of the Wilson loop on a light-like contour in
combination with the fact that the supersymmetry algebra of N = 4 SYM only closes
on-shell, i.e. modulo the equations of motion of the fields. Therefore, not only the
conformal symmetry but also the chiral supersymmetry is broken at loop-level, while
the dual chiral supersymmetry of the amplitudes remains exact. The anomaly was
further discussed in [248] and in [249] a regularization procedure that preserves super-
Poincare´ symmetry was proposed. In the following section we shortly sketch another
proposal for the dual description of scattering amplitudes, which does not suffer from
this supersymmetric anomaly.
4.3 Duality between Correlators and Wilson Loops
In addition to the duality between amplitudes and Wilson loops, a duality between
light-like Wilson loops with n cusps and n-point correlators Gn = 〈O(x1)...O(xn)〉 of
half-BPS protected operators was established in [250, 251, 12, 252, 253, 254]. In the
limit where the positions of adjacent operators become light-like, it is found that the
one-loop n-point correlator divided by its tree-level expression coincides with a light-
like n-polygon Wilson loop in the adjoint representation and thus in the planar limit
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via the amplitude / Wilson loop duality with the corresponding amplitude An
lim
x2i,i+1→0
ln(Gn/Gtreen ) = lnW adj(Cn) = ln
(
An/A
tree
n
)2
. (4.61)
Therefore one often speaks about a triality between correlators, amplitudes and Wilson
loops. Unlike the Wilson loop / amplitude duality, see section 4.2.3, the correlator /
amplitude duality has a natural generalization to supercorrelators which are dual to
superamplitudes [252, 253]. An important feature of this duality is that objects are
considered, which are well-defined in d = 4 dimensions, thus avoiding the need of
regularization and the associated anomalies.
4.3.1 Hidden Permutation Symmetry in Correlation Functions
Furthermore, a new hidden symmetry of four-point correlation functions and ampli-
tudes in N = 4 SYM was discovered [255, 256]. The all-loop integrand of the inves-
tigated correlation functions possesses an unexpected symmetry under the exchange
of the four external and all internal (integration) points. Using this symmetry, the
three-loop integrand can be fixed up to a few constants, which in turn can be deter-
mined using the duality between correlators and amplitudes with the knowledge of the
three-loop amplitude result, impressively illustrating the power of these dualities. As a
byproduct the three-point function of two half-BPS operators and one Konishi opera-
tor at three-loop level is obtained [255]. Furthermore, using the four-point correlation
function of the stress-tensor multiplets [256, 257], the five-loop anomalous dimension
of the Konishi-operator was recently extracted.
4.4 Form Factors and Wilson Loops
Another duality with Wilson loops was proposed in [258]. It relates form factors and
periodic Wilson loops, see also [259] for a strong coupling description of form factors.
Form factors are expectation values of the form∫
d4xe−iqx〈1...n|O(x)|0〉 , (4.62)
where 〈1...n| describes a multiparticle state with momenta p1, ..., pn and O(x) is a
gauge invariant operator. Form factors are therefore neither completely on-shell quan-
tities such as scattering amplitudes nor completely off-shell quantities like correlation
functions, but exhibit both features. Therefore, various on-shell techniques such as
recursion relations and unitarity cuts can be applied. The analysis of form factors was
also extended to super form factors [260] and the form factors of half-BPS operators
were evaluated analytically up to two loops in [261].
Chapter 5
Amplitudes, Wilson Loops and
Correlators in ABJM Theory
As mentioned in the introductory chapter, there is another AdS/CFT correspondence,
which involves a three-dimensional conformal field theory that ”lives” on the conformal
boundary of AdS4 space and is therefore also called AdS4/CFT3 correspondence.
This gauge theory is the N = 6 ABJM theory [2], which is built upon an SU(N)×
SU(N) gauge symmetry which allows for a planar N → ∞ limit with λ = N/k held
fixed, where k is the common absolute value of the Chern-Simons parameters of the
two SU(N) subgroups. In this limit the ABJM theory is conjectured to be dual to type
IIA string theory on AdS4 × CP3 [2, 262], representing an exact gauge-string duality
pair very similar in nature to the well studied 4d N = 4 super Yang Mills/AdS5 × S5
string duality pair.
There are many structural similarities of the 3d N = 6 superconformal ABJM the-
ory to N = 4 super Yang-Mills, most notably the emergence of hidden integrability in
the planar limit for the spectral problem of determining anomalous scaling dimensions
of local operators [263, 264, 265, 266, 267, 268, 269]. In the following we focus on
relations between amplitudes and Wilson loops. More on the AdS4/CFT3 duality in
general and the similarities and differences to the integrable structures in N = 4 SYM
can be found in [270].
Given these insights, the question arises whether there are also similar relations
between scattering amplitude, Wilson loops and correlators in ABJM theory as it
is the case for N = 4 SYM. We will shortly give an overview over developments in
ABJM theory that parallel the ones in N = 4 SYM described in the previous chapter
and elaborate in more detail on the Wilson loop side in chapter 6, which constitutes a
part of the research performed in this thesis.
5.1 Amplitudes in ABJM Theory
Scattering amplitudes in the ABJM theory have first been analysed in [271], where in
fact more general mass deformed superconformal Chern-Simons theories with extended
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supersymmetries were studied at the one-loop order. There, a vanishing result for
the four-point one-loop amplitudes in the ABJM theory was found and the authors
speculated whether the two-loop scattering amplitudes inN = 6 Chern-Simons (ABJM
theory) could be simply related to the one-loop N = 4 SYM amplitudes.
In three dimensions there is no helicity degree of freedom for massless states. A
spinor-helicity-like formalism for three dimensions was developed in [18, 272]. Similarly
to the combination of all on-shell states into a supermultiplet (4.8) in N = 4 SYM,
one can embed the matter fields of ABJM theory into two superstates using an su(3)
Graßmann spinor ηA
Φ(λ, η) = φ4(λ) + ηAψA(λ) +
1
2!ABCη
AηBφC(λ) + 13!ABCη
AηBηCψ4(λ) , (5.1)
Φ¯(λ, η) = ψ¯4(λ) + ηAφ¯A(λ) +
1
2!ABCη
AηBψ¯C(λ) + 13!ABCη
AηBηC φ¯4(λ) .
Note, that the gauge fields do not appear in the superstates, since they have no on-
shell degrees of freedom, Chern-Simons gauge fields in three dimensions have no freely
propagating modes.
One can also define colour ordered superamplitudes and the colour decomposition
requires to have Φ and Φ¯ fields to alternate, i.e. An = An(Λ¯1,Λ2, ..., Λ¯n−1,Λn), where
Λi = (ηi, λi). In [271, 18] the four-point superamplitude was expressed as
A4(1¯, 2, 3¯, 4) =
δ(3)(P ) δ(6)(Q)
〈12〉〈23〉 , (5.2)
similar to (4.9). At tree-level, it was found that amplitudes in ABJM theory exhibit
Yangian and dual superconformal symmetry [18, 273, 19, 274, 20]. A usual BCFW
recursion for tree amplitudes does not work, since in three dimensions a linear shift
vector as in section 4.1.2, which preserves momentum conservation and keeps the vec-
tors light-like, is trivial. The solution is to introduce a non-linear shift [274]. Using
these recursions, it was proven [274] that all tree-level amplitudes of the ABJM theory
have dual superconformal symmetry.
5.2 T-Duality of AdS4 × CP3 Superstrings
As mentioned before, from the string perspective the scattering amplitude/Wilson loop
duality in the AdS5/CFT4 system arises from a combination of bosonic and fermionic
T-dualities under which the free AdS5×S5 superstring is self-dual [139, 140]. Hence, for
the existence of an analogue duality in ABJM theory one would require a similar self-
duality of the AdS4 × CP3 superstring under the combined T-dualities. The problem
was analysed in [275, 276, 277, 278, 279, 280, 281] but no T-self-duality could be
established so far.
5.3. AMPLITUDES AND WILSON LOOPS IN ABJM THEORY 59
5.3 Amplitudes and Wilson Loops in ABJM The-
ory
In [15] we calculated the expectation value of the Wilson loop operator (4.38) in the
planar limit for light-like polygonal contours Cn in pure Chern-Simons and ABJM
theory up to two loops. The details of this computation will be given in chapter 6. As
will be shown in section 6.4, conformal Ward identities force 〈W (Cn)〉1-loop to depend
only on conformally invariant cross ratios (2.15). At one-loop order in pure Chern-
Simons and ABJM theory we find, see section 6.2, that the Wilson loop with four and
six cusps vanish, leading to the conclusion that the allowed function of conformal cross
ratios is trivial at six points. The conjecture that the n-point Wilson loop vanishes
〈W (Cn)〉CS1-loop = 0 = 〈W (Cn)〉ABJM1-loop (5.3)
was later proven analytically in [21] for arbitrary n.
Furthermore, we computed the tetragonal Wilson loop W4 at two-loop order in
pure Chern-Simons and ABJM theory. Remarkably, the result in dimensional reduc-
tion regularisation with d = 3− 2 for the Wilson loop in ABJM theory is of the same
functional form as the one-loop result in N = 4 super Yang-Mills theory. Most inter-
estingly, it was then found by two independent approaches, using generalised unitarity
methods in [16] and by a direct superspace Feynman diagram calculation in [17], that
the two-loop result for four-point scattering amplitudes in ABJM theory agrees with
the Wilson loop
M
(2)
4 =
A
(2)
4
Atree4
= 〈W4〉ABJM2-loop + const. (5.4)
upon a specific identification of the regularisation scales [17, 16]. This established the
first non-trivial example of a Wilson loop / amplitude duality of the form (4.39) in
ABJM theory. In [16] the result (5.4) has been obtained by assuming dual conformal
invariance at quantum level, whereas in [17] the same result is obtained by standard
Feynman diagram calculations, thus giving a proof of the validity of on-shell dual
conformal invariance at loop-level.
These result were extended to the more general case of ABJ theory in [282]. Fur-
thermore, in [17, 282] an analogue of the BDS ansatz for scattering amplitudes in
ABJM theory is proposed and, using this, the form of the finite part at four loops is
predicted. In order to verify this BDS-like ansatz, a four-loop computation of four-
point scattering amplitudes in ABJM theory is required. Furthermore, in [283] an
all-orders in  identity between the four-point two-loop amplitude in ABJM and the
four-point one-loop amplitude in N = 4 SYM is derived.
In light of these findings it is natural to ask, whether the duality between Wilson
loops and amplitudes in ABJM theory continues to hold beyond n = 4, as it does in
N = 4 super Yang-Mills. As a part of this thesis, in chapter 6 we perform numerical
computations to extend our findings of [15] to the n-sided Wilson loop at two-loop
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order. Interestingly, we find that the hexagonal Wilson loop at two loops also agrees
with the corresponding Wilson loop in N = 4 super Yang-Mills at one-loop order.
We perform a detailed numerical analysis for the hexagonal Wilson loop leading to
a guess for the n-point case, which we numerically check also for n > 6 in a limited set
of kinematical points, see section 6.5. Again we find, that the result agrees with the
result for the Wilson loop in N = 4 super Yang-Mills. It is thus natural to expect the
result to hold for all n
〈Wn〉ABJM2-loop =
(
N
k
)2 [
− 12
n∑
i=1
(−µ′2 x2i,i+2)2
(2)2 + F
WL
n + rn
]
, (5.5)
where µ′2 = µ28pieγE , rn is a constant that depends linearly on n and is specified below
(6.70). The details of the Wilson loop calculation in ABJM theory will be given in
chapter 6.
Indeed, this is of the same form as the one-loop result (4.46) of the Wilson loop in
N = 4 SYM [6]
〈Wn〉N=4 SYM1-loop =
g2N
8pi2
− 12
n∑
i=1
(−x2i,i+2µ2)
2
+ FWLn
 , (5.6)
where the contribution FWLn in both formulas above is given by the finite part of the
Wilson loop in N = 4 SYM, see (4.47) for the expressions with n = 4, n = 6. We
comment on the differences between these expressions in section 6.7.
Recently, also the six-point one-loop amplitudes became available [22, 23] and it
was found, that they do not vanish in contrast to the Wilson loop (5.3) at one-loop
order. In [22] its is shown that scattering amplitudes in ABJM theory give rise to
an anomaly of the superconformal symmetry, similarly as in N = 4 SYM theory. At
tree- and one-loop level these anomalous terms can be used to determine the form of
the amplitudes and it is shown that the symmetries predict a non-vanishing one-loop
six-point amplitude. The prediction is confirmed by a calculation based on generalised
unitarity methods. In [23] a superspace Feynman diagram calculation is used and it is
argued, that the result, also for higher point functions, is in general non-vanishing.
This at least complicates a duality between Wilson loops and amplitudes in su-
perconformal N = 6 super Chern-Simons theory and it may very well be that there
is no such duality in ABJM theory. If there was no self-T-duality in ABJM theory,
there might be no reason to expect a duality between Wilson loops and scattering
amplitudes. On the other hand, the amplitude / Wilson loop duality in N = 4 SYM
for the bosonic Wilson loops involved MHV amplitudes. The matching of non-MHV
amplitudes in N = 4 SYM requires the introduction of a supersymmetric Wilson loop,
see section 4.2.3. The lack of helicity in three dimensions therefore complicates a map
between these objects. Possibly, it is necessary to find an analog of the super-Wilson
loop that matches with superamplitudes in ABJM theory.
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5.4 Duality between Wilson Loops and Correlators
Furthermore, non-trivial evidence for a duality between Wilson loops and correlators
in ABJM theory was found at one-loop level in [21]. Even though both quantities
vanish at one loop, the equality between correlators and Wilson loops in the light-like
limit is already present at the level of integrands, before showing that these expressions
actually vanish. It would be very desirable to perform a two-loop computation of the
correlator in order to check whether the relation between Wilson loops and correlators
continues to hold.
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Chapter 6
Light-like Wilson Loops in
Chern-Simons and ABJM Theory
In this chapter we review the results for light-like polygonal Wilson loops in Chern-
Simons and ABJM theory that were presented in [13, 14, 15]. We calculate the expec-
tation value of the n-cusped Wilson loop operator
〈W (Cn)〉 = 1
N
〈0|TrP exp
(
i
∮
Cn
Aµdz
µ
)
|0〉 (6.1)
in the planar limit1 for light-like polygonal contours Cn in pure Chern-Simons and
ABJM theory. Note that due to the light-like contour, there is no difference in ABJM
theory between the standard loop operator (6.1) above and the 1/6 BPS supersym-
metric loop operator of [284], as the terms in the exponential coupling to the scalars
drop out.
6.1 Wilson Loops in Chern-Simons Theory
In 3d Chern-Simons theory, Wilson loops are the principal observables and topologi-
cally invariant with exactly known correlation functions [285] in the Euclidean (or Wick
rotated) theory. This exact result is analytic in the inverse Chern-Simons parameter k
and perturbative studies in a loop-expansion of the effective coupling constant 1/k can
reproduce the exact topological and finite result to the first orders [286, 287], modulo
regularisation subtleties leading to or not leading to an integer shift of k (for a review
see [288]). Wilson loops in Minkowski-space with cusps and light-like segments, how-
ever, display particularly strong divergences in 4d gauge theories and seem to not have
been considered in the 3d Chern-Simons literature before.
1I.e. we take the limit N, k →∞, Nk finite.
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Wilson loops in Chern-Simons theory are usually defined with a framing procedure
[285, 286, 287], which may be thought of as a widening of the Wilson line to a ribbon.
This is necessary in order to define an integer twisting number of the individual loop
and acts as a particular point-splitting regulator for collapsing gauge field propagators
in perturbation theory, while preserving the topological structure of the theory. Here,
we refrain from framing our loops as we do not encounter the problem of collapsing
gauge field propagators due to the piece-wise linear structure of our loops. Moreover,
the ABJM theory is not topological due to metric dependent interactions in the matter
sector, so that there is no need for framing from that perspective either. Instead, we
regulate our correlators by the method of dimensional reduction, which has been tested
to the three-loop order in pure 3d Chern-Simons to yield a vanishing β-function and to
satisfy the Slavnov-Taylor identities [289]. Here, the tensor algebra is performed in 3
dimensions to obtain scalar integrands and then the dimension of the integrations are
analytically continued.
6.2 One Loop: Chern-Simons and ABJM Theory
In this section we consider the one-loop expectation value of polygonal Wilson loops
with n cusps. We would like to consider kinematical configurations for which all non-
zero distances satisfy −x2ij > 0, such that the result for the Wilson loops will be real
(In particular, this allows us to drop the i prescription of the propagators). For n
odd, however, it is impossible to find vectors pµi that lead to such configurations. For
this reason, we will only discuss n even.
We use the metric with signature ηµν = diag(1,−1,−1) and employ a similar no-
tation as in the N = 4 SYM case. An n-sided polygon can be defined by n points xi
(i = 1, ..., n), with the edge i being the line connecting xi and xi+1. Defining
pµi = x
µ
i+1 − xµi (6.2)
and parametrising the position zµi on edge i with the parameter si ∈ [0, 1] we have
zµi (si) = x
µ
i + p
µ
i si, z
µ
ij := z
µ
i − zµj . (6.3)
Furthermore, we use the notations
(p, q, r) = µνρpµqνrρ and s¯i = 1− si. (6.4)
We use the Lagrangian of ABJM theory given in F.3.
At one-loop level, we only need terms quadratic in the expansion of the Wilson loop
operator, and the free part of the action. Therefore, at one loop order, the expectation
value of (6.1) in ABJM theory coincides2 with the one in pure Chern-Simons theory.
2For each of the gauge fields Aµ, Aˆµ present in ABJM theory.
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Figure 6.1: One-loop diagrams.
The expectation value at one loop is a sum over all possible diagrams where the
propagator stretches between edges i and j,
〈W (Cn)〉(1) = (i)
2
N
∑
i≥j
∫
dsidsj z˙
µ
i z˙
ν
j 〈(Aµ)mn (zi) (Aν)nm (zj)〉 (6.5)
=: −N
k
Γ
(
d
2
)
pi
d−2
2
∑
i≥j
Iij ,
where the domain of integration is given by
∫ 1
0 dsi
∫ 1
0 dsj for i 6= j,
∫ 1
0 dsi
∫ si
0 dsj for
i = j and z˙(si) = dz(si)/dsi = pi and where we have introduced a normalisation factor
for later convenience. Here and throughout this chapter, we absorb the dimensional
regularisation scale (µ2) into k and only display it explicitly in our final results. Using
the Chern-Simons propagator in the Landau gauge3
〈(Aµ)mn (x) (Aν)kl (y)〉 = δmlδnk
1
k
Γ
(
d
2
)
pi
d−2
2
 µνρ (x− y)ρ
(−(x− y)2) d2
, (6.6)
and plugging in the expressions (6.3) for zi, we obtain
Iij =
∫
dsidsj
(pi, pj, pisi − pjsj +∑i−1k=j pk)(
−x2ij s¯is¯j − x2i+1,jsis¯j − x2i,j+1s¯isj − x2i+1,j+1sisj
) d
2
, (6.7)
where x2i,j = (xi − xj)2, s¯i = 1− si and (a, b, c) = ijkaibjck. We can immediately see
that in this gauge Ii,i and Ii,i+1 vanish due to the antisymmetry of the  tensor. This
corresponds to diagrams where the propagator ends on the same edge or on adjacent
edges, as shown in Figures 6.1(b) and 6.1(c), respectively. Therefore we only need to
keep diagrams of the type shown in Figure 6.1(a). The latter are manifestly finite in
three dimensions and therefore we set d = 3 in the remainder of this section.
3We drop the i prescription in the propagator, since we consider kinematical configurations with
−x2ij > 0.
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Figure 6.2: One-loop contributions Ii+2,i and Ii+3,i to the hexagonal Wilson loop.
6.2.1 Tetragon
As explained above, in the Landau gauge, the only non-vanishing contributions to (6.5)
for the tetragon are I31 and I42. Setting d = 3, they are given by
I31 = −(p1, p2, p3)
∫
ds1ds3
1
(−x213s¯1s¯3 − x224s1s3)3/2
, (6.8)
and
I42 = −(p2, p3, p4)
∫
ds2ds4
1
(−x224s¯2s¯4 − x213s2s4)3/2
. (6.9)
Taking into account that we have a closed contour, i.e. ∑i pi = 0, we can write
(p2, p3, p4) = −(p2, p3, p1) = −(p1, p2, p3) and thus the contributions from the two
diagrams cancel each other
〈Wn〉(1) ∝
 +
 = I31 + I42 = 0 . (6.10)
We will see in section 6.4 that this result is compatible with the restrictions imposed
by conformal symmetry.
6.2.2 Hexagon and Higher Polygons
For the hexagon there are two different non-vanishing types of contributions, Ii+2,i and
Ii+3,i, as shown in Figure 6.2. The former appears in six orientations, i = 1 . . . 6 (with
the convention that i+6 ≡ i), while the latter appears in three orientations, i = 1, 2, 3.
Specialising the general formula (6.7) to these cases we have
Ii+2,i =
∫ 1
0
dsi+2dsi
(pi+2, pi, pi+1)
(−s¯is¯i+2x2i,i+2 − sis¯i+2x2i,i+3 − sisi+2x2i+1,i+3)3/2
(6.11)
and
Ii+3,i =
∫ 1
0
dsi+3dsi
(pi+3, pi, pi+1 + pi+2)
(−s¯is¯i+3x2i,i+3 − sis¯i+3x2i+1,i+3 − s¯isi+3x2i,i+4 − sisi+3x2i+1,i+4)3/2
.
(6.12)
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We checked numerically for various non-symmetric hexagon configurations that the
sum over all diagrams vanishes,
〈W (C6)〉(1) ∝
6∑
i>j
Iij = 0 . (6.13)
It is easy to see that (6.13) is true for special configurations, as we will see presently.
Consider the configuration where opposite edges are anti-parallel, i.e. pi = −pi+3.
From (6.12) we see that Ii,i+3 = 0 due to the antisymmetry of the  tensor. Furthermore,
taking into account that for this configuration we have x2i,i+2 = x2i+3,i+5, it is easy to
see from equation (6.11) that the integrands of Ii,i+2 and Ii+3,i+5 are the same. Finally,
using ∑i pi = 0 one can see that the Levi-Civita symbols produce a differing sign, such
that
Ii,i+2 + Ii+3,i+5 =
 +

pi=−pi+3
= 0 , (6.14)
i.e. the contributions coming from those diagrams cancel pairwise, and we arrive at
equation (6.13), in the specific anti-parallel kinematical configuration pi = −pi+3.
The conjecture that all n-cusped Wilson loops vanish at one-loop order in Chern-
Simons theory was indeed proven in [21].
6.3 Four-Sided Wilson Loop in Chern-Simons The-
ory at Two Loops
In this section we calculate the two-loop contributions to the tetragonal light-like Wil-
son loop in pure Chern Simons theory. The results are consistent with the anomalous
conformal Ward identity to be discussed in section 6.4.
Expanding the Wilson loop to quartic order, see (E.4), and performing Wick con-
tractions leads to the topologies shown in Figure 6.3. We are taking the planar limit
and therefore drop all non-planar graphs. Moreover, all diagrams where one propagator
is connected to a single edge or adjacent edges vanish in our gauge for the same reason
as at the one-loop order and are not displayed.
6.3.1 Ladder Diagrams
Let us begin by computing diagrams of ladder topology as shown in Figure 6.7a. There
are two different orientations of this diagram, and it is easy to see that they give the
same contribution. Taking into account this factor of 2, the contribution of the ladder
diagrams is
〈Wn〉(2)ladder = 2
(
N
k
)2Γ
(
d
2
)
pi
d−2
2
2 Iladder(x213, x224) , (6.15)
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Figure 6.3: Planar two-loop topologies appearing in the polygonal Wilson loop in CS
theory. Diagrams where one propagator is connected to a single edge or to two adjacent
edges vanish in our gauge and are not displayed.
where
Iladder(x213, x224) =
∫
dsi,j,k,l
(z˙i, z˙l, zi − zl)
[−(zi − zl)2] d2
(z˙j, z˙k, zj − zk)
[−(zj − zk)2] d2
. (6.16)
The integral is finite and may be calculated for d = 3
Iladder(x213, x224) =
1
4
∫ 1
0
dsi
∫ si
0
dsj
∫ 1
0
dsk
∫ sk
0
dsl
x213x
2
24(x213 + x224)
[x213s¯is¯l + x224sisl]
3
2 [x213s¯j s¯k + x224sjsk]
3
2
+O() .
We computed this integral by first carrying out some of the parameter integrals and
then deriving a differential equation for it, which could be solved. The result is re-
markably simple,
Iladder(x213, x224) =
1
2
[
ln2
(
x213
x224
)
+ pi2
]
+O() . (6.17)
Including the prefactors and dropping O() terms, the contribution to the Wilson loop
is
〈W4〉(2)ladder =
(
N
k
)2 1
4
[
ln2
(
x213
x224
)
+ pi2
]
. (6.18)
6.3.2 Vertex Diagrams
The diagrams with one three-gluon vertex shown in Figures 6.3a , 6.3b and 6.7b are
obtained by contracting the cubic term in the expansion of the Wilson loop in (E.4)
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s2
s3
s1
Figure 6.4: The divergence in the vertex diagram arises from the integration region
where s1 → 1, s3 → 0 (and β1 → 0, β3 → 0), see equation (6.22).
with the interaction term of the Lagrangian,
〈Wn〉(2)vertex =
(
N
k
)2 i
2pi
Γ
(
d
2
)
pi
d−2
2
3 ∑
i>j>k
Iijk , (6.19)
where
Iijk = −
∫
dzµi dz
ν
j dz
ρ
k
αβγµασνβλργτ
∫
ddw
(w − zi)σ(w − zj)λ(w − zk)τ
|w − zi|d|w − zj|d|w − zk|d , (6.20)
and |zi| = (−z2i )
1
2 . Here the indices of Iijk refer to the edges of the Wilson loop that
the propagators attach to. The expression can be shown to be antisymmetric under
the exchange of any two indices, and therefore the only non-vanishing contributions are
the ones for i 6= j 6= k. As a consequence, topologies 6.3a and 6.3b can be discarded.
Specialising to the tetragon, we have four contributions which are symmetric under
x213 ↔ x224 and thus it is sufficient to compute one of them
I321 =
∫
ddw
∫ 1
0
ds1,2,3
(p2, p3, w)(p2, p1, w)
|w|d|w − z12|d|w − z32|d (6.21)
= ipi
d
2
8
Γ(d− 1)
Γ
(
d
2
)3 x213x224 ∫ 10 d3s1,2,3d3β1,2,3 (β1β2β3) d−22 δ
( 3∑
i=1
βi − 1
)
×
×
(
1
∆d−1 − 2
(d− 1)
∆d β1β3s¯1s3(x
2
13 + x224)
)
,
where the second and third line is obtained by introducing Feynman parameters in the
standard way and integrating over w. More details may be found in Appendix G.1. ∆
is given by
∆ = −β1β2z212 − β2β3z223 − β1β3z213
= −x213β1s¯1 (β3s¯3 + β2s2)− x224β3s3 (β2s¯2 + β1s1) . (6.22)
One might naively think that this diagram should give a finite answer due to the
antisymmetry of the  tensors. The result would indeed be finite in the case of smooth
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contours [286] or contours with a single cusp. However, the presence of two cusps
gives rise to a region in the integration space of Feynman parameters where the first
summand in the third line of (6.21) induces a divergent contribution. The relevant
region of Feynman parameters is s1 → 1, s3 → 0 (and β1 → 0, β3 → 0), see equation
(6.22), and is illustrated in Figure 6.4. Due to the presence of three independent vectors
pµ1 , p
µ
2 and pµ3 the  tensors do not suppress this region. We find that this term produces
a 1/ pole in dimensional reduction. The second summand in the third line of (6.21)
is finite.
The divergent and finite pieces can be seperated using Mellin-Barnes techniques.
The details can be found in Appendix G.1. We have not computed the coefficients of
the 0 terms analytically (the coefficient of the pole-term is evaluated analytically in
the Appendix G.5.1), but we have good numerical evidence that they give the following
result:
I321 =
ipi
d
2+1
8
Γ(d− 1)
Γ
(
d
2
)3
[
2 ln(2)(−x
2
13)2 + (−x224)2

+ ln2
(
x213
x224
)
+ a6 +O()
]
, (6.23)
where a6 = 8.354242685 ± 2 · 10−9, see (G.26) and below for an analytical guess of
this constant. Taking into account all prefactors and restoring the regularisation scale,
k → µ−2k, we can write the result, up to terms of order , as
〈W4〉(2)vertex = −
1
4
(
N
k
)2 [
ln(2)
4∑
i=1
(−x2i,i+2 µ˜2)2

+ ln2
(
x213
x224
)
+ a6 − 8 ln(2)
]
, (6.24)
where µ˜2 = µ2pieγE .
6.3.3 Gauge Field and Ghost Loops
It is well known [289] that in the dimensional reduction (DRED) scheme the gauge
field loop diagrams shown in Figure 6.3e exactly cancel against the ghost loop diagrams
shown in Figure 6.3f :
〈Wn〉(2)gluon loop = −〈Wn〉(2)ghost loop . (6.25)
Details of this cancellation can be found in Appendix G.2.
6.3.4 Result for the Two-Loop Tetragon in CS Theory
Summing up the results (6.18), (6.24) and (6.25) for the tetragon, interestingly, the
ln2(x213/x224) terms in the two-gauge-field diagram and the vertex diagram exactly cancel
and we obtain
〈Wn〉(2) = −
(
N
k
)2 1
4
[
ln(2)
4∑
i=1
(−x2i,i+2 µ˜2)2

+ a6 − 8 ln(2)− pi2
]
. (6.26)
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where µ˜2 = µ2pieγE and we recall that a6 = 8.354242685±2 ·10−9. As we will see in the
next section, the cancellation observed here that led to the finite part of (6.26) being
a constant is in fact a consequence of the (broken) conformal symmetry of the Wilson
loops under consideration.
6.4 Anomalous Conformal Ward Identities
The structure of the above results can be understood from conformal symmetry, by
deriving anomalous conformal Ward identities for the Wilson loops analogously to
section 4.2.2.
If the Wilson loop 〈Wn〉 were well-defined in d = 3 dimensional Minkowski space
it would enjoy the conformal invariance of the underlying gauge theory and we would
conclude that 〈W (C)〉 = 〈W (C ′)〉. This is indeed the case at one loop order, see section
6.2. However, as we have seen in section 6.3, starting from two loops, divergences
force us to introduce a regularisation and calculate in d = 3− 2 dimensions, thereby
breaking the conformal invariance of the action. The latter leads to an anomalous term
in the conformal Ward identities for the Wilson loops
D 〈Wn〉 = −2i
µ2
∫
ddx〈L(x)Wn〉 , (6.27)
Kν〈Wn〉 = −4i
µ2
∫
ddx xν〈L(x)Wn〉 , (6.28)
for dilatations and special conformal transformations. Here the operators on the left-
hand sides act in the canonical way on the coordinates of the cusp points,
D =
∑
i
(xi · ∂i) , Kν =
∑
i
(
2xνi (xi · ∂i)− x2i∂νi
)
. (6.29)
We emphasise that thanks to the factor of  on the r.h.s. of (6.27) and (6.28) it is
sufficient to know the divergent part of the integrals appearing on the r.h.s. of those
equations in order to obtain information about the finite part of 〈Wn〉.
6.4.1 One-Loop Insertions
At order N/k we have a contribution from the contraction of the kinetic part of the
Lagrangian insertion with the second order expansion of the Wilson loop operator,
shown in fig. 6.5,
〈L(x)Wn〉(1) = 〈Lkin(x)Wn〉(1) = (i)
2
N
∫
zi>zj
dzµ,νi,j 
αβγ〈Tr (Aα∂βAγ)(x)Tr (AµAν)〉(1) .
(6.30)
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x
Figure 6.5: Lagrangian insertion contributing to the Ward identities at one loop.
The direct calculation of the right-hand sides of (6.27) and (6.28), yields a vanishing
result as → 0. Thus we have
D〈Wn〉(1) = O() , and Kν〈Wn〉(1) = O() , (6.31)
in other words the conformal symmetry is unbroken for  = 0. As a consequence,
the expectation value of the Wilson loop is constrained to be a function of conformally
invariant variables. Starting from the Lorentz invariants x2ij the most general conformal
invariants are the cross-ratios
uijkl :=
x2ijx
2
kl
x2ilx
2
jk
. (6.32)
In our case where neighbouring points are light-like separated, x2i,i+1 = 0, non-vanishing
cross-ratios can only be written down starting from n = 6. The special conformal Ward
identities (6.31) then imply that 〈Wn〉(1) is given by a function of conformal cross-ratios,
〈Wn〉(1) = gn (uijkl) , 〈Wn〉(1) = const. . (6.33)
Since there are no non-vanishing conformal cross-ratios at four points, 〈Wn〉(1) must be
a constant.
Let us now compare against the results of our one-loop computation of section 6.2.
There, the constant on the r.h.s. of the second equation in (6.33) was found to be zero
for the tetragon. Moreover, analytical investigations of certain symmetric contours and
numerical investigations for non-symmetric contours show that g6(uijkl) is zero for the
hexagon. It was proven in [21] for arbitrary n that gn is zero.
6.4.2 Two-loop Insertions
At two loops there are several diagrams that contribute to the insertion of the La-
grangian into the Wilson loop, 〈L(x)Wn〉, that correspond to the kinetic term, the
gauge field vertex, the ghost kinetic term and the ghost vertex in L(x). Those dia-
grams are shown in Figure 6.6. We do not display diagrams that vanish for kinematical
reasons as at one-loop level.
Just as at one-loop level, only diagrams giving rise to divergent integrals will con-
tribute to the anomalous Ward identities.
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Figure 6.6: Two-loop contributions to the anomalous conformal Ward identity. The
grey point in the pictures denotes the point x of the Lagrangian insertion in 〈L(x)Wn〉.
The diagrams of the second and third line cancel pairwise.
Insertion into the ladder diagram
Let us consider the insertion of the kinetic term of the action into the ladder diagram
as shown in Figure 6.6a. For the dilatation Ward identity these are exactly the two-
gluon diagrams calculated above, which are finite. For the special conformal Ward
identity the integration is slightly more complicated, but the finiteness is easy to check
for all contributions. Thus, this diagram does not contribute to the anomalous Ward
identities.
Insertion of the interaction term
Next, we can contract the cubic order expansion of the Wilson loop with the vertex
term of the Lagrangian insertion, as shown in Figure 6.6b,
〈L(x)Wn〉(2)(b) = 〈Lint(x)
1
N
(i)3
∫
d3zµ,νρi,j,k Tr (AµAνAρ)〉 . (6.34)
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For the dilatation Ward identity, we trivially have
∫
ddx〈L(x)W4〉(2)(b) =
1
i
〈Wn〉(2)vertex = i
(
N
k
)2 ln(2)

+O(0) , (6.35)
which is just the vertex diagram that was calculated in (G.56), up to a factor of i.
The contribution to the special conformal Ward identity is more complicated. We
have
∫
ddx xν〈L(x)Wn〉(2)(b) =
(
N
k
)2 1
2pi
Γ
(
d
2
)
pi
d−2
2
3 ∑
i>j>k
I ′ijk (6.36)
with
I ′321 =
∫ 1
0
ds1,2,3
∫
ddx(x+ z2)ν
(p2, p3, x)(p2, p1, x)
|x|d|x− z12|d|x− z32|d (6.37)
=2pii ln(2)

(x2 + x3)ν +O(0) , (6.38)
where the coefficient ln(2) was computed numerically to 10 relevant digits. The reason
the pole arises was discussed in section 6.3.2.
Details of this calculation can be found in Appendix G.3.1. Summing up all four
contributions I ′321, I ′421, I ′432, I ′431 we arrive at∫
ddx xν〈L(x)Wn〉(2)(b) =
i

(
N
k
)2 ln(2)
4
4∑
i=1
xνi . (6.39)
Insertion of the kinetic term into the vertex diagram
Furthermore, we can contract one gauge field of the kinetic term of the insertion with
the Wilson loop and the other one with the 3-gauge-field vertex, leading to a diagram
of the type displayed in Figure 6.6c,
〈L(x)Wn〉(2)(c) = 〈Lkin(x)
1
N
∮
zi>zj>zk
dzµ,ν,ρi,j,k Tr (AµAνAρ)
(
i
∫
ddwLint
)
〉 (6.40)
=
(
k
4pi
)2
(i)3 23
1
N
∫
ddx
∫
ddw
∮
dzµ,ν,ρi,j,k
αβγδστ 〈Tr (Aα∂βAγ) (x)Tr (AµAνAρ) Tr (AδAσAτ ) (w)〉 .
Let us Wick-contract the kinetic term with Aν(zj) (the two other contractions are
discussed below.) We obtain
(
N
k
)2 i
8pi2
Γ
(
d
2
)
pi
d−2
2
4 ∫ ddw ∮ dzµνρi,j,kδστIνσGµτ (zi − w)Gρδ(zk − w) ,
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where Gµν = µνρ(x− y)ρ/(−(x− y)2)
d
2 and where
Iνσ(x− zj, x− w) = αβγ
[
Gαν(x− zj)∂(x)β Gγσ(x− w) +Gασ(x− w)∂(x)β Gγν(x− zj)
]
.
(6.41)
The only dependence on the insertion point x is in Iνσ. For the dilatation Ward
identity the integral
∫
ddx Iνσ can easily be computed (for details see Appendix G.3.2)
and effectively gives a propagator such that we have
∫
ddx 〈L(x)Wn〉(2)(c) = 3i〈Wn〉vertex = −3i
(
N
k
)2 ln(2)

+O(0) , (6.42)
where a factor of 3 was included since the insertion can be in any of the 3 propagators
of the vertex diagram and thus we get three times the same contribution.
The contribution to the special conformal Ward identity is more complicated, since
the integration
∫
ddx xνIνσ does not just yield a propagator. Performing the calculation,
we find
∫
ddx xν〈L(x)Wn〉(2)(c) = −
i

(
N
k
)2 3
4 ln(2)
4∑
i=1
xνi +O(0) , (6.43)
where the coefficient ln(2) was computed numerically (details can be found in Appendix
G.3.2).
Insertions with gauge field and ghost loops
The gauge-field-ghost-insertions in Figure 6.6 cancel pairwise. For the dilatation Ward
identity the insertions of the three gauge-field and the gauge-field-ghost vertices as
shown in diagrams 6.6d, 6.6g are identical to the gauge field and ghost loop diagrams
(6.25) and thus cancel. It is not necessary to perform the integration over the insertion
point to see how the cancellation occurs and thus the contributions to the special
conformal Ward identity cancel as well (for details on the cancellation see G.2).
Insertions of the kinetic term into the gauge field propagator as shown in diagrams
6.6e, 6.6h cancel as well, since the insertion is the same for both diagrams and thus
the algebraic relations responsible for the cancellation in (6.25) remain unchanged.
Inserting gauge field respectively ghost kinetic terms into the propagators inside the
loop in diagrams 6.6f, 6.6i produce slightly more complicated expressions. Nevertheless
they cancel as well as can be seen in a straightforward calculation. For the dilatation
Ward identity the cancellation can be seen in an even simpler way by noticing that the
integration over the insertion point x effectively yields a gauge field respectively ghost
propagator. Thus the diagrams are identical to the ones in (6.25) and cancel.
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6.4.3 Anomalous Ward Identities and Generalisation to Higher
Polygons
Summing up the divergent contributions of (6.35) (6.42), and inserting them into the
dilatation Ward identity (6.27), we obtain
D 〈Wn〉(2) = −
(
N
k
)2
ln(2)
( 4∑
i=1
1
)
+O() , (6.44)
where we have written the factor 4 as (∑4i=1 1) to emphasise its origin from the sum
of four vertex-type diagrams. Note that only the divergent part of the vertex-diagram
was required here. Summing up (6.39) and (6.43), and inserting them into the special
conformal Ward identity (6.28), we obtain
Kν〈Wn〉(2) = −2
(
N
k
)2
ln(2)
4∑
i=1
xνi +O() . (6.45)
Let us now explain how these equations can be generalised from n = 4 to arbitrary
n. In our two-loop computation, we found that the only diagrams contributing to
(6.44) and (6.45) are those producing poles in . The mechanism for how these poles
are generated was described in section 6.3.2, see in particular Figure 6.4. It is clear
that for n > 4 cusps, the same type of vertex diagram will produce the divergent
terms. Although those diagrams will depend on one further kinematical variable w.r.t.
the four-point case, this dependence cannot change the (leading) UV pole −1 of the
diagrams. Since there are n diagrams of this type at n points, we expect
D 〈Wn〉(2) = −
(
N
k
)2
ln(2)
(
n∑
i=1
1
)
+O() , (6.46)
and
Kν〈Wn〉(2) = −2
(
N
k
)2
ln(2)
n∑
i=1
xνi +O() . (6.47)
We will now proceed to discuss the solution of these Ward identities and compare them
to the result of the two-loop computation of the tetragon Wilson loop in section 6.3.4.
6.4.4 Solution to the Anomalous Conformal Ward Identities
Using D
(
x2ij
)
= 2x2ij it is clear that the most general solution to the dilatation Ward
identity (6.46) is
〈Wn〉(2) = −
(
N
k
)2 [ ln(2)
4
n∑
i=1
(−x2i,i+2µ˜2)2

+ fn
(
x2ij
x2kl
)]
+O() , (6.48)
where f is an arbitrary function of dimensionless variables and we recall that µ˜2 =
µ2pieγE . Of course, this is exactly what we expect from (4.54).
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Figure 6.7: 6.7a Two-gluon diagrams Iijkl given in (6.52), 6.7b vertex diagrams Iijk
given in (6.54). Dashed lines represent one or more light-like distances.
The result for the special conformal Ward identity is more interesting. Plugging
(6.48) into the special conformal Ward identity (6.45) and usingKν ln(x2kl) = 2(xk+xl)ν ,
it is easy to see that the function fn is allowed to depend on conformally invariant cross-
ratios only, i.e. fn(x2ij/x2kl) = g(uabcd). Therefore, we finally have
〈Wn〉(CS)2-loop = −
1
4
(
N
k
)2 [
2 ln(2)
n∑
i=1
(−x2i,i+2µ˜2)2
2 + gn(uabcd) +O()
]
. (6.49)
In the four-point case, there are no non-vanishing cross-ratios, and therefore in par-
ticular g4 must be a constant. This is in agreement with (6.26) and thus represents
an independent check of the direct perturbative computation, including its finite part
(recall that deriving the Ward identity does not rely on the finite parts of the direct
perturbative computation). So, even though the result for the vertex diagram (6.24)
was obtained numerically, its functional form is an analytical result, since we know the
analytical expression for the ladder diagram and the sum of vertex and ladder diagram
through the solution to the anomalous conformal Ward identity.
6.5 N-Sided Wilson Loops in CS Theory at Two
Loops
As mentioned in the previous section, the solution (6.49) of the Ward identity for the
light-like polygonal Wilson loop in pure Chern-Simons theory contains a function gn
that depends only on conformally invariant cross ratios uabcd = (x2abx2cd)/(x2adx2cb) which
can be constructed starting from n = 6. In this section we review the investigations
[13], that lead to the conclusion that gn is a trivial function at two loops.
As in the four-point case, at two loops there are two types of contributions to the
Wilson loop in pure Chern-Simons theory, one from two-gluon diagrams 〈Wn〉two-gluon =
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∑
Iijkl and another one from diagrams involving a three-gluon vertex 〈Wn〉vertex =∑
Iijk such that
〈Wn〉CS2-loop = 〈Wn〉two-gluon + 〈Wn〉vertex . (6.50)
The indices i, j, k, l denote the edges that the propagators attach to, see figure 6.7
and their expressions are given below in (6.52), (6.53). Contributions from gauge- and
ghost-loops cancel in dimensional reduction regularisation [289] as explained in 6.3.3.
Two-Gluon Diagrams
The contributions from the two-gluon diagrams are all finite and can be written as
〈Wn〉two-gluon = 14
(
N
k
)2 ∑
i≥j≥k≥l
(Iij,kl + Iil,jk) , (6.51)
where
Iij,kl =
∫
dsi,j,k,l
(z˙i, z˙j, zi − zj)
(−(zi − zj)2)3/2
(z˙k, z˙l, zk − zl)
(−(zk − zl)2)3/2
(6.52)
and the integration boundaries haven to be chosen according to the path ordering, such
that z(si) > z(sj) > z(sk) > z(sl). The diagram vanishes due to the epsilon tensor
contractions if the gluon propagator of at least one of the index pairs connects the
same or adjacent edges for the same reason as in the four-point case. For n = 4 only
the diagram (6.16) appears.
Vertex Diagrams
We write the generalization of the vertex diagrams (6.20) as
〈Wn〉vertex = −14
(
N
k
)2
pi3−dΓ(d− 1) 14pi
∑
i>j>k
(
I
(a)
ijk + I
(b)
ijk
)
(6.53)
= −14
(
N
k
)2
(pieγE)2 (1− 2) 14pi
∑
i>j>k
(
I
(a)
ijk + I
(b)
ijk
)
+O() .
The indices i, j, k indicate the edges the gluon-propagators connect to, see figure 6.7b,
and
I
(a)
ijk =
∫
dsi,j,k, d[β]3αβγµασνβλργτpµi pνjp
ρ
k[
∂λj ∆∂σi ∂τk∆ + ∂σi ∆∂λj ∂τk∆ + ∂τk∆∂σi ∂λj ∆
]
∆1−d ,
I
(b)
ijk =
∫
dsi,j,k, d[β]3αβγµασνβλργτpµi pνjp
ρ
k[
∂σi ∆∂λj ∆∂τk∆
]
∆−d(1− d) , (6.54)
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where ∂µi = ∂/∂zi,µ and∫
d[β]3 =
∫ 1
0
dβi,j,kδ(
∑
m
βm − 1)(βiβjβk)d/2−2,
∆ = −z2ijβiβj − z2ikβiβk − z2kjβkβj .
The above expressions are obtained by introducing Feynman parameters in the stan-
dard way and integrating over w, exactly as in the four-point case in section 6.3.2. The
details are given in Appendix G.4.
As in the four-point case, the vertex diagrams are divergent in the region of inte-
gration where all three propagators approach the same edge (all diagrams with more
than one propagator on the same edge vanish identically due to the antisymmetry of
the Levi-Civita symbol), and we split them up as in (G.92)
〈Wn〉vertex = 〈Wn〉div + 〈Wn〉finite . (6.55)
The divergent part is calculated analytically in Appendix G.5.1 and reads
〈Wn〉div = −
(
N
k
)2 ( ln(2)
2
n∑
i=1
(−x2i,i+2µ˜2)2
2
)
.
Thus, the function gn in (6.49) is given by
gn(uabcd) = 〈Wn〉two-gluon + 〈Wn〉finite . (6.56)
We evaluate these contributions using a Mathematica program that generates all n-
point diagrams, performs the index-contractions and numerically integrates the dia-
grams for randomly generated kinematical configurations, see Appendix G.6.
Hexagonal Wilson loop
For the hexagonal Wilson loop we evaluated the contributions in (6.56) for a large set
of conformally equivalent and conformally non-equivalent kinematical configurations.
Conformally equivalent configurations must yield the same result, since, by the
anomalous conformal Ward identity, the expectation value is constrained to the form
(6.49), and thus the function gn depends only on conformally invariant quantities.
It turns out, that even for kinematical configurations which are not conformally
equivalent, the unknown function yields the same constant4
g6(uabcd) = c6 − 12 ln(2), c6 = 5.57± 0.05 . (6.57)
In figure 6.8 we show the results for the two-gluon and vertex contributions for a con-
tinuously deformed kinematical configuration, generated as explained in app. G.6, in
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Figure 6.8: Numerical results for the hexagon n = 6: (a) = 〈Wn〉two-gluon, (b) =
〈Wn〉finite and their sum (c) = gn(uabcd), see (6.56), for the kinematical points given in
G.6. We omit the common factor 14
(
N
k
)2
.
order to illustrate, how the different contributions vary while their sum remains con-
stant.
Generalization to n Cusps
It turns out that also for n > 6 the function of conformal cross ratios is just a constant,
i.e.
gn(uabcd) = cn − 2n ln(2) . (6.58)
In figure 6.9 we show the dependence of the numerical constant cn on the number of
cusps n up to n = 14. Clearly, the constant depends linearly on the number of cusps
n. It seems reasonable to assume that this dependence holds for all n, i.e.
cn = a+ b · n , (6.59)
which is the line shown in fig. 6.9 with the parameters5 a = 6.6±0.1, b = −2.028±0.025.
4The analytical term with ln(2) in (6.57),(6.58) arises from the multiplication of the analytically
known divergent term with an O() expansion of the prefactor, see (6.53).
5We determine the constants in (6.59) from the results at n = 4 and n = 6, since here we have
the smallest number of integrals and thus the best numerical result. At n-points we have to evaluate
2
(
n
3
)
+ 2
(
n
4
)
two-gluon (6.51) and vertex integrals (G.94).
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Thus, we expect the Chern-Simons contribution to the n-point Wilson loop to be
〈Wn〉CS = −14
(
N
k
)2 2 ln(2) n∑
i=1
(−x2i,i+2µ˜2)2
2 + gn
 , (6.60)
where gn is the constant given by (6.58) and (6.59).
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Figure 6.9: This figure shows the dependence of the constant cn (6.59) on the number
of cusps n of the Wilson loop.
6.6 N-Sided Wilson Loops in ABJM Theory at Two
Loops
Here we explain how the results are modified in ABJM theory. We use the Wilson loop
operator proposed in [284]
〈W (A, Aˆ)〉 = 12N
〈
TrP exp
(
i
∮
C
Aµdz
µ
)
+ TˆrP exp
(
i
∮
C
Aˆµdz
µ
)〉
. (6.61)
Note that the sign(s) in the exponent(s) in (6.61) are correlated to corresponding signs
in the Lagrangian by the requirement of gauge invariance, see Appendix E.
6.6.1 Gauge Field Contributions
In ABJM theory there is a second copy of the gauge field Aˆµ with opposite sign in the
Lagrangian (F.12). Up to a sign, the gauge field contributions for both gauge groups
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are identical at one loop,
〈W 〉(1)A = −〈W 〉(1)Aˆ , (6.62)
due to the different sign of the propagator for the second gauge field, 〈AµAν〉 =
−〈AˆµAˆν〉. Thus, at one loop the diagrams cancel. This does not differ from the
result of pure Chern-Simons theory, since the expectation value at one loop vanishes,
as we found in section 6.2 for n = 4, 6.
At two loops, however, the sign has no effect, since the two-gluon diagram contains
an even number of propagators and in the vertex diagram we have to take into account
the sign of the interaction term as well. Therefore, the two-loop diagrams are identical
〈W 〉(2)A = 〈W 〉(2)Aˆ . (6.63)
Thus, up to two loops, the expectation value for pure gauge field contributions is the
same in ABJM theory and Chern-Simons theory
〈W (A, Aˆ)〉gauge fields = 〈W (A)〉CS . (6.64)
6.6.2 Matter Contributions
In pure Chern-Simons theory the one-loop correction to the gauge field propagator
is zero, since the contributions of gauge fields and ghosts exactly cancel against each
other, see (6.25).
In ABJM theory we have to take into account fermionic and bosonic matter in
the loop. This gauge field self energy has been calculated in [290, 265, 284] and the
corrected propagator reads6
G(1)µν (x) =
(2pi
k
)2 NδII
8
Γ(1− d2)Γ(d2)2
Γ(d− 1) pid (6.65)(
Γ(d− 2)
Γ(2− d2)
ηµν
(−x2)d−2 − ∂µ∂ν
(
Γ(d− 3)
Γ(3− d2)
1
4
1
(−x2)d−3
))
,
for details see Appendix F.4. We can drop the derivative term in (6.65) (it would not
contribute to the gauge-invariant Wilson loop) and instead use the propagator
G(1)µν (x) = −
1
N
(
N
k
)2
pi2−dΓ
(
d
2 − 1
)2
ηµν
(−x2)d−2 , (6.66)
which up to two small differences is the tree-level N = 4 SYM gluon propagator. The
first difference is a trivial prefactor, and the second is that since we are at two loops,
the power of 1/x2 is 1 − 2 here, as opposed to 1 −  in the one-loop computation in
6Recall that we absorbed the regularisation scale into the coupling constant: k → µ−2k
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Figure 6.10: Examples for the three classes of diagrams involving the gauge field self
energy: diagrams with (a) a propagator connecting the same edge (vanishing), (b)
propagator stretching between adjacent edges (divergent), (c) propagator stretching
between non-adjacent edges (finite). These diagrams have the same structure as the
1-loop diagrams in N = 4 SYM. Dashed lines labelled with P and Q represent one or
more light-like distances.
N = 4 SYM. Thus it is clear that the results will be very similar to the expectation
value of the Wilson loop in N = 4 SYM. The corresponding calculation in N = 4 SYM
was carried out in [5, 6] and we briefly summarise the results.
As in N = 4 SYM we have three classes of diagrams shown in figure 6.10. Diagram
6.10a vanishes due to the light-likeness of the edges, whereas 6.10b yields a divergent,
and 6.10c yields a finite contribution. We have
〈Wn〉(2)matter =
i2
N
Tr
∫
zi>zj
dzµi dz
ν
j 〈AµAν〉(1) (6.67)
= −N∑
i>j
∫
dsidsjp
µ
i p
ν
jG
(1)
µν (zi − zj)
=
(
N
k
)2 (
(4pieγE)2 + pi
2
2 
2 +O(3)
)∑
i>j
Iij ,
where
Iij =
∫
dsidsj pi · pj(−(zi − zj)2)2−d (6.68)
= 12
∫ 1
0
dsi
∫ 1
0
dsj
x2i,j+1 + x2i+1,j − x2i,j − x2i+1,j+1
(−x2ij s¯is¯j − x2i+1,jsis¯j − x2i,j+1s¯isj − x2i+1,j+1sisj)d−2
.
There are n divergent diagrams Ii+1,i of the type shown in fig. 6.10b
Ii+1,i = −18
(−x2i,i+2)2
2
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and the finite diagrams Iij with |i− j| ≥ 1, see fig. 6.10c, were solved in [6]
Iij =
1
2
(
− Li2
(
1− ax2i,j
)
− Li2
(
1− ax2i+1,j+1
)
+Li2
(
1− ax2i,j+1
)
+ Li2
(
1− ax2i+1,j
) )
,
where
a =
x2ij + x2i+1,j+1 − x2i,j+1 − x2i+1,j
x2ijx
2
i+1,j+1 − x2i,j+1x2i+1,j
.
The sum over all finite diagrams ∑ni>j+1 Iij = FWLn is related to the well-known finite
part of the BDS conjecture [51] via FWLn = FBDSn + const., explicitly spelled out in
(4.47) for n = 4 and n = 6. Then, the full matter part reads
〈Wn〉matter2-loop = −
1
4
(
N
k
)2  n∑
i=1
(−x2i,i+2µ24pieγE)2
22 − 4F
WL
n +
n
4pi
2
 . (6.69)
where we have restored the regularisation scale µ.
6.7 Equivalence of Wilson Loops in N = 4 SYM and
ABJM Theory
Taking into account the Chern-Simons result (6.60), the full result in ABJM theory
can be written as
〈Wn〉ABJM2-loop =
(
N
k
)2 − 12
n∑
i=1
(−x2i,i+2µ′2)2
(2)2 + F
WL
n + rn
 ,
where µ′2 = µ28pieγE , rn = −(n4pi2 + cn−2n ln(2)−5n ln2(2))/4 and cn is the numerical
constant given by (6.59).
Indeed, this is of the same form as the one-loop result of the Wilson loop in N = 4
SYM [6]
〈Wn〉N=4 SYM1-loop =
g2N
8pi2
− 12
n∑
i=1
(−x2i,i+2µ2)
2
+ FWLn
 , (6.70)
up to a few small differences. The first difference is a trivial prefactor, which is due to
the different definitions of the coupling constant in the two theories. Secondly, since
we are at two loops in ABJM theory, in the divergent part we have 2 instead of  in
the one-loop calculation in N = 4 SYM. The finite pieces are exactly the same up to
the n-dependent constant rn.
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Remark on the analytical guess for the four-point result
We would like to remark, that in [15] for n = 4 we found an analytical guess for the
numerical constant a6 in the vertex diagram, see (G.26), which leads to the final result
〈W4〉ABJM2-loop =
(
N
k
)2 − 12
4∑
i=1
(−x2i,i+2µ′2)2
(2)2 +
1
2 ln
2
(
x213
x224
)
+ 23pi
2 + 3 ln2(2)− 2 ln(2)
 .
Note that the ln(2) term has a different transcendentality than the other terms. It stems
from the vertex diagrams of the pure CS part (6.26) of the Wilson loop. We carefully
rechecked the appearance of this term, since from the experience in N = 4 SYM one
might expect only terms of homogenous transcendentality, but conclude that – given
our regularization procedure (dimensional reduction) – it is correct. Furthermore, it
is interesting to note, that up to this ln(2) term, the constant exactly agrees with the
constant determined in the four-point amplitude calculation in [17].
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Chapter 7
Three-Point Functions of
Twist-Two Operators in N = 4 SYM
As mentioned in chapter 1.5, two-point functions in N = 4 SYM are very well un-
derstood, largely due to the existence of integrability, while three-point functions are
explored to a lesser extent. Progress for three-point functions, comparable to the one
that was made for the two-point functions with the help of integrability, would have
important implications for all higher-point functions, via the operator product expan-
sion as explained in section 3.5. The investigation of structure constants can thus be
seen as the next step towards the full solution of the theory in the sense of section
1.5. In general, the structure constants of three-point functions, see section 3.2, receive
radiative corrections
Cαβγ(λ) = C(0)αβγ + λC
(1)
αβγ + ... (7.1)
and like for two-point functions, there are non-renormalisation theorems such that the
three-point correlators of half-BPS operators do not get quantum corrections [291,
292, 293, 294, 295]. We will explicitly see such cancellations in a special case of the
three-point functions that we consider in this chapter.
Direct computations of three-point functions in N = 4 SYM theory have been per-
formed in [296, 297, 298, 299, 300, 301, 302, 303, 304]. In [305] a large number of
three-point functions involving scalar primary operators of up to and including length
five is considered.
The role of integrability for three-point function calculations was first addressed in
[300, 299, 301]. and applications of integrability methods can be found in [306, 307, 308,
309] at tree-level and in [310, 309] for loop-level three-point functions of scalar single
trace operators. It does indeed turn out, that three-point functions can be studied
efficiently using integrability.
The question of a weak-strong coupling matching was addressed in [307, 311, 312,
313, 314]. In [313] for instance it is found that the correlator of three BMN states,
each with two impurities and with a non-zero momentum, completely agrees with the
string-theoretical calculation of the 3-string vertex matrix elements.
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∂ˆk ∂ˆj−k
x1 x2
x3
Figure 7.1: Three-point function of two BPS and one twist-two spin j operator at
tree-level. The derivatives acting on x3, indicated with ∂ˆk, ∂ˆj−k, are distributed in a
certain way as explained in section 7.2.
Here, we calculate the structure constants of three-point correlators with two pro-
tected operators O, O˜ and a twist-two operator Oˆj of arbitrary even spin j in N = 4
supersymmetric Yang-Mills theory at one loop. We perform a special infrared limit on
the correlator in order to simplify the calculations. In this limit we do not rely on any
knowledge of the one-loop mixing matrix, since it drops out completely. Furthermore,
in this limit the three-point calculation is effectively reduced to calculating two-point
functions. We find that the normalisation invariant structure constant has the simple
form (7.34)
C ′OO˜j(g
2) = C ′(0)OO˜j
(
1 + g
2N
8pi2 (2Hj(Hj −H2j)−Hj,2) +O(g
4)
)
, (7.2)
where Hj,m are generalised harmonic sums
Hj,m =
j∑
r=1
1
rm
, Hj =
j∑
r=1
1
r
, Hj,2 =
j∑
r=1
1
r2
. (7.3)
The structure constant can also be deduced from the double OPE of four-point func-
tions of half-BPS operators and can be found in equation (5.27) of [24], which agrees
with our direct calculation and thus confirms the validity of the operator product ex-
pansion. The method that we use here however, can also be applied to more general
operators than the ones considered in [24].
The explicit calculations are rather technical and we shift most of them to the
appendix. In the following sections we give an outline of the calculation. In section
7.3.1 we give a plug-in formula for the structure constant and specify the location of
the corresponding contributions in the appendix.
7.1 Limits on Three-Point Functions
The calculation of the structure constant COO˜j can be largely simplified by considering
appropriate limits of the correlator. In contrast to two-point functions, we can take
several limits or integrate out parts of the space-time structure of the three-point cor-
relator without trivializing its structure. Taking the limits corresponds to a projection
onto a certain component of the 2j terms in the correlator structure (3.30).
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7.1.1 Limit x2 →∞
Multiplying by appropriate factors of x212, x223 and taking the limit x2 → ∞ in (3.30)
we obtain
lim
x2→∞
|x12|∆1+∆2−θ|x23|θ+∆2−∆1〈OO˜Oˆj〉 = COO˜Oj
(xˆ13)j
|x13|j+θ+∆1−∆2 . (7.4)
Taking the same limit in the evaluation of the correlator on the left-hand side, only
very few terms in the Feynman-diagram calculation remain and the structure constant
can easily be read off. We use this limit in order to calculate the tree-level structure
constant in Appendix H.8 for general dimension. For the one-loop calculation it is
however more appropriate to calculate the diagrams in the limit described in the next
section.
7.1.2 Collinear Limit of the Three-Point Correlator
Another possibility is to take the momentum P going in at Oˆj to zero, i.e. P =
p1 + p2 → 0. This limit can be implemented in position space by integrating the three-
point function over x3, which can be seen as follows.
The Fourier transformed correlator is
〈O1(x1)O2(x2)O3(x3)〉 =
∫ ddp1
(2pi)d
ddp2
(2pi)d
ddP
(2pi)d e
i(p1x1+p2x2+Px3) (7.5)
〈O1(p1)O2(p2)O3(P )〉(2pi)dδ(p1 + p2 + P ) ,
where the momentum conserving delta function is due to translation invariance of the
correlator. Integrating this expression over x3 leads to∫
ddx3〈O1(x1)O2(x2)O3(x3)〉
=
∫ ddp1
(2pi)d
ddp2
(2pi)d e
i(p1x1+p2x2)(2pi)dδ(p1 + p2)〈O1(p1)O2(p2)O3(−p1 − p2)〉 (7.6)
=
∫ ddp1
(2pi)d e
ip1x12〈O1(p1)O2(−p1)O3(0)〉 , (7.7)
where we used
∫
ddxei(p1+p2)x3 = (2pi)dδ(p1 + p2). Thus, integration of the correlator
over x3 is equivalent to setting P = 0 in momentum space, see figure 7.2. Taking
this limit largely simplifies the perturbative calculations that we will perform in this
chapter.
7.2 Definition of the Operators
We use the mostly minus metric and the conventions as given in Appendix A and adapt
the notation from [122]. The action of N = 4 SYM is given in (C.21). We choose the
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∫
ddx3
x3
x1 x2
=
∫ ddp1
(2pi)d e
ip1x12
P = p1 + p2 = 0
p1 p2
(7.8)
Figure 7.2: Taking the limit P = 0 in momentum space corresponds to integrating the
correlator over x3.
following BPS-operators
O(x) = Tr
(
φ¯12(x)φ¯13(x)
)
, O˜(x) = Tr
(
φ¯12(x)φ13(x)
)
. (7.9)
where φ¯AB = φ¯aABT a and we normalise the generators T a in the fundamental repre-
sentation according to Tr (T aT b) = δab/2. The twist-two operator Oˆj projected to the
light-cone, see also section 3.3.3, is given by
Oˆj(x) =
j∑
k=0
a
1/2
jk Tr
(
Dˆkφ12(x)Dˆj−kφ12(x)
)
, (7.10)
where Dˆ = Dµzµ is the light-cone projected covariant derivative (z2 = 0) and a1/2jk
are numerical coefficients, that are related to the Gegenbauer polynomials as explained
in the following section. Due to the property aj,j−k = (−1)jaj,k we consider j even,
since the operator vanishes otherwise. As we will explicitly see in section 7.4.1, these
operators have conformal two-point functions (3.29)
〈Oˆj(x1)Oˆk(x2)〉 = δjkCj22j (xˆ12)
2j
(−x212)2j+θ
(j even) , (7.11)
where θ = ∆j − j is the twist (dimension minus spin) of the operators. For the twist-
two operators considered here θ = 2. As reviewed in section 3.3.3, conformal symmetry
constrains this type of three-point functions to the form
〈O(x1)O˜(x2)Oˆj(x3)〉 = COO˜j(g2)
(Yˆ12,3)j
|x12|∆1+∆2−θ|x13|∆1+θ−∆2|x23|∆2+θ−∆1 , (7.12)
where |xij| = (−x2ij)1/2 and
Yˆ12;3 = Y µ(x13, x23)zµ, Y µ12,3 =
(
xµ13
x213
− x
µ
23
x223
)
, z2 = 0 . (7.13)
We will calculate the one-loop correction to the structure constants COO˜j(g2) and
normalise them in a way suitable for the operator product expansion with the result
(7.2).
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7.2.1 Operator in Terms of Gegenbauer Polynomials
At tree-level, the gauge fields do not enter the calculations, and therefore the covariant
derivatives in (7.10) can be reduced to ordinary derivatives
Oˆtreej =
j∑
k=0
a
1/2
jk Tr (∂ˆkφ12∂ˆj−kφ12) . (7.14)
The numerical coefficients aνjk are related to the so-called Gegenbauer polynomials Cνj (x)
such that ∑
k
aνjk x
kyj−k = (x+ y)jCνj
(
x− y
x+ y
)
(7.15)
and ν = h− 3/2, where h = d/2. We list some properties on Gegenbauer polynomials
in Appendix H.1. Therefore, we can rewrite the operators in the bi-local form [315, 316]
Oˆtreej =
(
∂ˆa + ∂ˆb
)j
C
1/2
j
 ∂ˆa − ∂ˆb
∂ˆa + ∂ˆb

︸ ︷︷ ︸
=:Dj
ab
Tr
(
φ12(xa)φ12(xb)
) ∣∣∣∣
xa=xb
. (7.16)
As we will see in the remainder of this section, the formulation in terms of Gegenbauer
polynomials is very useful in practical calculations, since this allows to use properties
such as the orthogonality of Gegenbauer polynomials. In section 7.4.1 we show how the
tree-level two-point function can been calculated for general index ν of the Gegenbauer
polynomials.
7.3 Structure of the Calculation and Results
In the conformal scheme of section 3.4.3, the form (7.11),(7.12) of the two- and three-
point functions of the renormalised operators is preserved at loop-level under the re-
placement of the classical dimensions of the operators (7.9), (7.10) with their anomalous
dimensions, i.e.
θ(g2) = ∆j − j = ∆(0)j + γj(g2)− j = d− 2 + g2γ(1)j +O(g4) (7.17)
and the dimension of the protected operators ∆O = ∆O¯ = d − 2 remains fixed1. The
renormalised twist-two operators mix with descendants of lower spin operators as
Oˆj =
∑
k
Zjk∂ˆj−kOˆk . (7.18)
1The (anomalous) dimension of the operators is defined at  = 0. We keep writing d here and in
the following however, because the arguments are also valid for scalar (φ3)6 theory in d = 6; integer
d is however required.
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As we will see in section 7.4 at one loop Zjk is given through
Zjk = δjk + g2
(
−B(1)jk +
1

δjkZ
(1)
j
)
+O(g4) . (7.19)
where B(1)jk is the finite one-loop mixing matrix specified in (7.47) and it has only
entries for k < j and Z(1)j is the renormalisation constant given in (7.39). Therefore,
the renormalised three-point function of two BPS and one twist-operator reads
〈O(x1)O˜(x2)Oˆj(x3)〉 = COO˜j(g2)
(Yˆ12,3)j
((−x213)(−x223))θ/2(−x212)∆O−θ/2
. (7.20)
Applying the limit described in section 7.1.2 and therefore integrating over x3, see
Appendix H.4, yields∫
ddx3
(Yˆ12,3)j
((−x213)(−x223))θ/2
= N(g2, d) (xˆ12)
j
(−x212)θ−d/2+j
,
where the normalisation factor is
N(g2, d) = −iΓ(θ − d/2 + j)Γ((d− θ)/2)
2Γ (j + (θ − 1)/2)
Γ(d− θ)Γ
(
j + θ2
)
Γ(j + θ − 1)
2θ+2j−2
pi
1
2− d2
. (7.21)
As can be seen from (7.17), this function has an expansion2 in g and for d = 4 we
explicitly get
N(g2) = N (0) + g2N (1) (7.22)
= −iΓ(2j)2pi
2
Γ(j + 1)2
(
1 + γj(g
2)
2
(
−1
j
− 2Hj + 2H2j−1 + 2
))
+O(g4) ,
where the anomalous dimension of the twist-two operators will be given in section 7.4.3.
By calculating the left-hand side of the integrated three-point function∫
ddx3〈OO˜Oˆj〉 = N(g2)
(
C
(0)
OO˜j + g
2C
(1)
OO˜j
) (xˆ12)j
(−x212)j+d−3+γj(g2)/2
(7.23)
in terms of Feynman diagrams, we can thus easily read off the structure constants. In
the following section we explain how to read off the one-loop structure constant from
the perturbative calculations.
7.3.1 The One-Loop Structure Constant
We calculate the correlator in the limit described in section 7.1.2 which is equivalent
to the integration of the correlator over x3 and thus all the descendants drop out, since
we can write∫
ddx3〈OO˜Oˆj〉 =
∑
k
Zjk
∫
ddx3∂ˆ
j−k
3 〈OO˜Oˆk〉 =
∑
k
Zjkδjk
∫
ddx3〈OO˜Oˆk〉 . (7.24)
2It does not have an expansion in , since the renormalised three-point function is defined at  = 0.
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Thus from (7.19) one can see that the contributions of order g2 to the renormalised
three-point function in terms of bare Feynman diagrams are
〈OO˜Oˆj〉
∣∣∣∣
g2
= lim
→0
〈OO˜Oˆj〉(1) + g2〈OO˜Oˆj〉(0,)Z(1)j

 , (7.25)
where 〈OO˜Oˆj〉(0,) denotes the tree-level correlator calculated in d = 4−2ε dimensions,
including its O() expansion. Therefore, our calculation does not rely on the knowledge
of the mixing matrix B.
In order to read off the finite one-loop structure constant, we can combine the
known structure in the conformal scheme (7.23) and the result of the explicit one-loop
calculation (7.25) and solve for C(1)OO˜j
C
(1)
OO˜j = lim→0
∫ 〈OO˜Oˆj〉(1) + ∫ 〈OO˜Oˆj〉(0,)Z(1)j

g2
 /(N (0) (xˆ)j(−x2)3+j
)
− g2N
(1)
N (0)
C
(0)
OO˜j , (7.26)
where the division through the space-time part is to be understood symbolically. In
the following, we calculate all these contributions and (7.26) becomes a simple plug-in
formula. The first term is given3 through (7.85), the second term is given by (7.55)
and (7.39) and here we have to take into account the expansion of all these expressions
to finite order. The constants N (0), N (1) were given in (7.22). The tree-level structure
constant is given in (7.56).
7.3.2 Normalisation Invariant Structure Constants
In section 3.5 we have shown the equivalence of the coefficients in the operator product
expansion and the structure constants of three-point functions. As mentioned there,
we assumed that the operators are normalised such that the two-point functions have
Cj = 1. The operators (7.16) in terms of Gegenbauer polynomials are not normalised
to one, but as we will see in section 7.4.4 are normalised as (7.40)
〈Oˆj(x1) ˆ¯Oj(x2)〉 = δjk
(
C
(0)
j + g2C
(1)
j
)
22j (xˆ12)
2j
(−x212)2j+θ
, (7.27)
where C(0)j , C
(1)
j are explicitly calculated in section 7.4.
As can be seen from (7.20), (7.11), under rescalings of the operators
Oˆj → λjOˆj, O → λO, O˜ → λ˜O˜ , (7.28)
3We have calculated it in momentum space and thus an additional Fourier transformation using
(7.86) for d = 4 is necessary.
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the structure constant and the normalisation of the two-point function changes as
C12j(g2)→ λλ˜λjC12j(g2), Cj → λ2jCj, C → λ2C, C˜ → λ˜2C˜ .
Clearly, the ratio
C ′OO˜j =
COO˜j√
CC˜Cj
(7.29)
is invariant under the rescalings (7.28). For operators with two-point functions that are
normalised to one, the factor in the denominator of (7.29) is equal to one and it is thus
this structure constant which is relevant in the operator product expansion. In other
words, C ′OO˜j is the structure constant for operators which have two-point functions
that are normalised to one. In our case, the BPS operators (7.9) are normalised to
C = C˜ = 2−6/pi4 and do not get quantum corrections and thus C ′OO˜j is related to COO˜j
through
C ′OO˜j =
COO˜j(g2)√
Cj(g2)C
=
C
(0)
OO˜j√
C
(0)
j C
1 + g2
C(1)OO˜j
C
(0)
OO˜j
− 12
C
(1)
j
C
(0)
j
 = C ′(0)OO˜j + g2C ′(1)OO˜j .
(7.30)
The two-point structure constants are calculated in section 7.4.4.
Result for the structure constants
Putting together (7.30) using (7.41), (7.43) for the normalisation of the two-point func-
tions as well as (7.56), (7.26) for the structure constants of the three-point functions,
we find that the normalisation invariant structure constant is4
C
′(1)
OO˜j/C
′(0)
OO˜j =
g2N
8pi2
2H(j)2 − 2H(j)H(2j)− j∑
r=1
1
r2
 . (7.31)
In the large j limit we find
lim
j→∞
C
′(1)
OO˜j/C
′(0)
OO˜j =
g2N
8pi2
(
−2 ln(2) (ln(j) + γE)− pi
2
6
)
. (7.32)
The one-loop correction thus scales with ln(j) for large j, as shown in figure 7.3. This
result consists of the contributions from the two-point functions
1
2C
(1)
j /C
(0)
j =
g2N
8pi2
(
3H(j)2 − 2H(j)H(2j)
)
(7.33)
4We have put all contributions into a Mathematica file and verified the result (7.34). One could
proceed and solve some of the finite sums that remain in the solutions of the integrals or prove them
via induction from the known result.
7.3. STRUCTURE OF THE CALCULATION AND RESULTS 95
20 40 60 80 100
j
0.04
0.06
0.08
0.10
-CH1LOOjCH0LOOj
Figure 7.3: Here we show the dependence of the ratio of the one-loop structure constant
and its tree-level value on the spin j. The points are given by (7.34) and the curve
represents the large j limit (7.32). Note, that for graphical reasons we plot the negative
value of the ratio here.
and the contribution from the three-point functions
C
(1)
OO˜j/C
(0)
OO˜j =
g2N
8pi2
5H(j)2 − 4H(j)H(2j)− j∑
r=1
1
r2
 , (7.34)
which both scale as ln(j)2 + ... for j →∞ where the ellipses stand for subleading terms.
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7.4 Two-Point Functions of Twist-Two Operators
Here, we briefly list the results for the two-point function calculations of the operators
(7.16). The calculations are rather tedious and are given in detail in the appendix. We
will give more details on the three-point calculation in the following section, since the
focus of this chapter is on three-point functions.
7.4.1 Tree-Level Two-Point Functions of Twist-Two Operators
In Appendix H.5 we calculate the tree-level two-point function of the operators (7.16)
for scalar fields in general5 dimension d using the Schwinger parametrisation of the
scalar propagators and some properties of the Gegenbauer polynomials. The result for
d = 4 is given in (H.52) and reads
〈Oˆj ˆ¯Ok〉d=4 = δjkg4δaa 2
2j−1
(4pi2)2 Γ(2j + 1)
(xˆ12)2j
(−x212)2j+2
, (7.35)
where δaa = N2 − 1 is the dimension of the gauge group SU(N).
7.4.2 Bare One-Loop Two-Point Function
The one-loop corrections to the two-point function are shown in figure 7.4. The self-
energy diagram 7.4a can be calculated in a similar way using the orthogonality prop-
erties of the Gegenbauer polynomials. For the other diagrams it is however more
convenient to use the representations (7.14) of the operators. For the calculation of
the kite diagram in figure 7.4b we use the integration by parts (IBP) technique and
the four-scalar diagram in figure 7.4c can be shown to cancel exactly against a contri-
bution from the kite diagram. This cancellation can be understood, by investigating
the decomposition of the kite diagram into scalar basis integrals as shown in figure 7.5.
For the diagrams in figures 7.4d, 7.4e we need the representation with one gauge field
in the operator (7.79). The diagram in figure 7.4e vanishes in the light-cone projection,
since it contains a gluon propagator contracted with the light-like vectors zµ and thus
〈AµAν〉zµzν = 0 in our gauge.
Adding up all non-vanishing contributions we thus find
〈Oˆj ˆ¯Oj〉(1) = 〈Oj ˆ¯Oj〉(7.4a) + 〈Oj ˆ¯Oj〉(7.4b+7.4c) + 〈Oj ˆ¯Oj〉(7.4d) (7.36)
= (H.69) + (H.79) + (H.82)
and the explicitly solved integrals can be found in the appendix in the equations spec-
ified in the last line of (7.36)
5We do however require d to be integer. Choosing d = 4 − 2 leads to O() corrections and the
unrenormalised correlator also gets non-diagonal terms.
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Figure 7.4: One-loop corrections to the two-point function of 〈OˆjOˆj〉.
7.4.3 Anomalous Dimension of Twist-Two Operators
We can extract the divergent contributions of (7.36) and find the following contribu-
tions (H.70), (H.76), (H.84) to the anomalous dimension
γ
(7.4a)
j =
g2N
4pi2 , γ
(7.4b)
j = −
g2N
4pi2
1
(j + 1) , γ
(7.4d)
j =
g2N
4pi2
(
2Hj +
1
(j + 1) − 1
)
.
(7.37)
Adding up the contributions we get the well-known result [317, 318] for the leading
order contribution to the anomalous dimension
γj =
(
g2N
8pi2
)
4Hj +O(g4) , Hj =
j∑
k=1
1
k
. (7.38)
In order to avoid terms of log(pi) and γE in the final results, we define the renormali-
sation constant in the MS-scheme (3.40), (3.42)
Z
(1)
j =
Hj
4pih e
γE , Hj =
j∑
k=1
1
k
. (7.39)
7.4.4 Renormalised Two-Point Function
The renormalised two-point function has the form
〈Oˆj(x1)Oˆk(x2)〉 = δjkCj(g2) (Iˆ12)
j
(−x212)j+θ
= δjk
(
C
(0)
j + g2C
(1)
j
)
22j (xˆ12)
2j
(−x212)j+θ
. (7.40)
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The tree-level normalisation constant C(0)j can be read off from (7.35) and we have
C
(0)
j = g4δaa
Γ(2j + 1)
25pi4 . (7.41)
Reading off the finite one-loop normalisation constant C(1)j is a little more complicated.
The renormalised two-point function for j = k reads
〈OˆRj (x1)OˆRj (x2)〉 = 〈OˆjOˆj〉(0,)
(
1 + (−µ
2x2)

g22Z(1)j
)
+ 〈OˆjOˆj〉(1) . (7.42)
The O(0) expansion of the tree-level correlator multiplied with the renormalisation
constant exactly cancels the pole term from the one loop diagrams, whereas its O()
expansion multiplied with the pole term yields another finite contribution to the nor-
malisation constant. Thus, the one-loop normalisation is
C
(1)
j = lim
→0
g2〈OˆjOˆj〉(0,) 2Z(1)j

+ 〈OˆjOˆj〉(1)
 /(22j xˆ2j(−x2)j+θ
)
, (7.43)
where the division by the space-time structure is to be understood symbolically. The
diagonal tree-level correlator including its O() expansion is given in H.6.2 and the
one-loop contribution is given in (7.36).
7.4.5 Mixing Matrix
The renormalised two-point function (7.42) in the MS-scheme yields finite but non-
diagonal correlators.
〈OˆRj (x1)OˆRk (x2)〉 6= 0 for j 6= k . (7.44)
As explained in section 3.4.3, in order to have a diagonal basis of renormalised twist-two
operators
〈Oˆj(x1)Oˆk(x2)〉 = δjk〈Oˆj(x1)Oˆj(x2)〉 , (7.45)
it is necessary to subtract the finite non-diagonal terms by introducing another finite
renormalisation matrix B.
Zjk = δjk + g2
(
−B(1)jk +
1

δjkZ
(1)
j
)
+O(g4) . (7.46)
The result is well-known and was redetermined in a very simple way in [122] in the
same conventions that we use and reads
B
(1)
jk = 2d
1/2
jk
(
Hj +Hk +H j−k
2
−H j+k
2
− 2Hj−k
)
, (7.47)
where d1/2jk is related to the expansion of the Gegenbauer polynomials Cνj with respect
to the index ν and is given in (H.8). One can determine the mixing matrix by requiring
the above orthogonality, i.e. by calculating the finite non-diagonal (j 6= k) terms of
the one-loop correlator. We do not go into the details, since the mixing matrix drops
out in our limit.
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7.4.6 Protected Operator for j = 0
For j = 0 the one-loop corrections cancel and thus the operator is protected and has
anomalous dimension zero, this can be seen as follows. For j = 0 there are no covariant
derivatives and the operator (7.10) is
Oˆj=0(x) = Tr
(
φ12(x)φ12(x)
)
. (7.48)
Therefore, the diagrams shown in figures 7.4d, 7.4e are absent. To understand the can-
cellation among the remaining diagrams, it is instructive to consider the decomposition
of the kite diagram into scalar basis integrals, see H.7.2, which is diagrammatically rep-
resented in figure 7.5. The last four integrals in figure 7.5 are all identical and cancel
with the self-energy diagrams. The second diagram cancels with the four-scalar di-
agram (this is also true for j 6= 0) and the only remaining contribution is the first
diagram shown in figure 7.5 which is finite in momentum space and yields the result
〈Oj=0(p)O¯j=0(−p)〉(1) = − 1(4pi)4
ig6Nδaa
(−p2)4−d6ζ(3) +O() . (7.49)
The Fourier transformation to configuration space yields a factor of 1/Γ(4−d) ∝  and
thus up to order epsilon terms the correlator does not get quantum corrections
〈Oj=0(x1)Oj=0(x2)〉(1) = O() . (7.50)
Thus, the anomalous dimension of the operator (7.48) is zero: γj=0 = 0. For an
operator with two different flavours like the ones we chose in (7.9), e.g.
O(x) = Tr (φ¯12(x)φ¯13(x)) , (7.51)
we have the same type of diagrams as for (7.48), but slightly different overall combina-
torics. Due to the fact that the flavours are distinct, we get a factor of 1/2 as compared
to (7.49).
7.5 Tree-Level Three-Point Functions
As explained in section 7.1 we can calculate the three-point function in different lim-
its in order to simplify the calculations. Even though the the tree-level calculation is
slightly simpler in the limit given in 7.1.1, see the calculation in Appendix H.8, we
calculate the tree-level three-point function in the limit p1 + p2 → 0 given in section
= − 2p2 + + + + +
Figure 7.5: Due to the momenta in the numerator, that originate from the gluon-
vertices, the kite diagram is decomposed into these scalar integrals.
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∂ˆk ∂ˆj−k
x1 x2
x3
Figure 7.6: 3-point function at tree-level
7.1.2. This is, because the limit is better suited for the calculation at one-loop level
and we would like to illustrate the method at tree-level.
In momentum space, the three-point function with the twist operator in the represen-
tation (7.16) reads
〈O(p1)O˜(p2)Oˆj〉 = 182 i
3+jg6δaa
∫ ddk
(2pi)d
(pˆ1 + pˆ2)jC1/2j
(
2kˆ−pˆ1−pˆ2
pˆ1+pˆ2
)
k2(p1 − k)2(p1 + p2 − k)2 , (7.52)
where the factor of 18 is due to the traces over the gauge group and the factor of 2 is
due to the two different possible contractions with Oˆj.
Now we take the limit p1 + p2 → 0 in momentum space. Then, due to the factor
(p1 + p2)j only the term with the highest power, i.e. j, in the Gegenbauer polynomial
can survive. The corresponding coefficient is given in (H.6) and reads
c
1/2
jj = 21−j
Γ(2j)
Γ(j)Γ(j + 1) where C
1/2
j (x) =
j∑
k=0
c
1/2
jk x
k . (7.53)
Thus, in this limit we get
〈O(p)O˜(−p)Oˆj(0)〉 = g6δaa2j−2i3+jc1/2jj
∫ ddk
(2pi)d
(kˆ)j
k4(p+ k)2 (7.54)
= −2j−2g6δaai3+jc1/2jj bj(2, 1)
pˆj
(−p2)3−h ,
where the bubble integrals bj(α1, α2) are defined in (A.2). Fourier transformation to
x-space using (A.16) and insertion of the coefficients yields∫
ddx3〈OO˜Oˆj〉 =
∫ ddp
(2pi)d 〈O(p)O˜(−p)Oˆj(0)〉e
−ipx12 (7.55)
= −ig6δaa2
d−7+j
pi
d
2
Γ(2j)Γ(h− 1)Γ(j − 2 + h)
Γ(j)Γ(j + 1)
(xˆ12)j
(−x212)2h−3+j
.
Comparing with (7.22), (7.23) we can easily read off the tree-level structure constant
for d = 4
C
(0)
OO˜j = g
6δaa
2j−8Γ(j + 1)
pi6
. (7.56)
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Note that the three-point function for a scalar theory in general dimension d has the
same expression (7.54) with c1/2jj replaced with cνjj and ν = d/2−3/2. The corresponding
result has also been calculated in the other limit described in section 7.1.1 in Appendix
H.8.
7.6 One-Loop Three-Point Functions
It is advantageous to write down the full diagrams, group the contributions to see
cancellations that are independent of the limit and only then take the limit p1 +p2 → 0.
In this way we avoid possible ambiguities in taking the limit for diagram 7.7g, because
it cancels with a contribution of diagram 7.7d as we will see in the next section. We
will make use of the fact that we consider j even such that factors like (−1)j are not
displayed.
∂ˆk ∂ˆj−k
x1 x2
x3
(a)
∂ˆk ∂ˆj−k
x1 x2
x3
(b)
∂ˆk ∂ˆj−k
x1 x2
x3
(c)
∂ˆk ∂ˆj−k
x1 x2
x3
(d)
∂ˆk ∂ˆj−k
x1 x2
x3
(e)
∂ˆk ∂ˆj−k
x1 x2
x3
(f)
∂ˆk ∂ˆj−k
x1 x2
x3
(g)
∂ˆk ∂ˆj−k
x1 x2
x3
(h)
∂ˆk ∂ˆj−k
x1 x2
x3
(i)
∂ˆk ∂ˆj−k−1
x1 x2
x3
(j)
∂ˆk ∂ˆj−k−1
x1 x2
x3
(k)
∂ˆk ∂ˆj−k−1
x1 x2
x3
(l)
Figure 7.7: Feynman diagrams contributing to the three-point function at one loop.
For j even the diagrams in the second and third column are identical.
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p1 − k
p1 + p2 − kk
l, n p1 + p2 − l,m
l − k
Figure 7.8: Momentum routing for diagram 7.7d to obtain (7.57), the labels m and n
designate the power of the momenta in the numerator of the expression, i.e. (lˆ)n and
(pˆ1 + pˆ2 − lˆ)m.
7.6.1 Cancellations between Diagrams 7.7d and 7.7g
Choosing the momentum routing as shown in figure 7.8, diagram 7.7d reads
〈O(p1)O˜(p2)Oˆj〉7.7d = (7.57)
= 184
i2
2!i
6+j
(
i2fabcfabc
) ∫
ddk˜, l˜ (pˆ1 + pˆ2)jC1/2j
2lˆ − (pˆ1 + pˆ2)
pˆ2 + pˆ2

(k + l)µ(−ηµν)(2P − k − l)ν
k2(P − k)2(l − k)2l2(P − l)2(p1 − k)2
= 14g
8Nδaaij+2
∫
ddk˜, l˜
Cˆj(p1 + p2, l)
(p1 + k)2
(
− 2P 2i(1, 1, 1, 1, 1, P )− i(1, 1, 0, 1, 1, P )
+ i(0, 1, 1, 1, 1, P ) + i(1, 0, 1, 1, 1, P ) + i(1, 1, 1, 0, 1, P ) + i(1, 1, 1, 1, 0, P )
)
,
where we have used (l+k) ·(l+k+2P ) = −2P 2−(l−k)2 +(P + l)2 +(P +k)2 +k2 + l2,
shifted k → −k, l→ −l and introduced the notation
i(a1, a2, a3, a4, a5, P ) :=
1
k2a1(P + k)2a2(k − l)2a3l2a4(P + l)2a5 , (7.58)
Cˆj(p1 + p2, l) := (pˆ1 + pˆ2)jC1/2j
2lˆ − (pˆ1 + pˆ2)
pˆ1 + pˆ2
 ,
in order to get a more compact notation. The four-scalar diagram 7.7g reads
〈O(p1)O˜(p2)Oˆj〉7.7g = 14g
8Nδaaij+2
∫
ddk˜, l˜
Cˆj(p1 + p2, l)
(p1 + k)2
i(1, 1, 0, 1, 1, P ) (7.59)
and thus exactly cancels the second term in (7.57).
7.6.2 Diagrams 7.7b, 7.7c
Using the 1-loop corrected propagator (C.44) the self-energy diagram 7.7b multiplied
with 1/2 reads
1
2〈OO˜Oˆj〉
7.7b = g
8
4 Nδ
aai2+jb0(1, 1)
∫
ddl˜
Cˆj(p1 + p2, l)
(−l2)3−d/2(p1 + l)2(p1 + p2 + l)2 . (7.60)
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p1 − k p1 − l
k
l, n p1 + p2 − l,m
l − k
p2 − l p2 − k
k
l, np1 + p2 − l,m
l − k
Figure 7.9: Momentum routing for diagram 7.7e to obtain (7.62), the labels m and n
designate the power of the momenta in the numerator of the expression, i.e. (lˆ)n and
(pˆ1 + pˆ2 − lˆ)m.
We can obtain the self-energy diagram 7.7c by exchanging p1 ↔ p2
1
2〈OO˜Oˆj〉
7.7c = g
8
4 Nδ
aai2+jb0(1, 1)
∫
ddl˜
Cˆj(p1 + p2, l)
(−l2)3−d/2(p2 + l)2(p1 + p2 + l)2 . (7.61)
We will proceed with the analysis of these diagrams in section 7.6.6.
7.6.3 Cancellations between diagrams 7.7b, 7.7a, 7.7h and
7.7e
The reduction of diagram 7.7h cancels the contributions from half of the self-energy
diagrams and the four-scalar interaction term such that only finite integrals remain.
Since we consider j even, the analysis is the same for 7.7f and the corresponding self-
energy and four-scalar diagrams.
We use the momentum routing shown in figure 7.9 to obtain
〈O(p1)O˜(p2)Oˆj〉7.7e = (7.62)
= 184
(i)2
2! i
j(i2fabdfabd)i6
∫
ddk˜, l˜ (pˆ1 + pˆ2)jC1/2j
2lˆ − (pˆ1 + pˆ2)
pˆ1 + pˆ2

(k + l)µ(−ηµν)(2p1 − k − l)ν
k2(p1 − k)2(k − l)2l2(p1 − l)2(p1 + p2 − l)2
= 14i
2+jg8Nδaa
∫
ddk˜, l˜
Cˆj(p1 + p2, l)
(p1 + p2 + l)2
i(1, 1, 1, 1, 1, p1)(l + k) · (l + k + 2p1)
= 14i
2+jg8Nδaa
∫
ddk˜, l˜
Cˆj(p1 + p2, l)
(p1 + p2 + l)2
(
− 2p21i(1, 1, 1, 1, 1, p1)− i(1, 1, 0, 1, 1, p1)
+ i(0, 1, 1, 1, 1, p1) + i(1, 0, 1, 1, 1, p1) + i(1, 1, 1, 0, 1, p1) + i(1, 1, 1, 1, 0, p1)
)
,
where we used (l+ k) · (l+ k + 2p1) = −2p21 − (l− k)2 + k2 + (p1 + k)2 + l2 + (p1 + l)2
in the last line as well as the abbreviations (7.58). The origin of this decomposition
is illustrated in figure 7.10. As we will see, the second, third and fourth term in the
brackets cancels against contributions from the self-energy and four-scalar interaction
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diagrams.
The four-scalar interaction diagram 7.7h is
〈O(p1)O˜(p2)Oˆj〉7.7h =
= 182
i
1!
(
− 1
g2
(fabcfacb + 0)
)
i5ij
∫
ddk˜, l˜ Cˆj(p1 + p2, l)
i(1, 1, 0, 1, 1, p1)
(p1 + p2 + l)2
= 14i
2+jg8Nδaa
∫
ddk˜, l˜ Cˆj(p1 + p2, l)
i(1, 1, 0, 1, 1, p1)
(p1 + p2 + l)2
and cancels exactly against the second contribution in the brackets in the last line of
(7.62).
We have calculated the self-energy diagram 7.7b in (7.60) and now see that half
of this term cancels with the fourth contribution in the brackets in the last line of
(7.62) by either solving the integral in (7.62) or undoing the integral from the one-loop
corrected propagator. Choosing the latter way and using therefore∫
ddk˜
1
(−k2)(−(l − k)2)(−l2) =
b0(1, 1)
(−l2)3−d/2 , (7.63)
we can thus rewrite (7.60) as
1
2〈O(p1)O˜(p2)Oˆj〉
7.7b = −14i
2+jg8Nδaa
∫
ddk˜, l˜ Cˆj(p1 + p2, l)
i(1, 0, 1, 1, 1, p1)
(p1 + p2 + l)2
(7.64)
and see that this term indeed cancels with the fourth contribution in the brackets in the
last line of (7.62). We repeat the same steps for the self-energy diagram 7.7a multiplied
with 1/2 and find
1
2〈O(p1)O˜(p2)Oˆj〉
7.7a = −14i
2+jg8Nδaa
∫
ddk˜, l˜ Cˆj(p1 + p2, l)
i(0, 1, 1, 1, 1, p1)
(p1 + p2 + l)2
, (7.65)
which thus cancels exactly with the third contribution in the brackets in the last line of
(7.62). Thus the only terms that remain in (7.62) are the first and the last two terms,
i.e. we can write
〈OO˜Oˆj〉7.7e + 〈OO˜Oˆj〉7.7h + 12〈OO˜Oˆj〉
7.7b + 12〈OO˜Oˆj〉
7.7a (7.66)
= 14i
2+jg8Nδaa
∫
ddk˜, l˜
Cˆj(p1 + p2, l)
(p1 + p2 + l)2(
− 2p21i(1, 1, 1, 1, 1, p1) + i(1, 1, 1, 0, 1, p1) + i(1, 1, 1, 1, 0, p1)
)
.
= −2p21 − + + + +
Figure 7.10: Due to the momenta from the gluon vertices, the integrand decomposes
into simpler integrals, which cancel with the self-energy and four-scalar interaction
terms. Note, that this has no effect on the other numerator momenta.
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7.6.4 Cancellations between Diagrams 7.7a, 7.7c, 7.7i and 7.7f
The same analysis as in 7.6.3 can be repeated for diagrams 7.7a, 7.7c, 7.7i and 7.7f
which have the same expressions under the exchange p1 ↔ p2 and thus we find
〈OO˜Oˆj〉7.7i + 〈OO˜Oˆj〉7.7f + 12〈OO˜Oˆj〉
7.7a + 12〈OO˜Oˆj〉
7.7c (7.67)
= 14i
2+jg8Nδaa
∫
ddk˜, l˜
Cˆj(p1 + p2, l)
(p1 + p2 + l)2(
− 2p22i(1, 1, 1, 1, 1, p2) + i(1, 1, 1, 0, 1, p2) + i(1, 1, 1, 1, 0, p2)
)
.
7.6.5 Protected Three-Point Function for j = 0
For the special case j = 0, all contributions cancel, since then the operator at x3 is
also a protected operator, see section 7.4.6. In this case diagrams 7.7k, 7.7l, 7.7j do not
appear, since there is no covariant derivative from the operator at x3 and furthermore
Cˆj=0 = 1. Furthermore, for j = 0, the third and fifth term in (7.57) exactly cancel with
the self-energy diagrams. If we rewrite 7.7b in terms of (7.64) and correspondingly for
7.7c the cancellation for j = 0 is trivial. Then, the remaining contributions are
〈OO˜Oˆj=0〉(1)
= 14(i)
2g8Nδaa
∫
ddk˜, l˜
(−2P 2i(1, 1, 1, 1, 1, P )
(p1 + k)2
+ i(0, 1, 1, 1, 1, P )(p1 + k)2
+ i(1, 0, 1, 1, 1, P )(p1 + k)2
)
+
(−2p21i(1, 1, 1, 1, 1, p1)
(p1 + p2 + l)2
+ i(1, 1, 1, 0, 1, p1)(p1 + p2 + l)2
+ i(1, 1, 1, 1, 0, p1)(p1 + p2 + l)2
+ (p1 ↔ p2)
)
.
From the definition (7.58) one easily verifies
∫
ddk˜, l˜
i(1, 0, 1, 1, 1, P )
(p1 + k)2
=
∫
ddk˜, l˜
i(1, 1, 1, 1, 0, p1)
(p1 + p2 + l)2
, (7.68)∫
ddk˜, l˜
i(0, 1, 1, 1, 1, P )
(p1 + k)2
=
∫
ddk˜, l˜
i(1, 1, 1, 1, 0, p2)
(p1 + p2 + l)2
, (7.69)∫
ddk˜, l˜
i(1, 1, 1, 0, 1, p1)
(p1 + p2 + l)2
=
∫
ddk˜, l˜
i(1, 1, 1, 0, 1, p2)
(p1 + p2 + l)2
. (7.70)
The second equality can be obtained by changing variables k → −k − p1 − p2, l →
−l − p1 − p2 and the last equality by the same change of variables and an additional
renaming k ↔ l.
Now we can use the relation shown in figure 7.11 that was derived in [319] and all
diagrams cancel, e.g.
∫
ddk˜, l˜
(−2P 2i(1, 1, 1, 1, 1, P )
(p1 + k)2
+ 2i(1, 1, 1, 0, 1, p2)(p1 + p2 + l)2
)
= 0 (7.71)
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and thus all one-loop contributions cancel
〈OO˜Oˆj=0〉(1) = 0 . (7.72)
p2 · =
p p
Figure 7.11: Relation for scalar three-point integrals derived in [319]. It would be
desirable to derive a modified identity for diagrams with numerator momenta.
7.6.6 Implementation of the Limit p1 + p2 → 0
We can now safely take the limit p1 + p2 → 0, since the only diagram that could lead
to ambiguities in this limit is the four-scalar diagram 7.7g which has been cancelled by
a contribution from 7.7d. For the same reason as in (7.5) we only need one term from
the Gegenbauer polynomials, since
lim
p1+p2→0
Cˆj(p1 + p2, l) = c1/2jj (2lˆ)j , (7.73)
where c1/2jj is the coefficient with the highest power of the Gegenbauer polynomial that
was given in (7.53). Furthermore, we have
i(a1, a2, a3, a4, a5, P → 0)
(k + p1)2
= i(a1 + a2, 1, a3, a4 + a5, 0, p1) (7.74)
and the integrals turn into simple two-point bubble integrals that are easily solved, see
Appendix A.2. Denoting from now on p1 = p we find
〈OO˜Oˆj〉7.7d + 〈OO˜Oˆj〉7.7g = (7.75)
= −c1/2jj 2j−1i2+jg8Nδaabj(4−
d
2 , 1) (bj(2, 1) + bj(1, 1))
pˆj
(−p2)5−d .
The self-energy diagram multiplied with one half (7.60) becomes
1
2〈OO˜Oˆj〉
7.7b = c1/2jj i2+jg8Nδaa2j−2b0(1, 1)bj(4−
d
2 , 1)
pˆj
(−p2)5−d . (7.76)
Since p1 = −p2 = p and j even we find the same result for the other remaining half
self-energy diagram
1
2〈OO˜Oˆj〉
7.7c = c1/2jj i2+jg8Nδaa2j−2b0(1, 1)bj(4−
d
2 , 1)
pˆj
(−p2)5−d . (7.77)
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Applying the limit to the diagrams in (7.66) we find
〈OO˜Oˆj〉7.7e + 〈OO˜Oˆj〉7.7h + 12〈OO˜Oˆj〉
7.7b + 12〈OO˜Oˆj〉
7.7a (7.78)
= i2+jg8Nδaa2j−2c1/2jj (2c0j(1, 1, 1, 2, 1) + c0j(1, 1, 1, 1, 1) + c0j(1, 1, 1, 2, 0))
pˆj
(−p2)5−d .
The integrals cnm(a1, a2, a3, a4, a5) are defined in (H.12) and solved in Appendix H.2
using the IBP technique. All these integrals are finite. Since j is even we get the same
contribution for p2 = −p when taking the limit in (7.67).
7.6.7 Diagrams with One Covariant Derivative
For j 6= 0 we have additional diagrams with exactly one gauge field from the covariant
derivative in Oˆj. We derive the form of the operator with exactly one gauge field in
Appendix H.3 and find that it can be written as
OˆAj =
1
2f
abc
(
1 + (−1)j
) j∑
k=1
a
1/2
jk
k∑
m=1
(
k
m
)
∂ˆm−1Aˆa ∂ˆk−mφ12,b ∂ˆj−kφ12,c
 . (7.79)
The diagrams are shown in figure 7.7j,7.7k, 7.7l. We will directly calculate these dia-
grams in the limit p1 + p2 → 0.
7.6.8 Diagrams 7.7k and 7.7l
Diagram 7.7k and 7.7l have the same expression under the exchange p1 ↔ p2 and in
the limit p1 = −p2 they yield identical contributions, since we consider j even. We
start with diagram 7.7k, which arises from two different contractions with the operator
with one gauge field (H.43) for j even.
OˆAj = fabc
 j∑
k=1
a
1/2
jk
k∑
m=1
(
k
m
)
∂ˆm−1Aˆa∂ˆk−mφ12,b∂ˆj−kφ12,c
 . (7.80)
We thus get
〈O(p)O˜(−p)Oˆj(0)〉7.7k =
= i6+j g
8Nδaa
4
j∑
k=1
ajk
k∑
m=1
(
k
m
)∫
ddk˜, l˜
(kˆ + lˆ)
(
(lˆ − kˆ)m−1(−lˆ)k−mkˆj−k + (k ↔ l)
)
k4(p+ k)2(l − k)2l2
= i6+j g
8Nδaa
4
j∑
k=1
ajk
k,m−1∑
m=1,n=0
(
k
m
)(
m− 1
n
)
(−1)n+k−m
∫
ddk˜, l˜
(
lˆk−nkˆj−k+n + lˆk−n−1kˆj−k+n+1 + (k ↔ l)
)
−(−k2)2(−(p+ k)2)(−(l − k))2(−l2) .
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The integrals are simple two-point integrals
〈O(p)O˜(−p)Oˆj(0)〉7.7k = −i6+j g
8Nδaa
4 bj(4− d/2, 1)
pˆj
(−p2)5−d S
7.7k[j] , (7.81)
where
S7.7k[j] =
j∑
k=1
ajk
k∑
m=1
m−1∑
n=0
(
k
m
)(
m− 1
n
)
(−1)m (7.82)
[bk−n(1, 1)− bk−n−1(1, 1) + bj−k+n(1, 1)− bj−k+n+1(1, 1)] .
We can solve at least the sum over n using the relation (H.40).
7.6.9 Diagram 7.7j
Diagram 7.7j is calculated in a very similar way and the two possible contractions yield
〈O(p)O˜(−p)Oˆj(0)〉7.7j = i6+j g
8Nδaa
4
j∑
k=1
ajk
k∑
m=1
(
k
m
)
(−1)k−m (7.83)
∫
ddk˜, l˜
(2pˆ+ kˆ + lˆ)
(
(kˆ − lˆ)m−1kˆk−mlˆj−k + (k ↔ l)
)
k2(p+ k)2(l − k)2l2(p+ l)2 .
Introducing another binomial sum for rewriting (k − l)m−1 and noting that due to
fnm(1, 1, 1, 1, 1) the term with (k ↔ l) yields the same contribution we have
〈O(p)O˜(−p)Oˆj(0)〉7.7j = i6+j g
8Nδaa
2
j∑
k=1
ajk
k∑
m=1
m−1∑
n=0
(
k
m
)(
m− 1
n
)
(−1)k−m+n(
2pˆfk−1−n,j−k+n + fk−n,j−k+n + fk−1−n,j−k+n+1
)
(7.84)
and all integrals fnm(1, 1, 1, 1, 1) are finite and were solved in H.2.2.
7.6.10 Full Bare Three-Point Function
Taking into account the exact cancellations between diagrams, as well as the fact that
diagrams with p1 ↔ p2 are identical in the limit p1 → −p2 for j even, the remaining
bare one-loop contribution to the three-point function is given by
〈OO˜Oˆj〉(1) =
∑
α=a..l
〈OO˜Oˆj〉7.7α (7.85)
= 2× (7.76) + 2× (7.81) + (7.84) + (7.75) + 2× (7.78) .
We have calculated all diagrams in momentum space. In order to read off the structure
constant we Fourier transform the expression to position space using∫ ddp
(2pi)d
pˆj
(−p2)5−d e
−ipx = iΓ(3d/2− 5 + j)Γ(5− d)
(2i)j
45−dpid/2
xˆj
(−x2)3h−5+j (7.86)
We simply plug in all these equations into a Mathematica file and find that the result
for the normalisation invariant structure constant is given by (7.34).
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7.6.11 Anomalous Dimension from Three-Point Function
As a check of the relative factors and signs between the diagrams we can read off the
anomalous dimension from the three-point function. It is interesting to note that even
though all diagrams in 7.7 except the one in 7.7j are divergent, the divergences localised
at the BPS operators exactly cancel due to the cancellations described in sections 7.6.3,
7.6.4. This is what one would expect, since the only non-BPS operator is Oˆj and the
divergences should be localised at this operator. It turns out that we get the following
contributions to the anomalous dimension
γ
(7.7b+7.7c)/2
j =
g2N
4pi2 , γ
7.7d+7.7g
j =
g2N
4pi2
(
− 1
j + 1
)
, γ7.7k+7.7lj =
g2N
4pi2
(
2Hj +
1
j + 1 − 1
)
,
very similar to the two-point case in section 7.4.3. The sum of all contributions correctly
yields the first order of the anomalous dimension
γj =
(
g2N
4pi2
)
2Hj +O(g4) . (7.87)
Some more details can be found in Appendix H.9.
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Chapter 8
Conclusions and Outlook
In the first part of this thesis, we have analysed light-like polygonal Wilson loops
in Chern-Simons and ABJM theory and found remarkable similarities to the Wilson
loop in N = 4 super Yang-Mills. We found that the two-loop expectation value of
the n-sided light-like Wilson loop in ABJM theory (5.5) has the same functional form
as the n-sided light-like polygonal Wilson loop in N = 4 super Yang-Mills theory at
one-loop order (5.6). Furthermore, for n = 4, the expectation value precisely agrees
with the form of the expectation value of the two-loop calculation of four-point scat-
tering amplitudes in ABJM theory. We have shown, that the form of the Wilson
loop is fixed by anomalous conformal Ward identities. Starting from n = 6, an ar-
bitrary remainder function of the conformally invariant cross ratios could potentially
contribute. Using numerical analysis we have found however, that this function is a
trivial constant. We have also checked that this statement is true for n = 8, 10, 12, 14
and expect it to hold for all n. This fact is decisive for the equality to Wilson loops
in N = 4 super Yang-Mills theory, where the remainder function at one loop is also
trivial. Interestingly, this follows a similar pattern in the spectrum of planar anomalous
dimensions persisting to all orders in the coupling.
Furthermore, recent one-loop six-point amplitude calculations in ABJM theory [22,
23] have revealed non-vanishing results in contrast to the vanishing of the Wilson loop
in ABJM theory. Together with the fact, that no T-self-duality of the type IIA string
on AdS4 ×CP3 could be found so far, this might indicate that there is no amplitude /
Wilson loop duality in ABJM theory.
On the other hand, in the N = 4 SYM duality the bosonic Wilson loop matches
the tree-level stripped MHV amplitudes and for the matching of non-MHV amplitudes
the introduction of a supersymmetric Wilson loop is necessary. Due to the lack of
helicity in the three-dimensional ABJM theory, one may thus suspect, that a suitable
supersymmetric Wilson loop is necessary in order to find a relation between the Wilson
loop and higher-point amplitudes. It would be interesting, whether one can find a
Wilson loop that matches the six-point amplitudes at one loop.
In this context one should also keep in mind, that non-trivial evidence for a duality
between Wilson loops and correlators in ABJM theory was found at one-loop level in
111
112 CHAPTER 8. CONCLUSIONS AND OUTLOOK
[21].
Furthermore, it would be desirable to extend the knowledge on amplitudes in ABJM
theory to higher loops and legs. It would also be interesting to perform a four-point
amplitude or Wilson loop computation at four loops, to check whether the conjectured
BDS-like ansatz [17] for the four-point amplitude in ABJM theory indeed holds. Ad-
ditionally, it would be very interesting to investigate the symmetry of the integrands
found in [255] for N = 4 SYM also in ABJM theory and possibly make use of this
in order to determine higher-loop correlation functions. The possible duality between
correlators and Wilson loops in ABJM theory has only been tested at one-loop order
and it would certainly be interesting to compare a two-loop calculation of correlators
to the Wilson loop result.
Furthermore, it is fair to say, that it has not yet been fully understood, why the
duality between amplitudes and Wilson loops in N = 4 SYM works at all. It would
be interesting to see, what makes the integrands identical and whether there are addi-
tional hidden symmetries that fully fix the perturbative calculations.
In the second part of this thesis we have calculated three-point functions of two
half-BPS operators and one spin j operator. It turns out that the one-loop corrections
(7.2) to the structure constants have a simple result in terms of generalised harmonic
sums.
For the calculation we have used a special infrared limit, where the momentum P
going in at the twist-two operator Oˆj is zero. One simplification in this limit is, that the
three-point calculation is effectively reduced to the calculation of two-point functions.
Furthermore, a large simplification occurs due to the fact, that the one-loop mixing
matrix drops out completely in this limit. we have shown that the result matches a
previous result in the literature, which is obtained from an application of the operator
product expansion on four-point correlators and thus independently confirm this result
by our direct calculation. Furthermore, our procedure can easily be applied to the
calculation of other structure constants, e.g. the calculation of three-point functions
involving two operators with spin. It would also be interesting to apply integrability
methods to the calculation of three-point functions of operators with spin.
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Appendix A
Notation and Conventions
Transposition and conjugation
1. (A)∗ denotes the complex conjugate of A
2. (A)T denotes the transposition of A, i.e. (Aij)T = Aji
3. (A)† is the hermitian conjugate of A, i.e. (A)† = ((A)∗)T
Metric-Convention
For the calculations1 throughout this thesis, we will use the mostly minus metric of
d-dimensional Minkowski space
ηµν = diag (1,−1,−1, ...,−1) (A.1)
and write Lorentz invariants k2, x2 in integrals in such a way that the integrals are real
in the euclidean (space-like) regime, i.e. they are real for −k2 > 0,−x2 > 0. Therefore,
the x-space propagators in explicit calculations are 1/(−x2 + i)a, but we will suppress
the i prescription. Furthermore, we will frequently rewrite h = d/2 where d is the
dimension of space-time.
Derivatives
For derivatives with respect to xµ, respectively several points xµi we will use the notation
∂µ =
∂
∂xµ
and ∂i,µ =
∂
∂xµi
. (A.2)
1For simplicity of notation we will however just write 1/x2 in the introductory chapters.
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Expectation values
We denote the expectation value of operators by
〈O1...On〉 := 〈0|T (O1...On)|0〉 = Z−1
∫
DΦ eiS[Φ]O1...On , (A.3)
where Z =
∫ DΦ eiS[Φ].
Normalisation of generators
We normalise the generators T a (a = 1 ... N2 − 1) of the SU(N) algebra
[T a, T b] = ifabcT c (A.4)
in the fundamental representation as
Tr (T aT b) = 12δ
ab (A.5)
and we will abbreviate the number of generators as δaa = N2 − 1 in the calculations.
The generators satisfy the relation∑
c,d
facdf bcd = Nδab . (A.6)
The latter relation is independent of the representation and can can easily be derived
in the adjoint representation in the standard normalisation
(T aA)bc = ifabc , (A.7)
where we have
Tr (T aAT bA) = Nδab . (A.8)
One can thus easily derive the relation (A.6)∑
c,d
facdf bcd = −∑
c,d
facdf bdc =
∑
c,d
(T aA)cd(T bA)dc = Tr (T aAT bA) = Nδab . (A.9)
Definition of Polygons
An n-sided polygon can be defined by n points xi (i = 1, ..., n), with the edge i being
the line connecting xi and xi+1. Defining
pµi = x
µ
i+1 − xµi (A.10)
and parametrising the position zµi on edge i with the parameter si ∈ [0, 1] we have
zµi (si) = x
µ
i + p
µ
i si . (A.11)
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Furthermore, we use the notation
(p, q, r) = µνρpµqνrρ and s¯i = 1− si. (A.12)
One can easily check that with the definition xµij = x
µ
i − xµj
2xij · xmn = x2in + x2jm − x2im − x2jn . (A.13)
Using (A.13) we can rewrite the scalar products
2pi · pj = x2i,j+1 + x2i+1,j − x2i,j − x2i+1,j+1 . (A.14)
Furthermore, using the definition (A.11), one can easily show that
(zi − zj)2 = x2ij s¯is¯j + x2i+1,jsis¯j + x2i,j+1s¯isj + x2i+1,j+1sisj . (A.15)
A.1 Fourier Transformation
In Minkowski-space with signature (+−−− ...) we have
∫ ddp
(2pi)d
e−ip·x
(−p2 − i)k =
Γ(d2 − k)
Γ(k)
1
4kpi d2
i
(−x2 + i) d2−k . (A.16)
Note, that this can be derived from the Euclidean Fourier-transform by Wick-rotating.
The sign of the Wick-rotation depends on the location of the poles. Since the sign
of i changes after the Fourier-transform, for the transformation back from x-space to
p-space, we have to Wick-rotate into the other direction, getting an overall sign.
∫
ddx
e+ip·x
(−x2 + i)k =
Γ(d2 − k)
Γ(k)
1
4kpi d2
(−i)
(−p2 − i) d2−k . (A.17)
This yields the identity when transforming and transforming back.
A.2 Bubble Integrals
We define the scalar bubble integral as
B0(α1, α2) =
∫ ddk
(2pi)d
1
(−k2)α1(−(p+ k)2)α2 = b0(α1, α2)
1
(−p2)α1+α2−h , (A.18)
where h = d/2 and
b0(α1, α2) =
i
(4pi)d/2
Γ(d2 − α1)Γ(d2 − α2)
Γ(d− α1 − α2)
Γ(α1 + α2 − d2)
Γ(α1)Γ(α2)
. (A.19)
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Furthermore, the bubble integral with momenta in the numerator is
Bn(α1, α2) =
∫ ddk
(2pi)d
kˆn
(−k2 − i)α1(−(p+ k)2 − i)α2 (A.20)
= bn(α1, α2)
pˆn
(−p2 − i)α1+α2− d2 ,
where
bn(α1, α2) = i
(−1)n
(4pi)d/2
Γ(d2 + n− α1)Γ(d2 − α2)
Γ(d+ n− α1 − α2)
Γ(α1 + α2 − d2)
Γ(α1)Γ(α2)
. (A.21)
For the analogous integrals in x-space, one has to Wick-rotate into the other direction,
since the poles are located differently in the complex plane, thus giving the integral
∫ ddx
(2pi)d
xˆn
(−x2 + i)α1(−(x+ y)2 + i)α2 = −bn(α1, α2)
yˆn
(−y2 + i)α1+α2− d2 . (A.22)
Appendix B
Technical Details on Conformal
Symmetry
B.1 Derivation of Conformal Killing Vectors
Here, we present some details on the derivation of infinitesimal conformal transforma-
tions, roughly following chapter four of the book [83]. Under conformal transforma-
tions, by definition, the metric transforms as
g′µν(x′) =
∂x′ρ
∂xµ
∂x′σ
∂xν
gρσ(x′) = ρ(x)gµν(x) . (B.1)
Angles between two tangent vectors uµ(x), vµ(x) defined by
cos θ = u · v|u||v| =
gαβ(x)uαvβ√
gαβ(x)uαuβ
√
gαβ(x)vαvβ
(B.2)
are thus preserved under conformal transformations. Inserting (2.2) into (B.1) and
specialising to flat Minkowski space with metric ηµν , the terms linear in kµ read
∂µkν + ∂νkµ = ω(x)ηµν , (B.3)
where we have written ρ(x) = 1 + ω(x). Taking the trace of (B.3) solving for ω(x) =
2/d ∂αkα and reinserting it into (B.3) leads to the conformal killing equation in flat
space
∂µkν + ∂νkµ =
2
d
ηµν∂
αkα . (B.4)
For d = 1 this equation does not lead to any restrictions on kµ(x) and thus every
smooth transformation is conformal. The case d = 2 is special, since then (B.4) has
an infinite number of solutions and the conformal group is infinite-dimensional. In this
thesis we will only explicitly make use of conformal transformations for d ≥ 3 and thus
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specialise to this case from now on. The derivative of (B.4) in the following linear
combination with permuted indices leads to the second order differential equation
(ηµρ∂ν + ηνρ∂µ − ηµν∂ρ) (∂ · k) = d ∂µ∂νkρ . (B.5)
where we have written (∂αkα) = (∂ · k). Contraction of (B.5) with ∂ρ yields
(2− d)∂µ∂ν(∂ · k) = ηµν∂2(∂ · k) . (B.6)
Contracting this equation with ηµν yields
2(1− d)∂2(∂ · k) = 0 . (B.7)
Combining (B.6) and (B.7) we find ∂µ∂ν(∂ · k) = 0 which is thus at most linear in xµ.
Combining this fact with (B.5) it is clear that ∂µ∂νkρ(x) = constant and thus kρ is at
most quadratic in xµ, i.e. we can write
kµ(x) = aµ + bµνxν + cµνρxνxρ . (B.8)
Inserting this ansatz into the first (B.3) respectively second (B.5) order differential
equations for kµ yields constraints for these coefficients. Each order in xµ can be
investigated separately. There are no constraints on aµ which has thus d independent
components. Inserting the first order term in xµ into (B.4) we get
bνµ + bµν =
2
d
ηµνb
ρ
ρ (B.9)
and thus a combination of a trace term proportional to the metric and an antisymmetric
part ωνµ = −ωµν satisfies this equation, i.e.
bµν = ληµν + ωµν . (B.10)
The first term describes an infinitesimal dilatation
x′µ = xµ + λxµ (B.11)
and has one free parameter λ and the second term generates infinitesimal rotations
(Lorentz transformations)
x′µ = xµ + ωµν xν (B.12)
and has d(d − 1)/2 free parameters. Inserting the second order term of kµ into (B.5)
we find
cµνρ = ηνµcρ + ηρµcν − ηνρcµ with cµ = 1
d
cλλµ , (B.13)
which generates infinitesimal special conformal transformations
x′µ = xµ + 2(x · c)xµ − cµx2 (B.14)
and cµ has d independent components that parametrise the transformation. All these
transformations form the most general vector kµ(x) given in (2.3).
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B.2 Correlators in Conformal Field Theory
The form of the correlation functions can be found by analysing the behaviour of the
fields in the correlation functions under conformal transformations. To achieve this, it
is useful to represent the change of a conformal primary operator O(x) by the action of
unitary operators U in the state space. Assuming the invariance of the vacuum under
these transformations U |0〉 = |0〉, we can deduce the following relation between the
Green’s functions of the transformed and the original operators
〈0|O1(x1)...On(xn)|0〉 = 〈0|(U−1U)O1(x1)(U−1U)...(U−1U)On(xn)(U−1U)|0〉 (B.15)
= 〈0|O′1(x1)...O′n(xn)|0〉 .
B.2.1 Transformation of Scalar Operators
We use the following transformation properties of scalar conformal primary operators
O′(x) = UDO(x)U−1D = λ∆O(λx) , (B.16)
O′(x) = UIO(x)U−1I =
1
(x2)∆O(I(x)) , (B.17)
under dilatations respectively inversions. The right-hand side of (B.16) is obtained
from the generalization of (2.26) to scalar conformal primary operators O(x) and the
transformation under inversions (B.17) can be deduced from (2.26) and the fact that
special conformal transformations can be represented as inversions followed by a trans-
lation and another inversion (2.14).
B.2.2 Two-Point Functions of Scalar Operators
Dilatations (B.16) for the two-point function in (B.18) yield
〈0|O1(x1)O2(x2)|0〉 = λ∆1+∆2〈0|O1(λx1)O2(λx2)|0〉 , (B.18)
which requires
〈0|O1(x1)O2(x2)|0〉 = c(x212)(∆1+∆2)/2
, (B.19)
where c is a constant. Inversions (B.17) lead to
〈0|O1(x1)O2(x2)|0〉 = 1(x21)∆1
1
(x22)∆2
〈0|O1(I(x1))O2(I(x2))|0〉 . (B.20)
Using (B.19) and the inversion of distances (2.16) we thus find
〈0|O1(x1)O2(x2)|0〉 = 1(x21)∆1
1
(x22)∆2
c(x21x22)(∆1+∆2)/2
(x212)(∆1+∆2)/2
, (B.21)
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which can only be satisfied for ∆1 = ∆2, otherwise the correlation function has to
vanish. Thus we find
〈0|O1(x1)O2(x2)|0〉 = cδ∆1∆2(x212)∆1
. (B.22)
It is easy to see, that this two-point function indeed satisfies the Ward-identities (3.5),
(3.6).
B.2.3 Three-Point Functions
Dilatations (B.16) for the three-point function in (B.18) yield
〈0|O1(x1)O2(x2)O3(x3)|0〉 = λ∆1+∆2+∆3〈0|O1(λx1)O2(λx2)O3(λx3)|0〉 , (B.23)
which requires
〈0|O1(x1)O2(x2)O3(x3)|0〉 = c(x212)a(x213)b(x223)c
, (B.24)
where c is a constant and a+ b+ c = (∆1 + ∆2 + ∆3)/2. Inversions (B.17) lead to
〈0|O1(x1)O2(x2)O3(x3)|0〉 = 1(x21)∆1
1
(x22)∆2
1
(x23)∆3
〈0|O1(I(x1))O2(I(x2))O3(I(x3))|0〉
Using (B.24) and the inversion of distances (2.16) we thus find
〈0|O1(x1)O2(x2)O3(x3)|0〉 = 1(x21)∆1
1
(x22)∆2
1
(x23)∆3
c(x21)a+b(x22)a+c(x23)b+c
(x212)a(x213)b(x223)c
, (B.25)
which yields 2a = ∆1 + ∆2−∆3, 2b = ∆1 + ∆3−∆2, 2a = ∆2 + ∆3−∆1 and thus we
find
〈0|O1(x1)O2(x2)O3(x3)|0〉 = c|x12|∆1+∆2−∆3|x13|∆1+∆3−∆2|x23|∆2+∆3−∆1 . (B.26)
It is easy to see, that this two-point function indeed satisfies the Ward-identities (3.5),
(3.6).
B.2.4 Transformation of Operators with Spin
In the same way as for scalar operators (B.16), one can derive the transformation
properties for primary conformal operators with spin
O′µ1...µj(x) = UDOµ1...µj(x)U−1D = λ∆jOµ1...µj(λx) , (B.27)
O′µ1...µj(x) = UIOµ1...µj(x)U−1I =
1
(x2)∆j Iµ1ν1(x)...Iµjνj(x)Oν1...νj(I(x)) ,
under dilatations respectively inversions. Here, Iµν(x) is the inversion tensor
Iµν(x) = ηµν − 2xµxν
x2
, (B.28)
which satisfies the property
Iµσ(x1)Iστ (I(x12))Iτν(x2) = Iµν(x12) (B.29)
and can be used for explicitly working out the transformation properties below.
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B.2.5 Two-Point Functions of Operators with Spin
The transformations (B.27) lead to the conformal symmetry conditions
〈Oµ1...µj(x1)Oν1...νj(x2)〉 = λ2∆j〈Oµ1...µj(λx1)Oν1...νj(λx2)〉 , (B.30)
〈Oµ1...µj(x1)Oν1...νj(x2)〉 =
1
(x21)∆j
1
(x22)∆j
Iµ1σ1(x1)...Iµjσj(x1)×
× Iν1τ1(x2)...Iνjτj(x2)〈Oσ1...σj(I(x1))Oτ1...τj(I(x2))〉 .
The solution for a traceless, totally symmetric operator as introduced in (3.3) is
〈Oµ1...µj(x1)Oν1...νj(x2)〉 =
Cj
(x212)∆j
(
I{µ1ν1 ...Iµj}νj(x12)− traces
)
, (B.31)
where Cj is a constant, {..} indicates that the right-hand side is totally symmetrised in
all indices µk, νl and we subtract all traces in µi resp. νi in accord with the symmetries
of the operators on the left-hand side.
B.2.6 Three-Point Functions of Operators with Spin
The transformations (B.27) lead to the conformal symmetry conditions
〈OA(x1)OB(x2)Oµ1...µj(x3)〉 = λ∆A+∆B+∆j〈OA(λx1)OB(λx2)Oµ1...µj(λx3)〉 , (B.32)
〈OA(x1)OB(x2)Oµ1...µj(x3)〉 =
Iµ1ν1(x3)...Iµjνj(x3)
(x21)∆A(x22)∆B(x23)∆j
〈OA(I(x1))OB(I(x2))Oν1...νj(I(x3))〉 .
The solution of these constraints is
〈OA(x1)OB(x2)Oµ1...µj(x3)〉 =
CABj
(
Yµ1 ...Yµj(x13, x23)− traces
)
|x12|∆A+∆B−θ|x13|∆A+θ−∆B |x23|∆B+θ−∆A , (B.33)
where CABj is a constant, θ = ∆j − j is the twist of the operator Oµ1...µj and
Y µ(x13, x23) =
xµ13
x213
− x
µ
23
x223
= 12∂
µ
x3 ln
(
x213
x223
)
. (B.34)
For three-point functions with more operators with spin we can have several separately
invariant space-time structures and the general solution is a linear combination of these
with a priori arbitrary coefficients for each term.
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Appendix C
N = 4 SYM from Dimensional
Reduction
In this section we describe how to obtain N = 4 Super Yang-Mills theory in four
dimensions from dimensional reduction of N = 1 SYM in ten dimensions. We will
closely follow the presentation and notation of [123], but give a few more details.
C.1 N = 1 Super Yang-Mills Theory in Ten Dimen-
sions
We start from the N = 1 Super Yang-Mills action in D = 10 with the mostly minus
metric gMN = diag(+,−, ...,−)
S =
∫
dDxTr
(
−12FMNF
MN + iψ¯ΓMDMψ
)
, (C.1)
where all fields are matrix valued in SU(N), i.e. ψ = ψaT a, AM = AaMT a and
FMN = ∂MAN − ∂NAM − ig[AM , AN ] , (C.2)
DM(·) = ∂M(·)− ig[AM , (·)] .
For this action to be supersymmetric, it is necessary that ψ be a Majorana-Weyl spinor,
i.e. it satisfies1 the Weyl condition
Γψ = ψ, Γ = iΓ0...ΓD−1 (C.3)
and the Majorana condition
ψTC10 = ψ†Γ0 = ψ¯ , (C.4)
1These two conditions reduce the number of fermionic degrees of freedom from 32 to 8, which
equals the degrees of freedom of the massless gauge field in ten dimensions. For a linear realization
of supersymmetry without auxiliary fields it is required that the bosonic gauge field carries the same
number of degrees of freedom as the fermionic field.
125
126 APPENDIX C. N = 4 SYM FROM DIMENSIONAL REDUCTION
where the ten-dimensional Dirac matrices ΓM and the charge conjugation matrix C10
are constructed from a four-dimensional and a six-dimensional represenation of the
Clifford algebra, the explicit representation is given in section C.2.2. The Majorana-
Weyl conditions are satisfied if the spinor has the form
ψ =
(
1
0
)
⊗
(
λAα
0
)
︸ ︷︷ ︸
4 left-handed Weyl spinors
+
(
0
1
)
⊗
(
0
λ¯α˙,A
)
︸ ︷︷ ︸
4 right-handed Weyl spinors
, (C.5)
where A = 1...4 denotes four left-handed respectively right-handed Weyl spinors and
where (λAα )∗ = λ¯Aα˙ and (λαA)∗ = λ¯α˙A. Weyl-spinor indices are raised and lowered using
the antisymmetric tensor αβ = −α˙β˙ with components 12 = 12 = −1˙2˙ = −1˙2˙ = 1
λα = αβλβ, λ¯α˙ = α˙β˙λβ˙, λα = λββα, λ¯α˙ = λ¯β˙β˙α˙ . (C.6)
Note that (α˙β˙)∗ = −αβ.
One can show that the action is invariant under the supersymmetry transformations
δAM = −iξ¯ΓMψ, δψ = i2ΓMNF
MNξ , (C.7)
where ΓMN = i2(ΓMΓN − ΓNΓM).
C.2 Reduction to N = 4 SYM in Four Dimensions
Here, we follow the procedure of dimensional reduction given in [123]. We split up
the ten-dimensional coordinates labelled by capital latin letters M = 0, ..., 9 into greek
indices µ = 0, 1, 2, 3 and small latin indices m = 4, ..., 9. Now, we let the fields only
depend on the coordinates xµ, i.e
∂mAM(xµ) = 0, ∂mψ(xµ) = 0, m = 4, ..., 9 . (C.8)
The remaining non-vanishing components are then
−12FMNF
MN = −12FµνF
µν −DµAaDµAa + 12g
2[Aa, Ab][Aa, Ab] (C.9)
iψ¯ΓMDMψ = iψ¯ΓµDµψ + gψ¯Γa[Aa, ψ] . (C.10)
We can now rewrite these terms using the form of the Majorana-Weyl spinor (C.5)
and the representation of the Γ matrices in terms of four- and six-dimensional Dirac
matrices as given in section C.2.2.
We define a complex scalar field, which is related to the six real components Aa of
the gauge field via
φAB = 1√
2
Σa,ABAa, φ¯AB = (φAB)∗ =
1
2ABCDφ
CD = 1√
2
Σ¯aABAa , (C.11)
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where Σa = (Σ¯a)∗ is defined in C.2.2 and satisfies ΣaΣ¯b + ΣbΣ¯a = −2δab. The above
defined scalar field is antisymmetric in A↔ B. Thus we have2
[φAB, φCD][φ¯AB, φ¯CD] =
1
4[A
a, Ab][Ac, Ad]Σa,ABΣb,CDΣ¯cABΣ¯dCD (C.12)
= 116[A
a, Ab][Ac, Ad]Tr (ΣaΣ¯c + ΣcΣ¯a)Tr (ΣbΣ¯d + ΣdΣ¯b)
= 14[A
a, Ab][Ac, Ad]δacδbdTr (I4)Tr (I4)
= 4[Aa, Ab][Aa, Ab] .
Note, that due to the metric for the components a = 4, ...., 6 we have Aa = −Aa. An
analogous calculation leads to
Dµφ
ABDµφ¯AB =
1
2DµAaD
µAbΣa,ABΣ¯bAB = −
1
4DµAaD
µAb(−2δab)Tr (I4) (C.13)
= −2DµAaDµAa .
In order to simplify the fermionic terms we note that Γa = (γ5⊗ γˆa) and Γ0 = (γ0⊗I8)
and thus
Γ0Γa =
(
0 −1
1 0
)
⊗
(
0 Σa,AB
Σ¯aAB 0
)
. (C.14)
Then
ψ¯Γa[Aa, ψ] = −ψ†Γ0Γa[Aa, ψ] (C.15)
= −
(
(λAα )∗
(λ¯α˙A)∗
)T ( 0 Σa,AB
Σ¯aAB 0
)(
[Aa, λBα ]
−[Aa, λ¯α˙B]
)
= +
√
2λ¯α˙,A[φAB, λ¯α˙B]−
√
2λα,A[φ¯AB, λBα ] .
The last term is
iψ¯ΓµDµψ = i
(
λ¯α˙A, λ
A,α
)((σµ)α˙β 0
0 (σ¯µ)αβ˙
)(
Dµλ
A
β
Dµλ¯
β˙
A
)
(C.16)
= iλ¯α˙,A(σµ)α˙βDµλAβ + iλA,α(σ¯µ)αβ˙Dµλ¯
β˙
A
= 2iλ¯α˙,A(σµ)α˙βDµλAβ ,
where we have used the identity (σ¯µ)αβ˙ = β˙γ˙(σµ)γ˙δδα and the rules for raising and
lowering Weyl spinor indices in the last line.
2Note that a, b, c, d are the euclidean space-time indices, not the SU(N) group indices. Further-
more, we use cyclic invariance which is due to the trace over the group indices, which is not shown
explicitly here.
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Putting everything together we find the maximally supersymmetric gauge theory
N = 4 SYM
S =
∫
ddxTr
(
− 12FµνF
µν + 12Dµφ
ABDµφ¯AB +
1
8g
2[φAB, φCD][φ¯AB, φ¯CD]
+ 2iλ¯α˙A(σµ)α˙βDµλAβ −
√
2gλαA[φ¯AB, λBα ] +
√
2gλ¯α˙A[φAB, λ¯α˙B]
)
, (C.17)
where d = 4 and the remaining volume integrals V =
∫
dx4...dx9 have been absorbed
into a redefinition of all fields Φ → V 1/2Φ and the coupling constant g → V −1/2g.
Then, the fields have classical dimension [Aµ] = [φAB] = d/2 − 1 and [λ] = (d − 1)/2
and the coupling constant is dimensionless [g] = 0.
The Lagrangian is invariant under the supersymmetry transformations that follow
from the reduction of the supersymmetry transformations (C.7) in D = 10 to d = 4
δAµ = −iξα Aσ¯µαβ˙λ¯β˙A − iξ¯α˙ Aσµ α˙βλAβ ,
δφAB = −i√2
{
ξα AλBα − ξα BλAα − εABCDξ¯α˙ C λ¯α˙D
}
,
δλAα = i2Fµνσ
µν
α
βξAβ −
√
2
(
DµφAB
)
σ¯µαβ˙ ξ¯
β˙
B + ig[φAB, φ¯BC ]ξCα ,
δλ¯α˙A = i2Fµν σ¯
µνα˙
β˙ ξ¯
β˙
A +
√
2
(
Dµφ¯AB
)
σµ α˙βξBβ + ig[φ¯AB, φBC ]ξ¯α˙C . (C.18)
The theory is said to be the maximally supersymmetric gauge theory, since any theory
with N > 4 would necessarily contain fields of spin j > 1.
C.2.1 Action in SU(N) Components
Using [T a, T b] = ifabcT c and taking the generators to be normalised as TrT aT b = 12δ
ab
we can take the trace and rewrite the action as
S =
∫
ddx
(
−14F
a
MNF
MN,a + i2 ψ¯
aΓMDMψa
)
(C.19)
with
F aMN = ∂MAaN − ∂NAaM + gfabcAbMAcN , (C.20)
DMψ
a = ∂Mψa + gfabcAbMψc .
Taking the trace and rescaling the fields Φ→ 1
g
Φ we get from (C.17)
S = 1
g2
∫
ddx
(
− 14F
a
µνF
a,µν + 14Dµφ
a,ABDµφ¯aAB (C.21)
− 116f
abcfadeφb,ABφc,CDφ¯dABφ¯
e
CD + iλ¯aα˙A(σµ)α˙βDµλ
a,A
β
− i√
2
fabcλa,αAφ¯bABλ
c,B
α +
i√
2
fabcλ¯aA,α˙φ
b,ABλ¯c,α˙B
)
.
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Taking into account that φ12 = −φ21 and φ¯34 = φ12, the kinetic term for φ12 reads
∂µφ
12∂µφ¯12 such that we have the standard propagator i/p2 for a complex scalar field.
Summation over all repeated indices is implied and we do not display ghost-fields and
gauge terms. The field strength and covariant derivative read
F aµν = ∂µAaν − ∂νAaµ + fabcAbµAcν , (C.22)
Dµψ
a = ∂µψa + fabcAbµψc .
C.2.2 Dirac Matrices in D = 10
We construct the ten-dimensional 32× 32 Dirac matrices in terms of a representation
of four- and six-dimensional Clifford algebra which are explicitly given in the following
sections. From these lower dimensional representations we build up the ten-dimensional
Dirac matrices in the following way
ΓM = (γµ ⊗ I8, γ5 ⊗ γˆa), µ = 0, 1, 2, 3 a = 4, ..., 9 . (C.23)
They satisfy the Clifford algebra {ΓM ,ΓN} = 2ηMN with metric ηMN = diag(+− ...−).
The chiral and charge conjugation matrix are
Γ = γ5 ⊗ γˆ7, C10 = C4 ⊗ C6 , (C.24)
where the four- and six-dimensional chiral and charge conjugation matrices are defined
in the following.
Four-Dimensional Clifford Algebra
We take the four-dimensional matrices in the Weyl (chiral) representation
γµ =
(
0 σ¯µ,αβ˙
σµα˙β 0
)
, {γµ, γν} = 2ηµν , ηµν = diag(+−−−) , (C.25)
where σµ = (1, ~σ), σ¯µ = (1,−~σ) and ~σ comprise the three standard Pauli matrices. In
this representation we have
γ5 = iγ0γ1γ2γ3 =
(
1 0
0 −1
)
, C4 = iγ2γ0 =
(−αβ 0
0 −α˙β˙
)
, (C.26)
where αβ = −α˙β˙ and 12 = 12 = −1˙2˙ = −1˙2˙ = 1.
Six-Dimensional Clifford Algebra
Furthermore, we take the Dirac matrices in six-dimensional Euclidean space to be
γˆa =
(
0 Σa,AB
Σ¯aAB 0
)
, {γˆa, γˆb} = −2δab, δab = diag(+...+) , (C.27)
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where the 4× 4 matrices Σa are
Σa = (η1, η2, η3, iη¯1, iη¯2, iη¯3), (C.28)
Σ¯a = (Σa)∗, (C.29)
(ηi)AB = iAB + δiAδ4B − δiBδ4A , (C.30)
(η¯i)AB = iAB − δiAδ4B + δiBδ4A , (C.31)
where iAB is defined to be zero if A,B > 3. Furthermore, the chiral and charge
conjugation matrices are defined as
γˆ7 = iγˆ1γˆ2γˆ3γˆ4γˆ5γˆ6 =
(
1 0
0 −1
)
, C6 = γˆ1γˆ2γˆ3 =
(
0 δ BA
δAB 0
)
. (C.32)
C.3 Feynman Rules of N = 4 SYM
The gauge field propagator in Feynman gauge, the complex scalar field and the fermion
propagators following from (C.21) are
µ, a ν, b = 〈Aaµ(p)Abν(−p)〉 = −
iδabgµν
p2
g2 , (C.33)
a, AB b, CD = 〈φa,AB(p)φ¯b,CD(−p)〉 = iδ
ab
p2
g2(δACδBD − δADδBC ) ,
α, a, A β, b, B = 〈λaAα (p)λ¯bβ˙,B(−p)〉 =
iδabpµ(σ¯µ)αβ˙
p2
g2δAB .
These propagators can easily be Fourier transformed to position space by using (A.16),
e.g. the scalar propagator is
〈φa,12(x1)φ¯b12(x2)〉 = g2δab
∫ ddp
(2pi)d
i
p2
e−ipx12 = g2 Γ(h− 1)4pih
δab
(−x212)h−1
, (C.34)
where h = d/2.
Furthermore, we list the Feynman rules for some interaction terms that will be of use
in the calculations. From the scalar-scalar-gluon interaction term 14Dµφ
a,ABDµφ¯a,AB
we get
b, µ
φ¯c,12
φa,12
= if abc(q − p)µ
p
q
(C.35)
in momentum space. The interaction-term of four scalars is
− 116g2f
abcfadeφb,ABφc,CDφ¯d,ABφ¯e,CD . (C.36)
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Taking into account that φ¯12 = φ34 we find the interaction term with four scalars of
the same flavour
− 12g2f
abcfadeφb,12φe,12φ¯c,12φ¯d,12 . (C.37)
However, taking two different flavours, e.g. φ12 = φ¯34, φ13 = −φ¯24 we get
− 1
g2
(
fabcfade + fadcfabe
)
φb,12φc,13φ¯d,12φ¯e,13 . (C.38)
There are two terms since the exchange of {A,B} ↔ {C,D} does not yield identical
terms if we choose different flavours.
φ12,bφ¯12,d
φ¯13,eφ13,c
= − 1
g2
(
fabcfade + fadcfabe
)
. (C.39)
C.4 One-Loop Corrections to the Scalar Propaga-
tor
Here, we review the calculation of one-loop corrections to the scalar propagator
〈φa,12(p)φ¯b12(−p)〉 =
iδab
p2
. (C.40)
For the correction from the gluon loop we get a symmetry factor of two, since there
are two vertices
〈φa,12φ¯b12〉(1)gluons = 2
(i)2
2!
(i)4
p4
f cdaf bdc (i)2
∫ ddl
(2pi)d
(l − 2p)µ(−ηµν)(l − 2p)ν
l2(l − p)2 (C.41)
= facdf bcd 1
p4
∫ ddl
(2pi)d
(l − 2p)2
l2(l − p)2
= 2Nδab 1
p2
∫ ddl
(2pi)d
1
l2(l − p)2
= − 2Nδ
ab
(−p2)3− d2 b0(1, 1)
and where we used facdf bcd = Nδab. Furthermore, we have to take into account the
corrections from the fermion loop. The relevant part of the interaction Lagrangian is
Lint = 1
g2
i√
2
fabc
(
λ¯a,Aα˙ φ
b,ABλ¯c,α˙B − λa,αAφ¯b,ABλc,Bα
)
. (C.42)
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There are four terms in each vertex, two with φ12 and two with φ¯12. We get a symmetry
factor of 2 for the vertices and always need both terms in (C.42). Another factor of 2
is due to φ¯34 = φ12
〈φa,12φ¯b12〉(1)fermions = −4
i2
2!
(
i√
2
)2
fdeff ghiδaeδhb
(i)2
p4
∫ ddl
(2pi)d (C.43)
αββ˙α˙
(
〈λd,1β λ¯g,1α˙ 〉〈λf,2α λ¯i,2β˙ 〉+ 〈λ
d,1
β λ¯
i,1
β˙
〉〈λf,2α λ¯g,2α˙ 〉
+ 〈λd,2β λ¯i,2β˙ 〉〈λf,1α λ¯
g,1
α˙ 〉+ 〈λd,2β λ¯g,2α˙ 〉〈λf,1α λ¯i,1β˙ 〉
)
= −2g4fdaff gbi 1
p4
∫ ddl
(2pi)d
pµ(p− l)ν
l2(p− l)2
αββ˙α˙
(
δdgδfiσ¯µβα˙σ¯
ν
αβ˙ + δ
diδfgσ¯µ
ββ˙
σ¯ναα˙
)
= −2g4fafdf bfd2 Tr (σµσ¯ν) 1
p4
∫ ddl
(2pi)d
pµ(p− l)ν
l2(p− l)2
= −4g4Nδab2 1
p4
∫ ddl
(2pi)d
p · (p− l)
l2(p− l)2 = 4g
4N
δab
(−p2)3− d2 b0(1, 1) .
Thus, the one-loop correction to the scalar propagator reads
〈φa,12(p)φ¯b12(−p)〉(1) =
2Nδab
(−p2)3− d2 b0(1, 1) . (C.44)
Fourier transformation yields
〈φa,12(x1)φ¯b12(x2)〉(1) = −g4
Nδab
(−x212)2h−3
1
2
1
(4pih)2
Γ(2h− 3)Γ(h− 1)2Γ(2− h)
Γ(2h− 2)Γ(3− h) , (C.45)
which has also been calculated in [320] with a different metric.
Appendix D
Introduction to the Mellin-Barnes
Technique
In the calculation of Feynman diagrams one often has to deal with integrals of the type∫ 1
0
ds1...dsn
1
(X1(s1, ...sn) + ...+Xm(s1, ...sn))λ
, (D.1)
where Xm are products of the integration variables si and s¯i = 1 − si. There is a
possibility to simplify the integrations over the parameters si for the price of introducing
integrations in the complex plane. Depending on how many terms the sum in the
denominator has, this technique may be very useful.
In the following we shall prove the integral representation
1
(X + Y )λ =
1
2pii
1
Γ(λ)
∫ β+i∞
β−i∞
(
Y z
Xλ+z
Γ(λ+ z)Γ(−z)
)
dz , (D.2)
where −Re(λ) < β < 0. Note that the poles of Γ(−z) are located at z0 = 0, 1, 2, ...n
and Γ(λ+ z) has poles at z0 = −(λ),−(λ+ 1), ...− (λ+ n) where n ∈ N.
• We first consider the case Y < X:
By expanding the left-hand side of (D.2) as a Taylor series, one can rewrite
(X + Y )−λ = X−λ
(
1 + Y
X
)−λ
(D.3)
= X−λ
∞∑
n=0
(−1)n
Γ(n+ 1)λ(λ+ 1)...(λ+ n− 1)
(
Y
X
)n
= X−λ
∞∑
n=0
(−1)n Γ(λ+ n)Γ(n+ 1)Γ(λ)
(
Y
X
)n
.
One can evaluate the right-hand side of (D.2) by using of the residue theorem.
Since Y < X we can close the contour to the right at z → +∞ without adding any
contributions to the integral. Note that we get an extra minus sign by reversing
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the orientation of the integration to the mathematically positive direction. Since
β < 0 we enclose the simple poles of Γ(−z) at z0 = 0, 1, 2, ...n.
By repeated use of
Γ(−z) = 1−zΓ(−z + 1) ,
it is easy to see that the residue of Γ(−z) at z0 = n ∈ N is
Res(z0 = n,Γ(−z)) = −(−1)
n
n! = −
(−1)n
Γ(n+ 1) . (D.4)
Then we have ∮
Re(z)≥β
dz
1
2pii
1
Γ(λ)
(
Y z
Xλ+z
Γ(λ+ z)Γ(−z)
)
︸ ︷︷ ︸
f(z)
(D.5)
= −2pii
∞∑
n=0
Res(zo = n, f(z))
=
∞∑
n=0
(−1)n Γ(λ+ n)Γ(λ)Γ(n+ 1)
Y n
Xλ+n
.
Note, that the extra minus sign in the second line is due to reversing the orienta-
tion of the integration contour to the mathematically positive sense. Comparing
this to (D.3) we find that (D.2) is true for Y < X.
• Now we consider the case Y > X:
In this case we can close the contour to the left and the orientation of the in-
tegration path has mathematically positive sense automatically. Then we have
poles at z0 = −(λ+ n) for n ∈ N , which yield the residue
Res (z0 = −(λ+ n),Γ(λ+ z)) = Res(z0 = −n,Γ(z)) = (−1)
n
n! . (D.6)
Taylor expansion in X/Y therefore yields same result as the integral.
Remarks
Sometimes it is necessary to pick the real part of the integration contour differently,
therefore we pick up different poles. Taking 0 < β < 1 for example yields
1
(X + Y )λ −
1
(X)λ =
1
2pii
1
Γ(λ)
∫ β+i∞
β−i∞
(
Y z
Xλ+z
Γ(λ+ z)Γ(−z)
)
dz . (D.7)
Appendix E
The Wilson Loop Operator
The Wilson loop operator defined by
W (C) = 1
N
TrP exp
(
i
∮
C
Aµdz
µ
)
(E.1)
is invariant under SU(N) gauge transformations
Aµ → A′µ = g(x) (Aµ + i∂µ) g−1(x) , g(x) ∈ SU(N) , (E.2)
if the path ordering1 is defined as
P (Aµ(z(t))Aν(z(t′))) = Aµ(z(t))Aν(z(t′)) for t > t′ , (E.3)
P (Aµ(z(t))Aν(z(t′))) = Aν(z(t′))Aµ(z(t)) for t′ > t
and s ∈ (0, 1) parametrises the path along the curve C. The path ordered exponential
in the Wilson loop operator then has the expansion
P exp
(
i
∮
C
Aµdz
µ
)
= 1 + i
∮
C
dzµi Aµ + (i)2
∮
C
dzµi
∫ zi
dzνjAµAν (E.4)
+ (i)3
∮
C
dzµi
∫ zi
dzνj
∫ zj
dzρkAµAνAρ
+ (i)4
∮
C
dzµ1
∫ zi
dzνj
∫ zj
dzρk
∫ zk
dzσl AµAνAρAσ + ... .
The sign in the exponent of the Wilson line
W (x, y) = P exp
(
i
∫ x
y
Aµdz
µ
)
(E.5)
is fixed by requiring the transformation property W (x, y)→ g(x)W (x, y)g−1(y) under
local gauge transformations (E.2) of Aµ.
1There are different conventions on the path ordering. They are equivalent, it is however important
to choose the sign in the Wilson loop such that it is gauge invariant. Reversing the sign in the exponent
of the Wilson loop does not just reverse the integration contour, due to the path ordering.
135
136 APPENDIX E. THE WILSON LOOP OPERATOR
Appendix F
N = 6 Super Chern-Simons
(ABJM) theory
F.1 Cherns-Simons Theory
The Chern-Simons action
SCS =
k
4pi
∫
ddx µνρ Tr
(
Aµ∂νAρ − 23iAµAνAρ
)
(F.1)
is invariant under SU(N) gauge transformations
Aµ → A′µ = g(x) (Aµ + i∂µ) g−1(x) , g(x) ∈ SU(N) . (F.2)
More precisely, the action is invariant under infinitesimal transformations g(x) = 1 +
iα(x) and transforms like
S → S ′ + (2pik)δS , (F.3)
where
δS = − 124pi2
∫
ddx µνρTr
(
(∂µg−1)g(∂νg−1)g(∂ρg−1)g
)
(F.4)
under finite transformations. Since δS takes integer values, exp(iS) is invariant under
large gauge transformations for k ∈ N.
Quantising the theory with the standard Fadeev-Popov procedure yields the gauge
fixing and ghost action
Sg.f. = k4pi
∫
ddxTr
(
1
ξ
(∂µAµ)2 + c¯ (∂µDµ) c
)
, (F.5)
where Dµc = ∂µc+ i[Aµ, c ]. In Landau gauge (ξ = 0) the gauge field propagator reads
〈(Aµ)ij (x) (Aν)kl (y)〉 = δilδjk
1
k
Γ
(
d
2
)
pi
d−2
2
 µνρ (x− y)ρ
(−(x− y)2) d2
, (F.6)
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where we have rescaled the coupling constant k → µ−2k and restore the dependence
on the regularisation scale µ only in the final results. The ghost propagator is
〈c(x)c¯(y)〉 = δilδjk 1
k
Γ
(
d
2 − 1
)
pi
d−2
2
 1
(−(x− y)2) d2−1
. (F.7)
Note that the gauge field propagator is related to the ghost propagator by
〈(Aµ)ij (x) (Aν)kl (y)〉 =
1
2µνρ∂
ρ〈c(x)c¯(y)〉 , (F.8)
which can be used to see the cancellation of gauge field and ghost loop contributions
to the one-loop gauge field propagator in a simple way.
F.2 Other Conventions
The different conventions found in the literature on Chern-Simons theory deserve a
short comment. One can show, that
S = k4pi
∫
ddxTr
(
Aµ∂νAρ − 23sAµAνAρ
)
µνρ , (F.9)
W (C) = 1
N
TrP exp
(
s
∮
C
Aµdz
µ
)
(F.10)
are invariant (in the sense mentioned above) under gauge transformations
Aµ → A′µ = g(x)
(
Aµ − 1
s
∂µ
)
g−1(x) , (F.11)
where s is a real or imaginary parameter. The sign in the Wilson loop and the La-
grangian are thus correlated through gauge invariance, see ??. Taking a hermitian
gauge field (Aµ)† = Aµ we can choose s = i, which corresponds to the choice used
throughout this document.
All other conventions found in the literature can be obtained by rescaling the gauge
field Aµ → −Aµ, Aµ → iAµ etc. Note however, that this changes factors in the
Lagrangian, the gauge transformation, the covariant derivative and the Wilson loop.
A sign difference in the Wilson loop only may also be due to a different definition of
the path ordering (E.3).
F.3 Lagrangian of ABJM Theory
The action of ABJM theory is
SABJM = SCS + Sg.f. + SˆCS + Sˆg.f. + Smatter , (F.12)
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where Sˆ is obtained from S by replacing Aµ with the gauge field in the anti-fundamental
representation Aˆµ and letting k → −k. Explicitly, we have
SCS + SˆCS =
k
4pi
∫
d3x εµνρ
[
Tr (Aµ∂νAρ − 23i AµAνAρ)− Tr (Aˆµ∂νAˆρ −
2
3i AˆµAˆνAˆρ)
]
,
Sgf + Sˆgf =
k
4pi
∫
d3x
[ 1
ξ
Tr (∂µAµ)2 − Tr (∂µc¯ Dµc)− 1
ξ
Tr (∂µAˆµ)2 + Tr (∂µ¯ˆcDµcˆ)
]
,
Smatter =
∫
d3x
[
Tr (DµCI DµC¯I) + iTr (ψ¯I D/ ψI)
]
+ Sint . (F.13)
The field content consists of two U(N) gauge fields (Aµ)ij and (Aˆµ)iˆjˆ, the complex fields
(CI)iˆi and (C¯I)iˆi as well as the fermions (ψI)iˆi and (ψ¯I)iˆi in the (N, N¯) and (N¯,N) of
U(N) respectively, I = 1, 2, 3, 4 is the SU(4)R index. We employ the covariant gauge
fixing function ∂µAµ for both gauge fields and have two sets of ghosts (c¯, c) and (¯ˆc, cˆ).
Sint are the sextic scalar potential and Ψ2C2 Yukawa type potentials spelled out in [2]
or in components in [262]. The covariant derivative is given by Dµc = ∂µc + i[Aµ, .].
It’s action on ΨI , CI is given in [284] and not needed here. The Lagrangian has been
been recast into a manifestly SU(4) R-Symmetry invariant form and can be found in
[104, 20].
F.4 One-loop Gauge Field Propagator in ABJM
Theory
Here we calculate the one-loop correction to the gauge field propagator in d dimensions,
see also [284]. We have fermionic and bosonic contributions in the loop and thus
G(1)µν (p) = G(F,1)µν (p) +G(B,1)µν (p) , (F.14)
where
G(1)µν (p) =
(2pi
k
)2 µρκpκ
p2
(
Π(B)ρλ (p) + Π
(F )
ρλ (p)
) λνδpδ
p2
(F.15)
and
Π(B)µν (p) = +NδIIµ2
∫ ddk
(2pi)d
(2k + p)µ(2k + p)ν
k2(p+ k)2 , (F.16)
Π(F )µν (p) = −NδIIµ2
∫ ddk
(2pi)d
Tr (γµ(p/+ k/)γνk/)
k2(p+ k)2 .
We use the DRED scheme for Dirac matrix operations as well as for Levi-Civita tensor
contractions, i.e. we work in strictly d = 3 to obtain scalar integrands and only
then continue the loop momenta to d-dimensional space to perform the integrals in d
dimensions. This scheme has been shown to respect the Slavnov-Taylor identities up
to two loop order in [289]. Then we have
Tr (γµ(p/+ k/)γνk/) = 2 (−ηµν(p+ k) · k + 2kµkν + pµkν + pµkν) . (F.17)
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The last two terms can be dropped, since they vanish when contracted with (F.15).
The same is true for terms proportional to pµ, pν in the bosonic term. Summing up all
remaining terms we get
+NδIIµ22ηµν
∫ ddk
(2pi)d
k · (p+ k)
k2(p+ k)2 . (F.18)
Introducing Feynman parameters, we have
+NδIIµ22ηµν
∫ 1
0
dα
∫ ddk
(2pi)d
k · (p+ k)
[(k + α¯p)2 −∆]2 , (F.19)
where ∆ = −αα¯p2. Then, we shift k = l − α¯p and drop terms linear in lµ
+NδIIµ22ηµν
∫ 1
0
dα
∫ ddl
(2pi)d
l2 − αα¯p2
[l2 −∆]2 . (F.20)
Using the standard integrals
∫ ddl
(2pi)d
l2
[l2 −∆]2 = −
i
(4pi) d2
d
2
Γ(1− d2)
(∆)1−
d
2
,
∫ ddl
(2pi)d
1
[l2 −∆]2 =
i
(4pi) d2
Γ(2− d2)
(∆)2−
d
2
(F.21)
and λκµλνδ = ηκνηµδ − ηκδηµν we get
G(1)µν (p) =
(
NδIIµ
22 (−i)
(4pi) d2
Γ(1− d2)Γ(d2)2
Γ(d− 1)
)(2pi
k
)2 1
(−p2)3− d2
(
pµpν − ηµνp2
)
. (F.22)
Fourier transformation (A.16) of (F.22) leads to
G(1)µν (x) = µ2
∫ ddp
(2pi)dG
(1)
µν (p)e−ipx (F.23)
=
(2pi
k
)2 NδII
8
Γ(1− d2)Γ(d2)2
Γ(d− 1)
(µ2)2
pid
(
Γ(d− 2)
Γ(2− d2)
ηµν
(−x2)d−2 − ∂µ∂ν
(
Γ(d− 3)
Γ(3− d2)
1
4
1
(−x2)d−3
))
.
Appendix G
Details of the Wilson Loop
Calculations
G.1 Vertex Diagram for the Tetragon
Using (p1, p2, z12) = (p3, p2, z32) = 0 the first line in (6.21) can be rewritten as
I321 =
∫
d3s1,2,3(p1, p2, ∂z1)(p3, p2, ∂z3)
∫
ddw
(d− 2)−2
|w|d|w − z12|d−2|w − z32|d−2 . (G.1)
We begin by introducing Feynman parameters,
∫
ddw
1
|w|d|w − z12|d−2|w − z32|d−2 =
∫
[dβ]3
∫
ddw
1
(−(w − β1z12 − β3z32)2 + ∆)(3d−4)/2
,
(G.2)
where
∫
[dβ]3 =
∫ 1
0
dβ1dβ2dβ3(β1β2β3)(d−2)/2−1β2δ(
∑
i
βi − 1) Γ(
3d
2 − 2)
Γ(d2)Γ(
d
2 − 1)2
(G.3)
and
∆ = 2β1β3(z12 · z32)− z212β1β¯1 − z232β3β¯3 . (G.4)
Shifting the integration contour w → l = w−β1z12−β3z32 we have a standard integral
∫
ddl
1
[l2 −∆]n = (−1)
nipid/2
Γ(n− d2)
Γ(n)
( 1
∆
)n− d2
. (G.5)
Thus we get
I321 =
c1
(d− 2)2
∫
[dβ]3d3s1,2,3(p1, p2, ∂z1)(p3, p2, ∂z3)
1
∆d−2 , (G.6)
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where c1 = ipi
d
2 Γ (d− 2)/Γ (3d/2− 2). Evaluating the action of the derivatives and
abbreviating x213 = s, x224 = t we obtain
I321 = c2st
∫ 1
0
d3s1,2,3d
3β1,2,3(β1β2β3)(d−2)/2δ(
∑
i
βi − 1) (G.7)(
1
∆d−1 − 2
(d− 1)
∆d β1β3s¯1s3(s+ t))
)
,
where c2 = ipid/2Γ(d− 1)/(8Γ3(d/2)) and both terms are separately symmetric under
s↔ t. Performing the change of variables
β1 = xy , β2 = x¯y , β3 = y¯ ,
∑
i
βi = 1 x, y ∈ [0, 1] (G.8)
with Jacobian y we can rewrite (G.37) in a form where all integrations range from 0
to 1,
IA = c2st
∫ 1
0
d3sdxdy
(xx¯y¯) d−22
∆d−1y
, (G.9)
IB = −2(d− 1)c2st(s+ t)
∫ 1
0
d3sdxdy
(xy¯) d2 x¯ d−22 s¯1s3
∆dy
,
where
∆y = − (sxs¯1(s¯3y¯ + s2x¯y) + ty¯s3(xs1 + s¯2x¯)) (G.10)
and I321 = IA + IB. The integral IA is divergent as s¯1, s3 → 0, see also fig. 6.4
G.1.1 Numerical Evaluation using the Mellin-Barnes Method
In this section, we switch from the Feynman parametrisation in equation (G.9) to a
Mellin-Barnes representation, as the latter is very convenient to perform a systematic
expansion in . An introduction to the Mellin Barnes technique can be found in section
D, see also [321] for a more complete discussion.
In the first step the sum in the denominator is transformed into an integral over
a product of terms. Since the denominator in (G.37) consists of a sum of four terms,
we will introduce 3 Mellin parameters z1, z2, z3. By repeated use of the Mellin-Barnes
representation
1
(X + Y )λ =
1
Γ(λ)
1
2pii
∫ β+i∞
β−i∞
Y z
Xλ+z
Γ(z + λ)Γ(−z)dz , (G.11)
where −Re(λ) < β < 0, one obtains
(2pii)3Γ(λ)
(a+ b+ c+ d)λ =
∫
dz1,2,3a
z1bz2cz3d−λ−z1−z2−z3Γ(−z1)Γ(−z2)Γ(−z3)Γ(λ+z1+z2+z3) ,
(G.12)
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where the real parts βi of the integration contour have to be chosen such that the argu-
ments in all Γ functions have positive real part. Applying (G.12) to the denominator
of IA (G.9), we can rewrite IA as
IA =
c2
Γ(d− 1)
∫
dz˜1,2,3Γ(−z1)Γ(−z2)Γ(−z3)Γ(d− 1 + z1 + z2 + z3)(−s)z1+z2+1(−t)−d−z1−z2+2∫
d3sdxdysz31 s¯
z1+z2
1 s
z2
2 s¯
−z1−z2−z3−d+1
2 s
−z1−z2−d+1
3 s¯
z1
3 x
z1+z2+z3+d/2−1x¯−z1−z3−d/2yz2 y¯−z2−d/2 ,
(G.13)
where dz˜ = (2pii)−1dz. The integrals over s1, s2, s3, x, y can be carried out using∫ 1
0
sa−1i (1− si)b−1dt = Γ(a)Γ(b)/Γ(a+ b) , (G.14)
and we arrive at
IA =
c2
Γ(d− 1)
∫
dz˜1,2,3(−s)z1+z2+1(−t)−d−z1−z2+2Γ(−z1)Γ(−z2)Γ(−z3) (G.15)
× Γ(z1 + 1)Γ(z2 + 1)Γ(z3 + 1)Γ(d− 1 + z1 + z2 + z3)Γ (−d/2− z2 + 1) Γ(z1 + z2 + 1)
× Γ(−d− z1 − z2 + 2)Γ (−d/2− z1 − z3 + 1) Γ(−d− z1 − z2 − z3 + 2)Γ (d/2 + z1 + z2 + z3)
× [Γ (2− d/2) Γ(−d− z2 + 3)Γ(−d− z1 − z3 + 3)Γ(z1 + z2 + z3 + 2)]−1 .
Recall that we investigate the kinematical region where s, t < 0. One can see that this
integral is divergent as  → 0 by noticing that for  = 0 it is impossible to choose the
integration contours such that all poles of Γ(... + z1) are to the left of the integration
contour and all poles of Γ(...− z1) are to the right of the contour. 1 The reason is that
the poles of Γ(z1 + z2 + 1) and Γ(−d− z1 − z2 − z3 + 2) = Γ(−z1 − z2 − 1 + 2) “glue
together” at z1 = −z2 − 1 for  = 0. However, one can find allowed contours for  6= 0.
By shifting the contour left to the pole at z1 = −z2 − 1 we pick up a residue. The
factor of Γ(−z1 − z2 − 1 + 2) evaluated at the residue, results in a divergent factor of
Γ(2). The remaining integral over the shifted contour yields a finite contribution.
The steps of shifting contours and taking residues have been automatised in [322]
and we used this package to systematically extract the pole terms. Applying this
procedure to (G.15) and expanding in  yields 3 integrals:
I
(1)
A = c2
∫ dz1
2pii
(1

+ 2 log(−s)− g1(z1)
)
f1(z1) +O() , (G.16)
I
(2)
A = c2
∫ dz1dz3
(2pii)2
(1

+ 2 log(−s)− g2(z1, z3)
)
f2(z1, z3) +O() , (G.17)
I
(3)
A = c2
∫ dz1dz2dz3
(2pii)3
(
s
t
)1+z1+z2
f3(z1, z2, z3) . (G.18)
We do not specify the values of the real parts βi as well as the functions fi, gi here, which
are lengthy expressions of products of Γ functions and can be obtained automatically
1This is necessary in order for the previous steps to be well-defined.
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by expanding (G.15) with the help of [322]. Adding up the divergent part of (G.16)
and (G.17) we get
Ivertexdiv =
a1

c2 , (G.19)
where by numerical integration one finds
a1 =
∫ dz1
2piif1(z1) +
∫ dz1dz3
(2pii)2 f2(z1, z3) = 8.710344± 10
−6 ≈ 4pi ln(2) = 8.710344361 . . .
(G.20)
accurately approximated by our analytic guess. Further numerical evaluation of the
finite part of I(1)A , I
(2)
A , I
(3)
A yields
IA,finite = c2
(
a1 ln(−s) + a1 ln(−t) + a2 ln2
(
s
t
)
+ a4
)
. (G.21)
where a1 has the same value as above and
a2 = −0.84± 0.01 a4 = −14.375216465± 10−9 . (G.22)
Numerical analysis for IB suggests
IB = c2
(
a3 ln2
(
s
t
)
+ a5
)
, (G.23)
where
a3 = 3.97± 0.01 , a5 = 40.620843911± 10−9 . (G.24)
Adding up a2, a3 we obtain
a2 + a3 = 3.136± 0.02 ≈ pi . (G.25)
Thus suggesting
IA + IB = c2
(
a1

+ a1 (ln(−s) + ln(−t)) + (a2 + a3) ln
(
s
t
)
+ (a4 + a5) +O()
)
≈ c2pi
(
4 ln(2)

+ 4 ln(2) (ln(−s) + ln(−t)) + ln2
(
s
t
)
+ a6 +O()
)
,
where
a6 = (a4 + a5)/pi = 8.354242685± 2 · 10−9 . (G.26)
The constant fits the value a6 ≈ −23pi2 + 16 ln(2) + 8 ln2(2) = 8.35424273... . The result
can be rewritten in the form
IA + IB ≈ c2pi
(
2 ln(2)((−s)
2 + (−t)2)

+ ln2
(
s
t
)
+ a6 +O()
)
. (G.27)
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G.2 Gauge Field and Ghost Loops
It is well known [289], that the contributions of ghost and gauge field loops to the
gauge field self energy cancel. We briefly review the cancellation of the gauge field and
ghost loop corrections in the Wilson loop, since from this it is easy to see, how the
cancellation for the insertions in the conformal Ward identities takes place.
G.2.1 Gauge Field Loop
The gauge field loop-diagram arises at second order in perturbation theory
〈Wn〉gluon-loop (G.28)
= 1
N
〈Tr (−
∮
dzµi dz
ν
jAµAν)
(
− 12!
)(
k
4pi
∫
ddxαβγTr (23iAαAβAγ)
)2
〉
= c8
(2
3
)2 ∮
dzµi dz
ν
j
∫
ddxddyαβγδστ 〈Tr (AµAν)Tr (AαAβAγ)(x)Tr (AδAσAτ )(y)〉 ,
where
c8 = − 1
N
1
2
(
k
4pi
)2
. (G.29)
Taking into account that Aµ, Aν give 3 identical contractions with one of the vertex
terms and that we can contract them either with the x- or y-dependent vertex, we
get a symmetry factor of 3 · 3 · 2. The remaining contractions of the gauge fields are
dictated by taking into account only planar diagrams. Thus we get
〈Wn〉gluon-loop = 8c8
∮
dzµi dz
ν
j
∫
ddxddyαβγδστ 〈AµAα〉〈AνAδ〉〈AβAτ 〉〈AγAσ〉 . (G.30)
To proceed, we recall the relation (F.8) between gauge field and ghost propagator and
write
αβγδστ 〈AβAτ 〉〈AγAσ〉 = 14 
αβγδστ βτκγσρ∂
ρ
x〈c(x)c¯(y)〉∂κx〈c(x)c¯(y)〉
= 12∂
ρ
x〈c(x)c¯(y)〉∂κy 〈c(x)c¯(y)〉 , (G.31)
where we used αβγδστ βτκγσρ = −
(
ηακη
δ
ρ + ηαρ ηδκ
)
and ∂xF (x − y) = −∂yF (x − y) in
the last step.
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G.2.2 Ghost Loop
The ghost loop diagram arises from contraction of the second order perturbation theory
expansion of the gauge-field-ghost vertex term
〈Wn〉ghost loop = 1
N
〈Tr (−
∮
dzµi dz
ν
jAµAν)
(
− 12!
)(
k
4pi
∫
ddxTr (∂µc¯ i[Aµ, c])
)2
〉
(G.32)
= 2c8
∮
dzµi dz
ν
j
∫
ddxddy〈Tr (AµAν)Tr (∂ρxc¯Aρc)Tr (∂σy c¯Aσc)〉 ,
where c8 ist the same as defined above and the factor of 2 is due to the fact that
the evaluation of the first line yields two identical planar diagrams that are kept and
two identical non-planar diagrams that we drop. Contracting Aµ either with the x-
or y-dependent vertex, we get a symmetry factor of 2. There is only one way for the
remaining contractions and thus we get
〈Wn〉ghost loop = −4c8
∮
dzµi dz
ν
j
∫
ddxddy〈AµAσ〉〈AνAρ〉∂ρx〈c(y)c¯(x)〉∂σy 〈c(x)c¯(y)〉 ,
(G.33)
where a factor of −1 due to the anti-commuting ghost fields in the loop was taken into
account. Summing up (G.30) and (G.33) we get
〈Wn〉gauge field loop + 〈Wn〉ghost loop = 0 . (G.34)
The same relation (F.8) can be used to show the vanishing for the dilatation and special
conformal Ward identities.
G.3 Conformal Ward identity
G.3.1 Insertion of the Interaction Term
We can rewrite (6.37) as
I ′321 =
1
(d− 2)2
∫
d3s1,2,3(p1, p2, ∂z1)(p3, p2, ∂z2)
∫
ddx
(x+ z2)ν
|x|d|x− z12|d−2|x− z32|d−2 .
(G.35)
Introducing Feynman parameters, changing the integration variable to l = x− β1z12−
β3z32, using the same notation as in app. G.1, integrating over l and evaluating the
action of the derivatives yields
I ′321 =
c1
(d− 2)2
∫
d3s1,2,3
∫
d[β]3
(
(β1z1 + β2z2 + β3z3)ν(p1, p2, ∂z1)(p3, p2, ∂z2)
1
∆d−2
+ (p1, p2, p3)2β1β3 ναβ p
β
2 (β1pα1 s¯1 + β3pα3 s3)
(2− d)
∆d−1
)
, (G.36)
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The last term can be shown to be finite and the first term is very similar to the vertex
diagram. Evaluation of the derivatives as in G.1 yields
I ′321 = c2st
∫ 1
0
d3s1,2,3d
3β1,2,3(β1β2β3)(d−2)/2δ(
∑
i
βi − 1) (G.37)
(β1z1 + β2z2 + β3z3)ν
(
1
∆d−1 − 2
(d− 1)
∆d β1β3s¯1s3(s+ t)
)
+ finite .
It can be shown, e.g. using the Mellin Barnes technique as in G.1, that all divergent
contributions are due to the first term. We have the following divergent contributions:
st
∫
d3sd[β]3β1β2β3
(
β1z1
∆d−1
)
= 1

a xν2 +O(0) , (G.38)
st
∫
d3sd[β]3β1β2β3
(
β2z2
∆d−1
)
= 1

b (xν2 + xν3) +O(0) ,
st
∫
d3sd[β]3β1β2β3
(
β3z3
∆d−1
)
= 1

(a xν3) +O(0) .
Numerical evaluation yields
a = 1.8562± 0.0001 , b = 2.4989± 0.0001 . (G.39)
To good accuracy we find
a+ b = 4.35517± 0.0002 ≈ 2pi ln(2) = 4.35517... . (G.40)
Summarising I ′321 then reads
I ′321 =
c2

(a+ b)(x2 + x3)ν +O(0) ≈ 2pii ln(2)

(x2 + x3)ν +O(0) . (G.41)
G.3.2 Insertion of the Kinetic Term into the Vertex Diagram
For the kinetic insertion into the vertex diagram we have (6.40)
〈L(x)W4〉(2)(c) =
(
N
k
)2 i
8pi2
Γ
(
d
2
)
pi
d−2
2
4
︸ ︷︷ ︸
=:c3
∫
ddw
∮
dzµνρi,j,k
δστIνσ Gµτ (zi − w)Gρδ(zk − w)
+ cyclic(µ, ν, ρ; zi, zj, zk) , (G.42)
where Gµν(x− y) = µνρ (x−y)ρ
(−(x−y)2) d2
and
Iνσ(x− zj, x− w) = αβγ
(
Gαν(x− zj)∂(x)β Gγσ(x− w) +Gασ(x− w)∂(x)β Gγν(x− zj)〉
)
.
(G.43)
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and the two other contractions are contained in cyclic(µ, ν, ρ; zi, zj, zk). For the di-
latation Ward identity the integration over x can be performed by introducing two
Feynman parameters. The result simply yields a propagator
∫
ddx Iνσ = − 4pi
d
2
Γ
(
d
2
)νσϕ (zj − w)ϕ
(−(zj − w)2) d2
= − 4pi
d
2
Γ
(
d
2
)Gνσ(zj − w) , (G.44)
In the case of the special conformal Ward identity the integration is a little more
involved. The integral over ddx can be solved by introducing Feynman parameters and
after some algebra one finds∫
ddx xλ〈L(x)W4〉(2)(c) = 2c3c4
∮
dzµ,ν,ρi,j,k
∫
ddwδστ αβγανξγσϕ (G.45)
∂ξ
(
(2ηϕλ∂β + ηλβ∂ϕ)
(
1
((zj − w)2) d2−2
)
− ∂ϕ∂β
(
(zj + w)λ
((zj − w)2) d2−2
))
GρδGµτ + cyclic(µ, ν, ρ; zi, zj, zk) ,
where all derivatives are taken with respect to zj and c4 is a constant obtained through
integration over ddx. Inserting the propagators we can write this in a form convenient
to solve the integral over ddw
2c3c4
∮
dzµ,ν,ρi,j,k 
δστ αβγανξγσϕρδχµτθ∂
θ
i ∂
ξ
j∂
χ
k
(
(2ηϕλ∂j,β + ηλβ∂
ϕ
j )Jj − ∂ϕj ∂β,jJλj
)
+ cyclic ,
(G.46)
where the integrals read
Jj =
1
(2− d)2
∫
ddw
1
((zj − w)2) d2−2((zi − w)2) d2−1((zk − w)2) d2−1
, (G.47)
Jλj =
1
(2− d)2
∫
ddw
(zj + w)λ
((zj − w)2) d2−2((zi − w)2) d2−1((zk − w)2) d2−1
.
The integrations over w can be performed by introducing three Feynman parameters
βi and we get
Jj = c5
∫
d[β]3,j
( 1
∆
)d−4
, Jλj = c5
∫
d[β]3,j(zj +
∑
i
βizi)λ
( 1
∆
)d−4
, (G.48)
where ∫
d[β]3,j =
∫ 1
0
dβidβjdβkδ
(∑
i
βi − 1
)
(βiβjβk)
d
2−2 β−1j (G.49)
and c5 is a constant obtained by integrating over w, the product c3c4c5 is explicitly
given below. The expression for ∆ is the same as in (G.62) For the cyclic permutations
we can use the same expression, replacing the measure with d[β]3,i respectively d[β]3,k,
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i.e. exchanging β−1j with β−1i respectively β−1k in (G.49).
All three contributions can then be written as
2c3c4c5
∮
dzµ,ν,ρi,j,k 
δστ αβγγσϕ (G.50)(
αµξνδχρτθ∂
θ
k∂
ξ
i ∂
χ
j
(
(2ηϕλ∂i,β + ηλβ∂
ϕ
i )Ji − ∂ϕi ∂β,iJλi
)
ανξρδχµτθ∂
θ
i ∂
ξ
j∂
χ
k
(
(2ηϕλ∂j,β + ηλβ∂
ϕ
j )Jj − ∂ϕj ∂β,jJλj
)
αρξµδχντθ∂
θ
j ∂
ξ
k∂
χ
i
(
(2ηϕλ∂k,β + ηλβ∂
ϕ
k )Jk − ∂ϕk ∂β,kJλk
) )
,
where
2c3c4c5 = i
pi2−d
128
(
N
k
)2
Γ(d− 4) . (G.51)
We can evaluate the derivatives and contractions with the computer and find that the
non-vanishing contributions have the structure∫
ddx xλ〈L(x)W4〉vertex-insertion (G.52)
=
(
N
k
)2 ∑
i>j>k
∫ 1
0
dsi,j,k
∫
d[β]3
(
Iλijk,−d−1 + Iλijk,−d + Iλijk,−d+1
)
where Iijk,p are lengthy terms proportional to 1/∆p.
For the conformal Ward identity we are only interested in the divergent part of
the above quantities, which can be automatically extracted with the Mellin-Barnes
technique. We find that all terms vanish except for i 6= j 6= k. Specialising to the case
i = 3, j = 2, k = 1 we find∫
Iλ312,−d−1 = O(0) , (G.53)∫
Iλ312,−d =
i

(a1xλ2 + a2xλ3) +O(0) ,∫
Iλ321,−d+1 =
i

(b1xλ2 + b2xλ3) +O(0) .
Numerical evaluation of the integrals yields
a1 = 0.3465735± 10−6 ≈ 12 ln(2) = 0.3465735... , (G.54)
a2 = 0.3465735± 8 · 10−7 ≈ 12 ln(2) = 0.3465735... ,
b1 = −0.8664339± 14 · 10−7 ≈ −54 ln(2) = −0.86643397... ,
b2 = −0.8664339± 10−6 ≈ −54 ln(2) = −0.86643397... .
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Adding up the results, summing over all four diagrams and taking into account the
corresponding prefactors we get
∫
ddx xλ〈L(x)W4〉(2)(c) ≈ −i
3
4
ln(2)

(∑
i
xλi
)
+O(0) . (G.55)
G.4 Vertex Diagram for Higher Polygons
We start from (G.56)
〈Wn〉(2)vertex =
(
N
k
)2 i
2pi
Γ
(
d
2
)
pi
d−2
2
3 ∑
i>j>k
Iijk , (G.56)
where
Iijk =
1
(d− 2)3
∫
dzµ,νρi,j,k 
αβγµασνβλργτ∂
σ
i ∂
λ
j ∂
τ
k (J) , (G.57)
and
J =
∫
ddw
1
((−w2)(−(w − zij)2)(−(w − zkj)2))d/2−1
. (G.58)
We begin by introducing Feynman parameters,
J =
∫
ddw
1
(|w||w − zij||w − zkj|)d−2
=
∫
[dβ]3
∫
ddw
1
(−(w − β1zij − β3zkj)2 + ∆)3d/2−3
,
(G.59)
where |w| = (−w2)1/2 and
∫
[dβ]3 =
∫ 1
0
dβidβjdβk(βiβjβk)(d−2)/2−1δ(
∑
i
βi − 1)Γ(
3d
2 − 3)
Γ(d2 − 1)3
(G.60)
and
∆ = 2βiβk(zij · zkj)− z2ijβiβ¯i − z2kjβkβ¯k (G.61)
or when taking into account the delta function
∆ = −z2ijβiβj − z2ikβiβk − z2kjβkβj . (G.62)
Shifting the integration contour w → l = w−β1zij −β3zkj we have a standard integral
∫
ddl
1
[l2 −∆]n = (−1)
nipid/2
Γ(n− d2)
Γ(n)
( 1
∆
)n− d2
(G.63)
and thus
J =
∫
[dβ]3ipid/2
Γ(d− 3)
Γ(3d/2− 3)
1
∆d−3 . (G.64)
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Since only second and first derivatives ∂σi ∂τk∆ = 2ητσβiβk and ∂σi ∆ = −2(zσijβj +
zσikβk)βi are non-vanishing we have
∂σi ∂
λ
j ∂
τ
k∆3−d = (3− d) (2− d) ∆1−d
[
∂λj ∆∂σi ∂τk∆ + 2 terms
]
(G.65)
+ (3− d) (2− d) (1− d) ∆−d∂σi ∆∂λj ∆∂τk∆ .
We thus split up the integral as
Iijk = c
(
I
(a)
ijk + I
(b)
ijk
)
, (G.66)
where
I
(a)
ijk =
∫
d[s, β]6αβγµασνβλργτpµi pνjp
ρ
k
[
∂λj ∆∂σi ∂τk∆ + 2 terms
]
∆1−d , (G.67)
I
(b)
ijk =
∫
d[s, β]6αβγµασνβλργτpµi pνjp
ρ
k
[
∂σi ∆∂λj ∆∂τk∆
]
∆−d(1− d)
and∫
d[s, β]6 =
∫ 1
0
dsi,j,k
∫ 1
0
dβi,j,kδ(
∑
m
βm − 1)(βiβjβk)d/2−2 , c = ipi
d/2
8
Γ(d− 1)
Γ(d2)3
.
(G.68)
Inserting this into (G.56) yields
〈Wn〉(2)vertex = −
1
4
(
N
k
)2
pi3−dΓ(d− 1) 14pi
∑
i>j>k
(
I
(a)
ijk + I
(b)
ijk
)
. (G.69)
For n = 4 the expressions (G.67) are identical to (G.9). For n > 4 the structure of the
denominator ∆ involves more terms and thus for an analogous evaluation of the finite
parts of the divergent diagrams using Mellin-Barnes representations as in G.1.1 we
would need more Mellin-Barnes parameters. Therefore we will evaluate the divergent
integrals in a different manner in the following section, which is better suited for a
numerical evaluation of the finite part and as a side effect allows for the analytical
evaluation of the pole term.
G.5 Simplifications of the Divergent Vertex Dia-
gram
As in the four-point case, diagrams with i = k + 2, j = k + 1, k are divergent. It is
sufficient to evaluate one of these diagrams, since the others have the same structure
and can be obtained by shifting the index k. We choose i = 3, j = 2, k = 1 in the
following. After performing the variable change βi = xy, βj = x¯y, βk = y¯ (where
x¯ = 1− x, y¯ = 1− y) we get
I
(a)
321 = x213x224
∫ 1
0
dsi,j,kdxdy (G.70)
(x¯xy¯)d/2−1
(−sj s¯kx¯y¯x213 − x(y¯(s¯is¯kx213 + si(s¯kx214 + skx224)) + sis¯jx¯yx224))d−1
.
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The diagram is divergent as si → 0, sk → 1 and it is convenient to introduce new
variables si = r sin θ, s¯k = r cos θ such that
I
(a)
321 =
∫ 1
0
dsjdxdy(x¯xy¯)d/2−1
(∫ pi/4
0
dθ
∫ 1/ cos θ
0
rdr +
∫ pi/2
pi/4
dθ
∫ 1/ sin θ
0
rdr
)
(G.71)
r1−dx213x
2
24
(−x213 cos θy¯(x+ sjx¯)− x224 sin θx(s¯jx¯y + y¯) + rxy¯ cos θ sin θ(x213 + x224 − x214))d−1
.
The integrand has the structure
f(r) = r
2−d
[a+ br]d−1 =
r2−d
ad−1
+
∞∑
n=1
f (n)
n!
∣∣∣∣
r=0
rn+2−d , (G.72)
where a+ br > 0 everywhere except at the boundary. For the following analysis we use
the short-hand notations
a = e cos θ + f sin θ, b = cos θ sin θg , (G.73)
where
e = −x213y¯(x+ sjx¯), f = −x224x(y¯ + ys¯jx¯), g = −xy¯(−x213 − x224 + x214) . (G.74)
G.5.1 Analytical Result for the Pole Term
For extracting the leading pole we can discard terms of order r in the denominator,
they contribute to the finite part of the integral. Thus we integrate only the first term
in (G.72) and use ∫
r2−d = 13− dr
3−d
∣∣∣∣1/ cos θ
0
= 12 +O(
0) . (G.75)
Setting d = 3 in the remaining finite integrals we thus have
I
(a,div)
321 =
1
2
∫ 1
0
dsjdxdy(x¯xy¯)1/2 (G.76)∫ pi/2
0
dθ
x213x
2
24
(sin θ(−x213x(y¯ + sjx¯y)) + cos θ(−x224y¯(x+ s¯jx¯)))2
+O(0) .
The integral over θ can be solved∫ pi/2
0
dθ
1
(e sin θ + f cos θ)2 =
1
ef
, (G.77)
such that we get
I
(a,div)
321 =
1
2
∫ 1
0
dsjdxdy
(x¯xy¯)1/2
x(y¯ + s2x¯y)y¯(x+ s¯2x¯)
+O(0) . (G.78)
Integration over x and y yields
I
(a,div)
321 =
pi

∫ 1
0
dsj
1
sj
(
1√1− sj −
1√
sj + 1
)
= 4pi ln 2

+O(0) . (G.79)
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G.5.2 Finite Terms of IA
There are two types of finite contributions that we have to take into account: one
comes from taking into account the second term in (G.72) and the other one from
considering the O() expansions in (G.71) multiplied with the divergence (G.75) as
well as the O(0) expansion of (G.75).
Order  expansions
Considering the  expansion of the terms that are multiplied with the pole term, instead
of (G.75) we thus get
I
(a,1)
321 = x213x224
∫
(xx¯y¯)1/2− 12
(∫ pi/4
0
( 1
cos θ
)2
+
∫ pi/2
pi/4
( 1
sin θ
)2) 1
a2−2
(G.80)
= I(a,div)321 + (I) + (II) + (III) ,
where I(a,div)321 is given in (G.79) and
(I) = −12x
2
13x
2
24
∫
dsjdxdy log(xx¯y¯)(xx¯y¯)1/2
∫ pi/2
0
dθ
1
a2
, (G.81)
(II) = x213x224
∫
dsjdxdy(xx¯y¯)1/2
∫ pi/2
0
dθ
log a
a2
,
(III) = −x213x224
∫
dsjdxdy(xx¯y¯)1/2
(∫ pi/4
0
dθ
log cos θ
a2
+
∫ pi/2
pi/4
dθ
log cos θ
a2
)
and where a is given in (G.73). Integration over θ yields
(I) = −12x
2
13x
2
24
∫
dsjdxdy log(xx¯y¯)(xx¯y¯)1/2
1
ef
(G.82)
(II) + (III) = x213x224
∫
dsjdxdy(xx¯y¯)1/2
 1
ef
+
log
(
ef
e+f
)
ef
 . (G.83)
Finite term
The finite contribution from the second term in (G.72) can be integrated over r and
resummed. We have∫ 1/ cos θ
0
dr
∞∑
n=1
f (n)
n!
∣∣∣∣
r=0
rn−1 =
∫ 1/ cos θ
0
dr
∞∑
n=1
(−1)n(n+ 1)rn−1 (G.84)
=
∞∑
n=1
(−1)n
(
1 + 1
n
)
rn
∣∣∣∣1/ cos θ
0
(
b
a
)n 1
a2
= 1
a2
∞∑
n=1
(−1)n
(
1 + 1
n
)(
b/ cos θ
a
)n
= −
( 1
a2
)(
b/ cos θ
b/ cos θ + a + log
(
1 + b/ cos θ
a
))
. (G.85)
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We used that −1 < (b/ cos θ)/a < 0. An analagous term results from integration with
upper boundary 1/ sin θ. Both terms can then be integrated over θ and we find
I
(a,2)
321 =
∫
dsjdxdy(xx¯y¯)1/2
log
(
e+f
e+f+g
)
ef
, (G.86)
where b = cos θ sin θg and g = −xy¯(−x213 − x224 + x214). We always have g < 0, but
e+ f + g > 0, thus |e+ f | > |g|.
Sum of all terms
Adding up (G.80) and (G.86) we get
I
(a,1)
321 + I
(a,2)
321
= 4pi ln(2)

+ (I) +
∫
dsjdxdy
(xx¯y¯)1/2
e′f ′
(
1 + log
(
ef
e+ f
)
+ log
(
e+ f
e+ f + g
))
= 4pi ln(2)

+ (I) + 4pi ln(2)
(
ln(−x213) + ln(−x224)
)
+
∫
dsjdxdy
(xx¯y¯)1/2
e′f ′
(
1 + ln (e′f ′)− 12 ln
(
e′
x213
x224
+ f ′ + g
x224
)
− 12 ln
(
e′ + f ′x
2
24
x213
+ g
x213
))
,
where we used (G.75) and defined e = −x213e′, f = −x224f ′. The first integral is a
constant and the remaining two integrals depend on all three distances.
I
(a)
321 = 2pi ln(2)
(
(−x213)2

+ (−x
2
24)2

)
+ I(a,f)321 (G.87)
and where
I
(a,f)
321 =−
1
2
∫ 1
0
dsjdxdy
(xx¯y¯)1/2
e′f ′
(
ln
(
e′
x213
x224
+ f ′ + g
x224
)
+ ln
(
e′ + f ′x
2
24
x213
+ g
x213
))
+
∫ 1
0
dsjdxdy
(xx¯y¯)1/2
e′f ′
(1 + ln(xx¯y¯) + ln(e′f ′)) . (G.88)
Note, that the last term is a constant independent of x2ij. We can easily solve some of
the integrals in the last term by using (G.76)-(G.79), it is however sufficient to use this
form for the numerical integration.
G.5.3 Finite Integral IB
We have
I
(b)
321 = −4x213x224(x213 + x224 − x214)
∫
dxdydsj(xy¯)3/2x¯1/2 (G.89)(∫ pi/4
0
dθdr
r3 cos θ sin θ
r3(a+ rb)3 +
∫ pi/2
pi/4
...
)
.
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Expanding in a Taylor series in r as for the divergent integral, the second line of the
previous formula reads(∫ pi/4
0
dθ
∫ 1/ cos θ
0
dr
) ∞∑
n=0
(−1)n r
n
n!
Γ(d+ n)
Γ(d)
(
b
a
)n 1
a3
cos θ sin θ +
∫ pi/2
pi/4
... (G.90)
=
∫ pi/4
0
1
2
sin θ
a3
∞∑
n=0
(−1)n
(
b/ cos θ
a
)n
(n+ 2) +
∫ pi/2
pi/4
..
=
∫ pi/4
0
1
2
sin θ
a2
(
a
(a+ b/ cos θ)2 +
1
(a+ b/ cos θ)
)
+
∫ pi/2
pi/4
..
= 12e(e+ f)(e+ f + g) +
1
2f(e+ f)(e+ f + g) =
1
2
1
ef(e+ f + g)
and thus
I
(b)
321 = −2x213x224(x213 + x224 − x214)
∫
dxdydsj(xy¯)3/2x¯1/2
1
ef(e+ f + g) (G.91)
= 2
∫ 1
0
dxdydsj(xy¯)3/2x¯1/2
(x214 − x213 − x224)
e′f ′(e+ f + g) .
G.5.4 Full Vertex Integral for Numerical Evaluation
Using (G.87) and (G.91) the vertex integrals (6.53) can thus be split up into a divergent
and a finite piece
〈Wn〉vertex = 〈Wn〉div + 〈Wn〉finite , (G.92)
where the divergent piece is
〈Wn〉div = −
(
N
k
)2 ( ln(2)
2
n∑
i=1
(−x2i,i+2µ2pieγE)2
2
)
. (G.93)
The remaining finite piece is
〈Wn〉finite = −14
(
N
k
)2 1
4pi
∑
i>j>k
(
I
(a,f)
ijk + I
(b)
ijk
)
− n 2 ln(2)
 , (G.94)
where I(a,f)ijk , I
(b)
ijk are given by (G.88), (G.91) for the case i = k + 2, j = k + 1, k. All
other cases are treated purely numerically starting from (G.67).In particular Iaijk is not
divergent in this case and I(a,f)ijk = I
(a)
ijk in these cases.
These are the expressions that are used for the numerical evaluation of the finite
parts of the divergent diagrams.
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G.6 Generation of Kinematical Configurations
A set of n light-like vectors pµi satisfying momentum conservation, i.e. p2i = 0 and∑
pµi = 0, can easily be generated by choosing the p0i components of n − 3 vectors
and the angle θi between p1i = p0i cos θi, p2i = p0i sin θi. The remaining components are
then fixed. For n even it is possible to choose configurations, where all non-light-like
distances x2ij are space-like. For the numerical evaluation we make use of this type of
configurations, such that all integrals are real.
The configurations used for the results shown in fig. 6.8 are obtained by con-
tinuously deforming two angles θi, leading to conformally non-equivalent kinematical
configurations. We use the angles
θi(a) := pi
{16
9 a,
13
9 ,
5
3a,
13
8 ,
19
14 , 1
}
(G.95)
and choose pµ=0i = {1,−3, 4}, the remaining components are then fixed. The parameter
a is chosen between a = 1 and a = 1.2 in steps of 0.01.
Appendix H
Details of the Three-Point Function
Calculation
H.1 Some Properties of Gegenbauer Polynomials
The Gegenbauer polynomials Cνj (x) are polynomials of degree j in the variable x and
are solutions of the Gegenbauer differential equation, which is of second order and
depends on the parameter ν. The Gegenbauer polynomials satisfy the orthogonality
relation∫ 1
−1
(1− y2)ν− 12Cνj (y)Cνk (y) = δjk21−2νpi
Γ(j + 2ν)
Γ2(ν)Γ(j + 1)(j + ν) = N(j, ν)δjk . (H.1)
One can directly find a representation for the coefficients related to the Gegenbauer
polynomials by
(∂ˆa + ∂ˆb)jCνj
 ∂ˆa − ∂ˆb
∂ˆa + ∂ˆb
 = j∑
k=0
aνjk∂ˆ
k
a ∂ˆ
j−k
b = (∂ˆa + ∂ˆb)j
j∑
k=0
cνjk
 ∂ˆa − ∂ˆa
∂ˆa + ∂ˆb
k (H.2)
and for ν = 1/2, 3/2 we have
a
1/2
jk = (−1)k
(
j
k
)(
j
k
)
, (H.3)
a
3/2
jk =
1
2(−1)
k(k + 1)
(
j + 1
k + 1
)(
j + 2
k + 1
)
,
clearly satisfying ajk = (−1)jaj,j−k. Of course the coefficient ajj coincides with the one
determined before. Useful identities are
j∑
k=0
(−1)j−ka3/2jk =
2(2j + 1)Γ(2j)
Γ(j)Γ(j + 1) , (H.4)
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j∑
k=0
(−1)j−ka1/2jk =
2Γ(2j)
Γ(j)Γ(j + 1) . (H.5)
The coefficient cλjj in the expansion Cνj (x) =
∑
k x
kcνjk is easy to deduce from a derivative
identity of the Gegenbauer polynomials
d
dx
Cλn(x) = 2λCλ+1n−1 , Cλ0 = 1 .
This leads to
dj
dxj
Cλj (x) = 2j
Γ(λ+ j)
Γ(λ) ⇒ c
λ
jj = 2j
Γ(λ+ j)
Γ(λ)Γ(j + 1) . (H.6)
H.1.1 Expansion of Gegenbauer Polynomials
The Gegenbauer Polynomials can be expanded with respect to their index using
∂
∂ρ
Cν+ρj (x)|ρ=0 = −2
j∑
k=0
dνjkC
ν
k (x) (H.7)
with coefficients
dνjk = −(1 + (−1)j−k)
k + ν
(j + k + 2ν)(j − k) for j > k , (H.8)
dνjj = −1/2
Γ(ν)
Γ(ν + j)
∂
∂ρ
(
Γ(ν + ρ+ j)
Γ(ν + ρ)
)
ρ=0
= 12(ψ(λ)− ψ(j + λ)) .
In d = 6, 4 we get
d
3/2
jj = −
1
2Hj+
1
2
− log(2) + 1 = 12 (Hj − 2H2j+1 + 2) , (H.9)
d
1/2
jj = −
1
2Hj−
1
2
− log(2) = 12 (Hj−1 − 2H2j−1) ,
where Hj+1/2 are harmonic numbers. One can reformulate the above equation using
Hj+1/2 = 2H2j+1 −Hj − 2 ln 2 . (H.10)
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H.2 Basis Integrals Solved by the IBP Method
We define the following set of integrals1
fmn(a1, a2, a3, a4, a5) =
∫ ddk, l
(2pi)2d
(kˆ)m(lˆ)n
k2a1(p+ k)2a2(l − k)2a3l2a4(p+ l)2a5 , (H.11)
where kˆ = zµkµ is the contraction with a light-like vector z2 = 0. The integral is sym-
metric under the simultaneous exchange (m, a1, a2)↔ (n, a4, a5). In particular in this
thesis we need fmn(1, 1, 1, 1, 1) and fj0(2, 1, 1, 1, 1). Since the momentum dependence
is the same everywhere we define cmn by stripping off the equal coefficients
fmn(a1, a2, a3, a4, a5) = cmn(a1, a2, a3, a4, a5)
(pˆ)m+n
(−p2)
∑
i
ai−d
1
(4pi)d . (H.12)
H.2.1 Bubble Integrals
The integrals (H.11) with one argument set to zero are easy to solve and are the building
blocks of fmn(1, 1, 1, 1, 1) after using the IBP method. We have
fmn(a1, a2, 0, a4, a5) = (−1)
∑
i
aibm(a1, a2)bn(a4, a5)
(pˆ)m+n
(−p2)
∑
i
ai−d (H.13)
and
fmn(a1, a2, a3, a4, 0) = (−1)n(−1)
∑
i
aibn(a4, a3)bm+n(a1 + a3 + a4− d2 , a2)
(pˆ)m+n
(−p2)
∑
i
ai−d .
By the symmetry of the integral (H.11) (m, a1, a2)↔ (n, a4, a5) we also know
fmn(a1, 0, a3, a4, a5) = fnm(a4, a5, a3, a1, 0) . (H.14)
Furthermore, we have
fmn(a1, a2, a3, 0, a5) = (−1)
∑
i
ai
(pˆ)n+m
(−p2)
∑
i
ai−d
n∑
j=0
n−j∑
i=0
(
n
j
)(
n− j
i
)
(−1)n
bn−j(a5, a3)bm+n−i−j(a1, a2 + a3 + a5 − d2) (H.15)
and fmn(0, a2, a3, a4, a5) is related to this integral by the symmetry (m, a1, a2) ↔
(n, a4, a5). We can perform the sum over i by using (H.40) and find
fmn(a1, a2, a3, 0, a5) =
(pˆ)n+m
(−p2)
∑
i
ai−d
Γ(a1 −m)Γ(a1 + a2 + a3 + a5 − d)
Γ(a1)Γ(a1 + a2 + a3 + a5 − d−m) (H.16)
n∑
j=0
(
n
j
)
(−1)m+n−jbj(a5, a3)bj(a2 + a3 + a5 − d2 , a1 −m) .
The sum can be performed using Mathematica in terms of generalised hypergeometric
functions
1These integrals were considered before in [323].
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H.2.2 Integrals fmn(1, 1, 1, 1, 1)
First we would like to solve the integral fmn(1, 1, 1, 1, 1), given through the definition
fmn(a1, a2, a3, a4, a5) =
∫
ddk, l
(kˆ)m(lˆ)n
k2a1(p+ k)2a2(k − l)2a3l2a4(p+ l)2a5︸ ︷︷ ︸
iˆmn(....)
. (H.17)
The integral is symmetric under simultaneous exchange of {m, a1, a2} ↔ {n, a4, a5}
and can be solved by using the IBP method, i.e. using the fact that - with suitable
boundary conditions - the divergence of the integral vanishes.∫ ∂
∂kµ
(vµ iˆmn(1, 1, 1, 1, 1)) = 0 . (H.18)
Evaluating the differentiation explicitly we find
0 =
(
∂
∂kµ
vµ
)
fmn +
∫
iˆmn(1, 1, 1, 1, 1)
(
−2k · v
k2
− 2(p+ k) · v(p+ k)2 +
2(l − k) · v
(l − k)2
)
+m
∫
vˆ iˆm−1,n(1, 1, 1, 1, 1) .
Choosing vµ = kµ, zµ, pµ etc. one finds several relations between the integrals with
different indices. These relations contain simpler integrals, that can be explicitly solved.
The last term provides recursions in m,n.
In the following, we will use the convention, that all arguments of fmn are 1 if not
explicitly specified, i.e. fmn := fmn(1, 1, 1, 1, 1).
We start by choosing vµ = (l − k)µ, which yields the equation
0 =− d fmn +
∫
iˆmn
(
−2k · (l − k)
k2
− 2(p+ k) · (l − k)(p+ k)2 + 2
)
(H.19)
−mfmn +mfm−1,n+1 .
The term in the brackets can be rewritten by simply using
−2k · (l − k) = (l − k)2 + k2 − l2, (H.20)
−2(p+ k) · (l − k) = (l − k)2 + (k + p)2 − (l + p)2
and thus we get we can write this as
(d+m− 4)fmn = bubbles(m,n) +mfm−1,n+1 , (H.21)
where we abbreviate the known integrals as
bubbles(m,n) = fmn(2, 1, 0, 1, 1)− fmn(2, 1, 1, 0, 1) (H.22)
+ fmn(1, 2, 0, 1, 1)− fmn(1, 2, 1, 1, 0) .
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We can actually solve for all integrals by writing down (H.21) for m = n + 1 and
n = m− 1, i.e.
(d+ (n+ 1)− 4)fn+1,m−1 = bubbles(n+ 1,m− 1) + (n+ 1) fnm (H.23)
and using fmn(1, 1, 1, 1, 1) = fnm(1, 1, 1, 1, 1). Solving (H.23) for fn+1,m−1 and inserting
it into (H.21) we get fnm in terms of known integrals:
fmn(1, 1, 1, 1, 1) =
(n+ d− 3)bubbles(m,n) +mbubbles(n+ 1,m− 1)
(d− 4)(d− 3 +m+ n) . (H.24)
Note, that the coefficient on the left-hand side is of order  in d = 4−2. All appearing
integrals were solved in section H.2.1.
H.2.3 f00(1, 1, 1, 1, 1) in d = 4
The recursion has been solved in (H.24) and b(m,n) is given in (H.22). For n = m = 0
we have
f00(1, 1, 1, 1, 1) =
bubbles(0, 0)
(d− 4) . (H.25)
The bubbles then read
bubbles(0, 0) = 2b0(1, 1) (b0(3− d/2, 2)− b0(2, 1)) (H.26)
and we would now like to investigate the case d = 4− 2. Furthermore, we have
(b0(3− d/2, 2)− b0(2, 1)) = − i(4pi)2 6ζ(3)
2 +O(3) (H.27)
and thus
bubbles(0, 0) = 2(4pi)4 6ζ(3)+O(
2) , (H.28)
which leads to
f00(1, 1, 1, 1, 1) = − 1(4pi)4 6ζ(3) +O() . (H.29)
H.2.4 Integral fnm(2, 1, 1, 1, 1)
For the three-point function calculation we need the integral
fj,0(2, 1, 1, 1, 1) =
∫ ddk, l
(2pi)2d
(kˆ)j
k4(p+ k)2(l − k)2l2(p+ l)2 . (H.30)
Using the IBP method, just as in section H.2.2 for fmn(1, 1, 1, 1, 1), we find
(d− 5 +m)fm,n(2, 1, 1, 1, 1) = mfm−1,n+1(2, 1, 1, 1, 1) + bubbles2(m,n) , (H.31)
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where
bubbles2(m,n) = 2fmn(3, 1, 0, 1, 1)− 2fmn(3, 1, 1, 0, 1) (H.32)
+ fmn(2, 2, 0, 1, 1)− fmn(2, 2, 1, 1, 0)
and all these integrals are solved in the following section. Thus we can obtain fmn
recursively from (H.31), the recursion ends at f0,m+n and
f0,m+n(2, 1, 1, 1, 1) =
1
d− 5bubbles2(0,m+ n) . (H.33)
Note that the recursion for f1,j takes the form
f1,j−1(2, 1, 1, 1, 1) = (f0,j(2, 1, 1, 1, 1) + bubbles2(1, j − 1)) /(−2) . (H.34)
H.2.5 A Useful Relation between Euler Beta-Functions
For the Euler Beta-function defined as
B(x, y) = Γ(x)Γ(y)Γ(x+ y) , (H.35)
a useful relation can be derived
j∑
n=0
(
j
n
)
(−1)nB(n+ x, y) = B(j + y, x) . (H.36)
Proof by induction j → j + 1
It is easy to show that
B(y + j + 1, x) = B(y + j, x)−
j∑
n=0
(−1)n
(
j
n
)
B(x+ n+ 1, y) . (H.37)
Using (H.36) for the first term on the right-hand side of (H.37) we get
j∑
n=0
(−1)n
(
j
n
)
B(x+ n, y)−
j∑
n=0
(−1)n
(
j
n
)
B(x+ n+ 1, y) (H.38)
=
j∑
n=0
(−1)n
(
j
n
)
B(x+ n, y)−
j+1∑
n=1
(−1)n−1
(
j
n− 1
)
B(x+ n, y)
=
j∑
n=1
(−1)n
((
j
n
)
+
(
j
n− 1
))
B(x+ n, y)
+
(
j + 1
0
)
B(x, y) + (−1)j+1
(
j + 1
j + 1
)
B(x+ j + 1, y)
=
j+1∑
n=0
(−1)n
(
j + 1
n
)
B(x+ n, y)
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and thus we have shown that the formula is valid for j + 1 by using it for j. This
completes the proof by induction2.
Application to bubble integrals
We can use (H.36) for simplifying sums as
(−1)j
j∑
n=0
(
j
n
)
bn(x, y) = bj(y, x) (H.39)
or by letting x→ x−m, which is equivalent to bn → (−1)mbn+m we get
(−1)j+m
j∑
n=0
(
j
n
)
bn+m(x, y) = bj(y, x−m)Γ(x−m)Γ(x+ y − d/2)Γ(x)Γ(x+ y −m− d/2) . (H.40)
H.3 Form of Twist-Two Operators with Exactly One
Gauge Field
Here we deduce a form of the operator (7.10) with exactly one covariant derivative.
The gauge field can appear in any of the derivatives in (7.10) and therefore
OˆAj =
j−1∑
k=1
a
1/2
jk Tr
( k∑
m=1
∂ˆm−1
(
−i[Aˆ, ∂ˆk−mφ12]
)
∂ˆj−kφ12 (H.41)
+
j−k∑
m=1
∂ˆkφ12∂ˆm−1
(
−i[Aˆ, ∂ˆj−k−mφ12]
) )
+(a1/2j0 + a
1/2
jj )
j−1∑
m=0
Tr
(
∂ˆm
(
−i[Aˆ, ∂ˆj−m−1φ12]
)
φ12
)
.
Taking the trace we can write this as
OˆAj =
1
2f
abc
j−1∑
k=1
a
1/2
jk
( k∑
m=1
∂ˆm−1
(
Aˆa∂ˆk−mφ12,b
)
∂ˆj−kφ12,c (H.42)
+
j−k∑
m=1
∂ˆm−1
(
Aˆa∂ˆj−k−mφ12,b
)
∂ˆkφ12,c
)
+12f
abc(a1/2j0 + a
1/2
jj )
j−1∑
m=0
∂ˆm
(
Aˆa∂ˆj−m−1φ12,b
)
φ12,c .
Using a1/2jk = (−1)ja1/2j,j−k we find
OˆAj =
1
2f
abc
(
1 + (−1)j
)( j∑
k=1
a
1/2
jk
k∑
m=1
∂ˆm−1
(
Aˆa∂ˆk−mφ12,b
)
∂ˆj−kφ12,c
)
2I am grateful to Martin Heinze for a discussion on this subject and suggesting the idea for working
out the last and most important steps to the proof by induction.
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and rewriting the derivative ∂ˆm−1 as a binomial sum
OˆAj =
1
2f
abc
(
1 + (−1)j
) j∑
k=1
a
1/2
jk
k∑
m=1
m−1∑
i=0
(
m− 1
i
)
∂ˆiAˆa∂ˆk−1−iφ12,b∂ˆj−kφ12,c
 .
We can furthermore rewrite the summation
k∑
m=1
m−1∑
i=0
(
m− 1
i
)
∂ˆiAˆa∂ˆk−1−iφ12,b =
k∑
m=1
(
k
m
)
∂ˆm−1Aˆa∂ˆk−mφ12,b ,
such that we get
OˆAj =
1
2f
abc
(
1 + (−1)j
) j∑
k=1
a
1/2
jk
k∑
m=1
(
k
m
)
∂ˆm−1Aˆa∂ˆk−mφ12,b∂ˆj−kφ12,c
 . (H.43)
This is the form of the operator, that we will insert in the perturbative calculations.
H.4 Integral over Conformal Structure of the Three-
Point Correlator
We assume a general exponent θ and j even, to solve the integral∫
ddx3
(Yˆ12,3)j
((−x213)(−x223))θ/2
(H.44)
=
j∑
k=0
(
j
k
)
(−1)k
∫
ddx3
(xˆ13)k(xˆ23)j−k
(−x213)θ/2+k(−x223)θ/2+j−k
= 2−j
∑
k
(
j
k
)
(−1)k Γ(θ/2)Γ(θ/2)Γ(θ/2 + k)Γ(θ/2 + j − k) ∂ˆ
k
1 ∂ˆ
j−k
2
∫
ddx3
1
((−x213)(−x223))θ/2
= −i2−j∑
k
(
j
k
)
(−1)k Γ((d− θ)/2)
2Γ(θ − d/2)pid/2
Γ(θ/2 + k)Γ(θ/2 + j − k)Γ(d− θ) ∂ˆ
k
1 ∂ˆ
j−k
2
1
(−x212)θ−d/2
= −i(xˆ12)
jΓ(θ − d/2 + j)
(−x212)θ−d/2+j
Γ((d− θ)/2)2
Γ(d− θ)pi− d2
∑
k
(
j
k
)
1
Γ(θ/2 + k)Γ(θ/2 + j − k)
= −i (xˆ12)
j
(−x212)θ−d/2+j
Γ(θ − d/2 + j)Γ((d− θ)/2)2Γ
(
1
2(2j + θ − 1)
)
Γ(d− θ)Γ
(
j + θ2
)
Γ(j + θ − 1)
2θ+2j−2
pi
1
2− d2
,
where we used the x-space version (A.22) of the bubble integral.
H.5 Details of the Tree-Level Two-Point Function
Calculation
In the following, we suppress the gauge group indices and the trace over the gauge
group, such that the calculation is also valid for other scalar theories in general dimen-
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sion, e.g. for (φ3)d=6 theory. Furthermore, we take general flavours I 6= J . I.e. the
operator under consideration is
Oˆtreej =
(
∂ˆa + ∂ˆb
)j
Cνj
 ∂ˆa − ∂ˆb
∂ˆa + ∂ˆb
(φI(xa)φ¯J(xb)) ∣∣∣∣
xa=xb
. (H.45)
We will take into account the gauge group factor at then end of the calculation when
specializing to the operators (7.16) in N = 4 SYM, where the corresponding flavours
are I = {12}, J = {34}.
The two-point functions of the operators (7.16) can straightforwardly be evaluated
using the Schwinger parametrisation3 of the scalar propagators (C.34)
〈φI(x1)φ¯J(x2)〉 = g2δIJ Γ(h− 1)4pih
1
(−x212)h−1
= δIJ 14pih
∫ ∞
0
dααh−2 exp(−α(−x212)) ,
(H.46)
where I and J denote the flavours of the fields.
〈Oˆj ˆ¯Ok〉 =
(
∂ˆa + ∂ˆb
)j
Cνj
 ∂ˆa − ∂ˆb
∂ˆa + ∂ˆb
(∂ˆc + ∂ˆd)k Cνk
 ∂ˆc − ∂ˆd
∂ˆc + ∂ˆd
 〈(φIaφ¯Jb )(φ¯IcφJd )〉∣∣∣∣
a=b,c=d
=
(
∂ˆa + ∂ˆb
)j
Cνj
 ∂ˆa − ∂ˆb
∂ˆa + ∂ˆb
(∂ˆc + ∂ˆd)k Cνk
 ∂ˆc − ∂ˆd
∂ˆc + ∂ˆd
 1
(4pih)2
g4Γ(h− 1)2
((−x2ac)(−x2bd))h−1
∣∣∣∣
a=b,c=d
,
where φa ≡ φ(xa). Due to ∂ˆaxˆab = z2 = 0, we have
(∂ˆa)k exp(αx2ac) = 2k(α)k(xˆac)k exp(αx2ac) , (H.47)
(∂ˆc)k exp(αx2ac) = 2k(−α)k(xˆac)k exp(αx2ac) .
Thus we have
〈Oˆj ˆ¯Ok〉 = g4(−1)k(2)j+k(xˆ12)j+k
∫ dαdβ
(4pih)2 (αβ)
h−2 (α + β)j+k (H.48)
× Cνj
(
α− β
α + β
)
Cνk
(
α− β
α + β
)
exp((α + β)x212)
Substituting y = α−β
α+β and α + β = z (Jacobian =
z
2), we get
〈Oˆj ˆ¯Ok〉 = g4(−1)k(2)j+k23−2h (xˆ12)
j+k
(4pih)2 (H.49)∫ ∞
0
dzz2h−4+j+k+1 exp(zx212)
∫ 1
−1
(1− y2)h−3/2− 12Cνj (y)Cνk (y) .
3Formally, this is valid in the euclidean regime x212 < 0.
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Using (H.46) and (H.1) we thus get
〈Oˆj ˆ¯Ok〉 = g4δjk22j+3−2h+1−2ν 1(4pih)2
pi
Γ2(ν)
Γ(2j + 2ν + 1)Γ(j + 2ν)
Γ(j + 1)(j + ν)
(xˆ12)2j
(−x212)2j+2ν+1
(H.50)
for integer4 d, such that ν = (d− 3)/2. For d = 2h = 6 and I 6= J
〈Oˆj ˆ¯Ok〉d=6 = g4δjk(−1)k 2
2j−2
(4pi3)2 (j + 1)(j + 2)Γ(2j + 3)
(xˆ12)2j
(−x212)2j+4
. (H.51)
Specialising to N = 4 SYM in d = 2h = 4, we have to take into account a factor of
δaa/4 from the traces Tr (T aT b) = 12δ
ab and another factor of 2, since we have two
possible identical (for j even) contractions (due to φ¯34 = φ12)
〈Oˆj ˆ¯Ok〉d=4 = g4δjkδaa 2
2j−1
(4pi2)2 Γ(2j + 1)
(xˆ12)2j
(−x212)2j+2
. (H.52)
These results were derived in a similar way in [122]. We generalise this calculation in
section H.6.1.
H.6 Integrals with Gegenbauer Polynomials
H.6.1 Two-Point Function with Two Different Propagators
The following formula is useful, when evaluating the contractions of two (possibly
different) propagators Gτ , Gσ. We would like to evaluate
I i,jσ,τ = DiabD
j
cd (Gτ (xac)Gσ(xbd) +Gσ(xac)Gτ (xbd)) , (H.53)
where
Diab = (∂ˆa + ∂ˆb)iCνi
 ∂ˆa − ∂ˆb
∂ˆa + ∂ˆb
 (H.54)
parametrises the operators in the Gegenbauer representation. The expression arises
in the contribution to the two-point function when using general propagators in the
Schwinger representation
Gτ (xac) = gτ
Γ(τ)
(−x2ac)τ
= gτ
∫ ∞
0
dαατ−1 exp(αx2ac) , (H.55)
Gσ(xac) = gσ
Γ(σ)
(−x2ac)σ
= gσ
∫ ∞
0
dββσ−1 exp(βx2ac) .
4As we will see later in d = 4−2 the correlators defined in terms of Gegenbauer polynomials have
non-vanishing non-diagonal contributions.
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Then we can write
I i,jσ,τ = gτgσ2i+j(−1)jxˆi+j12
∫
dαdβ(α + β)i+j
(
ατ−1βσ−1 + ασ−1βτ−1
)
(H.56)
×Cνi Cνj
(
α− β
α + β
)
exp((α + β)x212) .
Using Cνj (−x) = (−1)jCj(x) and exchanging α ↔ β in the second expression in the
brackets we find
I i,jσ,τ = gτgσ2i+j(−1)jxˆi+j12 (1 + (−1)i+j)
∫
dαdβ(α + β)i+jατ−1βσ−1 (H.57)
×Cνi Cνj
(
α− β
α + β
)
exp((α + β)x212) .
Changing variables to z = α + β and y = (α− β)/(α + β) with Jacobian z/2 we find
I i,jσ,τ = gτgσ2i+j+1−τ−σ(−1)jxˆi+j12 (1 + (−1)i+j)
∫ ∞
0
dzzi+j−1+τ+σ exp(zx212) (H.58)∫ 1
−1
dy(1 + y)τ−1(1− y)σ−1Cνi Cνj (y) .
Using the Schwinger parametrisation backwards leads to
I i,jσ,τ = gτgσ2i+j+1−τ−σ(−1)j(1 + (−1)i+j)
xˆi+j12 Γ(i+ j + τ + σ)
(−x212)i+j+τ+σ
(H.59)∫ 1
−1
dy(1 + y)τ−1(1− y)σ−1Cνi (y)Cνj (y) .
H.6.2 Two-Point Function at Tree-Level including O() Terms
We can extract the tree-level two-point function by using section H.6.1 for two identical
propagators with σ = τ = h − 1 = 2 −  as well as gτ = gσ = 1/4pih. The trace
normalisation yields an additional factor of 1/4. Then we have (H.59)
〈Oˆi(x1) ¯ˆOj(x2)〉 = g
4δaa
4
(−1)i
(4pih)2 2
i+j+3−d(1 + (−1)i+j) xˆ
i+j
12 Γ(i+ j + 2h− 2)
(−x212)i+j+2h−2
(H.60)∫ 1
−1
dy(1− y2)1−Cνi (y)Cνj (y) .
The integral is solved in H.6.3 and we have∫ 1
−1
dy(1− y2)1−Cνi (y)Cνj (y) = δijN(j)− Iij , (H.61)
where N(j) is given in (H.1), Iij in (H.67) and the tree-level contribution thus yields
(H.52), since Iij = 0 for i+ j = uneven.
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Diagonal contribution
For i = j we have
〈Oˆj(x1) ¯ˆOj(x2)〉 = g4δaa 2
2j−2
(2pi)dΓ(2j + 2h− 2)
xˆi+j12
(−x212)i+j+2h−2
(
N(j, 1/2)− I1/2jj
)
,
(H.62)
where N(j, 1/2) = 2/(2j + 1) is given in (H.64) and I1/2jj in (H.68). Expanding the Γ
function we get
〈Oˆj(x1) ¯ˆOj(x2)〉 = g4δaa 2
2j−1
(2pi)dΓ(2j + 1)
(xˆ12)i+j
(−x212)i+j+2h−2
(H.63)(
1 + 2
(
2H2j−1 −H2j+1 −Hj −Hj−1 + 12j + 1 − log(2) + γE
))
.
H.6.3 Integral Iij
The orthogonality relation of the Gegenbauer polynomials with arbitrary ν > −1/2 is
∫ 1
−1
(1− y2)ν− 12Cνj (y)Cνk (y) = δjk21−2νpi
Γ(j + 2ν)
Γ2(ν)Γ(j + 1)(j + ν) = δjkN(j, ν) . (H.64)
However, we calculate the correlators in d = 6 − 2 dimensions, but with fixed index
ν ≡ 3/2 of the Gegenbauer polynomials. Thus in the evaluation of the tree-level
correlator with Schwinger parameters we get the expression
∫ 1
−1
(1− y2)ν′−− 12Cν′j (y)Cν
′
k (y) =
∫ 1
−1
(1− y2)ν′−1/2Cν′j (y)Cν
′
k (y) (H.65)
− 
∫ 1
−1
(1− y2)ν′−1/2 log(1− y2)Cν′j (y)Cν
′
k (y) .
which is non-diagonal at order O(). This integral is easy to evaluate by using the
expansion of the Gegenbauer polynomials w.r.t. their index
Cν−j (x) = Cνj (x) + 
2 j∑
k=0
dνjkC
ν
k (x)
 (H.66)
with dνjk as given in (H.8), also including a djj term.
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Explicit solution for d = 4
Then, by using the exact expression (H.64) for ν = 1/2 − , expanding the indices in
C
1/2−
j w.r.t.  and comparing the order  terms we find
I
1/2
ij =
∫ 1
−1
dy log(1− y2)C1/2i C1/2j = (H.67)
= 2
(
d
1/2
ij N(j, ν =
1
2) + d
1/2
ji N(k, ν =
1
2)
)
− δijN(j, ν = 12 − )
∣∣∣∣

= 4
(
d
1/2
ij
1
(2j + 1) + d
3/2
ji
1
(2i+ 1)
)
− δij 2
2pi
Γ2(1/2− )
Γ(j + 1− 2)
Γ(j + 1)(j + 1/2− )
∣∣∣∣

.
Also note that dij = 0 for j > i, such that only both terms are present when i = j,
then we have
I
1/2
jj = −
4
(2j + 1)
(
Hj− 12 −Hj +
1
2j + 1 + log(2)
)
(H.68)
= −2N(j, 1/2)
(
−Hj−1 −Hj + 2H2j−1 + 12j + 1 − log(2)
)
.
Note that here we also had to take into account the d1/2jj terms and in the last line we
used the identity (H.10).
H.7 Two-Point Correlator at One Loop
H.7.1 Diagram 7.4a
For the self-energy diagrams we do not have to take into account the gauge fields from
the covariant derivative and can thus start again from the tree-level operator (7.16).
Taking into account a factor of 1/4 from the trace over the gauge group as well as the
fact that we have two identical contractions (for i + j even, otherwise the correlator
vanishes anyways) we find
〈Oˆi(x1) ˆ¯Oj(x2)〉(7.4a) = 214D
i
abD
j
cd (Gσ(xac)Gτ (xbd) +Gτ (xac)Gσ(xbd))
∣∣∣∣
xa=xb,xc=xd
= 12δ
aaI i,jσ,τ (x12) ,
where I i,jσ,τ is given in (H.59) and here we have σ = 2h− 3, τ = h− 1 and
gσ = −12
g4N
(4pih)2
Γ(h− 1)2Γ(2− h)
Γ(2h− 2)Γ(3− h) , gτ =
g2
4pih .
Then for i = j the full correlator reads
〈Oˆj(x1) ˆ¯Oj(x2)〉(7.4a) = g6Nδaagτgσ22j−3h+5Γ(2j + 3h− 4)
(
N(j, 1/2)− 32I
1/2
jj
) (xˆ12)2j
(−x212)2j+3h−4
.
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Expanding the prefactor in  we find
〈Oˆj(x1) ˆ¯Oj(x2)〉(7.4a) = g
6Nδaa22j−2Γ(2j + 2)
(2pi)3h
(
−1

− 2 + 3H2j+1 − 3γE
)
× (H.69)
×
(
N(j, 1/2)− 32I
1/2
jj
) (xˆ12)2j
(−x212)2j+3h−4
,
where N(j, 1/2) = 2/(2j + 1) is given in (H.64) and I1/2jj in (H.68).
Divergent part
Taking into account the normalisation N(j, 1/2), see (H.1) , the leading divergent term
reads
〈Oˆj(x1) ˆ¯Oj(x2)〉(7.4a) = −g6Nδaa1

22j−7
pi6
Γ(2j + 1) (xˆ12)
2j
(−x212)2j+2
= −g2N 1

1
4pi2 〈Oˆj
ˆ¯Oj〉(0) +O(0) ,
where we have taken into account the tree-level correlator (H.52) in the last equality.
Thus the contribution to the anomalous dimension is
γ
(7.4a)
j =
g2N
4pi2 . (H.70)
H.7.2 Diagram 7.4b
Using the Feynman rules for the scalar gluon vertex (C.35), taking into account that
there are four possible contractions as well as the colour factors
Tr (T aT b)Tr (T cT d)facef bde = 14Nδ
aa ,
letting l→ −l, k → −k and introducing two binomial sums, we find
〈Oˆj(p) ¯ˆOj(−p)〉(7.4b) = i(i)2j g
6
2 Nδ
aa
j∑
k,k′=0
a
1/2
jk a
1/2
jk′
k∑
n=0
k′∑
m=0
(
k
n
)(
k′
m
)
(−1)−k−k′
(pˆ)n+m
∫ ddk, l
(2pi)2d
(kˆ)j−n(lˆ)j−m(l + k + 2p) · (l + k)
k2(p+ k)2(l − k)2l2(l + p)2 . (H.71)
Using the basic integral (H.11) and (l+ k + 2p) · (l+ k) = −2p2 − (l− k)2 + k2 + (k +
p)2 + l2 + (l + p)2 we can rewrite this as
〈Oˆj(p) ¯ˆOj(−p)〉(7.4b) = i(i)2j g
6
2 Nδ
aa
j∑
k,k′=0
a
1/2
jk a
1/2
jk′
k∑
n=0
k′∑
m=0
(
k
n
)(
k′
m
)
(−1)−k−k′
1
(4pi)d
(pˆ)2j
(p2)4−d
(
− 2cj−n,j−m(1, 1, 1, 1, 1)− cj−n,j−m(1, 1, 0, 1, 1)
+cj−n,j−m(0, 1, 1, 1, 1) + cj−n,j−m(1, 0, 1, 1, 1)
+cj−n,j−m(1, 1, 1, 0, 1) + cj−n,j−m(1, 1, 1, 1, 0)
)
.
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These integrals have been solved in Appendix H.2. We define5
S7.4b[j] :=
j∑
k,k′=0
a
1/2
jk a
1/2
jk′
k∑
n=0
k′∑
m=0
(
k
n
)(
k′
m
)
(−1)−k−k′ (H.72)
(
− cj−n,j−m(1, 1, 0, 1, 1) + cj−n,j−m(0, 1, 1, 1, 1) + cj−n,j−m(1, 0, 1, 1, 1)
+ cj−n,j−m(1, 1, 1, 0, 1) + cj−n,j−m(1, 1, 1, 1, 0)
)
. (H.73)
Extracting only the 1/2 term, we find (the sum over the first term appears to be zero
and would cancel with the four-scalar diagram anyways)
S7.4b[j] = − 1
2
2
(2j + 1)(j + 1) +O
(1

)
(H.74)
and thus have
〈Oˆj(p) ¯ˆOj(−p)〉(7.4b) = −i(i)2jg6 2Nδ
aa
pi4
(pˆ)2j
(p2)4−d
1
2
(
2−9
(2j + 1)(j + 1)
)
.
Fourier transformation (A.16) to position space yields, using 1/Γ(4− d) = 2+O(2),
〈Oˆj(x1) ¯ˆOj(x2)〉(7.4b) = g6Nδaa1

22j−7
pi6
Γ(3h− 4 + j) (xˆ12)
2j
(x212)3h−4+j
(H.75)
= g6Nδaa1

Γ(2j + 1)
(j + 1)
22j−3
(4pi2)2
1
pi2
(xˆ12)2j
(x212)2+2j
=
(
1

g2N
4pi2
1
(j + 1)
)
〈Oˆj ¯ˆOj〉(0) ,
where the tree-level correlator (H.52) was used. Thus, the contribution to the anoma-
lous dimension is
γ
(7.4b)
j = −
g2N
4pi2
1
(j + 1) . (H.76)
H.7.3 Diagram 7.4c
After introducing a binomial sum, the four-scalar diagram reads
〈Oj=0(p)O¯j=0(−p)〉7.4c (H.77)
= (g2)4(i)4 i1!
(
− 12g2f
gbaf gab
)
i2j
∫ ddl pˆk(pˆ− lˆ)j−k
l2(p− l)2
2
= ig6Nδ
aa
2
pˆ2j
(p2)4−d
1
(4pi)d
j∑
k=0
ajkajk′(−1)−k−k′
k,k′∑
n,m
(
k
n
)(
k′
m
)
cj−n,j−m(1, 1, 0, 1, 1) .
The sum can be solved using (H.40). The diagram does however cancel with the
corresponding term in the kite diagram, so no further investigation is necessary.
5cnm(1, 1, 1, 1, 1) is O(1) and can be neglected completely for this analysis, since the Fourier trans-
formation yields another factor of  such that the x-space expression is O().
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H.7.4 Cancellation of Four-Scalar Interaction Diagram
Taking into account the cancellation of the four-scalar diagram and the fact, that the
first term in (H.72) is of order  after Fourier transformation and can be completely
neglected, we have
〈Oˆj(p) ¯ˆOj(−p)〉7.4b+7.4c = i(i)2j g
6
2 Nδ
aa 1
(4pi)d
(pˆ)2j
(p2)4−dS[j]
7.4b+7.4c ,
where we defined
S[j]7.4b+7.4c : =
j∑
k,k′=0
a
1/2
jk a
1/2
jk′
k∑
n=0
k′∑
m=0
(
k
n
)(
k′
m
)
(−1)−k−k′ (H.78)
(
cj−n,j−m(0, 1, 1, 1, 1) + cj−n,j−m(1, 0, 1, 1, 1)
+cj−n,j−m(1, 1, 1, 0, 1) + cj−n,j−m(1, 1, 1, 1, 0)
)
.
Fourier transformation yields
〈Oˆj(p) ¯ˆOj(−p)〉7.4b+7.4c = −g6Nδaa22j−9 1
pi3h
Γ
(
3d
2 + 2j − 4
)
Γ(4− d)
(xˆ12)2j
(−x212)3d/2−4+2j
S[j]7.4b+7.4c .
(H.79)
H.7.5 Diagram 7.4d
We have also calculated this diagram in x-space as a comparison, which is actually
somewhat simpler, since we can perform the integral in x-space. In momentum space
the diagram reads
〈Oˆj(p) ¯ˆOj(−p)〉(7.4d) = 2〈OˆAj (p) ¯ˆOfreej (−p)〉 = g62i2j+1Nδaa
pˆ2j
(−p2)4−dS
(7.4d)[j] , (H.80)
where
S(7.4d)[j] =
j∑
k=1,k′=0
k∑
m=1
m−1∑
n=0
(
k
m
)(
m− 1
n
)
a
1/2
jk a
1/2
jk′ (H.81)
(−1)m+k′
(
bj−k+n − bj−k+n+1
) k+k′−m∑
p
(
k + k′ −m
p
)
b2j−p(3− h, 1)
− (−1)m+k′
(
bk−m+n − bk−m+n+1
) 2j−k−k′−m∑
p
(
2j − k − k′
p
)
b2j−p(3− h, 1) .
We can solve the last binomial sum using (H.40). Fourier transformation yields
〈Oˆj(p) ¯ˆOj(−p)〉(7.4d) = −g4δaa22d+2j−7 g
2N
pih
Γ
(
3d
2 + 2j − 4
)
Γ(4− d)
(xˆ12)2j
(−x212)3d/2−4+2j
S(7.4d)[j] .
(H.82)
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Leading divergent term
The leading divergent term in the sum is
S(7.4d)[j] = 1
2
1
2
1
2j + 1
(
2Hj +
1
j + 1 − 1
)
1
(4pi)d +O(
−1) (H.83)
and therefore
〈OˆAj (x1) ¯ˆOfreej (x2)〉7.4d = −
g6Nδaa

(
2Hj +
1
(j + 1) − 1
)
22j−7Γ(2j + 1)
pi6
(xˆ12)2j
(−x212)2+2j
+O(0)
=
(
−1

g2N
4pi2
(
2Hj +
1
(j + 1) − 1
))
〈Oˆj ¯ˆOj〉(0) .
Thus the contribution to the anomalous dimension is
γ7.4dj =
g2N
4pi2
(
2Hj +
1
(j + 1) − 1
)
. (H.84)
H.7.6 Diagram 7.4e
We consider the tree-level contraction of two operators OˆAj as given by (H.43)
〈Oˆj ¯ˆOj〉7.4e = 〈OˆAj ¯ˆOAj 〉 =
1
4f
abcfdef
(
1 + (−1)j
)2 j∑
k,k′=1
a
1/2
jk a
1/2
jk′
k,k′∑
m,m′=1
(
k
m
)(
k′
m′
)
〈∂ˆm−1Aˆa∂ˆm′−1Aˆd〉〈∂ˆk−mφ12,b∂ˆj−kφ12,c∂ˆk′−m′φ¯12,e∂ˆj−k′φ¯12,f〉 .
In Feynman-gauge we have
〈AˆaAˆd〉 = −zµzν〈AaµAdν〉 = z2
Γ(h− 1)δad
4pih(−x212)h−1
= 0 , (H.85)
since z2 = 0 and thus the diagram is zero in Feynman gauge.
H.8 Tree-Level Three-Point Function in the Limit
x2 →∞
The 3-point correlator 〈OO˜Oˆj〉 simplifies considerably in the limit x2 → ∞. We will
now explicitly evaluate the correlation function in this limit in order to extract the
structure constant COO˜j. Using the representation (7.14) and ajk = (−1)jaj,j−k we
have
〈O(x1)O˜(x2)Oˆj(x3)〉 = g
6δaa
8
Γ(h− 1)3
(4pih)3
1
(−x212)h−1
(H.86)
j∑
k=0
aνjk
(
∂ˆk3
1
(−x213)h−1
∂ˆj−k3
1
(−x223)h−1
+ ∂ˆk3
1
(−x223)h−1
∂ˆj−k3
1
(−x213)h−1
)
.
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∂ˆk ∂ˆj−k
x1 x2
x3
Figure H.1: 3-point function at tree-level
Multiplying this with the factors of x213 and x223 as given in (7.4) and taking the limit
x2 →∞ it is easy to see that the right-hand side can only be produced by the term in
which all derivatives act on x213, i.e.
lim
x2→∞
(−x212)h−1(−x223)h−1〈OO˜Oˆj〉 =
g6δaa
8
Γ(h− 1)3
(4pih)3
(
aνjj + aνj0
)
∂ˆj3
1
(−x213)h−1
. (H.87)
Taking j even and using aνjk = (−1)jaνj,j−k as well as
aνjj =
j∑
m=0
cνmj = C
ν
j (1) =
(
2ν − 1 + j
j
)
, ν = h− 3/2, (H.88)
performing the derivatives and setting ν = 1/2 we find
lim
x2→∞
(−x212)h−1(−x223)h−1〈OO˜Oˆj〉 (H.89)
= g6δaa2j−2 Γ(h− 1)
3
(4pih)3
Γ(j + h− 1)
Γ(h− 1)
(
2ν − 1 + j
j
)
(xˆ13)j
(−x213)j+h−1
.
Comparing with (7.4)
lim
x2→∞
(−x212)h−1(−x223)h−1〈OO˜Oˆj〉 = COO˜j
(xˆ13)j
(−x213)j+h−1
, (H.90)
we thus get
COO˜j = g6δaa2j−2
Γ(h− 1)2
(4pih)3 Γ(h+ j − 1)
(
2ν − 1 + j
j
)
. (H.91)
This expression is valid for a scalar theory in general integer dimension d, e.g. (φ3) -
theory in six dimensions, up to the factors of δaa/8 that is due to the trace over the
gauge group. For d = 4 we find
COO˜j = g6δaa
2j−8
pi6
Γ(j + 1) (H.92)
in agreement with (7.56).
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H.9 Anomalous Dimension from Three-Point Func-
tions
As a check of the relative factors and signs between the diagrams we read off the
anomalous dimension from the three-point function. After the cancellations between
diagrams 7.7b, 7.7a, 7.7h, 7.7e resp. the cancellations between diagrams 7.7a, 7.7c,
7.7i, 7.7g as shown in section 7.6.3 resp. 7.6.4 the only divergent contributions that
remain are
〈OO˜Oˆj〉(1) = 12〈OO˜Oˆj〉
7.7b + 12〈OO˜Oˆj〉
7.7c + 〈OO˜Oˆj〉7.7k + 〈OO˜Oˆj〉7.7l + 〈OO˜Oˆj〉7.7d+7.7g
= 〈OO˜Oˆj〉7.7b + 2〈OO˜Oˆj〉7.7k + 〈OO˜Oˆj〉7.7d+7.7g +O(0) ,
where we used the symmetry of the diagrams under p→ −p for j even in the last step.
Using
c
1/2
jj = 21−j
Γ(2j)
Γ(j)Γ(j + 1) , bj(4− d/2, 1) = (−1)
ji
Γ(j)
Γ(j + 1)
1
(4pi)2 +O() ,
we find that the divergent part of (7.76) is
〈OO˜Oˆj〉7.7b = ijg8Nδaa1

Γ(2j)
Γ(j + 1)Γ(j + 1)
pˆj
(−p2)5−d
1
(4pi)d +O(
0) .
The divergent part of (7.75) is
〈OO˜Oˆj〉7.7d+7.7g = −ijg8Nδaa1

Γ(2j)
Γ(j + 1)Γ(j + 1)
1
(j + 1)
pˆj
(−p2)5−d
1
(4pi)d +O(
0) .
Furthermore, the divergent part of diagram 7.7k is
2〈OO˜Oˆj〉7.7k = ijg8Nδaa1

Γ(2j)
Γ(j + 1)Γ(j + 1) (Hj +Hj+1 − 1)
pˆj
(−p2)5−d
1
(4pi)d +O(
0) .
Summing up these contributions we find
〈OO˜Oˆj〉(1) = ijg8Nδaa Γ(2j)Γ(j + 1)Γ(j + 1)
(
Hj

)
pˆj
(−p2)5−d
1
(4pi)d +O(
0)
=
(
− g
2N
(4pi)h
4Hj

)
〈O(p)O(−p)O¯j(0)〉(0) +O(0)
=
−Z(1)j

 〈O(p)O¯(−p)O¯j(0)〉(0) +O(0) ,
where we used the tree-level three-point function (7.54) and can thus read off the
anomalous dimension
γ
(1)
j =
(
g2N
4pi2
)
2Hj , (H.93)
which is exactly what we expect and thus serves as a check for the relative factors of
the divergent diagrams.
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