Abstract. We propose an image-understanding algorithm for identifying and ranking regions of perceptually relevant content in digital
Introduction
The primary objective in developing algorithms for identifying regions of visual interest in digital images is to improve the sophistication of subsequent image processing applications. Different terminologies for regions of interest ͑ROI͒, such as main subject detection, object of interest ͑OOI͒, importance map, and region ranking map ͑RRM͒, are found to be used interchangeably in the literature. These algorithms can be utilized by printing companies, for example, to develop smart document rendering, where different regions could be rendered according to their visual significance and content. Furthermore, ROI algorithms can be employed at a preprocessing stage in adaptive compression and coding systems, where the compression quality of perceptually important regions should be higher than other regions ͑background͒ of the image. 1, 2 Other applications include content-based image retrieval, [3] [4] [5] image indexing 6 automatic image annotation, 7 region classification, 8 medical imaging, 9 and digital photo cropping. 10 Several techniques have been proposed in the literature to identify ROI, including human visual attention ͑VA͒ modeling and saliency map generation. Algorithms for extracting main objects in low-depth-of-field ͑DOF͒ images were proposed in Refs. 11 and 12. Low-DOF imaging primarily focuses on recognizing the main object in a scene by capturing its details and blurring the background. This draws human VA to the object in focus. 11, 12 Methods for detecting ROI in low-DOF images employ tools such as frequency-band filters and wavelet analysis. However, their performance is affected when background ͑blurred͒ regions have high-frequency texture, such as grass in outdoor images in which case background regions could be classified as parts of the OOI. Furthermore, such algorithms ignore the significance of other low-level vision features such as color and spatial position.
Algorithms for generating saliency maps that model human VA using low-level features are proposed in Refs. 13 and 14. Low resolution maps of color, intensity, and orientation combined into a master saliency map using different combination strategies have been studied in Ref. 15 , where methods based on linear combinations of learned weights yielded promising performance. Furthermore, other lowlevel features, such as edge information extracted using wavelets analysis, are used in salient ROI analysis. 16 Recent studies combined the detection of salient objects with image segmentation techniques by employing novel features, including multiscale contrast, center surrounding histogram, and color spatial distribution, 17 have been used for the generation of enhanced salient maps. 18 Furthermore, an algorithm for modeling saliency in digital images has been proposed by Judd et al. 19 where a comprehensive set of 33 low-level features and semantic clues were utilized. It is designed to simulate eye tracking, such as gaze-tracking paths and fixation locations. It was demonstrated on a test set of 100 images. A technique for extracting ROI at the time of image acquisition is proposed in Ref. 20 . The methodology necessitates the user to point the camera at the main subject in the scene. While capturing the image, an edge-detection algorithm is employed and frequency analysis techniques are used to enhance regions of visual importance while blurring background areas in the captured image. 20 An improved version of this algorithm was proposed in Ref. 21 where the "normalized cuts" method is utilized to improve the result. These methodologies are computationally efficient but limited to on-camera use only. Computational approaches were also proposed to model human VA. Ko et al. 22 created an attention window based on the distribution of salient points in the image where features such as color, texture, normalized area, location, and shape of the segmented regions were used to extract salient regions. The dissimilarity between neighborhoods in an image was used in Refs. 2 and 23 to generate maps of VA. Such maps were improved and used in the JPEG 2000 coding algorithm. 2 Moreover, techniques utilizing scene global configuration 24 and Markov random field 25 have been proposed to model the attention mechanisms.
Algorithms that identify the regions of the main subject in a probabilistic framework have also been explored in literature. An approach based on Bayesian Networks ͑BN͒ has been proposed in Ref. 26 where image semantics and low-level vision features were extracted from digital images and used as network nodes. The method involved region segmentation, perceptual grouping, feature extraction, and probabilistic reasoning. Although the algorithm showed improved performance, its computational complexity was high, because many detectors for semantic classes were used. Another drawback of Ref. 26 is that the BN structure and node states have been designed by the authors, which could not reflect the optimum reasoning relations between network nodes. An algorithm that shows significant regions in an arbitrary image as an IM has been proposed in Ref. 27 . An IM classifies different image regions in relation to their perceptual importance using low-level vision features such as contrast, size, shape, and location-in addition to a foreground/background classification module. The approach showed promising results, but the features in use were not supported by any psychophysical experiment. To this effect, several studies aimed at signifying the contribution of such features to the human VA model were introduced in Ref. 28 . Probability density functions for several low-level features were generated and used to develop the algorithms in Refs. 29 and 30. Naive Bayes classifiers have been utilized to predict the perceived interest of objects. However, the assumption of feature independence that underlines the Naive BN may compromise its performance.
In this paper, an image-understanding methodology for identifying regions of perceptual importance in digital images is proposed. The algorithm includes modules for image segmentation, feature extraction, and probabilistic reasoning. First, the image-segmentation algorithm in Ref. 31 is utilized to generate a segmented map of the target image. Then, global features that signify the relations between different image regions are used in a Bayesian framework to generate a map of visual importance for image regions. The generated map, called RRM, was used in order to estimate the probability of a segment being a region of perceptual importance. Receiver operating characteristic ͑ROC͒ curve analysis has been employed to generate a binary map that signifies ͑single or multiple͒ ROI in the target image. The proposed algorithm identifies perceptually important regions in an image by utilizing low-level vision features in a probabilistic framework. It differs from the work done in Refs. 26 and 30 ͑BN-based algorithms͒ by the following ͑i͒ employing artificial intelligence techniques to learn the BN structure and reasoning relations between its nodes from a training dataset ͑the BN structure in Refs. 26 and 30 is designed by the authors͒, ͑ii͒ using a simple set of image global features to identify the ROI, ͑iii͒ eliminating the need for semantic classifiers at intermediate stages as is the case in Ref. 26 , ͑iv͒ removing the human supervision for the interference of ROI in a target image as is the case in Ref. 30 , where object category is assigned manually, and ͑v͒ generating two maps for relevant image content ͑a probabilistic RRM map and a binary ROI map͒ suitable for different image-processing applications.
The remainder of this paper is organized as follows: Section 2 introduces the proposed algorithm and describes the modules for image segmentation, feature extraction, and reasoning. Results and performance evaluation of the proposed algorithm are shown in Section 3. Finally, conclusions and future work are provided in Section 4.
Proposed Algorithm
A probabilistic framework based on a BN is used to detect ROI in the proposed algorithm where two phases have been employed, namely: a supervised learning phase and an unsupervised testing module. The block diagram of the proposed algorithm is shown in Fig. 1 . During the training stage, a ground-truth data set is manually annotated and utilized to discover the optimum structure of the BN. The conditional probability tables ͑CPTs͒ are also estimated. At the testing stage, it employs the developed BN to rank regions in an arbitrary image according to their perceptual importance and generate a ROI map. The training and ROI detection phases share some modules for image segmentation and feature extraction. Three global image features ͓spatial position map ͑SPM͒, the weighted similarity map ͑WSM͒, and the weighted homogeneity map ͑WHM͔͒ are utilized in the proposed methodology.
The SPM of image regions is used to signify the perceptual importance of segments near the image center. The second feature generates three WSMs for R, G, and B color channels. The WSMs aim to identify regions of similar color and texture. Region homogeneity has been modeled in the WHM using the lightness channel in CIELAB color space. The WHM is the third feature used in our algorithm. The output images at these intermediate stages of the proposed algorithm are shown in Fig. 1 . An input image and its ground-truth map ͑black regions͒ are also shown in Fig. 1 . The segmentation map, generated by the algorithm in Ref. 31 , is provided where pseudocolors represent different homogenous regions. Lighter gray levels stand for regions with higher perpetual importance in the feature maps and the RRM. Furthermore, black is utilized to signify ROI in Fig. 1͑b͒. 
Supervised Learning Phase
The supervised learning phase includes modules for generating the ground-truth data set, feature extraction, discretization, and discovering the optimal structure of the BN used for region ranking. The individual modules are described in detail in Section 2.1.1. A block diagram of the supervised learning phase is illustrated in Fig. 1͑a͒. 
Ground truth data set
Images acquired from the Berkeley segmentation data set 32 are used to train and test the BN. A set of 154 images with at least one distinct OOI are used for this purpose. The images were segmented using the automatic imagesegmentation algorithm in Ref. 31 ͑discussed in Section 2.1.2͒. The segmentation maps and the original images were used to develop the ground-truth maps. Of the 154 images, a set of 50 images are used to structure and train the BN while the other 104 images ͑test data set͒ are used for evaluating the proposed algorithm. The ground-truth map is a binary ROI map ͓see Fig. 1͑a͔͒ that classifies image regions either to segments of main subject or background areas.
The image set consisted of a variety of portrait and landscape images. Portrait images refer to face-only images, mug shots, and profiles for males and females of different ages. Landscape images consist of indoor settings for people and objects, as well as outdoor settings, people, city scenes, and buildings. In both categories, the images were chosen to establish a diverse data set ranging from simple to highly complex ones. Simple images have an obvious main object with a simple background, while complex images were typically composed of multiple objects of interest with or without a complex background. Eight human subjects, six males and two females, participated in generating the ground-truth maps for the image set. They are between 22 and 40 years of age. Three of them have con- 
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In order to identify the main ROI in each image, images were color printed out on 8.5ϫ 11 in. white copy paper. A colored marker is used to manually outline the perceived segments or regions. The condition was to use the marker wherever possible. There was no time restriction to complete the experiment. Two levels of importance were identified in the following order: outlined regions that indicate a ROI and untouched regions ͑background͒. The observers were asked to maintain a suitable reading distance of ϳ12 in. while performing the experiment, and stimuli were viewed under D65 lighting.
For each image in the data set, a table of all image objects and segments was created. The ranking result ͑level͒ of that object was recorded for all observers that participated in the experiment. The average value of these readings was utilized as a cutoff threshold to determine the significant objects in each image. Therefore, regions that had been identified by four observers, or more, in each image are used as the region of interest at the ground-truth map of that image.
Segmentation algorithm
The proposed ROI algorithm is a segment-based technique. It utilizes low-level vision information captured in the segmentation maps to identify the ROI. The unsupervised color image-segmentation algorithm proposed in Ref. 31 has been used in this work ͑see Fig. 1͒ . It is a gradientbased technique that uses dynamic generation of clusters to generate an initial segmentation map. Furthermore, it fuses color information ͑in CIELAB color space͒ and texture models ͑using local entropy͒ to group pixels with similar characteristics. A region growth phase followed by a unique multiresolution merging procedure is used to develop the final segmentation map of the target color image. Different segmentation algorithms ͑see Refs. 33 and 34 for comprehensive surveys͒ could be utilized at a preprocessing stage for image segmentation.
SPM
Several psychophysical studies have been proposed in the literature to model regions of relevant content as SPMs. 28, 35, 36 They all agree that the perceptual priority is the highest at the image center, which decreases as we move toward image boundaries and significantly reduces at the image corners. Therefore, to model the relation between preferred spatial positions in digital images and regions of perceptual significance to the average human observer, an improved version of the SPM found in Ref. 36 has been utilized in the proposed algorithm. The SPM is shown in Fig. 2 , where different image regions are represented by numbers. The image center has the first level of importance, the middle outer thirds along the larger dimension ͑regions 4 and 6͒ have the second level of importance, and the middle thirds along the smaller dimension ͑regions 2 and 8͒ have the third value of priority. Furthermore, corners are the least important regions in the image. Note that the orientation ͑portraitlike versus landscapelike image͒ of the image does not affect the SPM because it considers the physical ͑larger and smaller͒ dimensions only ͑see Fig. 1͒ .
The SPM ͑given in Fig. 2͒ is modeled using six Gaussian distributions with a mean of 127 and a variance 60 for an 8-bit image. Four Gaussians ͑set a͒ are located at the one-third corners ͑x locations in Fig. 2͒ and the other two ͑set b͒ are located along the center of the middle outer thirds of the image ͑along the larger dimension at areas 4 and 6 in Fig. 2͒ . Gaussians at these locations give highest priority to the center region ͑consistent with the experimental findings in Refs. 28, 35, and 36͒.
The ROI algorithms in Refs. 11 and 12 signify the value of high-frequency regions in capturing the human VA. In order to include this feature in our model, we propose to weight the Gaussians of sets a and b by their local entropy values as follows:
where P͑x , y͒ is the intensity value for an input image with size M 1 ϫ M 2 . Entropy is a statistical measure of randomness and takes low values for smooth regions. 37 To utilize the regional entropy values as weights, the Gaussian distribution located at x i is weighted by the entropy of regions 1, 2, 4, and 5 of the target image. Similarly, the Gaussian distributions located at x j , x k , and x l are weighted by the entropy of their corresponding neighboring regions. Furthermore, the Gaussians in set b are weighted by the entropy of the corresponding regions only. Weighting different image regions by their entropy values draws more priority to detailed objects in the target image. Note that the SPM module used in this work is predefined ͑based on psychophysical experiments in Refs. 28, 35, and 36͒ and only optimized for the test image.
WSM
This map ranks objects located at the image center with a unique color and texture at the highest priority level. 36 It assigns different weights to objects in the input image according to their spatial position. These weights are represented by the SPM as shown in Fig. 2 . The measure of similarity of a region across the entire image defines the following similarity map. Each color channel is divided into distinct square sub-block windows of size L ϫ L. The norm of each block ͑B͒ is calculated and used as a similarity measure. For an input image with size M 1 ϫ M 2 , the numbers of blocks are K 1 
where max is the largest eigenvalue, 
where C is the number of pixels in region W c with intensity values in the range ͑ʈB͑k 1 ,
This procedure gives three WSMs for the three different channels. Furthermore, the WSM for each color channel is resized to the original image size and the segmentation map is utilized for the computation of an average value of similarity for each segment. See Fig. 1 for WSMs in RGB color space. Figure 3 shows an example for computing the WSM. Numerical values for the norm and SPM are used where an SPM value equal to 10 represents the most important region ͑image center͒ while a value of 1 indicates regions with the least priority. For d = 1 and n 1 = 25, the positions in the SPM that corresponds to norm values in the range 24-26 are averaged and stored as the WSM for n 1 = 25. The same procedure is used to illustrate the result for norm value of 4 and d =1.
WHM
WHM is a map that identifies smooth ͑homogeneous͒ and saliency regions in the image based on a homogeneity criterion. A weighted Quadtree decomposition 39 of the input image is used to find the WHM. It is an improved version of the WHM originally introduced in Ref. 36 , where the lightness channel ͑L * in CIELAB color space͒ of the input image is utilized. The criterion that determines the homogeneity of each block in the decomposition is given by
where ␣ is a threshold value. The Quadtree decomposition of a rectangular image results in blocks of different sizes. A region with larger blocks indicates high homogeneity and, hence, less information. This defines a criterion according to which the smaller the size of the block is, the higher its importance weight is. Accordingly, the region near strong edges will have the highest priority. However, the module fails when an edge occurs near image borders, such as the frame of a portrait image. Scaling the weighted Quadtree image with the SPM overcomes this drawback and provides us with the WHM ͑scaled in the 0-255 range͒. Similar to the case of the WSM, the segmentation map is utilized to compute an average value of homogeneity for image segments. Examples of WHMs for an indicative set of images are shown in Fig. 1 .
Discretization
Features in use ͑WSMs from R, G, and B channels and WHM from L * ͒ for image segments are continuously valued. A discretization step based on equal frequency binning 40 is utilized. It employs a simple unsupervised and univariate discretization methodology that discretizes the continuous valued attributes based on a specified number of bins. A comprehensive study about different data-mining discretization methods can be found in Ref. 40 . Thorough experimental results suggest that quantizing the continuous features to four discrete regions ͑see Fig. 4͒ provides the best performance in identifying ROI for our test image set.
RRM
A BN is used in the proposed algorithm to detect regions of perceptual importance. The ground-truth maps of 50 images ͑training image set͒ were used to extract global image features. These features were employed to discover the optimal BN structure using the algorithm in Ref. 41 . The BN provides a framework for computing the probabilities associated with the network, given the feature database. The prior space of the network structure is assumed to be uniform. CPTs for the BN are computed using the training features as well.
The BN structure learning algorithm in Ref. 41 is known as the K2 algorithm. Because enumerating all the possible directed acyclic graphs ͑DAGs͒ for BN structure learning ͑29,281 possible DAGs for a DAG with five variables͒ is computationally expensive, heuristic methods have been utilized to minimize the search space. Because DAGs are acyclic and the parents of the variables are before children in causal ordering, knowing the ordering of the variables can reduce the structure space. The K2 algorithm assumes that the total ordering on the nodes is known, and thus, finding the best structure amounts to picking the best set of parents for each node independently. 41 The K2 algorithm is a greedy search algorithm that works as follows. 42 Suppose we know the total ordering of the nodes. Initially, each node has no parents. The algorithm then incrementally adds the parent whose addition most increases the score of the resulting structure. The score is a criterion that is utilized to evaluate how well a given network matches the given training data in the structure space. When no addition of a single parent can increase the score, it stops adding parents to the node. Because an ordering of the nodes is known beforehand, the search space under this constraint is much smaller than the entire space. Note that there is no need to check for cycles because the total ordering guarantees there is no cycle in the deduced structures.
For the mathematical description of the algorithm, let P͑Class͉ Features͒ denote the probabilities and the prior probability of class membership be denoted as P͑C k ͒, k =1,2, where class 1 is region of interest and class 2 stands for background region. The features acquired from the discretization step are represented as a feature vector F and used in the inference. P͑F͒ is the evidence factor. The inferences of the BN are based on the posterior probability function P͑C i ͉ F͒, which is obtained by combining the class-conditional observation models with the class prior probability according to Bayes law
where ␤ is a positive normalizing constant. The joint probability P͑C i , F͒ is given as follows ͑derivation is provided in Ref. 41͒:
where N is the number of variables, ͉⌽ k ͉ is the number of assignments possible to Parents͑X k ͒, where s k is the number of assignments possible to X k , ␣ kjl is the number of cases in sample where X k takes its l'th value and Parents͑X k ͒ takes its j'th value, and finally, S kj is the number of cases in the sample where Parents͑X k ͒ takes its j'th value ͑i.e., ͚ l=1 s k ␣ kjl ͒. It is worth noting that each of these values is a result of some counting process, and thus, computing P͑C l , F͒ becomes straightforward. Several assumptions that have been utilized in ͑6͒ ͑as shown in Ref. 41͒ hold true in this work. The first assumption states that the variables in the database are discrete. We employed a discretization module as shown in Fig. 4 to address that issue. Second, it is assumed that cases occur independently, given a belief-network model. Images of different scenes are used to build the training image set in the proposed algorithm, which insures their independency. The third assumption states that there are no cases that have variables with missing values. In the proposed algorithm, the features in use are always defined for a given target image. The final assumption is about the numerical probabilities to assign to the belief network with certain structure. We assume equal probabilities for all network structures.
The Bayes Net Toolbox 43 is utilized for the implementation of the BN proposed here. Table 1 and Fig. 5 show the BN structure as discovered from the training data set. It is used to find the a posteriori probability for any segment in the input image. The maximum a posteriori criterion used for classification, given by
The BN classifies every region in an image with a probability of being from either class 1 ͑ROI͒ or 2 ͑Background͒. However, these values could be relatively insignificant for some computer vision applications. Thus, a threshold value ͑T a ͒ could be set to eliminate regions with low probabilities. The optimum value T a is found using the ROC curve analysis ͑true-positive rate versus false-positive rate͒ as shown in Section 3.
Unsupervised Testing Phase
The block diagram of the proposed ROI detection technique is shown in Fig. 1͑b͒ . The system flow is similar to the training phase shown in Fig. 1͑a͒ . The input image is segmented using the algorithm in Ref. 31 . Features are extracted and discretized as in Section 2.1. The BN shown in Fig. 5 and Table 1 is used to find the probability of each region of being a ROI as shown in the RRM. A new mod- Fig. 5 The structure of BN in use ͑see Table 1͒ . ule, named the thresholding unit, is added to find the optimum threshold to generate a binary ROI map that signifies the OOI in the input image.
Thresholding module
The proposed algorithm is designed to be used in a preprocessing stage for image-processing and computer-vision systems. It represents the importance of image regions as a RRM, which identifies segments of perpetual interest and ranks them into different levels of significance. RRM is a valid result and could be used in some imaging applications; however, a sharp thresholding value that classifies image regions to ROI and/or background areas is recommended for other applications. As mentioned before, we propose to use the ROC curve analysis to estimate the optimum cutoff threshold ͑T a,opt ͒ for the training image set.
For all images in the training data set ͑detailed in Section 3͒, a ground-truth map and a ROI map acquired from the proposed algorithm are superimposed and compared for true-positive, false-positive, true-negative, and falsenegative regions. Following this, the true-positive rate ͑TPR͒ and the false-positive rate ͑FPR͒ are computed 7 using ͑8͒ and ͑9͒ as follows:
where tp, fp, tn, and fn stand for true-positive, falsepositive, true-negative and false-negative, respectively. The sum runs over all images in the training data set, S ͑i.e., k =1,2...S͒. This process is repeated for several threshold values ͑T a ͒ between 0.1 and 1, to generate different values of TPR and FPR. The threshold value that maximizes the TPR and minimizes the FPR is selected to be the optimum cut-off threshold ͑T a,opt ͒. The ROC curve and the T a,opt are computed for our training image set and provided in Section 3.
Results and Discussions
The proposed algorithm was tested on a set of 104 color images ͑different from the training set͒ from the Berkeley data set. 32 Test data-set images were segmented and regions of visual importance were manually outlined to build the corresponding ground-truth maps. Figures 6 and 7 show two sets of images ͑portraitlike and landscapelike images͒ from the test data set. Figures 6 and 7 show the corresponding segmentation and ground-truth maps for completeness. The RRM generated by the algorithm proposed by Jaber et al. 36 is shown as well. The methodology in Ref. 36 is a deterministic approach that identifies and ranks regions of relevant content to different levels of visual priority. It uses similar global features ͑WSM and WHM among others͒ as in the proposed algorithm. It is introduced for comparison purposes. Finally, the RRM and ROI of the proposed algorithm are shown in Figs. 6 and 7. Lighter gray levels in the RRM stand for regions with higher perpetual importance ͑white being the highest͒ while ROI is shown in black. Figures 6 and 7 show images where the ROI is limited to a single object at the image center. RRMs' more complex scenes that include two or multiple objects of interest are shown as well in order to demonstrate the ability of the algorithm to remain independent of the complexity of the image. Results in Figs. 6 and 7 are generated using intensity range d = 3 and threshold value ␣ = 27; these values were determined empirically using the training data set.
If we consider the RRM obtained from the algorithm in Jaber et al. ͓see Figs. 6͑d͒ and 7͑d͔͒ and the RRM from the proposed algorithm ͓see Figs. 6͑e͒ and 7͑e͔͒ , it shows the enhancement that we have achieved in the proposed algorithm. The RRM from the proposed algorithm ͓Figs. 6͑e͒ and 7͑e͔͒ clearly discriminates between the main object and the background regions. It shows that all regions of the main object have white color, whereas the background regions are shown in black, which indicates their low probability of being a ROI. However, this is not the case in the RRM obtained from Jaber et al., 36 where some background regions gain higher probability of being a ROI ͓lighter gray levels in the RRM at Figs. 6͑d͒ and 7͑d͔͒ . Moreover the 
Fig. 6
Results obtained using the proposed algorithm: ͑a͒ Original image from Berkeley data set, 32 ͑b͒ segmentation map ͑pseudo-color͒, ͑c͒ ground truth shown in black, ͑d͒ RRM from Jaber et al. 36 ͑e͒ RRM from the proposed algorithm, and ͑f͒ ROI map from the proposed algorithm at T a,opt = 0.78 ͑shown in black͒.
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The ROC curve generated from the training data set is shown in Fig. 8͑a͒ . The threshold value T a that minimizes the Euclidean distance to the ideal value where the FPR = 0 and the TPR= 1 ͓upper-left corner of Fig. 8͑a͔͒ is chosen to be the optimal threshold T a,opt . The distance of each FPR and TPR pair at every threshold value T a is computed and reported in Fig. 8͑b͒ , where T a,opt , FPR and TPR values were found to be 0.78, 21.81%, and 75.24% for the training image set, respectively. Furthermore, the test data set has been analyzed using the ROC curve technique. It shows that the training and test data sets have similar behavior in terms of the optimal threshold ͓both curves in Fig. 8͑b͒ go to minimum value at the same threshold T a ͔. Therefore, the optimal threshold value T a,opt = 0.78 is robust and can be generalized to quantize a RRM to ROI for any target image. Table 2 shows the FPR and TPR for the training and testing data sets. The hit rate of the proposed algorithm is 85.48% with T a = 0.5, while the FPR is 42.19% on the test images. The optimal threshold T a,opt = 0.78 ͑found using the training image set͒ compromises the hit rate ͑76.41%͒ to minimize the false-alarm rate ͑29.37%͒. ROI maps obtained from the proposed algorithm with the optimal cutoff Fig. 7 Results obtained using the proposed algorithm: ͑a͒ Original image from Berkeley data set, 32 ͑b͒segmentation, map ͑pseudocolor͒, ͑c͒ ground truth shown in black, ͑d͒ RRM from Jaber et al., 36 ͑e͒ RRM from the proposed algorithm, and ͑f͒ ROI map from the proposed algorithm at T a,opt = 0.78 ͑shown in black͒.
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The proposed algorithm could be used in several imageprocessing systems at a preprocessing stage. However, some apparati, such as printers and scanners, could require changing the orientation of the input image before processing due to geometrical limitation. To this effect, image understanding algorithms should be robust for image orientation. We have tested the proposed algorithm by rotating the input image before detecting ROI. Table 3 shows the hit and false-alarm rates using different rotation angles for the images in the test data set. It mainly considers flipping the original image upside down ͑180 deg͒, and changing it from portraitlike to landscapelike orientation and vice versa ͑rotation angles 90 and −90 deg͒. Comparing the FPR and TPR values for different rotation angles shows that the proposed algorithm is robust for image orientation. Furthermore, a ROI map of the proposed algorithm has been generated for two images with T a,opt using different rotation angles as shown in Fig. 9 . ROI maps for rotated images are identical, which emphasizes the conclusions from Table 3 . The computation time for classification is Ͻ1 s for presegmented images of average size 481ϫ 321 pixels using MATLAB 7.6 ® running on a 3.2-GHz dual core processor computer. The average number of segments per image in the test data set is ϳ40.
Performance Evaluation
In this section, we compare the performance of the proposed algorithm to two algorithms from the state-of-the-art performance. The first one is the work done by Pinneli and Chandler, 30 where they used the correlation as a metric for performance evaluation. The second comparison is to the work proposed by Liu et al. 17 where a set of 4000 images is used for performance evaluation.
Comparison to work done by Pinneli and
Chandler 30 Pinneli and Chandler 30 used several low-level features in a Naïve Bayesian structure to identify ROI in digital images. 30 The correlation has been employed to evaluate (a) ( b) Fig. 8 Performance of the proposed algorithm using the training and testing data sets: ͑a͒ Receiver operating characteristic curve and ͑b͒ distance to the ideal performance. the performance of their algorithm, where an average correlation coefficient of 0.7 on a data set of 50 images selected from the Berkeley segmentation data set has been reported in Ref. 30 . Hence, for performance comparison, the correlation between our ground-truth data set and the ROI maps required from the proposed algorithm at T a,opt is utilized. Figure 10 shows the histogram distribution of the correlation coefficients versus the number of test images. Of the 104 images used in the testing set, 50 images ͑48% of the test data set͒ have a correlation coefficient of Ͼ0.8 and the histogram has a peak value of 32 images ͑30% of the testing images͒ with a correlation coefficient of Ͼ0.9. The average correlation is 0.7 with standard deviation of 0.3. It is worth noting that the correlation is calculated on a pixel-based level while the ROC analysis used in this paper is a region/segment-based metric. It is also important to emphasize that our test database is more comprehensive ͑104 images͒ than the one used in Ref. 30 ͑50 images͒. However, both data sets are a subset of the Berkeley segmentation data set. Liu et al. 17 An algorithm for identifying ROI in digital images has been proposed by Liu et al., 17 wherein two different image sets were used. Image set A consisted of 20,000 images and image set B ͑a subset of image set A͒ had 5000 images. Compared to set A, set B has less ambiguity in identification of the salient object in the scene. 17 Image set B with its ground truth is available for public use and has been utilized for performance evaluation in this paper. The groundtruth map for each image was generated by nine observers, where regions with majority agreement ͑eight out of nine observers͒ have been labeled as the salient object rectangle. 17 Our proposed methodology for identifying ROI is a region-based technique, and consequently the images in set B were segmented in order to generate region-based ground-truth maps. The process is described in Fig. 11 , where an input image and its rectangular-based groundtruth map are utilized. The image is segmented using the algorithm in Ref. 31 Following this, each segment is compared to the rectangular-based ground-truth map. If a majority portion of its area ͑arbitrarily chosen as 90%͒ is within the saliency rectangle, it is considered as belonging to the ROI; otherwise, it is considered to be part of the background. This process generates a region-based groundtruth map, which is not ideal. That is, it could include background segments that are not contained in the actual VA regions, which could affect the scoring system. These observations can be seen in Table 4 and are discussed in the subsequent paragraph. The next step is to utilize the proposed algorithm to identify the ROI ͑using T a,opt = 0.78͒. The generated ROI is compared to the region-based ground-truth map for computing the precision and recall statistics ͑defined later in this section͒. Furthermore, to ensure a fair comparison against rectangle-based ground truth, a bounding box is utilized to fit the smallest rectangle containing the OOI which generates a rectangle-based ROI. Table 4 shows the FPR and TPR on 4000 images randomly selected from image set B with distances to the point of ideal performance of 0.1629 and 0.2695 for rectanglebased and region-based analysis, respectively. This indicates that the overall performance of the proposed algorithm on image set B is consistent. However, it is noticeable that the TPR value is larger in the case of rectangular-based analysis, while the FPR is larger in the 
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Apr-Jun 2010/Vol. 19(2) 023019-10 case of region-based analysis. This observation can be attributed to three factors. First, utilizing a rectangle to identify the ROI in a particular image is a greedy presentation because it covers a larger area than the actual ROI and thus any misdetection of the ROI at the extra-covered area will not show as misclassification in the FPR versus TPR analysis. The second factor is related to the quality of segmentation map in use for the target image to generate the region-based ROI. The ROI algorithm performance is robust when an acceptable segmentation map is used; however, it will yield suboptimal performance when an extremely over or undersegmented ͑the entire image is labeled as one segment͒ map is utilized. Finally, the third factor that affects the values of FPR and TPR in both cases is the fact that the computation is done at the segment level ͑the segment must be classified to the ROI or to the background image area͒ in the region-based analysis, although it is done on the pixel level ͑every pixel is classified independently of its neighbors͒, in the case of rectangle-based analysis. The precision, recall, and F-measure analysis is used in Ref. 17 for performance evaluation. Precision is a measure of exactness or fidelity and is defined as follows:
where tp and fp stand for true-positive and false-positive, respectively. Recall is a measure of completeness ͑also known as the TPR͒ and is given in Eq. ͑8͒. Furthermore, F-measure ͑F ␤ ͒ is utilized to measure the overall performance. It is a weighted harmonic mean of precision and recall, with a non-negative ␤, defined as follows:
where a value of ␤ = 0.5 is used as in Ref. 17 . Table 5 shows the precision, recall, and F-measure analysis performed using image set B. The F-measure value shows that our algorithm has a comparable performance to Ref. 17 in identifying the saliency object with a rectangle. More specifically, it has promising results in identifying the exact boundaries of the main object of interest, as shown in the region-based analysis.
The values for the algorithm in Liu et al. 17 are estimated and rounded off from their paper ͓Fig. 12͑b͒ in Liu et al. 17 ͔. Note that the values reported by Liu et al. 17 are for 4000 images from image set B. In Ref. 17 , 1000 images randomly selected from set B ͑not included in the testing data set͒ have been used to train their algorithm. These images were excluded from the testing phase in Ref. 17 . Therefore, the estimation of the F-measure in our proposed algorithm is done over 4000 images, randomly selected, from image set B to match the values reported in Ref. 17 .
For visual comparison to the algorithm in Liu et al., 17 Fig . 12 shows a few images from image set B. The first column shows the original images with the rectangularbased ground truth, while the segmentation map of each image generated by the algorithm in Ref. 31 is shown in the second column. The region-based ground truth, shown in the third column, is generated using the approach in Fig.  11 . The fourth column shows the rectangular-based ROI generated by the algorithm in Ref. 17 . These results are provided by Liu et al. 17 Furthermore, ROI maps generated by the proposed algorithm are shown in the fifth and sixth columns as region and rectangle-based, respectively. Note that the ROI maps are generated using the optimal threshold T a,opt = 0.78. Figure 12 shows that the results matched fairly with human expectation.
Conclusions and Future Work
In this paper, an image-understanding algorithm that identifies regions of perceptual significance in digital images is proposed. The algorithm uses a set of global low-level vision features in a Bayesian framework to generate a RRM and a binary map for ROI. The algorithm was tested on a large data set and demonstrated competitive performance. It differs from prior art by using machine learning techniques to discover the BN structure and inference. The proposed methodology eliminated the need for semantic classifiers at intermediate stages.
The algorithm can be used in systems for intelligent region classification, object identification, scene analysis, image rendering, and image data compression. Future work would include testing the proposed algorithm on a more comprehensive data set as well as evaluating its performance using psychophysical experiments. Also testing it with different segmentation algorithms could be investigated. 17 using image set B: ͑a͒ Original image with rectangular-based ground truth, ͑b͒ segmentation map ͑pseudocolor͒, ͑c͒ region-based ground truth shown in black, ͑d͒ rectangular-based ROI from the algorithm in Ref. 17 , ͑e͒ region-based ROI generated by the proposed algorithm ͑shown in black͒, and ͑f͒ rectangular-based ROI map from the proposed algorithm.
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