The current study introduces an approach for energy efficient longitudinal vehicle guidance. The key idea is to utilize a model predictive control (MPC) for the longitudinal vehicle dynamics which explicitly considers the current and the predicted states of multiple traffic lights ahead. Consequently, the vehicle can drive in urban situations much more energy efficient, which can be used to enlarge the range of electric vehicles or save fuel while additionally improving travel time. Modern traffic lights are equipped with transmitters that send information about their actual and upcoming system states. Additionally, traffic lights connected to a traffic control center can broadcast their future signal phases to vehicles many kilometers ahead. This information may be used to adapt the vehicle speed so that engine operation points are optimal and stops can be avoided. These kind of algorithms are referred to as green light optimal speed advisory. This work presents a novel online capable MPC approach that uses a sequential quadratic program to solve the respective optimal control problem. This approach is implemented in a framework introduced as well which allows driving tests in a real vehicle.
INTRODUCTION
The term green light optimal speed advisory (GLOSA) comprises all procedures for approaching traffic lights with vehicles in an optimal way by evaluating known or predicted information (traffic light phases). Corresponding assistance systems for passenger car drivers are well studied (Schuricht et al., 2011) and already available as prototypes today or are even in regular operation in trams (Gassel et al., 2012) .
In order to overcome the computational burden of the underlying optimal control problem, typically simplified vehicle models and only few traffic light segments and phases (Erdmann, 2013) are taken into account or sub-optimal, not online capable methods like genetic algorithms (Seredynski et al., 2013 ) are utilized.
A major drawback of the implementation in form of a driver assistance system is the inclusion of the human driver as the overall controller in the system, since on the one hand there is an additional distraction from the primary driving task (safety) and on the other hand the driver's control performance (accuracy and speed) is poorer than technical systems.
With increasing vehicle automation the task of optimally choosing the vehicle velocity with respect to comfort, energy consumption and driving time is therefore handed over to the highly automated driving system (HAD). The HAD combines both lateral and longitudinal vehicle control with respect to the detected surrounding traffic situation and the planned path of the ego vehicle.
The current study focuses on optimizing the vehicle velocity in a HAD. Optimal velocity control has already been applied to conventional vehicles. For instance, an early implementation of real-time optimal velocity control using dynamic programming (DP) (Bellman, 1954) was presented by Porsche, called ACC InnoDrive (Radke, 2013) . Other approaches using DP concentrate on controlling velocity on shortrange trips, e.g. the distance between two traffic lights (Dib et al., 2011; Themann et al., 2014) . Using DP for both, velocity control and gear shifting of conventional trucks, has been proposed in (Hellström et al., 2009; Hellström et al., 2010) . Furthermore, DP is used for optimal velocity control of truck platoons (Bühler, 2013) , but there, for the sake of compu-tational efficiency, gear, internal combustion engine (ICE) on/off and travel time are removed from the state vector, and the engine model is reduced to a simple constant efficiency. Besides DP, other methods are examined for velocity control of conventional vehicles. For instance, quadratic programming (QP) (Boyd, 2004) has been proposed by (Gonsrang and Kasper, 2015) . Early research calculating the optimal velocity of a conventional vehicle with Pontryagin's maximum principle (PMP) (Pontryagin et al., 1962) was done by (Schwarzkopf and Leipnik, 1977) . A combination of QP and DP has been applied by (Murgovski et al., 2016) for optimal velocity control and gear selection for a platoon of conventional vehicles. Even the complex problem of computing the optimal velocity of hybrid electric vehicle is solved by the authors of .
In contrast to the previous approaches mentioned, this paper presents a novel algorithm combining optimal longitudinal control and GLOSA for multiple traffic lights and phases into one, online capable control structure for a HAD. The algorithm uses a sequential quadratic program (SQP) (Mikosch et al., 2006, p. 529 ff.) to find the optimal solution. The close to optimal solution quality of this approach for a more complex problem is shown in (Uebel, 2018) , by comparing the obtained results with the reference solution, calculated with DP on a high performance cluster at TU Dresden with over 8 months calculation time. In result with assuming no costs for changing gear, there is no deviation between the solutions but the computational effort can be reduced to a millionth. A case study for an implementation of the approach in a Volkswagen Golf passenger car is presented which shows the capability of the algorithm to compute the optimal trajectories for the velocity implemented at an online platform under real world driving conditions. This paper is organized as follows. Section 2 introduces all model equations leading to the description of the discrete optimal control problem (OCP). Section 3 describes model abstractions that reduce the computation time for the SQP. Afterwards, it is shown how the SQP is used to solve the GLOSA problem. Finally, a case study is performed and discussed.
PROBLEM DESCRIPTION
In this section, the GLOSA problem is formulated. First a vehicle model is introduced which is used to derive an OCP afterwards.
Vehicle Model
The powertrain of the model includes an internal combustion engine (ICE) that converts chemical fuel energy to mechanical propulsion energy. The rotational speed of the ICE
depends on the longitudinal vehicle velocity v, the dynamic rolling radius of the wheels r and the gear ratio γ(g). Note, that g is not a control signal here because the gear yielding the lowest fuel consumption is selected at any instant (cf. 3.1). The control signals are the ICE force F E = T E /r and the mechanical brake force F B . They are gathered in the vector of inputs
The force F E is translated by the gearbox to a wheel force. The gearbox has an efficiency η g that determines its dissipative force
which counteracts the wheel force. The brake and the driving resistance due to inertia, air drag and road slope cause further counteracting forces. Accordingly, the balance of forces at the wheel is
where m is the vehicle mass, c a is a constant for the air drag and c α a slope-dependent disturbance that combines the rolling resistance and the force due to road gradient. The balance is formulated in a space coordinate s which denotes the travelled distance starting from an initial position s 0 to a final position s f . The term vdv/ds in (4) derives directly from the time to space transformation
Note that, for brevity, the dependency on s is not displayed. All states and control signals and some coefficients in this paper depend on s. Constants that do not depend on s are displayed in upright letters. For instance in (4), c a does not depend on s while c α does. It can be noticed that the state dynamics in (4) are nonlinear. A straightforward way to remove nonlinearity, without introducing approximations, is to perform a variable change, where kinetic energy
is used as system state instead of longitudinal velocity. In space domain, the derivative of vehicle energy transforms into
where the prime symbol ( ) is used as a shorthand notation for the first derivative with respect to s. As a consequence of (7), (4) can be written as
which gives the state differential equation of the kinetic energy f V that is limited by the minimum acceleration a min and the maximum acceleration a max , introduced to ensure driver comfort.
Since the problem is formulated in space coordinates, the travel time t becomes a system state. Its dynamics are expressed by
The system states are gathered in the complete state vector
Problem Formulation
This section formulates the OCP in discrete space using the previously introduced model, where k is the discrete index for the position. The same symbols that were used in the continuous time representation, are used in this section to denote discrete signals.
The main objective is to minimize the monetary costs for a given route, subject to state and control constraints. The costs are expressed as the consumed fuel energy over the horizon multiplied by the respective price κ E . The fuel energy is the product of the sample length ∆s(k) and the sum of F E and the dissipative ICE force F E,d (F E , x), which is provided by a lookup table.
The ensued OCP,
subject to
contains the function
which combines the state dynamics of the states. The initial state conditions are given by the vectors x 0 and the state space of the OCP (11) is bounded by lower (x min (k)) and upper (x max (k)) limits.
Velocity and Time Boundaries
An example for the boundaries on kinetic energy depitcs considering legal speed limits (red line). Additionally, demands on comfort (Bellem et al., 2016) , (Reymond et al., 2001) , (Scherer et al., 2015) as well as existing standards (International Organization for Standardization, 2009) limit the longitudinal and lateral acceleration, which lowers the maximum velocity (blue line). The lower bound on the velocity is obtained by subtracting a constant value from the upper speed limit (green trajectory). This value is influenced by the surrounding traffic, e.g. if the value is selected too high, the vehicle might be an obstacle. However, when approaching intersections and traffic lights lower velocities are accepted (green semicolon velocity) to enable a stop of the vehicle.
It can be understood that the time is bounded by the bounds on E V . For example, the shortest time to a position can be derived following the upper limit on E V (highest velocity). Additionally, the time is bounded by the timing of the traffic lights phases, which is illustrated in the upper plots of Figure 4 and 5 in the results section.
ACC and Stop-line Functions
Solving problem (11) purely in a MPC is not sufficient to implement a longitudinal velocity control under real conditions (cf. Section 4). For example slower vehicles driving ahead on the same lane are neglected by the OCP. However, the solution of the OCP (11) can be used as a set velocity for a controller that works as a typical ACC when approaching a vehicle or can assure stopping at the stop line of a red traffic light.
Therefore, an algorithm solving (11) is utilized for the calculation of the optimal velocity with a long prediction horizon and explicit consideration of traffic lights. The computed target set is used for a shorter horizon by a lower level which contains an ACC and a stop-line approaching function.
A modular control design realizes both functions, which is a straightforward way of changing between different control modes. Following, three common modes are listed.
• Speed-based longitudinal dynamic control: The controller follows a given velocity which is obtained from the OCP algorithm. The controller structure corresponds to a conventional cruise control.
• Object-based longitudinal dynamic control: The controller uses sensor data to take vehicles driving ahead and other objects into account. The controller structure corresponds to a classic ACC.
• Trajectory-based longitudinal dynamic control: This mode realizes an accurate longitudinal dynamic trajectory tracking without imposing an additional dynamic on the system. In this controller mode, high requirements with regard to follow a given velocity trajectory (e.g. to brake at a stop line) must be realized in order to ensure driving comfort and safety to other road users.
In order to react to slower road participants driving ahead, the ACC reduces the desired speed, computed by the OCP algorithm. In detail, the distance to the vehicle ahead is controlled in an outer-control loop, which results in a new set speed for the vehicle, while the desired speed is controlled within the innercontrol loop. In the current set up of the test vehicle, an acceleration instead of a velocity interface is used for the longitudinal guidance. Therefore, the chosen acceleration set point is transmitted to the acceleration controller, which computes the corespondent engine and brake torques.
Because of a higher update time the OCP algorithm cannot guarantee a stop at the precise position of the stop line. Due to this a trajectory-based longitudinal controller is used for stopping the vehicle. It activates if the velocity drops below a specific vehicle speed (e.g. 10 km/h) and uses an extra front camera and corresponding algorithms to determine the correct position of the stop line. This position is used to calculate a precise breaking trajectory.
GLOSA COMPUTATION
It is not straightforward to regard a set of time constraints which are imposed by the phases of a traffic light with the OCP formulated in the previous section. The reason is that the OCP formulation (11) allows only one value for the lower and one for the upper time boundary (cf. (11e)) at each instant (position) while several lower and upper boundaries are necessary to consider the phases of the traffic lights. Consequently, to find the optimal solution for the GLOSA problem the OCP has to be computed several time with different values for the time constraints at each computation. Consequently, in order to solve the GLOSA problem online, this section formulates the OCP as an SQP scheme, for which there are computationally efficient solvers.
Approximated Objective
Following, several steps are proposed to adapt the model in order to incorporate a fast solver 1 that decreases the computational demand, including abstraction of the engine transmission unit and a conservative QP modeling for an SQP scheme.
As stated before gear shifts are assumed to be instantaneous and the gears are optimized in advance, by preselecting gears that minimize fuel consumption when the ICE is propelling the vehicle. Thus, instead of investigating the fuel consumption map on the engine side, a corresponding fuel consumption map is generated for the engine transmission unit which provides the forceF E,W to the wheel. As there is a redundancy, in the sense that different gears may provide the same force-speed points, it is possible to chose optimal gears that minimize fuel consumption for each operating point. The obtained fuel consumption map is then approximated by the following analytic expressioñ
The over-line symbol tilde ({ ·}) is used to denote approximated signals of the SQP.
The objective of the SQP is to minimize the monetary costs 1 ECOS presented in (Domahidi et al., 2013 ) is used. (14) which is a quadratic convex function. The terms including t 0 as well as the term multiplied by ζ 1 are constants that can be removed from the objective, without affecting the optimal solution. The objective can then be written in a discrete form, as discussed in Section 2.2.
Approximated Constraints
The maximum force that the engine-transmission unit can deliver is illustrated in Figure 2 . It can be observed that the force limit is a highly nonlinear and partly discrete function. To remove the need for integer decisions, a piecewise nonlinear inner approximation is performed, of the form
The inner approximation ensures that a solution obtained by solving the approximated problem is feasible also in the original problem. It can be observed in Figure 2 that the force limit, left of the peak point, is a concave function. A concave function can be approximated with a negligible error by expressing it as the minimum of sufficiently many affine pieces. Only two such pieces have been used here (the first two in (15)). Finally, the last, nonlinear piece in (15) is chosen to capture the power limit of the engine, as it is an alternative expression of an inverse speed relation. The nonlinear time dynamics,
cannot be expressed as a quadratic function and are therefore approximated using a reference kinetic energy,Ê V , about which linearizations are performed; further discussed below. The obtained optimization problem has now linear dynamics
but nonlinear and non-convex constraints, due to the nonlinear term 1/ Ẽ V in the force limits of the engine-transmission, (15). Due to the sign of the coefficients multiplying 1/ Ẽ V , it can be observed that this term is convex. Therefore, linearizing it about the reference trajectoryÊ V ,
provides a convex inner approximation. This is the final ingredient for developing a computationally efficient SQP.
Approximated Problem Formulation
By defining the state and control vectors as
and by discretizing with, e.g., zero-order hold, the resulting QP solved in each iteration of the SQP can be summarized as
subject tõ
where the matrices A A A, B B B, C C C, D D D and the vectors w, b, x min ,x max , can be found from eqs. (15) and (17). Note that these matrices and vectors depend onk since the slope as well as the boundaries onẼ V and thet as well as the approximation of t depend on the position. The distance between two samplesk might be varying depending on the boundaries onẼ V , i.e. at high velocities the sampling can be sparser. The term Q in the objective is a standard term in the SQP framework that provides additional search direction towards the optimal solution that also minimizes the linearization error. It includes Hessian of the Lagrangian and Jacobian of the objective function, with respect toẼ V . For further details, see (Mikosch et al., 2006) . After each QP iteration, the trajectory about which the problem is linearized (Ê V ) is updated by moving towards the direction of the current optimal solution. Thus,Ê V is updated aŝ
where i is the current iteration, * is the optimal solution in the current iteration and ξ is the step size that regulates the convergence rate. A high step size, ξ = 1, has been chosen for this problem. The initial trajectoryÊ 1 V is selected as the mean between the upper and lower velocity boundaries.
CASE STUDY
This section presents a case study of the GLOSA approach. Before results for two different traffic light timings are shown, the test arrangement is presented.
Framework
The HAD framework depicted in Figure 3 consists of three layers which is similar to classic robotic solutions.
The first layer realizes the environment perception with the main focus on object detection and prediction as well as on lane detection and free space calculation. The second layer consist of decision making, including strategic, tactical and operational planing. The strategy module realizes route calculation and abstract mission planning. It derives prioritized missions and a route enhanced by abstract action requests. Therefore, it optimizes the whole route of the vehicle with respect to driving time, comfort and mission fulfillment.
The tactical module aims to generate optimal driving maneuver requests (e.g. lane change, lane keeping, parking) in order to follow the strategic route and actions. It continuously checks the driving state against the target state (e.g. target speed and target lane) and attempts to optimize the short term traveling behavior.
The operational module supplies atomic driving maneuvers such as lane keeping, lane change, etc. This lowest decision level knows the feasibility of each individual driving maneuver and tries to fulfill the requirements of the tactical level by using path planning algorithms. Below the decision layer, the trajectory planing and lateral and longitudinal vehicle dynamic controllers realize the detailed movement planing and tracing task in side the third layer.
Vehicle
The test vehicle which is used in the current study, is a VW Golf VII which is equipped with computation hardware (a dSPACE MicroAutoBox II and an industry PC).
Route
A test track near the airfield of the city of Dresden in Saxony/Germany was selected which is about 6.6 km long and equipped with four traffic lights. For future real driving tests these traffic lights are equipped with communication hardware in order to send the planned traffic light phases to the test vehicle.
Results
The longitudinal control of the approach is evaluated in two simulations: First, a simulation of the test track is performed where measured traffic light timings are used, to show the general capability of the algorithm to find the optimal speed through green phases of several traffic lights. For the second simulation the timing is changed, so the vehicle has to stop at the third traffic light.
The results of the two simulations are shown in the Figures 4 and 5 , where the top plots shows the timing of the traffic light phases over the position. Additionally, the bound on the time derived from the minimum velocity is shown by the dotted line. It can be observed in both figures that following the minimum velocity would cause driving through a red light phase of the second traffic light. Due to this, the approach decreases the velocity yielding the one shown with the time trajectory depicted with a solid line in the upper plots.
The bottom plots show the associated velocity trajectories with solid lines, as well. The planned bounds on the velocity are shown with dotted lines. In order to avoid driving through red light, the minimum velocity has to be adapted which is done in the first half of the route. However, adaption is only allowed to about 60 % of the maximum velocity. Even with adaption of the velocity it is not possible to reach a green phase of the third traffic light in the second simulation shown in Figure 5 . Consequently, the algorithm accelerates to the minimum velocity and brakes before the third traffic light. In order not be an obstacle for other road participants, the algorithm is configured to avoid a slow deceleration after the second traffic light which would be energy efficient. The major part of road users does not accept driving less than the minimum velocity shown in Figures 4 and 5 even when approaching a red light as we experienced in real world testing.
CONCLUSIONS
The simulations show that the introduced novel MPC algorithm for GLOSA which solves a set of OCPs using an SQP scheme is suitable for real driving tests. Performing these tests will be the next step. Therefore, the algorithm is already successfully implemented to the HAD framework presented in this paper where it performed with a turnaround time of about 0.2 s. The main challenge is to obtain a prediction of the traffic light phase timings with a sufficient horizon length since their signals are traffic-actuated.
