Abstract-Speech quality and intelligibility might significantly deteriorate in the presence of background noise, especially when the speech signal is subject to subsequent processing. In particular, speech coders and automatic speech recognition (ASR) systems that were designed or trained to act on clean speech signals might be rendered useless in the presence of background noise. Speech enhancement algorithms have therefore attracted a great deal of interest in the past two decades. In this paper, we present a class of Kalman filter-based algorithms with some extensions, modifications, and improvements of previous work. The first algorithm employs the estimate-maximize (EM) method to iteratively estimate the spectral parameters of the speech and noise parameters. The enhanced speech signal is obtained as a byproduct of the parameter estimation algorithm. The second algorithm is a sequential, computationally efficient, gradient descent algorithm. We discuss various topics concerning the practical implementation of these algorithms. Extensive experimental study using real speech and noise signals is provided to compare these algorithms with alternative speech enhancement algorithms, and to compare the performance of the iterative and sequential algorithms.
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I. INTRODUCTION

S
PEECH quality and intelligibility might significantly deteriorate in the presence of background noise, especially when the speech signal is subject to subsequent processing. In particular, speech coders and automatic speech recognition (ASR) systems that were designed or trained to act on clean speech signals might be rendered useless in the presence of background noise. Speech enhancement algorithms have therefore attracted a great deal of interest in the past two decades [2] , [5] - [8] , [11] , [13] , [15] - [18] , [20] , [21] , [23] , [25] , [26] , [29] , [30] .
Lim and Oppenheim [20] have suggested modeling the speech signal as a stochastic autoregressive (AR) model embedded in additive white Gaussian noise, and use this model for speech enhancement. The proposed algorithm is iterative in nature. It consists of estimating the speech AR parameters by solving the Yule-Walker equations using the current estimate of the speech signal, and then apply the (noncausal) Wiener filter to the observed signal to obtain a hopefully improved estimate of the desired speech signal. It can be shown that the version of the algorithm that uses the covariance of the speech signal estimate, given at the output of the Wiener filter, is in fact the estimate-maximize (EM) algorithm (up to a scale Manuscript received June 22, 1996 ; revised August 27, 1997. The associate editors coordinating the review of this manuscript and approving it for publication was Dr. Jean-Claude Junqua.
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Publisher Item Identifier S 1063-6676(98) 04218-7. factor) for the problem at hand. As such, it is guaranteed to converge to the maximum likelihood (ML) estimate of the AR parameters, or at least to a local maximum of the likelihood function, and to yield the best linear filtered estimate of the speech signal, computed at the ML parameter estimate. Hansen and Clements [15] proposed to incorporate auditory domain constrains in order to improve the convergence behavior of the Lim and Oppenheim algorithm, and Masgrau et al. [21] proposed to incorporate third-order cumulants in the Yule-Walker equations in order to improve the immunity of the AR parameter estimate to additive Gaussian noise.
Weinstein et al. [29] presented a time-domain formulation to the problem at hand. Their approach consists of representing the signal model using linear dynamic state equation, and applying the EM method. The resulting algorithm is similar in structure to the Lim and Oppenheim [20] algorithm, only that the noncausal Wiener filter is replaced by the Kalman smoothing equations. In addition to that, sequential speech enhancement algorithms are presented in [29] . These sequential algorithms are characterized by a forward Kalman filter whose parameters are continuously updated. In [30] , similar methods were proposed for the related problem of multisensor signal enhancement. Lee et al. [17] extended the sequential single sensor algorithm of Weinstein et al. by replacing the white Gaussian excitation of the speech signal with a mixed Gaussian term that may account for the presence of an impulse train in the excitation sequence of voiced speech. Lee et al. examined the signal-to-noise ratio (SNR) improvement of the algorithm when applied to synthetic speech input. They also provide limited results on real speech signals.
The use of Kalman filtering was previously proposed by Paliwal and Basu [23] for speech enhancement, where experimental results reveal its distinct advantage over the Wiener filter, for the case where the estimated speech parameters are obtained from the clean speech signal (before being corrupted by the noise). Gibson et al. [13] proposed to extend the use of the Kalman filter by incorporating a colored noise model in order to improve the enhancement performances for certain class of noise sources. A disadvantage of the above mentioned Kalman filtering algorithms is that they do not address the model parameters estimation problem. Koo and Gibson [16] suggested an algorithm that iterates between Kalman filtering of the given corrupted speech measurements, and estimation of the speech parameters given the enhanced speech waveform. The resulting algorithm is, in fact, an approximated EM algorithm.
In this paper, we present iterative-batch and sequential algorithms with some extensions, modifications, and improvements of previous work [29] , and discuss various topics concerning the practical implementation of these algorithms. This discussion is supported by extensive experimental study using recorded speech signals and actual noise sources. The outcomes consist of the assessment of sound spectrograms, subjective distortion measures such as total output SNR, segmental SNR, and Itakura-Saito, informal subjective tests, speech intelligibility tests, and ASR experiments. The iterative-batch algorithm is compared to various methods, including spectral subtraction [2] , the short-time spectral amplitude (STSA) estimator [5] , the log spectral amplitude estimator (LSAE) [6] , the hidden Markov model (HMM) based filtering algorithms [7] , [8] , and the Wiener filter approach of [20] . These algorithms may be distinguished by the amount of a priori knowledge that is assumed on the statistics of the clean speech signal. For example, the algorithms in [7] and [8] require a training stage in which the clean speech parameters are estimated, prior to the application of the enhancement algorithm, while the other approaches do not require such training stage.
A distinct advantage of the proposed algorithm compared to alternative algorithms is that it enhances the quality and SNR of the speech, while preserving its intelligibility and natural sound. The sequential algorithm is generally inferior to the iterative-batch algorithm. However, at low SNR's the degradation is usually insignificant.
The organization of the paper is as follows. In Section II, we present the signal model. In Section III, we present the iterative-batch algorithm. In Section IV, we show how higherorder statistics might be incorporated in order to improve the performance of the iterative-batch algorithm. The sequential algorithm is presented in Section V. Experimental results are provided in Section VI. In Sections VII and VIII, we discuss and summarize our results.
II. THE SIGNAL MODEL
Let the signal measured by the microphone be given by (1) where represents the sampled speech signal, and represents additive background noise.
We shall assume the standard LPC modeling for the speech signal over the analysis frame, in which is modeled as a stochastic AR process, i.e., (2) where the excitation is a normalized (zero mean unit variance) white noise, represents the spectral level, and are the AR coefficients. We may incorporate the more detailed voiced speech model suggested in [3] in which the excitation process is composed of a weighted linear combination of an impulse train and a white noise sequence to represent voiced and unvoiced speech, respectively. However, as indicated in [11] , this approach did not yield any significant performance improvements over the standard LPC modeling.
The additive noise is also assumed to be a realization from a zero-mean, possibly nonwhite stochastic AR process: (3) where are the AR parameters of the noise process, and represents its power level. Many of the actual noise sources may be closely approximated as low order, all-pole (AR) processes, in which case a significant improvement may be achieved by incorporating the noise model into the estimation process as indicated in [11] and [13] .
Following straight-forward algebra manipulations, (1) Assuming that all the signal and noise parameters are known, which implies that and are known, the optimal minimum mean square error (MMSE) linear state estimate, which includes the desired speech signal is obtained using the Kalman smoothing equations. However, since the signal and noise parameters are not known a priori, they must also be estimated within the algorithm.
III. EM-BASED ALGORITHM
Applying the EM method to the problem at hand, and following the considerations in [27] and [29] (see also [30] that considers the two channel case), we obtain in Appendix A the following algorithm that iterates between state and parameter estimation.
Let be the vector of unknown parameters in the extended model (4) and let be the estimate of after iterations of the algorithms. Finally, let (5) be the vector of observed data in the current analysis frame. We will use the notation (6) To obtain we use the following two-stage iteration.
1) State Estimation (E-step): Define by
i.e., represents the current state estimate based on and represents the associated error covariance matrix.
Then and are computed using a forward, Kalman filtering recursion, followed by a backward Kalman smoothing recursion, as follows.
• Forward (filtering) recursion: For Propagation Equations
Updating Equations
where
where where and are the matrices and respectively, computed using the current parameter estimates.
2) Parameter Estimation (M-step):
(13) (14) (15) (16) We note that is the upper left submatrix of , and may similarly be extracted from Note that (13) and (15) are similar to the standard Yule-Walker (YW) solution for estimating the coefficients of an AR process, except that the covariance is replaced by its a posteriori value.
Since the algorithm is based on the EM method, it is guaranteed to converge monotonically to the ML estimate of all unknown parameters (under Gaussian assumptions), or at least to a local maximum of the likelihood function, where each iteration increases the likelihood of the estimate of the parameters. As a byproduct, it yields the optimal linear state (signal) estimate, computed using the estimated parameters.
This algorithm is an extension of the algorithm presented in [29] for the case in which the additive noise is modeled more generally as a colored AR process. Since the signal and the noise parameter estimates are computed separately within the algorithm, the increase in computational complexity is quite moderate. However, the realizable improvement in the enhancement performance may be quite significant, as indicated in [11] and [13] .
In order to reduce the computations involved, we suggest to replace the full smoothing operation with fixed-lag smooth-ing (delayed Kalman filter estimate) [23] or even just by filtering. That is, instead of using the th entry of as the enhanced signal estimate, it is proposed to use (fixed lag smoothing) or (filtering), that are the first and the th entries of respectively. Similar observations apply to the enhanced noise estimate, used by the EM algorithm. With these modifications, we do not need to apply the smoothing (11) and (12) that are computationally expensive. As indicated in [11] , the resulting algorithm still maintains its nice monotonic convergence behavior.
A simplified EM algorithm may be obtained by iteratively estimating the speech parameters using the enhanced speech signal (by employing the ordinary YW equation set), and then using these parameters to improve the estimate of the enhanced signal (the noise parameters are estimated, using signal segments at which voice activity is assumed not to be present). This simplified EM algorithm was suggested by Koo et al. [16] . We found that unlike the EM algorithm, which is guaranteed to be stable and to monotonically increase the likelihood function, the simplified EM algorithm does not possess such properties. The simplified EM algorithm results in performance degradation, which is very significant at the lower SNR range. Similar behavior was noticed by Lim and Oppenheim [20] in the context of an iterative Wiener filter algorithm for the enhancement of speech in the presence of white Gaussian noise.
IV. PARAMETER ESTIMATION USING HIGHER-ORDER STATISTICS
To obtain a reliable estimate of the speech signal, it is essential to have a powerful initialization algorithm for the speech and noise parameters. Otherwise, the estimation algorithm might converge to a local minimum of the likelihood function. When the SNR is high, an initial estimate of the speech parameters may be obtained using standard LPC processing, and an initial estimate of the noise parameters may be obtained by employing a voice activity detector, so that the noise statistics are accumulated during silence periods.
Unfortunately, this initialization procedure breaks down at low SNR conditions, below 5 dB in our experiments. However, if the additive noise is assumed to be Gaussian, then higher-order statistics (HOS) may be incorporated in order to improve the initial estimate of the speech parameters. In that case, the quality of the enhanced speech signal is significantly improved compared to the standard initialization method that was indicated above.
It can be shown, by invoking the basic cumulant properties in [22, Sect. II-B3], and recalling (2) , that (17) whenever where denotes the joint cumulant of the bracketed variables. We note that A general formula for expressing cumulants in terms of moments can be found in [22] . Now, under the assumption that is Gaussian, it can be shown, by invoking the same basic cumulant properties in [22] and recalling (1) and the statistical independence of and , that whenever
For we obtain the standard Yule-Walker equations based on second-order statistics. However, in this case the equations do not hold because of the contribution of the additive noise, and this is why the parameter initialization breaks down at low SNR. For we obtain additional Yule-Walker type equations that are insensitive to the presence of additive Gaussian noise. These equations appear to be very useful if the additive noise is "more Gaussian" than the speech signal in the sense that its higher-order cumulants are relatively small in magnitude.
In practice the cumulants are approximated by substituting the unavailable ensemble averages with sample averages, thus obtaining a set of linear equations that may be used to compute the AR parameters directly from the observed signal
The spectral level of the excitation signal may be computed by applying a whitening filter using the estimated AR parameters.
Since the equations are satisfied for all and any combinations of lags we have an overdetermined set of equations that may be used to improve numerical and statistical stability of the resulting parameters estimates.
Experimental results using actual speech signal in several typical noise environments indicated that at low SNR conditions, below 5 dB, using fourth-order cumulants , one typically obtains a better and more robust initial estimate of the speech parameters as compared with the conventional LPC approach based on second-order statistics. The use of third-order cumulants as suggested in [24] , was not that effective.
We also tried to incorporate HOS into the iterative algorithm, and not merely as an initialization tool. For that purpose, consider (17) for By using the cumulants of the enhanced speech signal, in (17) we obtain an iterative algorithm that employs HOS to iteratively estimate the speech AR parameters. However, experiments showed that the resulting algorithm produces low-quality enhanced speech, with reduced bandwidth formants. Similar observation was noted by Masgrau et al. [21] , when incorporating thirdorder statistics into the approximated EM, Wiener filter-based algorithm of [20] .
V. SEQUENTIAL ALGORITHM
The iterative-batch EM algorithm requires the use of an analysis window over which the signal and noise statistics are assumed to be stationary. To avoid this assumption, we now suggest a sequential speech enhancement algorithm that is no longer an EM algorithm. The resulting sequential algorithm is more computationally efficient than the iterative-batch algorithm. Another benefit of the sequential algorithm is that it is delayless, unlike the iterative-batch algorithm that has an inherent delay of one processing window frame.
Following the considerations in [29] (see also [30] , which considers the two-channel case) we obtain in Appendix B the following sequential speech enhancement algorithm.
This algorithm consists of a forward Kalman filter, given by (7)- (10), whose parameters are continuously up-dated according to (18) (19) (20) (21) where are defined by is a matrix, is a matrix, and is a scalar value. Similarly, is a matrix, is a matrix, and is a scalar value.
are exponential weighting factors and are the update stepsizes.
An improvement in the convergence behavior of the algorithm is obtained by normalizing the stepsizes, i.e., using
VI. EXPERIMENTS
In order to evaluate the performances of the proposed Kalman-EM-iterative (KEMI) algorithm and Kalman-gradient descent-sequential (KGDS) algorithm, both objective and subjective tests were conducted. The performances of these algorithms were compared with the following algorithms: 1) the log spectral amplitude estimator (LSAE), suggested by Ephraim and Malah [6] , which is an improvement of the short-time spectral amplitude (STSA) estimator [5] ; 2) the HMM-based speech enhancement algorithms suggested by Ephraim et al. [7] , [8] ; 3) the spectral subtraction algorithm suggested by Boll [2] ; 4) the Wiener-EM (WEM) algorithm of Lim and Oppenheim [20] .
In the experiments that we describe below, five iterations were required for the KEMI algorithm to converge. The AR order used to model the speech signal was ten, and the AR order used to model the noise signal was four. The frame size was 16 ms, although small changes in this value did not degrade the performance. The analysis frames were nonoverlapping (overlapping frames did not yield improved performance). The LSAE algorithm was implemented with a decision directed a priori SNR estimation. The HMM algorithm was based on the minimum mean square error (MMSE) criterion, since it was reported to be superior over the alternative maximum a posteriori (MAP) criterion [8] . The WEM algorithm was the RLMAP variant in [20] , since it yielded the best results.
Both Hebrew and English sentences uttered by male and female speakers were used in our experiments. The sampling rate was 8 kHz. The speech signal was degraded by additive noise, at various SNR's. Various recorded noise sources, including refrigerator, air conditioner and computer fan, were considered. All were found to obey the Gaussian assumption with a good degree of approximation. The computer fan noise is typical of an office environment. Its slowly time-varying short-term spectrum can be modeled adequately by an AR process of order
In Fig. 1 , we assess the validity of the Gaussian approximation, by plotting the empirical cumulative distribution function (CDF) of both the computer fan noise and speech samples over a segment of 50 ms. The vertical axis employs a nonlinear division of the interval [0, 1], such that the vertical coordinate of a sample with CDF is where is the CDF of a Gaussian random variable, whose mean and variance are the empirical mean and variance of the given signal segment. Hence, a Gaussian random variable corresponds to a straight line (presented by a dashed line in the figure). As can be seen, the noise segment shown (which is typical of that noise signal) is very close to an ideal Gaussian curve. On the other hand, the voiced segment shown (unvoiced speech segments possess similar Gaussian curves) deviates significantly from the Gaussian curve. More precisely, for the noise segment shown, the deviation from the Gaussian curve is significant only for data samples with cumulative probability value higher than 99% or lower than 3%. On the other hand, for the speech segment shown, the deviation from the Gaussian curve is already significant for data samples whose cumulative probability is higher than 80% or lower than 20%.
Our informal speech quality test involved ten listeners. Each considered 40 Hebrew and English sentences. Some of the English sentences were taken from the TIMIT data base [12] . The rest were recorded in a silent environment. The speech signal was corrupted by several noise signals at various SNR's. Each listener had to characterize the quality of the enhanced speech and to compare it with the quality of the corrupted one. Each listener examined each enhanced speech signal, without knowing which signal corresponds to which algorithm. All listeners indicated that the quality of the speech processed by the KEMI algorithm is superior to the quality of the corrupted speech at the entire SNR range examined (between 10 and 15 dB). They also indicated a significant reduction in the noise level without any severe distortion of the speech signal.
At SNR values below 5 dB, the speech quality of the KGDS algorithm is only slightly inferior to that of the KEMI. Above 5 dB the KGDS algorithm was sometimes unstable, with a time varying signal level. We attribute this phenomenon to the fact that at high SNR's the estimated noise model parameters might be very inaccurate (since the noise is masked by the signal). A possible solution is to replace the sequential update equation of the noise parameters by an estimator that, based on a voice activity detector, considers only signal segments where speech activity is not detected.
A comparison between the filtered output and the fixedlag smoothed output showed a slight advantage to the former (although the fixed-lag smoothed output was sometimes characterized as being slightly muffled).
The spectral subtraction algorithm significantly reduced the noise level, but generated an annoying "musical noise" effect, i.e., the enhanced speech contained tones with fast shifting frequencies. The algorithm collapses at SNR values below 5 dB.
Both HMM-MMSE and LSAE algorithms showed the most significant noise reduction, but were also characterized by a noticeable distortion of the natural sound of the speech signal. However, the speech distortion of the HMM-MMSE algorithm is much more noticeable, especially at SNR values lower than 0 dB. This observation was also noted in [8] . At SNR values lower than 10 dB, the intelligibility of the speech, processed by the HMM-MMSE algorithm, is severely damaged. All these observations were valid both for a synthetic white Gaussian noise and for a recorded fan noise signal. The WEM algorithm was designed under the assumption of white Gaussian noise, hence was not tested for colored-noise environments. Our listening tests indicate some advantage to the KEMI algorithm over the WEM algorithm. Fig. 2 shows the spectrograms of some clean speech segment (upper left), and the corresponding noisy segment (upper right), enhanced KEMI (fixed lag smoothing version) signal (lower left), and enhanced LSAE signal (lower right). As can be seen, the LSAE algorithm shows better noise reduction, at the expense of larger distortion of the speech signal, which is expressed by formant widening.
Intelligibility tests were also conducted for the KEMI algorithm. The clean speech database was the high quality connected digits recorded at TI, (TIDIGITS) [19] by 225 adult female and male speakers. Using the TIDIGITS data base, we created two new databases, each consisting of 200 utterances of isolated digits. The first database consisted of digit utterances that were corrupted by additive computer fan noise, at SNR level of 15 dB. The second data base was created by enhancing each noisy utterance, using the KEMI algorithm. Twelve listeners participated in the experiment. The recognition rate of each listener was evaluated by considering 20 noisy utterances and 20 enhanced utterances. All 40 utterances were randomly selected, and were presented to the listener at a random order. The overall word error rate was slightly decreased from 31% (74 wrong decisions) without speech enhancement, to 26% (63 wrong decisions) when preprocessing the speech signal, using the KEMI algorithm.
Our objective set of experiments consisted of total output SNR measurements, segmental SNR and Itakura-Saito (IS) distortion measurements. These distortion measures are known to be correlated with the subjective perception of speech quality [14] . The IS distortion measure and the segmental SNR possess the highest correlation, with a small advantage to the former. Let and denote the clean and enhanced speech signals, respectively. The total output SNR is defined by (22) where the time summations are over the entire duration of the signals. To obtain the segmental output SNR we used the median value of the individual SNR measurements [using (22) ] of all the frames of the signal. Median averaging eliminates outliers, and is therefore superior to the common definition of segmental SNR that involves simple averaging. Similarly, to obtain a representative IS distance measure for the enhanced signal, we calculated the median of the IS measurements of all the frames of the signal. The data base consisted of four sentences uttered by two female (1, 3) and two male speakers (2, 4) both in Hebrew (1, 3) and in English (2, 4) . The duration of each of the first three sentences was 25 s. The duration of the last sentence was 5 s. Fig. 3 shows the total SNR of the various enhanced signals for all sentences combined. The noise source was the fan noise signal. The algorithms that were examined were the proposed KEMI algorithm (the fixed lag variant is presented. The filtered variant was slightly inferior), the KGDS algorithm, the LSAE algorithm, and the HMM-MMSE algorithm. Fig. 4 shows the same data for white Gaussian noise, and the KEMI, HMM-MMSE, and WEM algorithms. We have also evaluated the segmental SNR of the various enhanced signals. However, the conclusions from the segmental SNR experiments are very similar to the conclusions from the total SNR experiments. Hence, only total SNR results are provided. Fig. 5 presents the median IS distance of the various enhanced signals for each sentence contaminated by fan noise. Fig. 3 demonstrates that above 0 dB input SNR (fan noise), the LSAE algorithm is superior to the KEMI algorithm by between 1-2 dB enhancement. Fig. 4 shows that above 0 dB input SNR (white noise), the HMM-MMSE algorithm improves the KEMI algorithm by up to 2.5 dB. In this region, the KEMI algorithm improves the WEM algorithm by up to 2.5 dB. Our total SNR results for the HMM-MMSE algorithm agree with the results that are reported in [8] and [25] . At the lower input SNR range (below 0 dB), SNR improvement figures might be misleading (e.g., an algorithm that produces a constant zero signal, improves SNR). In fact, below 0 dB, the distortion of the HMM-MMSE algorithm is very significant. The distortion of the LSAE algorithm in that region is less severe, but the enhanced signal sounds unnatural. On the other hand, the KEMI algorithm improves SNR over the full range of input SNR values, without affecting the intelligibility and natural sound of the speech. The IS distance measure results in Fig. 5 show an advantage to the KEMI algorithm over the full range of input SNR's. The IS values of the HMM algorithm were much worse (i.e., higher) compared to the other algorithms, and are therefore not presented. At SNR's below 5 dB, the performances of the KEMI and KGDS algorithms are essentially identical. Note that some of the measurements of the KGDS algorithm at input SNR equal to ten are missing. This is due to the possible unstable behavior of the KGDS algorithm at high SNR's.
ASR experiments were conducted using a continuous density HMM-based speech recognition system. The acoustic front end is comprised of eight cepstral values and their time derivatives, computed by using standard LPC analysis. The resulting 16-dimensional feature vector is modeled by a mixture of three diagonal covariance Gaussians. Each word in the vocabulary was modeled by one, five-state, left-toright HMM. Training was performed using the Baum-Welch algorithm. The decoder was a conventional Viterbi algorithm. The speech data base was the speaker-independent, highquality connected digits recorded at TI [19] . This data base is divided into training and testing digit strings uttered by 225 adult talkers. The single digits (word) recognition rate of the system, when tested on the clean isolated digits sentences, was 99.1%.
The single digits recognition rate of the system when subject to speech signals contaminated by computer fan noise at various SNR's (The SNR was measured in the frequency region of interest, between 200 and 3200 Hz) is summarized in Fig. 6 . We also show the corresponding recognition rate, when the noisy speech is preprocessed by the KEMI algorithm (fixed-lag smoothing version; the filtered version was slightly inferior), by the LSAE algorithm, and by the HMM-MMSE algorithm. The main purpose of this comparison is to compare the performance of the enhancement algorithms using an additional task. Alternative noise adaptation algorithms [10] , [28] that adapt the parameters of the recognizer, instead of preprocessing the input speech, cannot produce an enhanced speech signal. Hence, the performance of these algorithms was not evaluated. As can be seen, the KEMI algorithm improves the performance by about 6 dB (i.e., when speech enhancement is not employed, the SNR needs to be increased by 6 dB in order to obtain the same recognition rate). The KEMI algorithm shows superior performance compared to the HMM-MMSE algorithm, and is comparable to the LSAE at input SNR's higher than 6 dB. Below 6 dB input SNR, the LSAE is superior to the KEMI algorithm.
VII. DISCUSSION
The proposed Kalman filter-based enhancement algorithms use parallel AR models to describe the dynamics of the speech and noise signals. The combined model is used to decompose the noisy signal into speech and noise components. HMMbased enhancement algorithms also use parallel models, one set for each of the components into which the signal is to be decomposed (although usually the noise model degenerates to a single state HMM). The main difference between the two approaches is that the HMM-based methods constrain the estimated speech (and noise) parameters to some codebook of possible spectra that is obtained from some clean speech data base. This codebook is in fact a detailed model to the speech signal. The success of the HMM-based methods, depends on the accuracy of this model. A mismatch between the data base used to construct the speech codebook and the actual speech signal that needs to be enhanced might deteriorate the quality of the enhanced signal. For example, speaker-dependent applications might be more successful than speaker-independent applications when using the HMM-based methods. The LSAE algorithm shows improved performance compared to HMM-MMSE, especially at the low SNR range. We attribute this phenomenon to the fact that LSAE (also STSA) tends to attenuate the noisy speech signal less than Wiener filtering does, especially at the lower SNR range (in addition to that, recall that HMM-MMSE is a weighted combination of Wiener filters).
HMM-based signal decomposition has also been used to enhance the robustness of HMM-based speech recognition systems [10] , [28] . In this case, parallel HMM model combination is used to transform the probability distribution of the clean speech signal into the probability distribution of the noisy signal.
The Kalman filter-based algorithms employ the MMSE criterion, although other criteria such as minimax are also possible in the enhancement stage of the algorithm. In fact, in [26] , a Kalman filter based on the minimax criterion is shown to be superior over a standard (MMSE) Kalman filter. It should be noted, however, that the implementation of the minimax criterion for the parameter estimation stage of the algorithm seems to be much more complicated.
The proposed algorithms use Kalman filtering instead of the Wiener filter approach of Lim and Oppenheim [20] . The advantage of Kalman filtering compared to Wiener filtering is attributed to the fact that the Kalman filter approach enables accurate modeling of the nonstationary transitions at frame boundaries. The advantage of the Kalman filter compared to the Wiener filter was previously noted in [23] , for the case where the estimated speech parameters are obtained from the clean speech signal (e.g., 4.5 dB improvement in segmental SNR for speech contaminated by white noise at 0 dB input SNR, and 5.5 dB improvement when using fixed lag Kalman smoothing).
In [18] , the HMM-based enhancement in [7] and [8] that employs parallel Wiener filters was modified by replacing Wiener filtering by Kalman filtering.
An important feature of the proposed algorithm is that, unlike the alternative algorithms that were examined, a voice activity detector (VAD) is not required. In fact, the implementation of these alternative algorithms in Section VI, assumed an ideal VAD that produces the true noise spectrum. In that sense, the comparison was biased in favor of these competing algorithms. This advantage of the proposed algorithm is especially significant for noise sources with fast changing spectrum, since a VAD is less useful in that case. It is also significant for the lower SNR region, where it is more difficult to construct reliable VAD's.
VIII. SUMMARY
We presented iterative-batch and sequential speech enhancement algorithms in the presence of colored background noise, and compared the performance of these algorithms with alternative speech enhancement algorithms. The iterativebatch algorithm employs the EM method to estimate the spectral parameters of the speech signal and noise process. Each iteration of the algorithm is composed of an estimation (E) step and a maximization (M) step. The E-step is implemented by using the Kalman filtering equations. The M-step is implemented by using a nonstandard YW equation set, in which correlations are replaced by their a posteriori values, that are calculated by using the Kalman filtering equations. The enhanced speech is obtained as a byproduct of the Estep. The performance of this algorithm was compared to that of alternative speech enhancement algorithms. A distinct advantage of the proposed algorithm compared to alternative algorithms is that it enhances the quality and SNR of the speech, while preserving its intelligibility and natural sound. Another advantage of the algorithm is that a VAD is not required.
Our development assumes a colored, rather than white, Gaussian noise model. The incremental computational price that is paid for this extension is moderate. However, the realizable improvement in the enhancement performance may be quite significant, as indicated in [11] and [13] .
Fixed-lag Kalman smoothing was superior to Kalman filtering in terms of the objective distance measures (total and segmental SNR and Itakura-Saito distance) and in terms of the ASR performance. However, our informal speech quality tests suggest the opposite conclusion (i.e., that filtering is slightly superior to fixed-lag smoothing).
Fourth-order cumulant based equations were shown to provide a reliable initialization to the EM algorithm. Alternative initialization methods that we tried, such as third-order statistics based equations, were not as effective.
In order to reduce the computational load and to eliminate the delay of the iterative-batch algorithm, the sequential algorithm may be used. Although in general, the performance of the iterative-batch algorithm is superior, at low SNR's the differences in performance are small.
APPENDIX A
We provide a derivation of the EM algorithm presented in Section III. Let defined by (5) be the vector of corrupted speech samples (observed data) possessing the probability distribution function (PDF) where is defined by (4).
The ML estimate of is given by (23) Our objective is to estimate the clean speech samples from the observed data Such an estimate will be obtained as a byproduct of the ML parameter estimation algorithm. The solution to (23) is obtained by using the EM algorithm [4] , which is a general iterative procedure for obtaining the solution to the ML optimization problem. To apply the EM algorithm we need to define a "complete data" vector that is related to the observed data vector ("incomplete data") through a (generally noninvertible) transformation, i.e.,
The general th iteration of the EM algorithm consists of the following estimation (E) step and maximization (M) step. E-Step:
is the estimate of after iterations of the algorithm. Intuitively, the E-step yields an estimate of the a posteriori "complete data" statistics given the "incomplete data." The crucial point in any implementation of the EM algorithm is how to define the "complete data" such that the implementation of the maximization required by the M-step is simpler than the maximization required by the original ML criterion (23) . Now consider our noisy speech parameter estimation problem. The observed data vector ("incomplete data") in the current analysis frame is
The corresponding vectors of speech and noise samples are is the frame length. and are the speech and noise AR orders). The "complete data" vector, is defined to be a concatenation of the clean speech samples and the noise samples i.e., Invoking Bayes's rule where is the vector of unknown parameters defined in (4) . Under the assumption that both the speech innovation sequence, and the noise innovation sequence, are Gaussian (hence, and are also assumed Gaussian), and recalling (2) and (3), one obtains (26) where is a constant, independent of the parameter vector Under the assumption that the contributions of and in (26) are negligible. Hence, taking the conditional expectation given the corrupted measurements at yields (27) where the notation (6) has been used. Equation (27) implies that the maximization of with respect to (M-step) is completely decoupled to two separate optimization problems, one with respect to the speech parameters, and the other with respect to the noise parameters. That is a very desirable property of the algorithm. Equations (13)- (16) are obtained by straightforward differentiation of (27) .
APPENDIX B
We provide a derivation of the sequential algorithm presented in Section III.
The suggested recursive algorithm is based on the following gradient descent algorithm for solving the ML optimization problem, (23): (28) where is the estimate of after iteration cycles. The constants are the update stepsizes. For sufficiently small stepsizes, this algorithm converges to a local maxima of the likelihood function. To compute the partial derivatives in (28), we suggest using Fisher's identity [9] . Let the vector ("complete data") be some vector, that is related to the measurements vector by the transformation (24) . Then Fisher's identity asserts the following: (29) where we have used the definition (25) . In order to make this identity useful, should be chosen such that the differentiation of is simpler to implement than the direct differentiation of Differentiating (26) with respect to and invoking (28), (29) yields To obtain our sequential algorithm, the iteration index is replaced by the time index. We also incorporate a forgetting factor for calculating the covariance terms. For convenience, we define is a matrix, is a matrix, and is a scalar value. and are forgetting factors for the speech and noise, respectively, that satisfy and control the update rate. Then our sequential update of [see (18) ] is may be obtained similarly. Alternatively, we may use the sequential variant of (14) [see (19) ]. Similar update equations apply to the noise parameters [see (20) and (21)].
