Rigidity of compact pseudo-Riemannian homogeneous spaces for solvable
  Lie groups by Baues, Oliver & Globke, Wolfgang
ar
X
iv
:1
50
7.
02
57
5v
1 
 [m
ath
.D
G]
  9
 Ju
l 2
01
5
RIGIDITY OF COMPACT PSEUDO-RIEMANNIAN
HOMOGENEOUS SPACES FOR SOLVABLE LIE GROUPS
OLIVER BAUES AND WOLFGANG GLOBKE
Abstract. Let M be a compact connected pseudo-Riemannian manifold on
which a solvable connected Lie group G of isometries acts transitively. We
show that G acts almost freely on M and that the metric on M is induced by
a bi-invariant pseudo-Riemannian metric on G. Furthermore, we show that
the identity component of the isometry group of M coincides with G.
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1. Introduction and main results
As exemplified by D’Ambra and Gromov’s programmatic survey [8], there has
been a considerable interest in transformation groups of manifolds with rigid geo-
metric structures, among which pseudo-Riemannian metrics, along with conformal
and affine structures, feature prominently. In this context, isometry groups are
typically assumed to be non-compact in order to allow for sufficiently rich geomet-
ric and dynamical properties, whereas the manifolds are compact to ensure the
geometries are “almost classifiable” in the words of [8].
Beside the Riemannian case, the Lorentzian manifolds (of metric signature 1)
constitute the most prominent class of pseudo-Riemannian manifolds. Zimmer [23]
studied semisimple Lie groups acting on compact Lorentzian manifolds. Adams
and Stuck [1] and Zeghib [21] independently refined Zimmer’s results into a classifi-
cation of the isometry groups of compact Lorentzian manifolds. The case of higher
signature pseudo-Riemannian metrics seems much more difficult.
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In this context, the most fundamental geometric objects are homogeneous man-
ifolds, that is, those admitting a transitive action by a group of isometries. A
classification of compact Lorentzian homogeneous spaces was given by Zeghib [21].
In a recent article, Quiroga-Barranco [18] investigated transitive simple Lie groups
of isometries on compact pseudo-Riemannian manifolds of arbitrary signature. In
the present article, we study transitive isometric actions of solvable Lie groups.
1.1. The main results. Let M be a compact pseudo-Riemannian manifold, and
let G be a connected solvable Lie group of isometries acting transitively on M .
Theorem A. G acts almost freely on M .
Theorem A states that the stabilizer Γ = Gx of any point x ∈ M is a discrete
subgroup in G. Therefore, the orbit map
ox ∶ G→M, g ↦ g ⋅ x
is a covering map. Since ox is a local diffeomorphism, the pseudo-Riemannian
metric g onM pulls back to a left-invariant non-degenerate metric tensor, and thus
defines a pseudo-Riemannian metric gG on G. By construction, gG is also invariant
under conjugation by Γ. This subgroup is uniform in G since M is compact. We
prove that the invariance under the uniform subgroup Γ extends to all of G:
Theorem B. Let gG be the pulled-back left-invariant pseudo-Riemannian metric
on G as above. Then gG is a bi-invariant pseudo-Riemannian metric.
Here, a left-invariant metric gG on G is called bi-invariant if the right multi-
plication map G→ G, h↦ hg is an isometry for all g ∈ G.
The above two theorems exhibit strong restrictions on transitive isometric actions
which are imposed by the pseudo-Riemannian structure. As Johnson [10] showed,
every compact homogeneous space for a solvable Lie group (except the circle) admits
transitive solvable actions of arbitrarily large dimensions. Therefore, such actions
cannot preserve a pseudo-Riemannian metric. In addition, uniform subgroups in
simply connected solvable Lie groups are not always Zariski-dense in the adjoint
representation, so there is no apparent reason for a Γ-invariant metric to be bi-
invariant. Such types of lattices appear already in the Lorentzian case (see Medina
and Revoy [15]).
Let us further remark that, contrasting Theorems A and B, Zwart and Boothby
[24, Section 7] constructed transitive solvable actions with non-discrete stabilizer
on compact symplectic manifolds which do not pull back to bi-invariant skew forms.
Theorems A and B partially generalize the results of Zeghib [21, The´ore`me 1.7]
on compact Lorentzian homogeneous spaces with non-compact isometry groups.
Another special case are flat compact pseudo-Riemannian homogeneous mani-
folds. It was noted in Baues [3, Chapter 4] that these are precisely the quotients
of two-step nilpotent Lie groups with bi-invariant pseudo-Riemannian metrics by
lattice subgroups.
Since every Lie group with bi-invariant metric is a symmetric space (O’Neill [17,
Chapter 11]), we obtain:
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Corollary C. The universal cover of M is a pseudo-Riemannian symmetric space.
In particular, M is a locally symmetric space.
Recall that a manifold is called aspherical if its universal covering space is con-
tractible. In particular, every homogeneous space M for a solvable Lie group is
aspherical. Such M are often referred to as solvmanifolds. For comparison, note
that any simple Lie group that acts on a compact homogeneous aspherical manifold
is locally isomorphic to SL2(R). Note also that SL2(R) can act locally effectively
on compact solvmanifolds, for example on the two-torus.
Corollary D. Let M be a compact aspherical homogeneous pseudo-Riemannian
manifold with solvable fundamental group. Then the connected component of Iso(M)
is solvable and acts almost freely on M .
Corollary D can be viewed as a consequence of Gromov’s Centralizer Theorem,
which implies that no group locally isomorphic to SL2(R) can act on a compact
analytic manifold with solvable fundamental group (compare Gromov [9, 0.7.A]).
Instead, we base our proof of Corollary D on the more general Theorem 1.4 below,
which concerns measure preserving transitive actions on aspherical manifolds.
Moreover, Corollary D shows that in the homogeneous case1 the fundamental
group determines the structure of the isometry group to a large extent. Indeed,
a simply connected solvable Lie group is determined by a lattice up to a compact
deformation, see Baues and Klopsch [4] (compare also Theorem 1.1 below).
We turn now to the problem of determining the isometry types with given
fundamental group: Let G be a simply connected Lie group, gG a bi-invariant
pseudo-Riemannian metric on G, and Γ ≤ G a lattice. This turns G/Γ into a
pseudo-Riemannian manifold with metric inherited from gG, and G acts on G/Γ
by isometries. A set of data PM = (G,gG,Γ, φ), where
φ ∶ G/Γ → M
is an isometry, is called a presentation for M by the Lie group G with bi-invariant
metric gG. Let Pi = (Gi,gGi ,Γi, φi) be presentations for M1, M2 respectively. An
isometry of presentations
Ψ ∶ P1 → P2
is an isomorphism of Lie groups Ψ ∶ G1 → G2, which satisfies
(1) Ψ(Γ1) = Γ2.
(2) Ψ is an isometry with respect to the metrics gG1 and gG2 .
In particular, Ψ defines induced isometries of pseudo-Riemannian manifolds
Ψ ∶ G1/Γ1 → G2/Γ2 and ψ = φ2Ψφ
−1
1 ∶M1 →M2 .
By Theorem A and Theorem B, every compact pseudo-Riemannian manifold M
with solvable isometry group has a presentation P by a Lie group with bi-invariant
metric. With these preliminaries in place we can show in Section 9:
Corollary E. Let M1 and M2 be compact pseudo-Riemannian manifolds with pre-
sentations P1 and P2 by Lie groups with bi-invariant metrics. Let xi = φi(eΓi) be
the base points. Then every isometry ψ ∶ M1 → M2 with ψ(x1) = x2 is induced by
an isometry of presentations Ψ ∶ P1 → P2. In particular, any two presentations of
M by Lie groups with bi-invariant metric are isometric.
1Results by An [2] also indicate a relation in the non-homogeneous case.
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Corollary E provides us with an effective procedure to classify compact homo-
geneous pseudo-Riemannian manifoldsM with a transitive solvable isometry group,
by classifying simply connected Lie groups with bi-invariant metrics and their lat-
tices up to equivalence under Lie group automorphisms.
1.2. Further results and applications. The proofs of Theorems A and B, given
in Section 7, rest on a careful analysis of the symmetric bilinear form ⟨⋅, ⋅⟩ induced
by gG on the Lie algebra g of G. A priori, ⟨⋅, ⋅⟩ is Ad(Γ)-invariant, so by continuity
it is also invariant under the Zariski closure Ad(Γ)
z
. However, in general a uniform
subgroup of a solvable Lie group G is not Zariski-dense in G.2 The analogous situ-
ation for semisimple Lie groups is by comparison well understood through Borel’s
density theorem [5], which states that a lattice in a semisimple Lie group S with-
out compact factors is Zariski-dense in any linear representation of S. For solvable
Lie groups there is a collection of density results in special cases, see for example
Malcev [13], Baues and Klopsch [4, Lemma 3.5], Raghunathan [19, Theorem 3.2] or
Saito [20, The´ore`me 3]. These special cases are subsumed in the following density
theorem:
Theorem 1.1. Let G be a connected solvable Lie group and H a uniform subgroup,
and let ̺ ∶ G→ GL(V ) be a representation on a finite-dimensional real vector space
V . Let A denote the Zariski closure of ̺(G) in GL(V ). Then
̺(H)
z
⊇ As,
where As is the maximal trigonalizable subgroup of A.
Applied in the context of pseudo-Riemannian solvmanifolds, this density theorem
implies the following property: The scalar product ⟨⋅, ⋅⟩ induced by gG on the Lie
algebra g is nil-invariant. This means if ad(X)n is the nilpotent part of the Jordan
decomposition of ad(X) for X ∈ g, then ad(X)n is a skew operator with respect to
⟨⋅, ⋅⟩. In Sections 5 and 6 we study the properties of nil-invariant scalar products.
The main result is:
Theorem 1.2. Let g be a solvable Lie algebra and ⟨⋅, ⋅⟩ a nil-invariant symmetric
bilinear form on g. Then ⟨⋅, ⋅⟩ is invariant.
The assumption that ⟨⋅, ⋅⟩ is symmetric is crucial for Theorem 1.2, since, in gen-
eral, nil-invariance of a bilinear form on g does not imply its invariance. Zwart and
Boothby [24, Section 7] provide an example of a skew-symmetric nil-invariant form
on a solvable Lie algebra which is not invariant.
An application of Theorem 1.1 and Theorem 1.2 is the following:
Corollary 1.3. Let G be a solvable Lie group, H a uniform subgroup of G and g
a left-invariant pseudo-Riemannian metric on G which is right-invariant under H.
Then g is bi-invariant.
Indeed, the left-invariant metric g induces an inner product ⟨⋅, ⋅⟩ on the Lie alge-
bra g of G. The right-invariance under H of g implies that ⟨⋅, ⋅⟩ is Ad(H)-invariant.
As H is uniform in G, the density Theorem 1.1 implies that ⟨⋅, ⋅⟩ is nil-invariant.
By Theorem 1.2, ⟨⋅, ⋅⟩ is invariant on g and thus g is a bi-invariant metric on G.
2Baues and Klopsch exhibit examples of lattices which are not Zariski-dense in [4, Chapter 2].
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Compact homogeneous spaces for solvable Lie groups are aspherical manifolds.
So as a natural generalization one can study compact aspherical homogeneous
spaces. In Section 8 we prove the following theorem:
Theorem 1.4. Let L be a connected Lie group that acts almost effectively and
transitively on the compact aspherical manifold M . Assume further that L preserves
a finite Borel measure on M . If the fundamental group of M is solvable, then L is
solvable.
Notations and conventions. The identity element of a group G is denoted by
e. If A and B are subsets of G, we put A ⋅B = {ab ∣ a ∈ A, b ∈ B}.
Let H be a subgroup of G. We write Adg(H) for the adjoint representation of H
on the Lie algebra g of G, to distinguish it from the adjoint representation Ad(H)
on its own Lie algebra h.
A subgroupG of GLn(C) is called a linear algebraic group if it is the solution set
of a system of polynomial equations. We say G is K-defined, where K is subfield of
C, if the polynomial equations defining G have coefficients in K. The K-points of
G are the elements of GK =G∩GLn(K). A group G =GR is called a real algebraic
group if it consists of the R-points of an R-defined linear algebraic group G.
We let G ○ denote the connected component of the identity of G with respect to
the Zariski topology, and G ○ the connected component of the identity with respect
to the natural Euclidean topology. Note that G ○ ⊂ G
○.
If M ⊂ G is a subset, M
z
denotes the closure of M in the Zariski topology.
If G is a Lie group with subgroup H , then we say H is Zariski-dense in G if
Adg(H)
z
= Adg(G)
z
.
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2. Review of Jordan decompositions
In this section we recall some facts on the Jordan decomposition of endomor-
phisms and the Jordan decomposition in a linear algebraic group. Proofs can be
found in Borel [6, Chapter 4].
2.1. The additive Jordan decomposition. Let A be an endomorphism of a
finite-dimensional real vector space V . There exist a unique semisimple endomor-
phism Ass (that is, diagonalizable over C) and a unique nilpotent endomorphism
An of V such that
[Ass,An] = 0 and A = Ass +An.
This is the additive Jordan decomposition of A.
Moreover, there exist polynomials P,Q ∈ R[x] with constant term 0 such that
P (A) = Ass, Q(A) = An.
P and Q can be chosen as real polynomials. The fact that the constant term in P
and Q is 0 implies
imAss ⊂ imA, imAn ⊂ imA.
6 BAUES AND GLOBKE
In particluar, any A-invariant subspace U of V is also Ass- and An-invariant. The
Jordan decomposition of A induces those of A∣U and AV /U .
Since Ass is semisimple,
V = kerAss ⊕ imAss.
2.2. The multiplicative Jordan decomposition. Let g be an automorphism of
a finite-dimensional real vector space V . Set
gu = I − g
−1
ss gn.
Then gu is unipotent (that is, I − gu is nilpotent),
[gss, gu] = 0 and g = gss ⋅ gu.
This is the multiplicative Jordan decomposition of g. The elements gss and gu are
uniquely determined by these properties. Any g-invariant subspace of V is invariant
under gu as well.
2.3. The Jordan decomposition in an algebraic group.
Theorem 2.1. Let G be a linear algebraic group. For g ∈G, let g = gu ⋅ gss denote
its multiplicative Jordan decomposition. Then gu, gss ∈ G, and if g ∈ GR, then
also gu, gss ∈ GR. If φ ∶ G → H is a morphism of linear algebraic groups, then
φ(gss) = φ(g)ss and φ(gu) = φ(g)u for all g ∈G.
For a subset M ⊂ G we write Mu = {gu ∣ g ∈ M} and Mss = {gss ∣ g ∈ M}.
Let u(G) = {g ∈ G ∣ g = gu} denote the collection of the unipotent elements in
G. The unipotent radical U(G) of G is the maximal normal subgroup consisting of
unipotent elements. A connected subgroup T ⊂G consisting of semisimple elements
is called a is called a torus.
3. The density theorem for solvable Lie groups
For a solvable linear algebraic groupG defined overR, letGs denote the maximal
R-split connected subgroup of G. This means that Gs is the maximal connected
subgroup trigonalizable over the reals. For a real algebraic group A = GR its
maximal trigonalizable subgroup is As = A ∩Gs. Let T be a torus defined over R.
Then T is called anisotropic if T s = {e}. Equivalently, T is anisotropic if its group
of real points T = TR is compact. Every torus defined over R has a decomposition
into subgroups T = T s ⋅ T c, where T c is a maximal anisotropic torus defined over
R and T s ∩T c is finite. Moreover, if T ≤G is a maximal torus defined over R and
U is the unipotent radical of G, then there is a direct product decomposition
Gs = U ⋅ T s.
Note also that the split part Gs is preserved under morphisms of algebraic groups
which are defined over R. See Borel [6, §15] for more background.
The purpose of this section is to prove:
Theorem 1.1. Let G be a connected solvable Lie group and H a uniform subgroup,
and let ̺ ∶ G→ GL(V ) be a representation on a finite-dimensional real vector space
V . Let A denote the Zariski closure of ̺(G) in GL(V ). Then
̺(H)
z
⊇ As .
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Before we give the main part of the proof, we add an important observation:
Lemma 3.1. Let G be a connected solvable Lie group and H a uniform subgroup.
Then G/H admits a G-invariant finite Borel measure.
Proof. Let ∆H = ∣detAdh∣ ∶ H → R be the modular character of H , and ∆G∣H =
∣detAdg∣H ∶ H → R the restriction of the modular character of G to H . To show
that there exists an invariant measure on G/H it is sufficient (cf. Raghunathan [19,
1.4 Lemma]) to show that ∆H =∆G∣H .
Let N be the nilradical of G and n its Lie algebra. Since [G,G] ⊂ N ,
∆G = ∣detAdn∣ and ∆H = ∣detAdh∩n∣ .
Now H ∩N is a uniform subgroup in N by Mostow’s theorem [16, §5], H○ ∩N is
a normal subgroup of N , and the projection of H ∩N to N/(H○ ∩N) is a uniform
lattice. We compute
∆G∣H = ∣detAdn∣H = ∣detAdh∩n∣H ⋅ ∣detAdn/(h∩n)∣H =∆H ⋅ 1 =∆H .
Note that the second factor is ≡ 1, since the adjoint ofH preserves an integral lattice
in n/(h ∩ n). Since G/H is compact, any invariant Borel measure is finite. 
Proof of Theorem 1.1. Let A be an R-defined solvable linear algebraic group which
contains a solvable Lie subgroup G ≤ A = AR as a Zariski-dense subgroup. Let
H ≤ G be a uniform subgroup and H the Zariski closure of H . By a Theorem of
Chevalley (see Borel [6, 5.1 Theorem]), there exists a complex vector spaceW , with
real structure U =WR, a linear representation A → GL(W ), which is defined over
R, such that H is the stabilizer of a line [x] ∈ P(W ), where x ∈ U . We may also
assume that the representation is minimal in the following sense: the orbit G ⋅ x is
not contained in a proper subspace W0 of W .
Since G/H has a G-invariant probability measure (Lemma 3.1) and maps into
P(U) via the orbit map (of the above representation on U) at [x], there exists
a G-invariant probability measure on P(U). In view of the minimality property,
Furstenberg’s Lemma, see Zimmer [22, 3.2.2 Corollary], asserts that the stabilizer
of this measure in PGL(U) is compact.
Therefore, the (Euclidean closure of the) image of G is a compact subgroup of
real points in the image B of A in PGL(W ), and it is also Zariski-dense in B, since
G is dense in A. It follows that B is an anisotropic torus, that is, Bs = {e}. Note
that the homomorphism of algebraic groups A →B is defined over R and maps As
to Bs. Thus its kernel K contains the maximal R-split connected subgroup As of
A. Since K ≤H by construction, Theorem 1.1 follows. 
4. Abelian modules with a skew pairing
Let a be a real abelian Lie algebra and let (V, ̺) be an a-module. The module
(V, ̺) is called nilpotent if all transformations ̺(A), A ∈ a, are nilpotent. A bilinear
map ⟨⋅, ⋅⟩ ∶ V × a→R such that
⟨̺(A)v,B⟩ = −⟨̺(B)v,A⟩ for all A,B ∈ a, v ∈ V
will be called a skew pairing for (V, ̺).
Proposition 4.1. Let ⟨⋅, ⋅⟩ be a skew pairing for (V, ̺). Then (V, ̺) is nilpotent
or there exists a submodule W ≠ 0 of (V, ̺), which is contained in the radical
a⊥V = {v ∈ V ∣ ⟨v, ⋅⟩ = 0} of V .
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Proof. Observe that for any A ∈ a, ⟨̺(A)V,A⟩ = 0. Suppose there exists A ∈ a such
that the submodule W = ̺(A)2V is non-zero. Let w = ̺(A)v ∈ ̺(A)2V , where
v ∈ ̺(A)V . Then, for all B ∈ a, ⟨w,B⟩ = ⟨̺(A)v,B⟩ = −⟨̺(B)v,A⟩ = 0. The latter
term is zero since ̺(A)V is a submodule for a. Hence, W is contained in a⊥V . 
Corollary 4.2. Let ⟨⋅, ⋅⟩ be a skew pairing for (V, ̺). If a⊥V contains no non-trivial
submodule of (V, ̺), then (V, ̺) is nilpotent.
5. The radical of a nil-invariant scalar product
5.1. Metric Lie algebras. Let g be a Lie algebra and ⟨⋅, ⋅⟩ a symmetric bilinear
form on g. The pair (g, ⟨⋅, ⋅⟩) is called a metric Lie algebra, ⟨⋅, ⋅⟩ is called a scalar
product (sometimes also metric) on g.
The form ⟨⋅, ⋅⟩ is called non-degenerate if
r = g⊥ = {X ∈ g ∣ ⟨X,g⟩ = 0}
is trivial. The subspace r ⊂ g is called the metric radical of (g, ⟨⋅, ⋅⟩).
The maximal nilpotent ideal n of g is called the nilradical.
For X,Y ∈ g, we write X ⊥ Y if ⟨X,Y ⟩ = 0. Moreover, if v ⊂ g is a subspace then
v⊥ = {X ∈ g ∣ ⟨X,v⟩ = 0}. The subspace v is called totally isotropic if v ⊂ v⊥. The
signature of ⟨⋅, ⋅⟩ is the dimension of a maximal totally isotropic subspace.
Assume that ⟨⋅, ⋅⟩ is non-degenerate. Then, given a totally isotropic subspace u
of g, we can find a non-degenerate subspace w such that u⊥ = w⊕ u, and a totally
isotropic subspace v ⊂ w⊥ such that v is dually paired with u by ⟨⋅, ⋅⟩, see [12,
Chapter XV, Lemma 10.1]. The resulting decomposition
g = v⊕w⊕ u
is called a Witt decomposition for u.
Let ϕ ∶ g → g be a linear map. Then ⟨⋅, ⋅⟩ is called ϕ-invariant if ϕ is skew-
symmetric with respect to ⟨⋅, ⋅⟩, that is, if ⟨ϕX,Y ⟩ = −⟨X,ϕY ⟩ for all X,Y ∈ g.
We put
inv (g, ⟨⋅, ⋅⟩) = {X ∈ g ∣ ⟨[X,Y ], Z⟩ = −⟨Y, [X,Z]⟩ for all Y,Z ∈ g} .
If h is a subspace of inv(g, ⟨⋅, ⋅⟩) then we say ⟨⋅, ⋅⟩ is h-invariant. Moreover, ⟨⋅, ⋅⟩ is
called invariant if inv(g, ⟨⋅, ⋅⟩) = g.
Definition 5.1. The metric Lie algebra (g, ⟨⋅, ⋅⟩) is called nil-invariant if ⟨⋅, ⋅⟩ is
invariant under the nilpotent part ad(X)n in the additive Jordan decomposition of
ad(X) for all X ∈ g.
5.2. Nil-invariant metric Lie algebras. The metric Lie algebra (g, ⟨⋅, ⋅⟩) is called
reduced if the metric radical r = g⊥ does not contain any non-trivial ideal of g. The
main result of this section is:
Proposition 5.2. Let g be a solvable Lie algebra and ⟨⋅, ⋅⟩ a nil-invariant symmetric
bilinear form. If (g, ⟨⋅, ⋅⟩) is reduced, then the metric radical r is zero, that is, the
metric ⟨⋅, ⋅⟩ is non-degenerate.
This implies:
Corollary 5.3. Let g be a solvable Lie algebra and ⟨⋅, ⋅⟩ a nil-invariant symmetric
bilinear form. Then the metric radical r for ⟨⋅, ⋅⟩ is an ideal in g.
Furthermore we show:
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Corollary 5.4. Let g be a solvable Lie algebra with a nil-invariant symmetric
bilinear form ⟨⋅, ⋅⟩ and let z(g) be the center of g. If (g, ⟨⋅, ⋅⟩) is reduced, then:
(1) z(n) = z(g).
(2) If g is not abelian, then z(g) contains a non-trivial totally isotropic charac-
teristic ideal of g. In particular, z(g) ≠ 0.
The proofs of Proposition 5.2 and Corollary 5.4 will be given in Section 5.4.
5.3. Totally isotropic ideals in z(n).
Lemma 5.5. Let r = g⊥ be the metric radical. Then
(1) [inv(g, ⟨⋅, ⋅⟩), r] ⊆ r.
(2) Let j ⊂ inv(g, ⟨⋅, ⋅⟩) be an ideal in g. Then [j⊥, j] ⊂ j ∩ r.
Proof. For the proof of (2) let Y ∈ j⊥ and Z ∈ j. Since j is an ideal, for any X ∈ g,
⟨[Y,Z],X⟩ = −⟨Y, [X,Z]⟩ = 0
holds. So [Y,Z] ⊥ g. Hence [Y,Z] ∈ j ∩ r. 
Lemma 5.6. Let n be an ideal in g with [g,g] ⊂ n. If ⟨⋅, ⋅⟩ is n-invariant, then:
(1) [g,n] ⊥ z(n).
(2) z(n) ∩ [g,n] is a totally isotropic ideal in g.
Let j ⊂ z(n) be an ideal in g. If ⟨⋅, ⋅⟩ is nil-invariant then:
(3) j⊥ is an ideal in g.
Proof. Let Z ∈ z(n), X ∈ g, Y ∈ n. Then ⟨Z, [X,Y ]⟩ = −⟨[Z,Y ],X⟩ = 0, which
proves (1). Hence, (2) follows.
For X ∈ g, we have ad(X)j ⊂ j, as j is an ideal. Then ad(X)nj ⊂ j (see Section 2),
and also
ad(X)nj
⊥
⊂ j⊥,
as ⟨⋅, ⋅⟩ is invariant under ad(g)n. For the semisimple part, observe that
ad(X)ssg ⊂ ad(X)ss[g,g] ⊂ [g,n] ⊂ j
⊥.
In particular, this means ad(X)j⊥ ⊂ j⊥ and thus (3) holds. 
Let j ⊂ z(n) be a totally isotropic ideal of (g, ⟨⋅, ⋅⟩). Since j is totally isotropic,
there exists a totally isotropic subspace a of g such that
(5.1) g = a⊕ j⊥.
Note that ⟨⋅, ⋅⟩ induces a dual pairing between a and j/(j ∩ r).
Lemma 5.7. The restricted adjoint representation adg(a)∣j of a on j is abelian.
Proof. For all A,B ∈ a,
[adg(A)∣j,adg(B)∣j] = adg([A,B])∣j = 0,
because [A,B] ∈ n and j ⊂ z(n). 
Proposition 5.8. Let (g, ⟨⋅, ⋅⟩) be a reduced solvable metric Lie algebra with metric
radical r. If ⟨⋅, ⋅⟩ is nil-invariant then the following hold:
(1) [j⊥, j] = 0.
(2) j ∩ r = 0.
(3) g acts on j by nilpotent transformations.
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Proof. Since both j⊥, j are ideals in g, so is [j⊥, j]. By (2) of Lemma 5.5, the ideal
[j⊥, j] is contained in r. Therefore, the reducedness of ⟨⋅, ⋅⟩ implies (1).
Consider the pairing ⟨⋅, ⋅⟩ ∶ a × j→ R. Since j ⊂ n, nil-invariance implies
⟨[A,X],B⟩ = −⟨[B,X],A⟩, for all X ∈ j and A,B ∈ a.
It follows that ⟨⋅, ⋅⟩ is a skew pairing with respect to the adjoint representation of
a on j in the sense of Section 4. Note further that r ∩ j is the radical of this skew
pairing. Assume that U ⊂ r ∩ j satisfies [a, U] ⊂ U . By (1) above, U is an ideal of
g. Since U ⊂ r, reducedness implies that U = 0. Thus the assumption of Corollary
4.2 is satisfied. Corollary 4.2 therefore asserts that a acts nilpotently on j. Nil-
invariance of ⟨⋅, ⋅⟩ further implies that [a, U] ⊂ U for U = j ∩ r. Thus j ∩ r = 0, and
(2) holds. Corollary 4.2 together with (1) implies (3). 
5.4. The characteristic ideal z(n) ∩ [g,n]. Recall that n denotes the nilradical
of g. One key element in our analysis will be the following characteristic ideal of g:
(5.2) j0 = z(n) ∩ [g,n].
A fundamental property is:
Proposition 5.9. g is abelian if and only if j0 = z(n) ∩ [g,n] = 0.
Proof. Assume g is not abelian. If n is not abelian, then j0 ⊃ z(n) ∩ [n,n] ≠ 0.
If n is abelian, then j0 = [g,n]. Assuming [g,n] = 0, we find [g, [g,g]] = 0. So
g is nilpotent, hence g = n is abelian, contradicting our assumption. This shows
j0 ≠ 0. 
We turn now to the properties of j0 with respect to nil-invariant metrics:
Lemma 5.10. Assume that the solvable metric Lie algebra (g, ⟨⋅, ⋅⟩) has nil-invariant
metric ⟨⋅, ⋅⟩, and let r denote the metric radical of ⟨⋅, ⋅⟩. Then:
(1) j0 = z(n) ∩ [g,n] is a totally isotropic ideal.
Moreover, if (g, ⟨⋅, ⋅⟩) is reduced, then the following hold:
(2) [n, r] = 0.
(3) r ⊂ z(n). In particular, r is abelian.
(4) [g, r] ⊂ j0. In particular, j0 ⊕ r is an ideal in g.
(5) [j⊥
0
, j0 ⊕ r] = 0.
(6) [g, z(n)] = 0.
Proof. Nil-invariance implies that (1) holds. Moreover, [n, r] ⊂ r, and hence n acts
on r and [n, r]. Since the action of n is nilpotent, assuming [n, r] ≠ 0, there exists
a non-zero Z ∈ [n, r] such that ad(X)Z = 0 for all X ∈ n. Hence Z ∈ j0 ∩ r. But
j0 ∩ r = 0 by Proposition 5.8, a contradiction. It follows that [n, r] = 0. Hence (2)
holds.
For all Y ∈ r it follows from (2) that [Y,g] ⊂ n implies [Y, [Y,g]] = 0. Hence
r ⊂ {Y ∈ g ∣ ad(Y ) is nilpotent} = n. Again by (2), r ⊂ z(n). Hence (3) holds. Now
(4) is immediate from (3).
Let Z ∈ j0 ⊕ r ⊂ z(n). For all X ∈ g, [X,Z] ∈ z(n) ∩ [g,n] = j0. Now let Y ∈ j
⊥
0
.
Then
⟨[Y,Z],X⟩ = −⟨Y, [X,Z]⟩ = 0,
which means [Y,Z] ∈ r. But then [Y,Z] ∈ j0 ∩ r = 0. Hence, (5) holds.
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Finally, since [g, z(n)] ⊂ j0, (3) of Proposition 5.8 implies that g acts nilpotently
on z(n). It then follows that for all X,Y ∈ g, Z ∈ z(n),
⟨[X,Z], Y ⟩ = ⟨ad(X)nZ,Y ⟩ = −⟨Z,ad(X)nY ⟩ = 0.
The latter term is 0 since ad(X)nY ∈ [g,n] and [g,n] ⊥ z(n) by Lemma 5.6. Hence,
[g, z(n)] ⊂ r and since (g, ⟨⋅, ⋅⟩) is reduced, (6) holds. 
Proof of Proposition 5.2. We decompose g = a⊕ j⊥
0
as in (5.1). By Proposition 5.8,
ad(a) acts on j0 by nilpotent operators. By (4) of Lemma 5.10, [a, r] ⊂ j0. So ad(a)
acts on j0 ⊕ r by nilpotent operators.
For all A,B ∈ a and H ∈ r, we thus find
⟨ad(A)H,B⟩ = ⟨ad(A)nH,B⟩ = −⟨H,ad(A)nB⟩ = 0.
Hence ad(a)r ⊂ a⊥ ∩ j0 = r ∩ j0 = 0. By (5) of Lemma 5.10, [j
⊥
0
, r] = 0. Therefore,
[g, r] = 0. So r is an ideal in g and thus r = 0 by reducedness. 
Proof of Corollary 5.4. Assertion (1) is implied by (6) of Lemma 5.10. If g is not
abelian, then j0 is non-trivial by Proposition 5.9. It is contained in z(g) by (1).
Hence, (2) follows. 
6. Reduction by a totally isotropic central ideal
Let (g, ⟨⋅, ⋅⟩) be a metric Lie algebra, where g is solvable and ⟨⋅, ⋅⟩ is a nil-invariant
non-degenerate symmetric bilinear form. We show that ⟨⋅, ⋅⟩ is invariant.
6.1. Reduction. Let j ⊂ z(g) be a totally isotropic ideal in g which is central. Then
j⊥ is an ideal in g. In particular, we can consider the quotient Lie algebra
g = j⊥/ j .
Since j is totally isotropic, g inherits a non-degenerate symmetric bilinear form from
j⊥. The metric Lie algebra (g, ⟨⋅, ⋅⟩) will be called the reduction of (g, ⟨⋅, ⋅⟩) by j.
We may choose a totally isotropic vector subspace a of g to obtain a Witt-
decomposition
(6.1) g = a⊕w⊕ j ,
where w is a non-degenerate subspace orthogonal to a and j.
For all X ∈ g, we write X =Xa +Xw +Xj with respect to (6.1). In what follows
we shall frequently indentify w with the underlying vector space of g. Thus for
X ∈ j⊥, the projection X of X to g may also be considered as the element Xw ∈ w.
Similarly, [X,Y ]g = [X,Y ]w for X,Y ∈ j
⊥ is the Lie bracket in g. The Lie product
in g thus gives rise to the following equations:
For all X,Y ∈ j⊥,
(6.2) [X,Y ] = [X,Y ]g + ω(X,Y ),
where ω ∈ Z2(g, j) is a 2-cocycle.
For all A ∈ a, X ∈ j⊥,
(6.3) [A,X] = AX + ξA(X),
where ξA ∶ g → j is a linear map, and A is the derivation of g induced by ad(A).
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Remark 6.1. Recall that any derivation of g maps g to the nilradical n (Jacobson
[11, Theorem III.7]). If S is a semisimple derivation, this implies
Sg = Sn ⊆ n.
In particular, this holds for derivations of the form S = ad(X)ss, X ∈ g.
In a split situation, the maps ξA vanish:
Lemma 6.2. Assume that [a,a] = 0 (that is, a is an abelian subalgebra). Then
[a,g] is contained in a⊥. In particular, ξA = 0 for all A ∈ a.
Proof. Let A ∈ a. Note that ad(A)ssg = ad(A)ssn is contained in ad(A)
2n, where n
is the nilradical. The n-invariance implies that the pairing ⟨⋅, ⋅⟩ ∶ a × n → R is skew
with respect to the representation A↦ ad(A)∣n. Thus the proof of Proposition 4.1
shows that ad(A)2n ⊂ a⊥, and hence ad(A)ssg ⊂ a
⊥. Now let X ∈ g, B ∈ a. Then
using ad(A)n is skew and ad(A)nB = 0, we obtain ⟨[A,X],B⟩ = ⟨ad(A)nX,B⟩ =
− ⟨ad(A)nB,X⟩ = 0. 
If the reduction (g, ⟨⋅, ⋅⟩) has invariant metric, the derivation A and the extension
cocycle ω determine each other:
Proposition 6.3. Let j ⊂ z(g) be a totally isotropic ideal. Assume that the reduction
(g, ⟨⋅, ⋅⟩) with respect to j has an invariant metric. Then, for all X,Y ∈ j⊥, A ∈ a,
we have
(6.4) ⟨AX,Y ⟩ = ⟨ω(X,Y ),A⟩ .
Proof. Let ad(X) = ad(X)ss + ad(X)n be the Jordan decomposition. Observe that
g decomposes as g = imad(X)ss ⊕ ker ad(X)ss. First, assume Y ∈ ker ad(X)ss. We
write A as A = A0 +A1 with A0 ∈ kerad(X)ss and A1 ∈ imad(X)ss. Then
⟨[A,X], Y ⟩ = ⟨[A0,X], Y ⟩ + ⟨[A1,X], Y ⟩
= − ⟨ad(X)nA0, Y ⟩ + ⟨A1, [X,Y ]⟩
= ⟨A0,ad(X)nY ⟩ + ⟨A1, [X,Y ]⟩
= ⟨A0, [X,Y ]⟩ + ⟨A1, [X,Y ]⟩
= ⟨A, [X,Y ]⟩.
For the second equality, we used that A1 ∈ [X,g] ⊂ j
⊥. Then the assumption that
the metric ⟨⋅, ⋅⟩ on g is invariant can be applied.
Next assume Y ∈ imad(X)ss. Then there exists W ∈ n such that Y = [X,W ], in
particular Y ∈ n (Remark 6.1). Then
⟨[A,X], Y ⟩ = ⟨[A,X], [X,W ]⟩
= − ⟨[[A,X],W ],X⟩
= ⟨[[W,A],X],X⟩ + ⟨[Y,A],X⟩
= 0 − ⟨A, [Y,X]⟩
= ⟨A, [X,Y ]⟩.
We used the fact that [W,A] ∈ n to find ⟨[[W,A],X],X⟩ = 0. 
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6.2. Invariance of the metric. Every non-abelian metric Lie algebra (g, ⟨⋅, ⋅⟩)
with nil-invariant symmetric bilinear form ⟨⋅, ⋅⟩ admits a non-trivial totally isotropic
and central ideal j, see Corollary 5.4. Therefore, (g, ⟨⋅, ⋅⟩) reduces to a metric Lie
algebra (g, ⟨⋅, ⋅⟩) of lower dimension. Iterating this procedure we obtain:
Proposition 6.4. Let (g, ⟨⋅, ⋅⟩) be a solvable metric Lie algebra with nil-invariant
non-degenerate symmetric bilinear form ⟨⋅, ⋅⟩. After a finite sequence of succes-
sive reductions with respect to one-dimensional totally isotropic and central ideals,
(g, ⟨⋅, ⋅⟩) reduces to an abelian metric Lie algebra with positive definite metric ⟨⋅, ⋅⟩.
Proof. We can apply the reduction again to (g, ⟨⋅, ⋅⟩) to obtain a sequence of suc-
cessive reductions. For this, note that the nil-invariance property is inherited in
each reduction step. The process terminates if and only if the reduction is abelian
with a positive definite metric, for otherwise it can be further reduced. 
If a reduction (g, ⟨⋅, ⋅⟩) has positive definite scalar product, then it cannot be
reduced further. In this case we call it a complete reduction. From Proposition 6.4
we immediately obtain:
Corollary 6.5. If dim g = n and the signature of ⟨⋅, ⋅⟩ is s, then the unique com-
plete reduction of (g, ⟨⋅, ⋅⟩) is isometric to (Rn−2s, ⟨⋅, ⋅⟩+), where ⟨⋅, ⋅⟩+ denotes the
canonical positive definite scalar product on Rn−2s.
We further deduce:
Corollary 6.6. Let (g, ⟨⋅, ⋅⟩) be a solvable metric Lie algebra with nil-invariant
non-degenerate symmetric bilinear form ⟨⋅, ⋅⟩. Then ⟨⋅, ⋅⟩ is invariant.
Proof. After ℓ sucessive reduction steps, the reduction (gℓ, ⟨⋅, ⋅⟩) = (a, ⟨⋅, ⋅⟩) is abelian
with positive definite symmetric bilinear form. Then ⟨⋅, ⋅⟩ is clearly invariant on a,
since a is abelian. We assume now inductively that the symmetric bilinear form ⟨⋅, ⋅⟩
on gk+1 is invariant. Thus both Lemma 6.2 and equation (6.4) apply to the k-th
reduction step. It is then easily verified using equations (6.2) and (6.3) (as in the
proof of Proposition 6.3) that the metric ⟨⋅, ⋅⟩ on the Lie algebra gk is invariant.
3

6.3. The main theorem on nil-invariant scalar products.
Theorem 1.2. Let g be a solvable Lie algebra and ⟨⋅, ⋅⟩ a nil-invariant symmetric
bilinear form on g. Then ⟨⋅, ⋅⟩ is invariant.
Proof. Let r be the metric radical of the nil-invariant form ⟨⋅, ⋅⟩ on the solvable Lie
algebra g. By Corollary 5.3, r is an ideal in g. So ⟨⋅, ⋅⟩ induces a non-degenerate
symmetric bilinear form, also denoted by ⟨⋅, ⋅⟩, on g/r. The invariance of ⟨⋅, ⋅⟩ on
g/r is given by Corollary 6.6. It is then straightforward to check that the original
bilinear form ⟨⋅, ⋅⟩ on g is invariant as well. 
7. Proofs of Theorems A and B
Let M be a compact pseudo-Riemannian manifold and G a solvable connected
Lie group of isometries which acts transitively onM . Let x ∈M and H = Gx denote
the stabilizer of x. Then H is a uniform subgroup of G.
3Indeed, it follows that (gk , ⟨⋅, ⋅⟩) is obtained from (gk+1, ⟨⋅, ⋅⟩) by the double extension proce-
dure as defined by Medina and Revoy [14].
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Let g and h denote the Lie algebras of G and H , respectively. The pull-back of
the pseudo-Riemannian metric g on M via the orbit map at x is a left-invariant
symmetric bilinear tensor on G and restricts to a symmetric bilinear form ⟨⋅, ⋅⟩ on g.
Since g is non-degenerate, the metric radical r of ⟨⋅, ⋅⟩ in g (as defined in Section 5.1)
is precisely the Lie algebra h of H . As G is a group of isometries, G acts effectively
on M . In particular, H does not contain any connected subgroup which is normal
in G. Therefore, the metric radical r = h does not contain any non-trivial ideal of
g. That is, the metric Lie algebra (g, ⟨⋅, ⋅⟩) is reduced in the sense of Section 5.
Note that, since H is the isotropy group at x, Adg(H) acts by linear isome-
tries of ⟨⋅, ⋅⟩. Let A denote the Zariski closure of Adg(G) in GL(g). The density
Theorem 1.1 implies, in particular, that the Zariski closure of Adg(H) contains all
unipotent elements of A. Since ⟨⋅, ⋅⟩ is preserved by H , its Zariski closure also acts
by isometries. Taking derivatives it follows that, for all X ∈ g, the nilpotent parts
ad(X)n (in the Jordan decomposition of ad(X)) are skew-symmetric with respect
to ⟨⋅, ⋅⟩. This means ⟨⋅, ⋅⟩ is nil-invariant in the sense of Definition 5.1.
Proof of Theorem A. Since ⟨⋅, ⋅⟩ is nil-invariant and reduced, Proposition 5.2 implies
that h = r = 0. Hence H is a discrete subgroup of G, which implies that G acts
almost freely on M . 
Proof of Theorem B. Since H is discrete by Theorem A, the pull-back gG of the
pseudo-Riemannian metric g on M is a pseudo-Riemannian metric on G. Since
⟨⋅, ⋅⟩ is nil-invariant, Theorem 1.2 implies that ⟨⋅, ⋅⟩ is invariant by all of g. That is,
all operators ad(X), X ∈ g, are skew-symmetric with respect to ⟨⋅, ⋅⟩. This implies
that the pull-back metric gG is bi-invariant (cf. O’Neill [17, Proposition 11.9]). 
8. Finite invariant measure and solvable fundamental group
In this section, we will prove:
Theorem 1.4. Let L be a connected Lie group that acts almost effectively and
transitively on the compact aspherical manifold M . Assume further that L preserves
a finite Borel measure on M . If the fundamental group of M is solvable, then L is
solvable.
Clearly, if L preserves a pseudo-Riemannian metric on M , there exists an in-
variant Borel measure. Therefore, Theorem 1.4 implies the first assertion of Corol-
lary D in the introduction, namely that the identity component of the isometry
group of a homogeneous pseudo-Riemannian metric on M is solvable.
8.1. Aspherical homogeneous spaces with invariant volume. Consider a
compact aspherical homogeneous space M = L/H where L is a simply connected
Lie group which acts almost effectively on M . Therefore, we can write L as a
semidirect product
L = R ⋊ S ,
where R is the solvable radical of L and S is a Levi subgroup. Recall that a Levi
subgroup of L is a maximal connected semisimple subgroup. A basic observation
on such spaces is the following:
Lemma 8.1. The Levi subgroup S is isomorphic to S̃L2(R)
ℓ.
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Proof. The only compact connected groups that act almost effectively on compact
aspherical manifolds are tori (cf. Conner and Raymond [7]). As a consequence, the
maximal compact subgroup in the semisimple group S is a torus. It follows that
the universal covering group S̃ of S is isomorphic to S̃L2(R)
ℓ. Since S as above is
simply connected, S is isomorphic to S̃L2(R)
ℓ. 
Let p ∶ L→ S denote the projection homomorphism. We shall prove:
Theorem 8.2. Assume that L preserves a finite Borel measure on M . Then H∩R
is uniform in R and the projection p(H) is a discrete uniform subgroup in S.
Observe that Theorem 8.2 implies Theorem 1.4. Indeed, assume that π1(M) =
H/H○ is solvable. Since p(H) is a discrete subgroup of S, H○ is contained in R,
and p(H) is solvable and a uniform lattice in S. This implies S = {e}. Therefore,
L = R is solvable. This proves Theorem 1.4.
The remainder of this chapter is devoted to proving Theorem 8.2.
8.2. Parabolic subgroups and uniform subgroups of S̃L2(R). We consider
the subgroups A,N ⊂ SL2(R) of diagonal matrices with positive entries and of
unipotent upper-triangular matrices, respectively. Let
S̃L2(R)→ SL2(R)
be the universal covering group of SL2(R). Note that the kernel of this map is an
index two subgroup of the center Z of S̃L2(R), and Z is a subgroup of K̃, where
K̃ is the preimage of the subgroup K = SO2. Every connected proper subgroup of
S̃L2(R) is conjugate to one of K̃,A,N or AN , and there is an Iwasawa decomposi-
tion of the form
S̃L2(R) = K̃ ⋅AN.
Our arguments will be based on:
Lemma 8.3. Let H be a uniform subgroup of S̃L2(R) such that H contains a
non-trivial connected solvable normal subgroup. Then:
(1) The identity component H○ of H is conjugate to N or AN .
(2) The quotient space S̃L2(R)/H has no Borel measure which is invariant by
S̃L2(R).
Proof. Evidently, N or AN are the only subgroups of S̃L2(R) whose normalizer is
uniform. Indeed, then H is contained in Z ⋅AN . This proves (1).
Using (1), we compute the modular character ∆H ∶H →R
>0 of H as
∆H = ∣detAdh∣ = ∣detAdn∣ .
The kernel of ∆H is therefore contained in Z ⋅N . Since H is uniform in Z ⋅ AN ,
there exists h ∈ H with ∆H(h) ≠ 1. Recall that SL2(R) is a unimodular Lie group.
This shows that ∆H /≡∆S̃L2(R)∣H ≡ 1. Therefore, S̃L2(R)/H has no finite invariant
Borel measure. 
If S is locally isomorphic to SL2(R)
ℓ then a connected subgroup is calledminimal
parabolic if it is locally isomorphic to a conjugate of the subgroup (AN)ℓ. Moreover,
a connected subgroup P ≤ S is called parabolic if P contains a minimal parabolic
subgroup.
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8.3. Proof of Theorem 8.2.
Lemma 8.4. Let C ≤ S be a uniform subgroup such that the identity component
C○ is solvable. Then:
(1) C○ is contained in a minimal parabolic subgroup of S.
(2) If S/C has a finite Borel measure which is invariant by S then C is discrete.
Proof. We may consider the projection of C to the factors of S. Applying (1) of
Lemma 8.3 then implies that C○ is contained in a minimal parabolic subgroup of
S. This shows (1).
Consider any projection of C to one of the simple factors S̃L2(R) of S. The image
of C is contained in a uniform subgroup H in S̃L2(R), and we obtain an equivariant
map S/C → S̃L2(R)/H . Furthermore, we may push forward the invariant measure
on S/C to S̃L2(R)/H . By the second part of Lemma 8.3, we conclude that the
projection of C○, which is a normal subgroup in H , must be trivial. This implies
that C○ is trivial. 
Proposition 8.5. If p(H○) is solvable, then p(H) is discrete in S.
Proof. Since H is a uniform subgroup of L, the closure C of p(H) is a uniform
subgroup in S. Note that C contains the closed subgroup p(H○) as a normal
subgroup. Moreover, S/C has a finite S-invariant measure. So Lemma 8.4 applies
and shows that C is discrete. Hence, the subgroup p(H) ⊂ C is discrete. 
We shall also need:
Lemma 8.6. Let l be a Lie algebra with Levi decomposition l = s ⋉ r, where r is
the solvable radical of l and s a Levi subalgebra. Furthermore, let n ⊂ r denote the
nilradical of r. For an ideal s1 in s, let b denote the ideal in n generated by [s1,n].
Then b is an ideal in l.
Proof. First, recall that [s1, r] = [s1,n], since s1 acts reductively on r and it acts
trivially on r/n (see Remark 6.1). Let X = [S1,N], where S1 ∈ s1, N ∈ n, and let
D ∈ r. Then there exists N1 ∈ n such that [D,S1] = [N1, S1]. Therefore,
[D,X] = [D, [S1,N]] = −[N, [D,S1]] − [S1, [N,D]]
= − [N, [N1, S1]]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈b
− [S1, [N,D]]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∈[s1,n]⊂b
.
Thus [r, [s1,n]] ⊂ b. Taking into account that b is an ideal in n, we deduce that
[r,b] ⊂ b. For all S ∈ s, [S, s1] ⊂ s1. Hence
[S, [S1,N]] = −[S1, [N,S]] − [N, [S1, S]] ∈ [s1,n].
This again implies [s,b] ⊂ b. Therefore, b is an ideal in l. 
For the proof of Theorem 8.2, let us first assume that p(H○) is solvable. Thus
Proposition 8.5 implies that p(H) is a uniform lattice in S. In particular, H○ ≤ R
and H ∩R is a uniform subgroup in R.
In the general case, if p(H○) projects onto a simple factor S1 of S, we can remove
the factor S1 from L. The remaining subgroup of L still acts transitively on M .
Iterating this procedure, we arrive at a subgroup L′ of L, such that p(H○ ∩ L
′)
is solvable and L′ acts transitively on M . Note that R is contained in L′ by
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construction. By the first part of the proof, we see that H∩R is a uniform subgroup
in R.
Let N be the nilradical of R. Since H ∩R is uniform in R, H ∩N is a uniform
subgroup in N . This shows that N ∩H○ is a normal subgroup of N (as was already
known to Malcev [13]).
Let S1 be a Levi subgroup of H○. As follows from the above construction, S1 is
(conjugate to) a factor of S.
Since H normalizes the lattice subgroup (H∩N)/(H○∩N), which does not admit
any connected group of automorphisms, it follows that, for all h ∈H○,
Ad(h)∣N/(H○∩N) = id .
In particular, this applies to all h ∈ S1 ⊂H○. Therefore, [s1,n] is contained in h∩n,
where s1,n,h denote the Lie algebras of S1,N , and H , respectively.
Let b be the ideal in n generated by [s1,n]. Since h∩n is an ideal in n, evidently,
b ⊂ h ∩ n. By Lemma 8.6, b is an ideal in the Lie algebra l of L. Since b ⊂ h and L
acts almost effectively, we must have b = 0. Let r be the Lie algebra of R. Since s1
acts reductively on r and it acts trivially on r/n,
[s1, r] = [s1,n] ⊂ b = 0 .
So the subgroup S1 of H○ centralizes R and is therefore also normal in L. Again,
since L acts almost effectively, we must have S1 = {e}. In conclusion, we have that
H○ is contained in R. In particular, H○ is solvable and by Proposition 8.5, p(H) is
discrete in S. This shows Theorem 8.2.
9. Isometric presentations
Let P = (G,gG,Γ, φ) be a presentation for a compact pseudo-Riemannian mani-
fold M by a Lie group with bi-invariant metric, and let x0 = φ(eΓ) be the base
point. We note that, via φ, the group G acts onM by isometries. Then a change of
base point inM from x0 to a ⋅x0, a ∈ G, corresponds to an isometry of presentations
for M :
Lemma 9.1. Let a ∈ G and Γa = aΓa−1. Then there exist a presentation Pa =
(G,gG,Γ
a, φa) for M which is isometric to P and satisfies φa(eΓa) = a ⋅ x0.
Proof. Let λa ∶ M → M , x ↦ a ⋅ x be the isometry of M which belongs to a with
respect to P. Consider the isomorphism Ψa ∶ G → G, g ↦ aga
−1. Then clearly
Ψa(Γ) = Γ
a, and since gG is bi-invariant, Ψa ∶ G→ G is an isometry for gG. Define
φa = λaφΨ
−1
a ∶ G/Γ
a → M . It follows that φa is an isometry with the required
property, and Ψa defines an isometry of presentations P → P
a. 
Let ψ ∶ M1 → M2 be an isometry, ψ(x1) = x2, where xi = φi(eΓi) ∈ Mi are the
base points. Then there is an associated isomorphism of groups
Jψ ∶ Iso(M1) → Iso(M2) , σ ↦ ψσψ
−1
which maps Iso(M1)○ to Iso(M2)○. Since the simply connected groupsGi act almost
freely and by isometries on Mi, the natural maps
Gi → Iso(Mi)○
have discrete kernels. Indeed, by Corollary D, these maps are surjective, that is,
they are covering homomorphisms. Let
Ψ ∶ G1 → G2
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be the unique lift of Jψ to an isomorphism of the universal covering groups Gi.
Then, clearly, Ψ(Γ1) = Γ2, and there is a map
Ψ̃ ∶M1 →M2
induced by Ψ. Moreover, for g ∈ G1, we have
Ψ̃(g ⋅ x1) = Ψ(g) ⋅ x2 = Jψ(λg)(x2) = ψλgψ
−1(x2) = ψλgψ
−1(ψ(x1))
= ψ(g ⋅ x1).
Hence, Ψ̃ = ψ. In particular, since ψ is an isometry, the isomorphism Ψ ∶ G1 → G2
is an isometry of the pulled-back metrics gGi. Thus Ψ defines an isometry of pre-
sentations P1 → P2, which induces ψ. This proves the first part of Corollary E.
Now let Pi be two presentations of M . After a change of base point in M and a
corresponding isometric change of the presentation P2 (as in Lemma 9.1), we can
assume that P1 and P2 have the same base-point x0. According to the first part of
the proof, the identity of M , ψ = idM , lifts to an isometry P1 → P2. This finishes
the proof of Corollary E.
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