Abstract. We investigate possible quantifications of strictly singular operators, lp-strictly singular operators, c0-strictly singular operators, strictly cosingular operators, lp-strictly cosingular operators. We prove quantitative, even strengthening versions of well-known results about relationships of these five classes of operators and compact, weakly compact, unconditionally converging operators.
Introduction and notations

This paper is motivated by a large number of recent results on quantitative versions of various theorems and properties of Banach spaces. For example, quantitative versions
of Krein's theorem were studied in [18] , quantitative versions of Eberlein-Smulyan and Gantmacher theorems were investigated in [5] , a quantitative version of James' compactness theorem in [12] , quantifications of weak sequential completeness and of the Schur property in [27] and [29] , quantitative Dunford-Pettis property in [25] , quantification of the BanachSaks property in [7] , quantification of Pe lczyński's property (V ) in [31] and [32] , quantitative Grothendieck property in [6] , etc.
Let us first fix some necessary notations:
If A and B are two nonempty subsets of a Banach space X, we set wck X (A) = sup{d(clust X * * ((x n ) n ), X) : (x n ) n is a sequence in A}, where clust X * * ((x n ) n )
is the set of all weak * cluster points of (x n ) n in X * * ; γ X (A) = sup{| lim n lim m < x * m , x n > − lim m lim n < x * m , x n > | : (x n ) n is a sequence in A, (x * m ) m is a sequence in B X * and all the involved limits exist}. Schauder's theorem states that an operator T : X → Y is compact if and only if T * is compact. A quantitative strengthening of Schauder's result was proved by L. S. Gol'denšteǐn and A. S. Markus [21] (also see [25] ) who established the inequalities as follows:
For weak topologies Gantmacher's theorem states that an operator T : X → Y is weakly compact if and only if T * is weakly compact. C. Angosto and B. Cascales ([5] ) established a quantitative version of Gantmacher's theorem:
C. Angosto and B. Cascales ([5, Remark 3.3] ) pointed out that the corresponding quantitative version to (1.3) where γ is replaced by ω fails for general Banach spaces.
Recall that an operator T : X → Y is called unconditionally converging if T takes weakly unconditionally Cauchy series in X to unconditionally converging series in Y . A well-known characterization of unconditionally converging operators due to A. Pe lczyński [38] is that an operator T : X → Y is unconditionally converging if and only if T does not fix a c 0 -copy. To quantifying this characterization, H. Krulišová [31] introduced two quantities for an operator T : X → Y as follows:
is an isomorphism and (T | M ) −1 = U V for some surjective isomorphisms
and proved the following inequality:
In this paper, we'll concentrate on quantitative, even strengthening versions of classical known results about strictly singular operators, l p -strictly singular operators (or c 0 -strictly singular operators), strictly cosingular operators and l p -strictly cosingular operators. Strictly singular operators were introduced by T. Kato [30] in connection with the perturbation theory of Fredholm operators. Recall that an operator T :
Banach spaces is called strictly singular if it is not an isomorphism when restricted to any infinite-dimensional (closed) subspace of X; Equivalently, for every ǫ > 0 and every infinitedimensional subspace M of X, there is a x ∈ S M such that T x < ǫ. A. Pe lczyński [38] introduced the concept of strictly cosingular operators as in a sense dual to strictly singular operators. An operator T : X → Y is said to be strictly cosingular provided that for no infinite-dimensional Banach space Z there exist surjective operators R : X → Z and S : Y → Z such that R = ST ; Equivalently, there is no infinite-codimensional subspace N of Y such that Q N T is surjective, where Q N : Y → Y /N is the quotient map. Given an operator T : X → Y and a Banach space Z, say that T is Z-strictly singular provided that there is no infinite-dimensional subspace M of X which is isomorphic to Z for which T | M is an isomorphism; Equivalently, there is no operator R : Z → X for which T R is an isomorphism. Similarly, T is said to be Z-strictly cosingular if there is no operator S : Y → Z for which ST is surjective.
Let X be a Banach space, 1 ≤ p < ∞ and we denote by l w p (X) the space of all weakly p-summable sequences in X, endowed with the norm
In [15] , we say that an operator T : X → Y is unconditionally p-converging if T takes weakly p-summable sequences (weakly null sequences for p = ∞) to unconditionally p-summable sequences (norm null sequences for p = ∞). It should be mentioned that unconditionally p-converging operators coincide with the p-converging operators introduced by J. M. F.
Castillo and F. Sánchez in [14] although their original definitions are different. In this paper, we use the terminology unconditionally p-converging operators instead of p-converging operators. Unconditionally 1-converging operators are precisely unconditionally converging operators. Given an operator T : X → Y . We set
An easy verification shows that uc(T ) = uc 1 (T ). Obviously, T : X → Y is unconditionally p-converging if and only if uc p (T ) = 0.
The present paper is organized as follows:
In Section 2, we introduce a quantity SS(·) measuring strict singularity and a quantity it. The main result of [39] is that weak compactness and strict cosingularity are equivalent for operators with range space L 1 (µ). In Theorem 3.8, we prove a quantitative version of this main result and strengthen it. Finally, we establish quantitative versions of equivalence between compact, strictly singular, l 2 -strictly singular, strictly cosingular and l 2 -strictly cosingular operators on the James space.
In order to discuss the connection between the strict singularity of an operator T and that of its adjoint T * , R. J. Whitley [41] introduce the concept of subprojective spaces and superprojective spaces. In [37] ball {x ∈ X : x ≤ 1} and by S X its unit sphere {x ∈ X : x = 1}. For a subspace
For a subspace N of X * , ⊥ N = {x ∈ X :< x * , x >= 0 for all x * ∈ N }. J X : X → X * * denotes the canonical embedding. Our notation and terminology are standard and we refer the readers to [1] and [35] for any unexplained terms.
Quantifying strictly singular operators
For an operator T : X → Y , we define the following quantity:
where the supremum is taken over all infinite-dimensional subspaces of X. Obviously, SS(T ) = 0 if and only if T is strictly singular.
Given an operator T : X → Y and a Banach space Z. We set
If there are no such operators R's, we set SS Z (T ) = 0. Hence SS Z (T ) = 0 if and only
It is known that given an operator T : X → Y , the following implication holds:
T is compact ⇒ T is strictly singular ⇒ T is unconditionally converging
We quantify the above implication as in Theorem 2.1. The quantification means, roughly speaking, to replace implications between some notions by inequalities between certain quantities.
Proof. We only prove SS(T ) ≤ 2χ(T ). Let us fix any 0 < c < SS(T ). By the definition of
This implies that
Since c is arbitrary, we get the conclusion.
Given an operator T : X → Y . We set
where the infimum is taken over all finite-codimensional subspaces of X. It is known that m(T ) = χ(T * ). We'll appeal several times to this fact in the sequel.
Proof. ω(T * ) = χ(T * ) follows from the Schur property. In view of Theorem 2.1, we only
Suppose that χ(T * ) > 0 and fix any 0 < c < χ(T * ). By induction on finite-codimensional subspaces of c 0 , we obtain a block basic sequence (z n ) n with respect to the unit vector basis (e n ) n of c 0 such that z n ≤ 1 and T z n > c for all n. Let ǫ > 0. By [1, Proposition 1.
we may assume that (T z n ) n is a basic sequence with basis constant ≤ 1 + ǫ. Define an operator R : c 0 → c 0 by Re n = z n for each n. Then R ≤ 1. For all scalars a 1 , a 2 , ..., a m and m ∈ N, we have, for each k = 1, 2, ..., m
By (2.1), the operator T R : c 0 → X is an isomorphism and (
. By the definition of SS c 0 (T ), we get
.
By the arbitrariness of c, we get χ(T * ) ≤ 2SS c 0 (T ).
By interchanging the role of the domain space and the range space of operators in Theorem 2.2, we obtain a sharp result.
Theorem 2.3. Let T : X → c 0 be an operator. Then
Proof. It suffices to prove that SS(T ) ≤ SS c 0 (T ). As usual, we assume that SS(T ) > 0 and fix any 0 < c < SS(T ). Then there exits an infinite-dimensional subspace M of X such
for all scalars a 1 , a 2 , ..., a n and all n ∈ N. Define an operator S :
for all scalars a 1 , a 2 , ..., a n and all n ∈ N. This yields S ≤ 1 c .
Moreover, the left side of inequality (2.2) implies that the operator T S : c 0 → c 0 is an isomorphism and (T S) −1 −1 ≥ (1 − ǫ). Thus, we get
Letting ǫ → 0, we get
Since c is arbitrary, we finish the proof.
Lemma 2.4. [15]
Let X be a Banach space and (x n ) n be a weakly null sequence in B X .
Let ǫ > 0 be such that x n > ǫ for all n ∈ N. Then, for every δ > 0, there is a subsequence
Theorem 2.5. Let K be a dispersed compact Hausdorff space and T : C(K) → X an operator. Then
In the real case the constant π can be replaced by 2.
Proof. We may assume that T = 1.
Step 
.., a n and all n ∈ N. Define an operator S : c 0 → C(K) by Se k = f k (k = 1, 2, ...). Then S is an isometric embedding. Claim:
Let δ > 0 be arbitrary. It follows from Lemma 2.4 that there is a subsequence (T Se kn ) n
By the arbitrariness of ǫ > 0, we have
Since c is arbitrary, we conclude Step 1.
Step 2. SS(T ) ≤ 2ω(T * ).
Assume that SS(T ) > 0 and fix any 0 < c < SS(T ). Then there exits an infinite-
This implies that
Since K is dispersed, it follows from Main theorem in [40] that C(K) contains no isomorphic copy of l 1 . By Rosenthal's l 1 -theorem, we may assume that the sequence (f n ) n is weakly
. Then (g n ) n is weakly null and T g n ≥ c 2 for all n ∈ N. Again by [28, Proposition 5 .2], we get c 2 ≤ ω(T * ). The arbitrariness of c yields the conclusion.
Proof. Let 0 < c < SS(T ). Then there exists an infinite
Letting ǫ → 0, we get SS lp (T ) ≥ c.
In both cases, we have max{SS
The proof is completed.
We'll need a quantitative version of the Bessaga-Pe lczyński Selection Principle. More specifically, we need small uniform bounds on the equivalence constant and projection constant. Its proof is identical to the standard gliding hump arguments (see [1] or [16] ).
Theorem 2.7. Let (x n ) n be a basis for a Banach space X and (x * n ) n be the sequence of coefficient functionals. If (y n ) n is a semi-normalized weakly null sequence in X, then, for every ǫ > 0, there exist a subsequence (y kn ) n of (y n ) n and a (skipped) block basic sequence (z n ) n with respect to (x n ) n such that
for all scalars a 1 , a 2 , ..., a n and all n ∈ N. If every semi-normalized (skipped) block basic sequence with respect to (x n ) n is C-complemented in X (where the constant C depends only on X), then span{y kn : n ∈ N} is C · 1+ǫ 1−ǫ -complemented in X.
Finally, we give a quantitative version of [13, Theorem 25] .
where B p * is the Khintchine's constant.
Proof. The second inequality of this theorem is straightforward. We only prove the first inequality.
Let 0 < c < uc 2 (T ). Then there exists a weakly 2-summable sequence (x n ) n in X with (x n ) n w 2 ≤ 1 such that T x n > c for all n. Let ǫ > 0. By passing to subsequences, we may assume that (T x n ) n is a basic sequence with the basis constant ≤ 1 + ǫ. Let Y = span{T x n : n ∈ N}. Let (y * n ) n be the biorthogonal functionals associated to (T x n ) n . Then y * n ≤ 2(1+ǫ) c for all n. Let f n be the norm-preserving extension of y * n to the whole space L p . Set K =
2(1+ǫ)
c . Then there exists a metric d on B L p * (0, K) such that the weak * -topology agrees with the d-topology. Thus all weak * -cluster points of (f n ) n are in
It is easy to see that lim n→∞ d(f n , F ) = 0. We pick a sequence
and u * n | Y = y * n for all n. Let (h n ) n be the Haar basis for L p * with the unconditional constant p * − 1. According to Theorem 2.7, (u * n ) n admits a subsequence, which is still denoted by (u * n ) n , and a block basic sequence (z * n ) n with respect to (h n ) n such that
for all scalars a 1 , a 2 , ..., a n and all n ∈ N.
By (2.3), we see that z * i ≤
4(1+ǫ)
c(1−ǫ) for all i. By inequality (1.9) in [3] , we get
Combining (2.3) with (2.4), we get
Since Y is reflexive, (T x n ) n is shrinking and hence (y * n ) n forms a basis for Y * . Inequality (2.5) implies that the operator R : l 2 → Y * defined by Re n = y * n (n ∈ N) is well-defined and R ≤ (p * − 1)B p * 4(1+ǫ) 2 c(1−ǫ) . Taking the adjoint, we see that R * T x n = e n for all n. Thus, for all scalars a 1 , a 2 , ..., a n , we have (2.6) (
Define an operator S : l 2 → X by Se n = x n (n ∈ N). Then S = (x n ) n w 2 ≤ 1. By this fact together with (2.6), we get
Letting ǫ → 0, we get SS l 2 (T ) ≥ c 4(p * −1)B p * . Since c is arbitrary, we are done.
Quantifying strictly cosingular operators
Given a surjective operator T : X → Y . We set
Given an operator T : X → Y . We define a quantity as follows: For an operator T : X → Y , the following implication holds:
T is compact ⇒ T is strictly cosingular
We quantify this implication as follows:
Theorem 3.1. Let T : X → Y be an operator. Then SCS(T ) ≤ 2χ(T * ).
Proof. Suppose that SCS(T ) > 0 and fix arbitrary 0 < c < SCS(T ). Then there is an
infinite-codimensional subspace N of Y such that c · B Y /N ⊆ Q N T B X . This implies that T * y * ≥ c y * for all y * ∈ N ⊥ . Since N ⊥ is infinite-dimensional, there exists a sequence (y * n ) n in S N ⊥ such that y * m − y * n > 1 for each m = n. Therefore, for each m = n, T * y * m − T * y * n ≥ c y * m − y * n > c. As in the proof of Theorem 2.1, we get χ(T * ) ≥ c 2 . By the arbitrariness of c, the conclusion follows. (2). Assume that SS(T ) > 0 and fix any 0 < c < SS(T ). Then there is an infinitedimensional subspace M of X such that T x ≥ c x for all x ∈ M . It is easy to verify
which yields that c ≤ SCS(T * ).
Since c is arbitrary, we get the conclusion. Theorem 3.4. Let X = l p (1 < p < ∞) or c 0 and T : X → X an operator. Then
Proof. Fix arbitrary number c < χ(T * ). Let ǫ > 0. Then there is a block basic sequence (x n ) n with respect to the unit vector basis of X such that x n ≤ 1 and T x n ≥ c − ǫ for all n ∈ N. By Theorem 2.7, there exist a subsequence (x kn ) n of (x n ) n and a block basic sequence (z n ) n with respect to the unit vector basis (e n ) n of X such that
for all scalars a 1 , a 2 , ..., a n and all n ∈ N. Moreover, span{T x kn : n ∈ N} is 1+ǫ 1−ǫ -complemented in X.
(1). Define an operator S : X → X by Se n = x kn (n = 1, 2, ...). Then S ≤ 1. By (3.1), we get z n ≥ c−ǫ 1+ǫ for each n ∈ N. Again by (3.1), we obtain
for all scalars a 1 , a 2 , ..., a n and all n ∈ N. Inequality (3.2) implies that the operator T S :
Letting ǫ → 0, we get SS X (T ) ≥ c. The arbitrariness of c yields χ(T * ) ≤ SS X (T ).
(2). Define an operator U : span{T x kn : n ∈ N} → X by U T x kn = e n (n = 1, 2, ...).
By (3.1), we get U ≤
1+ǫ
(1−ǫ)(c−ǫ) . Let R = U P , where P is a projection from X onto span{T x kn : n ∈ N} with P ≤ 1+ǫ 1−ǫ . By the definition of R, it is easy to verify that B X ⊆ RT B X . Thus
Letting ǫ → 0, we get SCS X (T ) ≥ c. Since c is arbitrary, we get χ(T * ) ≤ SCS X (T ).
For p = 1, we have the following result.
Theorem 3.5. Let T : X → l 1 be an operator. Then
Proof. Suppose that χ(T ) > 0 and fix any 0 < c < χ(T ). Then there is a sequence (x n ) n in B X such that T x n − T x m > c for all n = m. By passing to subsequences, we may assume that lim n→∞ (T x n )(k) exists for each k ∈ N. Let η > 0 and (ǫ n ) n be a sequence of positive numbers. We can choose two increasing sequences (p i ) i , (q i ) i of natural numbers such that
(1). Take η = c 2 . Let ǫ > 0 be arbitrary. We set ǫ n = ǫ 2 n (n = 1, 2, ...). Then, for all scalars a 1 , a 2 , ..., a n and all n ∈ N, we have
Define an operator R : l 1 → X by Re n = y n (n ∈ N). Then R ≤ 2. Moreover, the operator
Since c is arbitrary, we get
and (e * k ) ∞ k=1 is the unit vector basis of c 0 . Then (z * i ) i is the coefficient functionals of (z i ) i and
. Let P be a norm one projection from l 1 onto span{z i : i ∈ N}. An easy computation shows
Define an operator R : l 1 → l 1 by
Then R − I l 1 ≤ ǫ and hence R −1 exists with R −1 ≤ 1 1−ǫ . Let Q = RP R −1 . Then Q is a projection from l 1 onto span{T y i : i ∈ N}. An argument similar to (1) shows that
Define operators U : span{T y i : i ∈ N} → l 1 by U T y i = e i (i ∈ N) and S :
By the definition of S, we get B l 1 ⊆ 2ST B X . Finally, we have
Letting ǫ → 0, we get SCS l 1 (T ) ≥ Theorem 3.6. Let T : X → Y be an operator. Then
Proof.
Step 1.
Fix any 0 < c < SCS l 1 (T ). Then there is an operator S : Y → l 1 such that S = 1 and
It follows from the arbitrariness of c that SCS l 1 (T ) ≤ SS c 0 (T * ).
Step 2. SS c 0 (T * ) ≤ 8SCS l 1 (T ).
Let 0 < c < SS c 0 (T * ) be arbitrary. It suffices to show that c ≤ 8SCS l 1 (T ). Then there is an operator V : c 0 → Y * with V = 1 such that T * V z ≥ c z for all z ∈ c 0 . An argument similar to Theorem 2.1 shows that χ(
Let ǫ, δ > 0 are arbitrary. Applying the argument of Theorem 3.5 (2) to η = c 4 − ǫ, we get an operator S :
Letting ǫ → 0 and δ → 0, we get
We need the following elementary lemma.
Lemma 3.7.
[15] Let X be a closed subspace of a Banach space Y and let A be a bounded subset of X. Then
It is worth mentioning that the constant 2 in the right inequality of Lemma 3.7 is optimal.
Indeed, let X = c 0 , Y = l ∞ and A be the summing basis of c 0 . It is easy to check that
Theorem 3.8. Let T : X → L 1 (µ)(µ finite measure) be an operator. Then
Proof. (1) is a combination of [34, Theorem 4.5], Theorem 3.6 and inequality (1.4).
(2).
Fix any 0 < c < SS l 1 (T ). Then there is an operator R :
c . It follows from the definition of quantity wk(·) that
This implies
Step 2.
We use the technique of [1, Theorem 5. 
is uniformly integrable and lim k→∞ µ(E k ) = 0, we get lim k→∞ E k ∩B k |f k |dµ = 0. Let δ > 0 be arbitrary. By passing to subsequences again, we
Since the sequence (A k ) k is pairwise disjoint, (h k ) k and (g k ) k are biorthogonal. Since (f k χ B k ) k is uniformly integrable and lim k→∞ µ(A k ) = 0, we may assume that, by passing to subsequences, An∩Bm |f m |dµ < δ 2 n for all m, n. Define operators
Then S ≤ 1 and R ≤ T c−δ . Since (h k ) k and (g k ) k are biorthogonal, we get
Moreover, 
Thus, for all scalars b 1 , b 2 , ..., b n and all n ∈ N, we get
Finally,
Letting δ → 0, we get SS l 1 (T ) ≥ c. The proof is completed.
Recall that the James space J is the (real) Banach space of all sequences (a n ) n of real numbers such that lim n→∞ a n = 0 and (a n ) n qv = sup{(
The sequence (e n ) n of standard unit vectors forms a monotone shrinking basis for J. We denote the coefficient functionals of (e n ) n by (e * n ) n .
Theorem 3.9. Let T : J → J be an operator. Then
Proof. Let 0 < c < χ(T * ). Let ǫ > 0 be arbitrary. By induction on finite-codimensional subspaces of J, we obtain a sequence of (k n ) n≥0 , k n − k n−1 > 1(n = 1, 2, ...) and a sequence (x n ) n ∈ B J such that T x n qv > c and T x n − T u n qv < ǫ 2 n for each n, where u n = kn−1 k=k n−1 +1 < e * k , x n > e k (n = 1, 2, ...). Since (e n ) n is monotone and (x n ) n ∈ B J , we get u n qv ≤ 2 for each n. It follows from [1, Proposition 3.4.3] 
for all scalars b 1 , b 2 , ..., b m and all m ∈ N.
By Theorem 2.7 and [10, Theorem 10], there exist a subsequence of (u n ) n , which is still denoted by (u n ) n , and a skipped block basic sequence (z n ) n of (e n ) n such that
Moreover, span{T u n : n ∈ N} is 2 √ 2 Combining (3.5) and (3.6), we obtain
(1). Define an operator R :
and prove (1).
(2). Let P be a projection from J onto span{T u n : n ∈ N} with P ≤ 2 √ 2 1+ǫ 1−ǫ . Define an operator S : span{T u n : n ∈ N} → l 2 by S(
Inequalities (3.5) and (3.7) ensure that S is well-defined and S ≤ 
Letting ǫ → 0, we get SCS l 2 (T ) ≥ 
Proof. We may assume that SS(T ) > 0 and fix any 0 < c < SS(T ). Then there is an infinite-dimensional subspace M of X such that T x ≥ c x for all x ∈ M . Since Y is λ-subprojective, there exist an infinite-dimensional subspace N ⊆ T M and a projection P from Y onto N with P ≤ λ. We write N as T X 0 , X 0 ⊆ M . Then P * is a surjective isomorphism from N * onto (Ker(P )) ⊥ and P * f | N = f for each f ∈ N * .
Claim: T * y * ≥ c λ y * for each y * ∈ (Ker(P )) ⊥ .
Indeed, for y * ∈ (Ker(P )) ⊥ , y * = P * f, f ∈ N * , we have
By Claim, we get SS(T * ) ≥ c λ . The proof is completed due to the arbitrariness of c.
We list some of known λ-subprojective spaces:
• L p (2 < p < ∞) is C p -subprojective, where the constant C p depends only on p.
More precisely, if X is an infinite-dimensional subspace of L p (2 < p < ∞), then either for every ǫ > 0, X contains an infinite-dimensional subspace that is (1 + ǫ)γ p -complemented in L p , where γ p is the norm of a symmetric Gaussian random variable(see [22] ), or for every ǫ > 0, X contains an infinite-dimensional subspace that is (1 + ǫ)-complemented in L p (see [26] ).
• The Tsirelson space T is λ-subproiective for any λ > 54(see [11] ).
• The Lorentz sequence spaces d(w, p) are λ-subproiective for any λ > 1(see [35, • Every c 0 -saturated separable space is 2λ-subproiective for any λ > 1.
Recall that a Banach space X is said to be c 0 -saturated if every infinite-dimensional subspace of X contains an isomorphic copy of c 0 . For example, C(K)(K countable compact space)(see [17] ), C(α)(α countable ordinal)(see [40] ), the quotient of the Schreier space(see [36] ), the injective tensor product of JH and JH (JH the James Hagler space)(see [33] ), c 0 ⊗c 0 (see [20] ), the projective tensor product of two C(K)-spaces (K infinite countable compact metric space)(see [20] ), C(α) ⊗C(β)(ω < α, β < ω 1 )(see [20] ) are all c 0 -saturated.
• The James space J with the quadratic variation norm is λ-subproiective for any λ > 2 √ 2(see [10] ).
Corollary 4.2. Let 1 < p < ∞. Then
SS(T ) = SS(T * ),
for any operator T : l p → l p .
Definition 4.2. Let λ ≥ 1. We say that a Banach space X is λ-superprojective if, given any subspace M of X with infinite codimension, there is a subspace N containing M such that N has infinite codimension and is λ-complemented in X.
Theorem 4.3. Let X be a reflexive Banach space and λ ≥ 1. Then
(1) If X is λ-subprojective, then X * is (1 + λ)-superprojective;
(2) If X * is λ-superprojective, then X is (1 + λ)-subprojective.
(1). Let M be a subspace of X * with infinite codimension. Since X is reflexive, ⊥ M is an infinite-dimensional subspace of X. By the assumption, there exist an infinitedimensional subspace N of ⊥ M and a projection P from X onto N with P ≤ λ. Then I X * − P * is a projection from X * onto N ⊥ ⊇ M . Hence N ⊥ is (1 + λ)-complemented in X * , has infinite codimension and contains M .
(2). Let M be an infinite-dimensional subspace of X. Since X * is λ-superprojective, there exist a subspace N of X * with infinite codimension, N ⊇ M ⊥ and a projection P from X * onto N with P ≤ λ. Since X is reflexive, P = Q * , where Q : X → X is a projection.
It is easy to verify that I X − Q is a projection from X onto ⊥ N . Hence ⊥ N is (1 + λ)-complemented in X, infinite-dimensional and is contained in M . such that T −1 (N ) ⊆ M and a projection P from X onto M with P ≤ λ. Since M is infinite-codimensional, P * X * is also infinite-codimensional.
Claim: B X * /P * X * ⊆ (1+ǫ)(1+λ) c · Q P * X * T * B Y * for every ǫ > 0.
Let us fix any ϕ ∈ B X * /P * X * . Then there exists x * ∈ X * such that Q P * X * x * = ϕ and x * < ϕ + ǫ. We define y * ∈ Y * by < y * , y >=< x * , (I − P )x >, y ∈ Y , where y − T x ∈ N .
Then y * is well-defined, linear and y * ≤ It remains to prove that ϕ = Q P * X * x * = Q P * X * T * y * . Indeed, by the definition of y * , we get < y * , T x >=< x * , (I − P )x >, for all x ∈ X.
This yields that T * y * = (I X * − P * )x * . Thus (I X * − P * )T * y * = (I X * − P * )x * , namely, Q P * X * x * = Q P * X * T * y * .
By Claim, we get c (1+ǫ)(1+λ) ≤ SCS(T * ) for every ǫ > 0. This means that c (1+λ) ≤ SCS(T * ). By the arbitrariness of c, we get the conclusion.
