Abstract. The problem of estimating the parameters which determine a mixture density has been the subject of a large, diverse body of literature spanning nearly ninety years. During the last two decades, the method of maximum likelihood has become the most widely followed approach to this problem, thanks primarily to the advent of high speed electronic computers. Here, we first offer a brief survey of the literature directed toward this problem and review maximum-likelihood estimation for it. We then turn to the subject of ultimate interest, which is a particular iterative procedure for numerically approximating maximum-likelihood estimates for mixture density problems. This procedure, known as the EM algorithm, is a specialization to the mixture density context of a general algorithm of the same name used to approximate maximum-likelihood estimates for incomplete data problems. We discuss the formulation and theoretical and practical properties of the EM algorithm for mixture densities, focussing in particular on mixtures of densities from exponential families.
1. Introduction. Of interest here is a parametric family of finite mixture densities, i.e., a family of probability density functions of the form (1.1) p(x I,I,) cp;(x 14;),
where each ai is nonnegative and =1 ai 1, and where each Pi is itself a density function parametrized by 4 , c f,. Rn:. We denote (al, am, 41, 4m) and set f--Cl,. ",Om, 41," ",4m):
Oi----landoi>_-0,4icfifori--1,. .,m.
i=l
The more general case of a possibly infinite mixture density, expressible as (1. 2) fa P(X rb(X))da(X)'
is not considered here, even though much of the following is applicable with few modifications to'such a density. For general references dealing with infinite mixture densities and related densities not considered here, see the survey of Blischke 13] . Also, it is understood that in determining probabilities, probability density functions are integrated with respect to a measure on R which is either Lebesgue measure, counting measure on some finite or countably infinite subset of Rn, or a combination of the two. In the following, it is usually obvious from the context which measure on R is appropriate for a particular probability density function, and so measures on R are not specified unless there is a possibility of confusion. It is further understood that the topology on ft is the natural product topology induced by the topology on the real numbers. At times when it is convenient to determine this topology by a norm, we will regard elements of f as (m + im_l n; -vectors and consider norms defined on such vectors.
Finite mixture densities arise naturallymand can naturally be interpretedmas densities associated with a statistical population which is a mixture of rn component populations with associated component densities {Pi}i=l,...,m and mixing proportions *Received by the editors April 6, 1982 , and in revised form August 5, 1983. ?Division of Mathematical Sciences, University of Tulsa, Tulsa, Oklahoma 74104.
: [ [46] , Fukunaga [51] , Hartigan [68] , Van Ryzin [148] , and Young and Calvert [159] . For some specific applications, see, for example, the Special Issue on Remote Sensing of the Communications in Statistics [33] ). In addition, finite mixture densities often are of interest in life testing and acceptance testing (cf. Cox [35] , Hald [65] , Mendenhall and Hader [101] , and other authors referred to by Blischke [13] ). Finally, many scientific investigations involving statistical modeling require by their very nature the consideration of mixture populations and their associated mixture densities. The example of Hosmer [75] below is simple but typical. For references to other examples in fishery studies, genetics, medicine, chemistry, psychology and other fields, see Blischke [13] , Everitt and Hand [47] , Hosmer [74] and Titterington [145] . [75] that the sex of halibut cannot be easily (i.e., cheaply) determined by humans; therefore, as a practical matter, it is likely to be necessary to estimate from a sample in which the majority of members are not labeled according to sex.
Regarding p in (1.1) as modeling a mixture population, we say that a sample observation on the mixture is labeled if its component population of origin is known with certainty; otherwise, we say that it is unlabeled. The example above illustrates the central problem with which we are concerned here, namely that of estimating in (1.1) using a sample in which some or all of the observations are unlabeled. This problem is referred to in the following as the mixture density estimation problem. (For simplicity, we do not consider here the problem of estimating not only but also the number m of component populations in the mixture.) A variety of cases of this problem and several approaches to its solution have been the subject of or at least touched on by a large, diverse set of papers spanning nearly ninety years. We begin by offering in the next section a cohesive but very sketchy review of those papers of which we are aware which have as their main thrust some aspect of this problem and its solution. It is hoped that this survey will provide both some perspective in which to view the remainder of this paper and a starting point for those who wish to explore the literature associated with this problem in greater depth.
Following the review in the next section, we discuss at some length the method of maximum-likelihood for the mixture density estimation problem. The remainder of the paper is devoted to the subject of ultimate interest here, which is a particular iterative procedure for numerically approximating maximum-likelihood estimates of the parameters in mixture densities. This procedure is a specialization to the mixture density estimation problem of a general method for approximating maximumlikelihood estimates in an incomplete data context which was formalized by Dempster, Laird and Rubin [39] and termed by them the EM algorithm (E for "expectation" and M for "maximization"). The EM algorithm for the mixture density estimation problem has been studied by many authors over the last two decades. In fact, there have been a number of independent derivations of the algorithm from at least two quite distinct points of view.
It has been found in most instances to have the advantages of reliable global convergence, low cost per iteration, economy of storage and ease of programming, as well as a certain heuristic appeal. On the other hand, it can also exhibit hopelessly slow convergence in some seemingly innocuous applications. All in all, it is undeniably of considerable current interest, and it seems likely to play an important role in the mixture density estimation problem for some time to come.
We feel that the point of view toward the EM algorithm for mixture densities advanced in [39] greatly facilitates both the formulation of a general procedure for prescribing the algorithm and the understanding of the important theoretical properties of the algorithm. Our objectives in the following are to present this point of view in detail in the mixture density context, to unify and extend the diverse results in the literature concerning the derivation and theoretical properties of the EM algorithm, and to review and add to what is known about its practical behavior.
In-4, we interpret the mixture density estimation problem as an incomplete data problem, formulate the general EM algorithm for mixture densities from this point of view, and discuss the general properties of the algorithm. In 5, the focus is narrowed to mixtures of densities from the exponential family, and we summarize and augment the results of investigations of the EM algorithm for such mixtures which have appeared in the literature. Finally, in 6, we discuss the performance of the algorithm in practice through qualitative comparisons with other algorithms and numerical studies in simple but important cases.
2. A review of the literature. The following is a very brief survey of papers which are primarily directed toward some part of the mixture density estimation problem. No attempt has been made to include papers which are strictly concerned with applications of estimation procedures and results developed elsewhere. Little has been said about papers which are of mainly historical interest or peripheral to the subjects of major interest in the sequel. For additional references relating to mixture densities as well as more detailed summaries of the contents of many of the papers touched on below, we refer the reader to the recently published monograph by Everitt and Hand [47] and the recent survey by Titterington [145] . As a convenience, this survey has been divided somewhat arbitrarily
Throughout this paper, we use "global convergence" in the sense of the optimization community, i.e., to mean convergence to a local maximizer from almost any starting point (cf. Dennis and Schnabel [42, p. 5] ).
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by topics into four subsections. Not surprisingly, many papers are cited in more than one subsection.
2.1. The method of moments. The first published investigation relating to the mixture density estimation problem appears to be that of Pearson 109] . In that paper, as in Example 1.1, the problem considered is the estimation of the parameters in a mixture of two univariate normal densities. The sample from which the estimates are obtained is assumed to be independent and to consist entirely of unlabeled observations on the mixture. (Since this is the sort of sample dealt with in the vast majority of work on the problem at hand, it is understood in this review that all samples are of this type unless otherwise indicated.) The approach suggested by Pearson for solving the problem is known as the method of moments. The method of moments consists generally of equating some set of sample moments to their expected values and thereby obtaining a system of (generally nonlinear) equations for the parameters in the mixture density. To estimate the five independent parameters in a mixture of two univariate normal densities according to the procedure of [109] , one begins with equations determined by the first five moments and, after considerable algebraic manipulation, ultimately arrives at expressions for estimates which depend on a suitably chosen root of a single ninth-degree polynomial.
From the time of the appearance of Pearson [26] , Burrau [19] , StrSmgren [132] , Gottschalk [55] , Sittig [129] , Weichselberger [152] , Preston [116] , Cohen [32] , Dick and Bowden [43] and Gridgeman [57] . More [50] , Tan and Chang [138] and Quandt and Ramsey [8] . Some work has been done extending Pearson's method of moments to more general mixtures of normal densities and to mixtures of other continuous densities. Pollard [115] obtained moment estimates for a mixture of three univariate normal densities, and moment estimates for mixtures of multivariate normal densities were studied by Cooper [34] , Day [37] and John [81] . These authors all made simplifying assumptions about the mixtures under consideration in order to reduce the complexity of the moment estimation problem. Gumbel [58] and Rider [123] [82] . Tallis and Light [136] explored the relative advantages of fractional moments in the case of mixtures of two exponential densities. Also, Kabir [83] introduced a generalized method of moments and applied it to this case.
Moment estimates for a variety of simple mixtures of discrete densities were derived more or less in parallel with moment estimates for mixtures of normal and other continuous densities. In particular, moment estimates for mixtures of binomial and Poisson densities were investigated by Pearson [110], Muench [102] , [103], Schilling [127] , Gumbel [58] , Arley and Buch [4] , Rider [124] , Blischke [12] , [14] and Cohen [30] . Kabir [83] also applied his generalized method of moments to a mixture of two binomial densities. For additional information on moment estimation and many other topics of interest for mixtures of discrete densities, see the extensive survey of Blischke [131. Before leaving the method of moments, we mention the important problem of estimating the proportions alone in a mixture density under the assumption that the component densities, or at least some useful statistics associated with them, are known. Most general mixture density estimation procedures can be brought to bear on this problem, and the manner of applying these general procedures to this problem is usually independent of the particular forms of the densities in the mixture. In addition to the general estimation procedures, a number of special procedures have been developed for this problem; these are discussed in 2.3. of this review. The method of moments has the attractive property for this problem that the moment equations are linear in the mixture proportions. Moment estimates of proportions were discussed by Odell and Basu [104] and Tubbs and Coberly 147].
2.2. The method of maximum likelihood. With the arrival of increasingly powerful computers and increasingly sophisticated numerical methods during the 1960's, investigators began to turn from the method of moments to the method of maximum likelihood as the most widely preferred approach to mixture density estimation problems. To reiterate the working definition given in the introduction, we say that a maximumlikelihood estimate associated with a sample of observations is a choice of parameters which maximizes the probability density function of the sample, called in this context the likelihood function. In the next section, we define precisely the maximum-likelihood estimates of interest here and comment on their properties. In this subsection, we offer a very brief tour of the literature addressing maximum-likelihood estimation for mixture densities. Of course, more is said in the sequel about most of the work mentioned below.
Actually, maximum-likelihood estimates and their associated efficiency were often the subject of wishful thinking prior to the advent of computers, and some work was done then toward obtaining maximum-likelihood estimates for simple mixtures. Specifically, we cite a curious paper of Baker [5] and work by Rao [119] In [119] , a system of four equations in four unknown parameters was solved by the method of scoring; in [101] , a single equation in one unknown was solved by Newton's method. Both of these methods are described in 6. Despite these successes, the problem of obtaining maximum-likelihood estimates was generally considered during this period to be completely intractable for computational reasons.
As computers became available to ease the burden of computation, maximumlikelihood estimation was proposed and studied in turn for a variety of increasingly complex mixture densities. As before, mixtures of normal densities were the subject of considerable attention. Hasselblad [70] treated maximum-likelihood estimation .for mixtures of any number of univariate normal densities; his major results were later obtained independently by Behboodian [9] . Mixtures of two multivariate normal densities with a common unknown covariance matrix were addressed by Day [37] and John [81] .
The general case of a mixture of any number of multivariate normal densities was considered by Wolfe [153] , and additional work on this case was done by Duda and Hart [46] and Peters and Walker [113] . Redner [121] and Hathaway [72] [137] and Dick and Bowden [43] . (We elaborate on the nature of these samples and how they might arise in 3.) The treatment of John [81] is unusual in that the number of observations from each component in the mixture is estimated along with the usual component parameters. Finally, a number of authors have investigated maximum-likelihood estimates for a "switching regression" model which is a certain type of estimation problem for mixtures of normal densities; see the papers of Quandt [117] , Hosmer [76] , Kiefer [88] and the comments by Hartley [69] , Hosmer [77] , Kiefer [89] and Kumar, Nicklin and Paulson [91] on the paper of Quandt and Ramsey 118] . A generalization of the model considered by these authors was touched on by Dennis [40] .
Maximum-likelihood estimation has also been studied for a variety of unusual and general mixture density problems, some of which include but are not restricted to the usual normal mixture problem. Cohen [31] considered an unusual but simple mixture of two discrete densities, one of which has support at a single point; he focused in particular on the case in which the other density is a negative binomial density. Hasselblad [71] generahzed his earlier results in [70] to include mixtures of any number of univariate densities from exponential families. He included a short study comparing maximumlikelihood estimates with the moment estimates of Blischke [14] for a mixture of two binomial distributions. Baum, Petrie, Soules and Weiss [8] addressed a mixture estimation problem which is both unusual and in one respect more general than the problems considered in the sequel. In their problem, the a priori probabilities of sample observations coming from the various component populations in the mixture are not independent from one observation to the next (that is, they are not simply the proportions of the component populations in the mixture), but rather are specified to follow a Markov chain. Their results are specifically applied to mixtures of univariate normal, gamma, binomial and Poisson densities, and to mixtures of general strictly log concave density functions which are identical except for unknown location and scale parameters. John [82] treated maximum-likelihood estimation for a mixture of two gamma distributions in a manner similar to that of [81] . Gupta and Miyawaki [59] [147] in their study of the sensitivity of various proportion estimators. Other maximum-likelihood estimation problems which are closely related to those considered here are the latent structure problems touched on by Wolfe [153] (see also Lazarsfeld and Henry [93] ) and the problems concerning frequency tables derived by indirect observation addressed by Haberman [62] , [63] , [64] . Finally, although infinite mixture densities of the general form (1.2) are specifically excluded from consideration here, we mention a very interesting result of Laird [92] to the effect that, under various assumptions, the maximum-likelihood estimate of a possibly infinite mixture density is actually a finite mixture density. A special case of this result was shown earlier by Simar [67] and Cassie [20] suggested graphical procedures employing probability paper as an alternative to moment estimates, which were at that time practically unobtainable in all but the simplest cases. Later, Bhattacharya [11] [100] (and the review by Mallows [98] ), Gregor [56] and Stanat [130] . In [126] , Sammon considered a mixture density consisting of an unknown number of component densities which are identical except for translation by unknown location parameters; he derived techniques based on convolution for estimating both the number of components in the mixture and the location parameters.
A number of specialized procedures have been developed for application to the problem of estimating the proportions in a mixture under the assumption that something about the component densities is known. Choi and Bulgren [29] proposed an estimate determined by a least-squares criterion in the spirit of the minimum-distance method of Wolfowitz 154] . A variant of the method of [29] for which smaller bias and mean-square error were reported was offered by Macdonald [96] . A method termed the "confusion matrix method" was given by Odell Hasselblad [70] , Cohen [32] , Day [37] and Fryer and Robertson [50] . Minimum chi-square estimates of proportions were reviewed by Odell and Basu [104] and included in the sensitivity study of Tubbs and Coberly [147] . Macdonald [97] remarked that his weighted least-squares approach to proportion estimation suggested a convenient iterative method for computing minimum chi-square estimates.
As a final note, we mention three methods which have been proposed for general mixture density estimation problems. Choi [28] discussed the extension to general mixture density estimation problems of the least-squares method of Choi and Bulgren [29] for estimating proportions. Deely and Kruse [38] suggested an estimation procedure which is in spirit like that of Choi and Bulgren [29] and Choi [28] , except that a sup-norm distance is used in place of the square integral norm. Deely and Kruse argued that their procedure is computationally feasible, but no concrete examples or computation results are given in [38] . Yakowitz [156] , [157] outlined a very general "algorithm" for constructing consistent estimates of the parameters in mixture densities which are identifiable in the sense described in 2. Our main interest here, however, is in a special iterative method which is unrelated to the above methods and which has been applied to a wide variety of mixture problems over the last fifteen or so years. Following the terminology of Dempster, Laird and Rubin [39] , we call this method the EM algorithm (E for "expectation" and M for "maximization"). As we mentioned in the introduction, it has been found in most instances to have the advantage of reliable global convergence, low cost per iteration, economy of storage and ease of programming, as well as a certain heuristic appeal; unfortunately, its convergence can be maddeningly slow in simple problems which are often encountered in practice.
In the mixture density context, the EM algorithm has been derived and studied from at least two distinct viewpoints by a number of authors, many of them working independently. Hasselblad [70] obtained the EM algorithm for an arbitrary finite mixture of univariate normal densities and made empirical observations about its behavior. In an extension of [70] , he further prescribed the algorithm for essentially arbitrary finite mixtures of univariate densities from exponential families in [71] . The 204 RICHARD A. REDNER AND HOMER F. WALKER EM algorithm of [70] for univariate normal mixtures was given again by Behboodian [9] , while Day [37] and Wolfe [153] formulated it for, respectively, mixtures of two multivariate normal densities with common covariance matrix and arbitrary finite mixtures of multivariate normal densities. All of these authors apparently obtained the EM algorithm independently, although Wolfe 153] referred to Hasselblad [70] . They all derived the algorithm by setting the partial derivatives of the log-likelihood function equal to zero and, after some algebraic manipulation, obtained equations which suggest the algorithm.
Following these early derivations, the EM algorithm was applied by Tan and Chang 137] to a mixture problem in genetics and used by Hosmer [74] in the Monte Carlo study of maximum likelihood estimates referred to earlier. Duda and Hart [46] cited the EM algorithm for mixtures of multivariate normal densities and commented on its behavior in practice. Hosmer [75] extended the EM algorithm for mixtures of two univariate normal densities to include the partially labeled samples described briefly above. Hartley [69] prescribed the EM algorithm for a "switching regression" model. Peters and Walker [113] offered a local convergence analysis of the EM algorithm for mixtures of multivariate normal densities and suggested modifications of the algorithm to accelerate convergence. Peters and Coberly [112] studied the EM algorithm for approximating maximum-likelihood estimates of the proportions in an essentially arbitrary mixture density and gave a local convergence analysis of the algorithm. Peters and Walker [114] extended the results of [112] to include subsets of mixture proportions and a local convergence analysis along the lines of 113].
All of the above investigators regarded the EM algorithm as arising naturally from the particular forms taken by the partial derivatives of the log-likelihood function. A quite different point of view toward the algorithm was put forth by Dempster, Laird and Rubin [39] . They interpreted the mixture density estimation problem as an estimation problem involving incomplete data by regarding an unlabeled observations, on the mixture as "missing" a label indicating its component population of origin. In doing so, they not only related the mixture density problem to a broader class of statistical problems but also showed that the EM algorithm for mixture density problems is really a specialization of a more general algorithm (also called the EM algorithm in [39] ) for approximating maximum-likelihood estimates from incomplete data. As one sees in the sequel, this more general EM algorithm is defined in such a way that it has certain desirable theoretical properties by its very definition. Earlier, the EM algorithm was defined independently in a very similar manner by Baum et al. [8] for very general mixture density estimation problems, by Sundberg 135] for incomplete data problems involving exponential families (and specifically including mixture problems), and by Haberman [62] , [63] , [64] for mixture-related problems involving frequency tables derived by indirect observation. Haberman also refers in [64] to versions of his algorithm developed by Ceppellini, Siniscalco and Smith [21] , Chen [27] and Goodman [54] . In addition, an interpretation of mixture problems as incomplete data problems was given in the brief discussion of mixtures by Orchard and Woodbury 106]. The desirable theoretical properties automatically enjoyed by the EM algorithm suggest in turn the good global convergence behavior of the algorithm which has been observed in practice by many investigators. Theorems which essentially confirm this suggested behavior have been rcently obtained by Redner [121], Vardi [149] , Boyles [18] and Wu [155] and are outlined in the sequel. [141] , [142] , [143] , [144] , Barndorff-Nielsen [6] , Yakowitz and Spragins [158] , and Yakowitz [156] , [157] , and to the book by Maritz [99] . [70] , [71 ] , Day [37] , Wolfe [153] , Dick and Bowden [43] , Hosmer [74] , James [80] and Ganesalingam and McLachlan [52] .) Hill [73] exploited simple approximations obtained in limiting cases from a general power series expansion to investigate the Fisher information for estimating the proportion in a mixture of two normal or exponential densities.
Behboodian [10] [138] numerically evaluated the diagonal elements of the inverse of the Fisher information matrix at a variety of parameter values for a mixture of two univariate normal densities with a common variance. Using the Fisher information matrix, Chang [23] investigated the effects of adding a second variable on the asymptotic distribution of the maximum-likelihood estimates of the proportion and parameters associated with the first variable in a mixture of two normal densities. Later, Chang [24] extended the methods of [23] to include mixtures of two normal densities on variables of arbitrary dimension. For a mixture of two univariate normal densities, Hosmer and Dick [78] considered Fisher information matrices determined by a number of sample types. They compared the. asymptotic relative efficiencies of estimates from totally unlabeled samples, estimates from two types of partially labeled samples, and estimates from two types of completely labeled samples.
3. Maximum likelihood. In this section, maximum-likelihood estimates for mixture densities are defined precisely, and their important properties are discussed. It is assumed that a parametric family of mixture densities of the form (1.1)is specified and that a particular if* (a*, am, 4', 4m*) C 2 is the "true" parameter value to be estimated. As before, it is both natural and convenient to regard p(xl ) in (1.1) as modeling a statistical population which is a mixture of m component populations with associated component densities {Pi}i=l,...,m and mixing proportions {C;};=l,...,m.
In order to suggest to the reader the variety of samples which might arise in mixture problems, as well as to provide a framework within which to discuss samples of interest in the sequel, we introduce samples of observations in R of four distinct types. All of the mixture density estimation problems which we have encountered in the literature involve samples which are expressible as one or a stochastically independent union of samples of these types, although the imaginative reader can probably think of samples for mixture problems which cannot be so represented. The four types of samples and the notation which we associate with them are given as follows: Type 1. Suppose that {Xk}k=,...,N is an independent sample of N unlabeled observations on the mixture, i.e., a set of iV observations on independent, identically distributed random variables with density p(x I,*). Then [75] considered samples of the forms S1, $1 u $2, and S1 u $3. Previously, Tan and Chang [137] considered a problem involving an application of mixtures in explaining genetic variation which is almost identical to that of [75] in which the sample is of the form S1 $2. Also Dick and Bowden [43] [101] in which the causes of electronic tube failureare divided into gaseous defects, mechanical defects and normal deterioration of the cathode.) It is therefore natural to regard collections of such products as mixture populations, the component populations of which correspond to the distinct causes of failure. The. first objective of life testing in such cases is likely to be estimation of the proportions and other statistical parameters associated with the failure component populations.
Because of restrictions on time available for testing, life testing experiments must often be concluded after a predetermined length of time has elapsed or after a predetermined number of product units have failed, resulting in censored sampling. If the causes of failure of the failed products are determined in the course of such an experiment, then the (labeled) failed products together with those (unlabeled) products which did not fail constitute a sample of Type 4.
The likelihood function of a sample of observations is the probability density function of the random sample evaluated at the observations at hand. When maximumlikelihood estimates are of interest, it is usually convenient to deal with the logarithm of the likelihood function, called the log-likelihoodfunction, rather than with the likelihood function itself. The following are the log-likelihood functions L1, L2, L and L4 of samples $1, S_, $3 and $4 of Types 1, 2, 3, and 4 respectively:
Note that if a sample of observations is a union of independent samples of the .types consider,ed here, then the log-likelihood function of the sample is just the corresponding sum of log-likelihood functions defined above for the samples in the union.
If S is a sample of observations of the sort under consideration, then by a maximum-likelihood estimate of *, we mean any choice of in fl at which the log-likelihood function of S, denoted by L(), attains its largest local maximum in ft. In defining a maximum-likelihood estimate in this way, we have taken into account two practical difficulties associated with maximum-likelihood estimation for mixture densities.
The first difficulty is that one cannot always in good conscience take fl to be a set in which the log-likelihood function is bounded above, and so there are not always points in fl at which L attains a global maximum over ft. Perhaps the most notorious mixture problem for which L is not bounded above in fl is that in which p is a mixture of normal densities and S S, a sample of Type 1. It is easily seen in this case that if one of the mixture means coincides with a sample observation and if the corresponding variance tends to zero (or if the corresponding covariance matrix tends in certain ways to a singular matrix in the multivariate case), then the log-likelihood function increases without bound. This was perhaps first observed by Kiefer and Wolfowitz [87] , who offered an example involving a mixture of two univariate normal densities to show that classically defined maximumlikelihood estimates, i.e., global maximizers of the likelihood function, need not exist. They also considered certain "modified" and "neighborhood" maximum-likelihood estimates in [87] and pointed out that in their example the former cannot exist and the latter are not consistent. For the normal mixture problem, an advantage of including labeled observations in a sample is that, with probability one, this difficulty does not occur if the sample includes more than n labeled observations from each component population.
This was observed in the univariate case by Hosmer [75] . Other methods of circumventing this difficulty in the normal mixture case include the imposition of constraints on the variables (Hathaway [72] ) or penalty terms on the log-likelihood function (Redner [121] ).
The second difficulty is that mixture problems are very often such that the log-likelihood function attains its largest local maximum at several different choices of .
Indeed, if Pi and pj are of the same parametric family for some and j and if S S, a sample of Type 1, then the value of L() will not change if the component pairs (a., .) and (aj, ) are interchanged in , i.e., if in effect there is "label switching" of the ith and jth component populations. The results reviewed below show that whether or not such "label switching" is a cause for concern depends on whether estimates of the particular component density parameters are of interest, or whether only an approximation of the mixture density is desired. We remark that this "label switching" difficulty can certainly occur in mixtures which are identifiable (see 2.5).
It should be mentioned that there is a problem relating to this second difficulty which can be quite difficult to overcome in practice. The problem is that the log-likelihood function can (and often does) have local maxima which are not largest local maxima.
Thus one must in practice decide whether to accept a given local maximum as the largest or to go on to search for others. At the present time, there is little that can be done about this problem, other than to find in one way or another asmany local maxima as is feasible and to compare them to find the largest. There is currently no adequately ecient and reliable way of systematically determining all local optima of a general function, although work has been done toward this end and some algorithms have been developed which have proved useful for some problems. For more information, see Dixon and Szeg [44] .
In the remainder of this section, our interest is in the important general qualitative properties of maximum-likelihood estimates of mixture density parameters. For convenience, we restrict the discussion to the case which is most often addressed in the The second theorem is directed toward two questions left unresolved by the theorem above regarding CN, the unique strongly consistent solution of the likelihood equations. The first question is whether CN is really a maximum-likelihood estimate, i.e., a point at which the log-likelihood function attains its largest local maximum. The second is whether, even if the answer to the first question is "yes," there are maximum-likelihood estimates other than which lead to limiting densities other than p(xl4o*). Given our assumption of identifiability of the family of mixture densities p(xlrb), b 2, one easily sees that the theorem below implies that if ft' is any compact subset of f which contains * in its interior, then with probability 1, is a maximum-likelihood estimate in ft' for sufficiently large N. Furthermore, every other maximum-likelihood estimate in f' is obtained from by the "label switching" described earlier and, hence, leads to the same limiting density p(x b*). Accordingly, we usually assume in the sequel that Conditions through 4 are satisfied and refer to I ,N as the unique strongly consistent maximumlikelihood estimate. The theorem is a slightly restricted version of a general result of Redner [122] which extends earlier work by Wald [150] on the consistency of maximum-likelihood estimates. It should be remarked that the result of [122] rests on somewhat weaker assumptions than those made here and is specifically aimed at families of distributions which are not identifiable. [94] ) that, with probability 1, (3.11) lim /H((I 'N) I(+* ).
Since 1/NH(bN) has the same condition number as H(N), (3.11) -1 are denoted by I-l(Otl), I-(#1), I-1(#2), I-1(0") and I-1 (0"2), respectively. Hasselblad [70] , [71] , Day [37] , Tan and Chang [138] , Dick and Bowden [43] , Hosmer [74] , [75] , Hosmer and Dick [78] ). Several of them (Mendenhall and Hader [101] , Day [37] , Hasselblad [71] , Dick and Bowden [43] , Hosmer [74] ) also suggested that things are worse for small samples (less than a few hundred observations) than the asymptotic theory indicates. Hosmer [74] specifically addressed the small-sample, poor-separation case for a mixture of two univariate normals and concluded that in this case maximumlikelihood estimates "should be used with extreme caution or not at all." Dick and Bowden [43] , Hosmer [75] and Hosmer and Dick [78] offered evidence which suggests that considerable improvement in the performance of maximum-likelihood estimates can result from including labeled observations in the samples by which the estimates are determined, particularly when the component densities are poorly separated. In fact, it is pointed out in [78] that most of the improvement occurs for small to moderate proportions of labeled observations in the sample.
In spite of the rather pessimistic comments above, maximum-likelihood estimates have fared well in comparisons with most other estimates for mixture density estimation problems. Day [37] , Hasselblad [71] , Tan and Chang [138] and Dick and Bowden [43] found maximum-likelihood estimates to be markedly superior to moment estimates in their investigations, especially in cases involving poorly separated component populations.
(See also the comment by Hosmer [77] [80] and Ganesalingam and McLachlan [52] observed that their proportion estimates are less efficient than maximum-likelihood estimates; however, they also outlined circumstances in which their estimates might be preferred. On the other hand, as we remarked in 2.3, Hosmer [77] has commented that the moment generating function method of Quandt and Ramsey 118] provides estimates which may outperform maximum-likelihood estimates in the small-sample case, although Kumar et al. [91] attribute certain difficulties to this method.
4. The EM algorithm. We now derive the EM algorithm for general mixture density estimation problems and discuss its important general properties. As stated in the introduction, we feel that the EM algorithm for mixture density estimation problems is best regarded as a specialization of the general EM algorithm formalized by Dempster, Laird and Rubin [39] for obtaining maximum-likelihood estimates from incomplete data. Accordingly, we begin by reviewing the formulation of the general EM algorithm given in [39] .
Suppose that one has a measure space J of "complete data" and a measurable map y x(y) of to a measure space 9 of "incomplete data." Let f(y ) be .a member of a parametric family of probability density functions defined on J for ft, and suppose that g(x ) is a probability density function on 9 induced byf(y ). For a given x 96, the purpose of the EM algorithm is to maximize the incomplete data log-likelihood L() log g(x ) over f by exploiting the relationship betweenf(y I,) and g(x ). It is intended especially for applications in which the maximization of the complete data log-likelihood logf(y ) over I, cft is particularly easy. where Q(,I,I,I,') E(logf(yl)lx, ,I,') and H(,b I,I,') E(log k(ylx, )lx, I,'). The general EM algorithm of Dempster, Laird and Rubin [39] is the following: Given a current approximation c of a maximizer of L(), obtain a next approximation + as follows:
1. E-step. Determine Q(,I, I,I,).
M-step. Choose + arg max(R) Q( I,I,).
Here, arg max.e Q(,lbc) denotes the set of values 2 which maximize Q( c) over f. (Of course, this set must be nonempty for the M-step of the algorithm to be well defined.) If this set is a singleton, then we denote its sole member in the same way and write + arg max.e Q(,I, I,I,). Similar notation is used without further explanation in the sequel.
From this general description, it is not clear that the EM algorithm even deserves to be called an algorithm. However, as we indicated above, the EM algorithm is used most often in applications which permit the easy maximization of log f(y ) over f. In such applications, the M-step maximization of Q( if') over ff c f is usually carried out with corresponding ease. In fact, as one sees in the sequel, the E-step and the M-step are usually combined into one very easily implemented step in most applications involving mixture density estimation problems. At any rate, the sense of the EM algorithm lies in the fact that L(+) >_-L(,V). Indeed, the manner in which + is determined guarantees that Q(,I,+I,I,) >_-Q(l,I,C); and it follows from Jensen's inequality that H(,I, + I,I,) - To discuss the EM algorithm for mixture density estimation problems, we assume as in the preceding section that a parametric family of mixture densities of the form (1.1) is specified and that a particular I,* (a*, am*, 4*, 4m*) is the "true" parameter value to be estimated. In the usual way, we regard this family of densities as being associated with a statistical population which is a mixture of m component populations.
The EM algorithm for a mixture density estimation problem associated with this family is derived by first interpreting the' problem as one involving incomplete data and then obtaining the algorithm from its general formulation given above. The problem is interpreted as one involving incomplete data by regarding each unlabeled observation in the sample at hand as "missing" a label indicating its component population of origin.
It is instructive to consider the forms which the EM algorithm might take for mixture density estimation problems involving samples of the types introduced in the preceding section. We first illustrate in some detail the derivation of the function Q(,I, I,I,') of the E-step of the algorithm, assuming for convenience that the sample at hand is a sample S {Xk}k-...N of Type described in the preceding section. One can regard S as a sample of incomplete data by considering each xk to be the "known" part of an [18] and for a special application of the EM algorithm by Vardi [149] . Statements whose members are bounded away from .T his subsequence lies in a compact set, and so it has limit points. Since these limit points cannot be in , one has a contradiction. Despite the usefulness of Theorem 4.1 in characterizing the set of limit points of an iteration sequence generated by the EM algorithm, it leaves unanswered the questions of whether such a sequence converges at all and, if it does, whether it converges to a maximum-likelihood estimate. In an attempt to provide reasonable sufficient conditions under which the answer to these questions is "yes", we offer the local convergence theorem below. Proof It follows from Theorems 3.1 and 3.2 that with probability 1, N can be taken sufficiently large that the unique strongly consistent maximum-likelihood estimate u is well defined, lies in the interior of f' and is the unique maximizer of L() in f'. Also with probability 1, we can assume that N is sufficiently large that Q(,I, ') is continuous in As in the case of Theorem 4.1, Theorem 4.3 is stated so that it is valid for the EM algorithm in general. It should be noted, however, that Theorem 4.3 makes heavy use of Theorems 3.1 and 3.2 as well as Theorem 4.1, and, so for mixture density estimation problems, it pertains as it stands, strictly speaking, to the case to which Theorems 3.1 and 3.2 apply, namely that in which the sample at hand is of Type and L((I)) L1 ((I,) is given by (3.1) and Q((I)I(I,')= QI((I,I(I)'), by (4.1). Of course, Theorems 3.1 and 3.2 and, therefore, Theorem 4.3 can be modified to treat mixture density estimation problems involving samples of other types. 5 . The EM algorithm for mixtures of densities from exponential families. Almost all mixture density estimation problems which have been studied in the literature involve mixture densities whose component densities are members of exponential families. As it happens, the EM algorithm is especially easy to implement on problems involving densities of this type. Indeed, in an application of the EM algorithm to such a problem, each successive approximate maximum-liklihood estimate + is uniquely and explicitly determined from its predecessor c, almost always in a continuous manner. Furthermore, a sequence of iterates produced by the EM algorithm on such a problem is likely to have relatively nice convergence properties.
In this section, we first determine the special form which the EM algorithm takes for mixtures of densities from exponential families. We then look into the desirable properties of the algorithm and sequences generated by it which are apparent from this form. Finally, we discuss several specific examples of the EM algorithm for component densities from exponential families which are commonly of interest.
A very brief discussion of exponential families of densities is in order. For an elaboration on the topics touched on here, the reader is referred to the book of Barndorff-Nielsen [7] . A parametric family of densities q(xlO), 0 ( c__ Rk, on R is said to be an exponentialfamily if its members have the form .2) p(x ) q(x O()) a(dp)-'b(x)e()Tt(x), x -c Rn, for c ft, where 0() satisfies --E(t(X) 10()) and a(O()) is written as a() for convenience. Note that p(xl) is continuously differentiable in , since q(xlO) is continuously differentiable in 0 and 0() is continuously differentiable in . Now suppose that a parametric family of mixture densities of the form (1.1) is given, with ,b* (a, ., am, ', ", O*m) the "true" parameter value to be estimated; and suppose that each component density p;(xl3 is a member of an exponential family. Specifically, we assume that each pi(xI qbi) has the "expectation" parametrization for ; ft; c_ R"' given by
x Rn, for appropriate ai, b;, t; and Oi. We further assume that it is valid to reparametrize in terms of the "natural" parameter 0; 0;(;) in the manner of the above discussion.
To One can also exploit (4.5 [95] .) We will complete the proof by showing that with probability 1, G'(ON) converges as N approaches infinity to an operator which has operator norm less than with respect to a certain norm on f. (Since N converges to O* with probability 1, we can assume that, with probability 1, each a, .N is nonzero whenever N is sufficiently large.) It follows from the strong law of large numbers (see Lo6ve [94] ) that, with probability 1, G' (I,z) [113] , [114] and Redner [120] considered iterative methods which proceed at each iteration in the EM direction with a step whose length is controlled by a parameter e. In the present context, these methods take the form (5.6) O + F(c) (1 e) + eG(I,), where G(I,) is the EM iteration function defined by (4.5) and (5.3). The idea is to optimize the speed of convergence to CN of an iteration sequence generated by such a method for large N by choosing e to minimize the spectral radius of E[F(,I*)] I eQR. As-in [113] , [114] and [120] , one can easily show that the optimal choice ofe is always greater than one, lies near one if the component populations in the mixture are "well-separated" in the above sense, and cannot be much smaller than two if the component populations are "poorly separated" in the above sense. The extent to which the speed of convergence of an iteration sequence can be enhanced by making the optimal choice of e in (5.6) is determined by the length of the subinterval of (0, 1] in which the spectrum of QR lies. (Greater improvements in convergence speed are realized from the optimal choice of e when this subinterval is relatively narrow.) The applications of iterative procedures of the form (5.6) (4.8) and (4.9) .
One can see from (4.9) that each 2;/+ is in the convex hull of {(x-(x ,.+)r}=,...,N, a set of rank-one matrices which, of course, are not positive definite.
Thus there is no guarantee that a sequence of matrices {2} J) }=0,1,2,... produced by the EM iteration will remain bounded from below. Indeed, it has been observed in practice that sequences of iterates produced by the EM algorithm for a mixture of multivariate normal densities do occasionally converge to "singular solutions" (cf. Duda and Hart [46] ), i.e., points on the boundary of f; with associated singular matrices.
It was observed by Hosmer [75] that if enough labeled observations are included in a sample on a mixture of normal densities, then with probability 1, the log-likelihood function attains its maximum value at a point at which the covariance matrices are positive definite. Similarly, consideration of samples with a sufficiently large number of labeled observations alleviates with probability the problem of an EM iteration sequence having "singular solutions" as limit points. For example, if one considers a sample S Si $3 which is a stochastically independent union of a sample S {xk}=,...,s of Type and a sample $3 7'= {z;}=,...,x, of Type 3, then the EM Now this last matrix is positive definite with probability whenever Ki > n. Consequently, if K,. > n, then with probability the elements of a sequence/vJ)l produced by the t,.q /j=0,1,2,.
EM algorithm are bounded below by a positive definite matrix; hence, such a sequence cannot have singular matrices as limit points. 6 . Performance of the EM algorithm. In this concluding section, we review and summarize features of the EM algorithm having to do with its effectiveness in practice on mixture density estimation problems. As always, it is understood that a parametric family of mixture densities of the form (1.1) is of interest, and that a particular * (a*, am*, 4*, 4m*) is the "true" parameter value to be estimated. In order to provide some perspective, we begin by offering a brief description of the most basic forms of several alternative methods for numerically approximating maximum-likelihood estimates. In describing these methods, it is assumed for convenience that the sample at hand is a sample S {Xk}k=,...,N of Type described in 3 and that one can write as a vector (, G)r of unconstrained scalar parameters at points of interest in f. Each of the methods to be described seeks a maximum-likelihood estimate by attempting to determine a point such that (6.1) VL,(4) O, where LI() is the log-likelihood function given by (3.1). The features of the methods which concern us here are their speed of convergence, the computation and storage required for their implementation, and the extent to which their basic forms need to be modified in order to make them effective and trustworthy in practice.
The first of the alternative methods to be described is Newton's method. It is the method on which all but the last of the other methods reviewed here are modeled, and it is as follows: Given a current approximation ,I ,c of a solution of (6.1), determine a next approximation + by (6.2) + r H(C)--,VLl (4c).
The function H (4) [119] and reviewed in a general setting by Kale [84] , [85] . ( [42] , as well as by [107] and [53] . Having reviewed the above alternative methods, we return now to the EM algorithm and summarize its attractive features. Its most appealing general property is that it produces sequences of iterates on which the log-likelihood function increases monotonically. This monotonicity is the basis of the general convergence theorems of 4, and these theorems reinforce a large body of empirical evidence to the effect that the EM algorithm does not require augmentation with elaborate safeguards, such as those necessary for Newton's method and quasi-Newton methods, in order to produce iteration sequences with good global convergence characteristics. To be clear on the meaning of "good global convergence characteristics," let us specifically say that barring very bad luck or some local pathology in the log-likelihood function, one can expect an EM iteration sequence to converge to a local maximizer of the log-likelihood function. We do not intend to suggest that the EM algorithm is especially adept at finding global maximizers, but at this stage of the art, there are no well tested, general purpose algorithms which can reliably and efficiently find global maximizers. There has been a good bit of work directed toward the development of such algorithms, however; see Dixon and Szeg5 [44] . 1.5t and r r. .5. An accurate determination of the limit of the sequence was made in each case, and observations were made of the iteration numbers at which various degrees of accuracy were first obtained. These iteration numbers are recorded in Table 6 .1 beneath the corresponding degrees of accuracy; in the table, "E" denotes the largest absolute value of the components of the difference between the indicated iterate and the limit. In addition, the spectral radius of the derivative of the EM iteration function at the limit was calculated in each case (cf. Theorem 5.2 and the following discussion). These spectral radii, appearing in the column headed by "o" in Table 6 .1, provide quantitative estimates of the factors by which errors are reduced from one iteration to the next in each case. Finally, to give an idea of the point in an iteration sequence at which numerical error first begins to affect the theoretical performance of the algorithm, we observed in each case the iteration numbers at which loss of monotonicity of the log-likelihood function first occurred; these iteration numbers appear in Table 6 .1 in the column headed by "LM."
In preparing Table 6 .1, all computing was done in double precision on an IBM 3032. Eigenvalues were calculated with EISPACK subroutines TREDI and TQLI, and normally distributed data was obtained by transforming uniformly distributed data generated by the subroutine URAND of Forsythe, Malcolm and Moler [48] based on suggestions of Knuth [90] . .
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A number of comments about the contents of Table 3 .3 that the variance of the estimate is likely to be such that it may be pointless to seek very much accuracy in a numerical approximation. Second, we remark on the pleasing consistency between the computed values of the spectral radius of the derivative of the EM iteration function and the differences between the iteration numbers needed to obtain varying degrees of accuracy. What we have in mind is the following: If the errors among the members of a linearly convergent sequence are reduced more or less by a factor of p, 0 _-< p < 1, from one iteration to the next, then the number of iterations Ak necessary to obtain an additional decimal digit of accuracy is given approximately by Ak -log 10/log O. This relationship between Ak and 0 is borne out very well in Table 6 .1. This fact strongly suggests that after a number of EM iterations have been made, the errors in the iterates lie almost entirely in the eigenspace corresponding to the dominant eigenvalue of the derivative of the EM iteration function. We take this as evidence that one might very profitably apply simple relaxation-type acceleration procedures such as those of Peters and Walker [113] , [114] and Redner 120] to sequences of iterates generated by the EM algorithm.
Third, in all of the cases listed in Table 6 .1 except one, we observed that over 95 percent of the change in the log-likelihood function between the starting point and the limit of the EM iteration sequence was realized after only five iterations, regardless of the number of iterations ultimately required to approximate the limit very closely. (The exceptional case is that in which #*-* 1.0; in that case, about 83 percent of the change in the log-likelihood function was observed after five iterations.) This suggests to us that even when the component populations in a mixture are poorly separated, the EM algorithm can be expected to produce in a very small number of iterations parameter values such that the mixture density determined by them reflects the sample data very 3We are grateful to the Mathematics and Statistics Department of the University of New Mexico for providing the computing support for the generation of Table 6 .1 that elements of an EM iteration sequence continue to make steady progress toward the limit even after numerical error has begun to interfere with the theoretical properties of the algorithm.
Fifth, the apparently anomalous decrease in o occurring when z*-# decreases from 2.0 to 1.0 happened concurrently with the iteration sequence limit of the proportion of the first population in the mixture becoming very small. (Such very small limit proportions continued to be observed in the cases z* z 0.5, 0.2.) We do not know whether this decrease in the limit proportion of the first population indicates a sudden movement of the maximum-likelihood estimate as #* drops below 2.0, or whether the iteration sequence limit is something other than the maximum-likelihood estimate in the cases in which * is less than 2.0. Finally, we also conducted more than 60 trials similar to those reported in Table 6 .1, except with samples of 200 rather than 1000 generated observations on the mixture. The results were comparable to those given in At present, the EM algorithm is being widely applied, not only to mixture density estimation problems, but also to a wide variety of other problems as well. We would like to conclude this survey with a little speculation about the future of the algorithm. It seems likely that the EM algorithm in its basic form will find a secure niche as an algorithm useful in situations in which some resources are limited. For example, the limited time which an experimenter can afford to spend writing programs coupled with a lack of available library software for safely and efficiently implementing competing methods could make the simplicity and reliability of the EM algorithm very appealing. Also, the EM algorithm might be very well suited for use on small computers for which limitations on program and data storage are more stringent than limitations on computing time.
Although meaningful comparison tests have not yet been made, it seems doubtful to us that the unadorned EM algorithm can be competitive as a general tool with well-designed general optimization algorithms such as those implemented in good currently available software library routines. Our doubt is based on the intolerably slow convergence of sequences of iterates generated by the EM algorithm in some applications. On the other hand, it is entirely possible that the EM algorithm could be modified to incorporate procedures for accelerating convergence, and that such modification would enhance its competitiveness. It is also possible that an effective hybrid algorithm might be constructed which first takes advantage of the good global convergence properties of the EM algorithm by using it initially and then exploits the rapid local convergence of Newton's method or one of its variants by switching to such a method later. Our feeling is that time might well be spent on research addressing these possibilities.
