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Abstract
Let A be a finite direct sum of full matrix algebras over the complex field. We prove that if F is a
holomorphic map of the open spectral unit ball of A into itself such that F(0) = 0 and F ′(0) = I , the
identity ofA, then a and F(a) have always the same spectrum. As an application we obtain a new proof,
purely function-theoretic, of the fact that a unital spectral isometry on a finite-dimensional semi-simple
Banach algebra is a Jordan morphism.
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1. Introduction and statement of results
Given a (complex, unital) Banach algebraA, its spectral unit ball is the set
A := {x ∈A : σ(x) ⊆ D},
where σ(x) is the spectrum of x and D denotes the open unit disc in the complex field C. In [7],
Ransford proved the following version of the classical Cartan theorem.
Theorem 1.1 [7, Theorem 1]. LetA be a semisimple Banach algebra.
(i) If F : A → A is a holomorphic map such that F(0) = 0 and F ′(0) = I, the identity of
A, then F(x) = x for all x ∈ A belonging to the centre ofA.
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(ii) Given any x ∈ A which is not in the centre of A, there exists a holomorphic map F :
A → A satisfying F(0) = 0 and F ′(0) = I such that F(x) /= x.
For an arbitrary semisimple Banach algebraA, the reason why the Cartan’s theorem does not
apply to give F ≡ I on the whole ofA is that the domainA may be unbounded! The following
spectral version of Schwarz’s lemma gives another invariant for the type of holomorphic functions
considered at Theorem 1.1.
Theorem 1.2 [7, Theorem 3]. Let A and B be Banach algebras, and let F : A → B be a
holomorphic map such that F(0) = 0. Then for each x ∈ A,
σ (F (x))
⋂
ρ(x) = σ(F ′(0)(x))
⋂
ρ(x).
(Here, ρ(x) denotes the spectral radius of x ∈A and r stands for the circle in C with center 0
and radius r.)
In particular, ifA = B and F also satisfies F ′(0) = I , the identity ofA, we may conclude
from Theorem 1.2 that x and F(x) have always the same peripheral spectrum. It is natural to ask
then whether the same is true of the whole spectrum.
[7, Question 1]: Let A be a semisimple Banach algebra and let F : A → A be a holo-
morphic map such that F(0) = 0 and F ′(0) = I . Does it follow that σ(F (x)) = σ(x) for all
x ∈ A?
The answer is known to be affirmative ifA =Mp, the space of all p × p matrices over the
complex field [8, Theorem 3]. In this paper, we prove that the same holds whenA is a semisimple
finite-dimensional complex algebra.
Fix 1  n1 < n2 < · · · < nm in N, fix some positive integers j1, j2, . . . , jm, and let k1 =
· · · = kj1 = n1, kj1+1 = · · · = kj1+j2 = n2,…, kj1+···+jm−1+1 = · · · = kj1+···+jm = nm. Denote
j1 + · · · + jm = N , and let us defineA as being the direct sum ofMkp for p = 1, . . . , N , that is
A =
N⊕
p=1
Mkp . (1)
Then A is a semisimple finite-dimensional unital algebra over the complex field. (In fact, by
the Wedderburn–Artin theorem any such algebra is, up to an algebra isomorphism, of this form.)
The elements a ofA are of the form a = (x1, . . . , xN), with xp ∈Mkp for p = 1, . . . , N . The
sum and the product on A are defined on coordinates. Let us remark that the spectrum of a =
(x1, . . . , xN) ∈A is
σ(a) =
N⋃
p=1
σ(xp), (2)
σ(xp) being the spectrum of xp ∈Mkp . (For σ(xp) we do not take into account multiplicities for
eigenvalues, and in σ(a) the common values for the spectrum of the components are listed only
once.) The following theorem is the main result of this paper.
Theorem 1.3. Let F = (F1, . . . , FN) : A → A be a holomorphic map such that F(0) = 0
and F ′(0) = I, the identity onA. Then
σ(Fl(a)) = σ(xl) (a = (x1, . . . , xN) ∈ A; l = 1, . . . , N). (3)
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In particular,
σ (F (a)) = σ(a) (a ∈ A). (4)
Using Theorem 1.3 we give a new proof, depending on the theory of holomorphic functions, of
a result of Mathieu and Sourour [6, Corollary 5] which characterize the unital spectral isometries
on a finite-dimensional semi-simple Banach algebra.
Corollary 1.4. Suppose T :A→A is a unital linear operator which preserves the spectral
radius. Then T is a Jordan morphism.
2. Proofs
Let O0 be the algebra of germs of holomorphic functions at 0 ∈Mp. We write O0[t] for
the ring of polynomials in t with coefficients from O0. We prove first Theorem 2.2, which is a
generalization of [3, Corollary 1.2]. Its proof relies on the following result.
Lemma 2.1 [3, Lemma 2.1]. Let P ∈ O0[t] be given by
P(t) := det(tIp − x) = tp − s1(x)tp−1 + · · · + (−1)psp(x),
where Ip is the p × p identity matrix and s1(x), . . . , sp(x) are (the germs at 0 of ) the elementary
symmetric functions of the eigenvalues of x ∈Mp. Then P is irreducible in O0[t].
The next theorem can be seen as a result about irreducibility of the spectrum near scalar
matrices. Its proof is based on ideas from [1] and [3].
Theorem 2.2. Let U be a domain in Mp containing a matrix of the form λIp with λ ∈ C, and
let Fk : U →Mqk , k = 1, . . . , s, be holomorphic mappings having the property that given any
x ∈ U, there exists kx ∈ {1, . . . , s} such that x and Fkx (x) have a common eigenvalue. There
exists then k such that p  qk and
σ(x) ⊆ σ(Fk(x)) (x ∈ U). (5)
Proof. Suppose first that 0 ∈ U . Define then f, g1, . . . , gs ∈ O0[t] by
f (t) = det(tIp − x)
and
gk(t) = det(tIqk − Fk(x)) (k = 1, . . . , s).
We shall prove the existence of k ∈ {1, . . . , s} such that f |gk in O0[t]. Suppose, for a contra-
diction, that this is not the case. By [4, Proposition 6.4.9], the ring O0 is a unique factorization
domain. By Lemma 2.1, the polynomial f is irreducible in O0[t]. Then by our supposition,
for k = 1, . . . , s we have that f and gk are relatively prime in O0[t], and hence there exist
polynomials pk, qk ∈ O0[t] such that f (t)pk(t) + gk(t)qk(t) = rk in O0[t], where rk ∈ O0 is
not zero (see e.g. [1, Theorem C]). Choose a connected open subset V of U containing 0 such
that {rk : k = 1, . . . , s} and the coefficients of {pk(t), qk(t) : k = 1, . . . , s} are all defined and
holomorphic on V . Regarding f and {gk, pk, qk : k = 1, . . . , s} as holomorphic functions on
C × V , by the identity principle for k = 1, . . . , s we have
f (λ, x)pk(λ, x) + gk(λ, x)qk (λ, x) = rk(x) (λ ∈ C; x ∈ V ). (6)
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Let now x ∈ V be arbitrary. From the hypothesis, there exists kx between 1 and s and λx ∈ C
which is an eigenvalue both for x and Fkx (x). Then f (λx, x) = gkx (λx, x) = 0, and (6) gives
now rkx (x) = 0. Thus
r1(x) · · · rs(x) = 0 (x ∈ V ),
which says that r1 · · · rs = 0 in O0. Since O0 is an integral domain, there exists a k such that
rk = 0 in O0, and we arrive at a contradiction.
So let k ∈ {1, . . . , s} be such that f (t) divides gk(t). We find then h(t) ∈ O0[t] such that
f h = gk in O0[t]. As above, there exists a connected open subset W of U containing 0 such that
the coefficients of h(t) and gk(t) are all defined and analytic on it, and
f (λ, x)h(λ, x) = gk(λ, x) (λ ∈ C; x ∈ W).
Given any x ∈ W , we have that f (λ, x) = 0 implies gk(λ, x) = 0. Thus we have proved the
existence of an open set W with 0 ∈ W ⊆ U such that
σ(x) ⊆ σ(Fk(x)) (x ∈ W). (7)
Since the set of all matrices from Mp having exactly p eigenvalues is dense in Mp, we find
x0 ∈ W such that σ(x0) has p elements. Then σ(Fk(x0)) has at least p distinct elements, and thus
qk  p. To see that (7) also implies (5), let us remark that it gives
(xqk − s1(Fk(x))xqk−1 + · · · + (−1)qk sqk (Fk(x)))p = 0 (x ∈ W). (8)
Since W ⊆ U is open and U is a domain, by the identity theorem for analytic functions we obtain
that (8) holds for all x ∈ U . This implies that the spectrum of x ∈ U is a subset of the set of
roots of the polynomial λqk − λqk−1s1(Fk(x)) + · · · + (−1)qk sqk (Fk(x)), which is exactly the
characteristic polynomial of Fk(x). Thus (5) holds.
For the general case, when U contains a matrix of the form λIp with λ ∈ C, we apply what
we have proved above to the set of functions x → Fk(x + λIp) − λIqk on the domain U − λIp,
which contains the p × p null matrix. 
We are now ready for the proof of the main theorem. For an integer p  1 , we shall denote
by p the open spectral unit ball ofMp.
Proof of Theorem 1.3. By Theorem 1.2, we have that
σ(F (a))
⋂
ρ(a) = σ(a)
⋂
ρ(a) (a ∈ A). (9)
Denote d1 = j1, d2 = j1 + j2, … , dm−1 = j1 + · · · + jm−1. Fix some l between dm−1 + 1 and
N = dm−1 + jm. Consider xs ∈Mks for s ∈ {1, . . . , N}\{l}, all of them with spectral radius < 1.
For j = 1, . . . , N , define ϕj : kl →Mkj by putting
ϕj (x) = Fj (x1, . . . , xl−1, x, xl+1, . . . , xN) (x ∈ kl ).
Let
l = {x ∈ kl : ρ(x) > max{ρ(xs) : s ∈ {1, . . . , N}\{l}}}.
By Newburgh’s theorem [2, Corollary 1.1.7], the spectrum function is continuous onMkl . Thus
the spectral radius is continuous on Mkl , and then l ⊆Mkl is open. It is also connected, and
thus l ⊆Mkl is a domain containing all λIkl with max{ρ(xs) : s ∈ {1, . . . , N}\{l}} < |λ| < 1.
By (9), given any x ∈ l there exists jx ∈ {1, . . . , N} such that σ(x)⋂ σ(ϕjx (x)) /= ∅. By Theo-
rem 2.2, there exists j such that kl  kj and σ(x) ⊆ σ(ϕj (x)) for all x ∈ l . Since kl = nm, then
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j ∈ {dm−1 + 1, . . . , N}. (That is, kj also equals nm.) For x ∈ l having kl distinct eigenvalues we
have σ(x) = σ(ϕj (x)), and thus sq(x) = sq(ϕj (x)) for all such x. (We have denoted, once more,
by sq(w), q = 1, . . . , kl , the fundamental symmetric functions on the eigenvalues of w ∈Mkl .)
Since the set of all such x is dense in l , by continuity we obtain that
sq(x) = sq(ϕj (x)) (x ∈ l; q = 1, . . . , kl).
By using the identity principle for analytic functions, the same must hold for all x ∈ kl . Thus
we have proved that given any l between dm−1 + 1 andN and any xs ∈ ks for s ∈ {1, . . . , N}\{l},
we can find j (depending on l and xs with s /= l) between dm−1 + 1 and N such that
σ(Fj (x1, . . . , xl−1, x, xl+1, . . . , xN)) = σ(x) (x ∈ kl ). (10)
For t = dm−1 + 1, . . . , N , define Bt as being the set of all (x1, . . . , xl−1, xl+1, . . . , xN) in⊕
s /=l ks such that σ(Ft (x1, . . . , xl−1, x, xl+1, . . . , xN)) = σ(x) for all x ∈ kl . The continuity
of the spectrum function implies that Bt ⊆⊕s /=l ks are all closed subsets. Also, by (10), we
have
⋃N
j=dm−1+1 Bj =
⊕
s /=l ks . By the Baire category theorem, there exists a j and a nonempty
open subset Vj ⊆⊕s /=l ks such that Vj ⊆ Bj . Then (10) holds for all x ∈ kl and for all
(x1, . . . , xl−1, xl+1, . . . , xN) ∈ Vj . Using again the fundamental symmetric functions and a den-
sity argument, we have sq(Fj (x1, . . . , xl−1, x, xl+1, . . . , xN)) = sq(x) for q = 1, . . . , kl , x ∈ kl
and (x1, . . . , xl−1, xl+1, . . . , xN) ∈ Vj . Using the identity theorem for holomorphic functions, the
same must hold for all x ∈ kl and for all (x1, . . . , xl−1, xl+1, . . . , xN) ∈
⊕
s /=l ks . Therefore
σ(Fj (x1, . . . , xl−1, x, xl+1, . . . , xN)) = σ(x) (x ∈ kl ; xs ∈ ks , s /= l). (11)
We shall finish the first part of the proof by showing that j with this property is in fact l. If this
were not true, then consider ϕ : kl →Mkj given by
ϕ(x) = Fj (0, . . . , 0, x, 0, . . . , 0) (x ∈ kl ),
where we have put x on the lth position. Then ϕ is holomorphic, with ϕ(0) = 0 and ϕ′(0) =
the null operator from Mkl into Mkj . (Let us recall that, in fact, kl = kj = nm.) Also, (11)
gives σ(ϕ(x)) = σ(x) for all x ∈ kl . Given any normal matrix w ∈ kl , we have ‖ϕ(w)‖ 
ρ(ϕ(w)) = ρ(w) = ‖w‖. This contradicts the fact that
lim‖x‖→0
‖ϕ(x)‖
‖x‖ = lim‖x‖→0
‖ϕ(x) − ϕ(0) − ϕ′(0)(x)‖
‖x‖ = 0.
Thus we have proved that given any l ∈ {dm−1 + 1, . . . , N}, we have
σ(Fl(a)) = σ(xl) (a = (x1, . . . , xl−1, xl, xl+1, . . . , xN) ∈ A). (12)
That is, (3) holds for j > j1 + · · · + jm−1. Now fix an l between dm−2 + 1 and dm−1, and consider
xs ∈ ks for s ∈ {1, . . . , N}\{l}. As in the first part of the proof, there exists j between dm−2 + 1
and N such that
σ(x) ⊆ σ(Fj (x1, . . . , xl−1, x, xl+1, . . . , xN)) (x ∈ kl ).
If such a j were between dm−1 + 1 and N , then by (12) we would have σ(x) ⊆ σ(xj ) for all
x ∈ kl , arriving at a contradiction. Thus j ∈ {dm−2 + 1, . . . , dm−1}, and then kj = kl = nm−1.
By a density argument,
σ(Fj (x1, . . . , xl−1, x, xl+1, . . . , xN)) = σ(x) (x ∈ kl ).
Now exactly as in the first part of the proof, we obtain that (12) also holds for l between
dm−2 + 1 and dm−1. We continue then the process, by considering l between dm−3 + 1 and dm−2,
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etc. After a finite number of steps, we obtain that (12) holds for l = 1, . . . , N . Thus (3) is true,
and (4) follows immediately from (2) and ( 3). 
Proof of Corollary 1.4. Every spectral isometry is injective [6], and thus T is invertible onA.
Write T = (T1, . . . , TN). It is sufficient to prove that T is spectrum-preserving. If this is true, by
[2, Theorem 1.3.5] we obtain that Tj :A→Mkj is a Jordan morphism for j = 1, . . . , N , and
thus the same must be true for T also.
To see that T is spectrum-preserving, let us remark first that by [5, Proposition 4.8] we have that
T and T −1 preserve the convex hull of the spectrum. This allows us to consider the holomorphic
function F : A → A given by
F(x) = T ([T −1((x + e)−1)]−1) − e,
where by e we have denoted the unit ofA. We have F(0) = 0 and F ′(0) = I , and so Theorem
1.3 gives σ(F (x)) = σ(x) for all x inA with ρ(x) < 1. For y = T −1((x + e)−1) we obtain that
σ(T (y−1)) = σ(T (y)−1) (σ (y) ⊆ {λ ∈ C : Re(λ) > 1/2}). (13)
Now let a ∈A. By (13), for all λ with Re(λ) < −1/2 − ρ(a) we have σ(T ((a − λe)−1)) =
σ((T (a) − λe)−1). Sinceλ → σ(T ((a − λe)−1)) andλ → σ((T (a) − λe)−1) are algebroid mul-
tifunctions, respectively on C\σ(a) and C\σ(T (a)), the same equality must hold for all λ ∈
C\(σ (a)⋃ σ(T (a))) (see, for example, [3, Lemma 3.1]). Suppose, for a contradiction, that
α ∈ σ(T (a))\σ(a). Choose (αn)n ⊆ C\(σ (a)⋃ σ(T (a))) such that αn → α. Then ρ(T ((a −
αne)
−1)) = ρ((T (a) − αne)−1) for all n. Also, ρ(T ((a − αne)−1)) → ρ(T ((a − αe)−1)) and
ρ((T (a) − αne)−1) → +∞, arriving at a contradiction. Thus σ(T (a)) ⊆ σ(a), and since the
same must hold with T −1 instead of T , we obtain that a and T (a) have the same spectrum. 
References
[1] A. Akbari, M. Aryapoor, On linear transformations preserving at least one eigenvalue, Proc. Amer. Math. Soc. 132
(2004) 1621–1625.
[2] B. Aupetit, Propriétés spectrales des algèbres de Banach, Springer-Verlag, 1979.
[3] C. Costara, T.J. Ransford, On local irreducibility of the spectrum, Proc. Amer. Math. Soc. 135 (9) (2007) 2779–2784.
[4] S. Krantz, Function Theory of Several Complex Variables, second ed., AMS Chelsea Publishing, 2001.
[5] M. Mathieu, G.J. Schick, First results on spectrally bounded operators, Studia Math. 152 (2002) 187–199.
[6] M. Mathieu, A.R. Sourour, Hereditary properties of spectral isometries, Arch. Math. 82 (2004) 222–229.
[7] T.J. Ransford, A Cartan theorem for Banach algebras, Proc. Amer. Math. Soc. 142 (1) (1996) 243–247.
[8] T.J. Ransford, M.C. White, Holomorphic self-maps of the spectral unit ball, Bull. London Math. Soc. 23 (1991)
256–262.
