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Chromatin and associated proteins constitute the highly folded structure of chromosomes. We
consider a self-avoiding polymer model of the chromatin, segments of which may get cross-linked
via protein binders that repel each other. The binders cluster together via the polymer mediated
attraction, in turn, folding the polymer. Using molecular dynamics simulations, and a mean field
description, we explicitly demonstrate the continuous nature of the folding transition, characterized
by unimodal distributions of the polymer size across the transition. At the transition point the
chromatin size and cross-linker clusters display large fluctuations, and a maximum in their negative
cross-correlation, apart from a critical slowing down. Along the transition, we distinguish the local
chain morphologies in terms of topological loops, inter-loop gaps, and zippering. The topologies are
dominated by simply connected loops at the criticality, and by zippering in the folded phase.
I. INTRODUCTION
Chromosomes consist of DNA and associated proteins.
Long DNA chains with lengths that vary from millime-
ters (bacteria) to meters (mammals) are compacted and
organized within micron sized bacterial cells or cell nuclei
of eukaryotes. The DNA must be compacted by several
orders of magnitude, and still allow information process-
ing in terms of gene expression in both pro- and eukary-
otes [1, 2], and also replication in bacteria [3]. DNA asso-
ciated proteins play a crucial role in such processes [1–4].
In the smallest scale, DNA double helix wraps around
histone octamers forming a bead on string chromatin
structure with a connected set of nucleosomes [5]. In
bacteria, histone like nucleoid structuring (H-NS) pro-
tein dimers bind to DNA [6, 7]. It may be noted that the
positive charges on most DNA binding proteins provide
non-specific affinity to negatively charged DNA [1, 2].
Higher order structure formation involves bringing to-
gether of contour-wise distant parts of the chromatin into
spatial contact to form loops [8–13]. This is observed in
all domains of life, in bacteria [14, 15], archea [16] and
eukaryotes [12, 17–19]. Such loops may be maintained by
proteins cross-linking spatially proximal chromatin seg-
ments [20–22, 22–31], or by extrusion [32–35]. A number
of proteins are identified that stabilize these loops into
separate topological domains [36–38]. In eukaryotes co-
hesin and CTCF are identified as chromatin loop regu-
lators [12, 18, 19, 32]. In bacteria, loops are stabilized
in part by non-specific cross-linkers such as H-NS, Lrp
and SMC proteins [13, 39, 40]. First direct evidence of
the chromosomal loops were found in electron microscopy
experiments [41–44]. Complementary experiments us-
ing chromosome conformation capture techniques pro-
vide contact maps that exhibit spatial contacts between
different genes along the DNA contour [45–47]. The bio-
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logical function of chromosomes are often related to their
local morphology [3, 36], as spatially proximal genes, irre-
spective of their location along the DNA contour, can be
regulated together [48–53]. Given their structural com-
plexity, morphologies of long folded chains are often an-
alyzed in terms of their generic topological features [54–
57].
During interphase chromosomes display several univer-
sal properties, e.g., scale free nature in subchain exten-
sion [58], and average contact probabilities [45] similar
to homopolymers but with exponents that differ from
simple chains [59, 60]. At small separations the chromo-
somal architecture is determined by its bending rigidity,
while at long range they show behavior typical of frac-
tal globules [45, 61–66]. The contact maps reveal topo-
logically associated domains at smaller genomic separa-
tions (. 1 Mbp) [12, 67], and cell type specific checker-
board patterns at larger scales [45]. The relationship be-
tween chromatin structure and function have been con-
sidered explicitly using heteropolymer models to under-
stand the sequence specific aspects of chromosomal orga-
nization [25, 28, 32, 68–79].
Modeling chromatin as a homopolymer, generic effects
of its further association with proteins have been studied
using effective attraction between its segments [80–82],
or through explicit consideration of its interaction with
diffusing proteins [21–25, 28]. The interaction eventu-
ally leads to folding of the chromatin [28–30, 65]. In
this context, the classic polymer physics problem of coil-
globule transition has received renewed interest. The
Flory-Huggins theory of coil-globule transition suggests
coexistence lines of coil-rich and globule-rich phases end-
ing at a critical point with changing solubility [59]. Ex-
tensions of Flory-like theory predicted first order or a
continuous coil-globule transition depending on param-
eter values [83–85]. Other theoretical approaches pre-
dicted similar behavior [86, 87]. While explicit consid-
eration of binders as attractive co-solvent suggested a
continuous coil-globule transition for flexible chains in
numerical simulations, analysis of the same within Flory-
Huggins theory predicted a first order transition [21]. A
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recent mean field approach that incorporates fluctuations
of co-solvent density showed that the nature of the coil-
globule transition with the increase in co-solvent density
depends on the the kind of polymer- co-solvent interac-
tion. When the interaction strength between the polymer
and co-solvent is purely repulsive the predicted transition
is continuous, whereas it turns out to be a first order
transition if the interaction is purely attractive [88].
In this paper, we model the chromatin as a self-
avoiding chain and explicitly consider its non-specific at-
traction with diffusing binder proteins that repel each
other. We perform molecular dynamics simulations in
the presence of a Langevin heat bath to fully character-
ize the binder mediated folding transition, and associated
local topologies of the chromosome. The binders cross-
link different segments of the chromatin, bringing them
together. As a result more binders accumulate, forming
clusters. Such clusters, in turn, fold the polymer. Us-
ing numerical simulations and a mean field description
we show that the folding is a continuous transition, me-
diated by a linear instability towards formation of large
clusters of cross-linkers. While the linear stability pre-
diction shows reasonable agreement with simulations for
growth of cluster size before the transition, the mean field
prediction for chromosome size display better agreement
after the transition, as fluctuations get suppressed in the
globule. The polymer size distribution shows a single
maximum across the transition, signifying that there is
no metastable phase on the other side of the transition.
The criticality is characterized by large and slow fluctua-
tions – the fluctuation amplitude and time-scale increase
with system size. At criticality, the cross-correlation be-
tween chromosome size and cross-linker density shows a
negative maximum.
We further analyze topologies of the chromatin loops
that are formed due to binder cross-linking, identifying
the simply connected and higher order loops. The av-
erage number of simply connected loops show a maxi-
mum at the critical point, while the relative probabili-
ties of loops of different orders change qualitatively with
increasing cross-linker density. The first order loop-sizes
show power law distributions with exponents that change
monotonically across the transition. The gaps between
such loops, in contrast, follow exponential distributions.
The mean gap size hits a minimum at the critical point.
Apart from forming loops, the binders may also zipper
contiguous segments belonging to different parts of the
chromatin. As we show, the mean number of zippering
displays a sigmoidal behavior along the coil-globule tran-
sition, with saturation at large binder densities.
In Sec. II, we present the model and details of numer-
ical simulations. In Sec.III we discuss simulation results
identifying the coil-globule phase transition in the model
chromatin chain, and clustering of polymer-bound cross-
linkers. The transition and clustering are interpreted
in terms of a mean field description and linear stabil-
ity analysis. Finally, in Sec. IV we characterize the local
morphology of chromosomes in terms of contact proba-
s
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FIG. 1: (color online) Representative snapshots of the model
chromosome with N = 256 bead chain and binders at the
transition point φc = 1.57×10−3, where large conformational
fluctuations are observed. (a) A relatively compact conforma-
tion. The chromatin is shown by blue monomers connected by
bonds. The cross-linkers attached to the chromatin are shown
as red beads, while the freely diffusing binders are shown as
green beads. (b) One relatively open conformation. (c) A
magnified portion of (b) shows a contact formation denoted by
the aqua-green bar. A monomer pair, contour-wise separated
by s, have come within rc forming the contact. (d) A magni-
fied portion of (a) shows loop formation by a polymer bound
cross-linker (red bead). The red bars indicate the bonds that
it forms. The line with arrow-heads identifies a simply con-
nected loop (for further details see Sec. IV A). (e) Clusters
of polymer bound cross-linkers in (a). For better visibility
of cross-linkers, the chromatin is represented by a faded line.
The thick dashed circle identifies one cluster.
bility, loop topologies of various orders, and zippering.
We conclude presenting a connection of our results to
experimentally verifiable predictions in Sec. V.
II. MODEL
We use a self-avoiding flexible chain model of the
chromatin. The bead size is assumed to be larger
than the Kuhn length. The chain connectivity is main-
tained by finitely extensible nonlinear elastic (FENE)
bonds between consecutive beads, UFENE(ri+1,i) =
−k2R2 ln[1 − (ri+1,i/R)2] where k and R fix the bond,
and rij = |ri − rj | denotes separation between i-th
and j-th bead. The self avoidance is implemented via
the Weeks-Chandler-Anderson potential, UWCA(rij) =
4[(σ/rij)
12 − (σ/rij)6 + 0.25] between beads separated
by distance rij < 2
1/6σ, else UWCA(rij) = 0 [89]. Thus
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FIG. 2: (color online) The coil-globule transition as a function of ambient cross-linker density φc, expressed in terms of
φr = φc × 103. (a) The decrease in mean radius of gyration of polymer 〈Rg〉 with φc, the data are shown by  and error
bars, captures a coil-globule transition. The blue dashed line is a guide to eye. The mean field prediction 〈Rg〉 = constant
= 〈Rg〉(φc = 0) at φ < φ∗c = 1.57 × 10−3. At higher densities, simulation results for 〈Rg〉 show reasonable agreement with
Eq.4 with fitting parameter u/v = 0.1. The two curves are shown by green solid lines. At the transition point φ∗c , relative
fluctuation of polymer size ∆Rg/Rg shows a maximum (inset (i)). The equilibration of Rg with time t at two densities
φc = 0.78× 10−3 (pink), 2.6× 10−3 (green) are shown in inset (ii). (b) The mean size of the polymer bound clusters of cross-
linkers 〈Cs〉 increases with φc. The data are shown by  and error bars. The blue dashed line is a guide to eye. At φc < φ∗c ,
the data show reasonable agreement with 〈Cs〉 = A[(1 − φc/φ∗c ]−3/4 , using A = 1.9. The relative cluster size fluctuation
∆Cs/Cs shows a sharp maximum at the transition point φ
∗
c (inset (i)). Inset (ii) shows how the instantaneous mean cluster
size Cg equilibrates with time t at two cross-linker densities φc = 0.78 × 10−3 (pink), pi × 10−3 (green). (c) Correlation times
τc = τRg (), τna (◦) are obtained from auto-correlation functions of polymer radius of gyration Rg, and the total number of
chromatin-bound cross-linkers na. They reach their maximum values at the transition point φ
∗
c . The solid (red) line is a shifted
plot of the scaling form (1 − φc/φ∗c)−3/2 added to a constant background, with the shift aimed at better visibility. (d) The
negative values of the cross-correlation coefficient CRg,na between fluctuations in Rg and na show anti-correlation, with the
amplitude maximizing at the transition point φ∗c .
U = UFENE +UWCA defines the polymer [90]. The repul-
sion between cross-linkers are modeled through the same
UWCA interaction. The energy and length scales are set
by  and σ respectively. The FENE potential is set by
k = 30.0 /σ2, R = 1.6σ.
The interaction between cross-linkers and monomers is
modeled through a truncated and shifted Lennard-Jones
potential, Ushift(r) = βULJ(r) − ULJ(rc) for r < rc and
Ushift(r) = 0 otherwise, where ULJ(r) = 4m[(σ/r)
12 −
(σ/r)6], with m = 3.5 , and rc = 1.5σ. The choice of
m is stronger than the typical hydrogen bonds (1.2 kBT )
and provides better stability [91], e.g., as for transcrip-
tion factors [28], however, allows equilibration through
attachment- detachment kinematics over the simulation
time scales. The bond between a cross-linker and a
monomer is formed if they come within the range of
attraction rc. A single cross-linker may bind to multi-
ple monomers, capturing the presence of multiple DNA
binding domains in a number of regulatory proteins [28].
The molecular dynamics simulations are performed us-
ing the standard velocity-Verlet algorithm [92] using time
step δt = 0.01τ , where τ = σ
√
m/ is the character-
istic time scale. The mass of the particles are chosen
to be m = 1. The temperature of the system is kept
constant at T = 1.0 /kB by using a Langevin thermo-
stat [90] characterized by an isotropic friction constant
γ = 1/τ , as implemented by the ESPResSo molecular
dynamics package [93]. Similar methods have been suc-
cessfully used earlier in simulation of polymers in various
contexts [94]. Note that the diffusion of a single bead
over its size σ takes a time γσ2/kBT , which is the same
as the characteristic time τ .
Unless stated otherwise, in this paper, we consider a
N = 256 bead chain. Its typical size in absence of binders
is given by the radius of gyration R0g = (13.02± 2.65)σ.
The largest fluctuations in its end to end separation are
restricted within 80σ (data not shown). To avoid any
possible boundary effect, we perform simulations in a
cubic volume of significantly bigger size with sides of
L = 200σ, and implement periodic boundary condition.
We vary the total number of cross-linkers from Nc = 0
to 6000 that changes the dimensionless cross-linker den-
sity from φc =
4
3piσ
3Nc/L
3 = 0 to pi × 10−3. The ap-
proach to equilibrium is followed over 106 τ , longer than
the longest time taken for equilibration near the transi-
tion point. The analyses are performed over further runs
of 106 − 107 τ . A couple of representative equilibrium
configurations are shown using VMD [95] in Fig.1 illus-
trating polymer contacts, loop formation, and clustering
of cross-linkers. The system size dependence is studied
using a restricted set of simulations, as simulating longer
chains requires longer equilibration, larger simulation box
3
and larger number of cross-linkers, increasing the simu-
lation time significantly.
III. RESULTS
A. The coil-globule transition
The passive binders diffuse in three dimensions and
attach to polymer segments following the Boltzmann
weight. They are multi-valent, typically cross-linking
multiple polymer segments. The probability of number
of chromatin segments that a binder can cross-link si-
multaneously shows a maximum that increases from 4 to
6 as the average binder concentration is increased (see
Appendix-A). This range overlaps with the typical mul-
tiplicity of binding factors like CTCF and transcription
factories [28].
As different polymer segments start attaching to a
cross-linker the local density of monomers increases, gen-
erating a positive feedback recruiting more cross-linkers
and as a result localizing more monomers. Such a poten-
tially runaway process gets stabilized, within our model,
due to the inter-binder repulsion that ensures the binder-
clusters are spatially extended. These clusters are iden-
tified using the clustering algorithm in Ref. [96], and the
cluster-size is given by the total number of binders in a
cluster. Concomitant with such clustering, the polymer
gets folded undergoing a coil-globule transition.
Fig. 2(a) shows the transition in terms of the decreas-
ing radius of gyration 〈Rg〉 of the model chromatin with
increase in the average cross-linker density φc in the
environment. The solid (green) line shows the mean
field prediction that we present in Sec. III B. The tran-
sition point, φ∗c = 1.57 × 10−3, is characterized by a
maximum in relative fluctuations of the polymer size
∆Rg/Rg =
√
〈R2g〉 − 〈Rg〉2/〈Rg〉, shown in the inset (i)
of Fig. 2(a). The equilibrations of Rg at two representa-
tive binder concentrations φc are illustrated in the inset
(ii). As we show in Fig. 10 in Appendix-C, the rela-
tive fluctuations ∆Rg/Rg near phase transition increases
with polymer size N , suggesting divergence in the ther-
modynamic limit, a characteristic of continuous phase
transitions. In Fig.1, the large fluctuations at the phase
transition point are further illustrated with the help of
two representative conformations: a relatively compact
conformation in Fig.1(a), and and a more open confor-
mation in Fig.1(b).
The coil-globule transition occurs concomitantly with
the formation of polymer-bound cross-linker clusters. At
a given instant, several disjoined clusters may form along
the model chromatin (see Fig.1(e) ). The cluster size 〈Cs〉
is the average number of binders constituting the clusters.
It grows significantly as φc approaches phase transition
from below (Fig. 2(b)). The linear stability estimate of
cluster size, as discussed in Sec. III B 2, is represented
by the (pink) solid line in Fig. 2(b). The relative fluc-
tuations in cluster size ∆Cs/Cs =
√〈C2s 〉 − 〈Cs〉2/〈Cs〉
show a sharp maximum at the phase transition point φ∗c
(inset (i)). Equilibration of the mean cluster size Cg, in-
stantaneous average over all clusters, at two φc values are
shown in the inset(ii).
The dynamical fluctuations at equilibrium are char-
acterized by the auto-correlation functions CRg (t) =
〈δRg(t)δRg(0)〉/〈δR2g〉 of chromatin size Rg, and
Cna(t) = 〈δna(t)δna(0)〉/〈δn2a〉 of the total number of
chromatin-bound cross-linkers, where δRg(t) and δna(t)
denote instantaneous deviations of the two quantities
from their respective mean values (see Appendix-B). For
the finite sized chain, the corresponding correlation times
τc = τRg , τna show sharp increase at φ
∗
c (Fig. 2(c)), rem-
iniscent of the critical slowing down [97]. As is shown
in Appendix-C, the correlation time τRg grows with the
chain-length as τRg ∼ N9/4 suggesting divergence in the
thermodynamic limit.
The fluctuations in na and Rg are anti-correlated, as
a larger number of attached cross-linkers reduces the
chromatin size. Thus the cross-correlation coefficient
CRg,na = (1/τp)
∫ τp dt〈δRg(t)δna(t)〉 < 0. Remarkably,
the amount of anti-correlation maximizes at the critical
point φ∗c signifying a large reduction in polymer size as-
sociated with a small increase of attached cross-linkers,
and vice versa (Fig. 2(d)). A living cell may utilize this
physical property for easy conformational reorganization,
useful for providing access to DNA-tracking enzymes in
an otherwise folded chrmosome.
The probability distribution of the radius of gyra-
tion P (Rg) shows clear unimodal shape across the tran-
sition (Fig. 3(a) ). This clearly displays absence of
metastable phase on the other side of the transition, char-
acteristic of the continuous transition. Note that this
observation is in contrast to the mean field prediction of
Ref. [88], while is in agreement with the numerical simu-
lations in Ref [21].
Remarkably, the associated distribution of cross-linker
cluster sizes P (Cs), shows clear bimodality in much of
the φc range scanned across the transition (Fig.3(b) ),
capturing coexistence of clusters of small and large sizes.
However, such clusters have similar densities (data not
shown) and do not suggest coexistence of two phases. In
fact, as we show in Sec.III B 2, the assumption of constant
binder density within the clusters provides a reasonable
description of the growth of mean cluster size through
Eq.(5) (see Fig.2(b) ).
B. Mean field description
In view of the above phenomenology, we present a
mean field model based on two coupled fields, the cross-
linker density φc(r), and the deviation of monomer den-
sity due to cross-linkers ρ(r) = ρm(r) − ρb, where ρb =
σ3N/(R0g)
3 with R0g denotes the radius of gyration of
the open chain in absence of cross-linkers. A fraction of
cross-linkers are in polymer bound state, φ(r), and the
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FIG. 3: (color online) Probability distributions of the polymer radius of gyration, P (Rg), are plotted at different cross-linker
densities denoted by φr = φc × 103. (b) Corresponding probability distributions of cluster size of cross-linkers, P (Cs), show
coexistence of small and large clusters at densities φc ≥ 1.83× 10−3.
rest constitutes the detached fraction. We adopt a free
energy density [109]
βf =
1
2
u
(
1− φ
φ∗
)
ρ2 +
v
4
ρ4 +
κ
2
(∇ρ)2 + 1
2
wφ2. (1)
The direct repulsion between polymer segments and be-
tween cross-linkers are captured by free energy costs
uρ2/2 and wφ2/2 respectively. The bond formation be-
tween two polymeric segments via cross-linker proteins
is captured by the three body term ρ φ ρ with strength
−u/2φ∗. The quartic energy cost vρ4/4 is introduced to
provide thermodynamic stability. The coefficient κ in the
gradient term adds free energy cost to the formation of
sharp interfaces in local monomer-density. The evolution
of coupled fields are represented by [97],
∂ρ
∂t
= Mρ∇2
[
u
(
1− φ
φ∗
)
ρ+ vρ3 − κ∇2ρ
]
∂φ
∂t
= Mφ∇2
[
− u
2φ∗
ρ2 + wφ
]
− r(φ− φ0), (2)
where, the second term in the right hand side of the sec-
ond equation accounts for the turnover between the at-
tached and detached fractions of the cross-linkers. Here
r = (ra + rd), φ0 = Ωφc with Ω = ra /(ra + rd). The
attachment detachment rates ra,d are determined by the
interaction and detailed balance condition. The coeffi-
cients Mρ,φ denote mobilities of the two conserved fields
ρ and φ. A similar approach was used earlier in Ref. [22].
In the uniform equilibrium state φ = φ0, and ρ = ρ0.
Using φ0 = Ωφc and φ∗ = Ωφ∗c , if φc < φ
∗
c the solution
ρ0 = 0 , else
ρ20 =
u
v
(φc − φ∗c)
φ∗c
. (3)
1. Chromosome size
The mean monomer density ρm = σ
3N/〈Rg〉3 = ρ0 +
ρb. As φc ≥ φ∗c , using Eq.(3) one obtains
〈Rg〉 = R0g
[
1 +N4/5
(
u
v
φc − φ∗c
φ∗c
)1/2]−1/3
. (4)
This shows reasonable agreement with simulation re-
sults with fitting parameter u/v = 0.1 (Fig. 2(a)), as
fluctuations are suppressed in the globule phase [86].
In the limit of φc  φ∗c , 〈Rg〉 ≈ N1/3σ[(u/v)(φc −
φ∗c)/φ
∗
c ]
−1/6, i.e., an equilibrium globule with 〈Rg〉 ∼
N1/3σ gets further compacted with cross-linker density
as [(u/v)(φc − φ∗c)/φ∗c ]−1/6. The solution ρ0 = 0 at
φc < φ
∗
c corresponds to an open chain following Flory
scaling R0g ≈ σN3/5. Allowing for a bilinear coupling be-
tween the monomer and the binder density fields leads
to ρ0 ∼ φ0 suggesting a non-linear decrease in 〈Rg〉 =
R0g[1 +N
4/5(zΩ/u)φc]
−1/3 (see Appendix-D).
2. Cluster size
An estimate of the increase in the cluster size of the
polymer-bound cross-linkers can be obtained by perform-
ing linear stability analysis of Eq.(2) around a uniform
state of ρ = ρ¯ and φ = φ¯. This analysis is presented
in detail in Appendix-E. It shows that the uniform state
gets unstable towards formation of clusters as an effective
coupling strength χ = uρ¯/Ωφ∗c crosses a threshold value.
The mean spatial extension of such clusters is given by
`0 = 2pi
Mφκw
ru
1(
1− φcφ∗c
)
+ 3 vu ρ¯
2
1/4 .
5
A uniform density of cross-linkers suggests a mean cluster
size 〈Cs〉 ∼ `30 leading to
〈Cs〉 = A
[(
1− φc
φ∗c
)
+ 3
v
u
ρ¯2
]−3/4
. (5)
Replacing ρ¯ = (zΩ/u)φc, the dependence 〈Cs〉 = A[(1−
φc/φ
∗
c + Bφ2c)]−3/4 reasonably captures the growth in
mean cluster size with A = 1.9 and a small enough
B = (3vz2Ω2/u3) such that Bφ2c  1, as the coil-globule
transition is approached from below (Fig.2(b)).
3. Time scale
The diverging time-scale observed in simulations can
be understood using the following scaling argument based
on Eq.(2). For this purpose, we use the length scale
associated with the unstable mode `0. Eq.(2) suggests
a relaxation time τr ≈ (`20/Mρu)(1 − φc/φ∗c)−1. Using
γφ2c  1 the relation simplifies to
τr ≈ 4pi
2
Mρu
(
Mφ
κw
ru
)1/2 [
1− φc
φ∗c
]−3/2
, (6)
suggesting a divergence of correlation times as (1 −
φc/φ
∗
c)
−3/2 near the critical point. For finite sized chains,
while the time scales do not diverge, they show signifi-
cant increase near criticality (Fig.2(c)). Added with a
constant background, Eq.6 gives a reasonable descrip-
tion of the simulation results. As is shown in Fig.10(c) of
Appendix-C, the correlation time at criticality increases
with chain length with an approximate power law ∼ N9/4
indicating divergence.
IV. LOCAL MORPHOLOGY
The binder mediated chromosomal compaction is as-
sociated with local morphological changes. The cross-
linking due to binders may cause loop formation. In
chromosomes, formation of such loops are expected to
be highly complex, involving polydispersity of loop-sizes.
The cross-linkers may also form zipper between contigu-
ous polymeric segments. These, in turn, would enhance
contact formation, and as a result modify subchain ex-
tensions. In this section, we discuss the change in all of
these three aspects along the phase transition described
above.
A. Loops
We describe the possible loop-topologies with the help
of Fig.4. A simply connected, or, first order loop is
formed by a cross-linker binding two segments of the
polymer in such a way that if one moves along the chain
from one such segment to the other, no other cross-linker
ls
ds
o = 1 :
o = 2 :
o = 3 :
FIG. 4: (color online) Schematics of loop topologies of order o:
Polymer segments are indicated by blue beads and polymer-
bound cross-linkers are shown by red open circles. (a) Simply
connected loops of order o = 1. Two first order loops of size
ls are separated by a gap of size ds. (b) Three examples of
o = 2 loops. In the first two cases, the second order loop has
one o = 1 loop embedded inside. The third case shows two
embedded o = 1 loops. (c) Three examples of o = 3 loops.
In the first two cases, the third order loop has a o = 1 and a
o = 2 loop embedded. The third case shows two first order
loops and a second order loop embedded inside the o = 3
loop.
is encountered on the way. With removal of the cross-
linker- bond stabilizing such a loop, the first order loop
itself disappears (Fig.4: o = 1). In the figure, ls and ds
denote loop-size and gap-size between such loops, respec-
tively. In numerical evaluation of mean ds, all interme-
diate higher order loops are disregarded.
A higher order loop denoted by order o = n, embeds
all possible lower order loops o = 1, . . . , (n − 1) within
it. In Fig.4: o = 2, three examples of second order loops
are shown. In the first two examples removing one cross-
linker reduces the second order loop to a first order loop.
In the third example of o = 2 loop, three bonds of a single
cross-linker maintains the loop, and with its removal the
whole loop structure disappears. In Fig.4: o = 3 we show
three examples of third order loops. Note that the first
order and higher order loops identified here are related to
the serial and parallel topologies described in Ref. [57].
As it has been shown before, consideration of chromo-
somal loops is crucial in understanding of its emergent
behavior [98–101]. In this paper, we restrict ourselves
to the relative importance of different orders of loops in
local chromosomal morphology.
In Fig.5(a) the mean number of loops 〈no〉 of order
o = 1, 2, 3 are shown against the cross-linker density
φc. All through, 〈n1〉 remains larger than 〈no=2,3〉 cor-
responding to higher order loops that show a sigmoidal
dependence on φc. Interestingly, 〈n1〉 maximizes at the
phase transition point φ∗c . Thus at the critical point the
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FIG. 5: (color online) (a) Mean number of o-th order loops
〈no〉 as a function of density of cross-linkers φr = φc × 103.
Here 〈n1,2,3〉 denote the mean number of first, second and
third order loops. (b) Probability of o-th order loop Πo is
plotted on semi-log scale, for various cross-linker densities
denoted in the labels. At φr = 3.14, the probability of
higher order loops decays with an approximate Gaussian form
exp(−o2/2g2) where the standard deviation g = 9.83 (solid
brown line). For φr = 1.04, the probability of higher or-
der loops decays exponentially as exp(−o/o¯) with o¯ = 1.45
(dashed blue line).
local morphology of the model chromosome is dominated
by the first order loops.
Fig.5(b) shows the probability Πo of a loop to be of o-
th order. At small cross-linker densities φc < φ
∗
c , the
probability of higher order loops fall exponentially as
Πo = exp(−o/o¯). This behavior changes qualitatively
after the coil-globule transition (φr = 1.57) to a Gaus-
sian profile exp(−o2/2g2), as is shown in Fig.5(b) .
Given that loop sizes could be measured from elec-
tron microscopy [44], we further analyze the statistics
of loop-sizes and inter-loop gaps corresponding to the
first order loops in Fig. 6. With increasing cross-linker
density φc, the mean size of first order loops 〈ls〉 de-
creases (Fig. 6(a)), as their number increases (Fig.5(a))
reducing the mean gap size 〈ds〉 (Fig.6(b)). However, in-
creased φc stabilizes the loops, shown by decreased fluc-
tuation of loop-sizes δls =
√〈l2s〉 − 〈ls〉2. The mean gap
size 〈ds〉 and its fluctuation δds =
√〈d2s〉 − 〈ds〉2 reach
their minimum at the transition point φ∗c = 1.57× 10−3.
The increase in the inter-loop separation 〈ds〉 beyond this
point is due to the increase in probability of higher order
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FIG. 6: (color online) (a) Decrease of the mean size of first
order loops 〈ls〉 and its fluctuations δls with φr = φc × 103.
(b) Non-monotonic variation of mean separation between first
order loops 〈ds〉 and its fluctuations δds with φr. Prob-
ability distributions of the size of first order loops P (ls)
and gaps between them P (ds) are plotted in (c) and (d)
at φr = 0.26 (2), 1.57 (◦), pi (4). At the transition point
φr = 1.57, P (ls) ∼ l−3.3s , and P (ds) ∼ exp(−ds/λ) with
λ = 13.8σ, shown by the solid (brown) lines in (c) and (d)
respectively.
loops in the local morphology of the model chromatin.
Fig.6(c) and (d) show the probability distributions of
first order loop sizes P (ls), and separation between con-
secutive first order loops P (ds), respectively. For all
φc values, P (ls) ∼ l−µs , with µ increasing with φc in a
sigmoidal fashion, giving µ = 3.3 at the critical point
φ∗c = 1.57 × 10−3. The power law distribution of P (ls)
shows that their is no characteristic loop size, and loops
of all possible lengths are present. On the other hand, the
gap size distributions follow an approximate exponential
form P (ds) ≈ (1/〈ds〉) exp(−ds/〈ds〉).
B. Zippering
The binders can also zipper different segments of the
polymer. The inset of Fig.7 shows one such zipper main-
tained by cross-linkers. The zipper fraction of a con-
formation is given by Zp = (1/N)
∑
ξ,iN
ξ
i , where N
ξ
i
are the number of monomers involved in forming ξ-th
zipper, and N is the total number of monomers in the
chain. Fig.7 shows variation of ensemble averaged zip-
pered fraction with the cross-linker density. The zipper
fraction increases non-linearly to saturate in the equilib-
rium globule phase to a value that remains within 60%
of the completely zippered filament 〈Zp〉 = 1. Near the
critical point of the coil-globule transition 〈Zp〉 ≈ 0.3,
half the saturation value.
7
  
FIG. 7: (color online) The zippered fraction of model chro-
mosome 〈Zp〉 as a function of the cross-linker density φr =
φc × 103. The inset shows two contiguous segments contain-
ing N1 and N2 monomers (blue beads) forming a zipper via
binders (red beads). The corresponding zipper fraction is
Zp = (N1 +N2)/N .
C. Contacts and subchain extensions
Conformational relaxation of a polymer brings contour
wise distant parts of the chromatin in contact with each
other, even in absence of binders. An example of such
a contact in our model was shown in Fig.1(c). The pro-
cesses of cross-linking and zippering increase the prob-
ability of contact formation that shows an asymptotic
behavior Πc(s) ∼ s−α between segments separated by
a contour length s. With increasing cross-linker den-
sity φc, the exponent α decreases non-linearly to vanish,
capturing the asymptotic plateauing of Πc(s) at large
φ (Appendix-F). At criticality, α ≈ 1.1, similar to the
fractal globule and human chromosomes [45, 63, 64].
This behavior is in agreement with an earlier lattice
model [28]. The mean subchain extension shows asymp-
totic power law 〈r2(s)〉 ∼ s2ν . The exponent ν reduces
from 3/5 at φc = 0 to the fractal-globule like ν ≈ 1/3
at the critical point. At the highest cross-linker den-
sities, ν = 0, a behavior typical of equilibrium glob-
ules (Appendix-G). Finally, the structure of the detailed
contact-map changes with φ (Appendix-H). At small φc,
only contour-wise neighbors participate in contact forma-
tion. However, at the transition point φc = φ
∗
c , contacts
begin to percolate to monomers separated by long con-
tour lengths.
V. DISCUSSION
In summary, using an off-lattice model of self avoid-
ing polymer and diffusing protein binders cross-linking
different segments of the chromatin fibre, we have pre-
sented an extensive characterization of the continuous
chromatin folding transition, and analyzed the associated
changes in chromatin morphology in terms of formation
of loops, zippering and contacts. The criticality is charac-
terized by unimodal distributions, divergent fluctuations
and critical slowing down. The negative maximum in the
cross-correlation between the number of attached binders
and chromosome size, at criticality, might be utilized by
living cells for easy switching between folded and open
conformations, providing easy access to DNA-tracking
enzymes. This is suggestive of a possibility that chro-
mosomes might be poised at criticality [102], vindicated
further by the similarity of the calculated contact prob-
ability at the critical point with the average behavior
of human chromosomes. Although the local chromatin
morphology does show highly complex loop structures,
at criticality, it is dominated by simply connected loops.
Each coarse-grained chromatin bead in our model can
be considered as 10−12 closely packed nucleosomes con-
taining around 2 − 2.5 kbp DNA-segments having a di-
ameter σ ≈ 20 − 40 nm [63, 103]. The dimensionless
critical volume fraction φc is equivalent to a concentra-
tion [φ∗c/(4piσ
3/3)], which can be expressed in terms of
molarity by dividing it by the Avogadro number. This
leads to the estimate of critical concentration between
∼ 60 nmol/l−470 nmol/l. The mean size of the first or-
der loops observed at criticality translates to 4 − 7 kbp.
The estimated ratio of this loop size and inter-loop gaps
is 〈ls〉 : 〈ds〉 ≈ 1 : 5 at this concentration.
In the chromosomal environment having viscosity η,
the dissipation constant γ = 3piησ. As it has been ob-
served, the nucleoplasm viscosity η felt by objects within
the cell nucleus depends on their size [104, 105]. Using
the measured viscosity ∼ 10 Pa-s felt by solutes having
∼ 10 nm size [105] for the σ = 20 nm beads, the char-
acteristic time which is the same as the time required
to diffuse over the length-scale σ can be determined by
using the relation τ = γσ2/kBT = 0.2 s. Thus, the sim-
ulated correlation time τRg denoting chromosomal relax-
ation over ∼ 0.5− 0.6 Mbp translates to ≈ 22 minutes at
the critical point.
Here we should reemphasize that our study represents
an average description of chromosomes using a coarse
grained homopolymer model. This approach did not aim
to distinguish interaction between specific protein types
and gene sequences. While some of our predictions ap-
pear to compare well with experiments, others involving
cross-linker clusters, relaxation time, and loop morphol-
ogy are amenable to experimental verifications.
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Appendix A: Valency of cross-linkers
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FIG. 8: (color online) Πv represents probability that a cross-
linker is simultaneously attached to nv number of monomers,
at cross-linker densities φr = φc × 103 denoted in the figure.
The maximum shifts from nv = 4 to 6 across the coil-globule
transition. At the transition point, φr = 1.57, the maximum
probability corresponds to the valency nv = 5.
The cross-linkers used in the simulations are poten-
tially multivalent. Here the question we ask is how many
monomers of the chain, a cross-linker attaches to simulta-
neously? From the simulations, we identify the polymer
bound cross-linkers, count the number of monomers that
lie within the range of attraction rc = 1.5σ identifying
the instantaneous valency of a cross-linker, and compute
the histogram over all the cross-linkers and time. This
leads to the probability Πv of valency v, normalized to∑
v Πv = 1. The maximum of the probability indicates
the typical valency of cross-linkers at an ambient density
φc (see Fig.8). As φc increases, the peak shifts towards
larger values. It means with increase of φc, a single cross-
linker on an average binds to more number of monomers
of the chain. In the fully compact state, at the largest
φc, the typical valency we find is 6.
Appendix B: Correlation function
In Fig.9, we present normalized auto-correlation func-
tions of the polymer radius of gyration CRg (t) =
〈δRg(t)δRg(0)〉/〈δR2g〉, and the total number of bound
cross-linkers Cna(t) = 〈δna(t)δna(0)〉/〈δn2a〉 at various
cross-linker densities φc across the coil-globule transi-
tion. The correlations show approximate exponential de-
cay exp(−t/τc) with correlation time τc denoted by τRg
for the polymer radius of gyration, and τna for the total
number of polymer bound cross-linkers. The fitted val-
ues show a maximum at the phase transition point φ∗c as
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FIG. 9: (color online) The auto-correlation functions
(a)CRg (t) of polymer radius of gyration Rg, and (b)Cna(t) of
the number of cross-linkers attached to the chain na, at three
cross-linker densities φr = φc × 103; t is expressed in unit of
τ . Fitting them to exponential forms exp(−t/τc) gives cor-
relation time τc = τRg , τna for Rg and na respectively. Two
such fittings are shown in each plot by solid lines. The fitted
correlation times are τRg = 7371 τ , τna = 5402 τ at φr = 1.57,
and τRg = 307 τ , τna = 720 τ at φr = pi.
is shown in Fig. 2(c).
Appendix C: System size dependence at the
coil-globule transition
We performed simulations with various chain lengths
N to check the system size dependence on the coil-globule
transition. We observe a continuous change of 〈Rg〉 with
cross-linker density φc = φr×10−3 (Fig. 10(a) ) with the
transition becoming sharper at larger N . The relative
fluctuations ∆Rg/Rg at the transition point increases
with N (Fig.10(b) ). The correlation time τRg character-
izing fluctuations in Rg at the transition point diverges
with the increase in polymer size N . The simulations
suggest a dynamical scaling τRg ∼ Nζ with ζ ≈ 9/4.
Appendix D: Before transition
The most general mean field theory would also con-
tain terms bilinear in ρ and φ, which we neglected in
the discussion of phase transition. In presence of such a
coupling, keeping terms only up to quadratic order,
βf =
1
2
u ρ2 +
1
2
wφ2 − zρφ+ κ
2
(∇ρ)2.
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FIG. 10: (color online) Variation of (a) the scaled radius of
gyration 〈Rg〉/R0g, and (b) its relative fluctuations ∆Rg/〈Rg〉
with cross-linker density φr = φc×103 for chain lengths N =
128 (©), 256 (5), 512 (), 1024 (4). (c) The correlation time
at the transition point τRg increases with chain length N .
The dash-dotted line denotes τRg ∼ N9/4.
This does not describe any phase transition, however,
suggests a uniform mean field solution ρ0 = zφ0/u =
zΩφc/u. Thus, before the transition, the mean radius
of gyration is expected to decrease with φc as 〈Rg〉 =
R0g[1 +N
4/5ρ0]
−1/3 = R0g[1 +N
4/5(zΩ/u)φc]
−1/3.
Appendix E: Linear stability analysis
The formation of cross-linker clusters mediates folding
of the model chromosome. To characterize the dynamics,
we use linear stability analysis for small deviations from
a homogeneous state ρ = ρ¯+ δρ(r), φ = φ¯+ δφ(r). The
dynamics in Eq.(2) for these small deviations become
∂tδρ = Dρ∇2δρ−Mρκ∇4δρ−Mρχ∇2δφ
∂tδφ = Dφ∇2δφ−Mφχ∇2δρ− r δφ,
where
Dρ = Mρu
[(
1− φ¯
φ∗
)
+ 3
v
u
ρ¯2
]
,
and Dφ = Mφw are the effective diffusion constants of
the two components, and χ = uρ¯/φ∗ is the strength of
cross-coupling. In the above equations ∂t denotes the
partial derivative with respect to time t. Expressing time
in units of inverse turnover rate, τu = 1/r, and lengths
in units of xu =
√
Mφw/r, one finds
∂τδρ = D0∇2ξδρ−K∇4ξδρ− C∇2ξδφ
∂τδφ = ∇2ξδφ− C′∇2ξδρ− δφ, (E1)
with control parameters of the dynamics D0 = Dρ/Mφw,
K = Mρ
M2φ
κr
w2 , C = MρMφ
χ
w , and C′ = χw . The dimensionless
time and length scales are denoted by τ = t/τu, and
ξ = x/xu, respectively.
Fourier transform of this equation gives evolution of
modes as matrix equations ∂τ (δρq, δφq) =M (δρq, δφq),
where,
M =
(−q2(D0 +Kq2) Cq2
C′q2 −(q2 + 1)
)
.
The eigenvalues of M are given by
λ(q2) =
1
2
{
TrM±
√
(TrM)2 − 4 detM
}
As the trace of this matrix
Tr.M = −q2(D0 +Kq2)− (q2 + 1) < 0,
the only way of having instability (one of the eigenvalues
becomes positive) is if the determinant
detM = q2(q2 + 1)(D0 +Kq2)− CC′q4 < 0.
This last criterion leads to CC′ > F (q2) where F (q2) =
(1 + 1q2 )(D0 + Kq2). This will be satisfied for any q2 if
even the minimum of F (q2) obeys this inequality. One
can easily show that F (q2) is minimized at q20 =
√D0/K,
and F (q20) = (
√D0+
√K)2. Thus the instability criterion
becomes
√
CC′ > (
√
D0 +
√
K).
Note from Eq.(E1) that C and C′ denote coupling coef-
ficients between the evolution of the two fields ρ and φ.
The inequality suggests a minimal coupling strength χ
is required to generate instability towards formation of
cross-linker clusters,
χ >
√
κr
Mφ
+
√
uw
[(
1− φ¯
φ∗
)
+ 3
v
u
ρ¯2
]
.
Once this condition is satisfied, instability in the form
of clustering of cross-linkers, mediated by the attractive
interaction with monomers, arise. The fastest growing
mode q0 = (D0/K)1/4 predicts the most unstable length
scale `0/xu = 2pi/q0 = 2pi(K/D0)1/4, which gives the
mean extension of the clusters
`0 = 2pi
Mφκw
ru
1(
1− φ¯φ∗
)
+ 3 vu ρ¯
2
1/4 .
Appendix F: Contact probability
To analyze contact formation from simulations one re-
quires a finite cutoff length such that if two monomers
fall within such a separation they are defined to be in
contact. Here we use rc = 1.5σ for this purpose. We
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FIG. 11: (color online) (a) Contact probabilities Πc(s) at
different cross-linker densities φr = φc × 103. They follow
asymptotic power law profiles Πc(s) ∼ s−α at all φc, with α
being a function of φc. (b) The decrease of exponent α with
increasing φr is related to the coil-globule transition.
have checked that our main results do not depend on the
precise choice of this length scale.
The contour wise separation between two monomers,
s, defines the genomic distance between chromatin seg-
ments. The contact probability Πc(s) is a measure of
such two segments to be in contact. In absence of binders,
we get Πc(s) ∼ s−α with α ≈ 2.1, as expected for self-
avoiding chains [59]. Even in presence of cross-linkers,
the asymptotic power law persists with φc-dependent
α (Fig.11.(a)). At the transition point φ∗c = 1.57× 10−3,
the simulation results are consistent with α ≈ 1.1, a
number that agrees well with the prediction of the frac-
tal globule model [63, 64]. It is interesting to note that
α ≈ 1.1 is close to the average exponent found across
all human cell chromosomes, in the genomic distances
of 0.5-10 Mbp range [45, 63], and belongs to the range
of exponents observed in individual mammalian chromo-
somes [28, 45, 67]. At large φc values, after the comple-
tion of the coil-globule transition, contact probabilities
at large s plateaus to a constant, indicating α = 0. As a
function of φc, the asymptotic exponent α reveals a con-
tinuous decrease (see Fig.11(b) ), capturing the change in
polymeric organization in the course of the coil-globule
transition.
Appendix G: Extension of subchains
Here we consider the scaling behavior of subchain ex-
tensions, measured in terms of the mean squared end to
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FIG. 12: (color online) The scaling behavior of subchain
extension 〈r2(s)〉, at three cross-linker concentrations φr =
φc × 103, before, at and after the coil-globule transition. At
low densities, it approximately follows Flory scaling 〈r2(s)〉 ∼
s6/5 (red solid line). At the transition point φc = 1.57×10−3,
the asymptotic behavior agrees with the fractal globule esti-
mate 〈r2(s)〉 ∼ s2/3 (blue dashed line). At the highest con-
centrations we find asymptotic plateauing, a characteristic of
equilibrium globules.
end distance 〈r2(s)〉 in subchains of contour length s.
We observe three different scaling behaviors across the
coil-globule transition.
A sub-chain inside a compact equilibrium globule is ex-
pected to behave like a random walk due to strong screen-
ing of interaction by large monomeric density. Thus
〈r2(s)〉 ∼ s, before the globule boundary is encoun-
tered. Multiple reflections from the globule boundary, as
s > 〈r2(s)〉 ∼ N2/3, fills the space inside the globule uni-
formly, so that it becomes equally likely to find the other
end of the subchain anywhere inside the globule, satu-
rating 〈r2(s)〉 to a constant. Thus in equilibrium glob-
ules 〈r2(s)〉 ∼ s up to s < N2/3, and saturates beyond
that length scale [59, 63]. The random loop model, with
fixed probability of attraction between monomers, shows
all the features of equilibrium globule in final configura-
tions [106, 107]. On the other hand, the fractal globule is
space filling at all scales, such that 〈r2(s)〉 ∼ s2/3 [63, 64].
At small φc (= 0.26×10−3), we find a behavior typical
of open chains, 〈r2(s)〉 ∼ s6/5, that follows Flory scaling.
In the fully folded compact phase at high φc (= pi×10−3),
〈r2(s)〉 shows plateauing at large s as in compact equilib-
rium globules, and random loop models [63, 85, 106, 107].
Such plateauing was earlier related to folding of chromo-
some into territories [108]. In the compact phase, the
molecular cross-linkers may not only pull different seg-
ments close to each other, by doing so, they may displace
well separated parts further away from each other [29], re-
flected in the eventual increase of 〈r2(s)〉 as s approaches
the full lengthN , e.g., at highest φc. At the critical point,
φ∗c (= 1.57 × 10−3), simulation results for subchain ex-
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FIG. 13: (color online) From left to right, contact maps at φc = 1.31 × 10−3, 1.57 × 10−3, and 1.83 × 10−3 are plotted. The
color code captures contact frequency and is shown in log scale.
tensions is consistent with 〈r2(s)〉 ∼ s2/3 as in fractal
globules [64]. This is close to the threshold-exponent
predicted in [28] 〈r2(s)〉 ∼ s2ν with ν = 0.39. Thus with
increasing cross-linker density, the model chromatin mor-
phology changes from an open chain to compact equilib-
rium globule, via an intermediate fractal globule behavior
observed at the critical point. The sustenance of fractal
globule like non-equilibrium behavior at the critical point
can be understood in terms of the super-slow relaxation.
Appendix H: Contact maps
In Fig.13 we present ensemble averaged contact maps
over equilibrium configurations at different cross-linker
densities. Such maps represent probability measures of
two chromatin segments to be in spatial proximity. At
the coil-globule transition φc = φ
∗
c , the contact shows
emergence of local pattern, indicating enhanced proba-
bility of contour-wise well separated segments to come
into spatial proximity. In the compact phase at φc =
1.83 × 10−3, the chromosomal contacts spread over the
whole chromatin chain.
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