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Discrete time crystals are periodically driven systems that display spontaneous symmetry breaking
of time translation invariance in the form of indefinite subharmonic oscillations. We introduce a
thermodynamically consistent model for a discrete time crystal and analyze it using the framework
of stochastic thermodynamics. In particular, we evaluate the rate of energy dissipation of this
many body system of interacting noisy subharmonic oscillators in contact with a heat bath. Our
model displays the novel phenomena of subharmonic synchronization, which corresponds to collective
subharmonic oscillations of the individual units.
PACS numbers: 05.70.Ln, 02.50.Ey
Time crystals [1, 2] are a phase of matter first pro-
posed by Wilczek [3]. They are closed equilibrium sys-
tems with a time-independent Hamiltonian that displays
oscillations in time, which corresponds to a spontaneous
breaking of time translation symmetry. The name is cho-
sen in analogy to crystals, which display spontaneous
symmetry breaking of spatial translation symmetry due
to the emergence of a periodic arrangement of atoms in
space. Shortly after this proposal, general proofs that
time crystals could not be realized in closed many-body
quantum systems with short-range interactions were pro-
vided [4, 5]. However, quite recently, it has been demon-
strated that a time crystal in a system with long range
interactions is possible [6].
Compared to this initial proposal by Wilczek, a differ-
ent kind of breaking of time translation symmetry hap-
pens in discrete time crystals (DTCs) [7–10]. These are
nonequilibrium quantum systems with a time-periodic
Hamiltonian, for which breaking of time translation sym-
metry is manifested in the occurrence of subharmonic
oscillations with a period longer than the period of the
Hamiltonian. These discrete time crystals are not in con-
tact with a heat bath, hence, they do not dissipate energy.
They typically rely on disorder and localization to avoid a
stationary state of infinite temperature, which would not
support time crystalline order [8, 9, 11]. Interestingly,
DTCs have been realized in experiments [12, 13].
For such DTCs, coupling the system to an external
reservoir can destroy the DTC phase [14]. Nevertheless,
open systems in contact with an external reservoir allow
for a broader range of mechanisms, which do not rely on
disorder and localization, that do lead to a DTC phase
[15–20]. In fact, the onset of subharmonic oscillations
in dynamical systems under periodic driving has been
known for quite some time [21]. However, the amount of
energy dissipated by a DTC as an open system has not
been evaluated yet.
In this Letter, we introduce a thermodynamically con-
sistent model for a classical stochastic many-body DTC
in contact with a heat bath. Our model falls within the
theoretical framework of stochastic thermodynamics [22–
24]. As one consequence, we can evaluate the rate of
entropy production, which quantifies how much energy
the system dissipates. We show that the average of this
quantity and its fluctuations can be used to identify the
transition to a DTC phase.
The mechanism that leads to subharmonic oscillations
in our model is different from DTCs in open systems
that have been proposed so far. We consider a many-
body system for which each isolated unit displays a finite
number of coherent subharmonic oscillations that fades
away after some time due to noise [25]. By introduc-
ing interactions between these units, we show that for
an interaction strength above a certain critical value the
number of coherent subharmonic oscillations diverges in
the thermodynamic limit, which is a signature of a DTC
phase.
The mean field version of our model displays a new
phenomenon that we call subharmonic synchronization.
Standard synchronization [26] is a fundamental phenom-
ena in physics, whereby coupled oscillators display col-
lective oscillations. For the subharmonic synchronization
observed here, periodically driven oscillators display col-
lective subharmonic oscillations.
A surprising result is obtained with the 2D version of
the model. It does not display subharmonic synchroniza-
tion, similar to related models for standard synchroniza-
tion that do not display synchronization in 2D [27, 28].
However, we show that the 2D model still exhibits a DTC
phase, characterized by indefinite subharmonic oscilla-
tions in the thermodynamic limit.
Each unit of our model, which is illustrated in Fig. 1,
is a clock with Ω ≥ 3 states labeled by α = 0, 1, . . . ,Ω−1.
For a single unit, the transition rate from state α to α+1
is
w+α (t) = ke
Eα(t)−Bα(t), (1)
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FIG. 1. (Color online) Sketch of the 2D model.
while the transition rate from state α to α− 1 is
w−α (t) = ke
Eα(t)−Bα−1(t), (2)
where the parameter k sets the time-scale. The time-
periodic energy of state α is Eα(t), the time-periodic
energy barrier between states α and (α + 1) mod Ω is
Bα(t). Boltzmann’s constant kB and temperature T are
set to kB = T = 1 throughout. For t ∈ [0, τ ], where τ is
the period, the energy and energy barriers are given by
Eα(t) = [ln(c)/Ω][(α+ bΩt/τc − 1) mod Ω], (3)
and
Bα(t) = [ln(c)/Ω][Ω− 1 + (α+ bΩt/τc) mod Ω], (4)
where c is a positive constant.
The model for a single unit has been analyzed in [25].
In a certain deterministic limit, for which k  τ−1 and
c → ∞, this clock displays indefinite subharmonic oscil-
lations with period (Ω − 1)τ . Let us explain the case
Ω = 3 in this limit. The period has three parts. During
the first part of the period only the transition rate from
state α = 0 to state α = 1 is finite (and much larger than
τ−1), with the other transition rates arbitrarily small.
During the second part of the period only the transition
rate from state α = 2 to state α = 0 is finite. During the
third part of the period only the transition rate from state
α = 1 to state α = 2 is finite. If we consider an initial
condition α = 0, at the end of the first period the state
of the system will be α = 2. The system then starts the
second period at α = 2 and finishes this period at state
α = 0. Consequently, the system oscillates subharmoni-
cally between states α = 0 and α = 2 in the subsequent
periods, with state α = 1 absent in the oscillations. The
period of this subharmonic oscillation is (Ω − 1)τ = 2τ .
A similar argument holds for arbitrary Ω, with the state
α = 1 absent in the subharmonic oscillations.
For a single unit, these subharmonic oscillations are
indefinite only in this peculiar deterministic limit. For
finite values of k and c, thermal fluctuations destroy the
coherence of the subharmonic oscillations, i.e., two point
correlation functions in time display subharmonic oscil-
lations that decay exponentially [25].
The many-body system consists of N such units. The
state of unit i = 1, 2, . . . , N is denoted by αi and the
state of the system by ~α = (α1, α2, . . . , αN ). These units
interact with a time-independent interaction energy
V~α = −J
N∑
i=1
∑
j
cos[2pi(αi − αj)/Ω]/2. (5)
For the mean field variant, the sum in j is over all
units from j = 1 to j = N and J = J/N . For the
2D variant, the sum in j is over four nearest neigh-
bors, J = J , and we consider periodic boundary con-
ditions. The time-periodic Hamiltonian of the model is∑N
i=1Eαi(t) +V~α, where Eαi(t) is given by Eq. (3). The
transition rate from a state ~α = (. . . , αi, . . .) to state
~α′ = (. . . , αi + 1, . . .) is given by
w+~αi(t) = ke
θ~α,~α′ (V~α−V~α′ )+Eαi (t)−Bαi (t), (6)
where θ~α,~α′ = 1 if V~α′ ≥ V~α and θ~α,~α′ = 0 if V~α′ < V~α.
The transition rate from state ~α = (. . . , αi, . . .) to state
~α′ = (. . . , αi − 1, . . .) is given by
w−~αi(t) = ke
θ~α,~α′ (V~α−V~α′ )+Eαi (t)−Bαi−1(t). (7)
We have performed continuous-time Monte Carlo sim-
ulations of this model using the Gillespie algorithm [29].
The parameters of the model are set to k = 40, c = 104
and the period is τ = 1. The number of states of each
unit is Ω = 8. The basic phenomena we investigate is
whether, for an interaction strength J above a certain
critical value, subharmonic oscillations become coherent
in the thermodynamic limit, which is a signature of the
onset of a DTC phase. Changing the parameters that
have been fixed leads to results that are quantitatively
different but have the same physical features discussed
below.
The following observables characterize this system.
First, the order parameter for the synchronization of the
different clocks reads [26]
r(t) ≡ N−1
∣∣∣∣∣
N∑
i=1
e2piiαi(t)/Ω
∣∣∣∣∣ , (8)
where αi(t) is the state of unit i at time t. Since we
are interested in subharmonic oscillations we consider the
stroboscopic time n, with rn ≡ r(nτ). The quantity rn
3as a function of n reaches a stationary value denoted by
r. If the clocks do not synchronize then r approaches
(Ω− 1)−1 rather than going to 0. This nonzero r is due
to the following fact. For the case of no interactions (J =
0), the clocks oscillate subharmonically in a completely
desynchronized fashion. However, as explained above,
state α = 1 is not part of these oscillations, which leads to
r → (Ω−1)−1 for this case. Therefore, if the subharmonic
clocks synchronize, then r > (Ω− 1)−1.
Second, the number of coherent oscillations is quanti-
fied by the correlation function C(t), which is the density
of clocks in state αi = 0 at time t given that at time 0
all clocks i = 1, 2, . . . , N are in state αi = 0. The strobo-
scopic quantity Cn = C(nτ) has oscillations that decay
exponentially in n. The period of oscillations and the
decay time are written nosc and ndec, respectively. The
number of coherent subharmonic oscillations is defined
as
R ≡ 2pindec/nosc. (9)
The factor 2pi in this definition is related to the fact that
R can be defined as the ratio of the imaginary and real
parts of an eigenvalue of the fundamental matrix [25].
Third, the amount of energy dissipation is quantified
by the thermodynamic rate of entropy production [22].
This observable quantifies the energetic cost of the DTC;
it is the rate of work exerted on the system due the peri-
odic driving. For a stochastic trajectory with total time
T exhibiting M jumps, ~α(1) → ~α(2) → . . . → ~α(M), the
entropy change is
Xσ ≡
M−1∑
m=1
ln(w~α(m)→~α(m+1)/w~α(m+1)→~α(m)), (10)
where w~α(m)→~α(m+1) is the transition rate from state ~α(m)
to state ~α(m+1). The average rate of entropy produc-
tion is σ ≡ 〈Xσ〉/T , where the brackets denote an av-
erage over stochastic trajectories. Fluctuations of the
entropy production are quantified by the Fano factor
Fσ ≡
(〈X2σ〉 − 〈Xσ〉2) /〈Xσ〉. Both quantities, σ and Fσ,
are formally defined in the limit T →∞.
We first analyze the mean field model. The results for
the order parameter r are shown in Fig. 2(a). They indi-
cate that r > (Ω−1)−1 for J > Jc ' 0.975 in the thermo-
dynamic limit. This mean field model displays the novel
phenomena of subharmonic synchronization. It differs
from related models for standard synchronization with-
out periodic drive [27, 28, 30]. In these models each unit
is a biased random walk on a circle with Ω states. The
bias is generated by a fixed thermodynamic force such as
the free energy of adenosine thriphosphate hydrolysis. In
contrast, in our model each unit is a periodically driven
clock that displays noisy subharmonic oscillations.
The scaling of the number of coherent oscillations R
with the system size N is shown in Fig. 2(b). Below
the critical point R saturates. Hence, subharmonic os-
cillations do not last indefinitely in the thermodynamic
limit but fade away after some transient. Above the crit-
ical point, R diverges with system size as a power law,
with an exponent compatible with 1. For J ≥ Jc, sub-
harmonic oscillations thus become indefinite in the limit
N →∞, which corresponds to a DTC phase.
Since our model for a DTC is thermodynamically con-
sistent, we can evaluate how much energy this DTC dis-
sipates using Eq. (10). In Fig. 2(c), we show the rate
of entropy production per unit σ/N as a function of the
interaction strength J for different values ofN . The max-
imum of the first derivative of σ/N with respect to J as
a function of N seems to follow a power law, which indi-
cates that this derivative diverges in the limit N → ∞.
With the values of N that were accessible with our sim-
ulations we were not able to determine the exponent re-
liably. Our result indicates that in the thermodynamic
limit there is a discontinuity in the rate of entropy pro-
duction per unit, σ/N .
For the 2D model we obtain results that are qualita-
tively different from the results for the mean field model.
As shown in Fig. 3(a), even for regions where the order
parameter r seems to be larger than (Ω − 1)−1 in a fi-
nite system, r − (Ω − 1)−1 decays to zero as power law
with system size. Hence, there is no subharmonic syn-
chronization in the 2D model, with r → (Ω − 1)−1 for
any value of J in the thermodynamic limit.
Interestingly, even though the 2D model does not dis-
play subharmonic synchronization, it does still display
a DTC phase. For J above a certain critical value
Jc ' 0.36, the number of coherent oscillations diverges
with system size as a power law, as shown in Fig. 3(b).
Similar to the mean field version, the exponent is approx-
imately 1, independent of the value of J .
For the rate of entropy production in the 2D model, we
cannot identify any non-analytical behavior of σ/N or its
first derivative at criticality within our numerics. Non-
analytical behavior of higher order derivatives cannot be
ruled out. However, we can observe the signature of a
phase transition in the fluctuations of the entropy pro-
duction, as quantified by the Fano factor Fσ. As shown in
Fig. 3(c), the maximum of Fσ diverges with system size,
which indicates that the Fano factor diverges at critical-
ity in the thermodynamic limit. We could not determine
the exponent associated with this divergence reliably. Di-
vergence of this Fano factor at criticality has also been
observed in models for biochemical oscillations [31].
Further evidence of a phase transition in the 2D model
is shown in Fig. 4, which is a snapshot of the state of the
system. This picture shows that there is long-range or-
der above the critical point with the formation of islands
with a certain orientation. This result is similar to the
observation of a ”Kosterlitz-Thousless-type” phenomena
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FIG. 2. (Color online) Observables for the mean field variant as functions of the interaction strength J . (a) Order parameter
r. (b) Number of coherent oscillations R. (c) Rate of entropy production per unit σ/N .
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FIG. 3. (Color online) Observables for the 2D variant as functions of the interaction strength J . (a) Order parameter r. (b)
Number of coherent oscillations R. (c) Fano factor Fσ.
in a 2D model of interacting noisy oscillators (without
periodic driving) [27, 28].
In summary, we have introduced a paradigmatic model
for a stochastic many-body system in contact with a
heat bath that displays a DTC phase. The novel phe-
nomena of subharmonic synchronization, whereby peri-
odically driven oscillators display synchronized subhar-
monic oscillations, was found with the mean-field version.
For the 2D variant, there is no synchronization, however,
there is a rich phenomenology with a phase transition to
a DTC phase, which is characterized by the divergence
of the number of coherent subharmonic oscillations and
by spatial long-range order. We expect that future work
on the 2D model will lead to a systematic understanding
of this phenomenology.
We have calculated the rate of entropy production of
a DTC with our thermodynamically consistent model.
For the mean field model, the rate of entropy production
has a discontinuity at the critical point, dropping to a
lower value when the system crosses to the DTC phase.
For the 2D model, while we could not observe any non-
analytical behavior of the rate of entropy production, the
Fano factor that quantifies fluctuations of the entropy
production diverges at the critical point.
Time crystals are related to the idea of perpetual mo-
tion [2]. We have considered an open system with a well
defined second law of thermodynamics, which rules out
perpetual motion. As one intriguing application, our re-
sults open up the possibility of building a model for a
subharmonic heat engine that breaks time translation
symmetry. It would be interesting to investigate whether
power and efficiency of such a heat engine is bounded by
the relations that have been found for cyclic and steady
state heat engines [32–35].
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