Abstract. For a family of weight functions, hκ, invariant under a finite reflection group on R d , analysis related to the Dunkl transform is carried out for the weighted L p spaces. The generalized translation operator and the weighted convolution are studied in detail in L p (R d , h 2 κ ) and the result is used to study the summability of the inverse Dunkl transform, including the Poisson integrals and the Bochner-Riesz means.
Introduction
The classical Fourier transform, initially defined on L 1 (R d ), extends to an isometry of L 2 (R d ) and it commutes with the rotation group. For a family of weight functions h κ invariant under a reflection group G, there is a similar isometry of −i x,y is replaced by E(x, −iy) = V κ (e −i ·,y )(x), in which V κ is a positive linear operator (see the next section). If the parameter κ = 0 then h κ (x) ≡ 1 and V κ = id, so that f becomes the classical Fourier transform.
The basic properties of the Dunkl transform have been studied in [4, 9, 11] and also in [12, 15] (see also the references therein). These studies are mostly for L 2 (R d ) or for Schwartz class functions.
The purpose of this paper is to develop an L p theory. We will study various objects that are important to the analysis in L p (R d , h 2 κ ), such as the generalized translation operator and the convolution operator, and use them to study the summability of the inverse Dunkl transform.
The classical Fourier transform behaves well with the translation operator f → f (· − y), which leaves the Lebesgue measure of R d invariant. However, the measure h 2 κ (x)dx is no longer invariant under the usual translation. One ends up with working with a generalized translation operator, defined in the Dunkl transform side by τ y f (x) = E(y, −ix) f (x),
The explicit formula of τ y is unknown in general. In fact, as we shall show in Section 3, τ y may not even be a positive operator. Consequently even the boundedness of τ y in L p (R d , h 2 κ ) becomes a challenging problem. Luckily we are able to find an explicit formula for τ y f for f being a radial function and prove various properties of τ y . This is the content of Section 3.
For f, g in L 2 (R d , h Based on a sharp Paley-Wiener theorem we are able to prove that φ ε * κ f converges to f in L p (R d , h 2 κ ) for φ being a radial function, where φ ε is a proper dilation of φ. This and other results are given in Section 4.
The convolution * κ can be used to study the summability of the inverse Dunkl transform. We prove the L p convergence of the analogues of Gaussian summability (heat kernel transform), Abel means and the Bochner-Riesz means for the Dunkl transform in Section 5.
For the abelian group Z d 2 , the explicit formula of V κ is known and we are able to derive an explicit formula for τ y , which allows us to prove the L p boundedness of τ y . We can also prove that φ ε * κ f converges to f in
κ ) in this case. This is explained in Section 6, which is concluded with a conjecture on the critical index of the Bochner-Riesz means.
The following section is devoted to the preliminaries and background. The basic properties of the Dunkl transform will also be given.
Preliminaries
Let G be a finite reflection group on R d with a fixed positive root system R + , normalized so that v, v = 2 for all v ∈ R + , where x, y denotes the usual Euclidean inner product. For a nonzero vector v ∈ R d , let σ v denote the reflection with respect to the hyperplane perpendicular to v,
Then G is a subgroup of the orthogonal group generated by the reflections {σ v : v ∈ R + }.
In [2] , Dunkl defined a family of first order differential-difference operators, D i , that play the role of the usual partial differentiation for the reflection group structure. Let κ be a nonnegative multiplicity function v → κ v defined on R + with the property that κ u = κ v whenever σ u is conjugate to σ v in G; then v → κ v is a G-invariant function. Dunkl's operators are defined by
where ε 1 , . . . , ε d are the standard unit vectors of R d . These operators map P More importantly, these operators mutually commute; that is,
Associated with the reflection group and the function κ is the weight function h κ defined by
This is a positive homogeneous function of degree γ κ := v∈R+ κ v , and it is invariant under the reflection group G. The simplest example is given by the case
2 for which h κ is just the product weight function
The Dunkl transform is taken with respect to the measure h 2 κ (x)dx. There is a linear isomorphism that intertwines the algebra generated by Dunkl's operators with the algebra of partial differential operators. The intertwining operator V κ is a linear operator determined uniquely by
The explicit formula of V κ is not known in general. For the group
If some κ i = 0, then the formula holds under the limit relation
It is known that V κ is a positive operator ( [11] ); that is,
, where the superscript means that V κ is applied to the x variable, plays an important role in the development of the Dunkl transform. Some of its properties are listed below ( [3] ).
where c h is the constant defined by c
In particular, the function
plays the role of e i x,y in the ordinary Fourier analysis. The Dunkl transform is defined in terms of it by
If κ = 0 then V κ = id and the Dunkl transform coincides with the usual Fourier transform. If d = 1 and G = Z 2 , then the Dunkl transform is related closely to the Hankel transform on the real line. In fact, in this case,
where J α denotes the usual Bessel function
We list some of the known properties of the Dunkl transform below ( [4, 9] ).
The inverse Dunkl transform is given by
There are two more results that we will need. They require a little more preparation. First we need the definition of h-harmonics. The h-Laplacian is defined by ∆ h = D 
where a
The spherical h-harmonics are the restriction of h-harmonics to the unit sphere.
The standard Hilbert space theory shows that
Throughout this paper, we fix the value of λ := λ κ as (2.5)
Using the spherical-polar coordinates x = rx ′ , where
from which it follows that
The reproducing kernel, P n (h 2 κ ; x, y), of the space of h-harmonics
where C λ n is the usual Gegenbauer polynomial of degree n. The following formula is useful for computing the Dunkl transform of certain functions ( [4] ).
We will also use the Hankel transform H α defined on the positive reals R + . For α > −1/2,
The inverse Hankel transform is given by
which holds under mild conditions on f ; for example, it holds if f is piecewise continuous and of bounded variation in every finite subinterval of (0, ∞), and
Proof. This follows immediately from (2.6) and Proposition 2.3.
Generalized translation
One of the important tools in the classical Fourier analysis is the convolution
which depends on the translation τ y : f (x) → f (x − y). There is a generalized translation for the reflection invariant weight function, which we study in this section.
3.1. Definition and basic properties. Taking the Fourier transform, we see that
Looking at the Fourier transform side, an analog of the translation operator for the Dunkl transform is defined as follows:
First let us mention that there is an abstract formula for τ y given in terms of the intertwining operator V κ and its inverse. It takes the form of ( [15] )
The above formula, however, does not provide much information on τ y f . The generalized translation operator has been studied in [11, 15] . In [15] the equation (3.2) is taken as the starting point.
Below we study the properties of this function. The most important ones are explicit formula, positivity, L p boundedness and the support set of τ y . The following proposition collects some of the elementary properties of this operator. We include an outline of the proof since our definition starts from the Dunkl transform. Let S denote the class of Schwartz functions.
Proof. The property (1) follows from the Plancherel theorem and the fact that
The property (2) follows from the inversion formula, (3) follows from (2), and (4) is the same as τ y f (0) = f (0). To prove the property (5), we use
and
in which the integration by parts is justified by [4, Lemma 2.9].
3.2. Radial functions. Our first result is an explicit formula for the generalized translation of radial functions. We use the spherical polar coordinates x = x x ′ and y = y y ′ , where
and that f 0 satisfies the condition under which the inversion formula for the Hankel transform holds.
Proof. Since f is radial, its Dunkl transform is also a radial function, which we denote by f 0 (r). Using the spherical-polar coordinates ξ = rξ ′ in the second formula of Proposition 3.2, we get
We compute the inner integral first. For each y ′ ∈ S d−1 , the reproducing kernel
where
Setting ξ ′ → −ξ ′ gives the expansion of E(x, irξ ′ ). Hence, using the reproducing property of P n (h 2 κ ; ·, ·), we get
where we have used the fact that C
t). By the addition formula of the Bessel functions ([1, p. 215]), the last equation is equal to
where c is a constant. Consequently, we conclude that
where z(x, y, ·) = x 2 + y 2 − 2 x y x ′ , · and c is a constant independent of f . By Proposition 2.4 f (x) = cH λκ f 0 ( x ), thus it follows from the inversion formula of the Hankel transform (2.9)
The constant c can be determined by setting f (x) ≡ 1. This completes the proof.
A special case of the proposition is the following formula
This formula has already appeared in [12] . It can be computed directly using the third property of Proposition 2.1. One of the immediate consequences of the explicit formula is the L p boundedness of the generalized translation operator. For 1 ≤ p ≤ ∞ we denote by
Proof. Since f is radial function, the explicit formula of τ y f shows that |τ y f (x)| ≤ τ y |f (x)|. Hence, it follows readily from the fourth property of Proposition 3.2 that τ y f (x) κ,1 ≤ f κ,1 Duality shows that the same holds for p = ∞ and interpolation gives 1 < p < ∞.
The above proof, however, does not apply to generic functions since we shall show below that τ y is not a positive operator in general. We do not know if τ y is a bounded operator on
). In the case of G = Z 2 , the explicit formula of V κ in (2.2) shows that if f is even (radial in one variable) then
be the characteristic function of (−1, 1). In the following we sketch the graph of τ y χ (−1,1) for y = 0.2, y = 0.99 and y = 2. Only for small y the graph somewhat resembles the classical translation. The translated function has a singularity when y = 1 and its support set becomes disconnected when y > 1.
3.3. Positivity of τ y . Another immediate consequence of the explicit formula for radial functions is the following:.
One would naturally expect that the generalized translation defines a positive operator; that is, τ y f (x) ≥ 0 if f (x) ≥ 0. This, however, turns out not to be the case. Below we give an example, which depends on a method of computing generalized translation of simple functions.
Proof. We use (3.3) and the fact that D j τ y = τ y D j . On the one hand, since the difference part of D j becomes zero when applied to radial functions,
On the other hand it is easy to verify that
2 ) E(2tx, y) = 2te
Together, this leads to the equation
2 ) E(2tx, y)(x j − y j ).
Taking the limit as t → 0 gives τ y {x j } = x j − y j . Next we repeat the above argument, taking (3.4) as the starting point. Using the product formula for D k [6, p. 156], a simple computation gives
On the other hand, computing
2 ) leads to
Hence, using (3.3), the equation
2 ) gives
Taking the limit as t → 0 gives the formula of τ y {x j x k }.
The formula τ y {x j x k } depends on the values of V κ x j . For symmetric group S d of d objects, the formula of V κ x j is given by ( [5] )
Let x(j, k) denote the transposition of x j and x k variable. It follows that
Choosing x = (1, 0, 0, . . . , 0) and y = (0, 2, 2, . . . , 2), we see that τ y ({·} Let us point out that, by (3.2), this proposition also shows that V −1 κ is not a positive operator for the symmetric group.
We do not know an explicit formula for the generalized translation operator in general. The above computation indicates that such a formula can be rather involved, making the explicit formula in Theorem 3.3 all the more remarkable. In Section 6, an explicit formula of τ y will be given in the case of G = Z 
and B be a positive number. Then f is supported in {x : x ≤ B} if and only if for every j and n, the function
extends to an entire function of ρ ∈ C satisfying the estimate
Proof. By the definition of f and Proposition 2.3,
where c is a constant and
Thus, F j,n is the Hankel transform of order λ κ + n of the function f j,n (r). The theorem then follows from the Paley-Wiener theorem for the Hankel transform (see, for example, [8] ).
is supported in {x : x ≤ B} if and only if f extends to an entire function of ζ ∈ C d which satisfies
Proof. The direct part follows from the fact that E(x, −iζ) is entire and |E(x, −iζ)| ≤ c e x · ℑζ . For the converse we look at
This is certainly entire and, from the proof of the previous theorem, has a zero of order n at the origin. Hence,
is an entire function of exponential type B, from which the converse follows from the theorem. Proof. Let g(x) = τ y f (x). Then g(ξ) = E(y, −iξ) f (ξ) extends to C d as an entire function of type B + y .
An important corollary of this Paley-Wiener type theorem is the following result.
Proof. First we prove the case p = ∞. It follows from the formula
and the fact |E(x, iξ)| ≤ 1 that
which clearly goes to zero as y → 0. Next we prove the convergence for 1 ≤ p < ∞.
If f is supported in the ball {x : x ≤ B} and if y ≤ δ < 1, then τ y is supported in {x : x ≤ B + 1} by Proposition 3.10. Therefore,
dx.
4. The generalized convolution 4.1. Convolution. Using the generalized translation operator, we can define a
This convolution has been considered in [12, 15] . The basic properties are listed below. Short proofs are included for completeness.
Proof. By the definition of the convolution,
where we have used the fact that τ ξ g(x) = g(x)E(x, −iξ). Clearly the second property follows from the first one.
If the generalized translation operator is bounded in
, then the convolution also satisfies the following Young's inequality. Proposition 4.3. Let p, q, r ≥ 1 and p
The assumption that τ y is a bounded operator on L r (R d , h If g is a radial function then, by Theorem 3.4, τ y g κ,r ≤ g κ,r , so that the inequality (4.1) holds with constant c = 1. In general, however, we do not know if τ y f is bounded or not.
For
A change of variables shows that
and, consequently,
Proof. Since φ is radial and φ ∈ L 1 (R d , h 2 κ ), Young's inequality with r = 1 gives (4.3). For a given η > 0 we choose g ∈ C ∞ 0 such that g − f κ,p < η/3. The triangle inequality and (4.3) lead to
Since φ is radial we can choose a radial function ψ ∈ C ∞ 0 such that
By the triangle inequality, (4.3) and (4.2),
Hence it is suffices to show that g * ψ ε − g κ,p ≤ η/6. A change of variable gives
Assume that ψ is supported on {x : x ≤ B}. Then
By Proposition 3.11, we can choose ε small such that sup y ≤B τ εy g − g κ,p ≤ (6 ψ κ,1 ) −1 η, which completes the proof.
Spherical means.
Closely connected to the convolution is a spherical mean operator defined by
If g(x) = g 0 ( x ) is a radial function then, using the spherical-polar coordinates,
Proof. Recalling the definition of S r f and changing the order of the integrals
so that the result follows from Proposition 2.3.
Proof. Using Hölder's inequality,
Hence, a simple computation shows that
Furthermore, we have
which goes to zero as r → 0 since τ ry f − f κ,p → 0.
As we pointed out before, we do not know if the inequality
. Without this assumption, however, we can prove the boundedness of S r on certain range of L p .
Proposition 4.7. The spherical mean operator is bounded on
Proof. By (4.4), S r f is a multiplier operator with the multiplier given by the function
We also note that convolution with χ Br , B r being the ball of radius r centered at 0, corresponds to the multiplier J N/2 (r ξ )(r ξ /2) −N/2 . This suggests us that we consider the analytic family of operators, T ζ r , given below. Given p with (N + 1)/N < p < N , choose δ > 0 such that 1/p = N/(N + 1)− δ/2 and consider
Let ζ = t + iη. Using the well known formula
we can write T ζ r f as
2 (δ+iη)−1 ds.
bounded since it has a bounded multiplier. When t = 1, T 1+iη r is given by 
Summability of the inverse Dunkl transform
) and assume Φ(0) = 1. For ε > 0 define
We study the convergence of T ε f as ε → 0. Note that T 0 f = f by the inversion formula of the Dunkl transform.
, then we say that the inverse Dunkl transform is Φ-summable.
In this section we adopt the convention of taking the class of continuous functions
for all ε > 0.
Proof. By the definition of the Dunkl transform,
where we have changed variable ξ → −ξ and used the fact that
We will mainly consider Φ(x) that are radial functions. For the radial function Φ that satisfies the condition of Theorem 3.3, a corollary of Theorem 3.4 and Theorem 4.4 is the following:
as ε → 0. We will consider several examples. In our first example we take Φ to be the Gaussian function, Φ(x) = e − x 2 /2 . By (3) of Proposition (2.1) with z = iy and w = 0, Φ(x) = e − x 2 /2 . We choose ε = 1/ √ 2t and define
Then q t (x) satisfies the heat equation for the h-Laplacian,
where ∆ h is applied to x variables. For this Φ, our summability method is just f * κ q t . By (3.3), the generalized translation of q t is given explicitly by
which is the heat kernel for the solution of the heat equation for h-Laplacian. We have the following result.
Then the function H t f (x) solves the initial value problem
The heat transform H t f has been studied in [12] , where the convergence of H t f was proved only in the Schwartz class. The above theorem shows that the convergence holds in
The proof is evidently a simple corollary of Theorem 5.2. For κ = 0, H t f is the classical heat transform for the ordinary Laplacian on R d . Our second example is the analog of the Poisson summability, where we take Φ(x) = e − x . In this case, one can compute the Dunkl transform Φ just as in the case of the ordinary Fourier transform, namely, using
and making use of the fact that the transform of Gaussian is itself (see [14, p. 6] ). The result is
In this case, we define the Poisson kernel as the dilation of Φ,
Since Φ(0) = 1, it is easy to see that 
otherwise where δ > 0. As in the case of the ordinary Fourier transform, we take ε = 1/R where R > 0. Then the Bochner-Riesz means is defined by
Proof. The proof follows as in the case of ordinary Fourier transform [14, p. 171] . From Proposition 2.4 and the properties of the Bessel function, we have 
The explicit formula of the intertwining operator V κ is known (see (2.2)) in this case. Hence we are able to derive a complete explicit formula for τ y . Let us first consider the case d = 1.
Proof. In this case, f radial means that f is an even function. Using the explicit formula of V κ in (2.2), the formula in the previous proposition shows that if f is even then
Making use of the fact that the derivative of an even function is odd, we derive a formula for τ y f ′ using the fact that Dτ y = τ y D. In this simple case the Dunkl operator D is given by
On the one hand, since the radial function is invariant under the difference part, we have Dτ y f (x) = τ y Df (x) = τ y f ′ (x).
On the other hand, for f being even, a simple computation shows that A generic function f can be written as f = f e + f o , where f e (x) = (f (x) + f (−x))/2 is the even part and f o (x) = (f (x)−f (−x))/2 is the odd part, from which the stated formula follows.
The explicit formula readily extends to the case of G = Z We note that the explicit formula also shows that τ y f is not a positive operator. Since (x − y)(1 + t) = (x − yt) − (y − xt), it follows that |x − y| x 2 + y 2 − 2xyt (1 + t) ≤ 2.
Consequently, the above integral is bounded by 3 f ∞ . Hence, by the explicit formula of τ y f , we get τ y f ∞ ≤ 3 f ∞ .
Next we consider the case of p = 1. For f ∈ L 1 (R d , h 2 κ ) the mapping g → Lg, defined by Lg = c h R d τ y f (x)g(x)h
