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2D Materials: Synthesis, Characterization, and Applications
Daniel A. Chenet
The isolation of monolayer graphene by Andre Geim and Konstantin Novoselov in 2004
created an explosion of layered materials research in the fields of condensed matter physics,
material science, electrical engineering, chemistry, and nanobiology, to name a few. The ap-
plications have been broad from enhancing electrode performance in batteries to gas sensing
to high-frequency analog flexible electronics. For several years and still to this day, graphene
has provided a fertile ground for research due to its superior properties. However, failed ef-
forts to engineer a substantial bandgap, a requirement for digital electronics, led researchers
to look elsewhere in the periodic table for other layered materials with rich physics and
an even broader application space. Fortunately, the technical expertise developed in the
graphene system could, for the most part, be leveraged and modified in these new material
systems.
This thesis presents a brief history of the field of two-dimensional electronics. The redis-
covery - and it can only really be characterized as such since most of these materials were
studied in the bulk form going back to the 1960s - of these two-dimensional materials with
properties ranging from superconductivity, piezoelectricity, optical and electrical anisotropy,
and large magnetoresistivity required the development of new characterization techniques to
address the perturbations that accompanied the “thinning” of layers. Several characterization
techniques were developed and are presented in this thesis. Moreover, in an effort to push
these materials closer towards technological viability, synthesis techniques were developed
that enabled the systematic study of a prototypical material system, molybdenum disulfide
(MoS2), in order to address the challenges that accompany scalability and determine the
structure-property-function relationship.
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1.1 Ball and stick model for 3-layer graphene (left) and 3-layer MoS2 (right). (Left)
Single-layer graphene is held together by in-plane covalent sp2 carbon-carbon
bonds. The interlayer separation is 3.35 Angstroms. Reproduced from [107].
(Right) Single-layer MoS2has a center plane of trigonally-coordinated molybdenum
atoms that are each bonded to 2 sulfur atoms above and below the plane. The
interlayer separation is 6.5 Angstroms. Reproduced from [95] 2
1.2 Monolayer structure of layered transition metal dichalcogenides. a) Hexagonal
crystal structure, often referred to as 2H phase (trigonal prismatic D3h). b)
Octahedral structure (D3d), often referred to as the 1T phase. c) and d)
Transmission electron microscopy (TEM) image of the 2H and 1T phase. e) TEM
image of another commonly observed structure referred to as distorted octahedral
or 1T’. Reproduced from [13]. 4
1.3 (a)-(e) Nanoindentation on pristine graphene prepared by mechanical exfoliation.
Reproduced from [58]. (f)-(g) Nanoindentation of CVD graphene. LG and SG
strand for “large grain” and “small grain”, respectively. Reproduced from [61]. 6
1.4 Performance comparison of layered materials and conventional semiconductors.
(a) and (b) Mobility and strain limits for conventional semiconductors and 2D
materials. (c) Mobility vs. channel thickness. Reproduced from [1]. 7
1.5 Bilayer on MoS2 on germanium tunnel FET. (a) and (b) Schematic and band
diagram representations of the device. (c) and (d) Band alignments in the
OFF and ON states, respectively. (e) and (f) Transfer curve and comparison of
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subthreshold swing to conventional FET. Reproduced from [101]. 8
1.6 2D material heterostructures. (a)-(e) hBN/graphene/hBN heterostructures with
one-dimensional electrical contacts for ulta-high mobility transport. Reproduced
from [116]. (d) and (e) CVD-grown vertical heterostructure of WS2/MoS2.
Reproduced from [30]. (f) and (g) Spin-orbit coupling induced in graphene with a
WS2 substrate. Reproduced from [3]. 9
1.7 Absorbance of monolayer TMDCs. Reproduced from [70]. 10
1.8 Polarization-resolved photoluminescence under left-handed circularly polarized
excitation in 1L and 2L MoS2. (a) and (b) PL spectra and helicity of 1L MoS2
under excitation with 1.96 eV photons. (d) and (e) PL spectra and helicity of 2L
MoS2under excitation with 1.96 eV photons. (g) and (h) PL spectra and helicity
of 1L MoS2 under excitation with 2.33 eV photons. (b), (e), and (h) demonstrate
that strong valley selectivity can be achieved with on-resonance excitation of the
monolayer; while on-resonance excitation of bilayers and off-resonance excitation
of monolayers result in weak to no selectivity, respectively. Reproduced from [80]. 11
2.1 Other techniques for synthesizing MoS2 by sulfurization of molybdenum films. (a)
and (b) Reproduced from [76] and [128], respectively. 16
2.2 Schematic of MoS2 CVD Synthesis 16
2.3 Optical image of a chip sitting above the MoO3 crucible before and after the
growth process. 19
2.4 Optical images of growth substrate at low (left) and high (right) magnifications. 20
3.1 Center of masses in force constant model. 21
3.2 Potential wells for harmonic and anharmonic oscillators 23
3.3 Change in polarizability ellipsoids for vibration modes in a CO2 molecule. 26
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3.4 Schematic depicting energy levels for Raman scattering. R, S, and A denote
Rayleigh, Stokes, and anti-Stokes scattering, respectively. 27
3.5 Raman backscattering geometry. 28
3.6 Energy band diagram of a direct gap semiconductor. Reproduced from [92]. 34
3.7 Graphene absorption spectrum measured by reflection contrast supported on a
fused silica substrate. Reproduced from [78]. 36
3.8 Reflectance (left) and photoluminescence (right) of monolayer MoS2. CVD MoS2
reflectance and photoluminescence peaks are red-shifted as compared to exfoliated
crystals. The photoluminescence in CVD MoS2 is notably more than 10 times
brighter than in exfoliated samples. (Left) reproduced from [70]. 36
3.9 Evolution of the PL spectra in mono- to few-layer MoS2. a) PL spectra of
monolayer and bilayer MoS2. A strong spectral peak is observed at ~1.87 eV in the
monolayer, consistent with the evoltion of a direct optical gap. b) The PL spectra
of 1 through 6 layers of MoS2. The indirect gap blue shifts from ~ 1.4 eV in the
6-layer to 1.6 eV in the bilayer and disappears in the monolayer. Reproduced from
[79]. 37
3.10 Evolution of band structure in (a) bulk, (b) trilayer, (c) bilayer, and (d) monolayer
MoS2. The transition is due to reduced interlayer interactions, which allows the
valence band edge at the   point to drop below the edge at the K point. A shift is
also observed at an intermediate point between the   and K points. Reproduced
from [104]. 38
3.11 Trions in MoS2. (top left) The absorption spectra as a function of gate voltage.
(bottom left) PL spectra as a function of gate voltage. (bottom right) Energy of
the negatively-charged trion (! 
A
) and neutral exciton (!
A
) as a function of gate
voltage. Reproduced from [82]. 39
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3.12 PL as a function of strain. (a-d) Device and four-point bending apparatus for
applying strain on monolayer MoS2. (e,f) Modulation of bandgap energy as a
function of applied strain. Reproduced from [14] 41
4.1 Large-grain MoS2 growth. a, Optical reflection image of a CVD growth of a
typical large-grain MoS2 on a SiO2 (285 nm)/Si substrate. The image contrast has
been increased for visibility; magenta is the bare substrate, and violet represents
monolayer MoS2. b, Optical image of a monolayer MoS2 triangle. The triangle
is 123 µm from tip to tip. c, Photoluminescence spectra from monolayer (red)
and bilayer (blue) MoS2. Peak height is normalized to the silicon Raman peak.
The narrow spikes at high energy are the Raman transitions. d, High-resolution
ADF-STEM image of freely suspended monolayer MoS2 on a TEM grid. The
bright spots are molybdenum atoms; the grey spots are two stacked sulfur atoms.
The lattice is composed of hexagonal rings alternating molybdenum and sulfur
sites; top view and side views of the structure are overlaid. e, DF-TEM image of a
large triangle with the diffraction pattern inset. Together, the diffraction pattern
and the DF-TEM image show that the triangle is a continuous single crystal.
The ⇠2–4 µm brighter and darker areas are rotationally aligned bilayers of MoS2.
Similar variations in contrast have been observed in bilayer graphene, where they
reflect differences in stacking order [8]. Reproduced from [112]. 44
4.2 Diffraction imaging of crystal orientation and edge terminations. a, Bright-field
image of a single-crystal triangle with a Mo-zigzag edge orientation. b, Diffraction
pattern from a. The asymmetry of the Mo and S sublattices separates the [¯1100]
diffraction spots into two families: ka = {(¯1100),(10¯10),(0¯110)} and kb = −ka.
c, A line profile through experimentally measured diffraction spots (black) and
Bloch-wave simulations (red). The higher intensity ka spots point towards the Mo
sublattice, as indicated by the arrows in a,b. Both curves were normalized to the
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height of the [2110 ¯ ] peaks, and the red curve was offset horizontally for visibility.
d, Bright-field TEM image of two triangles with S-zigzag edge orientations. The
curved appearance of the crystal edges contrasts with the sharper crystal edges
of the Mo-zigzag edges in a. The inset diffraction pattern shows the location of
the aperture used to form the image in e. e, Dark-field image of the region in d.
As the triangles are rotated 180◦ from one another, the aperture simultaneously
collects the brighter ka spot for the right triangle and the darker kb spot for the
left triangle. This produces a corresponding contrast difference between the two
islands that allows us to uniquely infer crystallographic orientation from dark-field
images. To improve visibility, the bottom of the intensity range has been clipped
in this image. Reproduced from [112]. 49
4.3 Tilt and mirror twin grain structures. a, Bright-field TEM image of two triangles
that have grown together. Inset diffraction pattern shows the two crystal
orientations are 40º ±0.5º apart (measured between the red and cyan lines, which
are at equivalent spots in the diffraction pattern). b, Color-coded overlay of
DF-TEM images corresponding with the two red- and cyan-circled spots in a
shows a tilt grain boundary as a faceted line connecting the two triangles. c,
Bright-field image of a region containing irregularly shaped MoS2 islands, with
diffraction pattern inset. Red arrows indicate regions where adjacent grains
overlap, forming rotationally misaligned bilayers. d, Colored DF-TEM overlay
shows that the irregular shapes are polycrystalline aggregates. The crystals are
connected both by faceted, abrupt grain boundaries, and ⇠1 µm overlapped
bilayers. e, Bright-field image of a mirror twin composed of 180º -rotated triangles,
with diffraction pattern inset. f, Dark-field image corresponding with the orange
circle in e shows the two triangles have different diffraction intensity, similar to the
180º -rotated triangles in Fig. 2d,e. This intensity change indicates the presence
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of a mirror twin boundary between the darker and lighter regions. The small
triangle in the centre is multilayer MoS2. g, Bright-field image of a 6-pointed star,
with inset diffraction pattern. h, DF-TEM image corresponding with the orange
circle in g shows that the star contains several rotationally symmetric mirror
twins, forming a cyclic twin. Reproduced from [112]. 50
4.4 Grain boundary atomic structure. a, High-resolution ADF-STEM image of a
mirror twin boundary. The boundary is visible just below the annotated line.
The annotation indicates the nanoscale faceting of the boundary at ±20º off of
the zigzag direction. b, Zoomed-in image of the grain boundary shows a periodic
line of 8-4-4 ring defects. c, An atomistic model of the experimental structure
shown in b. Energy minimization with DFT confirms that this boundary is locally
stable. d, The total DOS of pristine MoS2 (black), the total DOS of MoS2 with
the grain boundary (red dashed) and the projected DOS of the atoms along the
grain boundary (blue filled). The dashed grey line denotes the Fermi energy of
pristine MoS2, and the light green shaded area indicates the pristine bandgap.
All states have been given a Gaussian broadening of 0.07 eV. e, A 2D spatial plot
of the local mid-gap DOS (integrated in the plane of the Mo over a 1.7 eV range
about the Fermi energy of the pristine MoS2). The colour scale of the density is
0–0.05 states per bohr3. Reproduced from [112]. 51
4.5 Optical properties of mirror and tilt boundaries. a–d, Optical measurements of
an island containing a mirror twin boundary. e–h, Corresponding measurements
for an island containing a tilt boundary. a,e are optical images; b–d and f–h are
colour plots of photoluminescence. In b,f, red is the relative quantum yield, with
colour scale 0–1100 a.u. We see 50% quenching at the mirror twin boundary and
a 100% enhancement at the tilt boundary. In c,g, green is the peak position,
with colour scale 1.82–1.87 eV. There is an upshift of 8 meV at the mirror twin
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is the peak width with colour scale of 53–65 meV. The peak broadens from 55 to
62 meV at the boundary in both samples. Reproduced from [112]. 56
4.6 Linear and logarithmic electrical transport transfer curves of FETs fabricated from
a mirror twin MoS2 island and tilt (42 deg) boundary island shown in the insets
of a and b, respectively. The curves correspond with pristine regions (magenta
and black), and regions containing a grain boundary running perpendicular (cyan)
and parallel (orange) to the flow of electrons. All data were measured at room
temperature, using the Si growth substrate as a back-gate and a source–drain bias
of 500 mV. Reproduced from [112]. 57
5.1 Crystal structure and an example of an exfoliated ReS2 flake. (a) Ball-and-stick
model of ReS2 (yellow, S; teal, Re) monolayer with direction of the Re chains
represented by the black double arrow. (b) Optical micrograph of an exfoliated
sample. (c) Atomic force microscopy (AFM) image of the sample indicated in the
box in the optical micrograph. (d) The AFM scan along the dotted red line in (c).
Reproduced from [12]. 60
5.2 Raman spectra for monolayer ReS2. Full (a) and detailed (b) view of the
monolayer ReS2 Raman spectrum. (c) Unpolarized Raman spectra as a function
of sample orientation angle. The spectra taken every 20° from 0° to 180° by
rotating sample about its surface normal are presented with a vertical offset and
with relative intensities preserved. Reproduced from [12]. 62
5.3 Raman spectra of ReS2 samples as a function of layer thickness. (a) Optical
micrograph of 1L, 2L, 3L, and 4L samples. The dashed black lines indicate the
well-defined edges as cleaved. The green double arrow represents the polarization
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bulk) on the left vertical axis with the frequency difference between modes I and
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The explosion of research in two-dimensional (2D) materials came on the heels of the
first isolation of graphene by Andre Geim and Konstantin Novoselov in 2004 [89]. Sub-
sequent demonstrations of its superior electrical and mechanical properties created a wave
of excitement, attracting researchers from the fields of condensed matter physics, electrical
engineering, mechanical engineering, material science, chemistry, etc. The application space
was and remains potentially broad for graphene; from high-speed analog circuits to conduc-
tive additives in composites to functionalized biosensors, it is a near certainty that graphene
will find its way into industrial use. In addition to the much-deserved attention in its own
right, graphene has served as the gateway to a broader and ever-expanding field of 2D ma-
terials. This class of materials includes the now ubiquitous transition metal dichalcogenides
(TMDCs) and hexagonal boron nitride; but continues to expand and include layered per-
ovskites, black phosphorus, silicene, and potentially many others. The solid-state electronic
properties, and thus the potential application spaces, are extremely broad and diverse in
these materials; and the major foci of academic research in this field are the determination
of the ultimate limits of performance as well as the development of integration techniques in
order to leverage these potentially disruptive material systems into previously inaccessible
architectures and applications.
1.2. What are 2D Materials?
The most commonly-studied 2D materials are graphene and Group VI (molybdenum
and tungsten) transition metal dichalcogenides. They are both characterized by a layer of
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Figure 1.1. Ball and stick model for 3-layer graphene (left) and 3-layer MoS2
(right). (Left) Single-layer graphene is held together by in-plane covalent sp2
carbon-carbon bonds. The interlayer separation is 3.35 Angstroms. Repro-
duced from [107]. (Right) Single-layer MoS2has a center plane of trigonally-
coordinated molybdenum atoms that are each bonded to 2 sulfur atoms above
and below the plane. The interlayer separation is 6.5 Angstroms. Reproduced
from [95]
in-plane, covalently-bonded atoms with weak out-of-plane van der Waals coupling between
adjacent layers (see Figure 1.1). In the case of graphene, the single-atom-thick layer of
carbon atoms are arranged in a hexagonal structure held together by strong sp2 covalent
bonding. This structure leads to monolayer graphene’s superior properties; namely, it has
been shown to be the strongest material ever measured (10 times stronger than steel), more
conductive than silver, and possesses highly mobile charge carriers that behave like massless
Dirac fermions due to its linear dispersion at low energies [88, 58]. Once graphene transitions
from monolayer to bilayer to a few layers, the bandstructure and, thus, the properties change
- a recurring theme in this field.
Group VI transition metal dichalcogenides, however, exhibit multiple structures, albeit
with different levels of stability, in just the X-M-X (chalcogen-transition metal-chalcogen)
monolayer: hexagonal (2H), octahedral (1T), and distorted octahedral (1T’) (see Figure
3
1.2) [13]. MoS2, MoSe2, WS2, and WSe2 are most stable in the hexagonal phase, which
is semiconducting. Studies have shown that lithium intercalation, high doses of electron
beam irradiation, and/or strain can be used to drive a transition into the 1T or 1T’ phases
[23, 72], which are both semi-metallic . This has been explored as a possible route to forming
low-resistance electrical contacts to the semiconducting hexagonal phase with varying levels
of success as well as a potential new material system for non-volatile memory applications.
However, at room temperature, these phases are both very unstable and thus difficult to
control and spatially manipulate. Another Group VI TMDC, MoTe2, is also most stable
in the hexagonal phase (↵-phase) at room temperature; however, its monoclinic 1T’ phase
( -phase) is also metastable at room temperatures [46]. WTe2 is the largest departure from
its Group VI counterparts as its room temperature phase is the semi-metallic, distorted
octahedral phase (called 1T” due to its orthorhombic crystal structure) [13].
1.3. Why are they Interesting?
In general, the term “2D materials” is actually quite vague as there is a wide collection
of materials that fall into this class with a broad range of properties. There are layered
insulators, semimetals, small and moderate bandgap semiconductors [9, 77, 122]. There
are layered materials, such as black phosphorus and ReS2, that exhibit in-plane optical and
electrical anisotropy [12, 74, 35, 122, 119, 37]. The 2H diatomic crystals, such as h-BN
and MoS2, possess nonzero piezoelectric coefficients in odd-numbered layers [20, 121, 131].
The only common thread amongst them all is that they possess strong covalent intralayer
bonding with weak van der Waals interlayer coupling. This common thread simply means
that the weak interlayer forces allow these bulk materials to be mechanically-exfoliated onto
a substrate, isolating as few as one single monolayer, and so many of the techniques that
were developed initially for the study of graphene can be, and have been, employed in these
material systems. However, given that there are a wide range of properties exhibited in these
4
Figure 1.2. Monolayer structure of layered transition metal dichalcogenides.
a) Hexagonal crystal structure, often referred to as 2H phase (trigonal pris-
matic D3h). b) Octahedral structure (D3d), often referred to as the 1T phase.
c) and d) Transmission electron microscopy (TEM) image of the 2H and 1T
phase. e) TEM image of another commonly observed structure referred to as
distorted octahedral or 1T’. Reproduced from [13].
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materials, it is useful to outline some of the more noteworthy properties in order to isolate
particular areas where they may be able to close an existing technology gap:
(1) Superior elastic properties: strength and stiffness.
(2) Ultra-thin and flexible.
(3) Trap-free interfaces.
(4) Amenable to heterostructures.
(5) Strong light-matter interactions.
(6) Fertile ground for novel physics, such as the emerging field of valleytronics.
1.3.1. Elastic properties. Initial excitement over the elastic properties of 2D materi-
als began with the early work of Lee, Kysar and Hone et al. in 2008. Their nanoindentation
experiments measured the intrinsic elastic properties of free-standing graphene membranes
prepared by mechanical exfoliation of nature graphite crystals. This work reported an effec-
tive Young’s modulus of 1 TPa and an intrinsic breaking strength of 130 GPa at a strain of
25% [58]. Follow-up studies on graphene grown in large areas by chemical vapor deposition
showed that grain boundaries that were still well-stitched were not significantly weaker than
the pristine material [61].
Similar experiments performed on single domains of exfoliated and CVD-grown MoS2
reported effective Young’s moduli of 210 GPa and 264 GPa, respectively, with a breaking
strength of 27 GPa at a strain of approximately 23% [75]. While notably weaker and less stiff
than graphene, it is still quite remarkable for a 2D crystal. The remarkably high stiffness
has motivated pursuits of tunable membrane resonators that operate at MHz frequencies
[64, 73, 114]. The strain limits have motivated the integration of these materials into flexible
electronics.
1.3.2. Flexibility. One of the application spaces where 2D materials probably hold the
most promise is in flexible electronics. With in-plane strain limits on the order of 20%, they
exceed the limits of conventional electronic materials. The field-effect mobilities in few-layer
6
Figure 1.3. (a)-(e) Nanoindentation on pristine graphene prepared by me-
chanical exfoliation. Reproduced from [58]. (f)-(g) Nanoindentation of CVD
graphene. LG and SG strand for “large grain” and “small grain”, respectively.
Reproduced from [61].
TMDCs are already competitive with doped metal oxides and organic semiconductors and
they are being considered as potential candidates for semi-transparent thin film transistors
(TFTs) in display technologies. Figures 1.4a and 1.4b illustrate that the TMDs and phospho-
rene are probably the most promising semiconductors for flexible digital logic applications
[1]. In fact, high performance flexible devices and GHz frequency transistors have recently
been demonstrated in separate reports on black phosphorus [132, 115].
1.3.3. Trap-free Interfaces. Another potential application for 2D materials is tunnel
field-effect transitions (TFETs). TFETs are a potential low-power replacement to conven-
tional transistors. They rely on quantum mechanical band-to-band tunneling instead of
thermionic emission over a gate-modulated barrier in order to overcome the thermodynamic
limits that plague conventional transistors. This would allow the transistors to be switched
7
Figure 1.4. Performance comparison of layered materials and conventional
semiconductors. (a) and (b) Mobility and strain limits for conventional semi-
conductors and 2D materials. (c) Mobility vs. channel thickness. Reproduced
from [1].
on and off faster while dissipating less power. One impediment that limits conventional
materials is the formation of interface traps between dissimilar materials that arise from
lattice mismatches as well as the fact that 3D materials inherently have bonds out-of-plane.
The absence of out-of-plane dangling bonds and atomically-thin form factors in 2D materials
may promote the evolution of sub 60 mV/decade subthreshold swing transistors. In fact, a
variation of this device has already been demonstrated (See Figure 1.5) in which the active
device was a heterostructure of CVD-grown n-MoS2 on bulk p-germanium [101]. This device,
however, had performance limited by oxidation of the germanium – a problem that may be
mitigated by the in-situ formation of a heterostructure TFET of all 2D materials, provided
materials with the appropriate band offsets can be found.
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Figure 1.5. Bilayer on MoS2 on germanium tunnel FET. (a) and (b)
Schematic and band diagram representations of the device. (c) and (d) Band
alignments in the OFF and ON states, respectively. (e) and (f) Transfer curve
and comparison of subthreshold swing to conventional FET. Reproduced from
[101].
1.3.4. Heterostructures. A trend in 2D materials research has been towards the for-
mation of heterostructure architectures. There are several reasons for this:
(1) Improving carrier transport by isolating the channel from disorder and surface polar
phonons that are everpresent in oxide dielectrics. This initally began with reports
from Dean et al. and Wang et al. that demonstrated drastically improved perfor-
mance in the electronic properties of graphene when using a layered h-BN dielectric
9
Figure 1.6. 2D material heterostructures. (a)-(e) hBN/graphene/hBN het-
erostructures with one-dimensional electrical contacts for ulta-high mobility
transport. Reproduced from [116]. (d) and (e) CVD-grown vertical het-
erostructure of WS2/MoS2. Reproduced from [30]. (f) and (g) Spin-orbit
coupling induced in graphene with a WS2 substrate. Reproduced from [3].
[116, 17].
(2) Encapsulation of air-sensitive materials in air-stable h-BN in order to prevent degra-
dation and boost performance [18].
(3) The formation of vertical heterojunctions that could enable light-harvesting and
may provide a potential route towards band-to-band tunneling transistors, if the
correct material stacks can be synthesized. This is particularly promising as there
have been several reports of CVD-grown vertical structures of TMDCs [30].
(4) Using the properties of one material (strong spin-orbit coupling, for example) to
induce novel physics in another by proximity [3].
1.3.5. Strong Light-Matter Interactions. One of the most remarkable properties of
some of these 2D semiconductors are the extremely strong light-matter interactions they
exhibit. The Group VI TMDCs absorb nearly 10% of incident photons in the visible range
(see Figure 1.7) [70]. There are, of course, strong resonances at the direct optical transitions
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(labeled A and B). It is quite remarkable that a monolayer (3-atoms thick) material is
capable of that much absorption and it motivates their use in optoelectronics, potentially in
high-speed photodetection and integrated onto on-chip photonic circuits.
Figure 1.7. Absorbance of monolayer TMDCs. Reproduced from [70].
1.3.6. Novel Physics. Due to their non-centrosymmetric crystal structures and large
spin-orbit coupling (band edge states composed primarly of transition metal d-orbitals),
monolayer TMDCs have attracted significant interest for valleytronic applications. Valley-
selective population adds a new degree of freedom, in addition to charge and spin, for the
manipulation of charge carriers in semiconductors. Several studies on monolayer MoS2 have
demonstrated that, due to the coupling between valley and spin, helical excitation can selec-
tively populate the K and K’ valleys; left-handed circularly-polarized light creates excitons
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Figure 1.8. Polarization-resolved photoluminescence under left-handed cir-
cularly polarized excitation in 1L and 2L MoS2. (a) and (b) PL spectra and
helicity of 1L MoS2 under excitation with 1.96 eV photons. (d) and (e) PL
spectra and helicity of 2L MoS2under excitation with 1.96 eV photons. (g) and
(h) PL spectra and helicity of 1L MoS2 under excitation with 2.33 eV photons.
(b), (e), and (h) demonstrate that strong valley selectivity can be achieved
with on-resonance excitation of the monolayer; while on-resonance excitation
of bilayers and off-resonance excitation of monolayers result in weak to no
selectivity, respectively. Reproduced from [80].
with electron spin down and hole spin at the K point and right-handed circularly-polarized
light creates excitons with electron spin up and hole spin down at the K’ point [81]. While
it is not entirely clear how the valley selectivity in the monolayer can be manipulated, re-
cent studies have also demonstrated that the valley selectivity in bilayer MoS2 can be made
tunable by using a gate electrode to break inversion symmetry [120, 65].
1.4. Advancing the Technology
In order to advance the 2D material technology, it is important to consider the phases of
development required. Conventional CMOS technology has largely been following the ITRS
(International Technology Roadmap for Semiconductors) that defines the performance goals
and a timeline for them. However, silicon is a mature technology that has been around for
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more than 30 years. It’s properties and benefits are well-understood. The challenges it faces
are mostly related to scaling limits; however, the ITRS was specifically created to ensure
cooperation between all levels of the semiconductor industry with the goal of meeting these
performance limits. The field of 2D materials, on the other hand, faces largely different
challenges and, currently, lacks a consensus on what the long and short term goals should
be. In order to motivate the following sections, a few of the major challenges are listed
below:
(1) The field hasn’t yet figured out which 2D materials have the electronic properties
required to be implemented into functional devices. While graphene exhibits the
highest carrier mobilities at room temperature, its lack of a bandgap precludes it
from all digital logic applications. The ubiquitous Group VI TMDCs have rather
low carrier mobilities at room temperature and are generally plagued by high con-
tact resistances due to the current inability to intentionally dope the contact region.
They may still have a future in TFETs, provided heterostructures with the appro-
priate band offsets can be made. Black phosphorus has high carrier mobilities at
room temperature but it’s environmental instability presents a challenge.
(2) Provided the appropriate materials and device architectures can be synthesized and
demonstrated, there will need to be a careful characterization of the types of defects
that will likely be unavoidable and how they will affect the performance of functional
devices.
(3) Then, of course, there are the enormous challenges of scaling up the technology and
obtaining a yield and reproducibility that will be competitive from an industrial
perspective.
1.5. Outline
The purpose of this introduction was to give the reader a primer on the current status of
the field of 2D nanoelectronics. However, when the work for this dissertation began 5 years
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ago, little of what was presented was actually understood by the field. In 2010, graphene
was receiving intense focus and the field had just discovered the indirect-to-direct bandgap
transition in MoS2. Much of what will be presented in this dissertation has helped to guide
the trajectory of the field. It is also profoundly true that much of the work presented as part
of this dissertation was influenced by the great work that was being done, simultaneously,
by many research groups around the world. The remainder of this dissertation is organized
in chapters as follows:
• Chapter 2: Synthesis of 2D Materials. This chapter will discuss the techniques by
which 2D materials are generally prepared.
• Chapter 3: Optical Characterization of 2D Materials. This chapter will discuss op-
tical spectroscopic techniques for characterizaing 2D materials. It will include some
background theory and the derivation of some of the relevant physical equations.
• Chapter 4: Characterization of Monolayer MoS2 Grown by CVD. This chapter will
discuss the characterization of CVD-grown MoS2 using a combination of techniques.
It is a case study of what happens when we attempt to scale up 2D material technol-
ogy. It seeks to probe the types and role of defects present in otherwise high-quality
semiconductor material.
• Chapter 5: Studies in Anisotropic TMDC ReS2. This chapter will discuss the char-
acterization of ReS2 by Raman, PL, and absorption spectroscopy. It is a case study
on the anisotropic properties of some low-symmetry TMDCs.
• Chapter 6: TMDC Alloys. This chapter will discuss the characterization of TMDC
alloys. This work was motivated by the pursuit of new phase-change materials as
predicted by DFT calculations by Alexander Duerloo and Evan Reed at Stanford
University and was performed in collaboration with Army Research Laboratory.
• Chapter 7: 2D Semiconductor Optoelectronics. This chapter will discuss the perfor-





Synthesis of 2D Materials
2.1. Chemical Vapor Deposition
Chemical vapor deposition (CVD) is a commonly used process to deposit thin films on
a desired substrate. It involves using volatile precursors that can react or decompose onto
a surface, yielding the desired material. There are several different versions of the CVD
process, including low pressure CVD (LPCVD), plasma-enhanced CVD (PECVD), metal-
organic CVD (MOCVD), and ambient pressure CVD (APCVD). They are used for depositing
a wide range of materials, including polycrystalline silicon, silicon nitride, graphene, carbon
nanotubes, and diamond. The process can sometimes be epitaxial where the desired material
is deposited on a substrate that is nearly lattice-matched; however, deposition can also occur
on amorphous substrates.
When this work began, most studies on TMDCs were on materials prepared by the
mechanical exfoliation of bulk crystals. However, there were a couple of reports of depositing
monolayer MoS2 by chemical vapor deposition. Many of them were different variations on
depositing molybdenum onto a substrate and annealing it at high temperature in the presence
of sulfur, a carrier gas, and, sometimes, H2. These methods, while successful at depositing
MoS2, usually produced very low quality material; the domain size was usually small (sub-
micron) and they weren’t able to preferentially grow monolayers.
In 2012, Lee et al. reported using solid precursors of sulfur and molybdenum trioxide
(MoO3) in an APCVD sytem using N2 as a carrier gas [66]. They were able to grow ~10
micron sized domains on SiO2 that they treated with seeding molecules. While our process
was quite close to theirs, we did not use seeding molecules to nucleate the growth of monolayer
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Figure 2.1. Other techniques for synthesizing MoS2 by sulfurization of
molybdenum films. (a) and (b) Reproduced from [76] and [128], respectively.
crystals. In fact, we found that the highest quality growths were achieved with meticulously
cleaned substrates. The entire process is listed below.
Figure 2.2. Schematic of MoS2 CVD Synthesis
Summary of Reaction.
• MoO3 has a melting point of 795ºC and a low vapor pressure. Therefore, reactions
would be expected to occur local to the solid powder. One option to circumvent this
is to reduce the pressure inside the reaction chamber. However, sulfur has a high
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vapor pressure and continuous pumping on the chamber would render controlling
the amount of reactants impossible. The other option is to increase the volatility
of the Mo reactant. MoO3 is known to react with water vapor to form a more
volatile species: MoO2(OH)2. However, this is undesirable as the presence of water
in the reaction chamber alters the wetting dynamics on the substrate, promoting
mostly nanoparticle growth. The best way is to use the sulfur itself as a reducing
agent to form an intermediate MoO3 x with increased volatility that may be further
reduced into MoS2 at the substrate surface. However, it is important to use the
appropriate amount of sulfur in this method. Excess sulfur will result in the MoO3
being completely reduced inside the crucible. Too little sulfur results in amorphous
bulk deposition. Using the conditions below, the reaction is surface limited.
Substrate Preparation.
• Substrates were sonicated in acetone and isopropanol for 5 minutes each and then
blow-dryed with N2.
• Substrates were then soaked in a solution of 3:1 H2SO4:H2O2 for 1 hour; rinsed in
deionized water; and then blow-dryed with N2.
Precursor Preparation.
• 27 mg of MoO3 (Sigma Aldrich) was loaded into an alumina boat.
• 130 mg of sulfur (Sigma Aldrich) was loaded into another alumina boat
• Note: it is important to store these precursors in a dry environment. They are
hygroscopic and will quickly absorb water from a humid environment. When this
occurs, monolayer growth will be impossible - only nanoparticles will nucleate.
Loading.
• The KF connectors on the exhaust side are removed so that precursors can be loaded
from that side.
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• The sulfur crucible is placed on a quartz slide and loaded into the fused quartz tube
into the zone labeled “Low T Zone” using a quartz push rod.
• The MoO3 crucible with a growth substrate placed over the top is loaded onto
another quartz slide and they are carefully pushed into the “High T Zone” with the
rod.
• The system is reconnected and the lid is closed.
Anneal.
• The system is slowly ramped to 105ºC and held there for 3 hours while the mass
flow controllers (MFCs) are set to allow 500 sccm of N2 to flow through the system.
• Note: the gas is flowing through the system and into an oil bubbler at the exhaust
end. The purpose is to prevent the back-diffusion of oxygen and water vapor.
• Note: the Low T Zone must stay significantly below the melting point of sulfur
(115ºC). Otherwise, there will be massive amounts of sulfur lost due to its high
vapor pressure.
Ramp 1.
• The N2 flow rate is dropped to 20 sccm.
• The system is ramped to 700ºC at a rate of 30ºC/min.
• Note: 700ºC is the temperature of the High T Zone. Since this is a single zone
furnace, we do not have independent control over the 2 zones. However, when the
High T Zone is at 700ºC, the Low T Zone is at ~450ºC.
Soak 1.
• The system is held at 700ºC for 5 minutes.
Cooling.
• The system is allowed to cool naturally to 590ºC, which takes about 19 minutes in
this system.
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Figure 2.3. Optical image of a chip sitting above the MoO3 crucible before
and after the growth process.
Soak 2.
• The system is held at 590ºC for 5 minutes.
Quench.
• The temperature controller was set to room temperature; the N2 flow was turned
up to 500 sccm; and the lid to the furnace was opened for rapid cooling.
Results. At the end of the process, there will be noticeable amounts of bulk deposition
on the backside (top) of the chip as well as in regions immediately above the crucible. There
will be a region on the edges with continuous monolayer regions that transition into isolated
domains (see Figure 2.4). Characterization of these isolated domains, as well as the regions
where they merge together, will be discussed in Chapter 4.
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Optical Characterization of 2D Semiconductors
3.1. Raman Spectroscopy
3.1.1. Force Constant Model. Raman spectroscopy is one of the most powerful tools
for characterizing crystalline materials. It has proven to be especially powerful in the study
of layered materials, such as graphene, nanowires, and transition metal dichalcogenides [28,
31, 40, 43, 100, 109, 118, 119, 123]. In order to gain a better understanding of how to employ
this spectroscopic technique, it is important to gain a physical understanding of what exactly
is being probed. In general, most explanations of Raman spectroscopy, including the one
given by Perkowitz [92], first consider vibrations in individual molecules before developing
a treatment for crystals, which will also be our strategy. To this end, we first examine the
force constant model as applied to a diatomic molecule [92]. We begin by considering two
atoms of masses m1 and m2 that are positioned distances r1 and r2 from the center of gravity
as depicted in Figure 3.1.
The equilibrium separation between the two atoms would therefore be r1+ r2 and the
Figure 3.1. Center of masses in force constant model.
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displacements of the two atoms are given by x1 and x2. The conservation of the center of
gravity gives rise to equation 3.1:
m1r1 = m2r2





If we next consider the restoring force determined by the displacements of the two atoms,
we obtain equation 3.2:
F =  K(x1 + x2)






, where K is the force constant, also referred to as “stiffness”. Combining 3.2 with Newton’s
2nd law
P




(ẍ1 + ẍ2) =  K(x1 + x2)
. Now we let q = x1 + x2, where q is the relative displacement, and µ = m1m2
m1+m2
, where µ is
the effective mass. This yields equations 3.4 and 3.5:







, where ⌫0 is the classical fundamental frequency of vibration. Now, it is important to note
that this frequency of vibration was completely derived using classical mechanics for a simple
harmonic oscillator. Although not derived here, the same frequency can be obtained using
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quantum mechanics by solving Schrodinger’s equation with a parabolic potential energy.
There are, however, a few differences between the two approaches. The difference that is
most important here is that the energy in a classical mechanical harmonic oscillator can
change continuously, while the energy in a quantum mechanical harmonic oscillator can only
change in discrete steps of hv.
Another clarification that must be made is that the motion of a diatomic molecule cannot
be accurately described as a simple harmonic oscillator. In fact, the vibration is anharmonic
and is best described by the Morse potential, which is given as:





and   denote the bond dissociation energy and curvature at the bottom of
the potential well, respectively. Both the harmonic (parabolic) and anharmonic (Morse)
potentials are depicted in 3.2.
Figure 3.2. Potential wells for harmonic and anharmonic oscillators
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The anharmonicity of the Morse potential gives rise to the existence of overtones (v =
1, 2, 3, . . .), the relative population of which will be discussed later. Additionally, the solution
of Schrodinger’s equation using the Morse potential, rather than a parabolic potential, yields
frequencies that are no longer equally spaced in energy by h⌫.
There are several important points in the preceding discussion that are critical to devel-
oping an intuition about the vibrations in molecular systems. The first is the dependence
of the vibrational frequency on both the effective mass and stiffness of the system. One
would expect that a decrease in stiffness or increase in mass would result in a red-shift in
the vibration frequency. These are important when considering the shifts that are expected
when a system is subjected to changes in temperature, strain, composition, etc. Additionally,
the existence of overtones in an anharmonic oscillator should produce observable signals at
different frequencies. While we have only discussed molecules to this point, these conclusions
are also valid in crystals. Now that we have developed an understanding for the frequencies
associated with vibrations in a molecule or crystal, it is important to understand how we
may seek to observe them experimentally using Raman spectroscopy.
3.1.2. Electromagnetics and Selection Rules. To first order, the Raman response
of a diatomic molecule under laser excitation can be described using classical electromagnetic
theory. The incident radiation from a laser can be treated as an electromagnetic wave with
oscillating electric field described by equation 3.7:
(3.7) E = E0cos(2⇡⌫0t)
, where E0 and ⌫0 are the magnitude and frequency of the electromagnetic radiation, respec-
tively. If this electromagnetic radiation is incident upon a diatomic molecule, it will induce
a dipole moment given by equation 3.8:
(3.8) P = ↵E = ↵E0cos(2⇡⌫0t)
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, where ↵ is the polarizability. Next, we consider a molecule vibrating at frequency ⌫
m
with
a nuclear displacement q given by equation 3.9:
(3.9) q = q0cos(2⇡⌫mt)
. For small vibrations, ↵ is a linear function of q and can be approximated by equation 3.10:






q0 + . . .






are all evaluated at the molecule’s equilibrium position. Combining
equations 3.8, 3.9, and 3.10 produces equation 3.11:
P = ↵E = ↵E0cos(2⇡⌫0t)






q0E0cos(2⇡⌫0t)cos(2⇡⌫mt) + . . .








q0 [cos {2⇡(⌫0 + ⌫m)t}+ cos {2⇡(⌫0   ⌫m)t}] + . . .
.
The first term in equation 3.11 corresponds to Rayleigh scattering, which has a frequency
equal to the excitation. The second and third terms correspond to anti-Stokes (higher
frequency than excitation) and Stokes (lower frequency than excitation) Raman scattering,
respectively. Analogous to classical mechanical systems, molecules have multiple vibrational
modes and it can be seen from equation 3.11 that a requirement for a specific vibrational






6= 0. In other words, only vibrations that change the
polarizability of the molecule can be Raman-active. To further illustrate this point, we turn
to the prototypical example of CO2.
A molecule with N atoms has 3N degrees of freedom, since each atom can move in 3
directions. Six of these degrees of freedom involve translations and rotations about the prin-
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Figure 3.3. Change in polarizability ellipsoids for vibration modes in a CO2 molecule.
cipal axes. However, in the case of linear molecules like CO2, rotations about the molecule’s
axis do not exist. Therefore, it is expected that CO2 has 3N-5 vibrational modes. These
vibrational modes correspond to two doubly-degenerate symmetric bending modes (⌫ = 1),
an asymmetric stretching mode (⌫ = 2), and a symmetric stretching mode (⌫ = 3), all of
which are depicted in 3.3. It can be seen that only the symmetric stretching mode produces
a change in the polarizability ellipsoid (grey shaded regions) with small vibrations about the
equilibrium position. Consequently, only vibrational mode (⌫ = 3) is Raman-active.
3.1.3. Associated Energy Levels. Essential to the interpretation of Raman spectra
is an understanding of the energy levels involved in Raman scattering. A molecule may
be excited by incident radiation into what is sometimes referred to as a “virtual state”
and, upon relaxation, will emit a photon when it reaches it’s final state, which may be
equal (Rayleigh), higher (Stokes), or lower (anti-Stokes) in energy than the initial state,
schematically-represented in 3.4.
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Figure 3.4. Schematic depicting energy levels for Raman scattering. R, S,
and A denote Rayleigh, Stokes, and anti-Stokes scattering, respectively.
The probability that the molecule is initially in its vibrational ground state (⌫ = 0)
or a higher energy state (Ex. ⌫ = 1) depends upon temperature and is determined by
a Maxwell-Boltzmann distribution. This fact has been used in numerous experiments to
determine the temperature of a crystal by comparing the relative intensities of Raman signals
corresponding to the Stokes (lower energy initial state) and anti-Stokes (higher energy initial
state) scattering. However, in most experiments, particularly the ones presented in this
dissertation, focus is directed towards Stokes scattering. This is largely due to both the
higher probability of Stokes scattering (higher probability of molecules in lower energy state)
as well as the ability and cost to obtain the proper optical filters to facilitate the experiment.
3.1.4. Raman Tensor. It is important to note that the quantities in equations 3.7 - 3.11




E , and  !q . The polarizability, ↵,
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is actually a symmetric tensor, e↵. The Raman tensor, eR, is defined as the derivative of the
polarizability tensor and, in general, is unique to a given vibration mode for a given crystal
with a given point group symmetry (discussed later). The intensity observed when a laser
is incident upon a crystal and interacts with one of its vibration modes can be described by
equation 3.12:
(3.12) I _ |ê
i







denote the unit vectors of the electric field for the incident and scattered
photons, respectively. Equation 3.12 implies that both the propagation direction of the
incident photons and the location of the detector greatly affect the observability of a partic-
ular Raman active mode. Most Raman experiments employ the back-scattering geometry,
depicted in Figure 3.5. Incident and scattered photons travel along the same axis but in
opposite directions, often denoted z(xy)z̄, where z and z̄ are the incident and scattered wave
vectors and the electric field oscillates in the x-y plane.
Figure 3.5. Raman backscattering geometry.
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3.1.5. Group Theory in 2D van der Waals Materials. The Raman modes observ-
able in a given crystal can be predicted based upon the point group to which the crystal
belongs [108]. The point group is defined by the symmetry operations present in the crystal.
It is now that we must make the distinction between crystals and molecules from a Raman
perspective. Clearly, the number of atoms present in a crystal is innumerous and, thus, there
must be some smaller repeating unit that can completely describe the structure. A unit cell
is defined as the smallest repeatable volume that, when repeatable in all relevant directions,
can completely reproduce the crystal lattice. Now, in order to determine the total number of
vibration modes, one only needs to consider 3N, where N is the number of atoms in the unit
cell. Another distinction from molecules is that rotations no longer exist but translations in
the x, y, and z directions now correspond to acoustic modes, which are zero- or low-frequency
phonon modes. The remaining 3N-3 phonon modes are optical phonons.
The crystals studied in this dissertation only include a few point groups, which are
defined in Table 3.1. For each of these point groups, there exist character tables that list
the expected Raman modes. Along with the character tables, Raman tensors can also be
found for each of the Raman-active modes for a given point group. The values for each
element in the Raman tensor are usually calculated using density functional theory (DFT)
but they can also be determined experimentally; however, this can be quite difficult as the
absolute intensities are affected by the experimental setup, electron-phonon coupling, and
other factors, both intrinsic and extrinsic. As a result, the analysis of Raman spectra is often
undertaken through relative comparisons and from a purely phenomenological perspective.
3.2. Absorption and Photoluminescence Spectroscopy
3.2.1. Introduction. Another useful technique for studying the properties of 2D semi-
conductors is photoluminescence spectroscopy. There are many texts which describe optical
processes in semiconductors, including, Klingshirn, Pankove, Kittel, Perkowitz, and many
others [51, 90, 49, 92]. In general, absorption and photoluminescence, two closely-coupled
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Point Group Raman-active Modes Example Materials
D6h A1g, E 1g, E 2g bulk (MoS2, ↵-MoTe2)
D3h A
0
1, E 0, E” odd-numbered layers (MoS2, ↵-MoTe2)






C2v A1, A2, B1, B2 WTe2 and Mo1 xWxTe2 alloys (semi-metallic)
C2h Ag, Bg  -MoTe2
Table 3.1. Point groups and symmetry operations of crystals considered in
this work.
phenomena in semiconductors, are complex and, therefore, the reader is directed towards
the aforementioned texts for a more thorough treatment. This section will, however, delve
into some of the basics of absorption and photoluminescence in semiconductors and discuss
more specific examples as applied to 2D semiconductors.
3.2.2. Maxwell’s Relations. In order to develop an understanding of light-matter
interactions in semiconductors, it is important to address the basic phenomena of an elec-
tromagnetic wave travelling through a medium starting with Maxwell’s equations:








 !r · !D = ⇢
(3.13)









D ,  !j , and ⇢ denote the magnetic field, electric field, magnetic induction,
displacement, current density, and free carrier charge density, respectively. We begin by
first solving the case of a propagating electromagnetic wave in vacuum. In order to solve




















, where ✏0 and µ0 are the permittivity and permeability of free space, respectively. In
a vacuum medium, we have excluded both polarization and magnetization. Additionally,
 !
j = 0 and ⇢ = 0. The solutions to Maxwell’s equations yield the wave equations in both













. For the experiments in this dissertation, the interactions of light and matter in the presence
of a magnetic field were not measured and, thus, the magnetic effects are ignored in the
following discussions.
In the case of electromagnetic waves incident upon a semiconductor, there are both bound
and free charges that will affect the solutions to Maxwell’s equations. We first consider the
contribution of bound charges, which include the atomic cores and bound electrons. The






, where   is the susceptibility of the material. This is, of course, a linear approximation;
there are higher ordered terms but, for now, they can be ignored as we consider the low E-
field limit. The displacement now includes a polarization term,
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, where the term in parentheses represents the dielectric response function that we rename
✏
lattice
(!) to emphasize that it originates from bound charges in the lattice and is, in general,
frequency-dependent. Another useful quantity is the conductivity  (!), which is related to
aforementioned quantities by the following equation:
(3.20)  !j =  (!) !E
. Conductivity, usually described by a tensor, is frequency-dependent, complex, and can
contain nonlinear and spatially non-local relationships. Using equations 3.19 and 3.20 to
solve Maxwell’s equations and eliminating
 !
B yields the folllowing equation:
(3.21)




















, then equation 3.21 becomes:
(3.23) q2
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, where ✏(!) is the total dielectric function and can be rewritten as:





= ✏1 + i✏2
. This dielectric function describes the interaction of semiconductors with electromagnetic
waves in the linear response limit. Another quantity commonly used in optics is the complex
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index of refraction en, which is given by:
(3.25) ñ = n+ ik
, where n is the real part of the index of refraction and describes the speed of light in a
medium relative to its speed in vacuum. The quantity k is the extinction coefficient and is









3.2.3. Optical Processes in Semiconductors. The preceding description of electro-
magnetic waves propagating through a semiconductor was built entirely upon classical theory
of electromagnetism. It was useful in deriving relations between how light and matter in-
teract and for demonstrating that these light-matter interactions are, in general, frequency
dependent. However, classical theory is incapable of describing how or why the interactions
depend upon frequency. In order to describe how the interactions of light with semiconduc-
tors depend upon the frequency (or energy), quantum and solid-state physics are required.
Griffiths, Ashcroft and Mermin, and Kittel are all excellent texts on this subject matter.
Electrons, or charge carriers, in general, do not behave the same in a crystal as they
do in free space. This is a consequence of the fact that they will experience a periodic
potential imposed by the crystal lattice (atomic cores) itself. Charge carriers will propagate
as electromagnetic waves (Bloch waves) with wavevectors allowed for by the constraints
of the crystal lattice. The dispersion relations (energy vs. wavevector) of these charge
carriers are described and represented as multiple sets of continuous bands and can be
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plotted in band diagrams. An example semiconductor band diagram is shown in Figure
3.6. When these charge carriers progagate through the crystal lattice, some of the waves
will experience destructive interference from Bragg reflections, leaving forbidden energies at
certain wavevectors [92]. These forbidden energies give rise to an energy gap, the hallmark
of a semiconductor or insulator, depending upon the size of the energy gap. The valence
band represents the highest range of energies (excluding defects or doping in the crystal) an
electron would possess at absolute zero temperature, whereas the conduction band represents
the lowest range of unoccupied states. The energy gap is defined as the difference in energy
between the valence and conduction band edges.
Figure 3.6. Energy band diagram of a direct gap semiconductor. Repro-
duced from [92].
Two important characteristics of a semiconductor is the size of this gap and whether or not
the conduction band minimum (CBM) and valence band maximum (VBM) occur at the same
wavevector. If the CBM and VBM occur at the same wavevector, the material is classified as
a direct bandgap; if not, it is an indirect one. In the simplest picture, the size of the energy
gap (direct or indirect) will determine the energies of photons the material will absorb;
semiconductors absorb photons with energies equal to or greater than the bandgap. The
subsequent emission of a photon (photoluminescence) will occur at the minimum allowable
transition energy. The efficiency at which absorption and emission occur partly depends upon
the bandgap type; direct bandgap semiconductors are efficient absorbers and emitters while
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indirect bandgap semiconductors are, generally, less efficient. Other factors that affect the
efficiency at which these optical processes occur include intrinsic (binding energies, density
of states at the band edges, etc.) and extrinsic (defect density, defect type, temperature)
properties inherent to the crystal, thus making photoluminescence a powerful spectroscopic
tool. One of the reasons materials research on 2D van der Waals semiconductors has become
so prevalent in the past several years was the discovery that Group VI TMDCs exhibit a
modulation in the bandgap size and type (direct vs. indirect) as a function of the number
of layers [79].
3.2.4. Absorption and Photoluminescence Measurements in 2D Materials.
The first absorption measurements performed on layered materials in the mono- and few-
layer limit were performed on graphene, a zero bandgap semiconductor, by Mak et al. in 2008
[78]. In that work, the absorption was measured using reflection contrast measurements that
involve measuring the differential reflection between the substrate and the sample (graphene)
supported on the substrate (left graph in Figure 3.7). Reflection contrast, denoted 4R
R
, can








(right graph in Figure 3.7), where n
s
is the index of refraction of the substrate. The caveat
to this measurement is that it can only be accurate in samples where the thickness d ⌧  ,
which is the case for mono- and few-layered 2D materials.
Figure 3.8 is an example spectra of MoS2 obtained by mechanical exfoliation of naturally-
occuring bulk crystals, as well as samples grown by chemical vapor deposition as part of
this dissertation. Figure is an example photoluminescence (PL) spectra from the CVD-
grown MoS2. It can be clearly seen that the PL spectra has much more narrow features.
This is due to the fact that photoluminescence will occur at a very well-defined energy
(the lowest energy transition), with hot photoluminescence being a minor caveat; whereas
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Figure 3.7. Graphene absorption spectrum measured by reflection contrast
supported on a fused silica substrate. Reproduced from [78].
absorption will possess broader features over all energies larger than the bandgap. This
makes photoluminescence spectroscopy a more powerful tool for analyzing small shifts in
the electronic properties as a function of extrinsic factors (strain, defects, etc.), especially in
direct-gap materials. The power of this technique will be demonstrated in Chapters 4 and
5.
Figure 3.8. Reflectance (left) and photoluminescence (right) of monolayer
MoS2. CVD MoS2 reflectance and photoluminescence peaks are red-shifted
as compared to exfoliated crystals. The photoluminescence in CVD MoS2
is notably more than 10 times brighter than in exfoliated samples. (Left)
reproduced from [70].
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Figure 3.9. Evolution of the PL spectra in mono- to few-layer MoS2. a) PL
spectra of monolayer and bilayer MoS2. A strong spectral peak is observed
at ~1.87 eV in the monolayer, consistent with the evoltion of a direct optical
gap. b) The PL spectra of 1 through 6 layers of MoS2. The indirect gap blue
shifts from ~ 1.4 eV in the 6-layer to 1.6 eV in the bilayer and disappears in
the monolayer. Reproduced from [79].
3.2.5. Background on PL in Group VI TMDCs. The emergence of Group VI
TMDCs to the forefront of 2D material research, following graphene, can be traced back
to the seminal work by Mak et al. where they demonstrated an evolution of the optical
bandgap in MoS2 using photoluminescence spectroscopy shown in Figure 3.9 [79]. This simi-
lar phenomena has since been demonstrated in the other semiconducting Group VI TMDCs,
MoSe2, MoTe2, WS2, and WSe2. DFT calculations, as well as angle-resolved photoemission
spectroscopy (ARPES), have shown this phenomena to be attributed to reduced interlayer
interactions that shift the band edges at the   point in the valence band [44], as well as
another intermediate point between the   and K points in the conduction band [104]. This
is shown in Figure 3.10. The result is a direct bandgap located at a point, K, at the corner
of the Brillouin Zone (primitive unit cell in reciprocal lattice).
3.2.6. Effects of Doping and Strain on the PL Spectra of Monolayer MoS2.
An important clarification to the above description of the band structure of MoS2 is that we
are talking about the optical gap. The distinction must be made because, in these layered
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Figure 3.10. Evolution of band structure in (a) bulk, (b) trilayer, (c) bilayer,
and (d) monolayer MoS2. The transition is due to reduced interlayer interac-
tions, which allows the valence band edge at the   point to drop below the
edge at the K point. A shift is also observed at an intermediate point between
the   and K points. Reproduced from [104].
TMDCs, there are pronounced coulombic interactions that modify the observed optical and
electronic properties. Specifically, these materials exhibit strong excitonic effects. Due to the
reduced dielectric screening present in two dimensional materials, optically excited electrons
form strongly-bound quasiparticles, called excitons, with the holes they leave behind. In
conventional semiconductors, such as silicon or germanium, exciton binding energies are on
the order of a few meV; whereas, in monolayer TMDCs, exciton binding energies are on
the order of 500 meV. Highly-doped monolayers also form another quasiparticle, known as a
trion, which can either consist of 2 electrons and 1 hole (negatively-charged) or 2 holes and
1 electron (positively-charged). These trions typically have binding energies on the order of
25-30 meV. These binding energies can be strongly affected by the dielectric environment
(substrate effects) and the doping of the sample [82].
The initial characterization of the effects of charge doping on the optical properties of
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Figure 3.11. Trions in MoS2. (top left) The absorption spectra as a function
of gate voltage. (bottom left) PL spectra as a function of gate voltage. (bottom
right) Energy of the negatively-charged trion (! 
A
) and neutral exciton (!
A
)
as a function of gate voltage. Reproduced from [82].
monolayer MoS2 was reported by Mak et al. Using a gate voltage to modulate the electron
density in the sample, the absorption and PL spectras were taken. Figure 3.11 (top left)
and (bottom left) shows that the intensity of the A peak (neutral exciton) can be strongly
tuned with the gate voltage. With a high positive gate voltage, the sample becomes highly
electron doped and the neutral exciton is effectively quenched in both the absorption and the
emission. With high negative gate voltage, the sample approaches intrinsic doping levels and
the neutral exciton becomes stronger in both absorption and emission. Figure 3.11 (right)
shows the resonance energy for the exciton and trion as a function of gate voltage. The
neutral exciton shifts by more than 20 meV throughout the range, underscoring the effect of
doping on the measured spectra [82].
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Another extrinsic factor that affects the photoluminescence in monolayer MoS2 is strain.
Conley et al. explored this phenomena by transferring a crystal to a thin flexible substrate
and measuring the photoluminescence as a function of curvature of the substrate, which they
used to calculate the applied strain [14]. They observed shifts in the A exciton luminescence
energy of approximately 50 meV at a strain of 1%. They also observed a decrease in the PL
intensity with increased strain, which they attributed to an evolution of the bandstructure
from a direct to indirect gap. This, as well as the aforementioned effects of doping and
binding energies, underscores the complexity as well as the importance of discerning the
origin of PL shifts.
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Figure 3.12. PL as a function of strain. (a-d) Device and four-point bending
apparatus for applying strain on monolayer MoS2. (e,f) Modulation of bandgap
energy as a function of applied strain. Reproduced from [14]
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CHAPTER 4
Molybdenum Disulfide Synthesis and Characterization
This chapter was adapted with permission from our paper: A. M. van der Zande, P. Y.
Huang, D. A. Chenet et al., “Grains and Grain Boundaries in Highly Crystalline Monolayer
Molybdenum Disulphide”, Nature Materials, 12, 554-561 (2013).
4.1. Background
Molybdenum Disulfide (MoS2) is an n-type layered semiconductor with an indirect band
gap of 1.4 eV in the bulk that evolves into a direct band gap of 1.9 eV in the monolayer limit.
Over the past several years, it has generated significant interest in the emerging fields of
nanoelectronics, flexible electronics, and valley- and optoelectronics. Due to its abundance
in nature and the ease with which laboratory samples could be obtained by mechanical
exfoliation techniques, it has served as the prototypical material in the family of layered
materials beyond graphene. Requisite to the pursuit and evaluation of MoS2, as well as
other layered materials, for technological applications is the development of synthesis and
fabrication techniques that enable scalability. Furthermore, a thorough understanding of
the performance limits as well as the role of defects requires a myriad of complementary
characterization techniques that relate structure to property to function. To these ends,
large-scale monolayer MoS2 was synthesized by chemical vapor deposition (CVD). The films
were synthesized directly on thermally-grown SiO2 substrates and were composed of single
domains up to 150 µm in size that merged together to form millimeter-scale continuous
polycrystalline sheets. Transmission electron microscopy, photoluminescence and Raman
spectroscopy, and electrical transport measurements were used to characterize these films.
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4.2. Crystals Grown by Chemical Vapor Deposition
Figure 4.1a,b shows optical images of monolayer MoS2 grown on a Si/SiO2 substrate.
Figure 4.1a shows an optical image of a typical sample. Isolated islands (violet triangles)
have edge lengths ranging from 30 to 80 µm. On the right (nearest to the solid-state precur-
sors during growth), the islands merge into a continuous film. Although non-uniformity in
nucleation density and crystal size is a limitation of this growth technique, each growth con-
tains a ⇠1×15 mm region where hundreds of similar, isolated islands grow. Across different
growths, the average size of islands varies between 20 and 100 µm, with individual triangles
up to 150 µm (Supplementary Fig. S2). Most islands are uniform monolayers, except for
small bilayer or multilayer patches (visible in the center of Fig. 4.1b).
Photoluminescence spectroscopy can be used to infer the quality and thickness of these
triangles. Figure 4.1c shows photoluminescence spectra from monolayer and bilayer MoS2.
The photoluminescence peaks at 1.84 and 1.95 eV respectively match the A and B direct-gap
optical transitions16. The integrated intensity of the bilayer peak is much weaker (⇠7%)
than the monolayer peak, reflecting the expected evolution from an indirect-gap to a direct-
gap semiconductor. Surprisingly, the measured range of peak widths of our CVD monolayer
MoS2 (50–60 meV) is similar to that observed for freely suspended samples of exfoliated MoS2
(also 50–60 meV) and is much narrower than that of MoS2 exfoliated onto SiO2 (100–150
meV; [79]). These results suggest that the CVD-grown samples are either of higher quality
or are in a cleaner electrostatic environment than exfoliated samples.
4.3. Transmission Electron Microscopy Imaging
To characterize the crystal structure of these islands, a combination of TEM, electron
diffraction techniques and atomic resolution STEM were used. Figure 4.1d shows an image of
the atomic structure of CVD MoS2 monolayers taken by aberration-corrected annular dark-
field scanning transmission electron microscopy (ADF-STEM). In ADF-STEM, a 60 keV,
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Figure 4.1. Large-grain MoS2 growth. a, Optical reflection image of a CVD
growth of a typical large-grain MoS2 on a SiO2 (285 nm)/Si substrate. The
image contrast has been increased for visibility; magenta is the bare substrate,
and violet represents monolayer MoS2. b, Optical image of a monolayer MoS2
triangle. The triangle is 123 µm from tip to tip. c, Photoluminescence spectra
from monolayer (red) and bilayer (blue) MoS2. Peak height is normalized to
the silicon Raman peak. The narrow spikes at high energy are the Raman
transitions. d, High-resolution ADF-STEM image of freely suspended mono-
layer MoS2 on a TEM grid. The bright spots are molybdenum atoms; the grey
spots are two stacked sulfur atoms. The lattice is composed of hexagonal rings
alternating molybdenum and sulfur sites; top view and side views of the struc-
ture are overlaid. e, DF-TEM image of a large triangle with the diffraction
pattern inset. Together, the diffraction pattern and the DF-TEM image show
that the triangle is a continuous single crystal. The ⇠2–4 µm brighter and
darker areas are rotationally aligned bilayers of MoS2. Similar variations in
contrast have been observed in bilayer graphene, where they reflect differences
in stacking order [8]. Reproduced from [112].
ångstrom-scale electron beam scans over the sample, and an image is formed by collecting
the medium- to high-angle scattered electrons. The contrast of ADF-STEM images scales
roughly as the square of the atomic number Z [54]. Thus, the brightest spots in Fig. 4.1d
are the molybdenum atoms and the dimmer spots are the two stacked sulfur atoms. The
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hexagonal lattice is clearly visible, as indicated by the top- and side-view schematics in Fig.
4.1d. No point defects, atomic substitutions or voids were initially observed within single
crystals.
Selected-area electron diffraction and dark-field TEM (DF-TEM) were used to charac-
terize the large-scale crystal structure of the islands. Figure 4.1e, inset shows a selected-area
electron diffraction pattern of a triangular island roughly 45 µm across. The six-fold sym-
metry in the position of the diffraction spots demonstrates that the triangle contains no
rotational boundaries, to within a measurement accuracy of 0.5 degrees. Figure 4.1e shows
the corresponding DF-TEM image: by using an aperture to select a narrow range of diffracted
beams, DF-TEM filters images by crystallographic orientation [41, 42, 8, 33], and shows sin-
gle crystals such as Fig. 4.1e in a single image. Similar analyses of dozens of triangles show
that triangular-shaped islands are predominantly single crystals. Under continued growth,
these islands merge together to form aggregates or continuous sheets (Fig. 4.1a).
The large-grain, highly crystalline MoS2 monolayers, with optical properties equivalent or
superior to exfoliated samples, enable new experiments studying the growth, structure and
properties of MoS2 crystals and grain boundaries. Electron diffraction techniques are used to
uniquely identify the crystal structure and edge orientation of MoS2 triangles. Figure 4.2a,b
shows the bright-field image and diffraction pattern of a single-crystal triangle. As seen in
the schematic in Fig. 4.2a, the lattice of monolayer MoS2 is divided into molybdenum and
sulfur sublattices, which reduces the hexagonal lattice from six-fold to three-fold symmetry.









(Fig. 4.2b; [7]). Experimentally, the ka spots are higher in
intensity (⇠10% for an 80 kV electron beam) and point towards the molybdenum sublattice,
as indicated by the arrows in Fig. 4.2a,b.
The aforementioned intensity asymmetry is also observed in DF-TEM. Figure 4.2d shows
the bright-field image and diffraction pattern of two triangles. An aperture positioned at
the magenta circle on the inset in Fig. 4.2d forms the dark-field image in Fig. 4.2e. As the
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triangles are rotated 180◦ from one another, the aperture simultaneously collects the bright
ka spot for the right triangle and the darker kb spot for the left triangle. This produces
a corresponding contrast difference between the islands. Thus, the diffraction pattern or
DF-TEM can be used to uniquely identify the lattice orientation of MoS2 crystals.
Figure 4.2 also shows the dominant morphologies of MoS2 triangles: molybdenum zigzag
(Mo-z-z) in Fig. 4.2a and sulphur zigzag (S-z-z) in Fig. 4.2d [10, 57]. These two edge
orientations are commonly observed in MoS2 nanocrystals [57], and they are the two most
energetically stable edge orientations [10]. It is consistently observed that Mo-z-z triangles
have sharper, straighter edges than S-z-z triangles. This morphological difference allows easy
identification of the crystal orientation in optical images.
In addition to single-crystal triangles, the CVD process produces polycrystalline aggre-
gates that can be characterized by DF-TEM. Figure 4.3a shows two S-z-z triangles inter-
secting at an angle of 40º ± 0.5º. Figure 4.3b shows a corresponding composite DF-TEM
image of the crystal structure. The composite image is constructed by overlaying color-
coded DF-TEM images [41] acquired from the crystallographic orientations shown in the
diffraction pattern of Fig. 4.3a. The intersection of the grains forms an abrupt, faceted tilt
boundary. Low-quality growths can produce the types of film in Fig. 4.3c, which shows
small, misshapen, crystals. The corresponding diffraction pattern and dark-field overlay in
Fig. 3d shows that the disordered crystals are randomly oriented polycrystalline aggregates.
As indicated by the arrows in Fig. 4.3c, adjacent MoS2 grains sometimes overlap to form
rotationally misaligned bilayer regions. Similar combinations of abrupt and overlapped crys-
tal interfaces have been seen in CVD-grown graphene [41, 111, 96]. Unlike in graphene, the
grain boundaries in MoS2 tend to be strongly faceted on the micrometer scale. These facets
may originate from the relative surface energy of different edge configurations [38], which
will be more directionally dependent in MoS2 than in homoelemental structures. Similar
phenomena probably underlie the differences in edge roughness seen in Mo-z-z versus S-z-z
triangles and the faceting at the edges of large crystals such as in Fig. 4.1b.
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In addition to tilt boundaries, mirror twin boundaries are commonly observed in this
synthesis process. In monolayer MoS2, mirror twins are the intersections of two MoS2 crystals
with a relative in-plane rotation of 180º that effectively swaps the positions of Mo and S
lattice sites. Figure 3e shows the bright-field image of two triangles meeting at 180º, and
Fig. 4.3f shows the corresponding DF-TEM image. The mirror twin appears clearly as
an intensity change in DF-TEM images, through the same diffraction asymmetry seen in
Fig. 4.2e. Unlike tilt boundaries, mirror twin boundaries such as in Fig. 4.3e,f grow within
nucleation islands. Figure 4.3g,h shows another commonly observed shape that contains
mirror twin boundaries: a symmetric, six-pointed star containing cyclic twins that resemble
other inorganic and geological crystal growths [129].
ADF-STEM can also be used to examine the structure of the 1D grain boundaries in
polycrystalline samples. Figure 4.4a,b show a mirror twin boundary in a 6-pointed star.
Whereas the grain boundary follows the zig-zag direction on the micrometer scale, it exhibits
faceting of ±20º relative to this direction on the nanometer scale. This nanoscale faceting
is surprising because it avoids the highly symmetric zigzag boundary structure that would
correspond to the microscale alignment seen in Fig. 4.3h. Figure 4.4b shows the atomic
structure of the grain boundary. The overlaid purple and green polygons show that the
boundary is formed primarily from 4- and 8-membered rings, with a recurring periodic 8-4-4
ring motif.
Using STEM, other reports have revealed that tilt boundaries are composed of 5-7 rings
[87]. These results are consistent with theory calculations that predict that in MoS2, either
odd- or even-membered rings can form grain boundaries depending on the tilt angle and
stoichiometry, among several factors [133]. For comparison, graphene’s tilt boundaries are
most commonly formed by 5- and 7-membered rings [41, 47], whereas twin boundaries have
been observed with 8-5-5 motifs [55]. The data also suggest that a priori simulation of
boundary structures may be challenging: for example, the 8-4-4 motif does not match the
theoretically predicted structure in [133], mostly owing to its surprising faceted structure.
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In the observed 8-4-4 motif, neighbouring 4-rings meet at a sulfur site, which appears
to have four nearest neighbours rather than the usual three. This change in coordination
requires either the S atoms to have dangling bonds, or the Mo atoms to change their oxidation
state. Using first-principles density functional theory [29] (DFT), it was found that after
relaxation, the 8-4-4 boundary structure is at a local energetic minimum (Fig. 4.4c).
Figure 4.4d shows the DFT-calculated density of states (DOS) of defect-free monolayer
MoS2 (black curve). The light green band indicates the bandgap of pristine MoS2. When
a grain boundary is implanted into the MoS2, the DOS develops mid-gap states (pristine
+ GB, red dashed curve) that appear mainly in the projected DOS of the atoms in the
boundary (GB alone, filled blue curve). Figure 4.4e shows a spatial plot of the local DOS of
pristine + GB in the plane of the Mo atoms, integrated in the energy range of the pristine
bandgap; the mid-gap states are spatially localized at the boundary. These localized mid-
gap states, typical of defects in semiconductors, are important because they can affect the
optical and transport properties of the material [55, 91].
4.4. Photoluminescence Spectroscopy
Using the understanding of the grain structure developed above, the systematic exami-
nation of the effects of individual grain boundaries on the optical and electronic properties
of MoS2 can be pursued. The optical emission properties of MoS2 can be mapped using
photoluminescence spectroscopy by stepping a focused excitation laser over the sample and
acquiring a spectrum at each point. These measurements were performed in a Renishaw
inVia microscope using a 532 nm excitation laser and 600 l/mm diffraction grating. Figure
4.5a,e shows optical images of a mirror twin island (Fig. 4.5a) and a tilt boundary island
(Fig. 4.5e). Figure 4.5b–d,f–h shows corresponding maps of integrated photoluminescence
intensity, peak position and peak width. Away from the boundaries, both islands show sim-
ilar emission intensities, peak positions (1.84 eV) and peak widths (57 meV in the mirror
sample and 60 meV in the tilt sample, reflecting typical sample-to-sample variation). At
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Figure 4.2. Diffraction imaging of crystal orientation and edge terminations.
a, Bright-field image of a single-crystal triangle with a Mo-zigzag edge ori-
entation. b, Diffraction pattern from a. The asymmetry of the Mo and
S sublattices separates the [¯1100] diffraction spots into two families: ka =
{(¯1100),(10¯10),(0¯110)} and kb = −ka. c, A line profile through experi-
mentally measured diffraction spots (black) and Bloch-wave simulations (red).
The higher intensity ka spots point towards the Mo sublattice, as indicated by
the arrows in a,b. Both curves were normalized to the height of the [2110 ¯ ]
peaks, and the red curve was offset horizontally for visibility. d, Bright-field
TEM image of two triangles with S-zigzag edge orientations. The curved ap-
pearance of the crystal edges contrasts with the sharper crystal edges of the
Mo-zigzag edges in a. The inset diffraction pattern shows the location of the
aperture used to form the image in e. e, Dark-field image of the region in d. As
the triangles are rotated 180◦ from one another, the aperture simultaneously
collects the brighter ka spot for the right triangle and the darker kb spot for the
left triangle. This produces a corresponding contrast difference between the
two islands that allows us to uniquely infer crystallographic orientation from
dark-field images. To improve visibility, the bottom of the intensity range has
been clipped in this image. Reproduced from [112].
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Figure 4.3. Tilt and mirror twin grain structures. a, Bright-field TEM im-
age of two triangles that have grown together. Inset diffraction pattern shows
the two crystal orientations are 40º ±0.5º apart (measured between the red
and cyan lines, which are at equivalent spots in the diffraction pattern). b,
Color-coded overlay of DF-TEM images corresponding with the two red- and
cyan-circled spots in a shows a tilt grain boundary as a faceted line connect-
ing the two triangles. c, Bright-field image of a region containing irregularly
shaped MoS2 islands, with diffraction pattern inset. Red arrows indicate re-
gions where adjacent grains overlap, forming rotationally misaligned bilayers.
d, Colored DF-TEM overlay shows that the irregular shapes are polycrystalline
aggregates. The crystals are connected both by faceted, abrupt grain bound-
aries, and ⇠1 µm overlapped bilayers. e, Bright-field image of a mirror twin
composed of 180º -rotated triangles, with diffraction pattern inset. f, Dark-
field image corresponding with the orange circle in e shows the two triangles
have different diffraction intensity, similar to the 180º -rotated triangles in Fig.
2d,e. This intensity change indicates the presence of a mirror twin boundary
between the darker and lighter regions. The small triangle in the centre is mul-
tilayer MoS2. g, Bright-field image of a 6-pointed star, with inset diffraction
pattern. h, DF-TEM image corresponding with the orange circle in g shows
that the star contains several rotationally symmetric mirror twins, forming a
cyclic twin. Reproduced from [112].
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Figure 4.4. Grain boundary atomic structure. a, High-resolution ADF-
STEM image of a mirror twin boundary. The boundary is visible just below
the annotated line. The annotation indicates the nanoscale faceting of the
boundary at ±20º off of the zigzag direction. b, Zoomed-in image of the grain
boundary shows a periodic line of 8-4-4 ring defects. c, An atomistic model
of the experimental structure shown in b. Energy minimization with DFT
confirms that this boundary is locally stable. d, The total DOS of pristine
MoS2 (black), the total DOS of MoS2 with the grain boundary (red dashed)
and the projected DOS of the atoms along the grain boundary (blue filled).
The dashed grey line denotes the Fermi energy of pristine MoS2, and the light
green shaded area indicates the pristine bandgap. All states have been given
a Gaussian broadening of 0.07 eV. e, A 2D spatial plot of the local mid-gap
DOS (integrated in the plane of the Mo over a 1.7 eV range about the Fermi
energy of the pristine MoS2). The colour scale of the density is 0–0.05 states
per bohr3. Reproduced from [112].
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the grain boundaries, the islands show strong photoluminescence modifications: the mirror
boundary is a clearly visible straight line with 50% quenching of intensity (Fig. 4.5b), an
8 meV upshift in peak energy (Fig. 4.5c) and a 5 meV peak-broadening (Fig. 4.5d). The
tilt boundary, which has a faceted structure similar to Fig. 4.3b, shows a surprising 100%
enhancement in emission strength, 26 meV upshift and 5 meV broadening. The width of the
signal change around the tilt boundary is also larger than around mirror boundaries.
The data demonstrate that photoluminescence is strongly affected by the presence of
grain boundaries and that these changes depend on the grain boundary angle. Several
factors may contribute. In the simplest theory, photoluminescence quenching arises from
defects in semiconductors, such as mid-gap states at the boundaries, which can act as cen-
ters for non-radiative recombination [90]. This would, however, be surprising because the
midgap states are localized to the 1D boundary, which is much smaller than the excitation
laser spot. Two further aspects of the grain boundaries probably play a role in modulating
photoluminescence: doping and strain. First, local changes in doping may occur at grain
boundaries. For example, the observed 8-4-4 defects in the mirror boundary are molybdenum
rich, which would n-dope the boundary, whereas 5–7 defects observed at a tilt boundary are
sulfur-rich [87], which would p-dope the boundary. Previous investigations have shown that
photoluminescence is strongly affected by charge density, with increased/decreased electron
density causing photoluminescence quenching/enhancement [82]. The influence of charge is
thus consistent with the observed trends in the strength of the photoluminescence at these
different types of boundary. Other sources of doping can include spatial differences in growth
kinetics or the preferential attachment of adsorbates at boundaries. Second, strain around
the boundaries may modify the bandgap [102] or alter electrostatic interactions with the
growth substrate.
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4.5. Electrical Transport Measurements
An important question for device applications is whether grain boundaries disrupt or
modify electrical transport. Field-effect transistors (FETs) were fabricated from islands con-
taining a single grain boundary (Fig. 4.6a and Fig. 4.6c, inset). The FET channels followed
three different configurations: within a grain (pristine), across the grain boundary (perpen-
dicular) and along the grain boundary (parallel). Figure 4.6a,b shows plots of conductance
versus gate voltage (transfer curves) for four representative devices fabricated on mirror twin
islands: two pristine devices (black and magenta), one parallel device (orange curve) and
one perpendicular device (cyan curve).
4.5.1. Pristine Devices. It is important to first gauge the variability in device-to-
device performance, which will be a convolution of crystal quality, fabrication process, and
contact resistance. In devices from different growths, room-temperature, field-effect mobili-
ties ranged from 1 to 8 cm2V 1 s 1, and typical on/off ratios ranged between 105 and 107.
Multiple devices fabricated within each single crystal yielded mobilities that were identical to
within the measurement error. Specifically, the pristine devices in 4.6a,b (black and magenta
curves) show n-type behaviour with mobilities of 3–4 cm2V 1 s 1. These ranges of values are
comparable to those reported for back-gated FETs fabricated with mechanically exfoliated
MoS2 on SiO2 (refs [95, 5, 56, 94]; in the absence of high-K dielectrics) and equivalent to
the best reported values for monolayer CVD MoS2 [66, 128]. Mobilities are most probably
limited by substrate effects and the local electrostatic environment[16, 125] in addition to
MoS2 optical phonons.
4.5.2. Twin Boundary Devices. In the mirror twin device shown in Fig. 4.6a,b, the
perpendicular device (cyan curve) shows nearly identical performance to the pristine devices
(magenta and black curves), indicating that the mirror twin boundary has little effect on
channel conductivity. However, the electrical characteristics of the parallel devices differed
measurably from the pristine devices. Although the transfer curves of the parallel device
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in Fig. 4.6a,b (orange curves) are qualitatively similar to that of the pristine devices, they
have a 25% larger on-state conductivity and 60% larger off-state conductivity. This change
is only slightly larger than the device-to-device variation, but was consistent across four
parallel devices measured on mirror twins (particularly in the off state). The data impose a
rough upper limit for conductivity along the one-dimensional grain boundary of 1.5 µS-µm
in the on-state (Fig. 5j at Vg = +70 V) and 120 pS-µm in the off state (Fig. 5j at Vg = −70
V). These values can be compared to overall sheet conductivity for pristine devices of 2.2
µS/square in the on state and 56 pS/square in the off state. This analysis indicates that the
few-atom-wide twin boundaries, although still semiconducting, have similar conductivity of
up to a 1-µm-wide strip of pristine material. This result is consistent with the mid-gap states
predicted in the material. The full effect of mid-gap states, however, is probably limited by
the disorder in the grain boundary, which will prevent a continuum of states.
4.5.3. Tilt Boundary Devices. In contrast to the measurements of the mirror twin,
FET devices of tilt boundaries show a decrease in conductance in both the parallel and
perpendicular configurations. On one tilt boundary, shown in 4.6c,d, the on-state boundary
conductance of both parallel and perpendicular devices decreases by 30% compared with
pristine crystals. However, measuring six angle devices yielded no consistent change in
conductance, decreasing by 5–80% compared with pristine. This variability is unsurprising:
in graphene, electrical measurements are highly dependent on the structure of the boundary
[111]. It is expected that these variations are wider and more complex in semiconducting
MoS2, where the electronic structure of the boundary should depend on the tilt angle and
atomic structure [133]. Significantly, in all mirror twin and tilt boundaries measured, the
change in conductance from any single grain boundary is only slightly more than the device-
to-device variation—an important conclusion for the applicability of MoS2-based electronics.
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4.6. Conclusion
Monolayers of large-area, highly crystalline MoS2 were synthesized on insulating surfaces
and the crystal edges, grain structure and grain boundaries were imaged with electron mi-
croscopy. The location of individual grain boundaries were identified on the surface and the
optical and electrical properties were systematically compared and related back to electronic
structure calculations. In particular, the repeatability of the mirror twin was used to corre-
late measurements of the structure, photoluminescence and electronic transport of a single
grain boundary structure. In tilt boundaries, photoluminescence and electrical transport
measurements vary markedly for different boundaries. Controlling grain boundaries will be
essential for optimizing MoS2 electronic and photovoltaic devices, where defects in large-area
heterostructures can lead to interlayer leakage or unwanted exciton recombination. MoS2
was just the first member of a large family of layered transition metal dichalcogenides to be
synthesized as a monolayer [32]. The above techniques are crucial for exploring synthesis
strategies to optimize the grain properties, and provide a template for studies of the micro-
scopic and macroscopic impact of grain structure on other monolayer membranes. These
results are thus a significant step forward in realizing the ultimate promise of atomic mem-
branes in electronic, mechanical and energy-harvesting devices.
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Figure 4.5. Optical properties of mirror and tilt boundaries. a–d, Optical
measurements of an island containing a mirror twin boundary. e–h, Corre-
sponding measurements for an island containing a tilt boundary. a,e are opti-
cal images; b–d and f–h are colour plots of photoluminescence. In b,f, red is the
relative quantum yield, with colour scale 0–1100 a.u. We see 50% quenching
at the mirror twin boundary and a 100% enhancement at the tilt boundary.
In c,g, green is the peak position, with colour scale 1.82–1.87 eV. There is an
upshift of 8 meV at the mirror twin boundary, and a much stronger 26 meV
upshift in the tilt boundary. In d,h, cyan is the peak width with colour scale
of 53–65 meV. The peak broadens from 55 to 62 meV at the boundary in both
samples. Reproduced from [112].
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Figure 4.6. Linear and logarithmic electrical transport transfer curves of
FETs fabricated from a mirror twin MoS2 island and tilt (42 deg) boundary
island shown in the insets of a and b, respectively. The curves correspond with
pristine regions (magenta and black), and regions containing a grain boundary
running perpendicular (cyan) and parallel (orange) to the flow of electrons.
All data were measured at room temperature, using the Si growth substrate
as a back-gate and a source–drain bias of 500 mV. Reproduced from [112].
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CHAPTER 5
Rhenium Disulfide: Studies in Anisotropic TMDCs
This chapter was adapted from two of our publications. The first was adapted with permis-
sion from D. A. Chenet et al., “In-Plane Anisotropy in Mono- and Few-Layer ReS2 Probed
by Raman Spectroscopy and Scanning Transmission Electron Microscopy”, Nano Letters, 15
(9), 5667-5672. Copyright (2015) American Chemical Society. The second was partially
adapted with permission from O. B. Aslan, D. A. Chenet et al., “Linearly Polarized Excitons
in Single- and Few-Layer ReS2 Crystals”, ACS Photonics, 3 (1), 96-101. Copyright (2015)
American Chemical Society.
5.1. Background
Rhenium disulfide (ReS2) is a semiconducting transition metal dichalcogenide (TMDC)
with an optical bandgap around 1.4 eV in bulk crystals synthesized by the vapor transport
method [110, 34]. The layered TMDCs, including MoS2, MoSe2, WS2, and WSe2, have gener-
ated significant interest in the research community as stable direct-gap semiconductors in the
monolayer limit with properties tunable by interlayer coupling [79, 59, 113], as well as poten-
tial for electronic, piezotronic, and optoelectronic applications [14, 80, 62, 121, 106, 97, 45].
ReS2, as a thin film material, has only recently attracted attention, with reports of the photo-
luminescence, Raman scattering response, and transconductive properties of ReS2 which have
been measured in the few-layer limit [110, 15]. These previous investigations did not identify
significant variation in the vibrational, optical, and electrical properties of ReS2 crystals as a
function of layer thickness, suggesting that the interlayer coupling is weaker in this material
than in the more widely studied TMDC crystals. While these studies were crucial first steps
in the thin-film characterization of this material, an important aspect remains unaddressed:
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the role of in-plane anisotropy in single- and few-layer crystals. Strong anisotropy of the
optical and electrical properties of ReS2 has been established for bulk crystals [71, 26, 36]
and is also expected in thin layers. Additionally, the Raman scattering response, while not
yet directly characterized, is also expected to be anisotropic based upon studies performed
previously on structurally similar ReSe2 [118] and thus to provide a simple optical means
of establishing the crystallographic orientation of single- and few-layer samples. This work
presents a detailed investigation of the Raman scattering in single- to few-layer ReS2. It
demonstrates that, like the previously measured bulk optical and electrical properties, the
Raman scattering response is also anisotropic. It is also shown that the anisotropic angle-
and polarization-resolved Raman spectra of ReS2 provide a method for the determination
of crystallographic orientation by a purely optical technique, as confirmed using scanning
transmission electron microscopy (STEM) to image the crystal lattice. Analysis of the dif-
ference in frequency between appropriate Raman modes is also found to provide a means of
determining the thickness of a given sample.
5.2. Structure
In contrast to the more studied group VI metal dichalcogenides like MoS2 and WSe2,
ReS2 monolayers exhibit a distorted 1T structure as the stable phase, as shown in Figure
5.1a [117, 86]. Previous studies of bulk ReS2 have noted that, due to the extra valence
electron on the group VII rhenium atoms, ReS2 exhibits both metal-chalcogen and metal-
metal bonds. The metal-metal bonds are responsible for creating a superlattice structure
of rhenium chains, indicated by a black double arrow in Figure5.1a. These chains distort
the monolayer crystal from the more symmetric 1T structure [34, 22, 24]. Experimentally,
crystals synthesized by vapor transport cleave with well-defined edges parallel to the rhenium
chains, typically denoted as the b-axis, providing a rapid method of crystal orientation
identification convenient for studying the anisotropic optical and electrical properties [36].
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Figure 5.1. Crystal structure and an example of an exfoliated ReS2 flake. (a)
Ball-and-stick model of ReS2 (yellow, S; teal, Re) monolayer with direction of
the Re chains represented by the black double arrow. (b) Optical micrograph
of an exfoliated sample. (c) Atomic force microscopy (AFM) image of the
sample indicated in the box in the optical micrograph. (d) The AFM scan
along the dotted red line in (c). Reproduced from [12].
While exfoliated mono- to few-layer samples that are attached to bulk crystals with well-
defined edges can be found, there is often ambiguity as to whether thinner samples also cleave
along the b-axis, as well as which of the cleaved edges follows the b-axis. Moreover, recent
progress and the technological demand for producing large-scale samples of TMDC thin
films by chemical vapor deposition [112, 39] necessitate the development of non-destructive
techniques for determining crystal orientation in thin film materials that are independent of
the preparation technique [118, 122, 69].
5.3. Raman Polarization
For this study, bulk ReS2 crystals (source: HQ Graphene) were mechanically-exfoliated
onto silicon dioxide (285 nm) on silicon substrates. Figure 5.1b shows an optical micrograph
of a single flake that contains regions of monolayer (1L), bilayer (2L), and trilayer (3L)
attached to a thicker bulk-like flake. Atomic force microscopy imaging, depicted in Figure
5.1c and Figure 5.1d, confirms a thickness of ~0.7 nm per layer [110].
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The anisotropic behavior of thin ReS2 can be probed using angle-resolved polarized Ra-
man spectroscopy, which has been previously used in a wide variety of applications including
studying strain-induced changes in the electronic structure of graphene [40], as well as deter-
mining the orientation of ReSe2 [118] and black phosphorus crystals [122, 119]. The Raman
spectra is measured in a backscattering geometry using a 532-nm laser with a fixed linear
polarization. The sample is rotated to an angle j between the incident polarization and the
direction normal to the cleavage plane (depicted by a white dashed line in all subsequent
figures). The scattered light is measured by a spectrometer with a 2400 l/mm grating, using
a linear polarizer to independently measure components parallel and perpendicular (cross) to
the incident laser polarization. The spectra for unpolarized detection can also be studied by
summing the parallel and perpendicular intensities after correcting for the relative collection
efficiency. This provides Raman spectra equivalent to those that would be measured with
an ideal, polarization-independent detection system.
Figure 5.2a shows the unpolarized Raman spectrum for a ReS2 monolayer. At least 16
Raman-active vibrational modes can be identified. A previous report on the ReSe2 system,
which possesses the same distorted crystal structure, predicted 18 Raman-active vibrational
modes [118]. For the present study, attention is restricted to the range of Raman shifts
between 120 cm-1 and 240 cm-1, since the strongest modes occur in this frequency range
(Figure 5.2b). Figure 5.2c depicts the evolution of the Raman spectrum as the sample is
rotated about the surface normal. The intensity of each peak varies strongly with angle,
while the peak positions are unchanged. Before examining the orientation dependence more
closely, it is worthwhile to study the layer dependence of the unpolarized Raman spectra
(Figure 5.3).
5.3.1. Layer Dependence. Figure 5.3a is a micrograph of a sample containing regions
that are 1L, 2L, 3L, and 4L thick. A few of the layers cleaved with well-defined edges, as
highlighted with black dashed lines. Figure 5.3b shows the Raman spectra for each region at
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Figure 5.2. Raman spectra for monolayer ReS2. Full (a) and detailed (b)
view of the monolayer ReS2 Raman spectrum. (c) Unpolarized Raman spectra
as a function of sample orientation angle. The spectra taken every 20° from
0° to 180° by rotating sample about its surface normal are presented with a
vertical offset and with relative intensities preserved. Reproduced from [12].
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Figure 5.3. Raman spectra of ReS2 samples as a function of layer thickness.
(a) Optical micrograph of 1L, 2L, 3L, and 4L samples. The dashed black lines
indicate the well-defined edges as cleaved. The green double arrow represents
the polarization of the 532 nm incident laser. (b) Stacked plot of Raman
spectra in 1L, 2L, 3L, and 4L ReS2 taken with sample at an orientation of j =
120°. (c) Frequencies for modes I, III, and V, labeled in (b), as a function of
thickness (1L, 2L, 3L, 4L, and bulk) on the left vertical axis with the frequency
difference between modes I and III on the right vertical. Reproduced from
[12].
a fixed orientation (j = 120º). This orientation is chosen because all modes of interest are
sufficiently strong for further analysis. For simplicity, the modes are labeled from lowest to
highest wavenumber with Roman numerals I through V, with approximate peak positions
of 135 cm 1, 141 cm 1, 150 cm 1, 160 cm 1, and 211 cm 1 This study reveals that it is in
fact possible to quantify the number of ReS2 layers by examining the Raman peak positions,
as has been shown for other 2D materials [59]. Figure 5.3c displays the peak positions of
Raman modes I, III, and V as a function of thickness. The positions of modes III and V
change only marginally from one to four layers, as does mode IV (not shown). The position
of mode I, on the other hand, varies from 133.1 ± 0.1 cm 1 in the 1L to 136.2 ± 0.2 cm 1 in
the 4L. The weaker mode II shows a similar thickness-dependent tuning. The III-I frequency
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Figure 5.4. Substrate dependence on frequency difference betweenmodes III
and I. Reproduced from [12].
difference is 16.8 ± 0.2 cm 1, 14.9 ± 0.3 cm 1, 14.0 ± 0.3 cm 1, and 13.5 ± 0.2 cm 1 for
monolayer, bilayer, trilayer, and tetralayer, respectively and converges to 12.7 ± 0.3 cm 1 in
the bulk. (Note: The error bars derive from the difficulty of fitting overlapping Lorentzians.)
This result provides a method for identifying thickness of samples in the few-layer regime
like the technique used for MoS2 [59]. Since the peak positions do not shift significantly with
polarization angle, these results are robust enough to allow comparison between different
samples. Crucially, this analysis requires using an orientation where all of the relevant peaks
are sufficiently strong. This can be achieved simply by rotating the sample. This experiment
was performed on numerous samples on different substrates and the behavior is consistent
(see Figure 5.4).
Figure 5.5 depicts the orientation-dependent polarization response of mode V in the 4L
region with cross-polarized (blue) and parallel-polarized (red) collection, as well as unpolar-
ized (black) collection. The cross- and parallel-polarized spectra yield 4-lobed and 2-lobed
shapes, respectively. With this data, it is possible to gain insight into the character of the
Raman tensor 118. For the purposes of developing a convenient optical method to deter-
mine crystallographic orientation, focused is directed towards the parallel polarization data
for which the Raman response is significantly stronger and, thus, easier to fit.
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Figure 5.5. Raman intensity of mode V in the 4L region with unpolarized
(black), cross-polarized (blue), and parallel-polarized (red) collection. Repro-
duced from [12].
In order to fit the angle- and polarization-resolved Raman intensities, we must return to
Equation 3.12 (restated here for convenience):
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the unit vector representations of the incident and scatter light polarizations, respectively.
With the incident light wavevector perpendicular to the layer plane, the relevant part of the







and can be transformed from a rotated coordinate frame (mismatch between crystal axes
and laboratory frame) using rotation matrices eQ and eQT :
eQ =
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Figure 5.6. Angle-resolved Raman response with parallel-polarized collec-
tion for modes III and V, centered at ~150 cm 1 and 211 cm 1, respectively.
(a) Optical micrograph of an exfoliated ReS2 sample. The white dashed line
represents the reference sample orientation. (b) Angle-resolved Raman inten-
sities of modes III (green squares) and V (purple triangles) in a 4L sample of
ReS2 presented in a polar plot. (c) Variation with sample orientation of the
intensity of mode III for samples of 1L-4L thickness. The data for each layer
thickness are normalized and offset in the plot. The grey solid lines represent
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. After performing the transformation of the Raman tensor, we obtain the following equation
that we use to fit the Raman intensities with scattered polarization parallel to the excitation
polarization:
(5.31) Ik / |a sin2 ✓ + 2b sin ✓ cos ✓ + d cos2 ✓|2
.
Figure 5.6 presents the parallel polarization Raman response of modes III (green) and
V (violet). Figure 5.6b is a polar plot of the intensity of modes III and V for the 4L
region. Mode III exhibits a maximum intensity at an angle of ~58°. Mode V exhibits a
maximum intensity at an angle of ~91°, which also happens to be parallel to one of the
edges of the exfoliated flake. These two modes were previously calculated in the literature
by DFT simulations. Mode III was shown to consist of mostly in-plane vibrations and
mode V was shown to contain out-of-plane vibrations of the sulfur atoms along with in-
plane vibrations of the rhenium atoms in the direction of the b-axis [110]. It is hypothesize
that the angle of maximum intensity for mode V should be in the direction of the b-axis.
Next, the consistency of the Raman polarization dependence of each mode as a function
of layer thickness is examined. Figure 5.6c depicts the polarization dependence of mode
III in the 1L, 2L, 3L, and 4L regions. This mode polarization behavior is unchanged for
all 4 different thicknesses, with maximum intensity located at ~58°. Figure 5.6d shows the
thickness dependence of mode V. In contrast to mode III, the polarization of mode V varies
slightly with thickness, with maximum intensity for this mode at 83° for 1L, 90° for 2L, and
91° for 3L and 4L. This variation may be due to interlayer coupling, substrate interactions or
strain induced from the mechanical exfoliation process, the effects of which are expected to
diminish in each subsequent layer. It could also be due to the fact that the excitation photons
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Figure 5.7. Annular dark-field scanning transmission electron microscopy
(ADF-STEM) of bulk to monolayer ReS2. (a) Low magnification ADF-STEM
image of ReS2 sample on a Quantifoil TEM grid. Inset: optical micrograph
of sample on PDMS before transfer. (b) Medium magnification ADF-STEM
image of suspended ReS2 where the sample tore during the transfer process. (c)
High magnification ADF-STEM image of a few-layer region. (d) Polarization-
and orientation-resolved Raman spectra of bulk region. White double arrows
depict direction of rhenium chains in (a)-(c). Reproduced from [12].
are above the bandgap and the Raman scattering contains interactions with the electronic
structure, which is also expected to anisotropic. The variation in mode V with layer thickness
is not reflected in the behavior of mode III, suggesting that mode III is less sensitive to the
cause of this variation. Nonetheless, it is clear that mode V displays a maximum intensity
when the excitation is roughly parallel to one of the edges of the cleaved crystal. Consistent
behavior has been observed on > 20 samples on different substrates including at least 4 of
monolayer, bilayer, and trilayer thickness.
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5.3.2. Raman Correlated with Transmission Electron Microscopy. Figure 5.7
demonstrates the use of annular dark-field scanning transmission electron microscopy (ADF-
STEM) to image the crystal lattice and confirm that the Raman spectra can be used to
determine the crystal orientation. Figure 5.7a shows the low-magnification ADF-STEM
image of a ReS2 sample that was transferred onto a Quantifoil TEM grid. The sample
contains regions ranging from bulk to monolayer, with some regions that are completely
suspended. During the transfer process, some regions tore with well-defined edges, such as
the one marked by the yellow arrow. Figure 5.7b shows a higher magnification image of
this region and confirms that the b-axis (rhenium chains) runs parallel to the cleaved edge.
Figure 5.7c presents a higher magnification ADF-STEM image taken from the few-layer
region marked by the blue arrow. The bright spots represent the rhenium atoms and the
rhenium chains, which run in a direction ~90° measured clockwise from the vertical, are
easily visible. Figure 5.7d depicts the parallel polarization response of the Raman spectra
for modes III (green) and V (violet) taken on the bulk region of the sample, as denoted by
the red arrow in Figure 6a. Mode III is a maximum at an angle of ~55° measured clockwise
from the vertical and is denoted by the green line in Figure 5.7c. Mode V is a maximum at
an angle of ~91° degrees, which corresponds to the direction parallel to the rhenium chains.
5.3.3. Reflection Contrast and Photoluminescence. Next we use reflection con-
trast and photoluminescence spectroscopy to explore the anisotropic optical response of
ReS2. Using methods described above, we first determine the orientation of the b-axis.
We then perform reflection contrast measurements of samples exfoliated onto transparent
polydimethylsiloxane (PDMS) substrates. Samples were illuminated with a tungsten lamp
through a linear polarizer in conjunction with a beamsplitter and the reflected signal was
collected with a liquid nitrogen cooled CCD array. Differential reflectance was measured
between the sample and the substrate. Figure 5.8a shows the reflection contrast spectra as
a function of polarization of incident light. Direct transitions 1 and 2 are labeled with black
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and red arrows, respectively. It can clearly be seen in Figure 5.8b that, by fitting the spectral
weights of the two optical transitions, excitons 1 and 2 have a polarization dependence and
neither are parallel (or perpendicular) to the b-axis, which is labeled with a blue line in
Figure 5.8b.
Figure 5.8. Anisotropic optical response of 1L ReS2. a) Reflection contrast
measurements as a function of polarization angle with respect to the sample
orientation. Optical transitions are labeled with black (exciton 1) and red
(exciton 2) arrows. b) Integrated areas of excitonic transitions 1 and 2. Blue
line represents the orientation of the b-axis (cleaved edge). Reproduced from
[2].
We next measure the anisotropic photoluminescence of a 3L sample using a Renishaw
InVia microscope with a linearly-polarized 532 nm laser and a spectrometer equipped with
a 600 l/mm grating. We use a polarization filter in front of the spectrometer and rotate the
sample for each spectra. Figure 5.9a shows the corresponding reflection contrast spectra and
Figure 5.9b shows the PL response. It can be seen that the polarized PL emission follows
the polarized absorption. The exact origin of this anisotropy is still unknown; however, our
results agree with previous measurements performed on bulk samples [71].
5.3.4. Raman Correlated with DC Electric Transport Measurements. In order
to determine whether the electrical conductivity of monolayer ReS2 exhibits anisotropic
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Figure 5.9. Anisotropic optical response of 3L ReS2. a) Reflection contrast
measurements as a function of polarization angle with respect to the sample
orientation. Optical transitions are labeled with black (exciton 1), red (exciton
2), and green (exciton 3) arrows. b) Photoluminescence spectra as a function
of emission polarization. Reproduced from [2].
behavior that can be predicted by the Raman spectra, we compare the Raman data with
electrical transport measurements of monolayer ReS2 field-effect transistors (FETs). Figures
5.10a shows an array of FETs built on a single monolayer ReS2 flake that has been etched into
channels set at different angles with respect to the crystal axis. The array contains 15 FETs
at a spacing of 22.5°. Before fabrication, the orientation of the monolayer was first determined
optically and with angle-resolved polarized Raman spectroscopy. The monolayer was then
transferred onto a flake of hexagonal boron nitride and patterned into devices using electron
beam lithography and O2 plasma etching. Figure 5.10b is a schematic cross-section of two
devices. All devices have identical 1 mm x 1 mm square channels with identical contact areas,
a common source electrode, and a global silicon back gate. Figure 5.10c shows a transfer
curve of a single FET. The measurements were performed in a vacuum probe station, at room
temperature with a drain voltage of 500 mV. The curve shows n-type behavior with 2-terminal
field-effect mobility of 4.34 cm2/V-s and an on/off ratio greater than 106. Additionally, the
device exhibits very little hysteresis. All of the devices exhibit similar Ohmic contacts,
negligible hysteresis, field-effect mobilities in the range of 2.73-4.73 cm2/V-s, and on/off
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ratios exceeding 105. Next, we compare the electrical transport properties as a function of
angle. Figure 5.10d shows the on-state conductance (at V
bg
= 40 V) and 2-terminal field-
effect mobility as a function of angle. It can be clearly seen that both the conductance and
mobility vary strongly with orientation of the channel: the on-state conductance varies from
1.26 mS to 2.67 mS, while the mobility varies from 2.73 cm2/V-s to 4.73 cm2/V-s. Both are
highest in the direction parallel to the cleaved edge of the crystal (vertical dashed black
lines) and peak intensity of Raman mode V (vertical purple lines), and both are lowest
perpendicular to this axis. This result is consistent with what has been observed previously
in bulk n-type ReS2 crystals and suggests that mode V can be used to predict the direction of
the b-axis, which is the direction of highest electrical conductivity [36]. However, it must be
acknowledged that large contact resistances make an accurate quantification of the anistropy
impossible. Four-terminal resistivity measurements are necessary to further characterize this
property. Nonetheless, the behavior can be confirmed over several sets of devices.
5.3.5. Conclusion. These results confirm the utility of angle-resolved polarized Ra-
man spectroscopy in determining the crystal orientation in layered TMDCs possessing the
distorted 1T structure. These observations and conclusions are supported by atomic-scale
imaging with ADF-STEM and further correlated with optical spectroscopy and DC electri-
cal transport measurements. It will prove invaluable in the future study of the anisotropic
optical and electrical properties in thin film ReS2. ReS2, however, is only just one of the
TMDCs exhibiting the distorted 1T phase to be explored in the few-layer limit and lessons
learned here should serve to inform future experiments in similar material systems.
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Figure 5.10. Angle-dependent electrical transport in monolayer ReS2 tran-
sistors. (a) Optical micrograph of an array of 15 transistors fabricated in
monolayer ReS2 on h-BN/SiO2/Si substrate. (b) Schematic representation of
the cross-section for 2 transistors, with the section cut represented by the black
line in (a). (c) Transfer curve for the device labeled “D7” in (a), with the con-
ductance plotted on logarithmic (green) and linear (orange) scales on the left
and right y-axes, respectively. (d) Conductance (blue) and 2-terminal field-
effect mobility (red) for each device in (a) as a function of the angle between
the device channel and the vertical. Reproduced from [12].
74
CHAPTER 6
Transition Metal Dichalcogenides Alloys
6.1. Background
The discovery of the indirect to direct bandgap transition in the Group VI transition
metal dichalcogenides (TMDCs), namely MoS2, WS2, MoSe2, WSe2, has brought these ma-
terials to the forefront of 2D material research in the past several years. No longer dom-
inated by graphene, the field has opened up to explore the semiconducting properties of
these TMDCs for digital logic [74, 63, 95], valleytronic [45, 48, 65, 80, 106, 120, 127], and
piezotronic applications [20, 121, 131], as well as studies in fundamental physics [103, 105].
In addition to the efforts towards synthesizing and characterizing the high-quality, pure ver-
sions of these materials, there has recently been considerable effort extended towards the
synthesis of heterostructures and alloys. Recent reports on alloys of Mo1 xWxS2 [52] and
MoS2(1 x)Se2 [25, 50, 67] have demonstrated continuous optical bandgap tuning throughout
the range enveloped by the pure compounds at x=0 and x=1. These fundamental studies
were essential to the continued engineering of 2D semiconductor material systems. How-
ever, to this point, there are two very important Group VI TMDCs that have remained
unexplored: MoTe2 and WTe2.
MoTe2, in it’s most commonly studied ↵-phase (2H), is a low bandgap (1.0 eV in the
bulk; 1.1 eV in the monolayer) semiconductor. However, MoTe2 is markedly different from
its more widely studied counterparts in that it possesses a high temperature  -phase (1T’)
that is also metastable at room temperature [46].
 -MoTe2 is a semimetal and is typically synthesized by similar chemical vapor transport
techniques as the ↵-phase except that it is quenched at high-temperature, before it reaches
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Figure 6.1. Energy difference between the 2H, 1T, and 1T’ phases in Group
VI TMDCs. Reproduced from [21].
the phase transition temperature.  -MoTe2 has recently been gaining considerable attention
due to its potential as another candidate, in addition to semimetal WTe2 (1T”), for studying
Weyl fermion physics [105, 103].
In addition to the study of fundamental physics in condensed matter, there are potential
technological implications for a material system with a semiconductor/semimetallic phase
transition. Duerloo et al. reported that, through density functional theory calculations, it
is expected that the transition from ↵-phase to  -phase could occur at room temperature
with the application of approximately 0.5-1.5% strain [21].
Unfortunately, these levels of strain are slightly higher than required to have a broad
technological relevance. However, in follow-up publications, they predicted that alloying
MoTe2 with a small fraction W would allow the tuning of properties from pure MoTe2, a
material with a phase transition temperature of 920ºC, to pure WTe2, a material whose only
known stable phase is a semimetallic 1T” phase, potentially with a composition inbetween
that possesses a phase transition that occurs near room temperature [19]. This phase tran-
sition could then, theoretically, be driven by strain, heating/cooling, or charge density [68].
A material with such properties would possess potential in applications such as non-volatile
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Figure 6.2. Strain required to create 2H–>1T’ phase transition in MoTe2.
Reproduced from [21].
phase change memory, strain sensors, and optical modulators.
6.2. Composition and Structure Characterization
In order to study the crystal structure as a function of composition, we synthesize bulk
crystals with varying molybdenum to tungsten ratios using the chemical vapor transport
method. We then employ several different characterization techniques to both confirm our
ability to drive a phase change by composition as well as study the properties of the sepa-
rate phases. The characterization techniques include electron dispersive x-ray spectroscopy
(EDX), Raman spectroscopy, and DC electrical transport measurements.
The first observations that can be made of the bulk crystals can be done on the macro-
scopic scale. Bulk crystals that were very high in tungsten content possessed a needle-like
morphology (see Figure 6.4: left), whereas crystals with low tungsten content had a less-
defined prismatic morphology (see Figure 6.4: right). These are early indications of struc-
ture as 1T’ and 1T” crystals are known to exhibit highly anisotropic, and often needle-like,
morphologies. Occasionally, crystals presumed to be 2H in appearance had regions with
needle-like protrusions, suggesting a mixture of crystal phases in a single growth, potentially
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Figure 6.3. Theoretical phase diagram for Mo1 xWxTe2 alloy. Reproduced
from [19].
Figure 6.4. Scanning electron micrograph of bulk 1T” and 2H Mo1 xWxTe2
alloy crystals.
due to a temperature and/or kinetics gradient during the growth process. In general, these
crystals were excluded from the exfoliation process as it would add confusion to the analysis.
The compositions of these bulk crystals were studied by EDX. The calibration of the
EDX was confirmed using pure WTe2 and ↵-MoTe2 grown by flux growth and yielded tran-
sition metal:chalcogen ratios of 1:2. Alloys with tungsten content as high as x=0.27 were
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characterized in this study.
6.3. Raman Characterization
In order to further confirm the structure of each alloy, we performed Raman spectroscopy
on the bulk crystals. The reduction of symmetry associated with a transition from the 2H to
either the monoclinic 1T’ or orthorhombic 1T” phase is expected to produce an observable
shift in the Raman spectra due to the selection rules for the 2H (D6h in bulk), 1T’ (C2h),
and 1T” (C2v) point group symmetries [46, 53]. For this study, we focus on thicker samples
(N>10) in order to minimize effects due to frequency shifts associated with changes in the
number of layers as well the tendencies of thinner samples to degrade quicker, as per several
reports.
The Raman spectra of 2H MoTe2 has been well-studied in previous works and is expected
to produce strong first-order Raman scattering at 170 cm 1 and 235 cm 1 associated with
the A1g and E2g modes in the bulk [27, 98, 123]. More recently, there have been a few reports
on the Raman scattering in  -MoTe2 and WTe2. To illustrate the differences of the Raman
spectra of the 3 pure materials, we plot them together in Figure 6.5(left). We highlight
3 of the Raman-active modes that are unique to each pure crystal with green (WTe2),
black (↵-MoTe2), and red ( -MoTe2) dashed lines. These correspond to A21 (green), E2g
(black), and A
g
(red) modes in WTe2, ↵-MoTe2, and  -MoTe2, respectively [46, 53, 43]. It is
important to note that Raman scattering in both  -MoTe2 and WTe2 are sensitive to both
the polarizations of the incident and scattered light [53]. Therefore, in order to elucidate the
perceived emergence or disappearance of a particular peak, we plot in Figure 6.5 (right) the
Raman spectra of  -MoTe2 as a function of sample orientation while collecting the scattered
light with polarization parallel to the incident light in the backscattering geometry.
Next we examine the Raman spectra of the alloyed materials in Figures 6.6. Figure 6.6
(left) shows the Raman spectra of several alloys whose compositions were measured using
EDX prior to exfoliation. The compounds range from x=0 (top) to x=1 (bottom). The
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Figure 6.5. Raman spectra of WTe2,  -MoTe2, and ↵-MoTe2 (left) and
polarization-resolved spectra of  -MoTe2 (right). Vertical dashed lines are
guides to the eye.
spectra indicate that there is a transition from 2H to 1T” at a composition of approximately
x=0.09. Additionally, we note that, at high tungsten concentration, the A1 peak that is
typically associated with WTe2 begins to emerge (green dashed line). We also note that the
lower frequency modes in the 100-170 cm 1 range gradually blue shift towards the positions
normally found in WTe2, likely indicative of the increased force constant associated with
the transition metal-chalcogen bond. In order to rule out that this blue-shifting of the lower
frequency modes is a mere coincidence, we perform layer dependent Raman on an alloy with
x=0.12 (see Figure 6.6: right). We do not observe significant frequencies shifts in these
lower frequency modes as a function of thickness. We do, however, observe a variation in
the intensities of these modes with thickness. The cause of this warrants further study but
it is likely due to degradation/oxidation of the thinnest layers [60].
6.4. Electrical Transport
Next, we sudy the electrical properties associated with the two different crystal structures
exhibited by these alloys. Four-terminal resistivity measurements were performed on few-
layer alloyed crystals of several different compositions. Devices were fabricated quickly,
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Figure 6.6. Raman scattering response of bulk Mo1 xWxTe2 alloys as a func-
tion of composition (left) and Raman scattering response of Mo
.88W.12Te2 as
a function of thickness (right).
minimizing exposure to ambient environment, and measured in a vacuum probe station using
a semiconductor paramater analyzer. All devices exfoliated from crystals with low tungsten
concentration showing 2H Raman scattering exhibited semiconducting behavior with on/off
ratios at room temperature in the 103-105 range (see Figure 6.7a). Devices with high tungsten
concentration exhibited no gate dependence (see cyan curve in Figure 6.7a). In Figure 6.7b,
we plot the resistances at zero gate bias. Devices in the red region exhibited resistances on
the order of 1 GW and all crystals in this composition range exhibited 2H Raman scattering.
Devices in the purple compositional region came from batches that contained both 1T” and
2H crystals, although the flakes themselves were 2H and had resistances in the GW range.
All devices measured in the blue region were 1T”, exhibited no gate dependence, and had
resistances on the order of 100 W. Clearly, as expected, there is a stark contrast between the
electrical properties of 2H and 1T”.
6.5. Raman Evolution with Joule Heating
We also develop a technique to study the phase transition in Mo1 xWxTe2 alloys as
a function of temperature using graphene/hexagonal boron nitride heterostructures. Fig-
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Figure 6.7. a) Transfer curve of transistors fabricated from few-layer
Mo1 xWxTe2 alloys. Red and purple curves are alloys that exhibited 2H
Raman scattering. Cyan is a 1T” device that exhibited negligible gate de-
pendence. b) Channel resistances as a function of molybdenum concentration
were measured at V
bg
= 0 V. The red shaded region represents stoichiometries
confirmed by EDX that exhibited 2H Raman scattering. The purple region
represents stoichiometries measured in EDX where we observe crystals with
either 2H or 1T” Raman scattering. The blue region contained crystals where
we only observe 1T” Raman scattering and semi-metallic electrical properties.
ures 6.8a and b show a cross-section schematic and optical image of an example device,
respectively. We use dry transfer techniques to create an encapsulated device where we can
use Joule heating through the graphene to raise the temperature of the Mo1 xWxTe2 alloy.
However, in the data to follow, we first attempt the phase change on pure ↵-MoTe2. The
graphene provides a semi-transparent heater through which we can still perform Raman
spectroscopy. Moreover, it allows us to avoid potential alloying since typical refractory met-
als, such as molybdenum, tungsten, and tantalum, have a phase diagram with tellurium,
whereas carbon does not. The heterostructure also allows us to avoid potential oxidation of
the tellurium, after which all phase transitions would be irreversible.
Figure 6.8c shows the current vs. voltage curve for the graphene device on the left y-axis
and electrical power vs. voltage on the right y-axis. The device exhibits ohmic behavior
until the power generation reaches approximately 25 mW; at which point the conductivity
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Figure 6.8. (a) Device schematic, (b) optical micrograph, and (c) I-V, P-V
of graphene device.
of the graphene begins to decrease via a self-heating effect due to increased electron-phonon
scattering. Figure 6.9 shows the Raman spectra of the MoTe2, fitted peak positions of the
E12g mode in MoTe2 and G peak in graphene, and the estimated temperature of both lattices
as a function of power. The temperature is estimated based upon a linear coefficient relating
phonon softening to 4T that was calculated in a preliminary experiment. Raman spectra
were taken at each applied power (voltage) with 1 min accumulation times after a 2 min
settling time. Laser powers were kept below 200 µW in order to avoid heating induced by
the laser.
Figure 6.9b shows that, over the range of the experiment, the graphene G peak shifts
by almost 12 cm 1. At approximately 45 mW of applied power, the G peak is no longer
discernible due to the blackbody radiation overwhelming the detector in the range of the G
peak. However, we still collect the MoTe2 spectra. Figure 6.10 shows the MoTe2 Raman
spectra over the total range of applied powers from lowest (bottom) to highest (top). As the
power is increase, we observe significant phonon softening in the in-plane E2g mode. At an
applied power of approximately 20 mW, the MoTe2 is at an estimated 250ºC and the B2g
mode begins to split. This mode is Raman silent in monolayer and bulk and is only present
in few-layer. The splitting and eventual disappearance of this mode may be indicative of the
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Figure 6.9. (a) MoTe2 Raman spectra as a function of electrical power in
the low power regime. (b) E2g and G peak shifts of MoTe2 and graphene,
respectively, as a function of power. (c) Estimated temperature of MoTe2 and
graphene.
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loss of interlayer registry in the few-layer MoTe2. At 60 mW, the doubly-degenerate, in-plane
E2g mode splits into two weak and broad peaks. Two strong peaks at approximately 131
cm 1 and 151 cm 1 begin to merge at this high temperature phase. Their origin is, at this
point, unknown; however, they appear to be related to the peak that is initially present at
approximately 141 cm 1. This mode was identified as a double resonance mode by Guo
et al. in which they attributed it to a difference combination mode involving the E12g and
longitudinal acoustic (LA) modes at the M points [31]. Given that this mode follows the
splitting of the E12g mode, their assignment is likely correct.
In Figure 6.11, we plot the Raman spectra during the cooling process. Initally, it appears,
from the high temperature Raman, that the material is being irreversibly broken down. How-
ever, upon slow cooling, the E2g and B2g modes re-emerge. It is possible that the observed
peak splitting is indicative of an incomplete phase conversion; however, it is possible that it
is mostly a signature of large in-plane strains due to different thermal expansion/contraction.
However, given it’s sudden appearance, further study is warranted.
6.6. Conclusions and Future Work
We successfully observed the phase change in Mo1 xWxTe2 alloys driven by composition.
We identified a narrow compositional range defining the phase boundary for as-grown crys-
tals. Further, we characterized the optical and electrical properties of the different crystal
stuctures exhibited by these alloys. Finally, we developed a device architecture to further
study the phase dynamics in these materials. While we did not observe the phase change, it
may be due to the kinetics associated with a phase change of pure ↵-MoTe2. Typically, in
bulk crystal growth, the relaxation from the high temperature phase  -MoTe2 to ↵-MoTe2 re-
quires slow cooling over the course of tens to hundreds of hours. Additional experiments will
be performed on the alloys as well as on  -MoTe2, which should require a lower temperature
to drive the phase transition.
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Figure 6.10. MoTe2 Raman spectra throughout entire power range.
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Figure 6.11. MoTe2 Raman spectra in the initial (black), max-temperature
(red), slow-cooled (green), and quenched (blue) states.  -MoTe2 Raman spec-





Layered semiconductors, such as MoS2, WS2, and WSe2, exhibit strong absorption over
a broad spectrum and, thus, possess interesting potential in optoelectronic applications [70].
Many devices have been demonstrated with a photoresponse that is tunable by using a
gate electrode to locally modulate the chemical potential in the active region of in-plane
p-i-n diodes, Schottky diodes, and phototransistors [124, 130, 4, 93, 97, Fontana et al., 85].
Recently, there have also been reports of optoelectronic devices that exploit the out-of-
plane transport properties in graphene/TMDC/graphene vertical heterostructures [83, 126,
6, 84]. These devices also require a gate electrode; however, in these cases, the gate electrode
functions to modulate the chemical potential of one of the graphene electrodes in order to
create a built-in field.
7.2. MoTe2 Optoelectronics
Molybdenum ditelluride (MoTe2) is a small (optical) bandgap (1.0 eV in the bulk; 1.1
eV in the monolayer) layered semiconductor [98]. It possesses similar properties to the other
Group VI TMDCs, such as MoS2, WSe2, WS2, and MoSe2; namely large exciton and trion
binding energies, large spin-orbit coupling, and an indirect to direct bandgap crossover when
approaching the monolayer limit [99]. There are, however, two significant distinctions. The
first is that it possesses a smaller bandgap, which expands the operable wavelength range.
The second is that this material exhibits environmental stability issues; there have been
several works demonstrating rapid degradation in air [11]. This unfortunate fact should
not, however, preclude it from being thoroughly evaluated from an applications perspective.
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Several recent works have demonstrated that encapsulation enables the preservation of other
air-sensitive layered materials and surface passivation is an engineering challenge that has
been solved in multiple material systems.
In addition to an optical bandgap that allows absorption throughout the entire visible
spectrum and into the near infrared, MoTe2 is expected to possess moderately high carrier
mobilities as compared to its other Group VI TMDC counterparts. The electronic properties
coupled with its low dimensionality, which is expected to lend itself to high mechanical
flexibility, could enable its use in potentially flexible optoelectronic applications. Moreover,
the synthesis and transfer processes that are distinct to 2D materials and have been developed
in several other systems allows for the integration onto arbitrary substrates and into standard
CMOS processes. In order to better study the potential of MoTe2, we study both in-plane
and out-of-plane heterostructures using hexagonal boron nitride (h-BN) as a dielectric and
encapsulant and graphene as both the anode and cathode due to its benefits as a transparent
contact whose work function can be modulated electrostatically or chemically.
7.2.1. In-plane Photodetectors. Figure 7.1 shows the architecture for a split-gate
MoTe2 p-i-n diode, a common architecture used in measuring the photovoltaic response in
layered TMDCs and carbon nanotubes. In this structure, 20 nm thick Pd local gates (1
µm separation) were prefabricated on a silicon wafer with a 285 nm insulating SiO2 epilayer
using electron beam lithography. H-BN, 4-layer MoTe2, graphene and a top h-BN were
then deposited using sequential aligned dry transfers. Electrical contact to the device was
achieved through a 1-dimensional edge contact to the graphene, which is used to make a
low-resistance contact to the MoTe2. In this device, fabrication was done in an ambient
environment and complete encapsulation was achieved in less than 30 minutes in order to
minimize any degradation to the MoTe2.
Figure 7.1c shows the dark I-V curves with local gate 2 fixed at -3 V while stepping local
gate 1 from +1.6 V to -1.6 V. Voltage limits were placed on both gates in order to avoid
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breakdown in the h-BN dielectric. Rectification, as expected, occurs when the two local
gates have opposite polarity. In order to map the generation of photocurrent as a function of
position, we use piezo-controlled mirrors to raster a 600 nm laser spot (40x objective; NA=),
while simultaneously measuring current generated under the zero bias condition. Figure 7.1d
shows the photovoltaic response of the device in units of responsivity (mA/W). It is clear
from the map that the response is narrowly confined within the junction defined by the two
local gates.
Next we examine the photoresponse as a function of wavelength. Figure 7.2 (left) shows
the I-V curves under 200 nW (measured at the objective) illumination of the junction as a
function of wavelength from 450 nm to 675 nm. Figure 7.2 (right) shows the corresponding
short circuit currents and open circuit voltages. The device shows a peak response at a
photon energy of around 1.9 eV. This peak corresponds with a direct optical transition
labeled as the A’ peak in the absorption spectra measured by Ruppert et al. [98].
Figures 7.3 a) through c) show the I-V curves under illumination by 500 nm, 600 nm,
and 725 nm light, respectively, as a function of incident power. Figures 7.3d shows the
corresponding short circuit current and open circuit voltages. It can be seen that the short
circuit current begins to saturate at an incident power of approximately 2 µW . This could,
perhaps, be attributed to saturable absorption caused by increased carrier-carrier and carrier-
phonon interactions that limit the overall efficiency at high power densities. This effect has
been observed in other TMDC photodetectors, albeit at much higher power densities. It
could also be a result of local heating caused by absorption of the Pd local gates. In Figure
7.4, we plot the external quantum efficiency (EQE) of the device as a function of power and
wavelength. The device exhibits a peak EQE at roughly 5.3% for 600 nm at 100 nW. This is
comparable to devices reported with similar architectures with other TMDCs; however, it is
likely far too low to be technologically relevant. This, in addition to the inherent fabrication
challenges and small device active area, probably preclude this architecture from industrial
applications.
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Figure 7.1. Device architecture for split-gate p-i-n diode. a) Schematic of
the device. b) Optical image of the device. MoTe2 was 4 layers thick, graphene
was approximately 4 layers thick, and the bottom and top h-BN layers were
approximately 20 nm and 15 nm, respectively. c) Dark IV characteristics.
The local gate next to the drain is fixed at -3 V while the local gate next
to the source electrode is stepped from +1.6 to -1.6 V. d) Photocurrent map
displaying the device responsivity (measured at 0V bias) under illumination
by a 600 nm laser spot through a 40x objective (NA=0.6) with a power of 200
nW (measured at the objective).
7.2.2. Out-of-plane Photodetectors. We next characterize the performance of out-
of-plane (vertical) photodetectors. Figure 7.5a shows an optical micrograph of a vertical
device fabricated by all dry transfer techniques (see Figure 7.5b for cross-section schematic).
Once again, in order to avoid degradation of the MoTe2, complete encapsulation was achieved
within 30 minutes after exfoliation. The exfoliation of graphene onto SiO2 is expected to
produced moderate p-doping. Figure 7.5c shows the transfer curve of both the bottom
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Figure 7.2. Photoresponse at a constant 200 nW through a 10x objective
with laser spot center over the junction. (left) I-V curves as a function of
wavelength. Left) I-V curves as a function of wavelength. Right) Short circuit
current and open circuit voltage as a function of photon energy. The graph
shows a peak response at an energy of ~1.9 eV.
graphene by itself (blue curve) and through the vertical device (red). The blue curve is
typical of p-doped graphene with a charge neutrality point at V
bg
= 50 V. The red curve
displays 2 peaks in the resistance. It is expected that the bottom graphene only partially
screens the electric field created by the gate bias. Therefore, the peak in resistance at V
bg
=
0 V is likely due to a convolution of the very lightly-doped MoTe2and top graphene, while
the peak at positive gate bias can be attributed to the bottom p-doped graphene.
Next, we examine the photoresponse of the device by mapping the short circuit current as
a function of backgate voltage under 633 nm illumination. Figure 7.6b shows the short circuit
current maps as a function of V
bg
. It can be seen that the device produces a substantial
photoresponse even in the absence of an applied gate bias, owing to the efficacy of the
moderate p-doping induced by the substrate. The responsivity increases from approximately
-100 mA/W at V
bg
= 0 V to -200 mA/W at V
bg
= -60 V. Once V
bg
reaches 40-50 V, and
the bottom graphene reaches its charge neutrality point, the photoresponse decreases to zero
and then changes sign with higher positive gate voltages. This can also be observed in Figure
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Figure 7.3. a) IV curve under illumination as a function of power for   =
500 nm. b) IV curve under illumination as a function of power for   = 600
nm. c) IV curve under illumination as a function of power for   = 725 nm. d)
Short circuit currents and open circuit voltages as a function of power and
wavelength.
7.6c where the normalized short circuit current (black triangles) crosses through the right
y-axis when the bottom graphene is at the charge neutrality point.
Next we examine the performance of the device as a function of incident power. Figure
7.7 shows that the short circuit current is linear throughout the entire range measured up
to 5 µW . Moreover, the device possesses a significantly higher external quantum efficiency
than observed in the in-plane device.
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Figure 7.4. External quantum efficiency as a function of power and wavelength.
7.2.3. Conclusion and Future Work. We have demonstrated both in-plane and out-
of-plane photodetectors in encapsulated MoTe2. Furthermore, we have demonstrated that
out-of-plane photodetectors can exhibit significantly higher external quantum efficiencies.
There are, however, many aspects that remain unexplored and should be characterized, such
as thickness dependence, intrinsic speed, and more controllable and permanent methods
of doping graphene contacts in order to create the asymmetry required for operation of
vertical TMDC photodetectors. In order to pursue high speed operation, devices that do
not require a gate are highly-desired so as to limit parasitics and reduce the RC time constant.
Additionally, while this vertical architecture has now been demonstrated in MoTe2, a more
technologically relevant material would be black phosphorus due to its low bandgap and
potential operation at telecom wavelengths.
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Figure 7.5. Vertical Gr
B
/MoTe2/GrT/h-BN photodetector architecture. a)
Optical micrograph of device. The bottom graphene is outlined in blue and
the top graphene is outlined in white. The active device area is defined by
the overlap region between the two. b) Cross-section schematic of the device.
c) Resistance vs. backgate voltage curve for just the bottom graphene (blue)
and measuring between both graphene through the MoTe2 (red).
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Figure 7.6. Photocurrent maps under 633 nm illumination on the vertical
MoTe2 device. a) Reflection image collected by silicon diode at same time of
photocurrent map. b) Transfer curve (left y-axis) of bottom graphene (blue
curve) and vertical device (green curve) collected while sweeping the backgate.
Right y-axis shows the short circuit current collected at several backgate volt-
ages (black triangles). c) Several photocurrent maps showing the responsivity
of the device as a function of the backgate voltage.
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Figure 7.7. Short circuit current (black) and EQE (blue) as a function of
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