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Abstract
The Fibonacci(-like) unimodal maps that have been studied in recent years give rise to a zero-
entropy minimal subshift on two symbols, generated by the kneading sequence. In this paper we
computed the word-complexity of such subshifts exactly.
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1. Introduction
Topological entropy was introduced in the 1960s [1] as a way of classifying dynamical
systems (as a topological invariant) and measuring their complexity. When studied from
a symbolic viewpoint, the topological entropy indicates the exponential growthrate of the
number of symbolic codes p(n) that describe trajectories of length n in some alphabet. Also
 The research was supported by a visitors grant of the London Mathematical Society.
∗ Corresponding author.
E-mail addresses: H.Bruin@surrey.ac.uk (H. Bruin), oxana@imath.kiev.ua (O. Volkova).
0304-3975/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2005.02.001
380 H. Bruin, O. Volkova / Theoretical Computer Science 337 (2005) 379–389
if the rate is 0 (e.g. substitution systems, piecewise isometries or polygonal billiards), p(n)
remains a useful measure of the complexity of the system, see [11] for a survey.
Let us ﬁx our alphabet {0, 1}. A (one-sided) subshift  is a shift-invariant, closed (in
product topology) subset of {0, 1}N. In this paper, we will only consider minimal subshifts,
i.e.  = {n(s)}n for each s ∈ , where  denotes the right-shift. The language L of 
is the collection of all ﬁnite words w (including the empty word ) which are subwords of
some (and hence all) s ∈ . The complexity of the language L is the function
p(n) = #{w ∈ L : |w| = n},
where |w| indicates the length of the word.
It is well-known [13] that p(n)n + 1 unless  consists of a single cycle of periodic
strings. The complexityp(n) = n+1 is obtained by the Sturmian sequenceswhich describe,
among other things, the behavior of circle rotations. Sublinear complexity (i.e. p(n)Cn
for some C > 1) is shared by substitution subshifts [21,9,2]. For instance, the Fibonacci
substitution sequence 1011010110110 . . . generated by the substitution 1 → 10, 0 → 1
has complexity p(n) = n+ 1, because it happens to coincide with the Sturmian sequence
describing the golden ratio circle rotation.Mossé et al. (see [16,20]) hasworked outmethods
to compute the complexity in the case of substitutions of constant length, and Cassaigne [8],
has given more general methods, relying on the counting of left- and right-special words.
But for many cases to compute the complexity exactly remains an unsolved problem.
In this paper we study the complexity of a different class of subshifts, which stem from
interval maps with speciﬁc combinatorial properties. Let f : [0, 1] → [0, 1] be a unimodal
map, e.g. fa(x) = ax(1 − x). The map has a unique critical point c = 12 , and f |[0, c) is
increasing and f |(c, 1] is decreasing. Let us call J a branch of f n if it is a maximal closed
interval on which f n is monotone. The branch is called central if c ∈ J . Because f is
assumed to be symmetric, the image Dn := f n(J ) is the same for both central branches.
We call n a cutting time if Dn  c, and we write them in increasing order as {Sk}, starting
with S0 = 1. The combinatorial properties of f are completely determined by its cutting
times. The maps that we are interested in satisfy the relation
Sk − Sk−1 = max{1, Sk−d} for a ﬁxed d1. (1)
For d = 1, Sk = 2k , and the corresponding map is the Feigenbaum map. For d = 2, the Sk
are the Fibonacci numbers, and the corresponding map is known as Fibonacci map [15].
For any d1, there exists a unimodal map fd satisfying (1). The critical point c is recurrent,
and its omega-limit set (c) is a minimal Cantor set. Fibonacci(-like) maps have drawn
attention in the past decade because of their exceptional measure-theoretic properties, see
[18,6] and the general reference on unimodal maps [19]. For each d, there are unimodal
polynomials satisfying (1) such that(c) is an attracting Cantor set [6,4]. In [7], the spectral
properties of f |(c) were investigated; it was shown that f |(c) is isomorphic to a d − 1-
dimensional torus rotation for d = 2, 3, 4, whereas for d5, f |(c) is weaklymixing. (For
d = 1 (i.e. the Feigenbaum map) f acts on (c) as a dyadic adding machine.) In addition,
it was shown that f |(c) is an almost one-to-one 1 factor of an (adic) enumeration system
1 This means that a dense set of points in the factor space has only one preimage under the factor map.
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and for d2 also an almost one-to-one factor of a subshift on d symbols generated by
1 → 1d, 2 → 1, . . . , d → d − 1. See [5] for generalizations.
For a symbolic approach we use standard kneading theory. For x ∈ [0, 1], deﬁne the
itinerary e(x) = e1(x)e2(x) . . . by
ek(x) =


1 if f k(x) > c,
0 and 1 if f k(x) = c,
0 if f k(x) < c.
The itinerary of c, denoted asK = e1e2e3 . . . is called the kneading sequence. For example,
for the Fibonacci map, the kneading sequence is
K = 1001110110010100111001001110110011 . . . (2)
The cutting times can be retrieved from K because they satisfy:
S0 = 1 and Sk+1 = min{i > Sk : ei = ei−Sk } for k0.
The subshift corresponding to K is d = {n(K)}n1. We call (d ,) the Fibonacci
kneading shift, or Fibonacci-like kneading shift for d3, in order to distinguish it from
the Fibonacci substitution shift (based on substitution 1 → 10, 0 → 1) and the Fibonacci
subshift of ﬁnite type (with transition matrix
(
1 1
1 0
)
.) Note that (d ,) is an almost
one-to-one extensionof ((c), f ): the critical point and all its preimages have two itineraries,
but all other points in (c) have only one.
The purpose of this paper is to compute the complexity of d for each d1.
Theorem 1.1. The complexity of the Fibonacci kneading subshift satisﬁes: p(1) = 2,
p(2) = 4, p(3) = 7, and if l4, then
p(l) =


4l − Sk−1 − 2 if Sk l < Sk + Sk−3 k is even,
4l − Sk−1 − 3 if Sk < lSk + Sk−3 k is odd,
3l + Sk−1 − 2 if Sk + Sk−3 l < Sk+1if Sk + Sk−3 < lSk+1
k is even,
k is odd.
The complexity of the case d = 1, i.e. the Feigenbaum map was computed earlier by
Rauzy [22]. We include it for completeness.
Theorem 1.2. The complexity of the Feigenbaum subshift satisﬁes: p(1) = 2, p(2) = 3,
and if l3 and for k such that 2k l < 2k+1:
p(l) =
{
2l − 2k−1 for 2k l < 2k + 2k−1,
l + 2k for 2k + 2k−1 l < 2k+1.
Remark. The Feigenbaum kneading sequence can be constructed in many other ways.
It is the ﬁxed point of the substitution 1 → 10, 0 → 11, see [2], as well as a Toeplitz
sequence. It also appears in studies on Beatty sequence, cf. [23]. The complexity of all
possible itineraries (i.e. not restricted to (c)) is known, see [3, Exercise 9.3.10].
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Theorems 1.2 and 1.1 are special cases of the following result.
Theorem 1.3. If d is the subshift corresponding to Sk − Sk−1 = Sk−d , then if lSd+1
the complexity function satisﬁes
p(l + 1)− p(l) =
{
2d for Sk−d+2 + t lSk−d+2 + Sk−3d+3 + t − 1,
2d − 1 for Sk−d+2 + Sk−3d+3 + t lSk−d+1 + t − 1
for t ≡ kmod d , where kmod d denotes the remainder in {0, 1, . . . , d − 1} under division
by d.
Remark. Being a factor of a substitution shift (see above), results of Durand [10] show that
any Fibonacci-like unimodal map has sublinear complexity (and is uniquely ergodic). The
above theorem gives the exact complexity. Note that the number of subsequent l’s where
p(l + 1)− p(l) = 2d is Sk for some k.
Corollary 1.1. The system d has sublinear complexity; more precisely: 2d − 1 <
lim inf l p(l)/ l < lim supl p(l)/ l < 2d .
Therefore, these subshifts are no counter-example to the question raised in the Ph.D.
Thesis of Heinis [14]. There are known subshifts such that  := limn→∞ p(n)/n exists
and is integer. Heinis showed that there is no subshift for  ∈ (1, 2), leaving open the
problem for non-integer values of  greater than 2.
Corollary 1.2. If d < d˜ , then 
d˜
is not a continuous factor of d .
A word w ∈ L is called right-special if both successors w0 and w1 belong to L. It
is well-known that p(n + 1) − p(n) is precisely the number of right-special words of
length n.
Theorem 1.4. Let d be the Fibonacci-like subshift and Bm = e1 . . . em the initial
m-word of the Fibonacci-like kneading sequence. Then the word w of length lSd+1 is
right-special if w is a sufﬁx of the word:
BSk+t−1 for Sk−1 l < Sk,
eSk+d+1−t ′ . . . eSk+dBSkBSk−d+2−1 for Sk−d+2 + t lSk−d+2 + Sk + t ′ − 1,
where t ≡ kmod d and t ′ ≡ (k − 1)mod d.
2. The lower bound for the number of right-special words
Let d be the subshift associated to the unimodal maps with cutting times satisfying
S0 = 1 and
Sk − Sk−1 = max{1, Sk−d}.
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Let K = Kd = e1e2e3 . . . be the kneading sequence and Bm = e1 . . . em−1em the preﬁx
of K of length m. Let also B ′m = e1 . . . em−1e′m be the same preﬁx with the last symbol
changed to e′m := 1− em.
Lemma 2.1. The kneading sequence can be constructed by the rule
BSd = 100 . . . 0 and BSk = BSk−1B ′Sk−d for k > d.
Proof. Because 1, 2, . . . , d + 1 are all cutting times, c1 > 0 andDi = [ci, c1] with ci < c
for i = 2, . . . , d + 1. Hence K starts with e1e2 . . . ed+1 = 100 . . . 0. For the induction step,
assume thatBSk−1 for k > d is given, andDSk  c. SinceSk = Sk−1+Sk−d is the next cutting
time, f Sk−d is monotone on (c, cSk−1). Therefore, DSk−1+i  c for i = 1, . . . , Sk−d − 1,
and hence eSk−1+i = ei . However, DSk  c, so eSk = eSk−d . 
Lemma 2.2. If t ≡ kmod d , then
eSk−t+1 . . . eSk = eSk+1−t+1 . . . eSk+1
and
eSk−t = eSk+1−t .
Proof. Using a decomposition rule from Lemma 2.1 several times we get:
BSk =BSk−1B ′Sk−d
=BSk−1BSk−d−1BSk−2d
= . . . BSk−(n−1)d−1B(
′)
Sk−nd
= . . . B(′)St ,
where B(
′)
Sk−nd denotes BSk−nd if n is even and B
′
Sk−nd otherwise.
BSk+1 =BSkB ′Sk+1−d
=BSkBSk−dBSk+1−2d
= . . . BSk−(n−1)d B(
′)
Sk+1−nd
= . . . B(′)St+1 .
It is easy to see that for t = 0: BS0 = 1, BS1 = 10, B ′S0 = 0, B ′S1 = 11 and therefore
eSk−t = eSk+1−t . For 1 t < d, Lemma 2.1 gives
BSt = 100 . . . 0︸ ︷︷ ︸
t zeroes
, BSt+1 = 100 . . . 0︸ ︷︷ ︸
t+1 zeroes
and B ′St = 100 . . . 0︸ ︷︷ ︸
t−1 zeroes
1, B ′St+1 = 100 . . . 0︸ ︷︷ ︸
t zeroes
1.
Therefore eSt−t+1 . . . eSt = eSt+1−t+1 . . . eSt+1 and eSt−t = eSt+1−t . 
In this section, we present candidates of words w with two successors.
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Proposition 2.1. Case A: Given ld and k such that Sk−1 l < Sk , then the l-sufﬁxes of
BSk−1, BSk+1−1, . . . , BSk+d−1−1 are right-special and all different.
Proof. Take i ∈ {k, . . . , k + d − 1}. Clearly weSi := eSi−l . . . eSi is the sufﬁx of BSi . By
Lemma 2.1, BSi+d = BSi+d−1B ′Si has sufﬁx we′Si . Therefore both w0 and w1 appear in L,
proving that w is right-special.
The words w found this way are all different, because they have different sufﬁxes, see
Lemma 2.2.
Since BSi−1 is a sufﬁx of BSi+d−1, there are no more right-special words of this
form. 
Proposition 2.2. Case B: Given ld and k such that
Sk−d+2 + t lSk + Sk−d+2 + t ′ − 1, (3)
for t ≡ kmod d and t ′ ≡ (k − 1)mod d . Then the l-sufﬁx of
eSk+d+1−t ′eSk+d+2−t ′ . . . eSk+dBSkBSk−d+2−1
is right-special. Moreover, if two different values of k satisfy (3), then the corresponding
l-sufﬁxes are different.
Proof. Using Lemma 2.1 repeatedly we get that
BSk+2d+Sk−d+2 =BSk+2dBSk−d+2
=BSk+2d−1B ′Sk+dBSk−d+2
=BSk+2d−1BSk+d−1BSkBSk−d+2
and
BSk+d+1+Sk−2d+2 =BSk+d+1BSk−2d+2
=BSk+dB ′Sk+1BSk−2d+2
=BSk+dBSkBSk−d+1BSk−2d+2
=BSk+dBSkB ′Sk−d+2 .
By Lemma 2.2, eSk+d−1−t ′+1 . . . eSk+d−1 = eSk+d−t ′+1 . . . eSk+d for t ′ ≡ (k + d − 1)mod d
and eSk+d−1−t ′ = eSk+d−t ′ . Therefore, if w is a sufﬁx of eSk+d−t ′+1 . . . eSk+dBSkBSk−d+2−1,
then both w0 and w1 appear in L, so w is right-special. By Lemma 2.2, these sufﬁxes w
are different for different values of kmod d when |w|d.
In order to ﬁnd out if these words are different from the right-special words in Case A,
we decompose BSk+2−1 = BSk+1BSk−d+2−1. By Lemma 2.2, eSk+1−t+1 . . . eSk+1BSk−d+2−1
is the longest sufﬁx of BSk+2−1 that is identical to a sufﬁx of BSkBSk−d+2−1 for t ≡ kmod d.
Therefore, for Case B to be disjoint from Case A, the length of the sufﬁx should be at least
Sk−d+2 + t . 
Proof of Theorem 1.4. This is a direct combination of Propositions 2.1 and 2.2. Case A
gives the sufﬁxes ofBSk+t−1 andCase B is responsible for the sufﬁxes of eSk+d+1−t ′ . . . eSk+d
BSkBSk−d+2−1. 
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3. The upper bound for the number of right-special words
Proposition 3.1. Letd be the subshift for Sk = Sk−1+Sk−d . Then for n sufﬁciently large,
there are at most 2d right-special words of length n.
Given an n-word w, the n-cylinder set Iw is the set of points x whose itinerary i(x) starts
withw. Each cylinder set is an open interval, 2 say Iw = (c−a, c−b) for some 0 < a < b <
n, where c−a and c−b indicate the appropriate points in f−a(c) and f−b(c), respectively.
The n-cylinder sets partition the interval [0, 1], but w ∈ Ld only if Iw intersects orb(c).
More speciﬁcally, w ∈ Ld is a right-special word if Iw contains a point c−n ∈ f−n(c) and
both components of Iw \ {c−n} intersect orb(c).
Remark. From this observation, it follows that #{w : w is right-special of length n}
#{f−n(c)∩(c)}. In fact, #{f−n(c)∩(c)} = d for each n sufﬁciently large (this follows
from the construction of adic transformations factoring over ((c), f ), see [7]). The cor-
responding words w are precisely the d right-special words of Case A, see Proposition 2.1.
A point in z ∈ f−n(c) is called a closest precritical point if f n|(c, z) is monotone. If
z is a closest precritical point, then n is a cutting time. Indeed, if J is a central branch of
f n, then J  z and c = f n(z) ∈ f n(J ). Let zk denote the closest precritical points with
n = Sk , where the context should make clear if zk is to the left or to the right of c.
Lemma 3.1. If Iw = (c−a, c−b) is an n-cylinder and 0 < a < b < n, then b − a is a
cutting time. If w is right-special, then c−n ∈ Iw for some c−n ∈ f−n(c), and both n − b
and n− a are cutting times.
Proof. The interval (c, ca−b) = f a(Iw) is contained in the central branch of f b−a . Because
c = f b−a(ca−b) ∈ f b−a(J ), b − a is a cutting time.
If w is right-special, then both w0 and w1 are allowed words, and hence f n(Iw) must
intersect both [0, c) and (c, 1]. Hence f−n(c) ∩ Iw = ∅. Both components of Iw \ {c−n}
are n+ 1-cylinders, so by the above arguments, both n− a and n− b are cutting times. 
Lemma 3.2. Recall that the image-closure of the central branch of f n isDn = [cn, c(n)]
for (n) = n−max{Sk < n}. For every n, D(n) ⊃ Dn.
Proof. This was proven by induction in [7, Lemma 5]. 
In the next lemma, wewill use the notationQ(k) = max{0, k−d}, so Sk−Sk−1 = SQ(k).
Lemma 3.3. The point cSk ∈ (zQ(k+1), zQ(k+1)−1), and if r is such that Sr < Sr + Sk <
Sr+1, then zQ(k+1) ∈ DSr+Sk if and only if Q(r + 1) = k + 1. (In this case, cSk+Sr ∈
(zQ(k+1)+1, zQ(k+1))).
2 Except when Iw is adjacent to the boundary of [0, 1].
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Fig. 1. Conﬁgurations of DL and DR with respect to Iw .
Proof. Let l be minimal such that zl ∈ (c, cSk ) ⊂ DSk . Then Sk + Sl = Sk+1 is the ﬁrst
cutting time after Sk . But this means that Sl = Sk+1 − Sk = SQ(k+1). This proves the ﬁrst
statement.
For the second statement, notice that DSk+Sr = f Sr (c, cSk ), and c /∈ DSr+Sk . More-
over, by Lemma 3.2 DSr+Sk ⊂ DSk . If zQ(k+1) ∈ DSr+Sk , then Sr + Sk + SQ(k+1) =
Sr + Sk+1 is the ﬁrst cutting time after Sr . In other words, Q(r + 1) = k + 1. In this
case, f SQ(k+1) (zQ(k+1)+1) = zQ(Q(k+1)+1), whereas cSr+1 ∈ (zQ(r+2), zQ(r+2)−1). Because
Q(Q(k + 1)+ 1) = Q(Q2(r + 1)+ 1) < Q(r + 2), zQ(k+1)+1 /∈ DSr+Sk .
Now for the reverse implication of the “if and only if” statement, assume that Q(r +
1) = k + 1. Then Sr+1 = Sr + SQ(r+1) = Sr + Sk+1, so Sr+1 − (Sr + Sk) = Sr +
Sk+1 − (Sr + Sk) = SQ(k+1). Therefore DSr+Sk must contain a point in f−SQ(k+1) (c). But
f−SQ(k+1) (c) ∩ (zQ(k+1), zQ(k+1)−1) = ∅ because of the construction of closest precritical
points. Therefore DSr+Sk  zQ(k+1).
Note that because Q is onto and is strictly increasing for kd + 1, there is one and only
one r such thatQ(r + 1) = k + 1. 
A word w ∈ d of length n is right-special only if the corresponding cylinder set Iw has
the property that c−n ∈ Iw and both components of Iw \ {c−n} contain a point from orb(c),
say cL and cR respectively. In Fig. 1, we drew the possibilities for the conﬁgurations of the
corresponding sets DL and DR .
Lemma 3.4. Let Iw = (c−a, c−b) be an n-cylinder set containing c−n. If cj is such that
cj ∈ Iw and Dj  c−n, then there exists i such that cj is a boundary point of Di and
c−n ∈ Di ⊂ Iw.
Proof. If Dj ⊂ Iw, then we can take i = j and there is nothing to prove. Otherwise, Dj
contains a boundary point of Iw, say c−a ∈ Dj . It follows that Dj+a  c and ca−n ∈
(c, cj+a), and there are no closest precritical points of lower order between cj+a and ca−n.
Obviously, j + a is a cutting time, say Sk , so ca−n = zQ(k+1). By Lemma 3.3, there exists
r such that ca−n ∈ DSr+Sk ⊂ (c, cSk ]. But then DSr+Sk−a = DSr+j  c−n; this is the
required interval. 
Corollary 3.1. Cases C and D reduce to Case A in Fig. 1.
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Fig. 2. Case B after applying iterate f a .
Proof. In Case C, the previous lemma gives an interval Dj ⊂ DR such that Di  c−n and
the endpoint c(i) of Di equals cR . Hence the interval Di is in Case A. A similar argument
works for Case D. 
Proof of Proposition 3.1. The above discussion showed that wheneverw is a right-special
word, there are DL and DR as in Fig. 1, Case A or B. (They correspond to Cases A and B
in the previous section.)
Case A: Since c−n ∈ DR ⊂ Iw, f n maps DR monotonically onto DR+n  c. Hence
Sk−1 < R < R+n = Sk for some cutting time Sk , andw = eSk−n . . . eSk−1 is the sufﬁx of
BSk−1. Because the sufﬁx of length n are the same for BSk−1 and BSQ(k)−1 = BSk−d−1 for
each k (provided n < SQ(k) − SQ(k)−1), there are at most d different words w of this type.
In the previous section, we saw that there are exactly d different words w of this type.
Case B: Let us assume that a < b and DR  c−b. (Otherwise we interchange the role
of DR and DL.) Assume also that cR is closest to c−n among all ci between c−n and c−b
such that Di  c−b. This means that D(R) ⊃ Iw. Indeed, D(R) = [c2(R), c(R)] and if
c2(R) ∈ (c−n, c−b), then cR was not closest to c−n, contradicting the above assumption. If
c2(R) ∈ (c−a, c−n), then, due to Lemma 3.3, we can reduce this case to Case A.
Apply the iterate f a . Then the picture is as Fig. 2. Rename R′ = R + a, and note that
(R′) = (R) + a. Because D(R)  c−a , D(R′)  c, so (R′) =: Su is a cutting time,
with b − a = SQ(u+1) and n − a = SQ(u+1)+1. This follows because ca−b and ca−n are
adjacent closest precritical points. By Lemma 3.3, R′ = Su + St whereQ(t + 1) = u+ 1.
It follows that
n− b= n− a − (b − a) = SQ(u+1)+1 − SQ(u+1)
= SQ(Q(u+1)+1) = SQ(Q2(t+1)+1).
Since R + b = R′ + (b − a) = Su + St + SQ(u+1) = St + Su+1 = St+1, we have
w = eR . . . eR+beR+b+1 . . . eR+n−1 = eSt+1−b+1 . . . eSt+1e1 . . . eSQ(Q2(t+1)+1)−1.
Using Lemma 2.1 repeatedly, we get
BSt+1+SQ(Q2(t+1)+1)−1 =BSt+1BSQ(Q2(t+1)+1)−1
=BStB ′SQ(t+1)BSQ(Q2(t+1)+1)−1
=BStBSQ(t+1)−1BSQ2(t+1)BSQ(Q2(t+1)+1)−1
=BStBSQ(t+1)−1BSQ2(t+1)+1−1
=BSk+dBSkBSk−d+2−1,
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for k = Q(t + 1)− 1 = u. Therefore w is a sufﬁx of BSk+dBSkBSk−d+2−1, and n = |w| >
n− a = Sk−d+1. The maximal possible length is given in Proposition 2.2. 
4. The remaining proofs
Proof of Theorem 1.3. Proposition 2.1 gives d right-special words of length l observing
Case A. By Proposition 2.2, a right-special word of Case B “appears” for l = Sk−d+2 +
(kmod d), and “disappears” again at l = Sk+Sk−d+2+(k−1mod d).Write t = (kmod d).
The smallest number Sk−d+2+ t of the form Sk˜+Sk˜−d+2+ ((k˜−1)mod d) is Sk−d+1+
Sk−2d+3 + (kmod d) = Sk−d+2 + Sk−3d+3 + (kmod d). Therefore the number of right-
special l-words is maximal (= 2d) if Sk−d+2 + t lSk−d+2 + Sk−3d+3 + t − 1 for
t ≡ kmod d . 
Proof of Theorems 1.1 and 1.2. Theorem 1.2 follows directly from Theorem 1.3. For
Theorem 1.1, Theorem 1.3 implies that if Sk+Sk−3 l < Sk+1 (or Sk+Sk−3 < lSk+1 de-
pending onwhether k is even or odd), there have been k−2 blocks of length S0, S1, . . . , Sk−3
where p(i + 1) − p(i) = 4. It follows by induction that∑k−3j=0 Sj = Sk−1 − 2. For other
values of i (4 i < l), p(i + 1)− p(i) = 3. Therefore p(l) = 3l + Sk−1 +C, and a single
check shows that the constant C = −2. A similar argument gives p(l) for other values
of l. 
Proof of Corollary 1.1. The cutting times satisfying Sk−Sk−1 = Sk−d increase exponen-
tially. Between Sk−d+2 + (kmod d) and Sk−d+3 + (k+ 1mod d) there is a block of length
Sk−3d+3, where p(i + 1) − p(i) = 2d and a block of length ≈ Sk−2d+3 − Sk−3d+3 =
Sk−2d+2, where p(i + 1) − p(i) = 2d − 1. The length of these blocks are comparable to
Sk−d+2. Therefore
lim inf
l
p(l)
l
= lim
k
p(Sk−d+2 + (kmod d))
Sk−d+2 + (kmod d)
< lim
k
p(Sk−d+2 + Sk−3d+3 + (kmod d)− 1)
Sk−d+2 + Sk−3d+3 + (kmod d)− 1 = lim supl
p(l)
l
,
and 2d − 1 < lim inf l p(l)/ l < lim supl p(l)/ l < 2d. 
Proof of Corollary 1.2. It is well-known (see e.g. [17]) that if  : d → d˜ is a semi-
conjugacy, then  is generated by a sliding block code (x)i = (xi . . . xi+N) for some N,
independently of x. Therefore (cf. [12, 2, Corollary 3.1.1]), each l-wordw ∈ L
d˜
is uniquely
determined by an l +N -word v ∈ Ld :
w1 . . . wl = (v1 . . . v1+N) . . .(vl . . . vl+N).
It follows that p
d˜
(l)pd (l +N) for all l, contradicting Theorem 1.3. 
Remark. Recall that for the Fibonacci map f, ((c), f ) is a factor of the Fibonacci sub-
stitution shift sub. Yet the complexity of sub is p(l) = l + 1 (it is a Sturmian subshift),
whereas the Fibonacci kneading subshift2 has complexityp(l)3l for l sufﬁciently large.
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This shows that the factor map 	 :sub → (c) does not extend to a continuous factor map
	˜ :sub → 2. Indeed, as c has two itineraries i(c) = {0K(f ), 1K(f )}) in 2, deﬁning
	˜ = i ◦ 	sub makes it double-valued. One can remedy this by giving c only one itinerary,
say 0K(f ), but then i ◦ 	sub is not continuous anymore.
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