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Abstract
This article develops sufficient conditions of local optimality for the scalar and vectorial cases
of the calculus of variations. The results are established through the construction of stationary
fields which keep invariant what we define as the generalized Hilbert integral.
1 Introduction
In this short communication we develop sufficient conditions of local optimality for a rela-
tively large class of problems in the calculus of variations. The concerning approach is developed
through a generalization of some theoretical results about central fields presented in [3]. We
address both the scalar and vectorial cases for a domain in Rn. Finally the Weierstrass Excess
function has a fundamental role in the formal proofs of the main results.
2 Central fields for the scalar case in the calculus of
variations
Let Ω ⊂ Rn be an open, bounded, simply connected set with a regular (Lipschitzian) bound-
ary denoted by ∂Ω.
Let f ∈ C1(Ω×R×Rn) (f(x, y, z)) and V = C1(Ω). We suppose f is convex in z, which we
denote by f(x, y, z) be convex.
Choose x˜1, . . . , x˜n, y˜1, . . . , y˜n ∈ R such that if x = (x1, . . . , xn) ∈ Ω, then
x˜k < xk < y˜k ∀k ∈ {1, . . . , n}
Suppose that y0 ∈ V1 = C
1(B0) is stationary for f in B0 =
∏n
k=1[x˜k, y˜k], that is, suppose
n∑
k=1
d
dxk
fzk(x, y0(x),∇y0(x)) = fy(x, y0(x),∇y0(x)), ∀x ∈ B0.
1
We also assume f to be of C1 class in B0 × R× R
n.
Consider the problem of minimizing F : D → R where
F (y) =
∫
Ω
f(x, y(x),∇y(x)) dx,
and where
D = {y ∈ V : y = y0 in ∂Ω}.
Assume there exists a family of functions F , such that for each (x, y) ∈ D1 ⊂ R
n+1, there
exists a unique stationary function y3 ∈ V1 = C
1(B0) for f in F , such that
(x, y) = (x, y3(x)).
More specifically, we define F as a subset of F1, where
F1 = {φ(t,Λ(x, y)) stationary for f such that φ(x,Λ(x, y)) = y for a Λ ∈ Br(0) ⊂ R}
where Br(0) = (0− r, 0 + r) for some r > 0.
Here, φ is stationary and
φ((t1, . . . , tk = x˜k, . . . , tn),Λ(x, y)) = y0(t1, . . . , tk = x˜k, . . . , tn), on ∂B0
and
∇φ((t1, . . . , tk = x˜k, . . . , tn),Λ(x, y)) · n = Λ ∈ R, on ∂B0, ∀k ∈ {1, . . . , n},
where n denotes the outward normal field to ∂B0.
Define the field θ : D1 → R
n by
θ(x, y) = ∇y3(x),
where as above indicated y3 is such that
(x, y) = (x, y3(x)),
so that
θ(x, y3(x)) = ∇y3(x), ∀x ∈ B0.
At this point we assume the hypotheses of the implicit function theorem so that φ(x,Λ(x, y))
is of C1 class and θ(x, y) is continuous (in fact, since φ is stationary, the partial derivatives of
θ(x, y) are well defined).
Define also
h(x, y) = f(x, y, θ(x, y))−
n∑
j=1
fzj(x, y, θ(x, y))θj(x, y)
and
Pj(x, y) = fzj (x, y, θ(x, y)), ∀j ∈ {1, . . . , n}.
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Observe that
hy(x, y3(x)) = fy(x, y3(x), θ(x, y3(x))) +
n∑
j=1
fzj(x, y3(x), θ(x, y3(x)))(θj)y(x, y3(x))
−
n∑
j=1
{(Pj)y(x, y3(x))θj(x, y3(x)) + Pj(x, y3(x))(θj)y(x, y3(x))}
= fy(x, y3(x), θ(x, y3(x))) +
n∑
j=1
Pj(x, y3(x))(θj)y(x, y3(x))
−
n∑
j=1
{(Pj)y(x, y3(x))θj(x, y3(x)) + Pj(x, y3(x))(θj)y(x, y3(x))}
= fy(x, y3(x), θ(x, y3(x))) −
n∑
j=1
(Pj)y(x, y3(x))θj(x, y3(x)). (1)
Thus,
hy(x, y) = fy(x, y, θ(x, y))−
n∑
j=1
(Pj)y(x, y)θj(x, y), ∀(x, y) ∈ D1.
On the other hand, since y3(x) is stationary, we obtain
0 = fy(x, y3(x),∇y3(x)) −
n∑
j=1
d
dxj
fzj(x, y3(x),∇y3(x))
= hy(x, y3(x)) +
n∑
j=1
(Pj)y(x, y)θj(x, y)
−
n∑
j=1
(
∂Pj(x, y3(x))
∂xj
+ (Pj)y(x, y3(x))
∂y3(x)
∂xj
)
= hy(x, y3(x)) +
n∑
j=1
(Pj)y(x, y3(x))θj(x, y3(x))
−
n∑
j=1
(
∂Pj(x, y3(x))
∂xj
+ (Pj)y(x, y3(x))θj(x, y3(x))
)
= hy(x, y3(x)) −
n∑
j=1
(
∂Pj(x, y3(x))
∂xj
)
. (2)
Therefore,
hy(x, y) =
n∑
j=1
(
∂Pj(x, y)
∂xj
)
,∀(x, y) ∈ D1
Let Hj(x, y) be such that
∂Hj(x, y)
∂y
= Pj(x, y).
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From these two last lines, we get
hy(x, y) =
n∑
j=1
(
∂(Hj)y(x, y)
∂xj
)
=
 n∑
j=1
∂Hj(x, y)
∂xj

y
, ∀(x, y) ∈ D1
so that
h(x, y) =
n∑
j=1
∂Hj(x, y)
∂xk
+W (x),
for some W : B0 → R.
Hence, assuming D1 contains an open which contains C0, where C0 = {(x, y0(x)) : x ∈ Ω},
for y ∈ D sufficiently close to y0 in L
∞ norm, the generalized Hilbert integral, denoted by I(y),
will be defined by
I(y) =
∫
Ω
h(x, y(x)) dx+
n∑
j=1
Pj(x, y(x))
∂y(x)
∂xj
dx
=
∫
Ω
n∑
j=1
(
∂Hj(x, y(x))
∂xj
+ (Hj)y(x, y(x))
∂y(x)
∂xj
)
dx+
∫
Ω
W (x) dx
=
∫
Ω
n∑
j=1
dHj(x, y(x))
dxj
dx+
∫
Ω
W (x) dx
=
∫
∂Ω
n∑
j=1
(−1)j+1Hj(x, y(x))dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn +
∫
Ω
W (x) dx
= W1(y|∂Ω)
= W1((y0)|∂Ω), (3)
so that such an integral is invariant, that is, it does not depend on y.
Finally, observe that
F (y)− F (y0) =
∫
Ω
f(x, y(x),∇y(x)) dx−
∫
Ω
f(x, y0(x),∇y0(x)) dx.
On the other hand,
I(y) =
∫
Ω
f(x, y(x), θ(x, y)) dx
+
n∑
j=1
∫
Ω
fzj(x, y(x), θ(x, y(x))(θj(x, y(x)) − yxj(x)) dx
= I(y0)
=
∫
Ω
f(x, y0(x), θ(x, y0(x))) dx
=
∫
Ω
f(x, y0(x),∇y0(x)) dx
= F (y0). (4)
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Therefore,
F (y)− F (y0) =
∫
Ω
[f(x, y(x),∇y(x)) − f(x, y(x), θ(x, y))] dx
−
n∑
j=1
∫
Ω
fzj(x, y(x), θ(x, y(x))(yxj (x)− θj(x, y(x))) dx
=
∫
Ω
E(x, y(x), θ(x, y(x)),∇y(x)) dx, (5)
where
E(x, y(x), θ(x, y(x)),∇y(x)) = f(x, y(x),∇y(x))
−f(x, y(x), θ(x, y))
−
n∑
j=1
fzj(x, y(x), θ(x, y(x))(yxj (x)− θj(x, y(x))), (6)
is the Weierstrass Excess function.
With such results, we may prove the following theorem.
Theorem 2.1. Let Ω ⊂ Rn be an open, bounded and simply connected set, with a regular
(Lipschitzian) boundary denoted by ∂Ω. Let V = C1(Ω) and let f ∈ C1(Ω × R × Rn) be such
that f(x, y, z) is convex. Let F : D → R be defined by
F (y) =
∫
Ω
f(x, y(x),∇y(x)) dx,
where
D = {y ∈ V : y = y1 em ∂Ω}.
Let y0 ∈ D be a stationary function for f which may be extended to B0, being kept stationary
in B0, where B0 has been specified above in this section. Suppose we may define a field θ : D1 →
R
n, also as it has been specified above in this section. Assume D1 ⊂ R
n+1 contains an open set
which contains C0, where
C0 = {(x, y0(x)) : x ∈ Ω}.
Under such hypotheses, there exists δ > 0 such that
F (y) ≥ F (y0), ∀y ∈ Bδ(y0) ∩D,
where
Bδ(y0) = {y ∈ V : ‖y − y0‖∞ < δ}.
Proof. From the hypotheses and from the exposed above in this section, there exists δ > 0 such
that θ(x, y(x)) is well defined for all y ∈ D such that
‖y − y0‖∞ < δ.
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Let y ∈ Bδ(y0) ∩D. Thus, since f(x, y, z) is convex, we have
E(x, y(x), θ(x, y(x)),∇y(x)) = f(x, y(x),∇y(x))
−f(x, y(x)θ(x, y))
−
n∑
j=1
fzj(x, y(x), θ(x, y(x))(yxj (x)− θj(x, y(x)))
≥ 0, in Ω (7)
so that,
F (y)− F (y0) =
∫
Ω
E(x, y(x), θ(x, y(x)),∇y(x)) dx ≥ 0, ∀y ∈ Bδ(y0) ∩D.
The proof is complete.
3 Central fields and the vectorial case in the calculus
of variations
Let Ω ⊂ Rn be an open, bounded, simply connected set with a regular (Lipschitzian) bound-
ary denoted by ∂Ω.
Let f ∈ C1(Ω × RN × RNn) (f(x,y, z)) and V = C1(Ω;RN ). We suppose f is convex in z,
which we denote by f(x,y, z) be convex.
Choose x˜1, . . . , x˜n, y˜1, . . . , y˜n ∈ R such that if x = (x1, . . . , xn) ∈ Ω, then
x˜k < xk < y˜k ∀k ∈ {1, . . . , n}
Suppose that y0 ∈ V1 = C
1(B0;R
N ) is stationary for f in B0 =
∏n
k=1[x˜k, y˜k], that is,
suppose that
n∑
k=1
d
dxk
fzjk(x,y0(x),∇y0(x)) = fyj(x,y0(x),∇y0(x)), ∀x ∈ B0, ∀j ∈ {1, . . . , N}.
We also assume f to be of C1 class in B0 × R
N × RNn.
Consider the problem of minimizing F : D → R where
F (y) =
∫
Ω
f(x,y(x),∇y(x)) dx,
and where
D = {y ∈ V : y = y0 in ∂Ω}.
Assume there exists a family of stationary functions F , such that for each (x,y) ∈ D1 ⊂
R
n+N , there exists a unique stationary function y3 ∈ V1 for f in F , such that
(x,y) = (x,y3(x)).
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More specifically, we define F as a subset of F1, where
F1 = {Φ(t,Λ(x,y)) stationary for f such that Φ(x,Λ(x,y)) = y for a Λ ∈ Br(0) ⊂ R
N}
such that Br(0) is an open ball of center 0 and radius r, for some r > 0.
Here, Φ is stationary and
Φ((t1, . . . , tk = x˜k, . . . , tn),Λ(x,y)) = y0(t1, . . . , tk = x˜k, . . . , tn), on ∂B0
and
∇(Φ)j((t1, . . . , tk = x˜k, . . . , tn),Λ(x,y)) · n = Λj , on ∂B0, ∀k ∈ {1, . . . , n}, j ∈ {1, . . . , N}.
Here, n denotes the outward normal field to ∂B0.
Define the field θ : D1 ⊂ R
n+N → RNn by
θj(x,y) = ∇(y3)j(x),
where as above indicated, y3 is such that
(x,y) = (x,y3(x)),
and thus
θj(x, (y3)(x)) = ∇(y3)j(x), ∀x ∈ B0.
At this point we assume the hypotheses of the implicit function theorem so that Φj(x,Λ(x,y))
is of C1 class and θj(x,y) is continuous (in fact, since Φj is stationary, the partial derivatives
of θj(x,y) are well defined, ∀j ∈ {1, . . . , N}).
Define also
h(x,y) = f(x,y, θ(x,y)) −
n∑
j=1
n∑
k=1
fzjk(x, y, θ(x,y))θjk(x,y)
and
Pjk(x,y) = fzjk(x,y, θ(x,y)), ∀j ∈ {1, . . . , N}, k ∈ {1, . . . , n}.
Observe that
hyj (x,y3(x)) = fyj(x,y3(x), θ(x,y3(x))) +
N∑
l=1
n∑
k=1
fzlk(x,y3(x), θ(x,y3(x)))(θlk)yj (x,y3(x))
−
N∑
l=1
n∑
k=1
{(Plk)yj(x,y3(x))θlk(x,y3(x)) + Plk(x,y3(x))(θlk)yj (x,y3(x))}
= fyj(x,y3(x), θ(x,y3(x))) +
N∑
l=1
n∑
k=1
Plk(x,y3(x))(θlk)yj (x,y3(x))
−
n∑
j=1
{(Pj)y(x,y3(x))θj(x,y3(x)) + Pj(x,y3(x))(θj)y(x,y3(x))}
= fyj(x,y3(x), θ(x,y3(x))) −
N∑
l=1
n∑
k=1
(Plk)yj (x,y3(x))θlk(x,y3(x)). (8)
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Thus,
hyj (x,y) = fyj(x,y, θ(x,y)) −
N∑
l=1
n∑
k=1
(Plk)yj (x,y)θlk(x,y), ∀(x,y) ∈ D1.
On the other hand, considering that y3(x) is stationary, we obtain Hk(x,y) such that
Pjk(x,y) =
∂Hk(x,y)
∂yj
, ∀j ∈ {1, . . . , N}, k ∈ {1, . . . , n}.
Indeed, we define
Hk(x,y) = staφ∈Dˆk
∫ xk
x˜k
f(x1, . . . , tk, . . . , xn, φ1(tk), . . . , φN (tk),∇φ˜(x, tk)) dtk,
where, denoting t˜k = (x1, . . . , tk, . . . , xn), we have that
∇φ˜(x, tk) =

((y3)1)x1(t˜k) ((y3)1)x2(t˜k) · · ·
∂φ1(tk)
∂tk
· · · ((y3)1)xn(t˜k)
((y3)2)x1(t˜k) ((y3)2)x2(t˜k) · · ·
∂φ2(tk)
∂tk
· · · ((y3)2)xn(t˜k)
...
... · · ·
...
. . .
...
((y3)N )x1(t˜k) ((y3)N )x2(t˜k) · · ·
∂φN (tk)
∂tk
· · · ((y3)N )xn(t˜k)

N×n
, (9)
and where
Dˆk = {φ ∈ C
1([x˜k, xk];R
N ) : φ(x˜k) = y3(x˜k) and φ(xk) = y3(xk)},
∀k ∈ {1, . . . , n}.
Observe that, since φ(tk) is stationary, we have
fyj [φ(tk)]−
d
dtk
fzjk [φ(tk)] = 0, in [x˜k, xk], ∀j ∈ {1, . . . , N} (10)
where generically, we denote
f [φ(tk)] = f(x, φ(tk),∇φ˜(tk)).
Observe that from these Euler-Lagrange equations we may obviously obtain
φ(tk) = y3(x1, . . . , tk, . . . , xn).
At this point we shall also denote
φj(tk) ≡ φj(tk, Λ˜(x,y)),
where
φj(x˜k, Λ˜(x,y)) = (y3)j(x1, . . . , x˜k, . . . , xn),
∂φj(x˜k, Λ˜(x,y))
∂tk
= Λ˜j ,
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and where Λ˜(x,y) is such that
φj(xk, Λ˜(x,y)) = (y3)j(x1, . . . , xk, . . . , xn).
Therefore,
Hk(x,y) =
∫ xk
x˜k
f [φ(tk, Λ˜(x,y)] dtk,
and thus,
[Hk(x,y)]yj =
∫ xk
x˜k
fyl [φ(tk, Λ˜(x,y)](φl)Λ˜Λ˜yj(x,y) dtk
+
∫ xk
x˜k
fzlk [φ(tk, Λ˜(x,y)](φl)tkΛ˜Λ˜yj (x,y) dtk
=
∫ xk
x˜k
fyl [φ(tk, Λ˜(x,y)](φl)Λ˜Λ˜yj(x,y) dtk
+
∫ xk
x˜k
fzlk [φ(tk, Λ˜(x,y)][(φl)Λ˜]tk Λ˜yj(x,y) dtk. (11)
From this and (10), we obtain
[Hk(x,y)]yj =
∫ xk
x˜k
d
dtk
fzlk [φ(tk, Λ˜(x,y)](φl)Λ˜Λ˜yj (x,y) dtk
+
∫ xk
x˜k
fzlk [φ(tk, Λ˜(x,y)][(φl)Λ˜]tk Λ˜yj(x,y) dtk
=
∫ xk
x˜k
d
dtk
{fzlk [φ(tk, Λ˜(x,y)](φl)Λ˜]} dtkΛ˜yj(x,y)
= {fzlk [φ(tk, Λ˜(x,y)](φl)Λ˜]}|
tk=xk
tk=x˜k
Λ˜yj (x,y) (12)
On the other hand,
φl(x˜k, Λ˜(x,y)) = (y3)l(x1, . . . , x˜k, . . . , xn) = (y0)l(x1, . . . , x˜k, . . . , xn),
which does not depend on Λ˜, so that
(φl)Λ(x˜k, Λ˜(x,y)) = 0.
Also,
φl(xk, Λ˜(x,y)) = yl
and thus
[φl(xk, Λ˜(x,y))]yj =
∂yl
∂yj
= δlj.
Hence,
(φl)Λ˜(xk, Λ˜(x,y))Λ˜yj = δlj .
From these last results and from (12), we obtain,
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[Hk(x,y)]yj = fzlk [φ(xk, Λ˜(x,y))]δlj
= fzjk [φ(xk, Λ˜(x,y))]
= fzjk(x,y, θ(x,y))
= Pjk(x,y), ∀j ∈ {1, . . . , N}, k ∈ {1, . . . , n}. (13)
Therefore,
0 = fyj(x,y3(x),∇y3(x))−
n∑
k=1
d
dxk
fzjk(x,y3(x),∇y3(x))
= hyj (x,y3(x)) +
N∑
l=1
n∑
k=1
(Plk)yj (x,y3(x))θlk(x,y3(x))
−
n∑
k=1
(
∂Pjk(x,y3(x))
∂xk
+
N∑
l=1
(Pjk)yl(x,y3(x))
∂(y3)l(x)
∂xk
)
= hyj (x,y3(x)) +
N∑
l=1
n∑
k=1
(Plk)yj (x,y3(x))θlk(x,y3(x))
−
n∑
k=1
(
∂Pjk(x,y3(x))
∂xk
+
N∑
l=1
(Pjk)yl(x,y3(x))θlk(x,y3(x))
)
= hyj (x,y3(x))−
n∑
k=1
(
∂(Hk)yj(x,y3(x))
∂xk
)
. (14)
Thus,
hyj (x,y) =
n∑
k=1
(
∂Hk(x,y)
∂xk
)
yj
,∀(x,y) ∈ D1
so that
h(x,y) =
n∑
k=1
∂Hk(x,y)
∂xk
+W (x),
for some W : B0 → R.
Hence, assuming D1 contains an open set which contains C0, where
C0 = {(x,y0(x)) : x ∈ Ω},
for y ∈ D sufficiently close to y0 in L
∞ norm, the generalized Hilbert integral, denoted by I(y),
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will be defined as
I(y) =
∫
Ω
h(x,y(x)) dx+
N∑
j=1
n∑
k=1
Pjk(x,y(x))
∂yj(x)
∂xk
dx
=
∫
Ω
n∑
k=1
∂Hk(x,y(x))
∂xk
+
n∑
j=1
(Hk)yj (x,y(x))
∂yj(x)
∂xk
 dx+ ∫
Ω
W (x) dx
=
∫
Ω
n∑
k=1
dHk(x,y(x))
dxk
dx+
∫
Ω
W (x) dx
=
∫
∂Ω
n∑
k=1
(−1)k+1Hj(x,y(x))dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn +
∫
Ω
W (x) dx
= W1(y|∂Ω)
= W1((y1)|∂Ω), (15)
so that such an integral is invariant, that is, it does not depend on y.
Finally, observe that
F (y)− F (y0) =
∫
Ω
f(x,y(x),∇y(x)) dx−
∫
Ω
f(x,y0(x),∇y0(x)) dx.
On the other hand,
I(y) =
∫
Ω
f(x,y(x), θ(x,y(x))) dx
+
N∑
j=1
n∑
k=1
∫
Ω
fzjk(x,y(x), θ(x,y(x))(θjk(x,y(x)) − (yj)xk(x)) dx
= I(y0)
=
∫
Ω
f(x,y0(x), θ(x,y0(x))) dx
=
∫
Ω
f(x,y0(x),∇y0(x)) dx
= F (y0). (16)
Thus,
F (y)− F (y0) =
∫
Ω
[f(x,y(x),∇y(x)) − f(x,y(x), θ(x,y(x)))] dx
−
N∑
j=1
n∑
k=1
∫
Ω
fzjk(x,y(x), θ(x,y(x))((yj )xk(x)− θjk(x,y(x))) dx
=
∫
Ω
E(x,y(x), θ(x,y(x)),∇y(x)) dx, (17)
11
where
E(x,y(x), θ(x,y(x)),∇y(x)) = f(x,y(x),∇y(x))
−f(x,y(x), θ(x,y(x)))
−
N∑
j=1
n∑
k=1
fzjk(x,y(x), θ(x,y(x))((yj )xk(x)− θjk(x,y(x)))
is the Weierstrass Excess function.
With such results, we may prove the following result.
Theorem 3.1. Let Ω ⊂ Rn be an open, bounded, simply connected set with a regular (Lips-
chitzian) boundary denoted by ∂Ω. Let V = C1(Ω;RN ) and let f ∈ C1(Ω×RN ×RNn) be such
that f(x,y, z) is convex. Let F : D → R be defined by
F (y) =
∫
Ω
f(x,y(x),∇y(x)) dx,
where
D = {y ∈ V : y = y1 on ∂Ω}.
Let y0 ∈ D be an stationary function for f which may be extended to B0, keeping it stationary
in B0, where B0 has been specified above in this section. Suppose we may define a field θ : D1 →
R
Nn, also as specified above in this section. Assume D1 ⊂ R
n+N contains an open set which
contains C0, where
C0 = {(x,y0(x)) : x ∈ Ω}.
Under such hypotheses, there exists δ > 0 such that
F (y) ≥ F (y0), ∀y ∈ Bδ(y0) ∩D,
where
Bδ(y0) = {y ∈ V : ‖y − y0‖∞ < δ}.
Proof. From the hypotheses and from the exposed above in this section, there exists δ > 0 such
that θ(x,y(x)) is well defined for each y ∈ D such that
‖y − y0‖∞ < δ.
Let y ∈ Bδ(y0) ∩D. Thus, since f(x,y, z) is convex, we have
E(x,y(x), θ(x,y(x)),∇y(x)) = f(x,y(x),∇y(x))
−f(x,y(x), θ(x,y(x)))
−
N∑
j=1
n∑
k=1
fzjk(x,y(x), θ(x,y(x))((yj )xj (x)− θjk(x,y(x)))
≥ 0, in Ω (18)
so that,
F (y) − F (y0) =
∫
Ω
E(x,y(x), θ(x,y(x)),∇y(x)) dx ≥ 0, ∀y ∈ Bδ(y0) ∩D.
The proof is complete.
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