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Izpeljava metod za iskanje ni£el polinomov z uporabo optimizacije
Povzetek
V tem diplomskem seminarju obravnavamo naslednje metode za iskanje ni£el poli-
nomov: Newtonovo metodo, metodo Ostrovskega in Laguerrovo metodo. Izpeljali
jih bomo s pomo£jo vezanega optimizacijskega problema, potem pa na podoben
na£in izpeljali ²e dve naprednej²i metodi: izbolj²ano Newtonovo metodo in diskre-
tno Laguerrovo metodo. Dokazali bomo nekaj izrekov, ki nam povedo, za koliko
lahko pove£an korak posamezne metode preseºe najmanj²o ni£lo. Metode bomo ²e
numeri£no testirali in jih med seboj primerjali na problemu iskanja najmanj²e la-
stne vrednosti simetri£ne tridiagonalne matrike. Primerjali bomo ²tevilo potrebnih
korakov za dovolj dober pribliºek, njihovo £asovno zahtevnost in red konvergence.
Derivation of polynomial zeroﬁnders via optimization problems
Abstract
In this diploma seminar we study the following polynomial zeroﬁnders: Newton's
method, Ostrowski's method and Laguerre's method. We will derive them via a
constrained optimization problem and will also derive some new methods using the
same approach: the improved Newton's method and the discrete Laguerre's method.
We will prove some theorems that give us a bound on how far a magniﬁed step for
a given method can overshoot the smallest zero of a polynomial. We will test the
methods numerically and compare them to one another. We will do that for the
problem of ﬁnding the smallest eigenvalue of a symmetric tridiagonal matrix. We
will compare the number of steps we need for a good approximation of the smallest
eigenvalue, the time complexity of the methods and rate of convergence.
Math. Subj. Class. (2010): 65H04 , 65H05, 65F15
Klju£ne besede: Newtonova metoda, metoda Ostrovskega, Laguerrova metoda,
izbolj²ana Newtonova metoda, diskretna Laguerrova metoda
Keywords: Newton's method, Ostrowski's method, Laguerre's method, improved
Newton's method, discrete Laguerre's method
1. Uvod
Newtonova metoda je dobro znana iterativna metoda za re²evanje ena£b oblike
f(x) = 0. Rekurzivno je dana kot
xk+1 = xk − f(xk)
f ′(xk)
za primerno izbiro za£etnega pribliºka x0. Poznamo dva standardna na£ina izpeljave:
analiti£nega in geometrijskega.
Geometrijska ideja Newtonove oz. tangentne metode je, da funkcijo f v to£ki
(xk, f(xk)) aproksimiramo s tangento in potem za pribliºek ni£le funkcije f vzamemo
ni£lo tangente, torej prese£i²£e tangente z osjo x. Ena£ba tangente skozi (xk, f(xk))
je y = f(xk) + f ′(xk)(x − xk). Dobimo, da je prese£i²£e tangente z osjo x v to£ki
xk − f(xk)f ′(xk) . To to£ko vzamemo za naslednji pribliºek xk+1 in metodo ponavljamo za
k = 0, 1, 2, ...
Analiti£no Newtonovo metodo izpeljemo s pomo£jo razvoja f(xk+h) v Taylorjevo
vrsto, kjer je xk pribliºek za ni£lo funkcije f :
f(xk + h) = f(xk) + f
′(xk)h+
f ′′(xk)h2
2!
+ ...
e upo²tevamo le prva dva £lena razvoja, dobimo f(xk + h) ≈ f(xk) + f ′(xk)h. e
predpostavimo f ′(xk) ̸= 0, iz ena£be f(xk + h) = 0 dobimo h = − f(xk)f ′(xk) .
Ta na£ina izpeljave sta ekvivalentna, £e je f realna funkcija in i²£emo njene realne
ni£le, sicer pa je analiti£na izpeljava splo²nej²a.
V tem diplomskem seminarju bom pokazala, kako se Newtonovo metodo lahko
izpelje s pomo£jo vezanega optimizacijskega problema. Re²evali bomo ena£bo p(x) =
0 za najmanj²o ni£lo, kjer je p polinom s samimi realnimi ni£lami. Kasneje bom isto
naredila ²e za nekaj drugih metod za iskanje ni£el in predstavila nekaj novih metod,
ki jih lahko izpeljemo s podobnim postopkom. Nekatere izmed dobljenih metod
lahko uporabljamo le za iskanje ni£el polinomov, medtem ko so nekatere (na primer
Newtonova metoda) uporabne za splo²ne nelinearne ena£be.
2. Predpostavke
Naj bo p polinom stopnje n, deﬁniran kot
p(x) = xn + an−1xn−1 + · · ·+ a1x+ a0 = (x− ξ1)(x− ξ2) . . . (x− ξn),
kjer so vse ni£le ξj realne in urejene kot ξ1 ≤ ξ2 ≤ · · · ≤ ξn. e je p karakteristi£ni
polinom matrike A, potem njegove ni£le predstavljajo lastne vrednosti matrike A.
Lahko preverimo, da je:
•
n∑︂
j=1
(x− ξj) = nx+ an−1,
kjer pri prvem ena£aju upo²tevamo, da je
(x− ξ1)(x− ξ2) · · · (x− ξn) = xn − (ξ1 + ξ2 + · · ·+ ξn)xn−1 + . . .
= xn + an−1xn−1 + · · · ,
torej an−1 = −
∑︁n
j=1 ξj.
4
•
n∑︂
j=1
1
x− ξj =
p′(x)
p(x)
.
To smo dobili tako, da smo izraz p(x) = (x− ξ1)(x− ξ2) . . . (x− ξn) logarit-
mirali in tako dobili:
log(p(x)) = log((x− ξ1)(x− ξ2) . . . (x− ξn))
=
n∑︂
j=1
log(x− ξj)
Sedaj obe strani odvajamo in dobimo:
(1)
1
p(x)
· p′(x) =
n∑︂
j=1
1
x− ξj ,
kar pa je ravno to, kar smo ºeleli pokazati.
•
n∑︂
j=1
1
(x− ξj)2 =
(︃
p′(x)
p(x)
)︃2
− p
′′(x)
p(x)
.
To smo dobili tako, da smo odvajali ena£bo (1):(︃
p′(x)
p(x)
)︃′
=
(︃ n∑︂
j=1
1
x− ξj
)︃′
,
p′′(x)p(x)− p′(x)p′(x)
p2(x)
=
n∑︂
j=1
−1
(x− ξj)2 .
e zgornjo enakost pomnoºimo z −1 in jo nekoliko preuredimo, dobimo
ravno: (︃
p′(x)
p(x)
)︃2
− p
′′(x)
p(x)
=
n∑︂
j=1
1
(x− ξj)2 .
V prihodnje bomo zaradi laºjega zapisa uporabljali naslednje oznake
αx =
n∑︂
j=1
(x− ξj), βx =
n∑︂
j=1
1
x− ξj , γx =
n∑︂
j=1
1
(x− ξj)2 .(2)
3. Izpeljava osnovnih metod
Kot sem omenila ºe v uvodu, lahko z uporabo optimizacije izpeljemo tudi nekaj
novih metod za iskanje ni£el, ne le klasi£nih. Glavno idejo izpeljave z uporabo
optimizacije bom vseeno najprej prikazala pri izpeljavi Newtonove metode, metode
Ostrovskega in Laguerrove metode. Da pa bomo vedeli, kaj ºelimo izpeljati, si
najprej poglejmo osnovne korake vseh treh omenjenih metod:
• Newtonova metoda
Osnovni korak:
xk+1 = xk − f(xk)
f ′(xk)
.
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• Metoda Ostrovskega
Osnovni korak:
xk+1 = xk −K(xk),
kjer je
K(x) =
f(x)/f ′(x)√︁
1− f(x)f ′′(x)/f ′(x)2 .
• Laguerreova metoda
Osnovni korak: xk+1 = xk − a, kjer je a deﬁniran kot
a =
n
βx ±
√︁
(n− 1)(nγx − β2x)
,
in sta βx in γx deﬁnirana kot v ena£bi (2).
3.1. Newtonova metoda. Naj bo polinom p stopnje n in naj ustreza predpostav-
kam. Izra£unamo lahko spodnjo mejo za najmanj²o ni£lo, £e re²imo optimizacijski
problem za x¯ z intervala (−∞, ξ1):
min
{︄
ζ1 :
n∑︂
j=1
1
x¯− ζj = βx¯; ζj > x¯, j = 1, 2, . . . , n
}︄
.
I²£emo torej najmanj²o moºno ni£lo vseh polinomov z danim premaknjenim mo-
mentom njihovih ni£el. Re²itev tega problema je spodnja meja najmanj²e ni£le p.
e vpeljemo novo spremenljivko ωj = 1/(x¯− ζj), lahko na² optimizacijski problem
zapi²emo takole:
min
{︄
ω1 :
n∑︂
j=1
ωj = βx¯; ωj ≤ 0, j = 1, 2, . . . , n
}︄
.
Omejitve pri tem optimizacijskem problemu nam dajo del hiperravnine v Rn. Opti-
malna re²itev je v tem primeru ω1 = βx¯ in ωj = 0 za j ̸= 1, kar lahko zapi²emo tudi
kot ζ1 = x¯ − 1/βx¯. To mejo lahko iterativno izbolj²amo, £e x¯ zamenjamo z izra£u-
nano omejitvijo in postopek ponovimo. Ker je βx¯ deﬁniran kot βx¯ =
p′(x)
p(x)
, je torej
ζ1 = x¯− p(x¯)p′(x¯) . Opazimo, da dobimo ravno korak Newtonove metode. e najmanj²a
ni£la ni enostavna, dobimo sorodne rezultate. Ugotovimo, da je v tem primeru re-
zultat zgornjega optimizacijskega problema enak rezultatu Newtonove metode, le da
je razmerje p(x¯)
p′(x¯) pomnoºeno z ve£kratnostjo ni£le.
Do rahle izbolj²ave Newtonove metode pri tej izpeljavi pride, £e je znana zgornja
meja b za najve£jo ni£lo polinoma. Med pogoje v optimizacijskem problemu tedaj
za vsak ζj dodamo pogoj x¯ < ζj ≤ b in dobimo re²itev:
ζ1 = x¯−
(︃
βx¯ − n− 1
x¯− b
)︃−1
, ζj = b (j ̸= 1).
Iz tega rezultata dobimo iterativno metodo, ki jo lahko zapi²emo kot
xk+1 = xk − 1
1− n−1
xk−b ·
p(x)
p′(x)
· p(x)
p′(x)
,
kjer smo upo²tevali, da je βx¯ enak
p′(x)
p(x)
.
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3.2. Metoda Ostrovskega. Tudi to metodo lahko izpeljemo s pomo£jo vezanega
optimizacijskega problema za x¯ na (−∞, ξ1):
min
{︄
ζ1 :
n∑︂
j=1
1
(x¯− ζj)2 = γx¯; ζj > x¯, j = 1, 2, . . . , n
}︄
.
e spet uporabimo isto spremenljivko kot pri izpeljavi Newtonove metode, torej
ωj = 1/(x¯− ζj), dobimo problem:
min
{︄
ω1 :
n∑︂
j=1
ω2j = γx¯; ωj ≤ 0, j = 1, 2, . . . , n
}︄
.
Omejitve pri tem problemu nam dajo del sfere v Rn. Optimalna re²itev je v tem
problemu dana z ω1 =
√
γx¯ in ωj = 0 za j ̸= 1, kar nam potem da ζ1 = x¯− 1/√γx¯.
1/
√
γx¯ lahko zapi²emo kot:
1√
γx¯
= − 1√︂
1− p′′(x¯)p(x¯)
p′2(x¯)
· p(x¯)
p′(x¯)
,
v £emer prepoznamo K(x¯) iz koraka metode Ostrovskega.
3.3. Laguerrova metoda. Do sedaj smo obravnavali le optimizacijske probleme z
eno samo omejitvijo, vendar pa lahko v vezan optimizacijski problem dodamo ve£
omejitev. Naslednji problem vsebuje dve:
min
{︄
ζ1 :
n∑︂
j=1
1
x¯− ζj = βx¯;
n∑︂
j=1
1
(x¯− ζj)2 = γx¯; ζj > x¯, j = 1, 2, . . . , n
}︄
.
Tudi v tem primeru uvedemo novo spremenljivko ωj = 1/(x¯ − ζj), ki nam pretvori
problem v:
min
{︄
ω1 :
n∑︂
j=1
ωj = βx¯;
n∑︂
j=1
ω2j = γx¯; ωj ≤ 0, j = 1, 2, . . . , n
}︄
.
V tem primeru nam omejitve dajo presek hiperravnine in sfere v Rn. e predposta-
vimo, da ωj ̸= 0 za vse j, so pogoji za optimalno re²itev dani z
1 + µ+ 2νω1 = 0, µ+ 2νωj = 0 (j ̸= 1),
kjer sta µ in ν Lagrangeeva multiplikatorja. Pogoji nam povedo, da so vsi ωj (j =
2, . . . , n) enaki. e vzamemo y = ωj za j ̸= 1 in to vstavimo v omejitve, dobimo:
ω1 + (n− 1)y = βx¯, ω21 + (n− 1)y2 = γx¯.
e re²ujemo ena£be za ω1 in i²£emo minimum danega problema, dobimo:
ω1 =
βx¯ −
√︁
(n− 1)(nγx¯ − β2x¯)
n
.
Edine druge re²itve, ki bi zadostile pogojem, so tiste, kjer je en ali ve£ ωj za j ≥ 2
enakih ni£, vendar lahko pokaºemo, da bi te re²itve dale ve£jo vrednost ω1, zato ne
bi dale globalnega minimuma. Za ζ1 tako dobimo:
ζ1 = x¯+
n
−βx¯ +
√︁
(n− 1)(nγx¯ − β2x¯)
.
Ta re²itev predstavlja en korak Laguerreove metode.
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Iz minimizacijskega problema lahko direktno sklepamo, da bi Laguerreova metoda
morala, vsaj za izra£un najniºje ni£le, konvergirati hitreje od Newtonove metode in
metode Ostrovskega. To se zgodi, ker je mnoºica dopustnih re²itev manj²a in nam
zato da ve£jo minimalno vrednost. Vse tri metode konvergirajo monotono proti ξ1,
£e je za£etni pribliºek vzet iz intervala (−∞, ξ1).
4. Izpeljava naprednej²ih metod
V tem poglavju bom prikazala ²e izpeljavo dveh naprednej²ih metod za iskanje
ni£el polinomov. Prva temelji na Newtonovi, druga pa na Laguerrovi metodi.
4.1. Izbolj²ana Newtonova metoda. Izbolj²ano Newtonovo metodo dobimo, £e
re²imo spodnji optimizacijski problem, pri katerem so re²itve kon£ne in strogo ve£je
od x¯:
min
{︄
ζ1 :
n∑︂
j=1
(x¯− ζj) = αx¯;
n∑︂
j=1
1
x¯− ζj = βx¯; ζj > x¯, j = 1, 2, . . . , n
}︄
.
Z metodo Lagrangeevih multiplikatorjev, kjer je prva omejitev dobila multiplikator
µ, druga omejitev pa multiplikator ν, za ta optimizacijski problem dobimo sistem
ena£b:
1− µ+ ν
(x¯− ζ1)2 = 0, −µ+
ν
x¯− ζj = 0 za j ̸= 1.
Tudi tu iz pogojev vidimo, da je n − 1 re²itev x¯ − ζj za j = 2, . . . , n enakih. e
njihovo vrednost ozna£imo z y, dobimo naslednji ena£bi:
(x¯− ζ1) + (n− 1)y = αx¯,(3)
1
x¯− ζ1 +
n− 1
y
= βx¯.(4)
Iz (4) dobimo:
y =
(n− 1)(x¯− ζ1)
βx¯(x¯− ζ1)− 1 ,
pri £emer je x¯− ζj ̸= 1/βx¯. e to vstavimo v ena£bo (3), dobimo kvadratno ena£bo
za x¯− ζ1:
βx¯(x¯− ζ1)2 − (αx¯βx¯ + 1− (n− 1)2)(x¯− ζ1) + αx¯ = 0.
Ker minimiziramo ζ1, nas zanima najve£ja vrednost x¯− ζ1, torej
x¯− ζ1 = (αx¯βx¯ + 1− (n− 1)
2)−√︁(αx¯βx¯ + 1− (n− 1)2)2 − 4αx¯βx¯
2βx¯
.
Preden analiziramo te ni£le, opazujmo ²e neenakost, ki velja za harmoni£no 1 in
aritmeti£no sredino ²tevil a1, a2, . . . an:
a1 + a2 + · · ·+ an
n
≥ n1
a1
+ 1
a2
+ · · ·+ 1
an
.
V na²em primeru za aj vzamemo (x¯− ζj). Tako dobimo:
1Harmoni£na sredina ²tevil a1, a2, . . . , an je deﬁnirana kot H(a1, . . . , an) =
n∑︁n
i=1
1
ai
.
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(x¯− ζ1) + (x¯− ζ2) + · · ·+ (x¯− ζn)
n
≥ n1
x¯−ζ1 +
1
x¯−ζ2 + · · ·+ 1x¯−ζn
,
αx¯
n
≥ n
βx¯
,
αx¯βx¯ ≥ n2,(5)
kjer smo uporabili deﬁniciji αx¯ in βx¯ iz (2). Z nekaj preurejanja lahko diskriminanto
napi²emo tudi tako:
(αx¯βx¯ + 1− (n− 1)2)2 − 4αx¯βx¯ = (αx¯βx¯ − n2)(αx¯βx¯ − (n− 2)2).
Oba faktorja na desni strani zgornje ena£be sta pozitivna zaradi (5), kar nam pove,
da je tudi diskriminanta pozitivna.
Nobena druga re²itev ne zadostuje omejitvam iz optimizacijskega problema. e
re²itev za x¯− ζ1 raz²irimo z
(αx¯βx¯ + 1− (n− 1)2) +
√︁
(αx¯βx¯ + 1− (n− 1)2)2 − 4αx¯βx¯,
dobimo:
x¯− ζ1 = 2αx¯βx¯
(αx¯βx¯ + 1− (n− 1)2) +
√︁
(αx¯βx¯ + 1− (n− 1)2)2 − 4αx¯βx¯
· 1
βx¯
=
2αx¯βx¯
(αx¯βx¯ − n(n− 2)) +
√︁
(αx¯βx¯ − n2)(αx¯βx¯ − (n− 2)2)
· 1
βx¯
.
Od tu lahko nato izrazimo ζ1:
ζ1 = x¯− 2αx¯βx¯
(αx¯βx¯ − n(n− 2)) +
√︁
(αx¯βx¯ − n2)(αx¯βx¯ − (n− 2)2)
· 1
βx¯
.
e namesto αx¯βx¯ pi²emo s, lahko deﬁniramo ϕ(s) kot
ϕ(s) =
2s
(s− n(n− 2)) +√︁(s− n2)(s− (n− 2)2) .(6)
Re²itev na²ega minimizacijskega problema je v tem primeru ζ1 = x¯ − ϕ(s)/βx¯,
pri £emer je s ≥ n2. Funkcija ϕ ima na svojem deﬁnicijskem obmo£ju naslednje
lastnosti:
• ϕ(s)′ < 0,
• ϕ(n2) = n,
• lims→+∞ ϕ(s) = 1.
Vidimo, da je dobljena re²itev optimizacijskega problema ζ1 = x¯−ϕ(s)/βx¯ podobna
koraku Newtonove metode, le da je −1/βx¯ pomnoºen ²e s ϕ(s). Iz tega lahko skle-
pamo, da ta metoda ni nikoli slab²a od Newtonove metode in da je lahko precej
hitrej²a.
Ko se spremenljivke, na katerih izvajamo iteracijo, bliºajo najmanj²i ni£li, linearni
pogoj prispeva vse manj in manj, drugi pogoj pa postaja pomembnej²i. Ko gre
²tevilo korakov proti∞, ta metoda postane enaka Newtonovi metodi. Njena glavna
prednost je v tem, da z njo dobimo bolj²e za£etne pribliºke, ko so vrednosti ²e dale£
stran od ni£le. Dodajanje linearne omejitve v optimizacijski problem bi podobno
izbolj²alo tudi Laguerrovo metodo in metodo Ostrovskega.
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4.2. Diskretna Laguerrova metoda. V£asih je teºko izra£unati drugi odvod neke
funkcije, zato se takrat uporablja diskretna verzija Laguerrove metode. V tem pri-
meru imamo v optimizacijskem problemu oba pogoja ista kot v Newtonovi metodi,
vendar vsakega ra£unamo v drugi to£ki. e sta ti dve to£ki x = x0 in x = x1, kjer
je x0 < x1 < ξ1, potem ustrezni optimizacijski problem izgleda takole:
min
{︄
ζ1 :
n∑︂
j=1
1
x0 − ζj = βx0 ;
n∑︂
j=1
1
x1 − ζj = βx1 ; ζj > x1, j = 1, 2, . . . , n
}︄
.
Re²itev tega optimizacijskega problema je
ζ1 =
x0 + x1
2
+
n− 1
4
(︁
∆β
∆x
+ S
)︁
(∆x)2
−1
2
(βx0 + βx1) +
√︃
S
(︂
1− n+ S (∆x)2
4
)︂ ,
kjer je ∆β = βx1 − βx0 , ∆x = x1 − x0 in S = βx0βx1 + n∆β∆x . Iterirane spremenljivke
konvergirajo monotono proti najmanj²i ni£li ξ1, £e je na² za£etni pribliºek z intervala
levo od ξ1, torej z intervala (−∞, ξ1). Ta metoda ima podobne lastnosti kot navadna
Laguerrova metoda.
Kljub temu da smo za vse zgoraj predstavljene metode predpostavili zelo stroge
pogoje, ki veljajo za najmanj²o ni£lo, jih lahko bolj ali manj uspe²no uporabimo
tudi za iskanje drugih ni£el. Uporabimo jih lahko tudi za iskanje ni£el funkcij, ki
niso nujno polinomi.
Predstavljene metode k najmanj²i ni£li konvergirajo monotono, vendar pa se njihove
lastnosti za izra£un ostalih ni£el razlikujejo od metode do metode, tega pa na tem
mestu ne bomo obravnavali.
5. Teoreti£ni rezultati
e malo spremenimo za£etni optimizacijski problem, lahko dokaºemo slede£e iz-
reke, ki nam dajo mejo, do koder lahko pove£an korak za predstavljene metode
preseºe najmanj²o ni£lo polinoma.
Izrek 5.1. (Newtonova metoda). Imamo polinom p n-te stopnje, ki ima s razli£-
nih realnih ni£el, urejenih kot ξ1 < ξ2 < ξ3 < · · · < ξs, kjer ima ni£la ξj ve£kratnost
qj. e je x¯ < ξ1 in 0 < θ ≤ 12 , potem drºi:
x¯−
(︂
(1− θ)q1 + θq2 + 2
√︁
q1q2θ(1− θ)
)︂ 1
βx¯
≤ (1− θ)ξ1 + θξ2.
Dokaz: θ izberemo z intervala (0, 1
2
] in nato re²ujemo optimizacijski problem:
min
{︄
(1− θ)ζ1 + θζ2 :
n∑︂
j=1
1
x¯− ζj = βx¯; ζj > x¯, j = 1, 2, . . . , n
}︄
.
Opazimo, da lahko omejtve zapi²emo v obliki:
q1
x¯− ζ1 +
q2
x¯− ζ2 +
s∑︂
j=3
qj
x¯− ζj = βx¯.(7)
S pomo£jo Lagrangeevih multiplikatorjev dobimo ena£be:
(1− θ) + µq1
(x¯− ζ1)2 = 0, θ +
µq2
(x¯− ζ2)2 = 0,
µqj
(x¯− ζj)2 = 0 (j ̸= 1, 2).
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Iz teh pogojev izrazimo µ in dobimo:
µ =
−(1− θ)(x¯− ζ1)2
q1
, µ =
−θ(x¯− ζ2)2
q2
.
Izena£imo obe ena£bi za µ in dobimo:
−(1− θ)(x¯− ζ1)2
q1
=
−θ(x¯− ζ2)2
q2
,
(x¯− ζ2)2
(x¯− ζ1)2 =
q2(1− θ)
q1θ
,
x¯− ζ2
x¯− ζ1 =
(︃
q2(1− θ)
q1θ
)︃ 1
2
.
Od tu dobimo re²itve:
x¯− ζ2 =
(︃
q2(1− θ)
q1θ
)︃ 1
2
(x¯− ζ1), ζj = +∞ (j ̸= 1, 2).
To lahko vstavimo v ena£bo (7) in dobimo
x¯− ζ1 =
(︄
q1 +
(︃
q1q2θ
1− θ
)︃ 1
2
)︄
1
βx¯
, x¯− ζ2 =
(︄
q2 +
(︃
q1q2(1− θ)
θ
)︃ 1
2
)︄
1
βx¯
.
Ti dve ena£bi nam vrneta minimalno vrednost, ker morajo re²itve biti ve£je od
x¯ in ker nobena druga re²itev ne zado²£a pogojem za optimalnost. Iz tega lahko
izra£unamo najmanj²o vrednost:
(1− θ)ζ1 + θζ2 = x¯−
(︂
(1− θ)q1 + θq2 + 2
√︁
q1q2(1− θ)
)︂ 1
βx¯
.
V oklepaju na desni strani ena£be prepoznamo popolni kvadrat izraza√︁
(1− θ)q1 +
√︁
θq2,
zato lahko zgornjo ena£bo napi²emo kot:
(1− θ)ζ1 + θζ2 = x¯−
(︂√︁
(1− θ)q1 +
√︁
θq2
)︂2 1
βx¯
.
Sedaj opazimo, da za vsaka dva para to£k (a, b) in (c, d), kjer velja 0 ≤ a ≤ b in
0 ≤ c ≤ d, velja ad + bc ≤ ac+ bd. To lahko preprosto preverimo z obravnavanjem
neena£be (b− a)(d− c) ≥ 0. e upo²tevamo to, smo za minimalno vrednost dobili:
ξ1max{θ, q − θ}+ ξ2min{θ, 1− θ},
ker ξ1 in ξ2 zado²£ata ve£ omejitvam kot tem, ki so predstavljene tu. Ker je 0 < θ ≤
1
2
, je ta dokaz kon£an. ■
e imamo enostavne ni£le (q1 = q2 = 1), nam izrek 5.1 pove, da pri minimumu
velja:
(1− θ)ζ1 + θζ2 = x¯−
(︂
1 + 2
√︁
θ(1− θ)
)︂ 1
βx¯
.
Ko je θ = 1
2
, to pomeni, da dvojni korak Newtonove metode nikoli ne preseºe
aritmeti£ne sredine dveh najmanj²ih ni£el, £e le za£nemo v to£ki z intervala (−∞, ξ1).
e najmanj²e ni£le niso enostavne, za ve£je korake Newtonove metode veljajo iste
lastnosti. Za minimizacijo lahko seveda uporabljamo tudi druge podobne funkcije,
kot je npr. harmoni£na sredina.
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Zelo podoben rezultat dobimo tudi pri metodi Ostrovskega.
Izrek 5.2. (Metoda Ostrovskega). e ima polinom p n-te stopnje same realne
ni£le, ki so urejene kot ξ1 < ξ2 < ξ3 < · · · < ξs, in ima ξj stopnjo qj, potem v
primeru, da je x¯ < ξ1 in 0 < θ ≤ 12 , velja:
x¯+
(︃√︂
(1− θ)2q1 + (θ(1− θ)2q1√q2) 23 +
√︂
θ2q2 + ((1− θ)θ2q2√q1)
2
3
)︃
1√
γx¯
≤ (1− θ)ξ1 + θξ2.
Tega izreka ne bom dokazala, ker je dokaz zelo podoben kot pri izreku 5.1.
V primeru enostavnih ni£el, torej q1 = q2 = 1, nam izrek 5.2 da ena£bo:
(1− θ)ζ1 + θζ2 = x¯+
(︃√︂
θ2 + (θ2(q − θ)) 23 +
√︂
(1− θ)2 + (θ(1− θ)2) 23
)︃
1√
γx¯
.
Ko je θ = 1
2
to pomeni, da £e korak metode Ostrovskega pomnoºimo s
√
2 in je na²
za£etni pribliºek z intervala (−∞, ξ1), ne bomo nikoli prekora£ili aritmeti£ne sredine
najmanj²ih dveh ni£el.
Podoben izrek lahko dokaºemo tudi za izbolj²ano Newtonovo metodo ter za La-
guerrovo in diskretno Laguerrovo metodo, a je to v splo²nem zelo teºko. Zato bomo
pri naslednjem izreku predpostavili, da so vse ni£le enostavne in θ = 1
2
.
Izrek 5.3. (Izbolj²ana Newtonova metoda). e ima polinom n-te stopnje p
same enostavne realne ni£le ξj, urejene kot ξ1 < ξ2 < · · · < ξn, in £e je x¯ < ξ1,
velja:
x¯− 2αx¯βx¯
(αx¯βx¯ − n(n− 4)) +
√︁
(αx¯βx¯ − n2)(αx¯βx¯ − (n− 4)2)
· 2
βx¯
≤ 1
2
(ξ1 + ξ2).
Dokaz: Re²ujemo optimizacijski problem:
min
{︄
ζ1 + ζ2 :
n∑︂
j=1
(x¯− ζj) = αx¯;
n∑︂
j=1
1
x¯− ζj = βx¯; ζj > 0, j = 1, 2, . . . , n
}︄
.
Re²itve so kon£ne in razli£ne od x¯. Optimalna re²itev mora zado²£ati naslednjim
pogojem, ki jih dobimo s pomo£jo Lagrangeevih multiplikatorjev:
1− µ+ ν
(x¯− ζ1)2 = 0,
1− µ+ ν
(x¯− ζ2)2 = 0,
−µ+ ν
(x¯− ζj)2 = 0, (j ̸= 1, 2).
Ker v funkciji, ki jo ºelimo minimizirati, ζ1 in ζ2 nastopata simetri£no in imata
enaka pogoja za optimalnost, sklepamo, da velja ζ1 = ζ2. Iz zgornjih pogojev lahko
sklepamo tudi, da so vse ζj enake, ko je j ̸= 1, 2. e to vstavimo v omejitve in
uvedemo spremenljivko y = x¯− ζj (j ̸= 1, 2), dobimo:
2(x¯− ζ1) + (n− 2)y = αx¯, 2
x¯− ζ1 +
n− 2
y
= βx¯.(8)
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Opazimo, da dobimo enake ena£be kot v (4), le da αx¯ zamenjamo z αx¯2 , βx¯ z
βx¯
2
,
n pa z n
2
. e re²imo ena£bi iz (8), dobimo:
ζ1 = x¯−
2αx¯βx¯
(αx¯βx¯ − n(n− 4)) +
√︁
(αx¯βx¯ − n2)(αx¯βx¯ − (n− 4)2)
· 2
βx¯
.
Nobena druga re²itev ne zado²£a potrebnim pogojem, zato smo dobili minimalni ζ1.
Ker je ζ1 = ζ2, za minimum aritmeti£ne sredine ζ1 in ζ2 dobimo kar isto vrednost
kot za ζ1. ■
Analogni rezultati obstajajo tudi za Laguerrovo in diskretno Laguerrovo metodo.
Izreka za ti dve metodi ne bom dokazala, ker je dokaz zelo podoben kot pri izreku
5.3.
Izrek 5.4. (Laguerrova in diskretna Laguerrova metoda). e ima polinom
n-te stopnje p same enostavne realne ni£le ξj, urejene kot ξ1 < ξ2 < · · · < ξn, in £e
je x¯ < y¯ < ξ1, velja:
x¯+
√
2n
−√2βx¯ +
√︁
(n− 2)(nγx¯ − β2x¯)
≤ 1
2
(ξ1 + ξ2),(9)
x¯+ y¯
2
+
n− 1
4
(︁
∆β
∆x
+ S
2
)︁
(∆x)2
−1
2
(βx¯ + βy¯) +
1√
2
√︃
S
(︂
2− n+ S (∆x)2
2
)︂ ≤ 12(ξ1 + ξ2),(10)
kjer je ∆β = βy¯ − βx¯, ∆x = y¯ − x¯ in S = βx¯βy¯ + n∆β∆x .
Opomba 5.5. Rezultati, ki smo jih dobili pri izrekih, bi ostali enaki za obi£ajne
korake, £e bi bila najmanj²a ni£la dvojna.
6. Ra£unanje lastnih vrednosti Toeplitzovih matrik
Kot ponazoritev si najprej poglejmo nekaj numeri£nih primerjav. V £lanku Mel-
mana in Gragga [1] je podanih nekaj primerov, kjer je izra£unana najmanj²a lastna
vrednost Toeplitzove matrike  matrike, ki ima po diagonalah konstantne vrednosti.
Najmanj²a lastna vrednost je bila izra£unana pri ve£ kot 500 matrikah. Te so bile
treh tipov:
• CVL matrike
To so matrike, ki so deﬁnirane kot T = µ
∑︁n
k=1 ξkT2πθk , kjer je n dimenzija
matrike T , θk in ξk pa sta enakomerno zvezno porazdeljeni slu£ajni spre-
menljivki na intervalu (0,1). Parameter µ je izbran tako, da je Tkk = 1 za
vsak k = 1, . . . , n in (Tθ)ij = cos(θ(i − j)). Tak²ne matrike so pozitivno
semideﬁnitne.
• KMS matrike
To so matrike, ki so deﬁnirane z
Tij = ν
|i−j| (0 < ν < 1; i, j = 1, . . . n),
kjer je n dimenzija matrike. Tak²ne matrike so pozitivno deﬁnitne.
• DDM matrike
To so diagonalno dominantne simetri£ne Toeplitzove matrike. Kvadratna
matrika je diagonalno dominantna, £e zanjo velja:
|aii| ≥
∑︁
j ̸=i|aij| za vse i, kjer je aij element i-te vrstice in j-tega stolpca
matrike.
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V obravnavanih matrikah je prva vrstica podana z vektorjem, katerega kom-
ponente so porazdeljene enakomerno zvezno na intervalu (0,1), vrednost na
poloºaju (1,1) pa je 2n, kjer je n dimenzija matrike. e je diagonalno do-
minantna matrika simetri£na (kar v tem primeru je), vemo, da je pozitivno
semideﬁnitna.
Iskanje najmanj²e lastne vrednosti je potekalo s pomo£jo iskanja najmanj²e ni£le ka-
rakteristi£nega polinoma. Poglejmo si, kako je bil ta izra£unan. Najprej deﬁniramo
matriki Ti in Ei, ki sta obe velikosti i× i.
Ti =
⎡⎢⎢⎣
t0 t1 . . . ti−1
t1 t0 . . . ti−2
...
... . . .
...
ti−1 ti−2 . . . t0
⎤⎥⎥⎦ , Ei =
⎡⎢⎢⎢⎢⎣
0 . . . 0 0 1
0 . . . 0 1 0
0 . . . 1 0 0
...
...
...
...
1 . . . 0 0 0
⎤⎥⎥⎥⎥⎦ .
Deﬁniramo tudi vektor t(i) = [t1, t2, . . . ti−1, ti]T , ki je ravno prva vrstica matrike
Ti+1, iz katere smo izpustili t0, Ii pa naj bo identiteta velikosti i× i. Karakteristi£ni
polinom matrike Ti ozna£imo s pi(λ) = det(Ti − λIi).
Izrek 6.1. e so λi(Ti) ≤ λi−1(Ti) ≤ · · · ≤ λ1(Ti) lastne vrednosti matrike Ti,
veljajo naslednje lastnosti:
pi(λ) > 0, p
′
i(λ) < 0, p
′′
i (λ) > 0, 1 ≤ i ≤ n, λ < λn(Tn),(11)
pi+1(λ) = pi(λ)
(︁
t0 − λ− t(i)TEi(Ti − λIi)−1Eit(i)
)︁
.(12)
Da bomo lahko dokazali izrek 6.1, potrebujemo ²e Cauchyjev izrek o prepletanju
lastnih vrednosti.
Izrek 6.2. (Cauchyjev izrek o prepletanju lastnih vrednosti). Naj bo A ∈
Rn×n simetri£na matrika in naj bo B ∈ Rm×m, kjer je m < n, neka podmatrika
matrike A, ki jo dobimo tako, da iz matrike A odstranimo i-to vrstico in i-ti stolpec
za nekatere vrednosti i. Recimo, da so λ1 ≤ λ2 ≤ · · · ≤ λn lastne vrednosti matrike
A, β1 ≤ β2 ≤ · · · ≤ βm pa lastne vrednosti matrike B. Potem velja:
λk ≤ βk ≤ λk+n−m, za k = 1, . . . ,m.
e je m = n− 1, potem velja:
λ1 ≤ β1 ≤ λ2 ≤ β2 ≤ · · · ≤ βn−1 ≤ λn.
Dokaz: Brez ²kode za splo²nost predpostavimo, da je A =
[︃
B XT
X Z
]︃
. Naj bodo
{x1, . . . xn} lastni vektorji matrike A in {y1, . . . ym} lastni vektorji matrike B. Deﬁ-
niramo naslednje vektorske prostore:
V = Lin(xk, . . . , xn), W = Lin(y1, . . . , yk), ˜︂W = {︃[︃w0
]︃
∈ Rn, w ∈ W
}︃
.
Ker je dim(V ) = n− k + 1 in dim(˜︂W ) = dim(W ) = k, obstaja vektor ˜︁w ∈ V ⋂︁˜︂W ,˜︁w = [︃w
0
]︃
za nek neni£elni w ∈ W . Potem velja:
[︁
wT 0
]︁ [︃B XT
X Z
]︃ [︃
w
0
]︃
= wTBw.
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Vemo, da je λk = min
x∈V
xTAx
xT x
in βk = max
x∈W
xTBx
xT x
. Od tod sledi
λk ≤ ˜︁wTA ˜︁w˜︁wT ˜︁w = wTBwwTw ≤ βk.
Drugo neenakost dokaºemo podobno. Deﬁniramo vektorske prostore
V = Lin(x1, . . . , xk+n−m), W = Lin(yk, . . . ym), ˜︂W = {︃[︃w0
]︃
∈ Rn, w ∈ W
}︃
.
Ker je dim(V ) = k+n−m, dim(˜︂W ) = dim(W ) = m−k+1, spet obstaja vektor ˜︁w v
preseku V
⋂︁˜︂W , kjer je ˜︁w = [︃w
0
]︃
za nek w ∈ W . Spet velja enakost ˜︁wTA ˜︁w = wTBw.
Sledi:
λk+n−m = max
x∈V
xTAx
xTx
≥ ˜︁wTA ˜︁w˜︁wT ˜︁w = wTBwwTw ≥ minx∈W xTBxxTx = βk,
s £imer je izrek dokazan. ■
Dokaz izreka 6.1: Karakteristi£ni polinom matrike Ti je oblike
pi(λ) =
i∏︂
j=1
(λj(Ti)− λ).(13)
• Vemo, da je λ < λn(Tn). Po izreku 6.2 velja, da je λn(Tn) ≤ λj(Ti) za
vsak i = 1, . . . n, j = 1, . . . i. Ker je matrika Ti pozitivno semideﬁnitna, so
λ1(Ti) ≥ · · · ≥ λi(Ti) ≥ 0 in zato (λj(Ti) − λ) > 0 za vsaka 1 ≤ i ≤ n,
1 ≤ j ≤ i. Od tod sledi, da je pi(λ) > 0 za i = 1, . . . , n.
• e odvajamo polinom, podan v (13), dobimo:
p′i(λ) = −
i∑︂
k=1
pi(λ)
λk(Ti)− λ.
Vemo, da je
pi(λ)
λk(Ti)− λ > 0 za vsak k = 1, . . . , i, zato je p
′
i(λ) < 0.
• Drugi odvod polinoma, podanega v (13), izgleda takole:
p′′i (λ) =
i∑︂
k=1
∑︂
j ̸=k
pi(λ)
(λk(Ti)− λ)(λj(Ti)− λ) .
Podobno kot prej lahko vidimo, da bo
pi(λ)
(λk(Ti)− λ)(λj(Ti)− λ) > 0 za vsaka
k, j = 1, . . . , i, j ̸= k in zato je p′′i (λ) > 0.
S tem smo dokazali lastnosti v (11). elimo dokazati ²e rekurzivno formulo v (12).
Oglejmo si, kako izgleda matrika Ti+1 − λIi+1:
Ti+1 − λIi+1 =
[︃
Ti − λIi Eit(i)
t(i)
T
Ei t0 − λ
]︃
.
Ker je Ti+1 − λIi+1 blo£na matrika, lahko njeno determinanto zapi²emo kot
det(Ti+1 − λIi+1) = det(Ti − λIi) · det(t0 − λ− t(i)TEi(Ti − λIi)−1Eit(i)),(14)
15
kjer smo upo²tevali, da lahko determinanto blo£ne matrike L =
[︃
A B
C D
]︃
, £e je A
obrnljiva, izra£unamo s formulo:
det(L) = det(A) · det(D − CA−1B).
Opazimo, da je matrika t0−λ− t(i)TEi(Ti−λIi)−1Eit(i) velikosti 1× 1, kar pomeni,
da je determinanta enaka kar njej sami. Ker je det(Ti − λIi) = pi(λ), lahko enakost
iz (14) zapi²emo kot
pi+1(λ) = pi(λ)
(︂
t0 − λ− t(i)TEi(Ti − λIi)−1Eit(i)
)︂
,
kar pa je ravno to, kar smo ºeleli dokazati. ■
Karakteristi£ni polinom matrike torej lahko izra£unamo rekurzivno po formuli
(12). Avtorja £lanka [1] sta lahko uporabila metode, ki smo jih izpeljali prej. Za
primerjavo sta izbrala navadno in izbolj²ano Newtonovo metodo ter diskretno Lagu-
errovo metodo, pri kateri je bil prvi korak narejen z izbolj²ano Newtonovo metodo.
Ker so vse matrike pozitivno semideﬁnitne, KMS matrike pa so celo pozitivno deﬁni-
tne, vemo, da imajo lastne vrednosti ve£je ali enake 0. Vemo torej, da je 0 najmanj²a
moºna lastna vrednost, kar potem pripomore k ustrezni izbiri za£etnega pribliºka.
Za matrike velikosti 100 Ö 100 sta avtorja dobila rezultate v tabeli 1. V njej vidimo
povpre£no ²tevilo korakov, ki jih je posamezna metoda potrebovala za pribliºek z
natan£nostjo 10−8.
CVL KMS DDM
Newtonova metoda 10.46 125.39 231.13
izbolj²ana Newtonova metoda 9.98 97.61 20.40
diskretna Laguerrova metoda 7.20 25.29 14.91
Tabela 1. Primerjava metod za n = 100
Vidimo, da je diskretna Laguerrova metoda potrebovala ob£utno najmanj korakov
za dovolj dober pribliºek. Opazimo tudi, da ima izbolj²ana Newtonova metoda res
veliko hitrej²o konvergenco od osnovne verzije.
7. Primerjava metod za problem iskanja najmanj²e lastne vrednosti
simetri£ne tridiagonalne matrike
Oglejmo si primer, ko imamo podano matriko velikosti n × n, za katero ºelimo
poiskati najmanj²o lastno vrednost. Obravnavamo samo simetri£ne matrike, ker
vemo, da so vse lastne vrednosti simetri£nih matrik realne, kar zahtevamo v na²ih
predpostavkah v poglavju (2). e vzamemo pozitivno deﬁnitne ali pozitivno semi-
deﬁnitne matrike, vemo, da nobena izmed lastnih vrednosti ni manj²a od 0, zato
lahko 0 vzamemo za za£etni pribliºek. V nasprotnem primeru lahko za ocenjevanje
za£etnega pribliºka uporabimo naslednji izrek:
Izrek 7.1. Ger²gorinov izrek Naj bo A = [aij] kompleksna matrika dimenzije
n × n in naj bo Ri =
∑︁
i ̸=j|aij|. Velja, da vsaka lastna vrednost matrike A leºi v
enem izmed krogov Ki v kompleksni ravnini s sredi²£em v aii in radijem Ri, za i=1,
. . . , n.
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Dokaz: Naj bo λ lastna vrednost matrike A in naj bo x = (xj) pripadajo£ lastni
vektor. Za x naj velja, da je xi = 1 za neko komponento xi in |xj|≤ 1 za j ̸= i.
Tak vektor lahko dobimo tako, da vse komponente lastnega vektorja za λ delimo s
komponento, ki ima najve£jo absolutno vrednost. Ker velja Ax = λx, velja tudi:∑︁
j aijxj = λxi = λ, ker je xi enak 1. Vsoto zapi²emo malce druga£e:∑︂
j ̸=i
aijxj + aiixi =
∑︂
j ̸=i
aijxj + aii = λ.
Sedaj na obeh straneh te ena£be od²tejemo aii in uporabimo trikotni²ko neenakost.
|λ− aii|= |
∑︂
j ̸=i
aijxj|≤
∑︂
j ̸=i
|aij||xj|≤
∑︂
j ̸=i
|aij|= Ri. ■
Ker imamo v simetri£nih matrikah samo realne lastne vrednosti, vemo, da se vse
lastne vrednosti nahajajo v uniji intervalov⋃︂
i
[aii −Ri, aii +Ri], i = 1, . . . , n.
Za za£etni pribliºek torej lahko vzamemo min
i
{aii −Ri}.
Recimo, da imamo podano tridiagonalno simetri£no matriko T :
(15) T =
⎡⎢⎢⎢⎢⎣
a1 b1
b1 a2 b2
. . . . . . . . .
bn−2 an−1 bn−1
bn−1 an
⎤⎥⎥⎥⎥⎦ , bi ̸= 0 za vsak i.
Dokaºemo lahko, da so lastne vrednosti take matrike vedno enostavne.
Trditev 7.2. Nerazcepna simetri£na tridiagonalna matrika ima same enostavne
lastne vrednosti.
Dokaz: Naj bo T simetri£na tridiagonalna matrika, kot je deﬁnirana v (15). Tako
deﬁnirana matrika je nerazcepna, saj je bi ̸= 0 za vsak i = 1, . . . , n− 1.
Za vsak λ ∈ R je T − λI ranga vsaj n − 1, saj je prvih n − 1 stolpcev o£itno li-
nearno neodvisnih. Ker je T simetri£na, vemo, da se algebrai£na in geometrijska
ve£kratnost vsake lastne vrednosti ujemata. To pomeni, da se ²tevilo, kolikokrat se
lastna vrednost λ pojavlja kot ni£la karakteristi£nega polinoma, ujema z dimenzijo
ker(T − λI). Vemo tudi, da velja enakost rang(T − λI)+ dim(ker(T − λI)) = n.
Ker je v na²em primeru rang(T −λI) = n− 1, sledi, da je dim(ker (T −λI)) = 1 za
vsak λ, torej so vse lastne vrednosti enostavne. ■
V knjigi [3] vidimo, da lahko karakteristi£ni polinom fr(λ) := det(Tr − λI) vodilne
r × r podmatrike Tr izra£unamo rekurzivno:
fr(λ) = (ar − λ)fr−1(λ)− b2r−1fr−2(λ)(16)
za r = 2, . . . , n, kjer velja f0(λ) = 1 in f1(λ) = a1 − λ. V na²ih metodah za iskanje
ni£el potrebujemo tudi prvi in drugi odvod. Dobimo ju tako, da poi²£emo prvi in
drugi odvod rekurzivne formule (16):
f ′r(λ) = −fr−1(λ) + (ar − λ)f ′r−1 − b2r−1f ′r−2(λ),(17)
f ′0(λ) = 0, f
′
1(λ) = −1,
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f ′′r (λ) = −2f ′r−1 + f ′′r−1(λ)(ar − λ)− b2r−1f ′′r−2(λ),(18)
f ′′0 (λ) = 0, f
′′
1 (λ) = 0.
Za uporabo na²ih metod je dovolj, £e znamo izra£unati le vrednosti karakteri-
sti£nega polinoma v to£kah na²ih pribliºkov in vrednosti njegovih prvih in drugih
odvodov. Ker za karakteristi£ni polinom tridiagonalne matrike to lahko naredimo
s formulami (16), (17) in (18), s tem prihranimo pri ²tevilu operacij, ki bi jih sicer
potrebovali za izra£un karakteristi£nega polinoma.
Za primerjavo smo vzeli naklju£no simetri£no tridiagonalno matriko velikosti 100×
100, katere elementi so naklju£ne vrednosti z enakomerno porazdelitvijo na inter-
valu [0, 1]. Za£etni pribliºek smo izra£unali s pomo£jo izreka 7.1, na²a zahtevana
natan£nost pa je bila 10−15. Na sliki 1 vidimo, kako so konvergirale na²e metode.
Slika 1. Primerjava metod pri tridiagonalni matriki velikosti 100× 100
Opazimo, da je najhitreje konvergirala Laguerrova metoda, ki je za dovolj natan-
£en pribliºek potrebovala le 8 korakov, najpo£asneje pa je konvergirala Newtonova
metoda, ki je potrebovala 45 korakov.
Oglejmo si sedaj ²e tabelo 2, ki prikazuje povpre£no ²tevilo korakov, ki jih po-
samezna metoda potrebuje za izra£un dovolj dobrega pribliºka za najmanj²o lastno
vrednost podane matrike. Rezultati so povpre£je za 200 naklju£no generiranih tridi-
agonalnih simetri£nih matrik, ki imajo vrednosti naklju£no vzete z intervala [0,0.5]
v skladu z enakomerno zvezno porazdelitvijo. Povpre£no ²tevilo korakov smo izra-
£unali za ve£ razli£nih velikosti matrik: 200× 200, 400× 400, 600× 600, 800× 800
in 1000× 1000.
Laguerrova metoda je pri vseh razli£nih velikostih matrik potrebovala najmanj
korakov, najve£ pa Newtonova metoda. Vidimo, da izbolj²ana Newtonova metoda
res bistveno izbolj²a hitrost konvergence in za dovolj dober pribliºek porabi med
£etrtino in tretjino korakov, ki jih za enako dober pribliºek potrebuje klasi£na New-
tonova metoda.
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Metoda
Povpre£no ²t. korakov
200× 200 400× 400 600× 600 800× 800 1000× 1000
Newtonova metoda 83.215 150.033 221.070 286.845 341.63
Metoda Ostrovskega 9.960 12.140 14.115 15.505 16.200
Laguerrova metoda 7.440 8.670 9.775 10.555 10.710
Izbolj. Newtonova metoda 28.080 44.465 61.570 76.980 87.215
Diskr. Laguerrova metoda 11.705 13.455 15.150 16.245 16.875
Tabela 2. tevilo potrebnih iteracij za dovolj dober pribliºek
tevilo korakov, ki jih za dovolj dober pribliºek potrebuje neka metoda, ni nujno
najbolj²i pokazatelj u£inkovitosti metode. e za izra£un enega koraka na primer
porabi veliko ve£ operacij kot ostale metode, se lahko zgodi, da bomo z ostalimi
metodami hitreje naredili ve£ potrebnih korakov za dovolj dober pribliºek, kot s
£asovno zahtevno metodo manj potrebnih korakov. Preveriti moramo torej, kako se
obnesejo na²e metode. Vemo, da je Laguerrova metoda naju£inkoviej²a kar se ti£e
²tevila potrebnih korakov za dovolj dober pribliºek, vemo pa tudi, da je za en korak
Laguerrove metode potrebnih ve£ operacij, ker moramo izra£unati tudi drugi odvod.
Slika 2. as, ki ga metode potrebujejo za dovolj dober pribliºek
e pogledamo sliko 2 in jo primerjamo s tabelo 2, vidimo, da ve£ £asa za dovolj
dober pribliºek potrebujejo metode, ki potrebujejo tudi ve£je ²tevilo korakov. Izkaºe
se torej, da se v na²em primeru spla£a investirati ve£ operacij na vsakem koraku za
Laguerrovo metodo, saj je skupni £as ra£unanja vseeno najniºji.
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Deﬁnirajmo sedaj tridiagonalno matriko s konstantnimi vrednostmi na diagonali
in na obdiagonalah:
(19) An =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b
c a b
c a b
. . . . . . . . .
c a b
c a
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, bc ̸= 0, kjer je An velikosti n× n.
V £lanku [9] je izpeljana formula, s katero lahko direktno izra£unamo lastne vrednosti
matrike An:
(20) λk = a+ 2
√
bc · cos kπ
n+ 1
, k ∈ {1, 2, . . . , n}.
Ker se v na²em primeru ukvarjamo s simetri£nimi tridiagonalnimi matrikami, bomo
obravnavali primer, ko velja b = c. Formula (20) se torej poenostavi v:
(21) λk = a+ 2b · cos kπ
n+ 1
, k ∈ {1, 2, . . . , n}.
Ker sedaj poznamo natan£no vrednost najmanj²e lastne vrednosti, lahko vidimo,
kak²en je red konvergence na²ih metod. Primerjamo lahko namre£ pribliºke prido-
bljene z na²imi metodami in to£no vrednost lastne vrednosti, ki jo izra£unamo s
formulo (21).
Najprej si oglejmo, kaj iz teorije vemo o redu konvergence na²ih metod. Vemo, da
je red konvergence zaporedja pribliºkov (xk) enak p, £e obstaja tak²na konstanta
C > 0, da za ni£lo ξ velja
lim
k→∞
|xk+1 − ξ|
|xk − ξ|p = C.
Deﬁnirajmo sedaj napako po k korakih iteracije: ek = xk − ξ. Vidimo, da ko gre
k →∞, velja: |ek+1|≈ C · |ek|p in |ek|≈ C · |ek−1|p. Iz tega sledi:
|ek+1|
|ek| ≈
C · |ek|p
C · |ek−1|p ≈
⃓⃓⃓⃓
ek
ek−1
⃓⃓⃓⃓p
.
e levo in desno stran logaritmiramo, lahko iz ena£be izrazimo p.
log
⃓⃓⃓⃓
ek+1
ek
⃓⃓⃓⃓
≈ p · log
⃓⃓⃓⃓
ek
ek−1
⃓⃓⃓⃓
,
p ≈
log
⃓⃓⃓
ek+1
ek
⃓⃓⃓
log
⃓⃓⃓
ek
ek−1
⃓⃓⃓ ,
p ≈ log |(xk+1 − ξ)/(xk − ξ)|
log |(xk − ξ)/(xk−1 − ξ)| .(22)
Za uporabo formule (22) moramo poznati vrednosti razmerja napak na dveh zapo-
rednih korakih. V na²em primeru to lahko izra£unamo, saj znamo izra£unati tudi
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natan£no vrednost lastne vrednosti. Za izra£un reda konvergence lahko torej upora-
bimo to formulo. e to£ne vrednosti lastne vrednosti ne poznamo, lahko pribliºek
za p izra£unamo tudi s pomo£jo naslednje formule:
p ≈ log |(xk+1 − xk)/(xk − xk−1)|
log |(xk − xk−1)/(xk−1 − xk−2)| .(23)
Celotno izpeljavo formule (23) lahko najdemo v [12].
V teoriji ob na²ih predpostavkah velja, da ima Newtonova metoda kvadrati£en
red konvergence, £e je p′′(ξ) ̸= 0, saj zaradi trditve 7.2 vemo, da so vse ni£le karak-
teristi£nega polinoma enostavne. e imamo ve£kratno ni£lo, pa v splo²nem velja,
da je konvergenca linearna. To lahko vidimo v knjigi [3].
Glede na to da se izbolj²ana Newtonova metoda od klasi£ne razlikuje le v prvih
nekaj pribliºkih, na dolgi rok pa sta metodi enaki, tudi za izbolj²ano Newtonovo
metodo pri£akujemo kvadrati£no konvergenco.
Iz [2] vemo, da za zaporedje pribliºkov (xk) za enostavno ni£lo, pridobljenih z metodo
Ostrovskega, velja:
lim
k→∞
ξ − xk+1
(ξ − xk)3 =
3p′′(ξ)2 − 4p′(ξ)p′′′(ξ)
24p′(ξ)2
.
Ker je desna stran neodvisna od k, je to konstanta, ki jo i²£emo, in je red konvergence
metode Ostrovskega enak 3 za enostavne ni£le. e imamo ve£kratne ni£le, pa velja
za r > 0, kjer je r kratnost ni£le ξ:
lim
k→∞
ξ − xk+1
ξ − xk = 1−
1√
r
.
Konvergenca je v tem primeru torej linearna. Iz [5] vemo tudi, da je konvergenca
Laguerrove metode kubi£na, £e imamo enostavne ni£le, v bliºini ve£kratnih ni£el
pa je linearna. Laguerrova metoda sicer spada med metode za iskanje ni£el, ki
konvergirajo ne glede na izbiro za£etnega pribliºka.
Poglejmo torej graf na sliki 3, ki prikazuje odvisnost log10(|xk − λ|) od ²tevila
korakov, kjer je xk k-ti pribliºek za najmanj²o lastno vrednost, λ pa to£na vre-
dnost lastne vrednosti, izra£unana s formulo (21). Za izra£un smo vzeli naklju£no
generirano simetri£no tridiagonalno matriko velikosti 100 × 100, ki ima po diago-
nalah konstantne vrednosti, ki so naklju£no vzete z intervala [−10, 10] v skladu z
enakomerno zvezno porazdelitvijo.
V tabeli 3 so zbrane vrednosti, ki so vrisane na grafu 3. Po formuli (22) smo za
vsako metodo posebej iz vsakih treh zaporednih vrednosti izra£unali ²e oceno za red
konvergence pi. Te vrednosti so zbrane v tabeli 4
²t. koraka 1 2 3 4 5 6 7
Newton -3.612 -4.019 -4.685 -5.915 -8.3442 -13.201 -16.039
Ostrovski -5.023 -9.026 -16.571
Laguerre -5.033 -9.063 -16.144
Izbolj. Newton -4.029 -4.714 -5.986 -8.500 -13.527 -16.225
Diskr. Laguerre -4.035 -5.641 -9.029 -16.747
Tabela 3. log10 |xk − λ| za razli£ne k
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Slika 3. Odvisnost log10(|xk − λ|) od ²tevila korakov
p1 p2 p3 p4 p5
Newton 1.6370 1.8479 1.9749 1.9990 0.5843
Ostrovski 1.8848
Laguerre 1.7567
Izbolj. Newton 1.8555 1.9776 1.9993 0.5366
Diskr. Laguerre 2.1097 2.2781
Tabela 4. Izra£unan p za razli£ne trojice zaporednih pribliºkov
Vidimo, da je vrednost na zadnjem koraku smiselno odstraniti iz obravnave, saj
nam zaradi numeri£nih napak pri zadnjem koraku vrne napa£no vrednost. Pri me-
todi Ostrovskega in Laguerrovi metodi zadnjih pribliºkov ne moremo kar tako izpu-
stiti, saj imamo potem premalo pribliºkov za izra£un reda konvergence. Zato bomo
za£etni pribliºek zmotili za 5 ·10−3. V tem primeru pri metodi Ostrovskega in Lagu-
errovi metodi pridobimo ²e 3 nove pribliºke. Na sliki 4 vidimo, kako so konvergirale
ostale metode, red konvergence pa bomo ponovno izra£unali le za omenjeni dve me-
todi. Rezultati so zbrani v tabeli 5. V tabeli smo ºe izpustili zadnjo, napa£no, oceno
reda konvergence.
p1 p2 p3
Ostrovski 1.6690 2.34330 2.9301
Laguerre 1.6851 2.3834 2.9417
Tabela 5. Izra£unan p za metodo Ostrovskega in Laguerrovo metodo
Vidimo, da se red konvergence vseh metod, izra£unan iz predzadnjih treh pri-
bliºkov, ujema s teorijo. Sklepamo lahko tudi, da je red konvergence diskretne
22
Slika 4. Odvisnost log10(|xk − λ|) od ²tevila korakov pri novem za£etnem pribliºku
Laguerrove metode sicer slab²i od kubi£nega, a je vseeno precej bolj²i od kvadra-
ti£nega. e opazujemo tabelo 2 in sliko 2, vidimo, da je v primeru na²ih matrik
diskretna Laguerrova metoda po hitrosti konvergence in £asovni zahtevnosti precej
bliºe kubi£nim kot kvadrati£nim metodam.
Izra£unajmo p ²e za simetri£no tridiagonalno matriko, ki po diagonalah nima
konstantnih vrednosti. Ker za tak²no matriko ne znamo natan£no izra£unati vre-
dnosti njene najmanj²e lastne vrednosti, v tem primeru uporabimo formulo (23).
Red konvergence izra£unamo na primeru simetri£ne tridiagonalne matrike velikosti
500 × 500, ki ima vrednosti naklju£no izbrane z intervala [0,1] v skladu z ena-
komerno zvezno porazdelitvijo. Za izra£un reda konvergence uporabimo zadnje 4
pribliºke. Dobimo rezultate, zbrane v tabeli 6.
Po trditvi 7.2 vemo, da imajo matrike, ki jih obravnavamo, same enostavne lastne
vrednosti, zato reda konvergence ob ve£kratnih lastnih vrednostih ne moremo pre-
veriti. Vseeno pa lahko najdemo primer matrike, ki ima vse lastne vrednosti skoraj
dvojne, torej lastne vrednosti nastopajo v parih, kjer sta lastni vrednosti v paru zelo
blizu ena drugi. Tak primer je matrika Mϵ velikosti 2n, ki izgleda takole:
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Mϵ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
a1 b1
b1 a2 b2
. . . . . . . . .
bn−2 an−1 bn−1
bn−1 an ϵ ← n
ϵ a1 b1 ← n+ 1
b1 a2 b2
. . . . . . . . .
bn−2 an−1 bn−1
bn−1 an
↑ ↑
n n+ 1
ϵ je v tem primeru neko ²tevilo blizu 0. Recimo, da imamo matriko M0, kjer imamo
namesto vrednosti ϵ na mestih (n, n+1) in (n+1, n) ni£lo. Taka matrika je razcepna
in ima vse lastne vrednosti dvojne. Deﬁnirajmo ²e matriko E velikosti 2n × 2n, ki
ima povsod ni£le, razen na mestih (n, n + 1) in (n + 1, n), kjer ima ϵ. Velja torej
Mϵ =M0 + E.
Lema 7.3. e za kvadratno matriko X velja ||X|| < 1 v taki normi, kjer je ||I|| = 1,
potem je matrika I −X nesingularna.
Dokaz: Denimo, da je matrika I − X singularna. Potem obstaja tak vektor z,
da je (I −X)z = 0. To pomeni z = Xz in ||z|| = ||Xz|| ≤ ||X|| · ||z|| , iz £esar sledi
||X|| ≤ 1. To je v protislovju s predpostavkami. ■
Izrek 7.4. (Bauer-Fikejev izrek). Naj bo A matrika velikosti n× n, ki se jo da
diagonalizirati kot A = XΛX−1, kjer je Λ = diag(λ1, . . . λn) in so λ1, . . . λn lastne
vrednosti matrike A. Potem vse lastne vrednosti λ(ϵ) matrike A + ϵE leºijo v uniji
n krogov
|z − λi| ≤ ϵ ||X|| ·
⃓⃓⃓⃓
X−1
⃓⃓⃓⃓ · ||E|| = ϵκ(X) ||E|| , i = 1, . . . , n,
kjer za normo lahko vzamemo katerokoli izmed norm ||·||1, ||·||2 ali ||·||∞, κ(X) pa
je ob£utljivost na²ega problema.
Dokaz: Naj bo λ(ϵ) lastna vrednost A+ ϵE. Predpostavimo lahko λ(ϵ) ̸= λi, i =
1, . . . , n.
Matrika A+ ϵE − λ(ϵ)I je singularna. Zapi²emo:
X−1(A+ ϵE − λ(ϵ)I)X = X−1AX + ϵX−1EX − λ(ϵ)X−1IX
= Λ− λ(ϵ)I + ϵX−1EX
= (Λ− λ(ϵ)I)(I + ϵ(Λ− λ(ϵ)I)−1X−1EX)
Ker je Λ− λ(ϵ)I nesingularna matrika, to pomeni, da mora biti singularna matrika
I + ϵ(Λ− λ(ϵ)I)−1X−1EX. Zaradi leme 7.3 vemo, da je
1 ≤ ⃓⃓⃓⃓ϵ(Λ− λ(ϵ)I)−1X−1EX ⃓⃓⃓⃓ ≤ ϵ ⃓⃓⃓⃓(Λ− λ(ϵ)I)−1⃓⃓⃓⃓ · ⃓⃓⃓⃓X−1⃓⃓⃓⃓ · ||E|| · ||X|| .
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Iz ⃓⃓⃓⃓
(Λ− λ(ϵ)I)−1⃓⃓⃓⃓ = 1
min
i=1,...,n
|λi − λ(ϵ)|
sledi
1 ≤ 1
min
i=1,...,n
|λi − λ(ϵ)| · ϵ
⃓⃓⃓⃓
X−1
⃓⃓⃓⃓ · ||X|| · ||E|| ,
zato je
min
i=1,...,n
|λi − λ(ϵ)| ≤ ϵκ(X) ||E|| .
■
Izrek 7.5. (Weylov izrek). e sta A in E simetri£ni matriki in so λn ≤ · · · ≤ λ1
lastne vrednosti matrike A, ˜︂λn ≤ · · · ≤ ˜︁λ1 pa lastne vrednosti matrike A+E, potem
za i = 1, . . . , n velja ⃓⃓⃓
λi − ˜︁λi ⃓⃓⃓ ≤ ||E|| .
Dokaz To je neposredna posledica izreka 7.4: £e sta A in E simetri£ni matriki,
potem je X iz diagonalizacije ortogonalna matrika, torej je κ(X) = 1. ■
Vidimo, da z uporabo izreka 7.5 lahko ocenimo, za koliko se bodo med sabo raz-
likovale lastne vrednosti matrike Mϵ in lastne vrednosti matrike M0. Izra£unati
moramo le ||E||2 , kar pa je v na²em primeru enostavno. Ker je E simetri£na ma-
trika, vemo, da je ||E||2 = max(|λ1(E)| , |λ2n(E)|), kjer je λ1(E) najve£ja, λ2n(E)
pa najmanj²a lastna vrednost matrike E. V na²em primeru je tako ||E||2 = ϵ. Velja
torej, da se lastne vrednosti matrike Mϵ od lastnih vrednosti matrike M0 ne razli-
kujejo za ve£ kot ϵ. Velja tudi, da manj²i kot bo ϵ, bliºje skupaj bodo leºali pari
lastnih vrednosti v Mϵ.
Za na² izra£un pribliºka za red konvergence smo vzeli matriko, kjer je n = 250 in
ϵ = 10−8, a je slu£ajni vektor dolºine n, b pa slu£ajni vektor dolºine n−1. Vrednosti
obeh vektorjev smo v skladu z enakomerno zvezno porazdelitvijo vzeli z intervala
(0, 1). Ocene za red konvergence p so zbrane v tabeli 6. Teorija pravi, da lahko
pri£akujemo p ≈ 1 za vse na²e metode. Vidimo, da se na²i rezultati lepo skladajo s
teorijo, saj smo pri vseh metodah dobili vrednosti blizu 1.
metoda p za enojne ni£le p za skoraj dvojne ni£le
Newtonova metoda 2.00086 0.93424
metoda Ostrovskega 2.95055 0.91553
Laguerrova metoda 2.88682 0.83399
izbolj²ana Newtonova metoda 2.00024 0.94609
diskretna Laguerrova metoda 2.40360 0.95491
Tabela 6. Red konvergence razli£nih metod za enojne in skoraj dvojne ni£le
8. Zaklju£ek
V tem diplomskem seminarju smo s pomo£jo vezanih optimizacijskih problemov
izpeljali pet metod za iskanje ni£el polinomov. Te metode smo med sabo primerjali
na problemu iskanja najmanj²e lastne vrednosti tridiagonalne simetri£ne matrike.
eleli smo ugotoviti, katero metodo se nam najbolj spla£a uporabiti, ko re²ujemo
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tak problem. e s pomo£jo slike 1 in tabele 2 smo ugotovili, da Laguerrova metoda
potrebuje najmanj korakov, da pride do pribliºka za lastno vrednost, v katerem je
vrednost karakteristi£nega polinoma dovolj blizu 0.
Ker za korak Laguerrove metode in metode Ostrovskega potrebujemo izra£un
drugega odvoda karakteristi£nega polinoma, porabimo za en korak teh dveh metod
ve£ operacij kot za ostale metode. Zanimalo nas je torej, ali se nam skupno spla£a
vloºiti ve£je ²tevilo operacij v posamezni korak in uporabiti Laguerrovo metodo ali
bomo s kak²no drugo metodo hitreje opravili ve£ potrebnih korakov za dovolj dober
pribliºek. Slika 2 nam pove, da je za na² obravnavani problem Laguerrova metoda
vseeno najbolj²a izbira, saj je skupni £as ra£unanja pri njej najkraj²i. Ugotovili smo
tudi, da je izbolj²ana Newtonova metoda v praksi bistveno bolj²a kot Newtonova
metoda, £eprav sta v teoriji metodi na dolgi rok enaki.
Zanimal nas je tudi red konvergence posameznih metod. Pri vseh metodah, razen
pri diskretni Laguerrovi metodi, smo teoreti£no znali izra£unati red konvergence,
zanimalo pa nas je ²e, kak²en red konvergence imajo metode v na²em primeru.
Rezultati, ki smo jih dobili v tabelah 4, 5 in 6, nam povedo, da se eksperimentalni
rezultati skladajo s teorijo, kar velja tako za konvergenco v bliºini enostavnih kot
tudi v bliºini dvojnih ni£el.
Slovar strokovnih izrazov
diagonally dominant matrix diagonalno dominantna matrika
magniﬁed step pove£an korak
shifted moment premaknjen moment
harmonic mean harmoni£na sredina
zeroﬁnders metode za iskanje ni£el
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