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Abstract
We prove that the critical pulled front of Lotka-Volterra competition systems is nonlinearly
asymptotically stable. More precisely, we show that perturbations of the critical front decay
algebraically with rate t−3/2 in a weighted L∞ space. Our proof relies on pointwise semigroup
methods and utilizes in a crucial way that the faster decay rate t−3/2 is a consequence of the
lack of an embedded zero of the Evans function at the origin for the linearized problem around
the critical front.
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1 Introduction
We consider the following system of reaction-diffusion equations known as the Lotka-Volterra com-
petition model,
ut = uxx + u(1− u− av),
vt = σvxx + rv(1− bu− v),
(1.1)
where x ∈ R, t > 0 and the non-negative parameters a > 0, b > 0, σ > 0 and r > 0 obey the
following conditions, that we assume to be satisfied throughout the rest of the paper,
0 < a < 1 < b, (1.2)
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and
0 < σ < 2 and (ab−M)r ≤M(2− σ)(1− a), M := max {1, 2(1− a)} . (1.3)
As a consequence of assumption (1.2), system (1.1) has three non-negative equilibrium points: the
unstable state (u, v) = (0, 0), the unstable extinction state (u, v) = (0, 1) and the stable extinction
state (u, v) = (1, 0). We are interested in non-negative traveling front solutions (u(t, x), v(t, x)) =
(Uc(x−ct), Vc(x−ct)) of (1.1) connecting the two extinction states. Thus, it is follows that profiles
Uc(ξ) and Vc(ξ) should satisfy
U ′′ + cU ′ + U(1− U − aV ) = 0,
σV ′′ + cV ′ + rV (1− bU − V ) = 0,
(1.4)
subject to
lim
ξ→−∞
(Uc(ξ), Vc(ξ)) = (1, 0), and lim
ξ→+∞
(Uc(ξ), Vc(ξ)) = (0, 1). (1.5)
The existence of such fronts has been studied extensively [2, 8, 17, 21, 27, 28, 33]. In particular,
it is known that there exists cmin ≥ 0 so that non-negative traveling front solutions of (1.4)-(1.5)
exist if and only if c ≥ cmin, see [21, 27, 33]. We shall refer to cmin as the minimal wavespeed
and traveling fronts propagating at the minimal speed are called critical. Due to the invariance
by translation of (1.1), there is a one-parameter family of such traveling fronts for each c ≥ cmin.
A direct linearization around the unstable extinction state (u, v) = (0, 1) reveals that the minimal
wavespeed satisfies
cmin ≥ c∗ := 2
√
1− a.
We call c∗ = 2
√
1− a the linear spreading speed, as it is the asymptotic spreading speed of com-
pactly supported initial data for the system linearized near the unstable state (0, 1). It was shown
in [2, 27, 33] that for any parameters satisfying (1.2)-(1.3), cmin = c∗ such that the minimal speed
is linearly selected. We denote by (U∗, V∗) the corresponding critical front profile solution of (1.4)-
(1.5) propagating with the linear spreading speed c∗ = 2
√
1− a. We note that the existence or
non-existence of a critical front has been the focus of a great deal of research. We refer the reader to
[8, 17] for other works on the existence of critical traveling fronts propagating with the linear speed
c∗. It bears mentioning that there are choices of parameters for which the critical front propagates
with minimal speed cmin strictly larger than c∗, see for example [13, 14, 18]. In the following, in
order to avoid any confusion with the later case of nonlinear determinacy cmin > c∗, we shall use
the terminology popularized in [32] and refer to the critical front (U∗, V∗) propagating with the
linear speed c∗ = 2
√
1− a as the critical pulled front.
The stability of traveling front solutions propagating into unstable states has been the subject of
numerous studies in the past decades. In the scalar case, the stability of super-critical fronts was
established in [31] using exponential weights to stabilize the essential spectrum. For the critical
pulled front, stability was first established by [25], and later extended and refined in [5, 6, 9].
The sharpest of these results proves that perturbations of the critical pulled front converge in an
exponentially weighted L∞ space with algebraic rate t−3/2, see [7, 9]. Of course, using comparison
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principle techniques, strong results concerning the convergence of compactly supported initial data
to traveling fronts are possible; see for example [27].
The literature concerning the stability of pulled fronts in systems of reaction-diffusion equations is
smaller. We mention the results of [10, 22] for traveling fronts connecting stable extinction states.
For the Lotka-Volterra system (1.1) under the assumptions (1.2), the local stability of traveling
fronts propagating with wavespeed c > cmin for (1.1) was proved in [26]. The strategy employed
there is to use exponential weights to stabilize the essential spectrum and comparison principles to
exclude unstable point spectrum. Since c > cmin these fronts have weak exponential decay and so
the derivative of the front does not lead to a translational eigenvalue in the weighted space and the
spectrum lies strictly in the negative half plane. Taken together, this leads to exponential in time
stability with respect to spatially localized perturbations.
In the present work, we are concerned with the asymptotic stability of the critical pulled front
(U∗, V∗). More precisely, we will show that perturbations of the critical pulled front converge in an
exponentially weighted L∞ space with algebraic rate t−3/2, as it is the case for the scalar Fisher-
KPP equation [7, 9]. It is important to emphasize that the essential spectrum of the linear operator
obtained by linearizing (1.1) in a coordinate frame moving at speed c∗ cannot be stabilized by using
exponential weights. In fact, using appropriate exponential weights, one finds continuous spectrum
up to the origin. Essential to the analysis here is the absence of an embedded eigenvalue at the
origin. The lack of an embedded translational eigenvalue at the origin is expected due to the fact
that the critical pulled front has weak exponential decay near ξ = +∞,(
U∗(ξ)
V∗(ξ)− 1
)
∼ ξe−γ∗ξ
(
β1
β2
)
+ o
(
ξe−γ∗ξ
)
as ξ →∞, (1.6)
where γ∗ := c∗/2 =
√
1− a and for some vector (β1, β2) 6= 0, see [12, 21, 28]. As already noticed
in [30] and further exploited in [7], this weak exponential decay implies that the derivative of
the critical pulled front has also weak exponential decay and thus does not contribute to a zero
eigenvalue of the linearized operator.
We now state our main result. First, we rewrite system (1.1) in traveling wave coordinate moving
to the right with speed c∗
ut = uxx + c∗ux + u(1− u− av),
vt = σvxx + c∗vx + rv(1− bu− v),
(1.7)
where x ∈ R, t > 0, such that the critical pulled front (U∗, V∗) is now a stationary solution (1.7).
We introduce a positive, bounded, smooth weight function ω(x) > 0 of the form
ω(x) =
{
e−γ∗x x ≥ 1,
eδx x ≤ −1,
(1.8)
for some δ > 0 that satisfies
0 < δ < min
(
−γ∗ +
√
γ2∗ + 1,
−γ∗ +
√
γ2∗ + σr(b− 1)
σ
)
. (1.9)
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Theorem 1. Assume that assumptions (1.2)-(1.3) hold. Consider (1.7) with initial datum (u(0, ·), v(0, ·)) =
(U∗, V∗) + (u0, v0) satisfying
0 ≤ u(0, x) ≤ 1, and 0 ≤ v(0, x) ≤ 1, ∀x ∈ R.
There exists C > 0 and ε > 0 such that if (p0, q0) := (u0/ω, v0/ω) satisfies
‖(p0, q0)‖L∞(R) + ‖(1 + | · |)(p0, q0)‖L1(R) < ε,
then the solution (u(t, x), v(t, x)) is defined for all time and the critical pulled front is nonlinearly
stable in the sense that∥∥∥∥ 1(1 + | · |) (p(t, ·), q(t, ·))
∥∥∥∥
L∞(R)
≤ Cε
(1 + t)3/2
, t > 0,
where p(t, x) := (u(t, x)−U∗(x))/ω(x) and q(t, x) := (v(t, x)−V∗(x))/ω(x) for all x ∈ R and t > 0.
Our strategy of proof follows the lines of the one we recently proposed for the scalar Fisher-KPP
equation [7]. It is based upon pointwise semigroup methods which were introduced in [35], and
have been developed precisely to address stability problems where the essential spectrum cannot be
separated from the imaginary axis. We refer to [4, 15, 19, 35] for various applications of pointwise
semigroup method to the stability of viscous shock waves, stability and instability of spatially
periodic patterns or stability of defects in reaction-diffusion equations, to mention a few. Most
related to the present study is [16] where the stability of the kink solution for the Cahn-Hilliard
equation is studied. In a nutshell, our approach can be summarized as follows.
 We construct bounded linearly independent solutions (φ−1 , φ
−
2 ) and (φ
+
1 , φ
+
2 ) to the eigenvalue
problem
L
(
p
q
)
= λ
(
p
q
)
,
on R− and R+ respectively, where L is a linear operator describing the linearized eigenvalue
problem of (1.7) around (U∗, V∗) transformed to a weighted space with weight given by ω
from (1.8).
 We find bounds on the pointwise Green’s function Gλ(x, y) which is a 2× 2 matrix satisfying
(L − λI2)Gλ(x, y) = −δ(x− y)I2, x, y ∈ R,
and that can be expressed in terms of combinations of φ±1,2 evaluated at x and/or y.
 We apply the inverse Laplace transform, and show that temporal Green’s function
G(t, x, y) = 1
2πi
∫
C
eλtGλ(x, y)dλ
decays pointwise with algebraic rate t−3/2 by a suitable choice of inversion contour C ⊂ C.
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 The final step consists in applying Lp estimates to the nonlinear solution expressed using
Duhamel’s formula(
p(t, x)
q(t, x)
)
=
∫
R
G(t, x, y)
(
p0(y)
q0(y)
)
dy +
∫ t
0
∫
R
G(t− τ, x, y)
(
Nu(p(τ, y), q(τ, y))
Nv(p(τ, y), q(τ, y))
)
dydτ,
where (Nu(p, q),Nv(p, q)) encodes nonlinear terms, and show that the nonlinear system also
exhibits the same algebraic decay rate.
Of the four steps above, we expend the most effort obtaining the necessary bounds on the pointwise
Green’s function Gλ(x, y). This involves two pieces. First, we must show that Gλ(x, y) has no poles
for λ in the right half plane. These eigenvalues would necessarily imply instability of the front.
To do this, we exploit the monotone structure of system (1.1) and apply comparison principle
techniques to rule out unstable point spectrum; see [3, 26]. Next, we require that Gλ(x, y) can be
expressed as e−
√
λ|x−y|Hλ(x, y), with Hλ(x, y) a 2×2 matrix, analytic in λ in the region considered
and bounded uniformly as a function of x and y. The prefactor e−
√
λ|x−y| is the Laplace transform
of the derivative of the heat kernel in one space dimension; from which the decay rate t−3/2 is
naturally expected. The lack of a singularity in Gλ(x, y) as λ → 0 is enforced by the lack of an
embedded eigenvalue at the edge of the essential spectrum. This, in turn, is related to the weak
exponential decay of the critical front which precludes the derivative of the front from contributing
a singularity at λ = 0 and the monotone structure of (1.1) which can be used to preclude any other
bounded solution to the eigenvalue problem at λ = 0. Once these bounds have been established
the third and fourth steps in our proof are closely related to the scalar case presented in [7].
We expect that the method used to establish Theorem 1 could be used to establish nonlinear
stability of other pulled fronts. In particular, we anticipate that the two main ingredients necessary
for the proof: the lack of an embedded translational eigenvalue at λ = 0 and a subsequent bound on
the pointwise Green’s function of the form e−
√
λ|x−y| would occur generically in examples of pulled
fronts. However, presenting a significant challenge from a mathematical point of view is excluding
unstable point spectrum. The principle tool in this case is the Evans function; we refer the reader
to [23, 29] for an introduction.
The rest of the paper is organized as follows. In Section 2, we set up and study the linearized
eigenvalue problem. In Section 3, we derive bounds on the pointwise Green’s function Gλ(x, y). In
Section 4, we use these estimates to obtain estimates for the temporal Green’s function G(t, x, y).
In Section 5, we use material from the previous sections to prove nonlinear stability. Some proofs
are given in the Appendix.
2 Preliminaries and ODE estimates
Consider (1.7) and write the solutions(
u(t, x)
v(t, x)
)
=
(
U∗(x)
V∗(x)
)
+
(
p̃(t, x)
q̃(t, x)
)
, t > 0 and x ∈ R.
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Using the fact that the profile (U∗, V∗) of the critical pulled front verifies (1.4), we derive the
following set of equations for the perturbations
p̃t = p̃xx + c∗p̃x + p̃(1− 2U∗(x)− aV∗(x))− aU∗(x)q̃ − p̃(p̃+ aq̃),
q̃t = σq̃xx + c∗q̃x − rbV∗(x)p̃+ rq̃(1− bU∗(x)− 2V∗(x))− rq̃(bp̃+ q̃),
(2.1)
for t > 0 and x ∈ R. This system can be expressed as
∂t
(
p̃
q̃
)
= L̃
(
p̃
q̃
)
+ Ñ (p̃, q̃), t > 0 and x ∈ R,
with
L̃ :=
(
∂xx + c∗∂x + (1− 2U∗(x)− aV∗(x)) −aU∗(x)
−rbV∗(x) σ∂xx + c∗∂x + r(1− bU∗(x)− 2V∗(x))
)
,
and
Ñ (p̃, q̃) :=
(
−p̃(p̃+ aq̃)
−rq̃(bp̃+ q̃)
)
.
As the profile (U∗, V∗) satisfies the asymptotics (1.5), the linear operator L̃ is exponentially asymp-
totic as x→ ±∞ to the following limiting operators
L̃+ :=
(
∂xx + c∗∂x + (1− a) 0
−rb σ∂xx + c∗∂x − r
)
,
L̃− :=
(
∂xx + c∗∂x − 1 −a
0 σ∂xx + c∗∂x + r(1− b)
)
.
The essential spectrum of L̃+ is unstable (in L2(R) for instance) since 1 − a > 0 in the upper
left component as a consequence of assumption (1.2). The essential spectrum can be shifted using
exponential weights and to this end we introduce the weight ω, defined in (1.8), and that writes
ω(x) =
{
e−γ∗x x ≥ 1,
eδx x ≤ −1,
for some well chosen δ > 0 and γ∗ = c∗/2 =
√
1− a > 0. The conditions on δ, as prescribed by
(1.9), will be explained below. Without loss of generality we further assume that ω(0) = 1.
Let
p̃(t, x) = ω(x)p(t, x), q̃(t, x) = ω(x)q(t, x), t > 0 and x ∈ R.
This converts (2.1) into
pt = pxx +
(
c∗ + 2
ω′
ω
)
px + p
(
1 + c∗
ω′
ω
+
ω′′
ω
− 2U∗(x)− aV∗(x)
)
− aU∗(x)q
− ωp(p+ aq),
qt = σqxx +
(
c∗ + 2σ
ω′
ω
)
qx + rq
(
1 + c∗
ω′
rω
+
σω′′
rω
− bU∗(x)− 2V∗(x)
)
− rbV∗(x)p− rωq(bp+ q),
(2.2)
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for t > 0 and x ∈ R. We will find it convenient to introduce the notation,
∂t
(
p
q
)
= L
(
p
q
)
+N (p, q), t > 0, x ∈ R,
where
L :=
(
Lu L12
L21 Lv
)
, and N (p, q) := ω
(
−p(p+ aq)
−rq(bp+ q)
)
,
with
Lu := ∂xx +
(
c∗ + 2
ω′
ω
)
∂x +
(
1 + c∗
ω′
ω
+
ω′′
ω
− 2U∗(x)− aV∗(x)
)
,
L12 := −aU∗(x),
Lv := σ∂xx +
(
c∗ + 2σ
ω′
ω
)
∂x + r
(
1 + c∗
ω′
rω
+
σω′′
rω
− bU∗(x)− 2V∗(x)
)
,
L21 := −rbV∗(x).
For x ≥ 1, system (2.2) reduces to
pt = pxx − p(2U∗(x) + a(V∗(x)− 1))− aU∗(x)q − p(p+ aq)e−γ∗x,
qt = σqxx + c∗ (1− σ) qx + rq
(
−1 + (σ − 2)γ
2
∗
r
− bU∗(x)− 2(V∗(x)− 1)
)
− rbV∗(x)p− rq(bp+ q)e−γ∗x.
(2.3)
For x ≤ −1, system (2.2) reduces to
pt = pxx + (c∗ + 2δ) px + p(−1 + c∗δ + δ2 − 2(U∗(x)− 1)− aV∗(x))− aU∗(x)q
− p(p+ aq)eδx,
qt = σqxx + (c∗ + 2σδ) qx + rq
(
1− b+ c∗δ
r
+ σ
δ2
r
− b(U∗(x)− 1)− 2V∗(x)
)
− rbV∗(x)p
− rq(bp+ q)eδx.
(2.4)
Here, we need to select δ > 0 sufficiently small to ensure that both essential spectra of Lu and Lv
remains stable. Thus, we both need that
−1 + c∗δ + δ2 < 0 and 1− b+
c∗δ
r
+ σ
δ2
r
< 0,
and we select δ such that
0 < δ < min
(
−γ∗ +
√
γ2∗ + 1,
−γ∗ +
√
γ2∗ + σr(b− 1)
σ
)
,
which is precisely the condition in (1.9).
As a consequence of the above analysis, we have that
L : D(L) ⊂ L2(R)× L2(R)→ L2(R)× L2(R),
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with dense domain D(L) = H2(R) ×H2(R) is a closed operator with Fredholm borders, denoted
σF (L), that are those curves in the complex λ-plane defined as
σF (L) := {λ ∈ C | d±(i`, λ) = 0, for some ` ∈ R} ,
with
d−(ν, λ) :=
(
ν2 + (c∗ + 2δ) ν − 1 + c∗δ + δ2 − λ
) (
σν2 + (c∗ + 2σδ) ν + r(1− b) + c∗δ + σδ2 − λ
)
,
d+(ν, λ) :=
(
ν2 − λ
) (
σν2 + c∗ (1− σ) ν − r + (σ − 2)γ2∗ − λ
)
.
Here, the Fredholm borders of L are the union of four curves in the complex plane
σF (L) = Γ−u ∪ Γ−v ∪ Γ+u ∪ Γ+v ,
given by
Γ−u :=
{
−`2 − 1 + c∗δ + δ2 + (c∗ + 2δ) i` | ` ∈ R
}
,
Γ−v :=
{
−σ`2 + r(1− b) + c∗δ + σδ2 + (c∗ + 2σδ) i` | ` ∈ R
}
,
Γ+u :=]−∞, 0],
Γ+v :=
{
−σ`2 − r + (σ − 2)γ2∗ + c∗ (1− σ) i` | ` ∈ R
}
.
Our careful choice of δ ensures that the three parabola Γ−u , Γ
−
v and Γ
+
v are entirely located to the
left of the imaginary axis in the complex plane. Only the half-line Γ+u touches the imaginary axis
at the origin. Finally we set ι := max
{
−1 + c∗δ + δ2, r(1− b) + c∗δ + σδ2,−r + (σ − 2)γ2∗
}
< 0
and introduce the vertical line in the complex plane:
Γ := {ι+ i` | ` ∈ R} .
2.1 The linearized eigenvalue problem
Our eventual goal is to derive bounds on the temporal Green’s function G(t, x, y) via bounds
on the pointwise Green’s function Gλ(x, y). The pointwise Green’s function is constructed from
exponentially decaying solutions to the linearized eigenvalue problem,
L
(
p
q
)
= λ
(
p
q
)
, λ ∈ C, p, q ∈ H2(R).
This system is equivalent to a system of two coupled second order ODEs. To study its solutions,
we express it as a system of four first order equations and introduce the notation
P ′ = A(x, λ)P, P = (p, p′, q, q′)t, (2.5)
where
A(x, λ) :=

0 1 0 0
λ− ζu(x) −
(
c∗ + 2
ω′(x)
ω(x)
)
aU∗(x) 0
0 0 0 1
rb
σ
V∗(x) 0
λ− ζv(x)
σ
− 1
σ
(
c∗ + 2σ
ω′(x)
ω(x)
)

,
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where
ζu(x) := 1 + c∗
ω′(x)
ω(x)
+
ω′′(x)
ω(x)
− 2U∗(x)− aV∗(x),
ζv(x) := r
(
1 + c∗
ω′(x)
rω(x)
+
σω′′(x)
rω(x)
− bU∗(x)− 2V∗(x)
)
.
It is important to note that the matrix A(x, λ) simplifies for x ≥ 1 and x ≤ −1 according to (2.3)
and (2.4). More precisely, we have that
A(x, λ) =
{
A+(λ) + B+(x), x ≥ 1,
A−(λ) + B−(x), x ≤ −1,
(2.6)
with associated asymptotic matrices at x = ±∞
A+(λ) :=

0 1 0 0
λ 0 0 0
0 0 0 1
rb
σ 0
λ+ r + (2− σ)γ2∗
σ
c∗(σ − 1)
σ
 ,
A−(λ) :=

0 1 0 0
λ− (−1 + c∗δ + δ2) −(c∗ + 2δ) a 0
0 0 0 1
0 0
λ− (r(1− b) + c∗δ + σδ2)
σ
−c∗ + 2σδ
σ
 ,
and associated remainder matrices given by
B+(x) :=

0 0 0 0
2U∗(x) + a(V∗(x)− 1) 0 aU∗(x) 0
0 0 0 0
rb
σ
(V∗(x)− 1) 0
2r(V∗(x)− 1) + brU∗(x)
σ
0
 ,
B−(x) :=

0 0 0 0
2(U∗(x)− 1) + aV∗(x) 0 a(U∗(x)− 1) 0
0 0 0 0
rb
σ
V∗(x) 0
2rV∗(x) + rb(U∗(x)− 1)
σ
0
 .
Furthermore, there exists 0 < α < min{δ, γ∗} such that
‖B+(x)‖ ≤ C+e−αx, x ≥ 1, and ‖B−(x)‖ ≤ C−eαx, x ≤ −1,
for some constants C± > 0.
The matrix A+(λ) has four eigenvalues
±
√
λ, ν±v (λ) = γ∗ −
γ∗
σ
± 1
σ
√
γ2∗ + σ(r + λ),
9
and four eigenvectors
e±u (λ) =

1
±
√
λ
y±v (λ)
±
√
λy±v (λ)
 , e±v (λ) =

0
0
1
ν±v (λ)
 ,
with
y±v (λ) =
rb
σλ±
√
λc∗(1− σ)− λ− r − (2− σ)γ2∗
. (2.7)
We note that y±v (λ) is bounded so long as ν
±
v (λ) 6= ±
√
λ. In the following Lemma, we characterize
solutions of system (2.5) with prescribed exponential growth and decay rates at +∞. We restrict
λ ∈ C to a subset of the complex plane near the origin, to the right of Γ and off the negative real
axis, for which there exist positive constants η± > 0 such that
Re(ν−v (λ)) < −η− < −Re(
√
λ) ≤ 0 ≤ Re(
√
λ) < η+ < Re(ν
−
v (λ)). (2.8)
Note that without loss of generality we can assume −η− < −α < 0 since η− is strictly positive for
the λ values considered here and there is no harm in taking α smaller. Indeed, there always exists
Ms > 0, small enough, such that for all |λ| < Ms, to the right of Γ and off the negative real axis,
the ordering (2.8) of the eigenvalues of A+(λ) is valid.
Lemma 2.1. For x ≥ 0 and for all |λ| < Ms, to the right of Γ and off the negative real axis,
we have the existence of two linearly independent bounded solutions φ+1,2 together with two linearly
independent unbounded solutions ψ+1,2 with prescribed asymptotic growth rates
√
λ and ν+v (λ),
φ+1 (x) = e
−
√
λx
(
e−u (λ) + θ
+
1 (x, λ)
)
φ+2 (x) = e
ν−v (λ)x
(
e−v (λ) + θ
+
2 (x, λ)
)
ψ+1 (x) = e
√
λx
(
e+u (λ) + κ
+
1 (x, λ)
)
ψ+2 (x) = e
ν+v (λ)x
(
e+v (λ) + κ
+
2 (x, λ)
)
(2.9)
Furthermore, we have the following uniform bounds for the the vectors in (2.9),∥∥∥θ+1,2(x, λ)∥∥∥ ≤ Ce−αx and ∥∥∥κ+1,2(x, λ)∥∥∥ ≤ Ce−αx, x ≥ 0,
for some constant C > 0 independent of λ.
Proof. This result follows from Proposition 3.1 of [35]. For the convenience of the reader and
because we will require some details of the proof to establish a subsequent lemma we include a
discussion of the proof here. We will demonstrate how to construct φ+1 (x) and ψ
+
1 (x). Associated
to each eigenvalue of the matrix A+(λ) is a spectral projection which we denote by Πss(λ), Πws(λ),
Πwu(λ), Πsu(λ) for the eigenvalues ν
−
v (λ), −
√
λ,
√
λ, ν+v (λ) respectively. We also use the notation
Πcu(λ) = Id−Πss(λ) for the center-unstable projection.
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We first construct φ+1 (x). First, we transform (2.5) by letting Z(x) = e
−
√
λxP (x) and note that
Z(x) obeys
Z ′(x) =
(
A+(λ) +
√
λI4
)
Z(x) + B+(x)Z(x), x ≥ 1. (2.10)
The solution of this equation can be expressed as
Z(x) = e(A
+(λ)+
√
λI4)xZ(x0) +
∫ x
x0
e(A
+(λ)+
√
λI4)(x−y)B+(y)Z(y)dy, x ≥ 1,
for some x0 ≥ 1. We take
Z(x0) = e
−
u (λ)−
∫ ∞
x0
e−(A
+(λ)+
√
λI4)yΠcu(λ)B+(y)Z(y)dy,
such that
Z(x) = e−u (λ) +
∫ x
x0
e(A
+(λ)+
√
λI4)(x−y)Πss(λ)B+(y)Z(y)dy
−
∫ ∞
x
e(A
+(λ)+
√
λI4)(x−y)Πcu(λ)B+(y)Z(y)dy.
(2.11)
There exists a constant K > 0, independent of λ for |λ| < Ms, and to the right of Γ such that
the strong stable projection Πss(λ) and the center-unstable projection Πcu(λ) obey the following
bounds ∥∥∥e(A+(λ)+√λI4)xΠss(λ)∥∥∥ ≤ Ke(−η−+Re(√λ))x, x > 0,∥∥∥e(A+(λ)+√λI4)xΠcu(λ)∥∥∥ ≤ K, x < 0,
which when taken together with ‖B+(x)‖ ≤ C+e−αx implies that the mapping (2.11) is a contraction
mapping on L∞([x0,∞)) for some x0 sufficiently large. We can then expand Z(x) = e−u (λ)+θ1(x, λ)
with
θ+1 (x, λ) =
∫ x
x0
e(A
+(λ)+
√
λI4)(x−y)Πss(λ)B+(y)(e−u (λ) + θ+1 (y, λ))dy
−
∫ ∞
x
e(A
+(λ)+
√
λI4)(x−y)Πcu(λ)B+(y)(e−u (λ) + θ+1 (y, λ))dy.
(2.12)
Using the fact that η−−α > 0, we deduce that
∥∥θ+1 (x, λ)∥∥ = O (e−αx) as x→ +∞ uniformly in λ.
To obtain the conclusion of the lemma and a solution defined for all x ≥ 0, we flow backward the
solution of (2.10) from x = x0 to x = 0.
We now construct ψ+1 (x). We remark that φ
+
1 (x) is unique up to scalar multiplication. There is
no such unique choice of ψ+1 (x), but we will have to construct ψ
+
1 (x) adequately so that κ
+
1 (x, λ)
converges to zero with rate e−αx as desired. We begin as we did above, this time transforming (2.5)
as Z(x) = e
√
λxP (x) such that Z(x) obeys
Z ′(x) =
(
A+(λ)−
√
λI4
)
Z(x) + B+(x)Z(x), x ≥ 1. (2.13)
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Repeating the steps as above the solution of this equation can be expressed as
Z(x) = e(A
+(λ)−
√
λI4)xZ(x0) +
∫ x
x0
e(A
+(λ)−
√
λI4)(x−y)B+(y)Z(y)dy, x ≥ 1,
for some x0 ≥ 1. We then select
Z(x0) = e
+
u (λ)−
∫ ∞
x0
e−(A
+(λ)−
√
λI4)yΠcu(λ)B+(y)Z(y)dy,
so that
Z(x) = e+u (λ) +
∫ x
x0
e(A
+(λ)−
√
λI4)(x−y)Πss(λ)B+(y)Z(y)dy
−
∫ ∞
x
e(A
+(λ)−
√
λI4)(x−y)Πcu(λ)B+(y)Z(y)dy.
(2.14)
We have the bounds ∥∥∥e(A+(λ)−√λI4)xΠss(λ)∥∥∥ ≤ Ke−η−x, x > 0,∥∥∥e(A+(λ)−√λI4)xΠcu(λ)∥∥∥ ≤ Ke−2√λx. x < 0
Note that the constant K is independent of λ. While the ranges of Πws(λ) and Πwu(λ) converge
as λ→ 0, the projection Πcu(λ) remains well behaved. Note also that the center unstable solution
grows slowly as x decreases. Nonetheless, this slow growth is offset by the strong decay of the matrix
B+(x) and we once again obtain a solution using the contraction mapping theorem on L∞([x0,∞))
for some x0 sufficiently large.
Expanding Z(x) = e+u (λ) + κ
+
1 (x, λ) we have
κ+1 (x, λ) =
∫ x
x0
e(A
+(λ)−
√
λI4)(x−y)Πss(λ)B+(y)(e+u (λ) + κ+1 (y, λ))dy
−
∫ ∞
x
e(A
+(λ)−
√
λI4)(x−y)Πcu(λ)B+(y)(e+u (λ) + κ+1 (y, λ))dy.
(2.15)
We then have that
∥∥κ+1 (x, λ)∥∥ = O (e−αx) as x→ +∞ uniformly in λ, and this concludes the proof
for ψ+1 (x) after flowing backward the solution of (2.13) from x = x0 to x = 0.
The proofs for φ+2 (x) and ψ
+
2 (x) follow along similar lines.
The matrix A−(λ) also has four eigenvalues:
µ±u (λ) = −δ − γ∗ ±
√
γ2∗ + 1 + λ, µ
±
v (λ) = −δ −
γ∗
σ
± 1
σ
√
γ2∗ + σr(b− 1) + σλ,
and four eigenvectors
ε±u (λ) =

1
µ±u (λ)
0
0
 , ε±v (λ) =

x±u (λ)
µ±v (λ)x
±
u (λ)
1
µ±v (λ)
 ,
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with
x±u (λ) =
a
(µ±v (λ))2 + µ
±
v (λ)(c∗ + 2δ)− λ+ (−1 + c∗δ + δ2)
.
Similarly to Lemma 2.1, we characterize solutions of system (2.5) with prescribed exponential
growth and decay rates at −∞.
Lemma 2.2. For x ≤ 0 and for all |λ| < Ms, to the right of Γ and off the negative real axis,
we have the existence of two linearly independent bounded solutions φ−1,2 together with two linearly
independent unbounded solutions ψ−1,2 with prescribed asymptotic growth rates,
φ−1 (x) = e
µ+u (λ)x
(
ε+u (λ) + θ
−
1 (x, λ)
)
,
φ−2 (x) = e
µ+v (λ)x
(
ε+v (λ) + θ
−
2 (x, λ)
)
,
ψ−1 (x) = e
µ−u (λ)x
(
ε−u (λ) + κ
−
1 (x, λ)
)
,
ψ−2 (x) = e
µ−v (λ)x
(
ε−v (λ) + κ
−
2 (x, λ)
)
.
(2.16)
Furthermore, we have the following uniform bounds for the the vectors in (2.16),∥∥∥θ−1,2(x, λ)∥∥∥ ≤ Ceαx and ∥∥∥κ−1,2(x, λ)∥∥∥ ≤ Ceαx, x ≤ 0,
for some constant C > 0 independent of λ.
Proof. This is a consequence of Proposition 3.1 of [35]. We also refer the reader to the proof of
Lemma 2.1.
Note that as λ→ 0, e+u (λ) and e+v (λ) become colinear. The following lemma shows that the same
holds for φ+1 and ψ
+
1 . It will be important in Section 3 to derive the required bounds on Gλ(x, y).
Lemma 2.3. For x ≥ 0 and for all |λ| < Ms, to the right of Γ and off the negative real axis, it
holds that
θ+1 (x, λ)− κ
+
1 (x, λ) =
√
λΛ(x, λ),
where Λ(x, λ) = O(|x|e−αx) uniformly in λ, and Λ is analytic in
√
λ.
Proof. Recall the expressions (2.12) and (2.15). Taking their difference we find
θ+1 (x, λ)− κ
+
1 (x, λ) =
∫ x
x0
eA
+(λ)(x−y)Πss(λ)B+(y)
(
e
√
λ(x−y)e−u (λ)− e−
√
λ(x−y)e+u (λ)
)
dy
−
∫ ∞
x
eA
+(λ)(x−y)Πcu(λ)B+(y)
(
e
√
λ(x−y)e−u (λ)− e−
√
λ(x−y)e+u (λ)
)
dy
+
∫ x
x0
eA
+(λ)(x−y)Πss(λ)B+(y)
(
e
√
λ(x−y)θ+1 (y, λ)− e
−
√
λ(x−y)κ+1 (y, λ)
)
dy
−
∫ ∞
x
eA
+(λ)(x−y)Πcu(λ)B+(y)
(
e
√
λ(x−y)θ+1 (y, λ)− e
−
√
λ(x−y)κ+1 (y, λ)
)
dy.
(2.17)
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It can be verified from the expression (2.7) that
e
√
λ(x−y)e−u (λ)− e−
√
λ(x−y)e+u (λ) :=
√
λe
(
x− y,
√
λ
)
,
with e analytic in
√
λ. Then, we rearrange terms to get
e
√
λ(x−y)θ+1 (y, λ)−e
−
√
λ(x−y)κ+1 (y, λ) = e
√
λ(x−y) (θ+1 (y, λ)− κ+1 (y, λ))+2√λsinh(√λ(x− y))√
λ
κ+1 (y, λ).
We see that we can rewrite the difference θ+1 (x, λ)− κ
+
1 (x, λ) as follows
θ+1 (x, λ)− κ
+
1 (x, λ) =
√
λΦ(x,
√
λ) + T ·
(
θ+1 (x, λ)− κ
+
1 (x, λ)
)
,
where we have set
Φ(x,
√
λ) :=
∫ x
x0
eA
+(λ)(x−y)Πss(λ)B+(y)e
(
x− y,
√
λ
)
dy
−
∫ ∞
x
eA
+(λ)(x−y)Πcu(λ)B+(y)e
(
x− y,
√
λ
)
dy
+ 2
∫ x
x0
eA
+(λ)(x−y)Πss(λ)B+(y)
sinh(
√
λ(x− y))√
λ
κ+1 (y, λ)dy
− 2
∫ ∞
x
eA
+(λ)(x−y)Πcu(λ)B+(y)
sinh(
√
λ(x− y))√
λ
κ+1 (y, λ)dy,
and the operator Tλ is defined as
Tλ · Z(x) :=
∫ x
x0
e(A
+(λ)+
√
λI4)(x−y)Πss(λ)B+(y)Z(y)dy
−
∫ ∞
x
e(A
+(λ)+
√
λI4)(x−y)Πcu(λ)B+(y)Z(y)dy.
Using the decaying properties of B+ and κ+1 , we get that∥∥∥Φ(x,√λ)∥∥∥ = O (|x|e−αx) ,
as x → +∞ uniformly in λ. We also note that both Ψ and the map Tλ are analytic in
√
λ. As a
consequence, using an iterative argument we get the conclusion of the lemma.
2.2 The Evans Function
The Evans function; see [1], is defined as,
Wλ(0) = det
(
φ+1 (0) φ
+
2 (0) φ
−
1 (0) φ
−
2 (0)
)
. (2.18)
The following fact is essential to our analysis.
Lemma 2.4. Assume that assumptions (1.2)-(1.3) hold, then W0(0) 6= 0.
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Proof. The extension of the Evans function to λ = 0 is possible due to the Gap Lemma; see
[11, 24]. That W0(0) 6= 0 is a direct consequence of the fact that λ = 0 is not an eigenvalue of L
and so does not contribute to a zero of the Evans function W0. This is proved in Lemma B.1 using
comparison principle techniques.
Define the following subset of the complex plane,
Ωδ = {λ ∈ C | Re(λ) ≥ −δ0 − δ1|Im(λ)|} , (2.19)
for δ0 and δ1 to be specified below. We denote the boundary of this region by Γδ.
Lemma 2.5. There exists δ0 > 0 and δ1 > 0 such that Wλ(0) 6= 0 for all λ ∈ Ωδ and off the
negative real axis.
Proof. We recall two important properties of the Evans function Wλ(0). First, Wλ(0) is analytic
in λ. Second, there exists an M > 0, large enough, such that for all |λ| > M and to the right of
the essential spectrum we have that Wλ(0) 6= 0. Next, we apply Lemma B.2 which says that there
is no positive eigenvalues of L such that we get that Wλ(0) 6= 0 for all λ with <(λ) ≥ 0. Here,
we have also used the fact that the operator L is monotone due to the competitive structure of
the Lotka-Volterra system which implies that any eigenvalue of L has to be real. In particular, we
can actually conclude that σpt(L) = ∅ and that the essential spectrum is contained in some sector,
given by a parabola, in the left-half complex plane at the exception of the negative real axis. As a
consequence, it is possible to choose δ0 and δ1 so that the result holds.
In the next section, we will require expressions for Wλ(x) for nonzero x. We recall that,
Wλ(x) = det
(
φ+1 (x) φ
+
2 (x) φ
−
1 (x) φ
−
2 (x)
)
, ∀x ∈ R,
is a Wronskian of linearly independent solutions to (2.5). As a consequence, we have that
d
dx
Wλ(x) = −
(
c∗ + 2
ω(x)′
ω(x)
+
c∗
σ
+ 2σ
ω′(x)
ω(x)
)
Wλ(x).
We therefore compute that for x ≥ 1
Wλ(x) = Wλ(0)e(ν
+
v (λ)+ν
−
v (λ))x, (2.20)
whereas for x ≤ −1,
Wλ(x) = Wλ(0)e(µ
+
u (λ)+µ
−
u (λ)+µ
+
v (λ)+µ
−
v (λ))x. (2.21)
3 The pointwise Green’s function
For λ ∈ C, the pointwise Green’s function Gλ(x, y) is a 2× 2 matrix satisfying
(L − λI2)Gλ(x, y) = −δ(x− y)I2, ∀x, y ∈ R, (3.1)
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whose components are defined as
Gλ(x, y) :=
(
G11λ (x, y) G
12
λ (x, y)
G21λ (x, y) G
22
λ (x, y)
)
.
The main result of this section is as follows. We recall that Ms > 0 is defined such that for all
|λ| < Ms, to the right of Γ and off the negative real axis, the ordering (2.8) of the eigenvalues of
the asymptotic matrix A+(λ) is valid.
Proposition 3.1. The pointwise Green’s function Gλ(x, y) satisfies the following bounds:
(i) For all λ to the right of Γ off the imaginary axis and with |λ| < Ms it holds that
Gλ(x, y) = Hλ(x, y)e
−
√
λ|x−y|, ∀x, y ∈ R, (3.2)
where Hλ is an analytic function of λ, bounded uniformly as a function of x and y.
(ii) There exist Ml > 0, Cl > 0 and η > 0 such that for all λ to the right of Γ and with |λ| > Ml
it holds that ∣∣∣Gijλ (x, y)∣∣∣ ≤ Cl√|λ|e−
√
|λ|η|x−y|, ∀x, y ∈ R, (3.3)
for all i, j ∈ {1, 2}.
(iii) For all λ to the right of Γ and with Ms ≤ |λ| ≤Ml there exists a Cm > 0 such that∣∣∣Gijλ (x, y)∣∣∣ ≤ Cm, ∀x, y ∈ R, (3.4)
for all i, j ∈ {1, 2}.
The proof of the large λ estimate (3.3) relies on a rescaling of the independent variable so that (3.1)
becomes independent of x to leading order in 1|λ| . Since this is a standard result we refer the reader
to Proposition 7.3 of [35]. For λ to the right of Γ and with Ms ≤ |λ| ≤Ml, there remains a spectral
gap between the stable eigenvalues of the asymptotic system at +∞ and the unstable eigenvalues of
the asymptotic system at −∞. When combined with the fact that there are no eigenvalues in this
region; see Lemma 2.5, we find that the first order system has a generalized exponential dichotomy
on the whole real line and boundedness of the second order Green’s function Gλ(x, y) follows.
In the remaining of this section, we establish the remaining estimate (3.2) of Proposition 3.1. The
general idea is to derive expressions for the pointwise Green’s function Gλ in terms of the bounded
solutions φ±1,2 defined in Lemma 2.1 and Lemma 2.2.
3.1 General formulation
Notation: Define the projections πj : C4 → C3, whereby the jth component is deleted. Similarly,
define πij : C4 → C2 where the ith and jth component are deleted. In an analogous manner define
π(i)c : C4 → C1 where all but the ith component is removed.
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Throughout, we assume that λ is to the right of Γ off the imaginary and with |λ| < Ms such that
the estimates derived in Lemma 2.1 and Lemma 2.2 are satisfied.
For x 6= y, the relation (3.1) indicates that the components should obey
(Lu − λ)G11λ (x, y) + L12G21λ (x, y) = 0,
(Lu − λ)G12λ (x, y) + L12G22λ (x, y) = 0,
L21G11λ (x, y) + (Lv − λ)G21λ (x, y) = 0,
L21G12λ (x, y) + (Lv − λ)G22λ (x, y) = 0.
Thus, we require bounded solutions for the system of equations
(Lu − λ)H + L12K = 0
L21H + (Lv − λ)K = 0,
from which we can use (H,K) = (G11λ ,G
21
λ ) or (H,K) = (G
12
λ ,G
22
λ ) to construct the Green’s
function. Decay requires that for x > y(
H
K
)
(x, y) = c1(y)π2,4φ
+
1 (x) + c2(y)π2,4φ
+
2 (x),
for some c1(y) and c2(y) while for x < y we require(
H
K
)
(x, y) = −c3(y)π2,4φ−1 (x)− c4(y)π2,4φ
−
2 (x),
for some c3(y) and c4(y). We now impose matching conditions at x = y. For the pair (G
11
λ ,G
21
λ )
we require G21λ to be continuously differentiable while we require G
11
λ to be continuous with a
jump discontinuity in the derivative. Thus to determine the coefficients cj(y) in this case leads to
a solvability condition
(
φ+1 (y) φ
+
2 (y) φ
−
1 (y) φ
−
2 (y)
)

c1(y)
c2(y)
c3(y)
c4(y)
 =

0
−1
0
0
 .
On the other hand, to solve for the pair (G12λ ,G
22
λ ) we require a jump discontinuity for G
22
λ and
we obtain conditions
(
φ+1 (y) φ
+
2 (y) φ
−
1 (y) φ
−
2 (y)
)

c1(y)
c2(y)
c3(y)
c4(y)
 =

0
0
0
− 1σ
 .
17
3.2 The components G11λ (x, y) and G
21
λ (x, y)
To compute G11λ (x, y) and G
21
λ (x, y) we solve
c1(y)
c2(y)
c3(y)
c4(y)
 =
(
φ+1 (y) φ
+
2 (y) φ
−
1 (y) φ
−
2 (y)
)−1

0
−1
0
0
 ,
from which we obtain
c1(y) =
1
Wλ(y)
det
(
π2φ
+
2 (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
,
c2(y) = −
1
Wλ(y)
det
(
π2φ
+
1 (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
,
c3(y) =
1
Wλ(y)
det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
2 (y)
)
,
c4(y) = −
1
Wλ(y)
det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
1 (y)
)
,
where we recall the definition of Wλ(y) in (2.18). Upon introducing the following notation
φ±j (x) =

φ±j,u(x)
φ̃±j,u(x)
φ±j,v(x)
φ̃±j,v(x)
 , j = 1, 2,
for the components of φ±1,2, we then see that
G11λ (x, y) =

N+1 (y)φ
+
1,u(x)
Wλ(y) +
N+2 (y)φ
+
2,u(x)
Wλ(y) , x > y,
N−1 (y)φ
−
1,u(x)
Wλ(y) +
N−2 (y)φ
−
2,u(x)
Wλ(y) , x < y,
(3.5)
G21λ (x, y) =

N+1 (y)φ
+
1,v(x)
Wλ(y) +
N+2 (y)φ
+
2,v(x)
Wλ(y) , x > y,
N−1 (y)φ
−
1,v(x)
Wλ(y) +
N−2 (y)φ
−
2,v(x)
Wλ(y) , x < y.
(3.6)
In both of these expressions,
N+1 (y) = det
(
π2φ
+
2 (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
,
N+2 (y) = −det
(
π2φ
+
1 (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
,
N−1 (y) = −det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
2 (y)
)
,
N−2 (y) = det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
1 (y)
)
.
We introduce some further notation before proceeding. Define m(λ) and m(λ) with
Re(m(λ)) ≤ Re(m(λ)) ≤ 0
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as
m(λ) :=
{
µ−u (λ) if Re (µ
−
u (λ)− µ−v (λ)) > 0,
µ−v (λ) if Re (µ
−
u (λ)− µ−v (λ)) ≤ 0,
m(λ) :=
{
µ−v (λ) if Re (µ
−
u (λ)− µ−v (λ)) > 0,
µ−u (λ) if Re (µ
−
u (λ)− µ−v (λ)) ≤ 0.
Lemma 3.2. For all λ to the right of Γ off the imaginary axis and with |λ| < Ms it holds:
(i) For y > 0:
N+1 (y) = e
√
λye(ν
+
v (λ)+ν
−
v (λ))yO(1),
N+2 (y) = e
ν+v (λ)yO(1),
N−1 (y) = e
−
√
λye(ν
+
v (λ)+ν
−
v (λ))yO(1),
N−2 (y) = e
−
√
λye(ν
+
v (λ)+ν
−
v (λ))yO(1).
(ii) For y < 0:
N+1 (y) = e
(µ+u (λ)+µ
+
v (λ)+m(λ))yO(1),
N+2 (y) = e
(µ+u (λ)+µ
+
v (λ)+m(λ))yO(1),
N−1 (y) = e
(µ+v (λ)+µ
−
v (λ)+µ
−
u (λ)))yO(1),
N−2 (y) = e
(µ+u (λ)+µ
−
v (λ)+µ
−
u (λ)))yO(1).
In both cases, O(1) refer to terms that are analytic in λ and bounded uniformly in y.
Proof. We focus on the first case: N+1 (y) for y > 0. Note that an explicit expression for φ
+
2 (y) is
provided in Lemma 2.1. Since y > 0, we do not have a similar representations for φ−1,2(y). We now
go about computing bounds. We need estimates for
det
(
π2,jφ
−
1 (y) π2,jφ
−
2 (y)
)
, (3.7)
for j = 1, 3, 4. First note that φ−1 (y) and φ
−
2 (y) are linearly independent by construction and so the
above determinant is non zero for at least some choice of j. To understand how this determinant
evolves, we interpret (3.7) in the language of differential forms; see for example [20]. Let ηi denote
the differential 1-form, ηi = π(i)c , which when applied to a vector extracts the ith component. The
differential 2-form ηij = ηi ∧ ηj acts on a pair of vectors,
ηij(φ, ψ) = det
(
ηi(φ) ηi(ψ)
ηj(φ) ηj(ψ)
)
.
Thus, the expression in (3.7) can also be written as η(2j)c(φ
−
1 (y), φ
−
2 (y)). We want to understand
how this quantity evolves in y.
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Note that φ−1,2(y) are solutions of (2.5) and the one form ηi(φ
−
1,2) is just the ith component of the
solution. Due to the exponential convergence of B(y) we obtain the bounds |ηi(φ−j (y))| ≤ Ceν
+
v (λ)y.
For the two forms, it is convenient to first diagonalize (2.5) via the transformation Q = SP , from
which
Q′ = Θ(y, λ)Q+ C(y)Q, (3.8)
where Θ = diag(ν+v (λ),
√
λ,−
√
λ, ν−v (λ)) and C(y) = SB(y)S−1. Once diagonalized, it is straight-
forward to derive differential equations for the two forms via the identity
d
dy
ηij(φ(y), ψ(y)) =
d
dy
(ηi(φ(y))ηj(ψ(y))− ηi(ψ(y))ηj(φ(y))) ,
and we obtain a six dimensional system of ODEs for Ξ(y) describing the evolution of the six
non-trivial two forms,
Ξ′ = ΥΞ +D(y)Ξ, (3.9)
where Υ = diag(ν+v (λ) +
√
λ, ν+v (λ)−
√
λ, ν+v (λ) + ν
−
v (λ), 0,
√
λ− ν−v (λ),
√
λ− ν−v (λ)). Once again,
D(y) converges exponentially and therefore any solution of (3.9) satisfies |Ξ(y)| ≤ Ce(ν
+
v (λ)+
√
λ)y.
Finally, since (3.7) is constructed from linear combinations of the components of Ξ we obtain the
same bound there.
We are now able to use the formulas (3.5) and (3.6) together with the bounds from Lemma 3.2 to
obtain the following result.
Lemma 3.3. Assume that λ is to the right of Γ off the imaginary axis and with |λ| < Ms, then we
have the following estimates.
(i) For y ≤ 0 ≤ x:
G11λ (x, y) = O(1)e−
√
λx−m(λ)y +O(1)eν
−
v (λ)x−m(λ)y,
G21λ (x, y) = O(1)e−
√
λx−m(λ)y +O(1)eν
−
v (λ)x−m(λ)y.
(ii) For x ≤ 0 ≤ y:
G11λ (x, y) = O(1)eµ
+
u (λ)x−
√
λy +O(1)eµ
+
v (λ)x−
√
λy,
G21λ (x, y) = O(1)eµ
+
u (λ)x−
√
λy +O(1)eµ
+
v (λ)x−
√
λy.
(iii) For 0 ≤ y ≤ x:
G11λ (x, y) = O(1)e−
√
λ(x−y) +O(1)eν
−
v (λ)(x−y)−αx,
G21λ (x, y) = O(1)e−
√
λ(x−y)−αx +O(1)eν
−
v (λ)(x−y).
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(iv) For 0 ≤ x ≤ y:
G11λ (x, y) = O(1)e−
√
λ(y−x),
G21λ (x, y) = O(1)e−
√
λ(y−x).
(v) For y ≤ x ≤ 0:
G11λ (x, y) = O(1)eµ
−
v (λ)(x−y) +O(1)eµ
−
u (λ)(x−y),
G21λ (x, y) = O(1)eµ
−
v (λ)(x−y) +O(1)eµ
−
u (λ)(x−y).
(vi) For x ≤ y ≤ 0:
G11λ (x, y) = O(1)eµ
+
u (λ)(x−y) +O(1)eµ
+
v (λ)(x−y),
G21λ (x, y) = O(1)eµ
+
u (λ)(x−y) +O(1)eµ
+
v (λ)(x−y),
where O(1) refer to terms that are analytic in λ and bounded uniformly in (x, y).
Proof. The result follows by combining Lemma 2.1, Lemma 2.2 and Lemma 3.2 with the formulas
(2.20) and (2.21). Some cases are more straightforward than others. We comment on several now.
Cases (i) and (iii): Since x > 0 we have expressions for φ+1 (x) and φ
+
2 (x) directly from Lemma 2.1.
Combining these estimates with those from Lemma 3.2 we obtain the desired estimates.
Case (ii): The estimates follow directly from a direct application of Lemmas 2.1, 2.2 and 3.2.
Case (iv): To obtain the bound for G11λ (x, y) in this example, we recall the expression for x < y,
G11λ (x, y) =
N−1 (y)φ
−
1,u(x)
Wλ(y)
+
N−2 (y)φ
−
2,u(x)
Wλ(y)
.
We then expand W11λ (x, y) := N
−
1 (y)φ
−
1,u(x) +N
−
2 (y)φ
−
2,u(x) into
W11λ (x, y) =− det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
2 (y)
)
φ−1,u(x)
+ det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
1 (y)
)
φ−2,u(x).
(3.10)
Since x > 0, we do not have explicit bounds on φ−1 (x) and φ
−
2 (x). Instead we express these solutions
as
φ−1 (x) = A
+
1 φ
+
1 (x) +B
+
1 ψ
+
1 (x) +A
+
2 φ
+
2 (x) +B
+
2 ψ
+
2 (x),
φ−2 (x) = C
+
1 φ
+
1 (x) +D
+
1 ψ
+
1 (x) + C
+
2 φ
+
2 (x) +D
+
2 ψ
+
2 (x).
(3.11)
The dependence of A+1,2, B
+
1,2, C
+
1,2 and D
+
1,2 on λ is suppressed but important. Expressions for
these quantities are available using Cramer’s Rule. For example, we find that
B+2 (λ) =
det
(
φ+1 (x) ψ
+
1 (x) φ
+
2 (x) φ
−
1 (x)
)
det
(
φ+1 (x) ψ
+
1 (x) φ
+
2 (x) ψ
+
2 (x)
) ,
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while
B+1 (λ) =
det
(
φ+1 (x) φ
−
1 (x) φ
+
2 (x) ψ
+
2 (x)
)
det
(
φ+1 (x) ψ
+
1 (x) φ
+
2 (x) ψ
+
2 (x)
) .
Since both determinants are Wronskians of a set of linearly independent solutions the x dependence
of each cancels and B+2 (λ) is independent of x.
First, note that A+2 , B
+
2 , C
+
2 and D
+
2 are all O(1) in λ while A
+
1 , B
+
1 , C
+
1 and D
+
1 are O(λ−1/2).
We now return to (3.10). Substituting the expansions (3.11) into the determinants in (3.10) the
expression reduces to
det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
2 (y)
)
= D+1 det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2ψ
+
1 (y)
)
+D+2 det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2ψ
+
2 (y)
)
,
det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2φ
−
1 (y)
)
= B+1 det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2ψ
+
1 (y)
)
+B+2 det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2ψ
+
2 (y)
)
.
As a consequence, upon denoting
Dj(y) := det
(
π2φ
+
1 (y) π2φ
+
2 (y) π2ψ
+
j (y)
)
, j = 1, 2,
we get that the expression (3.10) rewrites as
W11λ (x, y) = D1(y)
(
φ+1,u(x)(B
+
1 C
+
1 −D
+
1 A
+
1 ) + φ
+
2,u(x)(B
+
1 C
+
2 −D
+
1 A
+
2 ) + ψ
+
2,u(x)(B
+
1 D
+
2 −D
+
1 B
+
2 )
)
+ D2(y)
(
φ+1,u(x)(B
+
2 C
+
1 −D
+
2 A
+
1 ) + ψ
+
1,u(x)(B
+
2 D
+
1 −D
+
2 B
+
1 ) + φ
+
2,u(x)(B
+
2 C
+
2 −D
+
2 A
+
2 )
)
.
We can now begin to estimate the first group of terms that appears in G11λ (x, y), that is
D1(y)
Wλ(y)
(
φ+1,u(x)(B
+
1 C
+
1 −D
+
1 A
+
1 ) + φ
+
2,u(x)(B
+
1 C
+
2 −D
+
1 A
+
2 ) + ψ
+
2,u(x)(B
+
1 D
+
2 −D
+
1 B
+
2 )
)
and obtain that this expression is dominated by the last term in the above expression and given as
e−ν
+
v (λ)(y−x)O(1).
Here we have used the fact that for y > 0,
D1(y) =
√
λeν
−
v (λ)yO(1), Wλ(y) = e(ν
+
v (λ)+ν
−
v (λ))yO(1),
and
ψ+2,u(x)(B
+
1 D
+
2 −D
+
1 B
+
2 ) =
1√
λ
eν
+
v (λ)xO(1).
In a similar fashion, a term by term analysis of the second group of terms in G11λ (x, y)
D2(y)
Wλ(y)
(
φ+1,u(x)(B
+
2 C
+
1 −D
+
2 A
+
1 ) + ψ
+
1,u(x)(B
+
2 D
+
1 −D
+
2 B
+
1 ) + φ
+
2,u(x)(B
+
2 C
+
2 −D
+
2 A
+
2 )
)
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yields a naive bound of
1√
λ
e−
√
λ(y−x)O(1).
Unfortunately, this bound will be insufficient to obtain the algebraic decay rates that we desire,
and in the following we show how one can improve this bound and obtain the desired estimate
e−
√
λ(y−x)O(1). We will consider bounds on the sum
φ+1,u(x)(B
+
2 C
+
1 −D
+
2 A
+
1 ) + ψ
+
1,u(x)(B
+
2 D
+
1 −D
+
2 B
+
1 ).
We begin with
φ+1,u(x)C
+
1 + ψ
+
1,u(x)D
+
1 ,
and recall
C+1 (λ) =
det
(
φ−2 (x) ψ
+
1 (x) φ
+
2 (x) ψ
+
2 (x)
)
det
(
φ+1 (x) ψ
+
1 (x) φ
+
2 (x) ψ
+
2 (x)
) , D+1 (λ) = det
(
φ+1 (x) φ
−
2 (x) φ
+
2 (x) ψ
+
2 (x)
)
det
(
φ+1 (x) ψ
+
1 (x) φ
+
2 (x) ψ
+
2 (x)
) .
Define
Jλ(x) := det
(
φ+1 (x) ψ
+
1 (x) φ
+
2 (x) ψ
+
2 (x)
)
,
and note that Jλ(x) = eν
+
v (λ)x+ν
−
v (λ)xO(
√
λ). Then
φ+1,u(x)C
+
1 (λ) = (1 + θ
+
1,u(x, λ))
det
(
φ−2 (x) e
+
u + κ
+
1 (x, λ) e
−
v + θ
+
2 (x, λ) e
+
v + κ
+
2 (x, λ)
)
Jλ(x)e−(ν
+
v (λ)+ν
−
v (λ))x
,
ψ+1,u(x)D
+
1 (λ) = −(1 + κ
+
1,u(x, λ))
det
(
φ−2 (x) e
−
u + θ
+
1 (x, λ) e
−
v + θ
+
2 (x, λ) e
+
v + κ
+
2 (x, λ)
)
Jλ(x)e−(ν
+
v (λ)+ν
−
v (λ))x
.
Here θ+1,u(x, λ) and κ
+
1,u(x, λ) denote the first component of θ
+
1 (x, λ) and κ
+
1 (x, λ) respectively.
From the explicit form of e±u (λ) and Lemma 2.3 which gives that θ
+
1 (x, λ)− κ
+
1 (x, λ) =
√
λΛ(x, λ)
with ‖Λ(x, λ)‖ = O(|x|e−αx) uniformly in λ for x ≥ 0, we obtain that
(1 + θ+1,u(x, λ))(e
+
u + κ
+
1 (x, λ))− (1 + κ
+
1,u(x, λ))(e
−
u + θ
+
1 (x, λ)) = O(
√
λ).
As a consequence, we get that
D2(y)
Wλ(y)
B+2 (φ
+
1,u(x)C
+
1 + ψ
+
1,u(x)D
+
1 ) = e
−
√
λ(y−x)O(1).
The same line of argument applies to φ+1,u(x)A
+
1 + ψ
+
1,u(x)B
+
1 , and we obtain
D2(y)
Wλ(y)
D+2 (φ
+
1,u(x)A
+
1 + ψ
+
1,u(x)B
+
1 ) = e
−
√
λ(y−x)O(1).
Lastly, we observe that desired bounds on φ+2,u(x)(B
+
2 C
+
2 −D
+
2 A
+
2 ) are easily obtained due to our
previous remark that A+2 , B
+
2 , C
+
2 and D
+
2 are all O(1) in λ. This completes the proof of case (iv)
for G11λ (x, y), and a similar line of analysis yields identical bounds for G
21
λ (x, y).
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Case (v): Here y ≤ x ≤ 0 so we will need to expand φ+1 (x) and φ
+
2 (x) in terms of the basis for
x < 0. We therefore write
φ+1 (x) = A
−
1 φ
−
1 (x) +B
−
1 ψ
−
1 (x) +A
−
2 φ
−
2 (x) +B
−
2 ψ
−
2 (x),
φ+2 (x) = C
−
1 φ
−
1 (x) +D
−
1 ψ
−
1 (x) + C
−
2 φ
−
2 (x) +D
−
2 ψ
−
2 (x).
(3.12)
Recall the expression for y < x,
G11λ (x, y) =
N+1 (y)φ
+
1,u(x)
Wλ(y)
+
N+2 (y)φ
+
2,u(x)
Wλ(y)
.
Expand V11λ (x, y) := N
+
1 (y)φ
+
1,u(x) +N
+
2 (y)φ
+
2,u(x) into
V11λ (x, y) = det
(
π2φ
+
2 (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
φ+1,u(x)
− det
(
π2φ
+
1 (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
φ−2,u(x).
(3.13)
Using (3.12) this can be expressed as
V11λ (x, y) = E1(y)
(
φ−1,u(x)(A
−
1 D
−
1 −B
−
1 C
−
1 ) + φ
−
2,u(x)(A
−
2 D
−
1 −B
−
1 C
−
2 ) + ψ
−
2,u(x)(B
−
2 D
−
1 −B
−
1 D
−
2 )
)
+ E2(y)
(
φ−1,u(x)(A
−
1 D
−
2 −B
−
2 C
−
1 ) + φ
−
2,u(x)(A
−
2 D
−
2 −B
−
2 C
−
2 ) + ψ
−
1,u(x)(D
−
2 B
−
1 −B
−
2 D
−
1 )
)
,
with the notation
Ej(y) := det
(
π2ψ
−
j (y) π2φ
−
1 (y) π2φ
−
2 (y)
)
, j = 1, 2.
The stated estimate now follows by direction calculation and Lemma 2.2.
Case (vi): The estimates in this case follow from Lemma 2.2 and Lemma 3.2.
3.3 The components G12λ (x, y) and G
22
λ (x, y)
The analysis for the components G12λ (x, y) and G
22
λ (x, y) of Gλ(x, y) proceeds along similar lines
as in Section 3.2. The formulas for the coefficients in this case are,
c1
c2
c3
c4
 =
(
φ+1 (y) φ
+
2 (y) φ
−
1 (y) φ
−
2 (y)
)−1

0
0
0
− 1σ
 ,
from which we obtain
c1(y) =
1
σWλ(y)
det
(
π4φ
+
2 (y) π4φ
−
1 (y) π4φ
−
2 (y)
)
,
c2(y) = −
1
σWλ(y)
det
(
π4φ
+
1 (y) π4φ
−
1 (y) π4φ
−
2 (y)
)
,
c3(y) =
1
σWλ(y)
det
(
π4φ
+
1 (y) π4φ
+
2 (y) π4φ
−
2 (y)
)
,
c4(y) = −
1
σWλ(y)
det
(
π4φ
+
1 (y) π4φ
+
2 (y) π4φ
−
1 (y)
)
.
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From this we determine
G12λ (x, y) =

M+1 (y)φ
+
1,u(x)
σWλ(y) +
M+2 (y)φ
+
2,u(x)
σWλ(y) , x > y,
M−1 (y)φ
−
1,u(x)
σWλ(y) +
M−2 (y)φ
−
2,u(x)
σWλ(y) , x < y,
(3.14)
G22λ (x, y) =

M+1 (y)φ
+
1,v(x)
σWλ(y) +
M+2 (y)φ
+
2,v(x)
σWλ(y) , x > y,
M−1 (y)φ
−
1,v(x)
σWλ(y) +
M−2 (y)φ
−
2,v(x)
σWλ(y) , x < y.
(3.15)
In both of these expressions,
M+1 (y) = det
(
π4φ
+
2 (y) π4φ
−
1 (y) π4φ
−
2 (y)
)
,
M+2 (y) = −det
(
π4φ
+
1 (y) π4φ
−
1 (y)π4φ
−
2 (y)
)
,
M−1 (y) = −det
(
π4φ
+
1 (y) π4φ
+
2 (y) π4φ
−
2 (y)
)
,
M−2 (y) = det
(
π4φ
+
1 (y) π4φ
+
2 (y) π4φ
−
1 (y)
)
.
(3.16)
Lemma 3.4. Assume that λ is to the right of Γ off the imaginary axis and with |λ| < Ms. Then,
the terms M±j (y) from (3.16) obey the same bounds as the N
±
j (y) from Lemma 3.2 for j = 1, 2.
In addition, G12λ (x, y) and G
22
λ (x, y) also satisfy the same bounds as G
11
λ (x, y) and G
12
λ (x, y) in
Lemma 3.3.
Proof. Note that M±j (y) are simply N
±
j (y) with π2 replaced with π4. Since the proof of Lemma 3.2
and Lemma 3.3 did not rely on any properties of π2, the same bounds hold here.
3.4 Proof of Propostion 3.1
To conclude the proof of Proposition 3.1, we need only to establish estimate (3.2) for those values
of λ to the right of Γ, off the imaginary axis and within the ball |λ| < Ms. We observe that the
result follows directly from Lemma 3.3 and Lemma 3.4. Note that the estimate provided in (3.2)
is not the sharpest possible, but will be sufficient to establish our main result.
4 The temporal Green’s function G(t, x, y).
In this section, we derive bounds for the the temporal Green’s function
G(t, x, y) =
(
G11(t, x, y) G12(t, x, y)
G21(t, x, y) G22(t, x, y)
)
, t > 0, x, y ∈ R.
We recall that G(t, x, y) can be recovered from the inverse Laplace transform of Gλ(x, y),
G(t, x, y) = 1
2πi
∫
C
eλtGλ(x, y)dλ,
for some well-chosen contour C which does not intersect with the spectrum of L.
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The goal is to use the bounds in Proposition 3.1 in combination with advantageous choice for
the integration contour C to obtain sufficient bounds on the temporal Green’s function so as to
perform a nonlinear stability argument in the following section. The main result of this section is
the following Proposition.
Proposition 4.1. Under the assumptions of our main theorem, and for some constants κ > 0,
r > 0 and C > 0, the Green’s function G(t, x, y) for ∂tp = Lp satisfies the following estimates.
(i) For |x− y| ≥ Kt or t < 1, with K sufficiently large,∣∣Gij(t, x, y)∣∣ ≤ C 1
t1/2
e−
|x−y|2
κt ,
for all i, j ∈ {1, 2}.
(ii) For |x− y| ≤ Kt and t ≥ 1, with K as above,∣∣Gij(t, x, y)∣∣ ≤ C (1 + |x− y|
t3/2
)
e−
|x−y|2
κt + Ce−rt,
for all i, j ∈ {1, 2}.
Proof. Case (i): Consider first the case when |x − y| ≥ Kt or t < 1. The proof of this case is
standard and we refer the reader to the Proof of Theorem 8.3 in [35] or Proposition 4.1 of [7] for a
proof that can be modified to the current context in a straightforward fashion.
Case (ii): Now consider the scenario where |x−y| ≤ Kt and t ≥ 1. The proof in this case is similar
to that of Proposition 4.1 in [7], which in turn mimics the approach taken in a number of previous
works; see once again [35]. We include some details here for completeness and for the convenience
of the reader.
Recall the definition of the region
Ωδ = {λ ∈ C | Re(λ) ≥ −δ0 − δ1|Im(λ)|} ,
with δ0 and δ1 chosen as in Lemma 2.5 together with its boundary Γδ. We will perform the Laplace
inversion on a contour C which is given by a parabolic segment near the origin followed by the
linear contour Γδ. This contour will be divided into four segments C = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4.
 Γ1 consists of a parabolic contour defined as follows. Let ρ > 0 and consider
√
λ = ρ+ ik,
so that
λ = ρ2 − k2 + 2iρk.
Since we are interested in bounds for which |x− y| < Kt, we will take
ρ =
|x− y|
Lt
with L chosen sufficiently large so that Γ1 is contained in the region where the ”small λ”
estimates of Proposition 3.1 hold and to the right of Γδ.
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 Γ2 consists of a linear contour following Γδ. This contour is defined for those values of λ
where the ”small λ” estimates in part (i) of Proposition 3.1 hold.
 Γ3 is the continuation along the contour Γδ where the ”medium λ” estimates detailed in part
(iii) of Proposition 3.1 are valid.
 Γ4 is the continuation along the contour Γδ where the ”large λ” estimates detailed in part
(ii) of Proposition 3.1 hold.
We begin with the estimates along Γ1. We first note that
dλ = 2i
(
(x− y)
Lt
+ ik
)
dk and λ =
(x− y)2
L2t2
− k2 + 2(x− y)
Lt
ik.
Then
1
2πi
∫
Γ1
eλtGλ(x, y)dλ =
1
π
eρ
2t−ρ(x−y)
∫ k∗
−k∗
e−k
2te2iρk−ik(x−y)Hλ(k)(x, y)(ρ+ ik)dk,
from which we expand Hλ(k) into its real and imaginary parts, Hλ(k) := HR(x, y, k) + iHI(x, y, k)
so that the integral reduces to
1
π
eρ
2t−ρ(x−y)
∫ k∗
−k∗
e−k
2t (HR(x, y, k) + iHI(x, y, k)) (ρ+ ik)dk.
Here k∗ prescribes the end of the contour Γ1 and the start of contour Γ2. We compute its value
below, but taking it to be arbitrary here does not change the analysis.
Since HR is bounded we have that∣∣∣∣∣ 1πeρ2t−ρ(x−y)
∫ k∗
−k∗
e−k
2tρH ijR (x, y, k)dk
∣∣∣∣∣ ≤ C ρ√teρ2t−ρ(x−y),
for all i, j ∈ {1, 2}. On the other hand, since HI(x, y, k) is odd in k, it can be expressed as
HI(x, y, k) = kH̃I(x, y, k), where H̃I(x, y, k) is again bounded. Therefore,∣∣∣∣∣ 1πeρ2t−ρ(x−y)
∫ k∗
−k∗
e−k
2tk2H̃ ijI (x, y, k)dk
∣∣∣∣∣ ≤ Ct3/2 eρ2t−ρ(x−y),
for all i, j ∈ {1, 2}. Recall that ρ = |x−y|Lt , so that we have obtained the estimate for all i, j ∈ {1, 2}
1
2π
∣∣∣∣∫
Γ1
eλtGijλ (x, y)dλ
∣∣∣∣ ≤ C 1 + |x− y|t3/2 e− |x−y|2κt ,
for κ = L2/(L− 1).
We now turn to the analysis of the contour integral along Γ2. Since the analysis is equivalent, we
focus only on the segment in the positive half plane. There, the contour Γ2 can be parameterized
by
λ = −δ0 + cos(θ)`+ i sin(θ)`,
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for some fixed π/2 < θ < π. The contours Γ1 and Γ2 intersect at
k∗(ρ) = −ρ cot(θ) +
√
ρ2 csc2(θ) + δ0, `1(ρ) =
2ρk∗(ρ)
sin(θ)
. (4.1)
We now estimate for each i, j ∈ {1, 2}
1
2π
∣∣∣∣∫
Γ2
eλtGijλ (x, y)dλ
∣∣∣∣ ≤ Ce−δ0t ∫ `2
`1
et cos(θ)`−(x−y)Re(
√
−δ0+cos(θ)`+i sin(θ)`)d`
≤ Ce−δ0t
∫ `2
`1
et cos(θ)`d` ≤ C e
−δ0t
t
et cos(θ)`1 , (4.2)
we were have used that (x − y)Re(
√
−δ0 + cos(θ)`+ i sin(θ)`) > 0 and integrated noting that
cos(θ) < 0. Now, by virtue of (4.1) we observe that
t cos(θ)`1(ρ) < 2t cot(θ)ρ
2 (− cot(θ) + csc(θ)) < 0.
We therefore obtain the bound
1
2π
∣∣∣∣∫
Γ2
eλtGijλ (x, y)dλ
∣∣∣∣ ≤ C e−δ0tt e− |x−y|2κt ≤ C 1t3/2 e− |x−y|2κt ,
for some κ > 0 and all i, j ∈ {1, 2}.
Next consider the integral along Γ3. Here the ”medium” λ estimate holds and we simply have that
Gλ(x, y) is uniformly bounded in this region. We then calculate,
1
2π
∣∣∣∣∫
Γ3
eλtGijλ (x, y)dλ
∣∣∣∣ ≤ Ce−rt,
for each i, j ∈ {1, 2} and for some r > 0.
Finally, we consider the integral along Γ4. The large λ bounds apply here and the analysis follows
as in the case of (i) above. We find that each component satisfies
1
2π
∣∣∣∣∫
Γ4
eλtGijλ (x, y)dλ
∣∣∣∣ ≤ Ce−δ0t ∫ ∞
`3
1√
`
ecos(θ)`td` ≤ Ce−rt,
for some r > 0.
5 Nonlinear Stability
We now turn to the question of nonlinear stability and establish Theorem 1. We consider solutions
of the nonlinear system of equations (2.2). The fact that L generates an analytic semigroup implies
that the Cauchy problem associated to (2.2) with initial condition (p0, q0) ∈ L1(R) ∩ L∞(R) with∫
R |y| (|p0(y)|+ |q0(y)|) dy < +∞ is locally well-posed in L
∞(R). We let T ∗ > 0 be the associated
maximal time of existence of a such a solution (p, q).
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We begin by formulating (2.2) in its integral form for all t ∈ (0, T ∗) and x ∈ R(
p(t, x)
q(t, x)
)
=
∫
R
G(t, x, y)
(
p0(y)
q0(y)
)
dy +
∫ t
0
∫
R
G(t− τ, x, y)
(
Nu(p(τ, y), q(τ, y))
Nv(p(τ, y), q(τ, y))
)
dydτ. (5.1)
We will require the following estimates regarding the Green’s function G(t, x, y).
Lemma 5.1. For t < 1 and all x ∈ R, we have that∣∣∣∣∫
R
Gij(t, x, y)h(y)dy
∣∣∣∣ ≤ C‖h‖L∞(R), i, j ∈ {1, 2} . (5.2)
Conversely, for t ≥ 1 and all x ∈ R, we have that∣∣∣∣∫
R
Gij(t, x, y)h(y)dy
∣∣∣∣ ≤ C 1 + |x|(1 + t)3/2
∫
R
(1 + |y|)|h(y)|dy, i, j ∈ {1, 2} . (5.3)
Proof. Both estimates are a direct consequence of Proposition 4.1. For the second estimate, we
have ∣∣∣∣∫
R
Gij(t, x, y)h(y)dy
∣∣∣∣ ≤ ∫ x−Kt
−∞
C
1
t1/2
e−
|x−y|2
κt |h(y)|dy
+
∫ x+Kt
x−Kt
C
((
1 + |x− y|
t3/2
)
e−
|x−y|2
κt + e−rt
)
|h(y)|dy
+
∫ ∞
x+Kt
C
1
t1/2
e−
|x−y|2
κt |h(y)|dy. (5.4)
The first and last integral decay exponentially in time, while for the middle integral we take the
limits of integration to infinity and note that 1+ |x−y| ≤ 1+ |x|+ |y|+ |x||y| from which we obtain∣∣∣∣∫
R
Gij(t, x, y)h(y)dy
∣∣∣∣ ≤ Ce−rt ∫
R
(1 + |y|)|h(y)|dy + C 1 + |x|
(1 + t)3/2
∫
R
(1 + |y|)|h(y)|dy.
The exponential decay of the first integral allows it to be incorporated into the second and we
obtain our desired estimate.
We now return to (5.1) and for t ∈ [0, T ∗) we define
Θ(t) := sup
0≤τ≤t
sup
x∈R
(1 + τ)3/2
1 + |x|
(|p(τ, x)|+ |q(τ, x)|) .
We consider first the case of 0 < t < 1. Here we apply the estimate (5.2) to (5.1). For the first
integral it holds that∥∥∥∥∥
∫
R
G(t, x, y)
(
p0(y)
q0(y)
)
dy
∥∥∥∥∥ ≤ C (‖p0‖L∞(R) + ‖q0‖L∞(R)) .
For the second, we have∥∥∥∥∥
∫
R
G(t− τ, x, y)
(
−p(τ, y)(ω(y)p(τ, y) + aω(y)q(τ, y))
−rq(τ, y)(bω(y)p(τ, y) + ω(y)q(τ, y))
)
dy
∥∥∥∥∥
≤ C Θ(t)
2
(t− τ)1/2
∫
R
e
− |x−y|
2
κ(t−τ) (1 + |y|)2ω(y)dy.
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Now integrating we obtain, again for 0 < t < 1,∥∥∥∥∥
∫ t
0
∫
R
G(t− τ, x, y)
(
−p(τ, y)(ω(y)p(τ, y) + aω(y)q(τ, y))
−rq(τ, y)(bω(y)p(τ, y) + ω(y)q(τ, y))
)
dydτ
∥∥∥∥∥
≤ CΘ(t)2
∫
R
(1 + |y|)2ω(y)dy.
Since the weight ω(y) is exponentially localized, we obtain the following inequality, valid for t < 1
Θ(t) ≤ C
(
‖p0‖L∞(R) + ‖q0‖L∞(R)
)
+ CΘ(t)2. (5.5)
We now consider the case of t ≥ 1. Focusing on the first integral in (5.1), we apply (5.3) and obtain∥∥∥∥∥
∫
R
G(t, x, y)
(
p0(y)
q0(y)
)
dy
∥∥∥∥∥ ≤ C 1 + |x|(1 + t)3/2
∫
R
(1 + |y|) (|p0(y)|+ |q0(y)|) dy.
For the second integral, we have∥∥∥∥∥
∫
R
G(t− τ, x, y)
(
−p(τ, y)(ω(y)p(τ, y) + aω(y)q(τ, y))
−rq(τ, y)(bω(y)p(τ, y) + ω(y)q(τ, y))
)
dy
∥∥∥∥∥
≤ C Θ(t)
2
(1 + t− τ)3/2
1 + |x|
(1 + τ)3
∫
R
(1 + |y|)3ω(y)dy.
Integrating with respect to τ we note that (see for instance [34])∫ t
0
1
(1 + t− τ)3/2(1 + τ)3
dτ ≤ C̃
(1 + t)3/2
.
This gives the inequality, valid for t ≥ 1,
Θ(t) ≤ C
∫
R
(1 + |y|) (|p0(y)|+ |q0(y)|) dy + CΘ(t)2
∫
R
(1 + |y|)3ω(y)dy. (5.6)
Combining (5.5) and (5.6), we get that there exist C1 > 0 and C2 such that for all t ∈ [0, T ∗)
Θ(t) ≤ C1Ω + C2Θ(t)2, (5.7)
with
Ω := ‖(p0, q0)‖L∞(R) + ‖(1 + | · |)(p0, q0)‖L1(R) .
As a consequence, if we assume that the initial perturbation (p0, q0) is small enough so that
2C1Ω < 1, and 4C1C2Ω < 1,
then we claim that Θ(t) ≤ 2C1Ω < 1 for all t ∈ [0, T ∗). This implies that the maximal time of
existence is T ∗ =∞ and the solution (p, q) of (2.2) satisfies
sup
t≥0
sup
x∈R
(1 + τ)3/2
1 + |x|
(|p(τ, x)|+ |q(τ, x)|) < 2C1Ω,
30
which concludes the proof of Theorem 1. Coming back to the claim, we see that by eventually
taking C1 even larger, we can always assume that at t = 0
Θ(0) = sup
x∈R
|p0(x)|+ |q0(x)|
1 + |x|
≤ ‖(p0, q0)‖L∞(R) < Ω < 2C1Ω,
such that by continuity of Θ(t) we have that for small time Θ(t) < 2C1Ω. Suppose there exists
T > 0 where Θ(T ) = 2C1Ω for the first time, then from (5.7) we have
Θ(T ) ≤ C1Ω(1 + 4C1C2Ω) < 2C1Ω,
which gives a contradiction and proves the claim.
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A Asymptotic behavior of the critical traveling front (U∗, V∗)
In this section, we collect some known results regarding the precise asymptotic behavior of the
critical traveling front (U∗, V∗) solution of (1.4)-(1.5) that can be found in [12, 21, 28]. To this aim,
we introduce four different dispersion relations
d−∞u (λ) = λ
2 + c∗λ− 1,
d−∞v (λ) = σλ
2 + c∗λ+ r(1− b),
d+∞u (λ) = λ
2 + c∗λ+ (1− a),
d+∞v (λ) = σλ
2 + c∗λ− r.
We define
µ−∞u = −γ∗ +
√
γ2∗ + 1 > 0 and µ
−∞
v = −
γ∗
σ
+
1
σ
√
γ2∗ + σr(b− 1) > 0,
together with
ν+∞u = −γ∗ < 0 and ν+∞v = −
γ∗
σ
− 1
σ
√
γ2∗ + σr < 0.
Asymptotic behavior at +∞. Regarding the asymptotic decay at +∞, one needs to compare
ν+∞u and ν
+∞
v . From assumption (1.3) and the fact that 0 < σ < 2, we always have
(σ − 1)γ∗ <
√
γ2∗ + σr,
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which in turn implies that ν+∞v < ν
+∞
u which falls into case (2)-(b)-(iii) of [12, Lemma A.1]. As a
consequence, we have(
U∗(ξ)
V∗(ξ)− 1
)
=
 βrbβ
d+∞v (ν
+∞
u )
 ξe−γ∗ξ + o(ξe−γ∗ξ) as ξ → +∞, (A.1)
for some β > 0. Let us remark that d+∞v (ν
+∞
u ) = (σ − 2)γ2∗ − r < 0.
Asymptotic behavior at −∞. Regarding the asymptotic behavior at −∞ we have the following
classification. There exist β1 > 0 and β2 > 0 such that, as ξ → −∞
 if µ−∞u < µ
−∞
v , then (
1− U∗(ξ)
V∗(ξ)
)
=
(
β1e
µ−∞u ξ
β2e
µ−∞v ξ
)
+ h.o.t. ; (A.2)
 if µ−∞u > µ
−∞
v , then d
−∞
u (µ
−∞
v ) < 0 and(
1− U∗(ξ)
V∗(ξ)
)
=
 − aβ2d−∞u (µ−∞v )
β2
 eµ−∞v ξ + h.o.t. ; (A.3)
 if µ−∞u = µ
−∞
v , then(
1− U∗(ξ)
V∗(ξ)
)
=
 −β2ξ2√γ2∗ + 1β2
a
 eµ−∞v ξ + h.o.t. . (A.4)
B Spectral properties of L̃ and L
In this section, we investigate the spectral properties of the operator L̃ defined as the linearization
of the Lotka-Volterra system around the critical traveling front (U∗, V∗)
L̃ =
(
∂xx + c∗∂x + (1− 2U∗(x)− aV∗(x)) −aU∗(x)
−rbV∗(x) σ∂xx + c∗∂x + r(1− bU∗(x)− 2V∗(x))
)
,
both set on L2(R) × L2(R) with dense domain H2(R) ×H2(R) or on the weighted Sobolev space
L2ω−1(R)× L
2
ω−1(R) with dense domain H
2
ω−1(R)×H
2
ω−1(R) where
L2ω−1(R) =
{
f ∈ L2(R) | (ω−1f) ∈ L2(R)
}
,
and
H2ω−1(R) =
{
f ∈ L2(R) | f, f ′, f ′′ ∈ L2ω−1(R)
}
,
with the weight ω > 0 from (1.8). The first result asserts that under our assumptions on the
coefficients λ = 0 is not an eigenvalue of L̃ in the exponentially weighted space L2ω−1(R)×L
2
ω−1(R).
32
Lemma B.1. Assume that assumptions (1.2)-(1.3) hold. Then λ = 0 is not an eigenvalue of L̃ set
on L2ω−1(R)× L
2
ω−1(R).
The second result excludes the possibility of having eigenvalues with positive real part for L̃ set
on L2ω−1(R) × L
2
ω−1(R). In fact, any eigenvalues of L̃ either on L
2(R) × L2(R) or on the weighted
Sobolev space L2ω−1(R)×L
2
ω−1(R) has to be real. This is a consequence of the monotonicity property
of L̃, namely that the off-diagonal terms of L̃ are strictly negative (whether the operator is seen on
L2(R)× L2(R) or L2ω−1(R)× L
2
ω−1(R)). We also introduce the conjugate operator
L = ω−1L̃ω, D(L) = H2(R)×H2(R).
We have the following result.
Lemma B.2. Let λ ∈ R be a real eigenvalue of L defined on L2(R)× L2(R), then λ < 0.
Note that the proofs of Lemma B.1-B.2 are very close to the ones that can be found in [3, 26]. For
the sake of clarity and completeness, we have reproduced them here.
Before proceeding to the proof of the two lemmas, we first change coordinates such that system
(1.1) is of cooperative type. Thus, we let w = 1− v and we find
ut = uxx + u(1− a− u+ aw),
wt = σwxx + r(1− w)(bu− w).
(B.1)
Next, we note that the critical front (U∗, V∗) is transformed into (U∗,W∗) and connects (1, 1) at
−∞ to (0, 0) at +∞ with asymptotics at +∞ given by (A.1)(
U∗(ξ)
W∗(ξ)
)
=
 β
− rbβ
d+∞v (ν
+∞
u )
 ξe−γ∗ξ + o(ξe−γ∗ξ) as ξ → +∞,
for some β > 0 and d+∞v (ν
+∞
u ) < 0. Let also note that both U
′
∗ < 0 and W
′
∗ < 0, while 0 <
U∗,W∗ < 1. We denote by L̃ the linearized operator around the critical front (U∗,W∗)
L̃ :=
(
∂xx + c∗∂x + (1− a− 2U∗(x) + aW∗(x)) aU∗(x)
rb(1−W∗(x)) σ∂xx + c∗∂x + r(−1− bU∗(x) + 2W∗(x))
)
,
and we note that L̃ (U ′∗,W
′
∗) = 0. We will consider L̃ either on L
2(R)×L2(R) or on the weighted
Sobolev space L2ω−1(R) × L
2
ω−1(R) with dense domains H
2(R) × H2(R) or H2ω−1(R) × H
2
ω−1(R)
respectively.
Throughout the end of this section, we will use the following ordering
(p1, q1)  (p2, q2)⇐⇒ p1(x) > p2(x) and q1(x) > q2(x) for all x ∈ R,
(p1, q1)  (p2, q2)⇐⇒ p1(x) ≥ p2(x) and q1(x) ≥ q2(x) for all x ∈ R.
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B.1 Proof of Lemma B.1
Suppose there is a nonzero function V ∈ H2ω−1(R)×H
2
ω−1(R) which is a solution of L̃ V = 0. The
strategy is to compare V to U∗ = (−U ′∗,−W ′∗)  (0, 0) which also satisfies L̃ U∗ = 0. More precisely,
we will show that if such a V = (v1, v2) ∈ H2ω−1(R)×H
2
ω−1(R) exists then necessarily we have
|τV(x)| := (|τv1(x)|, |τv2(x)|)  U∗(x)
for all τ ∈ R and all x ∈ R which is obviously a contradiction to the fact that U∗ is bounded. We
introduce the following set
S = {τ ∈ R | |τV(x)|  U∗(x), x ∈ R} .
As 0 ≺ U∗ we have that 0 ∈ S and so S is non empty. It is also straightforward to check that it is
closed. Thus, we are going to show that is open. Let τ ∈ S be fixed.
Step 1. We have |τV(x)|  U∗(x) for all x ∈ R. We claim that it implies that |τV(x)| ≺ U∗(x) for
all x ∈ R. We consider W(x) = U∗(x) − τV(x)  (0, 0) which satisfies L̃W = 0 with W(−∞) =
W(+∞) = (0, 0). Noticing that aU∗ > 0 and rb(1 − W∗) > 0, the maximum principle implies
that W  (0, 0) unless it is identically zero which is impossible because in that case one would
have |τV(x)| = U∗(x) but U∗ /∈ H2ω−1(R) × H
2
ω−1(R). Applying the same argument, we also get
U∗(x) + τV(x)  (0, 0) for all x ∈ R.
Step 2. Let τ0 > 0 be fixed. We use the asymptotics
ω−1(x)U∗(x) = ω−1(x)
(
−U ′∗(x),−W ′∗(x)
)
∼
+∞
(
βγ∗,−
rbβγ∗
d+∞v (ν
+∞
u )
)
x
as x→ +∞ to get the existence of N > 0 large enough such that for all τ̃ ∈ [τ − τ0, τ + τ0], one has
ω−1(x)U∗(x)  ω−1(x)|τ̃V(x)|, x ≥ N,
such that it also holds by positivity of ω that
U∗(x)  |τ̃V(x)|, x ≥ N.
Now we use the fact |τV(x)| ≺ U∗(x) for all x ∈ R to get that there exist 0 < ε ≤ τ0 small enough
such that for all τ̂ ∈ (τ − ε, τ + ε)
U∗(x)  |τ̂V(x)|, x ∈ [−N,N ].
Combing the two estimates, we have that
U∗(x)  |τ̂V(x)|, x ≥ −N,
for any τ̂ ∈ (τ − ε, τ + ε).
Step 3. We now fix τ̂ ∈ (τ − ε, τ + ε), and we want to show that
U∗(x)  |τ̂V(x)|, x ≤ −N.
34
To do so, we rewrite the operator L̃ as follows
L̃ =
(
1 0
0 σ
)
∂xx+c∗
(
1 0
0 1
)
∂x+
(
1− a− 2U∗(x) + aW∗(x) aU∗(x)
rb(1−W∗(x)) r(−1− bU∗(x) + 2W∗(x))
)
,
and we denote
M̃ (x) :=
(
1− a− 2U∗(x) + aW∗(x) aU∗(x)
rb(1−W∗(x)) r(−1− bU∗(x) + 2W∗(x))
)
.
As x→ −∞, we have that
M̃ (x)→ M̃− :=
(
−1 a
0 r(1− b)
)
.
Upon denoting P+ = (1, 1) we have that M̃−P+ ≺ (0, 0), and as a consequence (increasing N if
necessary), we have that M̃ (x)P+ ≺ (0, 0) for all x ≤ −N such that L̃P+ ≺ (0, 0) holds also true
for x ≤ −N .
Suppose that U∗(x)  |τ̂V(x)| for all x ≤ −N , then applying the maximum principle we get
that U∗(x)  |τ̂V(x)| for all x ≤ −N and the conclusion follows. So let assume that there is
some ξ ∈ (−∞,−N) such that one of the components of the vector U∗(x) − τ̂V(x) takes a local
negative minimum at this point, say the first component. We consider the function Wι(x) :=
U∗(x) − τ̂V(x) + ιP+ = (wι1(x), wι2(x)) for ι > 0. As both U∗(x) and V(x) converge to (0, 0) as
x → −∞ there is a sufficiently large ι > 0 such that Wι(x)  (0, 0) for all x ≤ −N . We now
decrease ι up to ι0 > 0 such that
wι01 (ξ) = 0, Wι0(x)  (0, 0) for x ∈ (−∞,−N), x 6= ξ.
For such a ι0, we have that
L̃Wι0 = ι0M̃ (x)P+ ≺ (0, 0), x ∈ (−∞,−N),
but on the other hand we have that
∂xxw
ι0
1 (ξ) + c∗∂xw
ι0
1 (ξ) + (1− a− 2U(x) + aW∗(x))w
ι0
1 (ξ) + aU∗(x)w
ι0
2 (ξ) ≥ 0,
as wι01 attains its minimum at ξ and that w
ι0
2 (x) ≥ 0 on x ≤ −N by construction. This is a
contradiction and consequently we have that U∗(x)− τ̂V(x)  (0, 0) for all x ≤ −N from which we
deduce U∗(x)  |τ̂V(x)| for all x ≤ −N by the maximum principle. A similar argument shows that
U∗(x) + τ̂V(x)  (0, 0) for all x ≤ −N .
In summary, we have shown that U∗(x)  |τ̂V(x)| for all x ∈ R which implies that S is open. As
a consequence, we must have S = R which contradicts the boundedness of U∗. Thus 0 is not an
eigenvalue of L̃ on L2ω−1(R) × L
2
ω−1(R), which obviously implies that 0 is not an eigenvalue of L̃
on L2ω−1(R)× L
2
ω−1(R) and completes the proof of Lemma B.1.
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B.2 Proof of Lemma B.2
First, we introduce the conjugate operator
L = ω−1L̃ ω, D(L ) = H2(R)×H2(R),
with
L =
(
1 0
0 σ
)
∂xx +
(
c∗ + 2
ω′
ω 0
0 c∗ + 2σ
ω′
ω
)
∂x + M (x),
M (x) =
(
1− a+ c∗ ω
′
ω +
ω′′
ω − 2U∗(x) + aW∗(x) aU∗(x)
rb(1−W∗(x)) r(−1 + c∗ ω
′
rω +
σω′′
rω − bU∗(x) + 2W∗(x))
)
.
Let assume that λ > 0 is an eigenvalue of L defined on L2(R)× L2(R) with corresponding eigen-
function V, that is
L V = λV, 0 6= V ∈ H2(R)×H2(R).
Without of generality, we assume that the first component of V = (v1, v2) is positive at some point
x0, that is v1(x0) > 0. We claim that there exists some τ > 0 such that
V(x)  τω−1(x)U∗(x), x ∈ R,
where U∗(x) = (−U ′∗(x),−W ′∗(x))  (0, 0) satisfies L̃ U∗ = 0 or equivalently L
(
ω−1U∗
)
= 0. First,
as ω−1(x)U∗(x) is unbounded near x =∞, we can always find A > 0 large enough such that
V(x) ≺ ω−1(x)U∗(x), x ≥ A.
Furthermore, the fact that U∗  (0, 0) ensures that one can find τ > 0 such that
V(x)  τω−1(x)U∗(x), x ∈ [−A,+∞).
We are going to show that that the above inequality also holds true for x ≤ −A. First, we remark
that the matrix M (x) asymptotically converges at −∞ to the limiting matrix
M− =
(
−1 + c∗δ + δ2 a
0 r(1− b) + c∗δ + σδ2
)
,
and that −1 + c∗δ+ δ2 < 0 and r(1− b) + c∗δ+σδ2 < 0 for our choice of δ. As a consequence there
exists a constant vector Q+  (0, 0) such that M−Q+ ≺ (0, 0), which further implies that
M (x)Q+ ≺ (0, 0), x ≤ −A,
upon eventually increasing A. This also implies that one can find ε > 0, small enough such that((
1 0
0 σ
)
ε2 −
(
c∗ + σ
ω′
ω 0
0 c∗ + 2σ
ω′
ω
)
ε+ M (x)
)
Q+ ≺ (0, 0), x ≤ −A.
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Assume now by contradiction that there exists some x1 < −A, such that one of the components
of τω−1(x)U∗(x) − V(x) takes a local negative minimum at this point, say the first component.
We introduce the function Q(x) = e−εxQ+  (0, 0) which is unbounded as x → −∞, and further
satisfies
LQ(x) =
((
1 0
0 σ
)
ε2 −
(
c∗ + σ
ω′
ω 0
0 c∗ + 2σ
ω′
ω
)
ε+ M (x)
)
e−εxQ+ ≺ (0, 0), x ≤ −A.
As a consequence, one can find θ large enough such that
Wθ(x) = (wθ1(x), wθ2(x)) := τω−1(x)U∗(x) + θQ(x)− V(x)  (0, 0), x ≤ −A.
We now decrease θ up to θ0 such that
wθ01 (x1) = 0, Wθ0(x)  (0, 0), x ≤ −A, x 6= x1.
On the one hand, we have that
LWθ0 − λWθ0 = −τλω−1U∗ + θ0LQ− λθ0Q ≺ (0, 0), x ≤ −A.
On the other hand, the first component of LWθ0 − λWθ0 satisfies
(LWθ0 − λWθ0)1 (x1) = ∂xxw
θ0
1 (x1) +
(
c∗ + σ
ω′
ω
(x1)
)
∂xw
θ0
1 (x1)
+
(
1− a− λ+ c∗
ω′
ω
(x1) +
ω′′
ω
(x1)− 2U∗(x1) + aW∗(x1)
)
wθ01 (x1)
+ aU∗(x1)w
θ0
2 (x1)
= ∂xxw
θ0
1 (x1) + aU∗(x1)w
θ0
2 (x1) ≥ 0,
which establishes a contradiction.
As a consequence, we have just proved that the set
E =
{
τ ≥ 0 | V(x)  τω−1(x)U∗(x), x ∈ R
}
is non-empty. We denote τ0 the greatest lower bound of E . Suppose that τ0 > 0, then we have
V(x)  τ0ω−1(x)U∗(x), x ∈ R.
Using the maximum principle as in Lemma B.1, we get that necessarily
V(x) ≺ τ0ω−1(x)U∗(x), x ∈ R.
Now, repeating the argument that we just did to prove that E 6= ∅, one can find δ > 0 small enough
such that
V(x)  (τ0 − δ)ω−1(x)U∗(x), x ∈ R,
showing that τ0 − δ ∈ E contradicting the minimality of τ0. Hence, we must have τ0 = 0, which
then implies that V(x)  (0, 0) contradicting the fact v1(x0) > 0. Thus we must have λ ≤ 0, but
from Lemma B.1, λ = 0 is not an eigenvalue of L , such that λ < 0. This concludes the proof of
the lemma.
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