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Abstract
In grammar compression we represent a string as a context free grammar. This model is popular
both in theoretical and practical applications due to its simplicity, good compression rate and
suitability for processing of the compressed representations. In practice, achieving compression
requires encoding such grammar as a binary string, there are a few commonly used. We bound the
size of such encodings for several compression methods, along with well-known Re-Pair algorithm.
For Re-Pair we prove that its standard encoding, which is a combination of entropy coding and
special encoding of a grammar, achieves 1.5|S|Hk(S). We also show that by stopping after
some iteration we can achieve |S|Hk(S). The latter is particularly important, as it explains the
phenomenon observed in practice, that introducing too many nonterminals causes the bit-size to
grow. We generalize our approach to other compressions methods like Greedy or wide class of
irreducible grammars, and other bit encodings (including naive, which uses fixed-length codes).
Our approach not only proves the bounds but also partially explains why Greedy and Re-Pair are
much better in practice than the other grammar based methods. At last, we show that for a wide
family of dictionary compression methods (including grammar compressors) Ω (nk log σ/ logσ n)
bits of redundancy are required. This shows a separation between context-based/BWT methods
and dictionary compression algorithms, as for the former there exists methods where redundancy
does not depend on n, but only on k and σ.
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1 Introduction
Grammar compression is a type of dictionary compression, in which we represent the input
as a (context free) grammar that produces exactly the input string. Variants of grammar
compression achieve competitive compression ratios [27]. Its simple inductive structure
makes it particularly suitable for analysis and algorithmic design. Its close ties to Lempel-
Ziv type of compression methods makes grammar compression a good abstraction and an
intermediate interface for those type of algorithms. Recently, there is a strong trend in
algorithmic design to develop algorithms that work directly on the compressed data without
the need of a full decompression; among compression methods, grammar compression is
particularly suitable for such an approach. Lastly, algorithms for grammar-compressed
data can be used in a compress and compute paradigm, in which we compute the grammar
compressed representation of data and then process it in this succinct representation, see [28]
for a recent survey.
The problem of computing the smallest grammar (in terms of the number of symbols
in the productions) is known to be NP-complete [5, 36, 4]. This led to the development of
approximation algorithms [33, 5, 22, 35] as well as heuristical algorithms [27, 32, 2, 24, 44, 40].
From the practical point of view, the approximation algorithms have their drawbacks: they
achieve only logarithmic approximation, in practice, they are inferior to heuristics, and
it seems that minimizing the bit-size and symbol size are not the same thing. On the
other hand, heuristics perform comparatively to other dictionary based methods [27]. Note
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that heuristical algorithms routinely apply Huffman coding to their output [27, 2]. This is
standard also for many other compression methods.
The apparent success of heuristical algorithms fuelled theoretical research that tried to
explain or evaluate their performance. One branch of such approach tried to establish their
approximation ratios when the size is calculated as the number of symbols [5, 20]. On the
other hand, in the spirit of compressors, attempts were made to estimate the bit-size of their
output. In this way, grammar compressors could be compared not only among themselves
but also with other compressors.
In general, estimating precisely the bit-size of any compressor is hard. However, this is
not the case for compressors based on the (higher-order) entropy, which includes Huffman
coding, arithmetical coding, PPM, and others. In their case, the bit-size of the output is
very close to the (k-order) empirical entropy of the input string. Thus instead of comparing
to those compressors, we can compare the size of the output with the k-order entropy of the
input string. Moreover, in practice, it seems that higher-order entropy is a good estimation
of possible compression rate of data and entropy-based compression is widely used. Such
analysis was carried out for BWT [29], LZ78 [25], LZ77 [37] compression methods. In some
sense, this approach generalised classic results from information theory on LZ-algorithms
coding for ergodic sources [42, 44], a similar work was performed also for a large class of
grammar compressors [24].
Despite wide popularity of grammar-based methods, not many results that linked their
performance to k-order entropy were known, with the notable exception: Re-Pair was shown
to achieve 2|S|Hk(S)+o(|S| log σ) for k = o(logσ n) [30]. Note that this result holds without
the Huffman coding of the output, which is used in practice.
Our contribution We start by proving the bounds for Re-Pair [27] and Greedy [2] com-
pressors in terms of k-order empirical entropy. Then we show that our methods can be
generalized for a wide family of so-called irreducible grammars [24]. Our results extend to
other grammars that have similar properties. We consider several encodings of the output,
which are exactly those (or closely related) used in practice; in particular, we consider the
Huffman coding.
The main technical tool is a generalization of result by Kosaraju and Manzini [25,
Lemma 2.3], which in turn generalizes Ziv’s Lemma [8, Section 13.5.5]. For any parsing
YS = y1y2 . . . yc of S:
cH0(YS) ≤ |S|Hk(S) + ck log σ + |L|H0(L) , (1)
where L is string of lengths |y1| |y2| . . . |yc| of consecutive phrases in YS . Comparing to [25,
Lemma 2.3], our proof is more intuitive, simpler and removes the greatest pitfall of the previ-
ous result: the dependency on the highest frequency of a phrase in the parsing. Furthermore,
it can be used to estimate the size of the Huffman-coded output, i.e. what is truly used in
practice, which was not possible using previously known methods.
Using (1) we show that Re-Pair stopped at the right moment achieves |S|Hk(S)+o(|S| log σ)
bits. Moreover, at this moment the size of the dictionary is O(nc), n = |S|, c < 1, where
c depends on the constant in the expression hidden under o(·). This implies that strings
produced by Re-Pair and related methods have a small alphabet. On the other hand, many
compression algorithms, like LZ78, do not have this property [44]. Then we prove that in
general Re-Pair’s output size can be bounded by 1.5|S|Hk(S) + o(|S| log σ) bits. One of the
crucial steps is to use (1) to lower bound the entropy of the string at certain iteration.
Stopping the compressor during its runtime seems counter-intuitive but it is consistent
with empirical observations [15, 13] and our results shed some light on the reasons behind
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this phenomenon. Furthermore, there are approaches that suggest partial decompression of
grammar-compressors in order to achieve better (bit) compression rate [3].
For Greedy we give the same bounds: it achieves 1.5|S|Hk(S) + o(|S| log σ) bits using
entropy coder, 2|S|Hk(S) + o(|S| log σ) without Huffman coding and if stopped after O(nc)
iterations it achieves |S|Hk(S) + o(|S| log σ) bits. The last result seems of practical import-
ance, as each iteration of Greedy requires O(n) times, and so we can reduce the running
time from O(n2) to O(n1+c) and should obtain comparable if not better compression rate.
No such results were known before.
Then we apply our methods to general class of irreducible grammars [24] and show that
Huffman coding of an irreducible grammar uses at most 2|S|Hk(S)+ o(|S| logσ) bits and at
most 6|S|Hk(S) + o(|S| log σ) without this encoding. No such general bounds were known
before.
In a sense, the upper-bound from (1) can be made constructive: for any S we show how
to find a parsing YS into phrases of length l such that:
|YS |H0(YS) ≤ |S|
∑l−1
i=0Hi(S)
l
+O(log |S|) . (2)
This has direct applications to text encodings with random access based on parsing the
string into equal phrases [11] and improves their performance guarantee from |S|Hk(S) +
O (nk log σ/ logσ n)+ o(n) = |S|Hk(S)+ o(n log σ) to |S|
∑l−1
i=0
Hi(S)
l +O(log |S|)+ o(|S|) for
k = o(logσ n).
Finally, we present lower bounds that apply to algorithms that parse the input in a “nat-
ural way”, this includes not only considered grammar compressors and compressed text
representations [14, 11, 7], but also most of the dictionary compression methods. The main
idea is the observation that for some inputs (2) is indeed tight. We construct a family of
strings, which can be viewed as a generalization of de Bruijn strings, for which any such
algorithm cannot perform better than β|S|Hk(S) +Ω (nk log σ/ logσ n) in several meanings:
the constant at |S|Hk(S) cannot be improved to be lower than 1, the additive term cannot
be made smaller, and lifting the assumption that k = o(logσ n) implies that the coefficient at
|S|Hk(S) must be larger than 1. The constructed family of strings has interesting properties
in terms of entropy and can be of independent interest.
2 Strings and their parsing
A string is a sequence of elements, called letters, from a finite set, called alphabet, and it is
denoted as w = w1w2 · · ·wk, where each wi is a letter, the length |w| of such a w is k; the
size of the alphabet is usually denoted as σ, the alphabet is usually not named explicitly
as it is clear from the context or not needed, Γ is used when some name is needed. We
often analyse words over different alphabets. For any two words w,w′ the ww′ denotes their
concatenation. By w[i . . j] we denote wiwi+1 · · ·wj , this is a subword of w. By ǫ we denote
the empty word. For a pair of words v, w the |w|v denotes the number of different (possibly
overlapping) subwords of w equal to v; if v = ǫ then for uniformity of presentation we set
|w|ǫ := |w|. Usually S denotes the input string and n its length.
A grammar compression represents an input string S as a context free grammar that
generates a unique string S. The right-hand side of the start nonterminal is called a starting
string (often denoted as S′) and by the grammar (G) we mean the collection of other rules,
together they are called the full grammar and denoted as (S′, G). For a nonterminal X
we denote its rule right-hand side by rhs(X). For a grammar G or full grammar (S,G)
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their right-hand sides, denoted as rhs(G) and rhs(S,G), are the concatenations of strings
that are the right-hand sides of all productions in G, for (S,G) we also concatenate S. By
|N (G)| we denote the number of nonterminals. If all right-hand sides of grammar consist
of two symbols, then this grammar is in CNF. The expansion exp(X) of a nonterminal X
in a grammar G is the string generated by X in this grammar. All reasonable grammar
compressions guarantee that no two nonterminals have the same expansion, we implicitly
assume this in the rest of the paper. We say that a grammar (full grammar) G ((S,G),
respectively) is small, if | rhs(G)| = O( nlogσ n ) (| rhs(S,G)| = O(
n
logσ n
), respectively). This
matches the folklore information-theoretic lower bound on the size of th grammar for a string
of length n.
In practice, the starting string and the grammar may be encoded in different ways,
especially when G is in CNF, hence we make a distinction between these two. Note that for
many (though not all) grammar compressors both theoretical considerations and proofs as
well as practical evaluation show that the size of the grammar is considerably smaller than
the size of the starting string.
A parsing of a string S is any representation S = y1y2 · · · yc, where each yi is nonempty
and is called a phrase. We denote a parsing as YS = y1, . . . , yc and treat it as a word of
length c over the alphabet {y1, . . . , yc}; in particular |YS | = c is its size. Then Lengths(Ys) =
|y1|, |y2|, . . . , |yc| ∈ N∗ and we treat it is a word over the alphabet {1, 2, . . . , n}.
The idea of parsing is strictly related to dictionary compression method, as most of this
methods pick some substring and replace it with a new symbol, thus creating a phrase in
a parsing. Examples include Lempel-Ziv algorithms. In grammar methods, which are a
special case of dictionary compression, parsing is often induced by starting string.
Given a word w its k-order empirical entropy is
Hk(w) = − 1|w|
∑
v: |v|=k
a: letter
|w|va log
( |w|va
|w|v
)
,
with the convention that the summand is 0 whenever |w|va = 0 or |w|v = 0. We are mostly
interested in the Hk entropy of the input string S and in the H0(YS) for parsing YS of S.
The former is a natural measure of the input, to which we shall compare the size of the
output of the grammar compressor, and the latter corresponds to the size of the entropy
coding of the starting string returned by the grammar compressor.
3 Entropy bound for string parsing
In this Section, we make a connection between the entropy of the parsing of a string S, i.e.
|YS |H0(YS) and the k-order empirical entropy |S|Hk(S); this can be seen as a refinement
and strengthening of results that relate |YS | log |YS | to Hk(S) [25, Lemma 2.3], i.e. our result
establishes upper bounds when phrases of YS are encoded using entropy coder while previous
one use trivial encoding of YS , which assigns to each letter log |YS | bits.
Theorem 1 yields that entropy of any parsing is bounded by Hk plus some additional
summands, which depend on the size of the parsing end entropy of lengths of the parsing.
In particular, it eliminates the main drawback of previous results [25, Lemma 2.3], which
also had a dependency on the frequency of the most frequent phrase.
◮ Theorem 1 (cf. [25, Lemma 2.3]). Let S, |S| = n be a string, YS its parsing, and
L = Lengths(YS). Then: |YS |H0(YS) ≤ |S|Hk(S) + |YS |k log σ + |L|H0(L) . Moreover,
if k = o(logσ n) and |YS | ≤ αnlogσ n for some constant α then: |YS |H0(YS) ≤ |S|Hk(S) +
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O (nk log σ/ logσ n+ n log logσ n/ logσ n) ≤ |S|Hk(S)+o(n log σ), the same bound applies to
the Huffman coding of YS.
For k = 0 Theorem 1 implies that any parsing |YS |H0(YS) is within |L|H0(L) summand
of |S|H0(S). This also gives upper bound on entropy increase of any parsing. Interestingly,
the second bound holds for any parsing YS , assuming it is small enough.
When we can choose the parsing, the upper bound can be improved, even when we are
restricted to parsings with phrases of (almost) fixed phrase length
◮ Theorem 2. Let S be a string over alphabet σ. Then for any integer l we can construct
a parsing YS of size |YS | ≤
⌈
|S|
l
⌉
+ 1 satisfying: |YS |H0(YS) ≤ |S|
∑l−1
i=0
Hi(S)
l + O(log |S|).
All phrases except the first and last one have length l.
Note that Theorem 2, unlike Theorem 1, does not hold for every parsing, it only claims
that a carefully chosen parsing can have smaller entropy than a naive one.
Theorem 2 gives better bounds for compressed text representation which parse text
into equal length phrases, such as [14, 11]. Those methods consider naive parsing (i.e. into
consecutive phrases of length l) and Theorem 2 suggest that we can obtain better guarantees
if mean of entropies is smaller than Hk(S) +
k logσ
l .
The proofs follow a couple of simple steps. First, we recall a strengthening of the known
fact that entropy lower-bounds the size of the encoding of the string using any prefix codes:
instead of assigning natural lengths (of codes) to letters of YS we can assign them some
probabilities (and think that − log(p) is the “length” of the prefix code). Then we define
the probabilities of phrases in the parsing YS in such way that they relate to higher order
entropies. Depending on the result we either look at fixed, k-letter context, or (i− 1)-letter
context for i-th letter of phrase. This already yields the first claim of Theorem 1, to obtain
the second we substitute the estimation on the parsing size and make some basic estimation
on the entropy of the lengths, which is a textbook knowledge [8, Lemma 13.5.4].
Entropy estimation The following technical Lemma strengthens the well-known fact that
entropy lower-bounds the size of the prefix code encoding, it is a simple corollary from Gibbs’
inequality, see [1] for a proof.
◮ Lemma 3 ([1]). Let w be a string over alphabet Γ and p : Γ→ R+ be a function such that∑
s∈Γ p(s) ≤ 1. Then: |w|H0(w) ≤ −
∑
s∈Γ |w|s log p(s) .
To use Lemma 3 to prove Theorems 1, 2 we need to devise appropriate valuation p for
phrases of the parsing. Instead of assigning single p value to each phrase we assign it to each
individual letter in each phrase, then p(y) is a product of values of consecutive letters of y.
In the case of Theorem 2 for j-th letter of a phrase y we assign the probability of this
letter occurring in j−1 letter context in S, i.e. we assign |S|y[1...j]|S|y[1...j−1] . Thus we can think that
we encode the letter using (j− 1)-th order entropy. The difference in the case of Theorem 1,
is that we assign 1σ to first k letters of the phrase, the remaining ones are assigned values
as in the first case. The phrase costs are simply logarithmed values of phrase probabilities,
which can be viewed as a cost of bit-encoding of a phrase.
The idea of assigning values to phrases was used before, for instance by Kosaraju and
Manzini in estimations of entropy of LZ77 and LZ78 [25], yet their definition depends on
k symbols preceding the phrase. This idea was adapted from methods used to estimate
entropy of the source model [42], see also [8, Sec. 13.5]. Similar idea was used in [14] in
construction of compressed text representations. Their solution used constructive argument:
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it calculated bit strings for each phrase using arithmetic coding and context modeller. Later
it was observed that arithmetic coder and context modeller can be replaced with Huffman
encoding [11]. Still, both these representations were based on assumption that text is parsed
into short (i.e α logσ n, α < 1) phrases of equal length and used specific compression methods
in the proof.
◮ Definition 4 (Phrase probability, parsing cost). Given a string S and its parsing YS =
y1y2 . . . yc the phrase probability P(yi) and k-bounded phrase probability are:
P(yi) =
|yi|∏
j=1
|S|yi[1..j]
|S|yi[1..j−1]
and Pk(yi) = 1
σmin(|yi|,k)
|yi|∏
j=k+1
|S|yi[j−k...j]
|S|yi[j−k...j−1]
where those are 0 if, respectively, some |S|yi[1..j] = 0 or |S|yi[j−k..j] = 0. Observe that the
definition also holds for k = 0, as we assumed that w[i . . . j] = ǫ when i > j, and |S|ǫ = |S|.
The phrase cost and parsing cost are C(yi) = − logP(yi) and C(YS) =
∑|YS |
i=1 C(yi).
Similarly the k-bounded phrase cost and k-bounded parsing cost are: Ck(yi) = − logPk(yi)
and Ck(YS) =
∑|YS |
i=1 Ck(yi).
When comparing the Ck(YS) cost and |S|Hk(S), the latter always uses Hk entropy for
each symbol, while Ck(YS) uses log σ on each first k letters of each phrase, thus intuitively
it looses up to logσ on each of those |YS |k letters.
◮ Lemma 5. Let S be a string and YS its parsing. Then Ck(YS) ≤ |S|Hk(S) + |YS |k log σ.
◮ Lemma 6. Let S be a string. Then for any l there exist a parsing YS ≤ |S|l + 1 such that
each phrase except first and last has length exactly l and C(YS) ≤ |S|
∑
l−1
i=0
Hi(S)
l + log |S|.
Parsings and entropy Ideally, we would like to plug-in the phrase probabilities for YS into
Lemma 3 and so obtain that the parsing cost C(YS) upper-bounds entropy coding of YS , i.e.
|YS |H0(YS). But the assumption of Lemma 3 (that the values of function p sum to at most
1) may not hold as we can have phrases of different lengths and so their probabilities can
somehow mix. Thus we also take into the account the lengths of the phrases: we multiply
the phrase probability by the probability of |y|, i.e. the frequency of |y| in Lengths(YS).
After simple calculations, we conclude that |YS |H0(YS) is upper bounded by the parsing
cost C(YS) plus the entropy of lengths: i.e. when L = Lengths(YS), the |L|H0(L).
◮ Theorem 7. Let S be a string over σ-size alphabet, YS its parsing, c = |YS | and L =
Lengths(YS). Then:
|YS |H0(YS) ≤ C(YS) + |L|H0(L) and |YS |H0(YS) ≤ Ck(YS) + |L|H0(L) .
When S ∈ a∗ (and so C(S) = Ck(S) = H0(S) = 0) the entropy |YS |H0(YS) is the
entropy of |L|H0(L), thus summand |L|H0(L) on the right-hand is necessary.
Now, the combination of above claims gives directly the proof of Theorem 1 and The-
orem 2, see Appendix for the full proof. The entropy of lengths is always within O(|S|)
factor, and for small enough |YS | within O (n log logσ n/ logσ n) factor; moreover in case of
Theorem 2 it can be bounded by O(log |S|). This follows textbook arguments [8, Lemma
13.5.4].
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4 Entropy upper bounds on grammar compression
In this Section we use Theorem 1 to bound the size of grammars returned by popular
compressors: Re-Pair [27], Greedy [2] and a general class of methods that produce irreducible
grammars. We consider a couple of natural and simple bit-encodings of the grammars,
those include naive encoding (which takes ⌈log(|N (G)| + σ)⌉ bits per grammar symbol),
Huffman coding and so-called incremental coding, which is popular for grammars in CNF.
Interestingly, we obtain bounds α|S|Hk(S) + o(n log σ) for a constant α even for naive
encoding.
4.1 Encoding of grammars
There are different ways to encode the (full) grammar thus we first discuss the possible
encodings and give some estimations on their sizes. All considered encoding assume a linear
order on nonterminals: if rhs(X) contains Y then X ≥ Y . In this way we can encode the
rule as a sequence of nonterminals on its right-hand side, in particular instead of storing the
nonterminal names we store positions in the above ordering.
The considered encodings are simple and natural and they correspond very closely or
exactly to encodings used in grammars compressors like Re-Pair [27] or Sequitur [31]. Some
other algorithms, e.g. Greedy [2], use specialized encodings, but at some point, they still
encode grammar using entropy coder with some additional information or assign codes
to each nonterminal in the grammar. Thus most of this custom encodings are roughly
equivalent to (or not better than) entropy coding.
Encoding of CNF grammars deserves special attention and is a problem investigated on
its own. It is known that grammar G in CNF can be encoded using |N (G)| log(|N (G)|) +
2|N (G)|+ o(|N (G)|) bits [38, 39], which is close to the information theoretic lower bound of
log(|N (G)|!)+2|N (G)| [38]. On the other hand, in heuristical compressors simpler encodings
are used, for instance, Re-Pair was implemented and tested with several encodings, which
were based on division of nonterminals G into z groups g1, . . . , gz where X → AB ∈ gi if
and only if A ∈ gi−1 and B ∈ gj or B ∈ gi−1 and B ∈ gj , for some j ≤ i− 1, where g0 is the
input alphabet. Then each group is encoded separately. Even though no theoretic bounds
were given, these encodings come close to the lower bound, though some only on average.
The above encodings are difficult to analyse due to heuristical optimisations, for the sake
of completeness we analyse an incremental encoding, which is a simplified version of one of
the original methods used to encode Re-Pair output. It matches the theoretical lower bound
except a larger constant hidden in O(|N (G)|).
To be precise, we consider the following encodings:
fully naive We concatenate the right-hand sides of the full grammar. Then each nonterminal
and letter are assigned bitcodes of the same length. We store | rhs(X)| for each X , as it
is often small, it is sufficient to store it in unary.
naive The starting string is entropy-coded, the rules are coded as in the fully-naive variant.
entropy-coded The rules are concatenated with the starting string and they are coded using
an entropy coder. We also store | rhs(X)| for each nonterminal X .
incremental We use this encoding only for CNF grammars, though it can be extended to
general grammars. It has additional requirements on the order on letters and nontermin-
als: if X ≤ Y and X ′, Y ′ are the first symbols in productions for X,Y then X ′ ≤ Y ′.
Given any grammar, this property can be achieved by permuting the nonterminals, but
we must drop the assumption that right hand side of a given nonterminal X occurs be-
fore X in the sequence. Then grammar G can be viewed as a sequence of nonterminals:
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X1 → Z1U1, . . . , X|N (G)| → Z|N (G)|U|N (G)|. We encode differences ∆Xi = Zi − Zi−1
with Elias δ-codes, and Ui’s naively using ⌈log(|N (G)| + σ)⌉ bits.
The incremental encoding can be generalized to grammars not in CNF, as it is possible to
transform any grammar to such a form.
We upper upper-bound the sizes of grammars under various encodings; the first two
estimations are straightforward, the third one requires some calculations. For the entropy
coding the estimation in Lemma 9 requires a nontrivial argument.
◮ Lemma 8. Let S be a string and (S′, G) a full grammar that generates it. Then:
fully naive uses at most (| rhs(S′, G)|) (log(σ + |N (G)|) +O(| rhs(S′, G)|)) bits.
naive uses at most |S′|H0(S′) + | rhs(G)| log(σ + |N (G)|) +O(| rhs(S′, G)|) bits.
incremental uses at most |S′|H0(S′) + |N (G)| log(σ + |N (G)|) +O(| rhs(S′, G)|) bits.
The proof idea of Lemma 9 is to show that | rhs(S′, G)| is a parsing of S, with at
most |N (G)| additional symbols, and then apply Theorem 1. The latter requires that
different nonterminals have different expansions, all practical grammar compressors have
this property.
◮ Lemma 9. Let S be a string over an alphabet of size σ, k = o(logσ n) and (S
′, G) a
full grammar generating it, where no two nonterminals have the same expansion. Denote
SG = rhs(S
′, G). If |SG| = O (n/ logσ n) then the entropy coding of (S′, G) is |SG|H0(SG) ≤
|S|Hk(S) + |N (G)| log |S|+ o(|S| log σ) .
4.2 Re-Pair
Re-Pair is one of the most known grammar compression heuristics. It starts with the input
string S and in each step replaces a most frequent pair AB in S with a new symbol X
and adds a rule X → AB. Re-Pair is simple, fast and provides compression ratio better
than some of the standard dictionary methods like gzip [27]. It found usage in various
applications [16, 23, 6, 12, 41, 17].
We prove that Re-Pair stopped at right moment achieves Hk entropy (plus some smaller
terms), using any of the three: naive, incremental or entropy encoding. To this end we
show that Re-Pair reduces the input string to length αnlogσ n
for appropriate α and stop the
algorithm when the string gets below this size. This follows by estimations on number of
possible different substrings in the input string. Then on one hand the grammar constructed
so far is of size nc = o(n), c < 1 and on the other side Theorem 1 yields that entropy coding
of the current string is |S|Hk(S) plus some smaller terms. This property gives an advantage
over other methods, as it ensures small alphabet size of the string to encode and in practice
encoding of a large dictionary is costly. Even though the Theorem 10 states explicitly the
values of α and c„ one is function of the other, see proofs in the Appendix.
We refer to the current state of S, i.e. S with some pairs replaced, as the working string.
◮ Theorem 10. Let S, |S| = n, be a string over σ-size alphabet, k = o(logσ n). When the
size of the working string of Re-Pair is first below 16nlogσ n
then the number of nonterminals in
the grammar is at most
√
n logσ n and the entropy coding of the working string is at most
|S|Hk(S)+ o(|S| log σ); such a point always exists and the bit-size of Re-Pair stopped at this
point is at most |S|Hk(S) + o(|S| log σ) for: naive, entropy and incremental encoding.
Theorem 10 says that Re-Pair achievesHk-entropy, when stopped at the appropriate time.
What is surprising is that continuing to the end can lead to worse compression rate. In fact,
limiting the size of the dictionary for Re-Pair as well as for similar methods in practice results
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in better compression rate for larger files [15, 13]. This is not obvious, in particular, Larsson
and Moffat [27] believed that it is the other way around; this belief was supported by the
results on smaller-size data. This is partially explained by Theorem 12, in which we give
a 1.5|S|Hk(S) + o(|S| log σ) bound on Re-Pair run to the end with incremental or entropy
encoding; a 2|S|Hk(S) + o(|S| log σ) bound for fully naive encoding was known earlier [30].
Before proving Theorem 12 we first show a simple example, see Lemma 11, that demon-
strates that the 1.5 factor from Theorem 12 is tight, assuming certain encodings, even for
k = 0. The construction employs large alphabets, i.e. σ = Θ(|S|). Observe that our results
assume that k = o(logσ n), which implies that for polynomial alphabets they hold only for
k = 0. Also, such large alphabets do not reflect practical cases when σ is much smaller
than |S|. Yet, in case of grammar compression this example gives some valuable intuition:
replacing the substring w decreases the size counted in symbols but may not always decrease
bit encoding size, as we have to store some additional information, regarding replaced string,
which can be costly, depending on the encoding method.
◮ Lemma 11. There exist a family of strings S such that Re-Pair with both incremental
and entropy encoding uses at least 32 |S|H0(S) − o(|S| log σ) bits, assuming that we encode
the grammar of size g (i.e. with g nonterminals) using at least g log g−O(g) bits. Moreover
|S|H0(S) = Ω(|S| logσ), which implies that the cost of encoding, denoted by Re-Pair(S),
satisfies lim sup
|S|→∞
Re-Pair(S)
|S|H0(S) ≥ 32 .
Proof of Lemma 11. Fix n and an alphabet Γ = {a1, a2, . . . , an,#}. Consider the word
S which contains all letters ai with # in-between, first in order from 1 to n, then in order
n to 1: S = a1#a2#a3# · · · an−1#an#an#an−1 · · · a2#a1# .
Detailed calculations are provided in the Appendix. ◭
The example from Lemma 11 shows that at some iteration bit encoding of Re-Pair can
increase. Even though it requires large alphabet and is somehow artificial, we cannot ensure
that a similar instance does not occur at some iteration of Re-Pair, as the size of the alphabet
of the working string increases. In the above example size of the grammar was significant.
It is the only possibility to increase bit size as by Theorem 1 adding new symbols does not
increase entropy encoding of working string significantly.
Main observation needed for the proof of Theorem 12 is that if the size that if at some
point the grammar size is significant, then the entropy of the working string is also large.
In such a case the grammar transformations do not increase overall cost of encodings too
much. The crucial element in this reasoning is the usage of Theorem 1 to lower-bound the
k-entropy of the input string, showing that entropy at desired point is indeed large.
◮ Theorem 12. Let S, |S| = n be a string over a σ-size alphabet, k = o(logσ n). Then
the size of Re-Pair output is at most 32 |S|Hk(S) + o(|S| log σ) for the incremental and the
entropy encoding.
4.3 Irreducible grammars and their properties
Kieffer et al. introduced the concept of irreducible grammars [24], which formalise the idea
that there is no immediate way to make the grammar smaller. Many heuristics fall into this
category: Sequential, Sequitur, LongestMatch, and Greedy, even though some were invented
before the notion was introduced [5]. They also developed an encoding of such grammars
which was used as a universal code for finite state sources.
◮ Definition 13. A full grammar (S,G) is irreducible if:
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(IG1) no two nonterminals have the same expansion;
(IG2) every nonterminal, except the starting symbol, occurs at least twice in rhs(S,G);
(IG3) no pair occurs twice (without overlaps) in S and G right-hand sides.
Unfortunately, most irreducible grammar has the same issue as Re-Pair: they can intro-
duce new symbols without decreasing entropy of the starting string but increasing bit size
of the grammar. In particular, the example from Lemma 11 applies to irreducible grammars
(i.e any irreducible grammar generating S have at least Ω(|S|) nonterminals).
Ideally, for an irreducible grammar we would like to repeat the argument as for Re-Pair:
we can stop at some of the iteration (or decompress some nonterminals as in [3]) such that
the grammar is small and has a small, i.e. O(nc), number of nonterminals. It turns out that
there are examples of irreducible grammars which do not have this property, Example 14
gives such a grammar. Moreover, grammar compressors that work in a top-down manner,
like LongestMatch, tend to produce such grammars. Lastly, the grammar in Example 14 has
size O( nlogσ n ), which is the best possible estimation for the size of irreducible grammars.
◮ Example 14. Consider the grammar where each production represents binary string: S′ →
X000X000X001X001 . . . X111X111;X000 → X000;X001 → X001;X00 → 00;X010 → X010; . . .
The above example can be generalized for binary string of any length. Decompressing any
set of nonterminals such that only O(nc) nonterminals remain yields a grammar of size
ω( nlogσ n
)
Still, we are able to prove positive results assuming our encodings, though with worse
constant. Similarly, as in the proof of Theorem 12, we use Theorem 1 to lower bound the
entropy of rhs (S′, G) in the naive case, thus it seems, that using only previously known
tools [25] such bounds could not be obtained.
◮ Theorem 15. Let S be a string over σ-size alphabet, k = o(logσ n) Then the size of
the entropy coding of any irreducible full grammar generating S is at most 2|S|Hk(S) +
o(|S| log σ).
◮ Theorem 16. Let S be a string over an alphabet of size σ, k = o(logσ n). The size of fully
naive coding of any irreducible full grammar generating S is at most 6|S|Hk(S)+o(|S| log σ).
4.4 Greedy
Greedy [2] can be viewed as a non-binary Re-Pair: in each round it replaces a substring in
(S,G), obtaining (S′, G′), such that | rhs(S′, G′)| is smallest possible. It is known to produce
small grammars in practice, both in terms of nonterminal size and bit size. Its asymptotic
construction time so far has been only bounded by O(n2). Moreover, it is notorious for
being hard to analyse in terms of approximation ratio [5, 20].
Greedy has similar properties as Re-Pair: the frequency of the most frequent pair does
not decrease and the size of the grammar can be estimated in terms of this frequency. In
particular, there always is a point of its execution in which the number of nonterminals
is O(nc) and the full grammar is of size O (n/ logσ n). The entropy encoding at this time
yields |S|Hk(S)+o(|S| logσ), while Greedy run till the end achieves 32 |S|Hk(S) using entropy
coding and 2|S|Hk(S) using fully naive encoding, so the same as in the case of Re-Pair.
In practice stopping Greedy is beneficial: similarly as in Re-Pair there can exist a point
where we add new symbols that do not decrease the bitsize of output. Indeed, it was
suggested [2] to stop Greedy as soon as the decrease of grammar size is small enough, yet
this was not experimentally evaluated. Moreover, as the time needed for one iteration is
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linear we can stop after O(nc) iterations ending with O(n1+c) running time, again our
analysis suggests that c factor depends on the constant in additional summand.
The proofs for Greedy are similar in spirit to those for Re-Pair, yet technical details differ.
In particular, we use the fact that Greedy is irreducible, and at every iteration conditions
(IG1) –(IG2) are satisfied.
◮ Theorem 17. Let S, |S| = n be a string over σ-size alphabet, k = o(logσ n). When the
size of the full grammar (S′, G) (i.e. |S′|+ | rhs(G)|) produced by Greedy is first below 64nlogσ n
then the number of nonterminals |N (G)| of G is at most √n logσ n + 3 and the bit-size of
entropy coding of (S′, G) is at most |S|Hk(S) + o(|S| log σ). For any string S such point
always exists.
◮ Theorem 18 (cf. [30]). Let S, |S| = n be a string over σ-size alphabet, k = o(logσ n).
Then the size of the fully naive encoding of full grammar produced by Greedy is at most
2|S|Hk(S) + o(|S| log σ).
◮ Theorem 19. Let S, |S| = n be a string over σ-size alphabet, k = o(logσ n). Then the size
of entropy encoding of full grammar produced by Greedy is at most 32 |S|Hk(S) + o(|S| log σ).
5 Lower bound on parsing-based methods
All upper bounds presented in previous sections assumed k = o(logσ n) and have an additive
term o(n log σ). In this section, we show that both are unavoidable. To this end, we construct
a family of strings for which the bounds of Theorem 2 are tight and explain how this implies
that the conditions on k and the additive term cannot be strengthened. This in particular
answers (negatively) question from [30], whether we can prove similar bounds for Re-Pair
when k = α logσ n, α < 1.
Generalized de Bruijn words The constructed family of words generalize de Bruijn strings,
which, for a given alphabet Γ and order k, contain exactly once each word w ∈ Γk as
a substring.
◮ Theorem 20. For every k > 0, l ≥ 0, p ≥ 1 there exists a string S over alphabet of size
σ = 4p of length σk+
l+1
2 such that:
1. log σ −O( i log |S||S| ) ≤ Hi(S) ≤ log σ for i < k;
2. log σ2 −O( i log |S||S| ) ≤ Hi(S) ≤ logσ2 for k ≤ i ≤ k + l;
3. no word of length k + l+ 1 occurs more than once in S.
For l = 0 the promised family are constructed from de Bruijn strings by appropriate
letter merges. For those strings the frequency of each substring depends (almost) only on its
length, thus the bounds on the entropy are easy to show. For larger l we make an inductive
(on l) construction, which is similar to construction of de Bruijn strings: we construct a graph
with edges labelled with letters and the desired strings corresponds to an Eulerian cycle in
this graph, to be more precise, the (l + 1)st graph is exactly the line graph of the lth one.
We guarantee that the frequency of words depends only on their lengths, the exact condition
is more involved than in case of de Bruijn strings.
◮ Example 21. For σ = 4, k = 2, l = 0: S = aababcbbadccdbddaacadaccbdbbcddc. For
σ = 4, k = 1, l = 1 the word is S = abbbdacdcacabdcd.
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Natural parsers The sequence of strings from Theorem 20 are now used to show lower
bounds on the size of parsings produced by various algorithms. Clearly, the lower bounds
cannot apply to all parsings, as one can take a parsing into a single phrase. Thus we consider
the “natural” parsings, in which a word can be made a phrase if it occurs twice or is short.
◮ Definition 22. An algorithm is a natural-parser if given a string S over an alphabet of
size σ it produces its parsing YS such that for each phrase y = wa, |a| = 1 of YS either
|S|w > 1, or y ≤ logσ |S|; moreover, it encodes YS using at least |YS |H0(YS) bits.
Note that phrases of length 1 that occur once are allowed, as for them w = ǫ and |S|ǫ =
|S| > 1.
◮ Lemma 23. Re-Pair, algorithms producing irreducible grammars, LZ78 and non self-
referencing LZ77 (with appropriate encoding) are natural parsers.
Natural parsers on words defined in Theorem 20 cannot do much better than the mean
of entropies, which gives general bounds on algorithms inducing natural parsers.
◮ Theorem 24. Let A be a natural parser. Let k be a non-negative and integer function
of |S| and σ satisfying, for every σ, lim sup|S|→∞ k|S|,σlogσ |S| < 1, where k|S|,σ denotes value of
k for |S| and σ. Then for any p > 0 there exist infinite family of strings S ∈ Γ∗, where
|Γ| = 4p, of increasing length, such that the bit-size of the output of A on S is at least:
|S|Hk(S) + ρ|S|(log σ − 2λ)
2
≥ (1 + ρ) |S|Hk(S)− λ|S| ,
where ρ = k2 logσ |S|−k and λ < 0.54.
There are several consequences of Theorem 24 for natural parsers. First, they cannot go
below |S|Hk(S) bits on each string and if they achieve the entropy (on each string) then an
additive term of Θ(nk log σ/ logσ n) bits is needed.
◮ Corollary 25. Let k be a function of (n, σ), where k = o(logσ n), and A be a natural parsing
algorithm. Then there exist an infinite family of strings of increasing length such that for
each S, |S| = n, the size of the output generated by A on S is at least: |S|Hk(S)+Ω(nk logσlogσ n ).
Secondly, extending the bounds to k = α logσ n for a constant 0 < α < 1 implies that
|S|Hk(S) (without a constant coefficient) is not achievable. This gives (negative) answer to
the question asked in [30] whether we can prove results for Re-Pair when k = α logσ n.
◮ Corollary 26. Let k be a function of (n, σ) such that k = α logσ n, 0 < α < 1, and A be a
natural parsing based algorithm. Then there exist an infinite family of strings of increasing
length such that for each S, |S| = n, if A achieves β|S|Hk(S)+o(|S| log σ) bits then β ≥ 22−α .
Lastly, Theorem 2 is tight for natural parsers.
◮ Corollary 27. For any j there exist an infinite family of strings S such that if j <
logσ |S| − 2 then no parsing YS with phrases shorter than logσ |S| achieves |YS |H0(YS) ≤
(1− ǫ) |S|j
∑j−1
i=0 Hi(S) + o(|S| log σ), for ǫ > 0.
6 Conclusions and open problems
The lower bounds provided in Section 5 hold for specific types of algorithms. Yet, there are
algorithms achieving |S|Hk(S)+o(n) bits for k = α logσ n where α < 1, e.g. the ones based on
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BWT [10]. Moreover, k-order PPM-based methods should also encode words defined above
efficiently, as many of them use adaptive arithmetic coding for each context separately. Can
we generalize the techniques so that they provide some bounds also for those scenarios?
There are parsing based compressed text representations [18] achieving |S|Hk(S) + o(n)
for k = α logσ n, where α <
1
8 ; but they encode parsing using 1-order entropy coders. This
comes at a cost, as such representations do not allow for retrieval of substrings of length
Θ(logσ n) in constant time, which is possible for indexes based on parsings and using 0-order
entropy coding [14, 11]. Can we estimate the time-space tradeoffs?
We considered bounds β|S|Hk(S)+f(|S|, σ), where f(|S|, σ) = o(n log σ). Kosaraju and
Manzini [25] considered also the stronger notion of coarse optimality, in which they require
that f(|S|, σ) = o(|S|Hk(S)). They developed coarse optimal algorithms only for k = 0. It
is not known if similar results can be obtained for grammar compression, though our lower
bounds provide some insights. On one hand, there are examples of small entropy strings on
which most grammar compressors perform badly [5, 19], but there exceptions, e.g. Greedy.
It should be possible to extend construction of words from Theorem 20 such that for any
constant β = 2j , j > 0 we have Hi(S) =
log σ
β for i ≥ k and Hi(S) = log σ for i < k, for
example by starting the construction with de-Bruijn words over larger alphabet than binary.
This would prove that we cannot hope for a bound of O(|S|Hk(S)) for k = α logσ n.
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Appendix
A Additional material for Section 2
For simplicity if i > j then w[i . . . j] = ǫ.
We extend the notion |w|v to sets of words, i.e. |w|V =
∑
v∈V |w|v.
The size of the nonterminal | rhs(X)| is the length of its right-hand side, for a grammar
G or full grammar (S,G) the | rhs(G)|, | rhs(S,G)| denote the lengths of concatenations of
strings in rhs(G), rhs(S,G), respectively.
B Additional proofs for section 3
Proof Lemma 5. The lemma follows from the definition of Ck(YS) and Hk. The |S|Hk(S)
can be viewed in such way that each letter a occurring in context v substitutes log
(
|w|va
|w|v
)
to the sum. Now observe that Ck(YS) is almost the same as |S|Hk(S), but for the first k
letters of each phrase instead of summand log
(
|w|va
|w|v
)
we have log σ. ◭
Proof lemma 6. Consider l parsings Y 0S , . . . , Y
l−1
S of S, where in Y
i
S the first phrase has i
letters and the other phrases are of length l, except maybe the last phrase (to streamline
the argument, we add an empty phrase to Y 0S ). Denote Y
i
S = yi,0, yi,1, . . . We estimate the
sum
∑l−1
i=0 C(Y
i
S). The costs of each of the first phrases is upper-bounded by logn, as for
any phrase cost is at most logn:
C(y) = − log
|y|∏
j=1
|S|y[1...j]
|S|y[1...j−1]
= − log
( |S|y
|S|ǫ
)
≤ log(n/1) .
Then
∑l−1
i=0 C(Y
i
S) without the costs of these phrases is:
−
l−1∑
i=0
|Y iS|∑
p=1
|yi,p|∑
j=1
log
|S|yi,p[1..j]
|S|yi,p[1..j−1]
(3)
and we claim that this is exactly
∑l−1
i=0Hi(S). Together with the estimation of the cost of
the first phrases this yields the claim, as
l−1∑
i=0
C(Y iS) ≤ l logn+ |S|
l−1∑
i=0
Hi(S)
and so one of the l parsings has cost that is at most the right-hand side divided by l.
To see that (3) is indeed the sum of entropies observe for each position m of the word we
count log of probability of this letter occurring in preceding i = 0, 1, . . .min(l,m− 1)-letter
context exactly once: this is clear for m ≥ l, as the consecutive parsings are offsetted by
one position; for m < l observe that in Y S0 , Y
S
i , . . . Y
S
m−1 the letter at position m we count
log of probability of this letter occurring in preceding m,m− 1, . . . , 0 letter context, while
in Y Sm , Y
S
m+1, . . . we include it in the first phrase, so it is not counted in (3). ◭
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proof of Theorem 7. We prove only the first inequality, the proof of the second one is
similar.
Let Y denote set of different phrases of YS . For each y ∈ Y define
p(y) =
|L||y|
|L| · P(y) =
|L||y|
|L| · 2
C(y) .
We want to show that
∑
y∈Y p(y) ≤ 1, that is, it satisfies conditions of Lemma 3.
First, we prove that for each l it holds that
∑
y∈Γl
P(y) ≤ 1 .
This claim is similar to [25, Lem A.1], we prove it by induction on l. For l = 1 we have that
∑
s∈Γ
P(s) =
∑
s∈Γ
|S|s
|S| = 1
For l > 1 we will group elements in sum by their l − 1 letter prefixes.
∑
y∈Γl
P(y) =
∑
y′∈Γl−1
∑
s∈Γ
P(y′s)
≤
∑
y′∈Γl−1
∑
s∈Γ
P(y′) · |S|s|S|
≤
∑
y′∈Γl−1
P(y′) ·
∑
s∈Γ
|S|s
|S|
≤
∑
y′∈Γl−1
P(y′) · 1
≤
∑
y′∈Γl−1
P(y′)
= 1 ,
where the last equation follows from induction hypothesis. Then
∑
y∈Y
p(y) ≤
∑
y∈Y
|L||y|
|YS | · P(y)
≤
|YS|∑
l=1
|L|l
|YS | ·
∑
y: y∈Y,|y|=l
P(y)
≤
|YS|∑
l=1
|L|l
|YS | · 1
= 1 .
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Thus p satisfies the assumption of Lemma 3 and we can apply it on YS and p:
|YS |H0(YS) ≤ −
|YS|∑
i=1
log p(yi)
= −
|YS|∑
i=1
log
( |L||yi|
|L| · P(yi)
)
= −
|YS|∑
i=1
log
|L||yi|
|L| −
|YS|∑
i=1
logP(yi)
≤ |L|H0(L) +
|YS |∑
i=1
C(yi)
= |L|H0(L) + C(YS) ◭
We now estimate the entropy of lengths |L|H0(L), in particular in case of small parsings,
i.e. when |YS | = o(|S|). Those estimations include standard results on entropy of lengths [8,
Lemma 13.5.4] and some simple calculations. (Note that a weaker estimation with stronger
assumption was used implicitly in [25, Lemma A.3]).
◮ Lemma 28 (Entropy of lengths). Let S, |S| = n be a string, YS its parsing and L =
Lengths(YS). Then:
|L|H0(L) ≤ |L| log |S||L| + |L|(1 + log e) .
In particular, if |YS | = o(|S|) then
|L|H0(L) = o(|S|) ,
and for any value of |YS |:
|L|H0(L) = O(|S|) .
Proof of Lemma 28. Introduce random variable U such that Pr[U = l] = |L|l|L| . Then
|L|H0(L) = |L|H(U) and E[U ] = |S||L| , where here H is the entropy function for random
variables and E is the expected value. It is known [8, Lemma 13.5.4] that:
H(U) ≤ E[U + 1] logE[U + 1]− E[U ] logE[U ] .
Translating those results back to the setting of empirical entropy we obtain :
H0(L) ≤
(
1 +
|S|
|L|
)
log
(
1 +
|S|
|L|
)
− |S||L| log
|S|
|L|
= log
(
1 +
|S|
|L|
)
+
|S|
|L| log
( |S|+ |L|
|L| ·
|L|
|S|
)
≤ log
(
2 · |S||L|
)
+
|S|
|L| log
(
1 +
|L|
|S|
)
≤ log |S||L| + 1 + log
((
1 +
1
|S|/|L|
)|S|/|L|)
≤ log |S||L| + 1 + log e .
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Multiplying by |L| yields the desired inequality.
Moving to the second claim: assume |YS | = o(n) and let n = |S|, then |L| = |YS | = o(n).
To avoid ambiguity, we will denote |L| by |Ln|, let also xn = |Ln|/n, then it is o(1), as
a function of n. We want to show that |Ln|H0(Ln)|n| is also o(1):
|Ln|H0(Ln)
n
≤ |Ln||n| log
|n|
|Ln| + (1 + log e) ·
|Ln|
n
= xn log(1/xn) + (1 + log e)xn .
If limn→∞ xn = 0 then also limn→∞ xn log(1/xn)+ (1+ log e)xn = 0, which yields the claim.
Concerning the last claim, when |L| is arbitrary (but at most n), clearly |L|(1+e) ∈ O(|S|)
and the function f(x) = x log(n/x) is maximized for x = n/e, for which it has value
n log ee ∈ O(n), which is easily shown by computing the derivative; so the lemma holds. ◭
Proofs of Theorem 1 and Theorem 2. The inequalities in Theorem 1 follow from Lemma 5,
Theorem 7, Lemma 28. To see the bound on the Huffman coding observe that its size for YS
is |YS |H0(YS) + |YS | and YS = o(n). It is worth mentioning that when it comes to Huffman
coding we also need to store the dictionary. We can do it in a couple of ways: first, instead
of storing the dictionary we can store frequencies of each symbol in unary (or Elias δ-code,
see proof of Lemma 8). This consumes O(|YS |) bits of space. Second, more involved one,
uses the fact that dictionary of Huffman encoding is a binary tree with vertices labeled with
0 or 1. It is enough to store the series of labels in preorder sequence, and shape of the tree
separately. As dictionary is of size at most O(|YS |), then the tree also have at most O(|YS |)
vertices. Applying succinct tree encoding like for example balanced parentheses [21], which
takes 2v+o(v) bits for trees of size v yields desired bound. It is worth noting that there exist
also indexes for labeled trees [9], which are able not only to encode Huffman tree within
bounds, but also allow to access vertices of tree in compressed form.
Similarly Theorem 2 follows from Theorem 1 follow from Lemma 6 and Theorem 7. In
this case we can bound |L|H0(L) by O(log |S|) as parsing from Lemma 6 consist of phrases
of the same length, except for first and last one. ◭
C Expanded commentary for section 4
We prove that Re-Pair and Greedy stopped after certain iteration achieve |S|Hk(S)+o(n log σ)
bits and their number of different nonterminals is small, i.e O(nc) for some c < 1. Our
analysis suggest that we can decrease value c at the expense of the constant hidden in
o(n log σ). This is particularly important in practical applications as it translates to grammar
which have small output alphabets, and as in most compressors every symbol is encoded
using prefix-free code, this reduces bitsize required to store this codes. In comparison certain
dictionary methods, like LZ78, do not have this property, as they can produce string over a
large, i.e Ω( nlogσ n
)-sized alphabet, which implies a large dictionary size.
C.1 Proofs for 4.1
We first complete promised argument that at least some of original encodings of Re-Pair
match previously presented bound on CNF encoding. As mentioned before original paper on
Re-Pair [27] suggested encoding based on division of nonterminals G into z groups g1, . . . , gz
where X → AB ∈ gi if and only if A ∈ gi−1 and B ∈ gj or B ∈ gi−1 and A ∈ gj,
for some j ≤ i − 1, where g0 contains all letters of the input alphabet. It was shown
that with above assumptions each group gi, i > 0 can be represented as 0/1 array of size
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p2i−1 − p2i−2 are pi − pi−1 ones, where pi = (
∑
j≤i |gj |). The original paper on Re-Pair [27]
encoded the arrays using arithmetic coding. Now using arithmetic coding with probabilities
P (1) = 1|N (G)|+σ and P (0) =
|N (G)|+σ−1
|N (G)|+σ yields that each group is encoded using at most
(pi − pi−1) log(|N (G)| + σ) + (p2i−1 − p2i−2) log |N (G)|+σ|N (G)|+σ−1 + O(1) bits. Summing over all
groups we get that the size is bounded by
z∑
i=1
(
(pi − pi−1) log(|N (G)| + σ) + (p2i−1 − p2i−2) log
|N (G)|+ σ
|N (G)| + σ − 1 +O(1)
)
Which, as the sum telescopes, can be bounded by:
|N (G)| log(|N (G)| + σ) + (|N (G)| + σ)2 log |N (G)| + σ|N (G)| + σ − 1 +O(|N (G)|)
As x log xx−1 = O(1) we have that the total cost of encoding is at most:
|N (G)| log(|N (G)| + σ) +O(|N (G)| + σ)
It is worth mentioning that instead of using fixed arithmetic coder original solution used
adaptive one, which can be beneficial in practice.
Proof of Lemma 8. In each of the encodings we need to store sizes of right hand sides of
nonterminals, storing this values in unary is within bounds for each method. In the case of
entropy coding, it is sometimes more practical to add separator characters to string, observe
that this solution also costs additional O(| rhs(S′, G)|) bits.
The bound for fully naive encoding is obvious, as symbols on the right sides are either
one of original σ symbols or one of |N (G)| nonterminals.
In the naive encoding the starting string is encoded using entropy coding, so |S′|H0(S′)+
O(|S′|) bits are used, the rest is the same as in the first case.
In the case of incremental encoding, let us first argue that we can always reorder nonter-
minals appropriately. Consider the following procedure: start with nonterminals which have
only letters on their right side, and sort them lexicographically, treating each nonterminal
as a pair of letters. Call the created sequence R, this sequence contains already processed
nonterminals. Then take the first unprocessed nonterminal X → Y Z with Y being the
earliest possible nonterminal occurring in R, and append X to R. At the end of the above
procedure it is necessary to rename nonterminals so that they will correspond to numbers
numbers in created sequence.
In incremental encoding we encode the second element of pairs naively. As first elements
are sorted, we store only consecutive differences. For this differences we use Elias δ-codes.
These codes, for a number x consume at most log x + 2 log log(1 + x) + 1 bits. As all
these differences sum up to |N (G)| + σ, it can be shown that this encoding takes at most
O(|N (G)|+ σ) bits [34, Theorem 2.2]). Observe that encoding these differences in unary is
also within the required bounds. ◭
◮ Lemma 29 (Full version of Lemma 9). Let S be a string over an alphabet of size σ and
(S′, G) a full grammar generating it, and k = o(logσ n). Denote SG = rhs(S′, G). Assume
that no two nonterminals in (S′, G) have the same expansion. If |SG| = O
(
n
logσ n
)
then the
entropy coding of (S′, G) is
|SG|H0(SG) ≤ |S|Hk(S) + |N (G)| log |S|+ o(|S| log σ) .
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In particular, if additionally |N (G)| = o
(
|S|
logσ |S|
)
then
|SG|H0(SG) ≤ |S|Hk(S) + o(|S| log σ) .
Proof of Lemma 9. From the full grammar (S′, G) we can create a parsing YS′′ of string S
of size |Y ′′S | ≤ | rhs(G)| + |S′| by iterating the following procedure: Take the starting string
S′ as S′′. While there is a nonterminal X such that it occurs in S′′ and it was not processed
before, replace one of its occurrence in S′′ with the rhs(X).
Clearly S′′ is over the input alphabet and nonterminals and |S′′| = |S′| + | rhs(G)| −
|N (G)| = O( nlogσ n ), as each right-hand side is substituted and each nonterminal is replaced
once. String S′′ induces the parsing YS of S and applying Theorem 1 to YS yields
|YS |H0(YS) ≤ |S|Hk(S) + o(n log σ) .
It is left to compare |YS |H0(YS) with the size of entropy encoding SG = | rhs(S′, G)|.
Note that up to permuting of letters, S′′ is a concatenation of S and | rhs(G)| with one
occurrence of each nonterminal removed. As entropy coding has the same size regardless
of the order of letters, the size of the entropy coding of S and G is the same as the size of
entropy coding of S′′ with one occurrence of each nonterminal concatenated to it. Adding
one symbol to string of length at most m can increase the entropy by at most logm+ β, for
some constant β, we obtain the bound on the entropy coding of SG:
|SG|H0(SG) ≤ |S|Hk(S) + o(n log σ) + |N (G)| log |S|+O(|N (G)|) .
The additional assumption on |N (G)| in the second statement clearly yields the second
bound. ◭
C.2 Proofs for 4.2
Let the input text be called S and let S′ be the name of the working string. We recall some
well-known properties of Re-Pair, some were used in previous analysis [30]:
◮ Lemma 30 ([30, Lem. 3]). The frequency of the most frequent pair in the working string
does not increase during Re-Pair’s execution.
◮ Lemma 31. If the most frequent pair in the working string occurs at least z times then
|N (G)| < nz .
Proof. By Lemma 30 all replaced pairs had frequency at least z thus each such a replacement
removed at least z letters from the starting string. As it initially had n letters, this cannot
be done n/z times. ◭
We also need the following property as we want to apply Theorem 1 to a working string.
This can be proved by simple induction, see [30, Lem. 4] for a proof of a more general
statement.
◮ Lemma 32. Let G be a grammar generated by Re-Pair at any iteration. Then no two
nonterminals X,Y ∈ G have the same expansion.
Equipped with above properties we are ready to prove the Theorem 10.
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proof of Theorem 10. Assume that the working string S′ of Re-Pair has size c > e·nlogσ n , the
constant e is defined later on. Then S′ induces a parsing YS = y1y2 . . . yc. A phrase y in YS
is long if |y| ≥ 4 logσ ne , and short otherwise. Let cl and cs be the number of long and short
phrases, respectively. Then
cl · 4 logσ n
e
≤ n =⇒ cl ≤ n · e
4 logσ n
≤ c
4
=⇒ cs ≥ 3c
4
≥ 3n · e
4 logσ n
.
On the other hand, the number of different short phrases is at most (it is here where we fix
e to be 16):
⌈ 4 logσ ne −1⌉∑
i=1
σi ≤ 2n 4e = 2n 14 . (4)
There are exactly c− 1 digrams in YS . Any long phrase can partake in 2 pairs, so there are
at most c/2 such pairs, the remaining (c− 2)/2 pairs consist of two short phrases. Compare
this with the estimation in (4) we conclude that some pair has at least (c−2)
8
√
n
occurrences, as
there are at most 2n
1
4 · 2n 14 = 4√n pairs of short phrases. Those occurrences can overlap if
its two phrases are the same, thus the number of disjoint pairs is at least
c− 2
8
√
n
≥
(
16n
logσ n
− 2
)
· 1
8
√
n
≥ n
logσ n
· 1√
n
=
√
n
logσ n
,
which is larger than 1 except for very small inputs.
Note that this in particular implies that if the working string is longer than 16n/ logσ n
then there is another iteration of Re-Pair. Since there is a pair with frequency
√
n/ logσ n,
by Lemma 31 we can estimate |N (G)| ≤ √n logσ n, thus | rhs(G)| ≤ 2
√
n logσ n and so any
considered encoding of G can be bounded by o(n), see Lemma 8.
Now, consider the first iteration in which |S′| ≤ 16nlogσ n . Then at this point |N (G)| ≤
1 + 4
√
n logσ n and so again any encoding of G takes o(n) bits. On the other hand, from
Theorem 1 the entropy coding of string S′ takes at most:
|S′|H0(S′) ≤ |S|Hk(S) + o(n log σ) .
Summing the bit size of string and the grammar gives us that the encoding size is bounded
by |S|Hk(S) + o(n log σ) for both the naive and the incremental encoding.
The bound for the entropy coding of full grammar (S′, G) follows directly from Lemma 9.
◭
Proof of Lemma 11. Fix n and an alphabet Γ = {a1, a2, . . . , an,#}. Consider the word S
which contains all letters ai with # inbetween, first in order from 1 to n, then in order n to
1:
S = a1#a2#a3# · · ·an−1#an#an#an−1 · · · a2#a1# .
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Then
|S|H0(S) = 2n log 4n
2
+ 2n log
4n
2n
= 2n log (2n · 2)
=
|S|
2
log |S| .
Every pair occurs twice in S. We can assume that Re-Pair takes pairs in left-to-right
order in case of a tie, hence Re-Pair will produce a starting string
S′ = X1X2 . . .XnXnXn−1 . . . X1 .
Its entropy is
|S′|H0(S′) = |S|
2
log
|S|/2
2
=
|S|
2
log |S| − |S| ,
i.e. the entropy of working string decreased only by a lower order term during the execution
of Re-Pair. The produced grammar contains |S|4 rules, thus by the assumption that grammar
of size g takes at least g log g −O(g) bits the total cost of encoding is at least:
|S|
2
log |S| − |S|+ |S|
4
log
|S|
4
−O
( |S|
4
)
=
3|S|
4
log |S| − O(S) .
The same claim holds for entropy encoding of the grammar: Let SG be a string obtained
by concatenating right hand sides of (S′, G). We have
|SG|H0(SG) = 3|S|
4
log |S| − O(|S|) ,
as each of letters ai and nonterminals Xi occurs constant number of times in SG. ◭
We define the class of grammar required for proofs for Re-Pair and Greedy. Both of the
above compressor fall into this category, we will use this results when entropy of working
string (or entropy of rhs (S′, G) ) is large. The Lemma 35 and Lemma 36 state that for the
defined grammars example from Lemma 11 is tight. This result are also of its own interest,
as it shows that for large entropy strings even not-so-reasonable grammar transformations
preserve entropy within nontrivial factor.
◮ Definition 33. (weakly non-redundant grammars) A full grammar (S′, G) is weakly non-
redundant if every nonterminal X , except the starting symbol, occurs at least twice in the
derivation tree of (S′, G) and for every nonterminal X we have | rhs(X)| ≥ 2.
For example grammar: S → AA,A→ Ba,B → aa is weakly non-redundant, S → AB,A→
cc, B → aa is not.
We state the following property of weakly non-redundant grammar.
◮ Lemma 34. Let S be a string and (S′, G) be a weakly non-redundant grammar. Then
(S′, G) can be obtained by a series of replacements, where each replacement operates only on
current starting S′′, replaces at least 2 occurrences of some substring w, where |w| > 1 and
w occurs at least 2 times, and adds a rule Xw → w to the grammar.
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Proof. Take any weakly non-redundant grammar (S′, G) generating S. Consider the follow-
ing inductive reasoning: Take some nonterminal X → ab, where ab are original symbols of S
and ab occurs at least twice in S. Replace ab in S by X obtaining S′′. Now we can remove
X from (S′, G) and obtain weakly non-redundant grammar for S′′, where lemma holds by
the induction hypothesis. ◭
In the proofs of following Lemmas the crucial assumption is that | rhs(X)| ≥ 2, for every
nonterminal X , as then each introduced nonterminal shortens the starting string by at least
2.
We need the following Lemma to prove the bound on incremental encoding of Re-Pair.
Intuitively adding new rule to grammar in the case of incremental encoding costs logn bits.
◮ Lemma 35. Let S be a string and n ∈ N a number. Assume |S| ≤ n and |S|H0(S) ≥
|S| logn
2 − γ, where γ can depend on |S|. Let (S′, G) be a weakly non-redundant grammar.
Then:
|S′|H0(S′) + |N (G)| logn ≤ 3
2
|S|H0(S) +O(|S|+ γ) .
Proof of Lemma 35. By Lemma 34 we can assume that grammar is produced by series of
replacements on the starting string S that is we never modify right hand sides of G after
adding a rule. Assume that:
|S′|H0(S′) + |N (G)| logn > 3
2
|S|H0(S) , (5)
as otherwise the lemma trivially holds. Then S′ induces some a parsing of S, as each different
symbol expands to a different substring. To upper bound the entropy first consider (5):
3
2
|S|H0(S) < |S′|H0(S′) + |N (G)| logn
≤ (|S′|+ |N (G)|) log n .
On the other hand:
3
2
|S|H0(S) ≥ 3
4
|S| logn− 3γ
2
by Lemma assumption
≥ 3
4
(|S′|+ 2|N (G)|) log n− 3γ
2
as |S| ≥ |S′|+ 2|N (G)|
Comparing those two we obtain
(|S′|+ |N (G)|) logn > 3
4
(|S′|+ 2|N (G)|) log n− 3γ
2
and so
1
4
|S′| logn ≥ 1
2
|N (G)| logn− 3γ
2
. (6)
Let L = Lengths(S′). Then estimating the entropy of parsing from Theorem 1, and |L|H0(L)
from Lemma 28 yields
|S′|H0(S′) ≤ |S|H0(S) + |L|H0(L) ≤ |S|H0(S) +O(S) . (7)
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Combining (6) and (7) gives:
3
2
|S|H0(S) ≥ |S′|H0(S′) + 1
2
|S|H0(S)−O(|S|) by (7)
≥ |S′|H0(S′) + 1
4
|S| logn− γ
2
−O(S) by Lemma assumption
≥ |S′|H0(S′) + 1
4
(|S′|+ 2|N (G)|) logn− γ
2
−O(|S|) as |S| ≥ |S′|+ 2|N (G)|
≥ |S′|H0(S′) + |N (G)| logn−O(|S|+ γ) by (6) ,
which ends the proof. ◭
The following proof is more involved than the previous one. It uses similar idea as proof
of Theorem 1, that is we assign some p values to each symbol on the right hand side of
(S′, G) and apply Lemma 3.
◮ Lemma 36. Let n ∈ N be a number and S, |S| ≤ n. Assume |S|H0(S) ≥ |S| logn2 − γ,
where γ can depend on |S|. Let (S′, G) be a full weakly non-redundant grammar. Let SG be
a string obtained by concatenation of right hand sides of (S′, G) Then:
|SG|H0(SG) ≤ 3
2
|S|H0(S) +O(|S|+ γ) .
Proof of Lemma 36. By Lemma 34 we can assume that grammar is produced by series of
replacements on the starting string S, that is we never modify right hand sides of G after
adding a rule.
Let Γ be the original alphabet. and SG = rhs(S
′, G). We show that
|S′|Γ + 2|SG|N ≤ |S| . (8)
This clearly holds at the beginning. Suppose that we replace k copies of w in S′ by a new
nonterminal X and add a rule X → w. Let |w|Γ and |w|N denote the number of occurrences
of letters and nonterminals in w, then |w|Γ + |w|N = |w| ≥ 2. After the replacement the
values change as follows:
(|S′|Γ − k|w|Γ) + 2(|SG|N − (k − 1)|w|N + k) = |S′|Γ + 2|SG|N − (k − 1)(|w|Γ + 2|w|N − 2) + 2− |w|Γ
≤ |S′|Γ + 2|SG|N − (|w|Γ + 2|w|N − 2) + 2− |w|Γ
≤ |S′|Γ + 2|SG|N − 2(|w|Γ + |w|N − 2)
≤ |S′|Γ + 2|SG|N
≤ |S| .
As introducing new nonterminal can only decrease number of letters we have:
|S|H0(S) ≥
∑
a∈Γ
−|S′|a log p(a) +
∑
a∈Γ
−|G|a log p(a) (9)
We use Lemma 3 to bound the entropy of SG. Define p(a) =
|S|a
|S| as the empirical
probability of letter a in S and let p′(a) = 12p(a) for original letters of S and p
′(X) = 1|S|
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for nonterminal symbols. Observe that they satisfy the condition of Lemma 3.∑
a
|SG|ap′(a) =
∑
a∈Γ
|SG|ap′(a) +
∑
X/∈Γ
|SG|Xp′(X)
=
∑
a∈Γ
|SG|a 1
2
p(a) +
∑
X/∈Γ
|SG|X 1
2n
≤ 1
2
∑
a∈Γ
|S|ap(a) + |SG|X 1
2n
≤ 1
2
+
|S|
2
· 1|S|
≤ 1 .
So we can bound the entropy of SG using Lemma 3:
|SG|H0(SG) ≤
∑
a
−|SG|a log p′(a)
=
∑
a∈Γ
−|SG|a log p′(a) +
∑
X∈N
−|SG|X log p′(X)
=
∑
a∈Γ
−|SG|a log p(a) + |SG|N +
∑
X∈N
|SG|N log |S|+ |SG|Γ
≤
∑
a∈Γ
−|S′|a log p(a) +
∑
a∈Γ
−| rhs(G)|a log p(a) + |SG|N log |S|+ |SG| (10)
If |SG|N ≤ |S|4 then
|SG|H0(SG) ≤
∑
a∈Γ
−|S′|a log p(a) +
∑
a∈Γ
−|G|a log p(a) + |SG|N log |S|+ |SG|
≤ |S|H0(S) + |S|
4
log |S|+ |SG| by (9) and case assumption
≤ |S|H0(S) + |S|
4
logn+O(|S|)
≤ 3
2
|S|H0(S) +O(|S|+ γ) ,
which yields the claim.
So consider the case when |SG|N > |S|4 , let |SG|N = |S|4 +k, for some k > 0. We consider
two cases, depending on whether
∑
a−|G|a log p(a) ≥ k logn or not.
Suppose first that
∑
a∈Γ−|G|a log p(a) ≥ k logn. Observe that for each letter a ∈ Γ it
holds that:
|S′|a + 2|G|a ≤ |S|a . (11)
This is shown by easy induction: clearly it holds at the beginning,. When we replace k ≥ 2
occurrences of a word w with a nonterminal X and add the rule X → w then |S′|a drops by
k|w|a while 2|G|a increases by 2|w|a ≤ k|w|a. Multiplying (11) by log p(a) ≤ 0 and summing
over all a ∈ Γ yields∑
a
−|S′|a log p(a) + 2
∑
a
−|G|a log p(a) ≤ |S|H0(S) , (12)
which implies:∑
a
−|S′|a log p(a) +
∑
a
−|G|a log p(a) ≤ |S|H0(S)− k logn . (13)
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Plugging (13) and the equality |SG|N = |S|4 + k into (10) gives
|SG|H0(SG) ≤
∑
a∈Γ
−|S′|a log p(a) +
∑
a∈Γ
−|G|a log p(a) + |SG|N log |S|+ |SG|
≤ |S|H0(S)− k logn+ |S|
4
logn+ k logn+ |SG|
≤ |S|H0(S) + 1
2
|S|H0(S) + 1
2
γ + |SG| as |S|
4
logn ≤ |S|
2
H0(S)− 1
2
γ
≤ 3
2
|S|H0(S) +O(|S|+ γ) ,
which yields the claim.
Consider the second case, in which
∑
a∈Γ−|G|a log p(a) < k logn. Then:∑
a∈Γ
−|S′|a log p(a) +
∑
a∈Γ
−|G|a log p(a) ≤ |S′| logn+ k logn
≤ (|S| − 2|SG|N ) logn+ k logn
=
(
|S| − 2
( |S|
4
+ k
))
logn+ k logn
≤ |S|
2
logn− k logn
≤ |S|H0(S) + γ − k logn . (14)
Plugging (14) into (10) gives
|SG|H0(SG) ≤
∑
a∈Γ
−|S′|a log p(a) +
∑
a∈Γ
−|G|a log p(a) + |SG|N log |S|+ |SG|
≤ |S|H0(S) + γ − k logn+ |S|
4
logn+ k logn+ log |S|+ |SG|
≤ |S|H0(S) + γ + 1
2
|S|H0(S) + γ
2
+ log |S|+ |SG|
≤ 3
2
|S|H0(S) +O(|S|+ γ) ,
which ends the proof. ◭
Proof of Theorem 12. Let n = |S|. We will start by proving the theorem for incremental
encoding.
We upper-bound small summands by o(n log σ). Since we multiply them by constants
and sum up a constant number of those, this allowed. This makes the estimations easier as
we do not have to carry smaller-order terms.
Fix some ǫ > 0 and consider the iteration in which the number of nonterminals in
the grammar is
⌈
n
log1+ǫ n
⌉
, call this grammar G0, i.e. |N (G0)| =
⌈
n
log1+ǫ n
⌉
. If no such an
iteration exists, then consider the state after last iteration.
Let S′ be the working string at this point, note that by Theorem 10 we have that
|S′| ≤ 8nlogσ n = O(
n
logσ n
), as when the working string reaches this size the number of the
nonterminals in the grammar is at most 4
√
n logσ n and |N (G0)| =
⌈
n
log1+ǫ n
⌉
. In particular,
by Theorem 1,
|S′|H0(S′) ≤ |S|Hk(S) + o(n log σ) (15)
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Now observe, that case when there is no such iteration that |N (G0)| =
⌈
n
log1+ǫ n
⌉
is
trivial, as even the naive encoding of the grammar takes o(n) bits, which together with (15)
yields desired bound. Thus from this point we assume that this is not the case.
If additionally |S′| ≤ n
log1+ǫ n
then we can make at most half of this amount of iterations
and so at any point the size of the grammar is at most 2 n
log1+ǫ n
so the estimation as in the
case when there is no iteration defining G0 yields the claim.
So consider the case in which |S′| > n
log1+ǫ n
. From Lemma 31 we get that each pair
occurs at most log1+ǫ n times in S′, as otherwise this contradicts |N (G0)| =
⌈
n
log1+ǫ n
⌉
. We
will show that this implies that the entropy |S′|H0(S′) is high.
Consider the parsing of working string S′ into consecutive pairs (with possibly last letter
left-out), denote it by Y PS′ . Let LP = Lengths
(
Y PS′
)
, observe that those are all 2s except
possibly the last, which can be 1. Applying Theorem 1 with k = 0:
|S′|H0(S′) + |LP |H0(LP ) ≥ |Y PS′ |H0(Y PS′ ) .
If LP ∈ 2∗ then clearly H0(LP ) = 0, otherwise LP = 2|S′|−1/21 and so its entropy is
|S′| − 1
2
log
( |S′|/2
(|S′| − 1)/2
)
+ log
(
(|S′|+ 1)/2
1
)
≤ 1
2
log
((
1 +
1
|S′| − 1
)|S′|−1)
+ log |S′|
≤ 1
2
log e + log |S′| .
On the other hand, as each pair occurs at most log1+ǫ n times, the entropy is minimised
when each pair has exactly this number of occurrences, i.e.
|Y PS′ |H0(Y PS′ ) ≥ |Y PS′ | log
( |S′| − 1
2
/ log1+ǫ n
)
≥ |S
′| − 1
2
log
(
n
2 log2+2ǫ n
)
≥ |S
′| − 1
2
logn− |S
′| − 1
2
log(2 log2+2ǫ n)
≥ |S
′| − 1
2
logn− (1 + ǫ)(|S′| − 1)(1 + log logn)
≥ |S
′|
2
logn− γ′ ,
where γ′ = (1+ǫ)(|S′|−1)(1+log logn) = o(n log σ). Taking those two estimations together
yields
|S′|H0(S′) ≥ |S
′|
2
logn− γ , (16)
where γ = γ′ + 12 log e + log |S′| = o(n log σ).
We now move to the estimation of size of incremental encoding of grammar. We use
estimation from Lemma 8. This encoding takes at most |N (G)| log |N (G)| + α|N (G)| bits,
for some constant α. We upper-bound the possible increase of this estimation after one
iteration, i.e. when grammar size changes from g to g + 1:
α(g + 1) + (g + 1) log(g + 1)− αg − g log g = α+ g log(1 + 1/g) + log(g + 1)
= αn+ log((1 + 1/g)g) + log(g + 1)
≤ α+ log e + logn
= β + logn
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for β = α + log e. Let S′′ be a string returned by Re-Pair at the end of its runtime and G′
be a grammar at this point. Observe that S′′ induces a parsing of S′. Let i be such that
the returned grammar G′ has |N (G0)|+ i rules, i.e. there were i compression steps between
G0 and the end. Then the size of incremental encoding is at most
o(n) + i(β + logn) + |S′′|H0(S′′) ,
with o(n) for the encoding of G0, i(β + logn) for the following i steps and |S′′|H0(S′′) for
the entropy coding of S′′.
We can look at the last i iterations as we start with string S′ and end up with S′′ and
some grammar G′ \ G0, i.e. grammar G′ without nonterminals from G0. As this grammar
satisfies conditions of weakly irreducible grammar, and S′ satisfies (16) we apply Lemma 35:
i logn+ |S′′|H0(S′′) ≤ 3
2
|S′|H0(S′) +O(|S′|+ γ) .
We bound the total size of the encoding, observe that i ≤ |S′|/2 and so iβ = O(|S′|):
o(n) + i(β + logn) + |S′′|H0(S′′) ≤ 3
2
|S′|H0(S′) +O(|S′|+ γ) + o(n) .
Combining this with (15) we obtain that the latter term is bounded by:
3
2
|S′|H0(S′) +O(|S′|+ γ) + o(n) ≤ 3
2
|S|Hk(S) +O(|S′|+ γ) + o(n) + o(n log σ) .
As |S′| = o(n) and γ = o(n) the claim holds for incremental encoding.
Moving to the case of entropy coding, we consider the same iteration as before. Again
we assume that |N (G0)| =
⌈
n
log1+ǫ n
⌉
and |S′| ≥ n
log1+ǫ n
, otherwise, as in the case for incre-
mental encoding, we can bound the grammar size at the end of the runtime by 2
⌈
n
log1+ǫ n
⌉
,
thus direct application of Lemma 9 yields the claim.
Define S′G as concatenation of right hand sides of full grammar (S
′′, G′), where G′ is a
grammar at the end of runtime of Re-Pair, and let by SG be the concatenation of right hand
sides of (S′, G0). Using Lemma 9 we can estimate the entropy of SG, note that the second
estimation holds as |N (G0)| = ⌈ nlog1+ǫ n⌉:
|SG|H0(SG) ≤ |S|Hk(S) + |N (G)| logn+ o(|S| log σ) ≤ |S|Hk(S) + o(|S| log σ) (17)
Observe that:
|SG|H0(SG) ≥ |S′|H0(S′)
≥ |S
′|
2
logn− γ from (16)
≥ |S|
2
logn− γ − 2|N (G0)| logn
≥ |S|
2
logn− γ′′ ,
where γ′′ = o(n log σ), as γ = o(n log σ) and |N (G0)| = O( nlog1+ǫ n ). Again, we can look
at the last iterations like we would start Re-Pair with input string SG and end up with
(S′′, G′ \ G0), as we can view the remaining iterations like they would do replacements on
SG. We apply our results for weakly irreducible grammars, i.e. Lemma 36:
|S′G|H0(S′G) ≤
3
2
|SG|H0(SG) +O(SG + γ′′) . (18)
Combining (17) with (18) and observing that |SG| = | rhs(S′, G)| = o(n) yields the claim. ◭
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C.3 Proofs for 4.3
The following lemma states a well-known property of irreducible grammars, which in facts
holds when only (IG2) is satisfied.
◮ Lemma 37 ([5, Lemma 4]). Let (S′, G) be a full grammar generating S in which each
nonterminal (except for the starting symbol) occurs at least twice on the right hand side,
that is it satisfies condition (IG2). Then the sum of expansions of right sides is at most
2|S|.
First we show that irreducible grammars are necessarily small, similar to what was shown
in [24], yet we will use more general lemma, which is useful in discussion of Greedy algorithm.
◮ Lemma 38. Let (S,G) be a full grammar satisfying conditions (IG1)–(IG2). If | rhs(S,G)| ≥
64n
logσ n
then there is a digram occurring at least
√
n
logσ n
times in S and right-hand sides of G.
◮ Corollary 39. For any grammar satisfying conditions (IG1–IG3) it holds that | rhs(S,G)| ≤
64n
logσ n
= O
(
n
logσ n
)
.
Proof of Lemma 38. As in the proof of Theorem 10, we distinguish between long and short
symbols, depending on the length of their expansion: a symbolX is long if it is a nonterminal
and | exp(X)| ≥ logσ n4 , otherwise it is short. By cl denote number of occurrences of long
symbols, and by cs number of short ones, let also c = | rhs(S′, G)|, then c = cl+ cs. Assume
for the sake of contradiction that c ≥ 64logσ n . From Lemma 37 the sum of expansions’ lengths
is at most 2n and so
cl · logσ n
4
≤ 2n =⇒ cl ≤ 8n
logσ n
≤ c
8
=⇒ cs ≥ 7c
8
≥ 56n
logσ n
.
By (IG1) the expansions of different nonterminals are different and so the number of different
short symbols is at most:
⌈ logσ n4 −1⌉∑
i=1
σi ≤ 2σ logσ n4 ≤ 2n 14 = 2 4√n (19)
There are at least | rhs(S′, G)|− |N (G)|−1 ≥ c−12 −1 = c−32 digrams on the right hand sides
of (S,G). As one long occurrence may be in at most two digrams, at least c−32 − c8 ·2 ≥ c4 −2
digrams consist of two short symbols. Then there exist a digram occurring at least:( c
4
− 2
)
· 1
2 4
√
n · 2 4√n =
c
16
√
n
− 2
4
√
n
≥ 4
√
n
logσ n
− 1
2
≥ 2
√
n
logσ n
times. As it can consist of two identical symbols, there are at least
√
n
logσ n
pairwise disjoint
occurrences. ◭
Proof of Theorem 15. Let |S| = n and (S′, G) be an irreducible full grammar generating
S.
As in the proof of Lemma 9 we will construct parsing YS of S by expanding nonterminals:
set S′′ to be the starting string S′ and while possible, take X that occurs in S′′ and was
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not chosen before and replace a single occurrence of X in S′′ with rhs(X). Since every
nonterminal is used in the production of S, we end up with S′′ in which every nonterminal
was expanded once, observe that S′′ induce a parsing of S. As (S′, G) is irreducible, it
is small, i.e. | rhs(S′, G)| = O
(
n
logσ n
)
see Corollary 39, so as in proof of Lemma 9 using
Theorem 1 we conclude that |S′′|H0(S′′) ≤ |S|Hk(S) + o(n log σ).
Let SN be a string in which every nonterminal of G occurs once. Observe that S′′SN has
the same count of every symbol as rhs(S′, G): each replacement performed on S′′ removes
a single occurrence of on nonterminal and each nonterminal is processed once. Thus it is
enough to estimate |S′′SN |H0(S′′SN ). Observe that each nonterminal is present in S′′: by
(IG2) it had at least two occurrences in S′ and right-hand sides of G and one occurrence was
removed in the creation of S′′. Consider the string Z = S′′S′′: we can reorder characters of
Z and remove some of them and obtain S′′SN . The entropy is preserved by permutation of
letters and it is well known and easy to verify that removal letters from a string does not
increase it, thus
(|S′′SN |)H0(S′′SN ) ≤ (|S′′S′′|)H0(S′′S′′)
= 2|S′′|H0(S′′)
≤ 2|S|Hk(S) + o(n log σ) ◭
Proof of Theorem 16. Denote n = |S| and (S′, G) be an irreducible full grammar generat-
ing S and SG = rhs (S
′, G). Since (S′, G) is irreducible, it is small, i.e. |SG| = O
(
n
logσ n
)
.
Furthermore, as (S′, G) is irreducible no pair occurs twice on the right hand sides of (S′, G).
Therefore there exist 13 |SG| non-overlapping pairs in SG that occur exactly once: we can
pair letters in each production, except the last letter if production’s length is odd. Let YS
be a parsing of SG into those pair and single letters. Then:
|YS |H0(YS) ≥ 1
3
|SG| log 1
3
|SG|
=
1
3
|SG| log |SG| − O(|SG|)
=
1
3
|SG| log |SG| − o(n log σ) .
On the other hand, applying Theorem 15 for k = 0 as in proof of Theorem 12 we get:
|SG|H0(SG) ≥ |YS |H0(YS)− o(n log σ)
and thus
|SG|H0(SG) ≥ 1
3
|SG| log |SG| − o(n log σ) .
On the other hand, from Theorem 15:
2|S|Hk(S) + o(n log σ) ≥ |SG|H0(SG)
≥ 1
3
|SG| log |SG| − o(n log σ)
and so
|SG| log |SG| ≤ 6|S|Hk(S) + o(n log σ) .
Now, the naive coding of SG uses at most |SG| log |SG| + |SG| = |SG| log |SG| + o(n log σ)
bits, note that SG includes all letters from the original alphabet. This finishes the proof. ◭
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C.4 Proofs for 4.4
We state similar properties of Greedy to those of Re-Pair.
◮ Lemma 40 (cf. Lemma 30). Frequency of the most frequent pair in the working string and
grammar right-hand sides does not increase during the execution of Greedy.
Proof. Assume that after performing the replacement w → X some AB occurs more time
than before. Then only possibility is that either A = X or B = X , as otherwise the frequency
of AB cannot increase. By symmetry let us assume that A = X , for the moment assume
also that A 6= B. Let Ak be the last symbol of w; then AkB occurred at least as many
times as AB in the working string and grammar before replacement. The case with A = B
is shown in the same way; the case with X = B is symmetric. ◭
◮ Lemma 41 (cf. Lemma 31). Let z be a frequency of the most frequent pair in the working
string and grammar right-hand sides at some point of execution of Greedy. Then at this
point the number of nonterminals in the grammar is at most |N (G)| ≤ nz−2 .
Proof. Replacing a substring w of length |w| and frequency fw decreases the size |S′| +
| rhs(G)| by
fw(|w| − 1)︸ ︷︷ ︸
w is replaced with one symbol
− |w|︸︷︷︸
rule of length |w| added
= (fw − 1)(|w| − 1)− 1
In particular, replacing a pair of symbols with frequency f shortens the grammar by f − 2
symbols. Now, by Lemma 40 in each previous iteration there was a pair with frequency
at least z. As Greedy replaces the string which shortens the working string and right-hand
sides of rules by the maximal possible value, in each previous iteration |S′| + | rhs(G)| was
decreased by at least z − 2, so the maximal number of previous iterations is nz−2 and this is
a bound on number of added nonterminals. ◭
Proof of Theorem 17. Let |S| = n. From Lemma 38 if |S′|+ | rhs(G)| ≥ 64nlogσ n then there
exist a digram occurring
√
n
logσ n
times on the right hand side of G and S′. Thus there is a
point in the execution when | rhs(S′, G)| < 64nlogσ n for the first time. Lemma 41 applied at
this points gives a bound on the number of nonterminals:
|N (G)| ≤ n√
n
logσ n
− 2
≤ n logσ n√
n− 2 logσ n
= O(√n logσ n)
and at the first point when |S′| + | rhs(G)| ≤ 64nlogσ n it is larger by at most 1, so still
O(√n logσ n). By the second claim of Lemma 9 we obtain that entropy coding of (S′, G) at
this point is bounded by |S|Hk(S) + o(n log σ), as claimed. ◭
We prove Theorems 18–19 simultaneously, as the latter one is the extension of the former.
Proof of Theorem 19 and Theorem 18. Let (S′′, G′) be a full grammar produced by Greedy.
Similarly as in proof of Theorem 12, we will lower bound the entropy of grammar after some
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iteration. Consider the iteration in which |N (G)| =
⌈
n
log1+ǫ n
⌉
; if there is no such an iter-
ation then consider the grammar produced at the end. Let (S′, G) be the full grammar at
this point. Using this estimation together with Theorem 17 yields that
| rhs(S′, G)| = O
(
n
logσ n
)
. (20)
If | rhs(S′, G)| ≤ n
log1+ǫ n
then the final encoding has size o(n): the number of nonterminal
will be at most | rhs(S′, G)| + |N (G)|: each replacement reduces the total length of right-
hand-sides of rules of length at least 2 and it does not affect rules with right-hand sides
of length 2. On the other hand, the replacements do not decrease the | rhs(·)| of the full
grammar. Thus the fully naive encoding of (S′′, G′) will use at most of what the fully naive
encoding of (S′, G), i.e.
n
log1+ǫ n
· log
(
n
log1+ǫ n
+
⌈
n
log1+ǫ n
⌉)
= o(n)
Thus in the following we assume that
| rhs(S′, G)| ≥ n
log1+ǫ n
. (21)
Using estimation (21) in Lemma 41 yields that no digram occurs more than 2+log1+ǫ n times
on the right hand sides of (S′, G). On the other hand, we can find at least 12 (| rhs((S′, G))|−
|N (G)| − 1) disjoint pairs on the right hand side of (S′, G), as we can pair nonterminals
naively; we subtract |N (G)| factor because rules and starting string can have odd length.
Let SG = rhs(S
′, G) and Y PS its parsing into phrases of length 1 and 2, where phrases of
length 2 are pairs mentioned above. Then the entropy of Y SP is minimised when each possible
pair occurs with maximal frequency, i.e. 2 + log1+ǫ n. Thus
|Y PS |H0(Y PS ) ≥
1
2
(| rhs(S′, G)| − |N (G)| − 1) log
(
n
log(1+ǫ) n
· 1
log1+ǫ n+ 2
)
(22)
≥ 1
2
| rhs(S′, G)| logn− γ′ ,
where γ′ = o(n log σ).
Consider the entropy |SG|H0(SG): on one hand it can be upper-bounded by the entropy
coding of the grammar and this can be upper-bounded by Lemma 9, note that its second
estimation hold as |SG| = | rhs(S′, G)| = O
(
n
logσ n
)
and the assumed |N (G)| ≤ n
log1+ǫ n
:
|SG|H0(SG) ≤ |S|Hk(S) + o(|S| log σ) , (23)
On the other hand Theorem 1, with k = 0, yields an estimation using the parsing Y SP , where
L = Lengths(Y PS ):
|SG|H0(SG) ≥ |Y PS |H0(Y PS )− |L|H0(L) (24)
≥ 1
2
| rhs(S′, G)| log n− γ ,
where γ = γ′ + o(n log σ) = o(n log σ). The second estimation follows from estimating
|Y PS |H0(Y PS ) by (22) and estimation of |L|H0(L) : As Y PS consists only of phrases of length
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1 and 2 we have |L|H0(L) ≤ |Y PS | ≤ | rhs(S′, G)| = o(n log σ). Combining (23) and (24) we
obtain
| rhs(S′, G)| logn ≤ 2|S|Hk(S) + o(n log σ) .
As each symbol is encoded using at most ⌈logn⌉ bits and | rhs(·)| of the full grammar does
not increase, the claim of Theorem 18 holds.
When it comes to the proof of Theorem 19, we make the same observation as in analysis
for Re-Pair with entropy coding (see proof of Theorem 12), that is we can look at the al-
gorithm which starts with string SG and finishes with grammar (S
′′, G′), i.e. the one returned
by Greedy. Moreover the grammar (S′′, G′) is weakly non-redundant (see Definition 33). Let
S′G be string obtained by concatenation of right hand sides of (S
′′, G′). Observe that SG
satisfies the condition of Lemma 36 by (24) and thus:
|S′G|H0(S′G) ≤
3
2
|SG|H0(SG) +O(|SG|+ γ)
Noting that |SG| = o(n log σ) and substituting (23) yields the claim. ◭
D Expanded commentary for section 5
Recall that Theorem 2 showed that for any l and for any string S there is a parsing YS of
size |S|l + 2 satisfying |YS |H0(YS) ≤ |S|
∑
i<l
Hi(S)
l + O(log n). Yet, the mean of entropies
is not standard measure of compression, moreover it is not clear how the above measure
corresponds to Hk. Therefore we will prove two facts: one that there exists family of string
|S| for which, for any k < logσ |S|, we have βHi(S) = Hk(S), i < k, β > 1, second that wide
range of parsing methods must produce a parsing which zero order entropy is lower bounded
by mean of entropies of S. Moreover our string S have high entropy, meaning that as mean
of entropies cannot be contained in lower order term such as o(n) or o(n log σ).
D.1 Construction of Generalized de Bruijn words
The promised family of words is much easier to define, if we think of them as cyclic words,
meaning that after reading the last letter we can continue to read from the beginning. To
distinguish words from cyclic words we denote by S	 the cyclic variant of S.
A word w occurs in S	 if w occurs in S, or w = w1w2 and w1 is a prefix of S and w2 a
suffix; we still require that |w| ≤ |S|. The starting positions of an occurrence of w in S	 is
defined naturally, two occurrences are different if they start at different positions. Denote
by |S|	w the number of different occurrences of w in S	. Using this notation we define cyclic
k-order entropy as:
H	k (w) = −
1
|w|
∑
v: |v|=k
a: letter
|w|	va log
( |w|	va
|w|	v
)
.
The difference between circular and standard k-th order entropy is that it takes into the
account also the first k letters of w. Thus it is not difficult to show that it differs from
|w|Hk(w) in a small amount.
◮ Lemma 42. For any word S and for any k we have:
|S|Hk(S) + k log |S|+O(k) ≥ |S|H	k (S) ≥ |S|Hk(S) .
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Proof. Fix some word v, |v| = k. Consider the difference∑
a: letter
|w|	va log
( |w|	va
|w|	v
)
−
∑
a: letter
|w|va log
( |w|va
|w|v
)
, (25)
our goal is to estimate it when summed over all v of length k.
Define S1, S2 as the strings of letters that follow cyclic occurrences (standard occurrences)
of v in w, formally for each letter a they should satisfy
|S1|a = |w|	va |S2|a = |w|va ,
note that this implies that
|S1| = |w|	v |S2| = |w|v .
Then left and right summands from (25) are equal to, respectively:
|S1|H0(S1) =
∑
a: letter
|w|	va log
( |w|	va
|w|	v
)
|S2|H0(S2) =
∑
a: letter
|w|va log
( |w|va
|w|v
)
We first show that (25) is positive, which immediately yields the second inequality of the
Lemma.
Clearly |w|	va ≥ |w|va, and so we can obtain S2 from S1 by removing letters, which can
only decrease the entropy. Hence |S1|H0(S1) ≥ |S2|H0(S2), which yields that (25) is positive
and so the second inequality of the lemma follows.
To upper bound the difference in (25) observe that S1 is obtained by adding symbols to
S2 and addition of one letter to a string of length at most |S| − 1 may increase the entropy
by at most log |S|+ β, for some constant β. Moreover, there are at most k such additions
of symbols when summing over all possible k-length contexts v. Thus the first inequality
holds. ◭
The constructed family of strings is a generalization of de Bruijn strings, which, for a
given alphabet Γ and order k, contains exactly once each word w ∈ Γk as a substring; de
Bruijn strings have length |Γ|k + k − 1 or |Γ|k, if treated as cyclic strings.
◮ Lemma 43. For every k > 0, l ≥ 1, p ≥ 1 there exists a string S over alphabet Γ′ of size
σ = 4p of length σk+
l+1
2 such that:
(dB1) For any w ∈ (Γ′)i, i < k we have |S|w = σk−i+(l+1)/2
(dB2) For any w ∈ (Γ′)i, k ≤ i ≤ k + l + 1 we have either |S|w = σ(k+l+1−i)/2 or |S|w = 0
(dB3) no word of length k + l+ 1 occurs cyclically more than once in S.
Proof. Fix k, by Sl we will denote the string that satisfies the conditions (dB1–dB3) for l.
Let us first construct S0. Consider cyclic de Bruijn sequence B = a1a2 · · · an of order
2k + 1 over an alphabet Γ of size
√
σ (this is well defined, as σ = 4p). Observe that
|B| = (√σ)2k+1 = σk+ 12 . Consider two parsings of B	:
Y 1B = |a1a2|a3a4| . . . |an−3an−2|an−1an|
Y 2B = |a2a3|a4a5| . . . |an−2an−1|ana1|
Now replace each pair ai, aj with a new symbol bi,j , such that bi,j 6= bi′,j′ if and only if
(ai, aj) 6= (ai′ , aj′). The size of the new alphabet Γ′ is σ = 4p. Consider the corresponding
strings B′1 and B′2, treated in the following as cyclic words:
B′1 = b1,2b3,4 . . . bn−3,n−2bn−1,n
B′2 = b2,3b4,5 . . . bn−2,n−1bn,1
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We can choose B such that it begins with a2k+1i , for some ai. Then both words B
′
1 and B
′
2
begin with bki,i. Take S0 = B
′
1B
′
2. Then, as the starting k-letters of both of them are the
same, for each v of length at most k + 1 it holds that |B′1|	v + |B′2|	v = |S0|	v .
We now calculate |S0|	w for each possible w. For each k-letter word w′ over Γ′ the
|B′1|	w + |B′2|	w is
√
σ: w′ is obtained from a fixed 2k-letter word w ∈ (Γ)2k and such a word
occurs cyclically
√
σ-times in B	, as there are
√
σ ways to extend w to a (2k + 1)-letter
word and each such a word occurs cyclically exactly once in B	 and each cyclic occurrence
of w in B	 yields one cyclic occurrence of w′ in exactly one of B′	1 and B
′	
2 . Moreover,
as each word v of length 2k + 1 has exactly one occurrence in B, the letters after different
cyclic occurrence of w ∈ Γ′ in B′	1 or B′	2 are pairwise different. Hence, each word of length
at least k+1 over Γ has at most one occurrence in S0. For a word w of length i < k observe
that each of its σk−i extensions to a k-letter word occurs cyclically exactly
√
σ times in S	0 ,
thus w occurs exactly σk−i+1/2.
We now move the general case of l > 0. We cannot define Sl as a power of S0, as then
(dB3) is violated. Instead, we will make a similar construction to the standard constructions
of de Bruijn words: we will build a graph with vertices labelled with different words of length
k + l + 1, define edges between words that can be obtained by shifting by one letter to the
right and show that this graph has a Hamiltonian cycle.
Define a family of directed graphs G0, G1, . . ., where Gi = (Vi, Ei). The nodes in Vi are
labelled with (some) words of length k+1+ i over Γ′ (which is of size σ) and Ei = {(u, u′) :
u[2 . . . |u|] = u′[1 . . . |u′| − 1]}. We label the edge from av to vb with avb. In case of G0 its
vertices V0 are all cyclic subwords of S

0 of length k+ 1. Recall that given a directed graph
G its line graph L(G) has edges of G as nodes and there is an edge (e, f) in L(G) if and only
if the end of e is the beginning of f . Define Gi+1 = L(Gi), observe that edges of Gi have
labels that are words of length k + i+ 2, those labels are reused as labels of nodes in Gi+1.
Let us state some basic properties of the defined graph: firstly, G0 has in-degree and
out-degree equal to
√
σ (so it is
√
σ-regular): Given a node with a k+1-letter label w all its
outgoing labels correspond to occurrences of the k letter suffix of w. And by (dB1) each k
letter word has
√
σ cyclic occurrences in |S0| and each k+1 letter word has at most 1. So
there are
√
σ outgoing edges, each leading ot a different node. Similar argument applies to
the incoming edges. It is easy to show that if G is d-regular then so is L(G) and moreover if
G is connected then so is L(G); clearly G0 is connected, as S0 corresponds to a Hamiltonian
path in it. Thus, all Gi are Eulerian. It is well-known and easy to see that an Eulerian cycle
in G corresponds to a Hamiltonian cycle in L(G), thus each Gi has a Hamiltonian cycle.
We define the word Si as the word read when traversing a Hamiltonian path in Gi (note
that there may be many such paths: choose one arbitrarily): we begin with an arbitrary
vertex u in Gi, write its label and when we traverse the edge u
′b then we append b to the
word. In this way we obtain a cyclic word. Note that a word w of length k+ i+1 occurs at
position p if and only if p-th vertex on the path is labelled with w. Concerning the length
|Si|, this is exactly |Vi| = |Ei−1| = √σ|Vi−1|, as each Gi is √σ regular. Since |V0| = σk+ 12 ,
we conclude that |Vi| = σk+ i+12 . We also show that each occurrence of a word w of length
k + i in Si is followed by a different letter, in particular this implies that a word w
′ of
length k + i + 1 has at most one occurrence in Si, i.e. (dB3). We know that this is true
for G0, we proceed by induction. Consider all nodes labelled with wa for some letter a in
Gi+1, where |w| = k + i + 1. They all correspond to edges in Gi labelled with the same
words. They all originate from nodes labelled with w and as |w| = k + i + 1, by induction
assumption there is exactly one such node. Now, if there were two edges outgoing edge from
w labelled with wa then they would lead to two vertices labelled with the same label w′
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(where w′ = w[2 . . |w|]a), which is not the case by the induction assumption.
It is left to show that Sl satisfies the (dB1)–(dB2). We proceed by induction on l: first
we show that for any word w of length at most k + l + 1 it holds that |Sl+1|	w = |Sl|	w ·
√
σ.
To see this observe that |Sl+1|	w is the number of nodes in Gl+1 that have w as their prefix.
This is exactly the number of edge-labels in Gl that have w as their prefix. But those labels
are of length k + l + 2 > |w|, thus edge e = (u, u′) has w as the prefix of the label if and
only if this labels is also a prefix of label of u. As Gl is
√
σ-regular, we obtain the claim.
It is left to consider the case when |w| = k + l + 2, but words of this lengths are labels
of vertices of Gl+1 and if w is label of some vertex of Gl+1 then clearly |Sl+1|w = 1. ◭
It is worth noting that the construction suggests that for a fixed k (and de Bruijn word)
there are exponentially many (in l) words satisfying conditions (dB1–dB3).
◮ Example 44. For σ = 4, k = 2, l = 0:
S = aababcbbadccdbddaacadaccbdbbcddc .
Observe that each k-letter substring occurs
√
σ times, the letters after those occurrences are
pairwise different. H	0 (S) = H
	
1 (S) = log σ and H
	
2 (S) =
logσ
2 .
For σ = 4, k = 1, l = 1 the word is
S = abbbdacdcacabdcd
and H	0 (S) = log σ, H
	
1 (S) = H
	
2 (S) =
log σ
2 .
Proof of Lemma 23. All considered grammar compressors are natural parsers: the starting
string induces a parsing into expansions of nonterminals and those occur at least twice;
moreover, the starting string is encoded using an entropy coder or naively, which takes
|YS |H0(YS) for parsing YS .
In LZ78 each new nonterminal corresponds to a number (of some previous phrase) and
a letter (last in the nonterminal), in particular after the removal of the last letter, the
shortened phrase has another occurrence. The algorithm also guarantees that phrases of
nonterminals are pairwise different. Using the standard encoding as pairs (previous phrase
number, letter number) we obtain a prefix-free encoding, which is not better than H0 coder.
The standard encoding of LZ77 [43] does not use prefix codes but references to previous
positions, so it may not satisfy the claims of the lemma. Yet some methods create LZ77 pars-
ing and use at least ⌈log |YS |⌉ bits per phrase [26], where |YS | is the number of phrases. We
consider non-self referencing parsing, which means that phrase y and its previous occurrence
in S does not overlap. ◭
◮ Lemma 45. Let S be a word from Theorem 20 for parameters k and l, and let z = k+l+1.
Then for every parsing YS = y1y2 . . . y|YS| of S such that |yi| ≤ z we have:
|YS |H0(YS) ≥ |S|(z + k)
2z
log σ − |YS | log S|YS | .
Proof of Lemma 45. Let m = |YS | and n = |S|.
For a word w define lw as the number of occurrences of a word w in parsing YS of S.
Clearly lw ≤ |S|	w and by construction for any w such that |S|	w > 0:
|S|	w =
{
n
σ|w|
for |w| ≤ k
n
σ(|w|+k)/2
for k < |w| ≤ z .
thus
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lw ≤ nσ|w| , for |w| ≤ k;
lw ≤ nσ(|w|+k)/2 , for k < |w| ≤ z.
Define:
m1 =
∑
w∈YS,|w|≤k
lw m2 =
∑
w∈YS,|w|>k
lw
n1 =
∑
w∈YS,|w|≤k
|w|lw n2 =
∑
w∈YS,|w|>k
|w|lw
Then
|YS |H0(YS) =
∑
w∈YS
lw log
m
lw
=
∑
|w|≤k
lw log
m
lw
+
∑
|w|>k
lw log
m
lw
≥
∑
|w|>k
lw log
mσ|w|
n
+
∑
|w|≤k
lw log
mσ(|w|+k)/2
n
=
∑
w
lw log
m
n
+
∑
|w|≤k
lw log σ
|w| +
∑
|w|>k
lw log σ
(|w|+k)/2
= m log
m
n
+
∑
|w|≤k
lw|w| log σ +
∑
|w|>k
lw|w|
2
log σ +
∑
|w|>k
lwk
2
log σ
= m log
m
n
+ n1 log σ +
n2
2
log σ +
m2k
2
log σ
≥ m log m
n
+ n1 log σ +
n2
2
log σ +
n2k
2z
log σ
≥ n
2
log σ +
nk
2z
log σ +m log
m
n
≥ n(z + k)
2z
log σ −m log n
m
. ◭
◮ Theorem 46 (Full version of Theorem 24). Let A be a natural parser. Let k be a non-
negative and integer function of |S| and σ satisfying, for every σ, lim sup|S|→∞ k|S|,σlogσ |S| < 1,
where k|S|,σ denotes value of k for |S| and σ. Then for any p > 0 there exist infinite family
of strings S ∈ Γ∗, where |Γ| = 4p, of increasing length such that the bit-size of output A(S)
of A on S is at least:
A(S) ≥ |S|Hk(S) + ρ|S|(log σ − 2λ)
2
≥ (1 + ρ) |S|Hk(S)− λ|S| .
Moreover, if the size of parsing induced by A is o(|S|) then:
A(S) ≥ |S|Hk(S) + ρ|S| log σ
2
− o(|S|) ≥ (1 + ρ) |S|Hk(S)− o(|S|) ,
where ρ = k2 logσ |S|−k and λ < 0.54.
Proof of Theorem 24. The proof is a straightforward application of Lemma 45. Fix alpha-
bet Γ of size σ = 4p. By assumption that lim sup|S|→inf
k|S|,σ
logσ |S| < 1 for large enough |S|
the l = 2 logσ |S| − 2k|S|,σ − 1 is positive. Then k|S|,σ + l+12 = logσ |S|. So it is possible to
construct a word S from Theorem 20, for parameters k|S|,σ, l, p.
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Let YS = y1y2 . . . yYS be a parsing of S induced by A. As |yi| ≤ k+ l+12 we use Lemma 45
to lower bound the output of the algorithm:
A(S) ≥ |YS |H0(YS)
≥ |S|(2k + l + 1)
2(k + l + 1)
log σ −m log n
m
≥ |S|Hk(S) + |S|k
2(k + l + 1)
log σ −m log n
m
as
log σ
2
≥ Hk(S)
≥ |S|Hk(S) + ρ|S| logσ
2
−m log n
m
≥ (1 + ρ)|S|Hk(S)−m log n
m
.
Similarly as in the proof Lemma 28 we can bound m log nm by n
log e
e < 0.54n, and by o(n) if
m = o(n). Plugging this values to the above equation yields the claim. ◭
Proof of corollaries 25, 26, 27. For any function k and any σ = 4p, p > 0 by Theorem 24
we can build infinite family of words S such that output generated by any natural parsing
method will be lower bounded by:
A(S) ≥ |S|Hk(S) + |S|k(log σ −O(1))
2(2 logσ |S| − k)
(26)
Above inequality holds for any σ = 4p, and length of S can be arbitrarily large, thus we can
ignore the O(1) factor.
For Corollary 25 observe that as k = o(logσ n) the second summand is Ω(
nk logσ
logσ n
).
In the case of Corollary 26 substituting k = α logσ n yields that right hand side becomes
2
2−α |S|Hk(S), moreover as |S|Hk(S) = Θ(n logσ) and 22−α > 1 the claim holds.
For the Corollary 27 by Theorem 24 for any k, p > 0 we can build a word with parameters
k, l = 0 and p. Then the mean of entropies of such word is at most:
1
j
j−1∑
i=0
Hi(S) ≤ log σ
And as by construction k = logσ |S| − 12 we have:
A(S) ≥ |S|Hk(S) +
|S|(logσ |S| − 12 )(log σ −O(1))
2(2 logσ |S| − logσ |S|+ 12 )
≥ |S|(log σ −O(1)) −O
( |S| log σ
logσ |S|
)
◭
