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In the presence of strong interactions, electrons in condensed matter systems
can behave hydrodynamically thereby exhibiting classical fluid phenomena
such as vortices and Poiseuille flow. While in most conductors large screen-
ing effects minimize electron-electron interactions, hindering the search for
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possible hydrodynamic candidate materials, a new class of semimetals has re-
cently been reported to exhibit strong interactions. In this work, we study the
current flow in the layered semimetal tungsten ditelluride (WTe2) by imaging
the local magnetic field above it using a nitrogen-vacancy (NV) defect in dia-
mond. Our cryogenic scanning magnetometry system allows for temperature-
resolved measurement with high sensitivity enabled by the long defect spin co-
herence. We directly measure the spatial current profile within WTe2 and find
it differs substantially from the uniform profile of a Fermi liquid, indicating
hydrodynamic flow. Furthermore, our temperature-resolved current profile
measurements reveal an unexpected non-monotonic temperature dependence,
with hydrodynamic effects strongest at ∼ 20 K. We further elucidate this
behavior via ab initio calculations of electron scattering mechanisms, which
are used to extract a current profile using the electronic Boltzmann transport
equation. These calculations show quantitative agreement with our measure-
ments, capturing the non-monotonic temperature dependence. The combina-
tion of experimental and theoretical observations allows us to quantitatively
infer the strength of electron-electron interactions in WTe2. We show these
strong electron interactions cannot be explained by Coulomb repulsion alone
and are predominantly phonon-mediated. This provides a promising avenue
in the search for hydrodynamic flow and strong interactions in high carrier
density materials.
Main text
When microscopic scattering processes in condensed matter systems conserve momentum, elec-
trons flow collectively, akin to a fluid, deviating significantly from the expected diffusive flow
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of a Fermi liquid. This behavior, termed hydrodynamic electron flow (1–4), has been reported
in transport measurements in (Al,Ga)As (2), graphene (5–7), PdCoO2 (8), and WP2 (9). Even
when momentum is conserved, the presence of boundaries does not need to respect this con-
servation, leading to a distinct spatial signature when current flows along a channel, known as
Poiseuille flow. The resulting current profile is characterized by enhanced flow in the center
of the channel, and reduced flow along the edges, as has recently been shown by spatially-
resolved measurements in graphene (10–12). In other hydrodynamically-reported materials,
however, the presence of significant carrier density presents unsolved mysteries regarding the
microscopic origins of hydrodynamics.
Tungsten ditelluride (WTe2) is a layered semimetal which has stirred significant interest in
recent years as part of a new class of quantum materials. The bulk crystal exhibits large mag-
netoresistance (13) and pressure-driven superconductivity (14,15), and has been predicted (16)
and observed (17–20) to be a Type-II Weyl semimetal. In the monolayer, WTe2 can be elec-
trostatically gated into a quantum spin Hall insulator (21) or a superconductor (22, 23). These
effects are due to the rich band structure of the material, its high conductance (carrier mean-
free-paths as long as 12 µm (24)), and strong electron-electron interactions. Since momentum
is conserved during electron-electron interactions, spatially resolved measurements of hydro-
dynamic flow in WTe2 are uniquely positioned to probe interactions in the material.
In this Report, we present the spatial profile of current flowing in a WTe2 flake and show it is
consistent with hydrodynamic flow. The spatial profile depends strongly and non-monotonically
on temperature. Through a combination of experiment and theory we extract the characteristic
length scale of electron-electron interactions as a function of temperature. In contrast with
other hydrodynamically-reported materials, where direct Coulomb interactions dominate, our
findings indicate that electron-electron interactions in WTe2 are mediated by a virtual phonon.
Td-WTe2 crystallizes in the orthorhombic lattice (space group Pmn21), with two layers
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Figure 1: (A) Crystal structure highlighting the layered-structure of WTe2. (B) Calculated
Fermi surface for the WTe2 lattice, with compensated electron (blue) and hole (red) pock-
ets (25). (C) Experimental setup. Our scanning magnetometry microscope is mounted in a
flow cryostat. The outer layer is filled with liquid He and houses the vector magnet. A needle
valve connects this bath to the central chamber, allowing for the flow of He vapor into it to con-
trol temperature by balancing flow rate and heating. The microscope consists of a diamond tip
with a NV defect in contact with the sample, which can be moved by piezo-electric controllers.
The diamond tip is attached to goniometers which allow for angle-control (25). The bottom
of the cryostat has a window for optical access, allowing us to measure the NV defect’s spin
state. The objective, which focuses the light on the defect, can also be moved. (D) A closeup of
the diamond tip with the NV defect, and the WTe2 flake. Current is flowing through the flake,
generating magnetic field which is measured by the NV.
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in the unit cell bonded by weak van der Waals interactions along the crystallographic cˆ axis,
shown in Fig. 1A. The semimetal is charge-compensated (24), as illustrated in Fig. 1B by the
WTe2 Fermi surface with the electron (hole) pockets displayed in blue (red) (25). We exfoliate
a WTe2 flake of ∼ 60 nm thickness, cleaved along its aˆ crystallographic axis. To image the
current flow in WTe2, we use a scanning probe based on a Nitrogen-Vacancy (NV) defect in
diamond (26–29), an atomic-size quantum magnetometer. The NV is sensitive to the magnetic
field parallel to its crystal axis through the Zeeman effect, and our experiments take advantage
of the long coherence time of the NV to perform echo magnetometry (25) and achieve∼ 10 nT
magnetic sensitivity. The unique custom-built cryostat and scanning system used in this study,
allowing imaging at variable temperature, is shown schematically in Fig. 1C. Fig. 1D shows a
closeup of the diamond tip with the NV defect above the WTe2 sample. At each tip location,
the NV sensor detects the magnetic field generated by the current flowing along the sample. In
our notation, the current is flowing along the yˆ-axis, generating non-zero magnetic field in the
xˆ-zˆ plane. The NV defect axis is oriented along the yˆ-zˆ plane, and thus we are only sensitive to
the zˆ component of the magnetic field.
In Fig. 2A, we present the zˆ-component of the magnetic field (Bz) measured by our NV
tip scanning along two 1D line scans, one taken above a gold contact (blue markers) and the
other taken above our WTe2 sample (orange markers). Both measurements correspond to a
channel width of W = 1.7 µm and total current Itot = 20 µA, and were taken at a tip height
of h = 140 nm. We observe noticeable differences between the two scans, with the WTe2
measurement showing a sharper slope in the center of the channel and an inward shift of the
extrema positions. Such differences are discernible due to the high signal-to-noise ratio of
our measurement (25). To visualize the difference in the underlying current profile, we obtain
the xˆ-component of the magnetic field (Bx) by Fourier reconstruction (25, 30) of the data in
Fig. 2A. This is shown by the blue and orange markers in Fig. 2B respectively, with the WTe2
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Figure 2: (A) Bz magnetic field, measured by the NV sensor in a 1D scan across a channel of
width W = 1.7 µm. The blue and orange markers show measurements along the gold contact
and the WTe2 device respectively, normalized to have a total current Itot = 20 µA. The blue
and orange lines correspond to the expected Bz field generated by the currents in (C) at a height
of h = 140 nm and neglecting the thickness of the sample. (B) Reconstruction of the Bx field
along the scan, from the data shown in (A) for the corresponding blue and orange markers. The
blue and orange lines correspond to the expected Bx field generated by the currents in (C). Note
that there is an asymmetry at the edges of the sample, with both curves appearing above the
expected values on the left and below them on the right. This is likely due to a ∼ 1◦ angle
mismatch of our NV sensor. (C) Theoretical current distributions along a channel of width
W = 1.7 µm with total current Itot = 20 µA. The blue line shows a uniform profile, expected
for diffusive flow. The orange line shows a curved current profile with flow enhanced in the
center of the channel and reduced along the edges (see discussion of Fig. 4 for more details on
the profile).
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measurement indicating enhanced current density in the center and reduced density along the
edges, suggestive of hydrodynamic flow. These observations can be made more quantitative by
examining two theoretical examples of current distributions, as shown in Fig. 2C. The blue line
corresponds to uniform flow, where electron-electron interactions play a negligible role - as ex-
pected for diffusive behavior. The orange line shows a non-diffusive current distribution whose
quantitative details will be discussed below. The blue and orange lines shown in Fig. 2A,B are
the calculated Bz and Bx for the corresponding profiles in Fig. 2C. The good agreement with
experiment confirms that current flow in gold is indeed uniform, but notice that the finite height
offset of the NV measurement results in a non-flat Bx profile even for a fully diffusive current
distribution. By contrast, the flow in WTe2 deviates significantly from diffusive flow.
We then apply our apparatus to probe the temperature dependence of electron interactions
in WTe2 and their influence on hydrodynamic behavior. Fig. 3A shows a contour plot of the Bx
magnetic field profile across our WTe2 sample, taken at different temperatures. The magnetic
field at the center of the channel becomes higher with lower temperature, until it peaks at around
10 − 20 K, and then becomes lower again. Similarly the width of the profile, highlighted by
the gray contour at Bx = 4 µT, is also narrowest around 10 − 20 K. This non-monotonic
behavior (7) is evident in three field profiles taken at 90 K, 20 K, and 5 K (Fig. 3B). The profile
at 20 K is both the narrowest and has the highest peak value, indicating hydrodynamic effects
on current flow are maximal at this temperature.
To understand the underlying microscopic origin of hydrodynamic behavior in WTe2 and
its non-monotonic temperature dependence, we investigate the competition of electron-electron
interactions with boundary scattering and enhanced momentum-relaxing scattering against im-
purities in the sample. From an independent ab initio theory we extract the temperature de-
pendence of the different scattering mechanisms in WTe2. These are used to solve the Boltz-
mann transport equation (BTE) under the relaxation time approximation (2, 8, 25), to obtain
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Figure 3: (A) Contour plot of the magnetic field profile Bx across the WTe2 device (xˆ-axis) at
different temperatures (yˆ-axis). The scans were taken along the same y-position to isolate the
effects of temperature on current flow (25). The contour at Bx = 4 µT is highlighted in gray to
show the narrowest profile appears between 10− 20 K, where the peak height is also maximal.
(B) 3 line-cuts of (A) taken at 90 K, 20 K, and 5 K as can be seen by the respective arrows.
The inset zooms in on the peak of the profiles. The profile at 20 K, also shown in orange in
Fig. 2C, is both the narrowest and has the highest peak value. (C) Contour plot of the magnetic
field profiles obtained from numerical transport calculations using ab initio scattering rate in-
puts for electron-electron and electron-phonon interactions, and assuming an electron-impurity
mean free path of 1.9 µm. The theory captures the non-monotonic temperature dependence,
peaking around 15 K. (D) 3 line-cuts of (C) taken at 90 K, 15 K, and 5 K, showing quantitative
agreement with the experimental data in (B).
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Figure 4: (A) Temperature dependent ab initio electron mean free paths for WTe2, obtained
using density functional theory (25). We consider electron-phonon (le−ph), electron-impurity
(le−imp), electron-electron scattering mediated by a screened Coulomb interaction (lCe−e), and
by a virtual phonon (lphe−e). The corresponding Feynman diagrams are schematically shown in
the inset. The overall momentum-relaxing, lmr, electron mean free path is calculated using
Matthiessen’s rule. (B) Normalized Bx magnetic field phase diagram, extracted from current
profiles computed using the Boltzmann transport equation allowing for momentum-conserving
(xˆ-axis) and momentum-relaxing (yˆ-axis) interactions (2, 8, 25). The color corresponds to the
magnetic field Bx in the center of the channel, normalized to be 0 for uniform flow and 1
for perfect parabolic Poiseuille flow as highlighted by the inset. Overlaid arrows indicate the
decreasing-temperature trajectories predicted ab initio in (A) for various values of the impurity
mean free path, le−imp, following the legend in (C). Points correspond to fits of the magnetic
field profile to the experimental data at different temperatures (25), following the colors in (C).
(C) 1D line cuts along the arrow trajectories in (B), indicating the ab initio theory captures the
non-monotonic temperature dependence of the observed hydrodynamic phenomena for le−imp
larger than∼ 1 µm, after which the position of the peak at∼ 15 K stays unchanged. The points
correspond to experimental data at different temperatures shown in Fig. 3.
the steady-state current profiles, used to extract magnetic field profiles, which are shown as
a function of temperature in Fig. 3C. The theoretical predictions capture the non-monotonic
temperature dependence, with the peak (∼ 15 K) showing quantitative agreement with exper-
iment. At high temperature, theory predicts a more diffusive profile than the one measured in
experiment (Fig. 3D).
The theoretical current profiles can be described generally as a function of two non-dimensional
parameters, the ratio of the momentum-relaxing (lmr/W ) and momentum-conserving (lmc/W )
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processes’ mean free paths to the channel widthW . Microscopically, we consider two momentum-
relaxing processes, electron-phonon scattering, le−ph, and electron-impurity scattering, le−imp,
and two momentum conserving processes, electron-electron scattering mediated by a screened
Coulomb interaction, lCe−e, and by a virtual phonon, l
ph
e−e. Fig. 4A shows the full temperature
dependence of these mean free paths for WTe2, given by our ab initio calculation. The mo-
mentum conserving mean free path is dominated by the phonon-mediated interaction, as lCe−e
is more than two orders of magnitude higher than lphe−e at all temperatures. In contrast, both
the electron-phonon and electron-impurity scattering processes contribute to the momentum-
relaxing mean free path. We represent the resulting current profiles, as a function of these two
non-dimensional parameters, by the normalized Bx magnetic field peak in the middle of the
channel in Fig. 4B. It is instructive to identify four limits in our phase-diagram: i) in the ab-
sence of momentum-conserving events (lmc  W ) and numerous momentum-relaxing events
(lmr  W ), i.e. bottom-right corner of the phase diagram in Fig. 4B, electron flow is diffusive;
ii) in the absence of both momentum-conserving and momentum-relaxing events (lmc  W
and lmr  W ) (top-right), boundary effects dominate leading to ballistic flow; iii) in the
presence of numerous momentum-conserving events (lmc  W ) and absence of momentum-
relaxing events (lmr  W ) (top-left), electrons flow collectively and we observe hydrodynamic
flow; iv) finally, in the presence of both momentum-relaxing and momentum-conserving events
(lmc  W and lmr  W ) (bottom-left), the flow is momentum-‘porous’, and the regime is
referred to as ‘Ziman’ hydrodynamics (31).
While Fig. 4A highlights that both lmr and lmc increase monotonically with decreasing tem-
perature, Fig. 4B confirms there exist 1D temperature trajectories that support non-monotonic
hydrodynamic behavior. Overlaid arrows in Fig. 4B mark the decreasing temperature trajec-
tories following the ab initio calculations in Fig. 4A, for empirical values of le−imp between
0.17µm and 4.8µm. The infinite impurity arrow corresponds to momentum relaxation only
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due to electron-phonon interactions. Similarly, we can fit the experimental profiles at differ-
ent temperatures to one such trajectory, shown by the overlaid points in Fig. 4B (25). The ab
initio predictions agree well with experimental profiles, albeit the experimental data suggests a
weaker temperature-dependence. This deviation may be attributed to the finite thickness of the
sample, position-dependent mean-free-path due to sample imperfections, or modification of the
phonon spectrum by the presence of the quartz substrate (25). The non-monotonic behavior is
shown more clearly in Fig. 4C, which plots these 1D trajectories for empirical values of le−imp
between 0.17µm and 4.8µm (Fig. 4C). While a minimum impurity mean free path is necessary
to observe non-monotonic behavior, the location of the peak is largely independent of le−imp
above this threshold. This allows us to extract a robust estimate for the electron-electron inter-
action length, of lphe−e ∼ 200 nm at 10−20 K. It is important to note that the ab initio calculation
was performed on a fully relaxed WTe2 lattice. When instead the lattice is constrained to ac-
commodate Weyl nodes, electron-electron interactions increase, resulting in the non-monotonic
behavior peaking at ∼ 8 K (25). This is in contrast with our observations, suggesting that our
sample was not in the Weyl phase.
In this work, we image the current profile of electron flow in a WTe2 channel. Our low
noise quantum magnetometry measurements allow us to differentiate the WTe2 current profile
from uniform diffusive flow. Utilizing our setup’s tunable cryogenic capabilities, we study the
temperature dependence of the current profile. Curiously, these show non-monotonic temper-
ature dependence, with hydrodynamic effects peaking between 10 − 20 K. We compare our
results with independent ab initio solutions to the BTE and obtain good quantitative agreement.
This allows us to extract an estimate of the electron-electron interaction length in WTe2. Im-
portantly, our ab initio calculations, quantitatively consistent with experimental observations,
indicate that the strong electron-electron interactions are likely phonon-mediated (32,33). This
opens the possibility of observing hydrodynamic effects and strong interactions even in high
11
carrier density materials where direct electron-electron interactions are screened. Furthermore,
the combination of spatially-resolved current imaging and ab initio theory could reveal the
microscopic mechanisms underlying strongly interacting systems, such as high-temperature su-
perconductors and strange metals (34,35). In this work we focus on one WTe2 crystallographic
orientation. Our setup, however, allows exploration and imaging of anisotropic hydrodynamic
flows in 3D crystals. By studying different geometries of such anisotropic materials, future work
will permit observations of non-classical fluid behavior such as steady-state vortices, coupling
of the fluid stress to vorticity and 3D Hall viscosity (36).
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Supplementary material for
Imaging phonon-mediated hydrodynamic flow in WTe2
with cryogenic quantum magnetometry
1 Scanning probe details & multiple pillar probe
Our magnetic sensing experiment is based on a diamond scanning probe with a Nitrogen va-
cancy (NV) defect close to its surface. The design and fabrication of our probes is presented in
detail in Ref. (1). However, our cryogenic setup requires a variation of this design which we
describe in this section.
Our scanning tip is glued to a standard quartz tuning fork, and monitoring of the tuning fork
frequency allows us to maintain constant height above our sample during the scan. Supplemen-
tary Fig. 1a shows the two legs of our tuning fork, and a quartz rod glued to one of the legs.
The quartz rod is itself glued to a diamond cube 50 µm thick, 50 µm wide, and 125 µm long. A
closeup of the diamond is shown in Supplementary Fig. 1b, and the 3 µm etched diamond pillar
can be seen. Our NV defect is located 20 nm away from the pillar edge. Notice that our tuning
fork is positioned horizontally, as opposed to the vertical position which is common in atomic
force microscopy (AFM) systems. This is due to size restrictions in our setup, imposed by the
short (700 µm) focal length of our objective.
In the configuration described above, our diamond tip is in contact with the measured sur-
face. This method was problematic for certain materials (including the WTe2 we measured),
as the tip was damaging the surface of the material during the scan. In addition, the material
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Figure 1: a An optical image of our scanning tip. A quartz rod is glued to the edge of one of
the prongs of a quartz tuning fork. A diamond cube of 50× 50× 125 µm is glued to the other
side of the rod. b A closeup image of the diamond cube, with a 3 µm etched pillar visible. This
pillar is used as our scanning probe, and an NV defect is located 20 nm away from the pillar
edge.
7 diamond pillars
20 µm
Sample
Scanning
pillar
Diamond
Contact
pillar
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θ
(a) (b)
Figure 2: a A schematic for multiple pillar sensing. The diamond is tilted at an angle θ (using
goniometric motors) so that one pillar is in contact with the substrate, while the scanning pillar
maintains a constant height above the sample without touching it. The angle θ control the height
of the NV probe above the sample. b An optical image of a multiple pillar scanning tip with
7 pillars. The extreme pillars are made to be thicker so they are optimized for durability in
contact, while the central pillars are optimized for NV sensing.
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accumulated on the tip itself, which reduced the optical contrast of the NV and hurt our mea-
surement. To overcome this problem, we fabricated diamond tips with several pillars so that
one pillar is used for AFM contact, while another is used for magnetic sensing. This technique
uses the angle control available in our setup due to goniometric motors (notice the motors label
φ and θ in Main text Fig. 1a), as by tuning the angle we can control which tip will be in contact
and the height of the scanning tip above the sample. Supplementary Fig. 2a shows a sketch of
our scanning method, where one pillar is in contact with the substrate (so it does not damage
the device), while another is used for scanning the sample. The angle θ of the diamond tip is
used to tune the height of the NV above the sample. Supplementary Fig. 2b shows an optical
image of such a multiple pillar diamond with 7 pillars in a row. The outer contact pillars are
made to be thicker (∼ 800 nm diameter on the edge) so they are optimized for durability on
contact. The central pillars are thin (300− 400 nm diameter in the middle) so they contain one
NV defect per pillar on average, and for optimal optical waveguiding.
2 Sample details
Single crystals of WTe2 were grown by excess Te-flux. In the typical synthesis, pieces of W
(Chempur, 99.95%) and Te (Alfa Aesar, 99.9999%) were weighed according to the stoichio-
metric ratio of W1.8Te98.2 (5 g) and kept in a quartz crucible. This crucible was vacuum sealed
inside a quartz tube. The reaction content was heated to 1050 ◦C at a rate of 100 ◦C/h in a
programmable muffle furnace. This temperature was maintained for 10 h to get a homogenous
molten phase, after which the temperature was lowered slowly to 750 ◦C at a rate of 1 ◦C/h. At
this temperature, excess molten flux was removed by centrifugation to obtain shiny plate-like
single crystals of WTe2. The total carrier density of the bulk sample was measured (at 2 K) to
be 1.4× 1020 cm−3. The average mobility is 2.5× 105 cm2/Vs.
We exfoliated WTe2 flakes and searched for elongated samples which maintain constant
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WTe2
contact (gold)
RF delivery line (gold) 10 µm
Figure 3: Optical image of the WTe2 sample used for the majority of the data in the manuscript,
including Main text Fig. 2, 3, and 4. The 100 µm long flake is contacted at its ends with gold
contacts. The path along which our magnetic field profiles were taken is shown in white. An
additional gold line nearby is used for delivery of RF power to manipulate the NV.
width along a segment, allowing us to assume uniform current flow in this segment. The chosen
flake was then transferred onto our quartz substrate. The flake was placed close to a gold line
used for delivery of a radio frequency (RF) signal, necessary for manipulating the states of
the NV. This RF signal required the use of an insulating substrate, as the conducting plane of
a typical Silicon substrate would screen the RF signal and prevent NV manipulation. After
placing the flake, we etched the edges using an argon ion mill and evaporated gold contacts
(without breaking vacuum).
Supplementary Fig. 3 shows an optical image of the WTe2 sample used for the experiments
shown in Main text Fig. 2-4. It is a 60 nm thick and 100 µm long flake. We scanned along a
1.7 µm wide profile in a uniform segment of the flake (see dashed white line). The gold scan
shown as a blue line in Main text Fig. 2b was taken on the gold contact shown to the right of
the sample in the image. The evaporated gold was also 60 nm thick to match the WTe2 flake
thickness.
3 Echo magnetometry
There are several ways to extract the magnetic field from the NV defect, and here we will
describe the method used in the paper, which utilizes the long coherence of the NV as a quantum
sensor.
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The NV electron spin is a spin-1 system, and its low energy state are the triplet states |−1〉 =
|↓↓〉, |0〉 = 1√
2
(|↑↓〉+ |↓↑〉), and |1〉 = |↑↑〉. The |0〉 is split in energy from |−1〉 and |1〉 by the
zero field splitting and |−1〉 and |1〉 are split by applying a bias magnetic field due to Zeeman
splitting. We apply an external bias field of 1650 G parallel to the NV axis, where the energy
splitting between the |−1〉 and |0〉 states is 1.7 GHz. This is the only transition used in our
experiment, and so the system can now be described as a qubit made of these two states.
An external magnetic field parallel to the NV axis shifts the frequency of our qubit by gµBB||
due to the Zeeman effect, where g ∼ 2 is the NV g-factor, µB is the Bohr magneton, and B||
is the applied parallel magnetic field. This shift is approximately 2.87 MHz/G. Measuring the
resonance frequency of the qubit allows us to infer the local parallel magnetic field.
This frequency is often measured by a continuous spectroscopy method (ESR) in which
the NV is probed with RF radiation at different frequencies to find the frequency at which the
NV is excited, leading to reduced red counts in the optical measurement. While this method is
simple, it has several drawbacks. The continuous drive can heat up the system being measured,
and lead to broadening of the resonance peak. Also, the contrast in this measurement is halved
as the states compared are |0〉 and an equal mixture of (|0〉 , |−1〉) as opposed to full contrast
between |0〉 and |−1〉. Another method is Ramsey interferometry, in which the qubit is placed
in a superposition state 1√
2
(|0〉+i |−1〉). This superposition evolves to acquire a phase 1√
2
(|0〉+
iei∆t |−1〉) due to the change ∆ in the qubit resonance frequency. A measurement of this phase
provides the shift in resonance frequency and therefore the magnetic field. This technique
requires pulsed control, and thus overcomes many of drawbacks of continuous spectroscopy.
The time over which we can acquire a phase is limited by the low frequency qubit coherence
time T ∗2 .
Pulsed manipulation of the qubit allows for more complicated sequences which cancel
the effect of low frequency noise, improving the qubit coherence time from T ∗2 to T2. In
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Figure 4: A schematic of our echo magnetometry experiment. The pulses applied are shown
below in sequence, and the Bloch sphere representation above shows the state of the qubit at
the corresponding place in the sequence. The red arrow indicates the current state of the qubit,
while the green line indicates the path it took on the Bloch sphere since the last step. A detailed
description of the sequence can be found in Section 3. For the last pi/2, there are four possible
rotations, and the Bloch sphere representation shows the pi/2 around the X-axis.
this experiment we used the simplest such sequence, the echo experiment, as shown in de-
tail in Supplementary Fig. 4. The qubit is initially prepared in the |0〉 state by illuminating
green light. Afterwards, an RF pulse is applied to perform a pi/2 pulse around the X-axis.
This places the qubit in the superposition state 1√
2
(|0〉 + i |−1〉). Then a current Itot is ap-
plied along the device for a duration τ/2. This current leads to a parallel magnetic field B||
and thus to a frequency shift ∆ = gµBB|| in the qubit resonance frequency shift. During
a time τ/2 a phase ϕ/2 = ∆τ/2 is acquired by the qubit, which is then left in the state
1√
2
(|0〉 + ieϕ/2 |−1〉). A pi pulse around the Y-axis is then applied on the qubit, leading to
the state 1√
2
(|−1〉 − ieϕ/2 |0〉) = 1√
2
(|0〉 + ie−ϕ/2 |−1〉). Note that the phase accumulated has
been reversed and so applying the same current again will lead to a cancellation of the acquired
phase. Instead we apply the opposite current, leading to an acquisition of an additional −ϕ/2
phase, leading to the state 1√
2
(|0〉+ ie−ϕ |−1〉). The phase has now been acquired and we need
to extract it. For this, we repeat this experiment with four different pulse options: pi/2 pulse
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around X-axis, pi/2 pulse around the Y-axis, −pi/2 pulse around the X-axis, and −pi/2 pulse
around the Y-axis. For each option we then measure the Z component of the qubit by applying
green laser light and collecting red photons. From the 4 measurements of probabilities to be in
the |−1〉 state collected after their respective pulses we can extract ϕ as:
ϕ = arctan
(
MXpi/2 −MX−pi/2
MY−pi/2 −MY pi/2
)
, (1)
where MXpi/2 is the measurement following the pi/2 pulse around X-axis and respectively for
the others. The different measurements allow us to cancel the effect of background counts and
focus only on the optical contrast due to the qubit state.
Note that this sequence is only useful for sensing alternating magnetic fields, where the field
frequency is equal to the echo frequency. This is useful in current measurement where we can
lock the application of current to the echo measurement, but is not useful for measuring static
magnetic fields due to magnetization.
As mentioned above, this measurement cancels low frequency noise and thus allows us to
acquire a signal up to τ = T2 as opposed to T ∗2 . The probe we used had long coherence time
T2 = 150 µs (and T ∗2 = 3 µs). However, as will be discussed in Section 6, our measurements
were taken at shorter times τ = 21 µs. This was chosen because we can afford to use relatively
high current, for which a longer integration time would lead to phase accumulation significantly
above 2pi - leading to ambiguity in the magnetic field as we can only determine the phase up to
2pi.
4 Magnetic noise estimations of the NV detector
The measurements that are shown in the main text had to be measured in exceptional signal-
to-noise ratio (SNR) in order to observe the slight changes over a small temperature range. In
order to achieve that, we made use of a combination of relatively high current (15 − 20 µA)
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together with our long echo time (≈20 µs). In this section we will try to estimate quantitatively
the SNR that we have in our measurements. The signal (in Counts/s) is given by:
Signal = ∆φ·C·F ·T ·NAvg, (2)
where ∆φ is the accumulated phase in the echo experiment, C is the contrast, F is the fluo-
rescence of the NV in Counts/s , T is the avalanche photo-diode (APD) acquisition time, and
NAvg is the number of averages per second. The noise in the system is assumed to be only shot
noise:
Noise =
√
F ·T ·NAvg. (3)
We want to calculate the sensitivity per second, assuming a SNR of 1:
Signal
Noise
= 1 = ∆φ·C·
√
F ·T ·√NAvg (4)
From that we can extract the minimal ∆φ:
∆φ =
1
C·√F ·T ·
1√
NAvg
(5)
In order to estimate the smallest magnetic field, we need to convert phase to field via:
∆B = ∆φ· 1
2piγ
·1
τ
, (6)
where ∆B is the magnetic field, τ is the spin-echo time, and γ = g·µB = 2.87 MHzGauss where g is
the g-factor and µB is the permeability of the vacuum. From that we get:
∆B =
1
2piγ·C√F ·T ·
1
τ
· 1√
NAvg
(7)
To estimate the magnetic noise, we can approximate (by ignoring overheads and assuming long
enough τ ) NAvg≈ 1τ (where we assume the total time spent measuring is 1 s). From that we get:
Bnoise≈ 1
2piγ·C√F ·T ·
1√
τ
(8)
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In our NV center C = 0.15 , F = 120·103 Counts/s , T = 300 ns, and for our experiments in
the main text τ = 21.2 µs. From these values we can estimate the magnetic field noise level:
Bnoise = 43
nT√
Hz
(9)
By comparing to theory, we empirically estimate of the noise in the magnetic field profile of the
gold contact in Main text Fig. 2 and get:
Bnoise = 104
nT√
Hz
(10)
The additional noise can be attributed to mechanical noise and other overheads. In our mea-
surements, in order to reduce the noise even further we were averaging over 10 s which gives
a noise of ∆B≈13 nT. Together with a signal of ∼5 µT (peak to peak in Main text Fig. 2b
without normalization) we get an estimate of the SNR of:
Signal
Noise
≈ 384 (11)
We also want to extract from this magnetic noise the minimal current density that is possible
to detect using our probe. Assuming a simple rectangular current profile, we can use the Bz
profile from Main text Fig. 2b, where we applied ∼13 µA when the device width is 1.7 µm and
got ∼5 µT peak to peak. To achieve a SNR of 1 for a 10 s measurement, we get the minimal
current density:
∆J ≈ 20 nA
µm
(12)
By taking advantage of our long T2 and measuring for 150 µs echo time, we are able to decrease
this number even more and get:
∆J ≈ 7.3 nA
µm
(13)
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Figure 5: Rabi frequency measured as a function of the position along y direction while keeping
the x position along the center of the device. The peak is indicated by dashed line and measured
2.7 µm away another dashed line indicates the position in which we performed the x scan (the
scan in figure 3 of the main text).
5 Finding the same line-cut at different temperatures
In Main text Fig. 3 we have shown a dependence of the current profile on temperature. Due
to mechanical deformations (thermal expansion) of the scanning system at different tempera-
tures, we had to determine the exact location along the device to perform the scan for every
temperature. We first used our optical microscope to determine the position roughly (up to a
few microns). Following that, we performed a scan along the device (Inset, Supplementary
Fig. 5) while keeping the tip at the center of the device. A point along the device happened
to have a strong distortion of the current which manifested as a peak in the Rabi frequency at
this point. In Supplementary Fig. 5 the measured Rabi frequency as a function of position is
shown and a clear peak is visible at around Y = 0 µm. The peak serves as a marker, and for
each temperature we performed our scan at the same distance (2.7 µm) from the peak (dashed
vertical lines Supplementary Fig. 5). Using this technique, we were able to verify the location
along the device for every current profile scan in Main text Fig. 3.
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Figure 6: Reconstructed magnetic field Bx as a function of the position along the device, taken
for two different current amplitudes. The red curve corresponds to a scan with a current of
19 µA and measured with an echo time of 86 µs. The blue curve corresponds to a scan with
current of 4.6 µA and measured with an echo time of 86 µs. Both measurements were taken at
12 K.
6 Flow profile dependence on current
The bias applied on the WTe2 that was used throughout the paper was chosen to be small
enough that it is in the linear response regime yet large enough that the signal to noise ratio
is maximized. In order to verify linear response, we performed two scans with two different
currents, one scan with relatively high current (19 µA) and one scan with relatively low current
(4.7 µA). Importantly, to preserve the signal to noise ratio, we performed the two scans with
different corresponding echo times to accumulate the same final phase (see Section 3 for details
on AC magnetometry). For the high current scan, we used a 21 µs phase accumulation time and
for the low current scan we used 86 µs (which is the same ratio between the current amplitudes).
As a result, the low current scan was 4 times longer.
The results can be seen in Supplementary Fig. 6, as two Bx magnetic field profiles are
shown. The blue one was taken with high current and the red with low current. As can be
clearly seen, the difference between the two curves is very small which means that indeed we
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are in the linear response regime. So, in order to maximize signal to noise ratio and to avoid
drifts of the mechanical scanning system over long scanning times we used the high current
19 µA and 21 µs echo time throughout the paper.
7 Fourier magnetic field reconstruction
The energy splitting of the NV electron spin states are sensitive to the component of the mag-
netic field parallel to the NV axis. However, under certain conditions we can extract the full
magnetic field vector from such a measurement (2–4). This allowed us to reconstruct the Bx
component of the magnetic field, as shown in Main text Figs. 2c and 3.
The NV used in our experiment was oriented in the y-z plane. As the current flows along the
y-axis, only the z-axis magnetic field component Bz contributes field parallel to our NV. Thus,
our NV directly measures Bz as we scan above the sample, up to a factor of 1/
√
3 due to the
angle of the NV in the y-z plane.
We measure the magnetic field in a plane above the sample. Assuming all sources of mag-
netic field are below our plane, for the magnetic field in the plane we can assume source-free
magnetism: ∇ · ~B = 0 and ∇× ~B = 0. These additional equations allow us to extract the full
vector ~B from a single component. The full derivation is covered in the previous references, and
here we focus on the special case of extractingBx fromBz which was used in our measurement.
The equations then reduce to the simple form:
bx(kx, ky, z) = −i kx√
k2x + k
2
y
bz(kx, ky, z) (14)
where kx, ky are the x and y components of the planar wave vector, and bx/z(kx, ky, z) =∫∞
−∞
∫∞
−∞Bx/z(x, y, z)e
−i(kxx+kyy)dxdy is the 2D Fourier transform of Bx/z on the plane. Thus,
in Fourier space Bx and Bz are related by a simple factor, allowing us to extract the perpendic-
ular Bx component of the magnetic field.
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For our analysis, we used the profile measured along the 1D path (x-axis) above the sample,
and assumed the magnetic field pattern was constant along the y-axis. Note that in Main text Fig.
2b, the magnetic field is still finite at the edge of our scanning window. As the Fourier integral
required the field on the entire plane, this was problematic for the reconstruction. To improve
our analysis, we extrapolated both edges of our scan with fits to 1/x tails before applying the
reconstruction.
8 Electron hydrodynamics overview: Nomenclature, regimes
and relevant derivations
At high temperatures, electron transport is usually resistive. This is in large part due to the
numerous momentum-relaxing scattering events, the microscopics of which are discussed be-
low. Macroscopically, this leads to the well-known constitutive relation known as Ohm’s ‘law’,
and can be described within the Drude theory of metals. At very low temperatures the elec-
tron mean-free path, the average distance electrons travel in between scattering events, can
exceed the geometry’s length scale leading to ballistic behavior. In certain materials, there ex-
ists a collective-transport regime in between these two limits whereby mean free paths are low,
suggesting numerous scattering events, but momentum is on-average conserved following scat-
tering. This collective-transport behavior is commonly referred to as hydrodynamic flow due to
the resemblance of the resulting flow signatures to classical hydrodynamics. While experimen-
tally these transport regimes are observed as a function of temperature, a more natural choice for
non-dimensional independent variables is the ratio of the momentum-relaxing and momentum-
conserving mean free paths to the geometry’s length scale (lmr(T )/W , lmc(T )/W ). Note that
these depend implicitly on temperature.
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8.1 Electronic Boltzmann transport equation
In the absence of momentum-conserving scattering, the steady-state evolution of non-equilibrium
electron distribution functions is given, at the relaxation time approximation (RTA) level, by:
vs · ∇rf(s, r) + eE · ∇sf(s, r) = −f(s, r)− f¯(s)
τmrs
, (15)
where f(s, r) is the non-equilibrium distribution of electrons around position r with state label
s (encapsulating the wavevector k and band index n). Non-equilibrium electrons are allowed to
drift in space with a particular group velocity, vs, as a result of an external forcing term, where
e is the electron charge and E is an externally-applied electric field. These drifting electrons
undergo momentum-relaxing events with an lifetime, τmrs , which acts to returns them towards
an equilibrium distribution f¯(s).
We investigate the flow signatures eq. 15 permits in a two-dimensional channel, making the
common assumption of a circular Fermi surface (5). Due to translational invariance along the
channel, eq. 15 simplifies to read1:
vy∂yF (y, θ)− eExvx = −F (y, θ)− 〈F (y)〉θ
τmr
(16)
sin(θ)∂yF (y, θ) +
F (y, θ)
lmr
= eEx cos(θ), (17)
where we have introduced the linearized electron deviation, F (y, θ), via f(y, θ) ≈ f0−
(
∂f0
∂
)
F (y, θ),
and used v = vF
(
cos(θ)
sin(θ)
)
, 〈F (y)〉θ = 0, and lmr = τmrvF , where vF is the Fermi velocity, in
simplifying the last line. Finally, since eq. 17 is linear, we seek normalized solutions of the
form: F (y, θ) = eEx cos(θ) leff (y, θ) by solving:
sin(θ)∂y leff (y, θ) +
leff (y, θ)
lmr
= 1, (18)
1Note that this section uses a different convention from the main text, with the channel current flowing along
the xˆ direction
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This allows a natural definition for an ‘average’ mean free path l˜eff (y), which is directly pro-
portional to current density, jx(y):
l˜eff (y) =
∫ 2pi
0
dθ
pi
cos2(θ)leff (y, θ) (19)
jx(y) =
(
m
pih¯2
)
EF e
2 Ex
mvF
l˜eff (y) (20)
Equation 18 can be readily solved using appropriate boundary conditions, which we take to be
completely diffuse, i.e.
∀θ ∈ [0, pi) leff (−W/2, θ) = 0 (21)
∀θ ∈ [pi, 2pi) leff (W/2, θ) = 0, (22)
where W is the channel width.
8.2 Ballistic to diffusive transition: ‘Knudsen’ picture
Supplementary Fig. 7a plots the solution to eq. 20 for various values of the first non-dimensional
parameter, namely lmr/W . It is instructive to identify the two limits. As limlmr/W→0, i.e. the
electrons undergo multiple momentum-relaxing scattering events before reaching the edge of
the geometry, we recover a uniform ‘Ohmic’ profile, with zero current density at the boundaries.
At the other extreme, as limlmr/W→∞, i.e. electrons reach the edge of the geometry without
undergoing any scattering, we recover the (essentially) uniform ‘Knudsen’ profile, with nonzero
current density at the boundaries. In between the two limits, we observe a non-diffusive current
profile, which peaks when lmr ∼ W . Note that, in contrast with the ‘Gurhzi’ flows described
below, the current density remains nonzero at the boundary.
8.3 Hydrodynamic to diffusive transition: ‘Gurzhi’ picture
Before introducing momentum-conserving terms in our electronic BTE, it is instructive to ap-
proach the problem from the opposite direction, i.e. introduce momentum-relaxing terms to a
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pure hydrodynamic solution. To this end, our starting point is the electronic Stokes equation:
−ν∂2y jx(y) + τ−1mr jx(y) =
ne2Ex
m
, (23)
where ν = lmcvF is an effective electron viscosity, n is the carrier density, and m is the elec-
tron effective mass. Using the (stricter) no-slip boundary conditions, i.e. jx(±W/2) = 0, the
solution to eq. 23 is given by:
jx(y) =
e2lmr
h¯
√
n
pi
Ex
(
1− cosh(x/D)
cosh(W/2D)
)
(24)
=
Itotal
W − 2D tanh(W/2D)
(
1− cosh(x/D)
cosh(W/2D)
)
, (25)
where D =
√
lmclmr is the geometric average of the momentum-conserving and momentum-
relaxing mean free paths called the ‘Gurzhi’ length, and we have normalized all the physical
constants with the total current, Itotal.
Supplementary Fig. 7b plots the solution to eq. 23 for various values of the non-dimensional
parameterD/W . As in the ‘Knudsen’ case, as limD/W→0 we recover a uniform ‘Ohmic’ profile,
with jx(y) = ItotalW . By contrast, as limD/W→∞ we instead recover a fully parabolic ‘Poiseuille’
profile, with jx(y) =
3Itotal(1−4y2)
2W
. Note that, by virtue of our stringent boundary conditions, all
solutions exhibit zero current density at the boundary and the peak current is monotonically in-
creasing as D/W increases. Both these observations are in stark contrast with our experimental
observations, and thus we turn back to the electronic BTE.
8.4 Momentum-conserving BTE
We seek to add additional scattering terms to eq. 18, which on-average conserve momentum:∫ 2pi
0
dθvx
∂leff (y, θ)
∂t
∣∣∣∣
mc
= 0 (26)
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Figure 7: a Normalized current density solutions to the momentum-relaxing electronic BTE as a
function of lmr/W , the value of which is denoted by color. The profiles transition from uniform
diffusive flow (at low lmr/W ), to non-diffusive flow (at lmr ∼ W ), to ballistic ‘Knudsen‘
flow (at high lmr/W ). This is quantified by the curvature of the current (inset), peaking at
0.25. b Normalized current density solutions to the electronic Stokes as a function of D/W .
The profiles transition monotonically from uniform diffusive flow (at low D/W ), to parabolic
‘Poiseuille’ flow (at high D/W ). c Comparison of experimental profiles with the ab initio
profiles afforded within the ‘Knudsen‘ picture, showing poorer agreement as compared to Main
Fig. 4c.
The simplest possible such term is given by (5):
sin(θ)∂y leff (y, θ) +
leff (y, θ)
lmr
= 1 +
(
− leff
lmc
+
l˜eff
lmc
)
(27)
sin(θ)∂y leff (y, θ) +
leff (y, θ)
l
= 1 +
l˜eff
lmc
, (28)
where the first additional term ‘depopulates’ electrons according to an average mean free path
lmc and the second term enforces these electrons are redistributed appropriately to conserve
momentum. In the last line, we use Mathhiessen’s rule l−1 = l−1mc + l
−1
mr to combine the mean
free path terms. Note that the presence of l˜eff in eq. 28 makes our equation integro-differential.
We solve this using both an iterative and an integral solver, to avoid numerical instabilities of
each method. In particular, eq. 28 can be transformed to a Fredholm integral equation of the 2nd
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kind (5):
l˜eff (y)− 1
lmc
∫ W/2
−W/2
dy′K(y, y′)l˜eff (y′) = l˜
(0)
eff (y) (29)
l˜
(0)
eff (y) = l −
2l
pi
∫ pi/2
0
dφ cos2(φ)
{
exp
(
−W/2 + y
l sin(φ)
)
+ exp
(
−W/2− y
l sin(φ)
)}
(30)
K(y, y′) :=
2
pi
∫ pi/2
0
dφ
cos2(φ)
sin(φ)
exp
(
−|y − y
′|
l sin(φ)
)
(31)
To ensure numerical stability across a wide range of lmr(mc)/W , we solve this using the modified
quadrature method (6).
8.5 Experimental comparison against ‘Knudsen’ picture
Since the purely ballistic ‘Knudsen’ picture also permits non-diffusive flows which can exhibit
non-monotonic curvature behavior, we compare the experimental results using eq. 20. This is
shown in Supplementary Fig. 7c, which should be compared with Main Fig. 4c. First, note that
the temperature peak is slightly shifted from ∼ 15K to ∼ 20K. Second, the non-monotonic
temperature dependence requires substantially purer samples. Finally, we note that the experi-
mental profiles are more curved than the maximum curvature afforded by the ‘Knudsen‘ picture.
8.6 Current density profiles quantification
The solutions to eqs. 20 and 28, as well as our spatial resolved measurements yield the current
density as a function of position. In Main Fig.4, we summarize our results on a two-dimensional
phase diagram, quantifying the profiles using a scalar metric. In this section, we discuss the
various choices for scalar metrics and their slight differences. Supplementary Fig. 8a plots the
current density’s curvature as a function of lmc(mr)/W . While this is a natural choice, which
is by construction normalized, we do not have direct access to the current density from our
experiments. Also note that the current density exhibits a sharp transition between the ‘porous’
(bottom left) and hydrodynamic regimes (top left), making their differentiation challenging. By
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Figure 8: a Current density curvature phase diagram for various values of lmc(mr)/W . Inset
shows the two curvature bounds for diffusive and parabolic flows respectively. b Normalized
Bx peak value phase diagram for various values of lmc(mr)/W . Inset shows the Bx profiles for
diffusive and parabolic flows, which acts as our normalizing lower and upper bounds respec-
tively. Note how the Bx profile for diffusive flow is not flat, due to the finite height of the NV
above the sample. c Normalized Bz extremum position phase diagram for various values of
lmc(mr)/W . Inset shows the Bz profiles for diffusive and parabolic flows, which acts as our
normalizing lower and upper bounds respectively. Note that for diffusive flow the Bz extrema
positions align with the sample edge, and move inwards for curved profiles.
contrast, our measurements are sensitive to the magnetic field induced by this current density
above the sample, and we plot the Bx and Bz components in Supplementary Fig. 8b-c respec-
tively. The two metrics are very similar, but we prefer to use the normalized peak value of the
Bx profile since its connection to the current density is more intuitive.
8.7 Electrical conductivity
Finally, a physical scalar representation of the current density, available using transport mea-
surements, is the conductivity in the channel given by:
σ =
ne2
m∗vF
∫ W/2
−W/2
dy
W
l˜eff (y) =
ne2
m∗vF
Leff , (32)
where Leff is the overall effective mean free path (5). Supplementary Fig. 9a plots Leff/W
for various values of lmr(mc)/W , with the ab initio trajectories overlaid as arrows. This indeed
allows for non-monotonic behavior, highlighted by the 1D-cuts at fixed values of lmr/W in Sup-
plementary Fig. 9b. While transport measurements of conductivity can in principle extract the
19
(a) (b) (c)
Figure 9: a Overall effective mean free path for various values of lmr(mc)/W . Note the density
plot is clipped at Leff/W = 5, to emphasize the regions of interest. Overlaid arrows represent
ab initio trajectories. b One-dimensional cuts of (a) for fixed values of lmr/W , illustrating
the possibility of non-monotonicity. c ab initio extracted conductivity, showing monotonic
temperature dependence.
non-monotonicity we observe in our spatially-resolved measurements, their dynamical range is
different and in-fact our particular sample the non-monotonicity would not be observed. This
is highlighted in Supplementary Fig. 9c, which further illustrates the importance of spatially-
resolved measurements and theory.
9 Ab initio calculations
9.1 Scattering mechanisms
WTe2 is a semimetal with considerable density of states at the Fermi level, where the electrons
mainly scatter against other electrons and phonons. Here we consider four microscopic elec-
tron scattering events in WTe2: the momentum conserving electron-electron (e-e) scattering
mediated by Coulomb screening (τWee ) and by a phonon (τ
PH
ee ), plus the momentum relaxing
electron-phonon (e-ph) scattering (τeph) and electron-impurity (e-imp) scattering (τimp) (Fig. 4,
main text). Details of the methodology can be found in earlier work (7–11) and a similar study
on type-II Weyl semimetal WP2 has successfully revealed the electron scattering microscop-
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ics (10).
Electron-phonon scattering. For an electron with energy εnk (with n band index and k
wavevector) scattered by a phonon of energy ωqν (with q the momentum and ν the branch
index), the electron final state has momentum of k+q and energy of εmk+q (with m the new
band index). The electron-phonon scattering time (τeph) can be obtained from the electron self
energy by Fermi’s golden rule following
τ−1eph(nk) =
2pi
h¯
∑
mν
∫
BZ
dq
ΩBZ
|gmn,ν(k,q)|2 × [(nqν + 1
2
∓ 1
2
)δ(εnk ∓ ωqν − εmk+q)], (33)
where ΩBZ is the Brillouin zone volume, fnk and nqν are the Fermi-Dirac and Bose-Einstein
distribution functions, respectively. The e-ph matrix element for a scattering vertex is given by
gmn,ν(k,q) =
(
h¯
2m0ωqν
)1/2
〈ψmk+q|∂qνV |ψnk〉. (34)
Here 〈ψmk+q| and |ψnk〉 are Bloch eigenstates and ∂qνV is the perturbation of the self-consistent
potential with respect to ion displacement associated with a phonon branch with frequency ωqν .
The momentum-relaxing electron scattering rates are evaluated by accounting for the change in
momentum between final and initial states based on their relative scattering angle following
(
τmreph(nk)
)−1
=
2pi
h¯
∑
mν
∫
BZ
dq
ΩBZ
|gmn,ν(k,q)|2 ×
(
1− vnk · vnk|vnk||vnk|
)
(35)
× [(nqν + 1
2
∓ 1
2
)δ(εnk ∓ ωqν − εmk+q)],
where vnk is the group velocity.
We calculate the temperature dependent momentum relaxing τmreph by taking a Fermi-surface
average weighted by |vnk|2 and the energy derivative of the Fermi occupation for transport
properties following
τmreph =
∫
BZ
dk
(2pi)3
∑
n
∂fnk
∂εnk
|vnk|2τmreph(nk)∫
BZ
dk
(2pi)3
∑
n
∂fnk
∂εnk
|vnk|2
. (36)
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Phonon mediated electron-electron scattering. The electron-electron scattering rate medi-
ated by a virtual phonon can be estimated within the random phase approximation by
(τPHee )
−1 =
pih¯2
2kBTg(εF )
∑
ν
∫
ΩBZdq
(2pi)3
G2qν ×
∫ +∞
−∞
ω2dω
|ω¯qν − ω|2sinh2 h¯ω2kBT
. (37)
Here, g(εF ) is the density of states at the Fermi level, and ω¯qν = ωqν(1 + ipiGqν) is the complex
phonon frequency corrected by the phonon-electron scattering linewidth. Each phonon mode is
weighed within the Eliashberg spectral function by
Gqν =
∑
mn
∫
ΩBZdk
(2pi)3
|gmn,ν(k,q)|2δ(εnk − εF )δ(εmk+q − εF ). (38)
Coulomb screening mediated electron-electron scattering. The Coulomb mediated electron-
electron scattering rate is obtained by the imaginary part of the quasiparticle self energy at each
momentum and state (ImΣnk(nk)) as
τ−1ee (nk) =
2pi
h¯
∫
BZ
dk′
(2pi)3
∑
n′
∑
GG′
ρ˜n′k′,nk(G)ρ˜∗n′k′,nk(G
′)× 4pie
2
|k′ − k + G|2 Im[
−1
GG′(k
′−k, εn,k−εn′k′)],
(39)
where ρ˜n′k′,nk(G) is the plane wave expansion of the product density
∑
σ u
σ∗
n′k′(r)u
σ
nk(r) of the
Bloch functions with reciprocal lattice vectors G, and −1GG′(k
′−k, εn,k−εn′k′) is the microscopic
dielectric function in a plane wave basis calculated within the random phase approximation.
We then utilize the analytical relation of τee with dependence on temperature according to
the conventional Fermi-liquid theory since WTe2 has a considerable density of states at εF .
There, the electron-electron scattering rate grows quadratically away from the Fermi energy
and with temperature as
τ−1ee (ε, T ) ≈
De
h¯
[(ε− εF )2 + (pikBT )2]. (40)
We obtain τ−1ee by fitting all the self energies in the entire Brillouin zone for all energy bands at
298 K, extracting De and then adding the temperature dependence (7).
22
Finally, taking into account the impurity scattering, the overall momentum relaxing mean
free path (lmr) and momentum conserving mean free path (lmc) are estimated by Matthiessens
rule,
lmr =
vF
(τmreph)
−1 + (τimp)−1
(41)
lmc =
vF
(τPHee )
−1 + (τWee )−1
,
with vF being the Fermi surface averaged velocity and τimp the impurity scattering time that
does not have temperature dependence but varies in different samples.
9.2 Computational details
The ab initio calculations were performed with the open source density functional theory (DFT)
code JDFTx (12). First we fully relaxed the Td-WTe2 (Fig. 1c, main text) using fully relativis-
tic Perdew-Burke-Ernzerhof pseudopotentials (13–15) and Grimme’s D-2 van der Waals ap-
proach (16). A kinetic cutoff energy of 40 Ha was used along with a 14×7×4 Gamma-centered
k-mesh, and a Fermi-Dirac smearing of 0.01 Ha for the Brillouin zone integration. Both the lat-
tice constants and the ion positions were relaxed until the forces on all atoms were less than
10−8 Ha/Bohr. The relaxed lattice constants were found to be a = 3.46 A˚, b = 6.20 A˚, and
c = 13.09 A˚, respectively. To compute the e-ph scattering time, we performed frozen phonon
calculations in a 1 × 1 × 1 supercell, and obtained 88 maximally localized Wannier functions
(MLWFs) by projecting the plane-wave bandstructure to W d and Te p orbitals, which allowed
us to converge the electron scattering calculation on a much finer 112×56×32 (224×112×64)
k′ and q grid for T > (<)20 K. τPHee was collected on 56 irreducible q points in the Brillouin
zone. For e-e scattering, we reduced the k-mesh to 6 × 3 × 2 due to the computational cost,
for which we verified the electronic structure. A dielectric matrix cutoff of 120 eV was used to
include enough empty states, with a energy resolution of 0.01 eV.
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Further, since the electronic structure of Td-WTe2 is known to be sensitive to lattice strain (17),
the Weyl semimetal phase (WSM) was realized by confining the lattice constants to a = 3.48 A˚,
b = 6.25 A˚, and c = 14.02 A˚. Here we employed fully relativistic Perdew-Wang (18) pseu-
dopotentials with the same settings as described earlier to obtain stable phonons. An extensive
comparison between the Relaxed phase and WSM phase is shown in Sec. 10.
10 Relaxed phase vs. Weyl semimetal phase
As mentioned in the previous section, the WSM phase has ∼ 7 % tensile strain along the
stacking zˆ axis. The phonon modes only show slight softening along the Γ − Z direction
compared to the relaxed structure, without significant difference overall. However, the relaxed
phase has much more dispersive electronic structure along Γ − Z direction due to a shorter
distance between the van der Waals layers (Supplementary Fig. 10(a) and (c)). Consequently,
the Fermi energy cuts through these bands, leading to a slightly more ‘metallic’ behavior in
the relaxed phase. One may expect leaving a larger hole pocket (Supplementary Fig. 10(b) and
(d)). However, when we examine the spatially resolved momentum relaxing electron-phonon
lifetimes on the Fermi surface in these two structures, the WSM phase features longer-lived
electrons than the relaxed phase.
To better understand their hydrodynamic behavior, we performed the same numerical calcu-
lation with ab initio τee, τPHee , and τeph. We found that while τmr does not show predominant dis-
tinction, τee is greatly decreased in the WSM phase. As a result, the non-monotonic temperature
dependence of the resulting current density profiles peaks at ∼ 8K, as shown in Supplementary
Fig. 11.
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Figure 10: Electronic bandstructures and Fermi surfaces for relaxed (a-b) and WSM (c-d) WTe2
phases. In (b) and (d) we show the electron-phonon lifetimes at 28 K projected onto the Fermi
surfaces to highlight the anisotropic feature.
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Figure 11: Ab initio current density curvature solutions as a function of temperature for the
Weyl semimetal phase. Note, the peak occurs at a lower temperature, and the curvature values
are significantly higher than those observed experimentally.
11 Discussion on high temperature deviations between pre-
dicted behavior and experimental observations
As shown in Main Figs. 3,4, the experimental observations above ∼ 40K deviate significantly
from the predicted behavior. While the theoretical predictions admit almost entirely diffusive
profiles, experimentally we observe curved profiles. In this section, we expand on possible
causes for this discrepancy, which can be attributed to approximations made by the theory and
experimental uncertainties. First, oxidation effects in the WTe2 flake result in a non-uniform
distribution of impurities, which in turn suggests a position-dependent mean free path. It is
instructive to consider the extreme case in which such impurities permit no current density
at the edges, effectively reducing the sample width, artificially suggesting enhanced flow in
the center. Allowing for ∼ 10% change in the effective width, for example, accounts for the
discrepancy at 90 K. Similarly, while the theoretical model assumes an infinite two-dimensional
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ribbon, the sample has both finite length (∼ 100 µm) and finite thickness (∼ 50 nm). Since the
electron mean free paths (Main Fig. 4a) are of the same order as the sample thickness, this will
result in a transition between ‘Knudsen’ and ‘Poiseuille’ flow along the zˆ direction, modifying
the profiles along the xˆ direction. Finally, since our sample is a thin WTe2 flake exfoliated on a
quartz substrate, the phonon spectrum will likely be modified away from that of the bulk crystal.
Furthermore, considering the entire WTe2 phonon spectrum (< 250cm−1) is contained within
the quartz phonon spectrum, bulk phonons from the WTe2 can scatter into the substrate with
little interface resistance, thus providing another competing scattering mechanism.
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