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In the last decade, in a series of papers by Massera and Schaffer, continued 
later by Schaffer, an extensive study of dichotomies for first-order linear 
differential equations was conducted, the results and techniques of which 
were extended by Hartman to the case of higher-order differential equations. 
Recently, Coflinan and Schaffer [I] showed that very similar results hold 
for linear difference equations on the positive integers. With the exception 
of this last paper, most of the work has appeared in Refs. [5] and [6]. This 
paper generalizes at least in part the known results to the case of linear 
functional-differential equations on [0, 00). 
In order to avoid lengthy repetitions of well-known definitions, results, and 
notational conventions, it is assumed that the reader is acquainted with 
Ref. [5, Chapter XIII, Part I] and, for the notion and properties of X-splittings, 
with Refs. [l, Introduction and 6, pp. 6-181. 
1. GENERALITIES 
In this paper we shall consider equations of the type 
and 
q, 0) = y, [&qc s)l x(4 s), (1.2) 
for t > 0, h a given fixed positive number, A(t, s) an n x n matrix function, 
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d,A(t, s) being the Lebesgue-Stieltjes measure with respect to s generated by 
A(t, s) for fixed t, andf : [0, co) + [w” (or P). We shall assume in the sequel 
that fe L(P), i.e., ,f is locally integrable in [0, 30) and that A(t, s) always 
satisfies the conditions: 
(a) A(t, s) is defined for all (t, s) E [0, co) x [--h, 0] with the possible 
exception of sets of the form (to, s), to fixed, s E E---h, 0] and such that the 
Lebesgue measure of the set of to’s for which it is not defined is zero; 
(b) For all fixed s E [--h, 01, the elements of A(t, s) are functions 
measurable on [0, ,co) and integrable on bounded intervals; 
(c) For all t for which it is defined, A(t, s) is of bounded variation as a 
function of s and Jyh 11 d&t, s)il E L. 
For E > 0, let W(C) be the Banach space of continuous functions from 
[--h - l , 0] to @” with the topology of uniform convergence. Let IV,, be the 
imbedding of W(O) in B’(C) obtained by extending the definition of the func- 
tions q of W(0) to be identically equal to +--h) on [--h - E, -Jr]. It is 
clear that IV, is a subspace of W(E). 11 ‘p ]IC will denote the norm in W(C). 
Let L(W(E)) be the space of strongly measurable, locally (Bochner) 
integrable functions from [0, co) to IV(E), i.e., t + x(t, .) E W(E). In the 
sequel /I x(t, s)ll will indicate the Euclidean length of the 43” vector x(t, s) and 
W will indicate the space W(0). 
LEMMA 1.1. Let x(t, .) E L(W) such that 
(i) x(t, s) is continuous on 0 < t < co for aZZ$xed s E [-h, 01; 
(ii) 11 x(t, .)]I0 is ImiformZy bounded on compact intervak in [0, 1x)). 
Then the function g(t) defined by 
g(t) = f, WAt, 41 46 4 
exists almost everywhere in [0, co) and g E L. 
Proof. The argument is straightforward and will be left to the reader. 
DEFINITION 1.1. Let f E L(C) and v E W be given. A function x(t, .) is 
said to be a solution of Eq. (1.1) with initial function q E W at t = 0 if there 
is a number T > 0 such that: 
(i) for each t E [0, T], x(t, .) is defined and x(t, .) E w, 
(ii) x(0, .) = v; 
(iii) x(t, s) = x(t + s, 0) for all t E [0, T], s E [-h, 0] and t + s > 0; 
(iv) x(t, 0) is absolutely continuous in [0, T] and satisfies Eq. (1.1) 
almost everywhere in [0, TJ. 
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This definition is essentially the same as that in Ref. [3, p. 2921. Existence 
and uniqueness theorems for functional-differential equations can be found 
in various references (see, e.g., [2]). F or completeness, however, we state 
such a theorem for the case at hand. First, it is clear that, for given functions 
v E W and f E L(P), the functional-integral equation 
is equivalent to Eq. (1.1) with the given initial datum. 
THEOREM 1.1. Let A(t, s), q E W and f E L(F) be given. Then Eq. (1.3) 
has a unique solution x(t, *) defined for all t > 0. 
Since existence and uniqueness of solutions holds only “to the right” 
of a given t > 0, we shall have to consider solutions of Eq. (1.1) which 
start at some t > 0. More generally, for a given p 3 0, we define a p-solution 
x of Eq. (1.1) with initial datum 9 E W to be a solution of the Eq. (1.1) 
defined for t > p and such that x(p, .) = q. Furthermore, it is clear that each 
p-solution x of Eq. (1. l), according to Definition 1.1, can also be considered 
in such a way that x(t, s) is defined for s E [-h - E, 0] by x(t, s) = x(t + s, 0) 
and x(p, .) E W, . 
LEMMA 1.2. Let p > 0, x a p-solution of Eq. (1.1) with initial datum 
x(p, .). Then,,for any E 3 0 and t 2 t, + E > t, 3 p, 
II 44 *II, < (II x(4l 9 *>llo + II0 IIfMl du) exp (/io/“, II Mu, s)ll du). (1.4) 
Proof. From Eq. (1.3) we have, for t > t, > p, 
II x(t> O)ll < II x(t, > -No + 11, II x(u, -II,, I”, II 44u, 41 du + 1:. Ilf (411 da 
A simple monotonicity argument, followed by an application of Gronwall’s 
inequality gives that 
II 44 -No G (II 44l 3 *>IIo + sIo Ilf Ml du) exp (11, Jy, II dJ(u, s>ll du) 
for t > t, 3 p. Monotonicity in t of the right hand side gives Ineq. (1.4). 
Remark 1 .I. It is clear that Ineq. (1.4) is not valid, in general, with 
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11 ~(t, , *)/la replaced by I/ ~(t, , O)i/. Furthermore, Ineq. (1.4) with t and to 
interchanged, whose analogue is valid for ordinary differential equations 
(see Ref. [5; Chapter IV, p. 54]), d oes not hold in the present case since it is 
possible to have solutions of Eq. (1.2) that vanish for t large without vanishing 
identically. 
DEFINITION 1.2. Let F be any Y-space and let p be a nonnegative number. 
The space pF is the space obtained by restricting the elements of F to [p, 00). 
For each x E pF, the norm 1 x IpF is defined by I x IpF = / x[~,~)x iF , where x 
is the characteristic function. 
In the sequel B and D will always denote Banach spaces in Y. 
DEFINITION 1.3. Let B, D, p > 0 and E 3 0 be given. We say that the 
pair PP)), PAWN or, more briefly (B, pD(c)), [(B, pD) when c = 0] 
is admissible for Eq. (1. l), or for A( ., ^ ), if for each f E B(P) there exists a 
function x E pD( W(E)) such that x(p, .) E W,, and x is a p-solution of Eq. (1.1). 
We shall also say that x is a pD(e)-solution of Eq. (1.1). 
LEMMA 1.3. Let p > 0, O< cl < E. (B, pD(.~i)) is admissiblefor Eq. (1.1) 
if and only if (B,~D(E)) is admissible for Eq. (1.1). 
Proof. It clearly suffices to prove the lemma with l 1 = 0. The ‘if’ part 
follows from the inequality /[ x(t, .)I\,, < (I x(t, .)llc , valid for t > p > 0 for 
any p-solution x of Eq. (1.1). T o p rove the converse, let x E pD be a solution of 
(1.1). Define 5 by 
qt, s) = x(t + s, 0) for s E [--h - E, 01, t + s > p, 
qt, s) = x(t, s) for sE[---h,O],p-h<t+s<p, 
qt, s) = x(p, 4) for sE[---h---,---h),p-h-c<t+s<p-If; 
then f is a p-solution of Eq. (1.1). Also 
II % .>IL < II 44 .)llo + II 4t - E> .)llo 
for t > p + E. For p < t < p + E, we have 
II qt, *>II, < II 44 *>I0 + II $P> *NJ * 
Hence 
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LEMMA 1.4. Let B, D, p > 0, E > 0 and f E B(P) be giwen. Let x be 
a pD-solution of Eq. (1 .l) with initial function v E W at t = p. Then 
Proof. Trivial. 
By means of Eq. (1.1) we can define a linear operator T, with domain in 
pL(W) and range in pL(@“). To make the definition of T,, explicit, let the 
domain of T, be (X EEL; x(t, s) = x(t + s, 0) for t + s 3 p, s E [-h, 01, 
x(t, s) = x(p, t - p + s) for t 3 p, s E [-h, 01, p - h < t + s < p, x(t, 0) is 
absolutely continuous on [p, co)}. Define ( TDx)(t) = $(t, 0) - &, d&t, s) x (t, s) 
for all x in the domain of T, . It is clear that T,x defines a unique element of 
pL(F). It is also easy to see that the graph of T, is not closed in 
pL(W) x pL(P). (See Remark 1.2 below). By Lemma 1.3, every 
pL( ?V)-solution induces a pL( W(e))- so u 1 t ion, E > 0, and vice versa. Thus the 
operator T, induces an operator T,(E) from pL(W(c)) to pL(P). It is the 
purpose of the next lemma to show that the graph of T,(E) is closed in 
pL(W(c)) x pL(P) for all E > 0. 
LEMrvi.4 1.5. Let p > 0, E > 0, fk E pL(@“), K = 1, 2 ,..., x,(t, a) some 
p-solution of Eq. (1.1) with f replaced by fk and with the initial function 
x,(p, .) E Wfor each k. If the limits 
pL(@)-limf, = f and pL( W(e))-lim x, = x 
exist as k -+ co, then x is a p-solution of Eq. (1.1) and xlc + x umformly as 
k -+ co on every bounded interval in [p, a~). 
Proof. Since pL(W(r))-lim xk = x as k + co, we have, for every 
compact interval KC [p, co), 
f K II dt, .) - Xv&, *II, dt + 0 as k,m+co. 
In particular, by Lemma 1.4 we have 
II +(P, a> - xm(p, *)II, 6 e-l j-“” II xr(t, .) - x,(t, *)lI, dt. 
P 
Thus {xk(p, e)} is a Cauchy sequence in W, and hence in W. Let x’(p, a) E W 
be its limit and let x’(t, .) be the p-solution of Eq. (1.1) with this initial 
function. An application of Ineq. (1.4) with to = p gives 
II 44 *) - XV, .)llo < (II %@9 .) - X’(P, .)II, 
+ ,: IIfd4 -f (411 du) exp (1: ,“, II 44, s)ll du) 
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for t 3 p. This, combined with the definition x,(t, s) = x,(t + s, 0), gives the 
desired uniformity. That x’(t, .) = x(t, .) follows immediately. 
Remark 1.2. If the W-norm were used throughout in Lemma 1.5, we 
could conclude that the sequences {~~(t, .)} of elements of W are Cauchy 
sequences for t > p. Unfortunately, the sequence (x,(p, .)> need not be a 
Cauchy sequence, leaving us without convergence of the initial functions. 
Recall that in the case of ordinary differential equations the “two-sidedness” 
of the existence theorem took care of potential difficulties of this nature. 
LEMMA 1.6. Let (B, D) be admissible for Eq. (1.1) e0 > 0. Then there 
exists a constant K(Q) such that for any f~ B(P) there exists a D-so&ion of 
Eq. (1.1) with 
IX/ D(E) d K(%)l f II3 
for 0 < E < E0 . 
Proof. Lemma 1.5 and the Open Mapping Theorem. 
2. COVARIANT FAMILIES 
This section is an adaptation of Ref. [ 1, Section 51. 
DEFINITION 2.1. Let U(t, u) be the operator defined from W to W by 
means of Eq. (1.2) such that U(t, U)X(ZL, .) = x(t, .) for t 3 ZJ >, 0. 
DEFINITION 2.2. A family Y of linear manifolds in W, more precisely a 
function Y(.) defined on [0, co) whose values are linear manifolds in W, is a 
covariant family, for A(*, ^), if 
U(t, u)Y(u) C Y(t), U(t, u)(W\ Y(u)) C W\ Y(t) for t 3 u > 0. (2.1) 
If x is a p-solution of Eq. (1.2) p >, 0, it follows that x(t, .) E Y(t) for some 
t E [p, co) if and only if this is the case for all t E [p, so). Such a solution is said 
to lie in Y(p) (or in Y if p = 0). Similarly, if f E L(@“) has bounded support 
and x is a p-solution of Eq. (l.l), th en x(t, .) E Y(t) for some t E [p, co), 
t > sup(suppf), if and only if this is the case for all such t; the solution x is 
then said to lie eventually in Y(p) (or in Y if p = 0). 
A covariant family whose values are subspaces is called a closed covariant 
family. Let Y be such a family; we denote by Py(t) the canonical epimorphism 
of W onto the quotient space W/Y(t), t 3 0. 
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LEMMA 2.1. Let Y be a closed covariant family. For t 2 u 3 0, there 
exists a unique monomorphism V,(t, u) : W/Y(u) -+ W/Y(t) such that 
P&>w, 4 = Vdt, 4PY(4> (2.2) 
II V&Y 4 G II u(t, 4117 (2.3) 
Vy(t, u) = V,(t, s)V,(s, u) for t 3 s > u > 0. (2.4) 
Proof. Ref. [l, Lemma 5.11. 
It is clear that, in a strictly algebraic sense, the lemma also holds without 
Ineq. (2.3). 
LEMMA 2.2. Let g, E W, u 3 0 be given. There exists a function f, E L(C), 
not necessarily unique, and a solution x of Eq. (1.1) with f replaced by f, such 
that x(u + h, .) = U(u + h, u)~. 
Proof. Let z(t, .) be defined such that z(t, 0) is absolutely continuous for 
all t 3 0, z(t, s) = z(t + s, 0) for t + s > 0, s E [-h, 01, z(u, 0) = v(O), 
z(t, S) = [U(t, uk](s) for t + s > u. Let f, E L(P) be defined by 
f,(t) = 4t, 0) - j”, [d&t, s)] z(t, s). 
The rest follows easily. 
(2.5) 
LEMMA 2.3. For a given t > 0, the following statements are equivalent: 
(a) Vr(t, 0) is surjective, hence an isomorphism; 
(b) Vr(t, , u) is surjective if 0 < u < t, < t; 
(c) U(tl, u)W + Y(tJ = wzfo < u < t, < t; 
(d) for every y E W and for every f, such that sup(suppfm) < t + h, 
Eq. (1.1) has a solution x that lies eventually in Y; more specifically 
x(t + h, .) E Y(t + h). 
Proof. The proof that (a) => (b) * (c) is the same as in Ref. [l ; Lemma 
5.21 and will be omitted. 
(c) + (d). From (c) we have, in particular, that U(t, 0)W + Y(t) = W. 
Let g, E W. Then v = $ - U(t, 0)~ for some r] E W, 1,4 E Y(t). Let f, be 
given. We have the two initial value problems 
W, 0) = jr, WW, 4lxk 4, 40, *> = 7, 
and 
qt, 0) = j”, [d,A(t, s)] x(t, s) + f,(t), x(0, *) = .q, -1, 
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where ~(0, .) comes from Lemma 2.2. Combining them we have 
The solution of this problem has the property that x(t + h, .) = 
U(t + h, 0)1 + U(t + h, t)cp = U(t + h, t)( U(t, 0)~ + ‘p) E Y(t + h). Since 
suppfC [0, t + h], x lies eventually in Y. 
(d) 3 (a). It will suffice to assume that for every v E W and for at least one 
f, , Eq. (1.1) has a solution that lies eventually in Y. ~(0, .) is known; let 
x(0, .) be the initial datum for the solution that lies eventually in Y; let 
77 = x(0, .) - ~(0, .). Then x(t + h, .) = U(t + h, 0)~ + U(t + h, t)g, = 
U(t + h, t>Mt, WI + 94 E T + 4 since supp f, C [0, t + h]. Hence 
Pr(t)[U(t, 0)~ + ~1 = 0 and V,(t, O)Pr(O)? = Pr(t)U(t, 0)1 = -Pr(tb and 
V,(t, 0) is surjective. 
DEFINITION 2.3. A closed covariant family Y that satisfies the equivalent 
conditions of Lemma 2.3 for every t 3 0 will be called a regular covariant 
family. 
LEMMA 2.4. A covariant family Y is a closed covariant family if and only if 
there exists an unbounded set G C [0, co) such that Y(t) is closed for all t E G. 
Furthermore, Y is a regular covariant family if and only if the equivalent 
conditions (a) and (d) of Lemma 2.3 are satisfied for all t E G. 
Proof. The first part is obvious since U(t, u) is continuous for fixed 
t 2 u 3 0. An application of Lemma 2.3 concludes the proof. 
LEMMA 2.5. If Y is a closed covariant family and Y(t) hasfinite codimension 
(with respect to W) for some t, Y is regular if and only if Y(u) has the samejnite 
codimension for every u 2 0. 
Proof. Obvious. 
Trivial examples of covariant families are the family Y = W, i.e., Y(t) = W 
for all t 3 0, and the family Y”, where Y”(t) is the set of initial functions of 
t-solutions of Eq. (1.2) vanishing for large time. More examples will be given 
later. 
3. ADMISSIBILITY, D-SOLUTIONS AND (B, D)-FAMILIES 
DEFINITION 3.1. We define the linear manifold W,, C W, p 2 0, to be 
the manifold of initial functions of all pD-solutions of Eq. (1.2). W, denotes 
the covariant family {W,, , p > O}. 
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LEMMA 3.1. Let p >, 0, c0 > 0 be given. Then a manifold Y C W,, is 
closed if and only if there exists a constant S = S(Y, Q) such that every 
pD(c)-solution of Eq. (1.2) with initial functions x(p, *) E Y satisjied [ x IpDcE) < 
SII 4% .)l!ofor 0 < c < Eo * 
Proof. Ref. [5, Chapter XIII, Corollary 3.11 and Lemma 3.3. 
DEFINITION 3.2. A covariant family Y = {Y(t), t > 0) is called a 
(B, D)-family (for A(., “)) if Y C W, (i.e., Y(t) C W,, for all t > 0) and if, 
for every E > 0, there exists a number C(Y, E) such that for every f E B(P) 
with compact support there exists a solution x of Eq. (1.1) that lies eventually 
in Y and satisfies / x ~o(~) < Cl f In . If the covariant family is, in addition, 
closed, it is called a closed (B, D)-f amily. / k = 1 k(Y, c) will denote the 
infimum of all such C( Y, c). 
THEOREM 3.1. If(B, D) is admissiblefor A(*, “), then W,, is a (B, D)-family 
for A(., ^). Conversely, ijB is lean and there exists a (B, D)-famiZy for A(., ^), 
then (B, D) is admissible. More generally, if I b is a dense manifold in B and if 
there exists a constant K(E), E > 0, such that, for any f E j b(P), there exists 
a solution x of Eq. (1.1) with I x lo(c) < K(E)/ f IB , then (B, D) is an admissible 
pair. 
Proof. If f E B(P) has compact support, a solution x of Eq. (1.1) is a 
D-solution if and only if it is eventually in W, . Lemma 1.6 provides the 
required constant. 
The converse will hold once the last statement is proven. This part of the 
proof becomes identical to Ref. [l, Lemma 8.11 as soon as we note that, by 
Lemma 1.3, it suffices to show that (B, D(E)) is an admissible pair. 
LEMMA 3.2. Let co > 0, 0 < E < co , (B, D) admissible for Eq. (1.1). 
Then there exist positive constants CI(cO) and C,(c,) such that for f E B(@“) 
and t > 0 there exists a tD(E)-solution of Eq. (1.1) with 
Ix/ tD(f) < cl(~O~~f IB; (3.1) 
II a *No G C&o)lf IB - (3.2) 
Proof. It is clear that every D(e)-solution x induces a unique tD(e)-solution 
f such that / .? jtDb) < I x iDtB) . Lemma 1.6 provides the constant in Eq. (3.1). 
An application of Lemma 1.4 gives Eq. (3.2). 
THEOREM 3.2. Let Y be a (B, D)-famib for A(*, “) with Y(0) closed; 
e. > 0, 0 < E < z0 . The-n there exists a constant C3(co) with the property that, 
if h > 1, x is a D(E)-solution of Eq. (1.1) for f E B(F) with compact support, 
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and II ~(0, -No d WW), 40, ~))W’(O), 40, .I = inf II 94.1 - 40, ~)lhfoy 
all Q, E Y(O)), then 
Ix/ D(r) G C3(E~)lf ]B; (3.3) 
II 40, .>I10 G c4(%)lf IB * (3.4) 
Furthermore, if q is a (Y(O), h)-splitting of W for some A > 1, there exists a 
unique solution x of Eq. (1.1) with f as above, that lies eventually in Y and 
satisfies q(x(0, .)) = x(0, .). This solution also satisfies / x lDcs) < hC’(e,)I f lB, 
when? C’(eO) = C(Y, 4 + 2W’(O), qJh-l/ x[O,h] I,,). 
Proof. For the proof of Ineqs. (3.3) and (3.4) see Ref. [5, Chapter XIII, 
Lemma 3.41; for the rest see Ref. [I; Theorem 8.71. 
We now turn to the very important question of the existence of regular 
covariant families. 
THEOREM 3.3. Let x[7,7+dI(t) & II d,A(t, s)Il E B for all T 3 0, A 3 0. 
Then every closed (B, D)-family Y for A( ., ^) is regular. 
Proof. By Lemma 2.4 it suffices to show that condition (d) of Lemma 2.3 
holds for sufficiently large t 3 0. Let ‘p E W be given. Construct vi by letting 
‘pl(u, 0) = [U(u, t)v](O) for u > t, vi(u, 0) = v(O)(h-L + 1 - h-9) for 
t - h < u < t and qr(u, .) = 0 for 0 < u < t - h, with the usual provision. 
Let 
f,(u) = 9J1(% 0) - jI, [dSA(% 41 Vd% 4. 
A simple inspection gives that f, E B(P) with compact support and the 
definition of a (B, D)-family gives that Y is regular. 
THEOREM 3.4. Let u > 0 and A(t, s) = 0 for t 3 u and SE [-h, 0) 
( i.e., the functional da@rential Eq. (1.1) becomes an ordinary differential 
equation for t > u). If W, is a (B, D)-family and 
XI+,~+AI(.) j”, II WA(*, 411 EB for T > 0, A > 0, 
then W, is a regular covariant family with constant $nite codimension. 
Proof. It is clear that, for t > u, the solution of Eq. (1.2) starting at t 
depends only on ~(0) for any initial function 9 E: W. The collection of all 
~(0)‘s corresponding to tD-solutions is a manifold in C” and thus is closed. 
It is then trivial that W,, is closed. W, is closed by Lemma 2.4, 
and Theorem 3.3 gives regularity. Lemma 2.5 will imply the last part 
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of the theorem as soon as one of the Wt,‘s has finite codimension. Let 
W” = (p’ E W : ~(0) = O}. It is easy to show that WE W” @ CY, where 
the isomorphism is given by ‘p = (‘p - q(O)) + p(O). By the considerations 
above it is clear that W,, s W” @ C” for some t > u and some k < n and 
w = (WO @ a?) @ @n-k = w,, @ c--k. 
We can also show that, if the retarding part of A(t, s) vanishes on [u, u + h], 
u > 0, then W,, is closed for 0 < t < u. 
In the case of an equation with constant coefficients, i.e., when A(t, s) = A(s) 
is independent of t, much more can be said. 
We define the characteristic roots of Eq. (1.1) to be the roots of the 
characteristic equation 
det d(h) = 0, d(X) = XI - r”, [d&)1 2”. (3.5) 
It is well-known that there are only a finite number of roots of Eq. (3.5), 
counted with their multiplicities, in any half plane Re x 3 y of 0. Each root 
defines a finite dimensional “generalized eigenspace” in W and eigenspaces 
corresponding to distinct roots have only (0) in common [3]. If we let y E [w 
be such that no root of Eq. (3.5) has real part equal to y, then the set of roots 
with real parts larger than y is finite and generates a finite set of finite dimen- 
sional eigenspaces. Let R(y) be the direct sum of these eigenspaces. Then 
R(y) is a finite-dimensional subspace of W. Let S(y) be its complement. 
Then, by Ref. [4], there exist positive constants K > 1, Ki , 01, 13 such that 
II W, 0) v /lo < .&Jy-~)t IIq II0 for v E S(Y), t t 0, 
II UC4 0) y II0 3 G+Y+p)t II p 1lo for y E R(y), t 2 0. 
(3.6) 
THEOREM 3.5. Let A(t, s) = A(s) be independent of t and let ekt ED for 
some k < 0. Then W, is a regular covariant family of finite codimension. 
Proof. Since Eq. (1.1) has now constant coefficients, W,, = W,, for 
all t > 0. If W,, is closed and has finite codimension, Lemma 2.4 implies 
regularity. 
Let y < 0 be given such that y < k and such that no root of Eq. (3.5) 
has real part equal to y. From the remarks preceding the theorem and 
Ineq. (3.6) %4 C WoD . Let R,(y) C R(y) be the manifold of initial functions 
of D-solutions of Eq. (1.2) starting in R(y). Since R(y) is finite-dimensional, 
R,(y) is closed and there exists a closed manifold R,(y) C R(y) such that 
%(y) @ &(r) = R(r). It is now clear that S(y) @ R,(r) = W,, and 
W,, @ R,(y) = W, and the theorem follows. 
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4. THE FUNDAMENTAL INEQUALITIES 
Let t, 7 2 0, A > 0, s E [--h, 01. Define the functions 
g(t, 7, A, S) = max(min(t - T, A, 1 s 1, T - t + A + 1 s I), 0); 
q(t, 7, A) = max(min(t - 7, A), 0) for t < h; = 0 otherwise; 
4, T, A, 4 = x[max(-t.-h).o](s)g(t, 7, A, s) + x[-h,max(-t.-h))(s)~(t, T> 4 
THEOREM 4.1. Let q, > 0; 0 < E < co; Y a (B, D)-family fog Eq. (1.1) 
with Y(0) cZosed and S!.,, k(., 7, A, s) jj d,A(+, s)[j E B for all 7 3 0, A > 0. 
Then, for every h > 1, A > 0, u > 0, every o-solution y of Eq. (1.2) with 
y(a, .) E Y(U), every solution z of Eq. (1.2) with j/ ~(0, .)/I,, < Xd(Y(O), x(0, .)) 
and all 7 > u, 
max{l xh+~+h+~.dY /D(r) , 1 x[O.# ID(r)) 
d A-eC(eo) M(T, A) s”” II ~(4 a> - dt, *)ll, 4 
7 
(4.1) 
where C(E~) = C3(~o) in Ineq. (3.3) and 
Proof. For t > (T, we define w(t, .) G y(t, .) - z(t, .). If w 3 0 for t > u, 
the assumption implies that y = x z 0 wherever they are defined and there 
is nothing to prove. We may thus assume that w f 0. We may further assume 
that, for fixed 7 > (T, A > 0, I/ W(U, .)li, > 0 (and hence II w(u, .)ll, > 0) 
for all u E [T, 7 + A], since, if there exists u. E [T, T + A] with // w(uo , .)[I0 = 0, 
then W(U, .) = 0 for all u > u. . Hence x(t, .) is eventually in Y and hence 
z(t, .) = 0 and y(t, .) = 0 for t 3 u. . The left side of Ineq. (4.1) is thus 
trivial and there is nothing to prove. 
Now, for fixed 7 3 0, d > 0 and under the assumption that II W(U, .)I/, > 0 
for all u E [T, 7 + A], let 
/ 
r(t, s) j-I+’ x[~,~+AIW II w(u, 9l;’ du 
+ it9 4 J,, x[r.r+&) II 4~s *II;’ du 
%(4 s) = ( for t+s>a, t>u, sE[--E--,0], (4.2) 
4t, s) j-m x[~.s+&) II w(u, .)II;’ du 
cl 
\ for --E-h<t+s<u, t>O, sE[--E--,0]. 
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We now consider two cases: 
Case 1. r > u + h. In this case some simple computations give 
Then x, is a solution of Eq. (1 .I) withf(t) g iven by the right side of the above 
equality. Note that suppfC [T, 7 + d + h]. After some further simple 
computations, we obtain 
and 
Since x,(t, *) = r(t, .) c’” II w(u, *)jI;’ du for t >, 7 + d + h, we have that x, 
is a D(E)-solution of Eq. (1 .l). By Theorem 3.2, 
I x, IDM G G3(d If iB G G(dWT9 4 (4.3) 
where Ca(e,,) is the constant in Ineq. (3.3). Using Schwartz’s inequality, 
1 x[r+A+h+c.m)Y /D(E) < 4-2 I &+d+h+~m)y /D(E) 
X 1”” II 4~ .>ll;’ du j-‘” 11 w(u, -) lI,du T 7 
Similarly, 
1 X[O.T]~ /D(r) < A-2 I X7 ID(s) ,:,’ 11 w(“, ‘)h d”. 
These inequalities along with Ineq. (4.3) yield Ineq. (4.1) for 7 > u + h. 
Case 2. D < 7 < o + h. For t > 0 $ h, a repetition of the argument in 
Case 1 yields 
4 7~ A, s) 11 44 s)ll + x[,.r+d$ 
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For (T < t < (T + h, a simple computation gives 
+ j”, [44, 41 xro-t.o1(4 ~4, 4 SI,, x[,,,+AI@) II wh .)ll;'du 
+ XL-IM)(S) 46 4 j' x[s.s+104 II w(u, *>Il;‘du. 0 
It is straightforward to show that the integrand in the right side of the 
inequality is bounded above by 
which is a continuous function of s for fixed t, 7, A. Hence 
II fP)ll < X[7,7+Lll (4 + jr, k( t, ~9 A, 4 II 44,4ll 
for o < t < o $- h. We can now conclude that If I B < M(T, A) for 
o < T < o + h. The remaining part of the proof is as in Case 1. 
In order to obtain constants independent of 7, we introduce the following: 
Assumption M(A). There exists a function M(A), A > 0, such that 
M(T, A) < M(A) for all 7 > 0. 
Remark 4.1. Since k(t, 7, A, 0) = 0 for any t, 7, A, it is clear that M(T, A) 
does not depend on the jump A(t, s) - A(t, s - 0), if any, of A(t, s) at s = 0. 
(For example, M(T, A) d oes not depend on A(t, s) if Eq. (1.1) is an ordinary 
differential equation, for A(t, s) is then constant on [--h, 0), but has a jump 
at s = 0). It is now clear that Assumption M(A) imposes restrictions only 
on the retarding part of A(t, s). (F or more details see Lemma 5.3 below). 
COROLLARY 4.1. Under the hypotheses of Theorem 4.1 and Assumption 
M(A), for every A > A,, > 0, 
(i) ,for every a-solution y of Eq. (1.2) with y(a, .) E Y(u) and every 
t,, > (J, t 3 t,, + h + E + A,, 
s t+A II Y(U> -)ll. du G 2M@,) N(G, 9 4 j:l’A II Y(K *II, dw (4.4) t 
/ X[t.t+Al-y [D(E) < JW’,) N(% Y 4 1 X[t,.t,+AlY ID(e) - (4.5) 
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(ii) for every h > 1, every solution z of Eq. (1.2) with 11 ~(0, *)li,, < 
hd(Y(O), ~(0, -)) and every t > to 3 0, 
,I%” II 4% ->llc du < (4m(A) N(Q , A) + 1) j:” II z(u, -)II, du, (4.6) 
1 xk,.t,,+AIZ ID(c) d (hM(A)N(E~~ A) + 1) 1 xb,t+AIX /D(E) 9 (4.7) 
where N(co, A) = c2ko) I x[~.~I ID’ k2. 
Proof. The proof is essentially identical to that of Ref. [5, Chapter XIII, 
Theorem 4.11 and is thus omitted. 
COROLLARY 4.2. Let the hypotheses of Theorem 4.1 and Assumption M(A) 
hold. Let Cl(Y) be the closure of Y defined by Cl(Y)(t) = closure of Y(t). Then 
for every h > 1, A > 0, every solution z of Eq. (1.2) with II ~(0, *)llo < 
hd(Y(O), ~(0, .)) and all 7 > A we have 
II 47, .)llo f bWJW> 47, .)I> A, = &(A Q-> A, ~0). (4.8) 
Furthermore, $7 $fh (( d$l(*, s)[l E M, then Ineq. (4.8) holds for T 3 a > 0, with 
h, independent of r and A. 
Proof. Let T > A, ~(7, *) E Y(T). Then 
II z(T, *MO < A-l I:-, II & *>llo dt * exp (11, jr, II 44 411 dt) 
G x7M(d) Nh , A) IiYb, -> - & 9110 exp (fan I”, II 44 411 dt). 
Since Y(T) is dense in cl(Y)(~), Ineq. (4.8) follows. To conclude the proof, 
let A = co . Then, for 7 > 0, 
/I z(T, *)il, < cil ST+'" 11 & ')Il, dt 7 
s 7+2ql < GYM WEO 3 60) II y(t, *) - 4 9lL, dt s+~o 
by use of Ineqs. (1.4) and (4.1). 
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LEMMA 4.1. Let r(t), 0 < a < t < 30, be a nonnegutiwe.function with the 
properties that there exist positive constants 0 < 1, M, , S and a nonnegative 
constant 6, < S such that r(t) < M,Y(s) for a < s < s + 6 < t and 
r(t + 6) < h(t) for t > a. Then r(t) < M,B-2 exp(--v(t - s)) . Y(S) for 
a < s < s + 6, < t, where Y = -S-l log B > 0. 
Proof. This is a modification of Ref. [5, Chapter XIII, Lemma 2.41, and 
the details are left to the reader. 
COROLLARY 4.3. Let the hypotheses of Theorem 4.1 and Assumption M(A) 
hold. Assume further that M(A)N(e, , A) -+ 0 as A -+ co. Then 
(i) There exists a number v > 0 and positive functions K(E,, , A,,), Z(Q , A,) 
such that, for every a-solution y of Eq. (1.2), a > 0, with y(o, *) E Y(u), for all 
A~A,>OandaZZt~t,+h+~+A~,t,~a, 
I 
t+A 
II y(u, -)ll, du < We0 , A,) edYctwto) 
s 
~~'All y(u, ->II, du, (4.9) t 
k[t.t+AlY ID@ < I(% , As) e-‘(@ I X[to.to+~lY ID(E) ; (4.10) 
(ii) For every h > 1 there exists a number v’ = v’(h) > 0 and positive 
functions K(Q , A, h), I(<,, A, X) such that, for every solution z of Eq. (1.2) with 
/I ~(0, *)II, < hd(Y(O), ~(0, .)) and all t > t,, > 0. 
,T II 4% *II, du 2 We0 , A, 4 e” (t - to) fTA ll x(u, .)lI, du, (4.11) 
/ x[t.t+AIX ID(<) > I(% 9 A, A) eY’(t-to) 1X[t&,+~l~ ID(c) . (4.12) 
Proof. By hypothesis there exists A, > A, such that M(A)N(c,, , A) < 
M(AJN(c,, , A,) < 1 for all A > A, . 
(i) Case 1. A >, A,. In Lemma 4.1, let y(t) = jy I/ y(u, .)II, du, 
6, = h + E+ A,, 6 = h + E + A,, a = u, M,, = 2M(A0)N(~,,, A,), 
0 = M(AJN(c, > A,) an d use Ineq. (4.4) to obtain the result with k’(ea , A,) = 
2M(A,)N(e,, , A,,) . (M(Al)N(e,, , A,))e2 in place of k(ea , A,) and 
v = -(h + E + Q-l log(M(A,)N(~, , A,>>. 
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Case 2. do < d < A,, t > t, + 2(h + 8 + A,). Let m = [4,/&j + 1. 
Then 
s t+nklg d II Y(U, -II,du, t
< qEO , A,) e-+-to-h--c--do) 
s 
t,+h+c+Aoumd, 
II Au, -)I, du, 
t,,+h+c+Ao 
< 2mM(d,) N(E,, , d,) @(es , d,) e”(h+r+Ao)-“(t-t’J) jtofA [I y(u, -)II, du. 
to 
Let K”(Q , d,) = 2mM(d,)N(<, , &)k’(~, , A,) ez,(h+e+Ao). 
Case 3. Ll, < d < A,, to + h + E + A, < t < to + 2(h + E + A,). We 
have, using Ineq. (4.4) 
s 
t+A 
I/ y(u, *)I/, du < 2M(d,) N(Q , A,) e”(h+f+Ao)-“(t-to) 
t,+A 
II Y(U, *)II, du. 
t to 
An appropriate choice of k(cs , d,) gives Ineq. (4.9). Inequality (4.10) is 
proved similarly. 
(ii) The proof of this part is practically identical to Ref. [7, Theorem 6.2 
(ii)] and will be omitted. 
COROLLARY 4.4. Corollaries 4.1(i) and 4.3(i) hold with Y(u) replaced by 
Cl(Y)(a)for all u > 0. 
Proof. The trivial limit argument is left to the reader. 
We now return briefly to the problem of the existence of regular covariant 
families. 
THEO;EM 4.2. Let Y be a (B, D)-fami& with Y(0) cZosed and 
or ;$a~; J-h /I WC., s)ll E B f all T > 0, d >, 0. Then the family Cl(Y) is 
Proof. First of all we note that somewhat weakened forms of Corollaries 
4.1 and 4.2 can be proven without Assumption M(d). In partlcular,Ineq. (4.4) 
holds with M(d,) replaced by M(to , d,) and M(Q) is replaced by M(T, e,,) 
in the proof of Corollary 4.2. Thus we are under the hypotheses of 
Theorem 3.3. 
Let PCItY)(t) be the projection W --+ W/Cl(Y)(t). Define the operator 
~cw)(t> 0) : WY(O) - WWW) by v cdt, o)p,1(,,(o) = PCI(Y)(W(40). 
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To show that Vcrlr)(t, 0) is a linear isomorphism, note, first, that 
U(t, s) : Cl(Y)(s) --f Cl(Y)(t) for all t > s 3 0 by continuity of U(t, s) for fixed 
t, s. If 9 + Y(O), Ineq. (4.8), with 0 < d < t, implies that 11 U(t, Oh Ilo < 
)b4wxt)~ w, oh4 f or t > 0. Since /I U(t, 0)9, Ilo + 0, injectivity of 
Vcl&t, 0) is proven. To prove surjectivity, a trivial modification of the proof 
of Theorem 3.3 gives that for any v E W there exists anfm E B with compact 
support and also an initial function ~~(0, .). Since Y is a (B, D)-family there 
exists a solution x of Eq. (l.l), with ,f replaced by fw which is eventually in 
Y and hence eventually in Cl(Y). The proof of Lemma 2.2, with obvious 
trivial modifications, gives that Vcltr)(t, 0) is surjective. We now finish 
proving that Cl(Y) is covariant. Let q $ Cl(Y)(s) for s 3 0. Then there 
exists 7 6 Y(0) such that Vcr(r)(s, O)Pcr,,,(O)~ = Pcr&sk. Hence 
U(s, 0)~ - q E Cl(Y)(s) and U(t, 0)~ - U(t, s)g) E Cl(Y)(t) for t 3 s. 
~cw)(t)U(t, 0)~ = pcdt)U(t, +P # 0, since rl$ Y(O) and ~CIO )(t, 0) is 
an isomorphism. Hence U(t, s)~ # Cl(Y)(t). Since Y is algebraically regular 
(for more work in this direction, see Ref. [9]), W = U(t, 0)W + Y(t) C 
U(t, 0)W + Cl(Y)(t) for all t > 0, and Cl(Y) is thus regular. 
5. DICHOTOMIES 
We first state 
DEFINITION 5.1. A closed covariant family Y is said to induce a dichotomy 
[an exponential dichotomy] for Eq. (1.2) if there exists a positive constant M,, 
[positive constants MI , V, V’ and, for every h > 1, a positive number 
MI’ = M,‘(X)] such that, for all p 3 0, 
(a) if y(t, .) is a p-solution of Eq. (1.2) with y(p, .) E Y(p), then 
!I rk ~)ll, G &II Y(S, .)llo > P<S<C (5.1) 
II At, .>llo < MI e-“V Y(S, .>llo , pGs<t; (5.2) 
(b) if z(t, .) is a p-solution of Eq. (I .2) with j/ z(p, .)/lo < hd( Y(p), x(p, .)) 
and A > 1, then 
II 4s, -)II, < XMoII 46 .>llo > pes<c (5.3) 
II 46 .)llo 2 n/l,’ eY’(t-S)Il z(s, .)llo , p<s<t; (5.4) 
(c) if z(t, .) is a p-solution of Eq. (1.2) with /I z(p, .)/lo < hd(Y(p), z(p, .)) 
and X > 1, then 
II x(t, .)ll,, < @(Y(t), x(t, .)) for some h, > 1 and all t 3 p. (5.5) 
LEMMA 5.1. Let Y be a regular covaviant family. The following two 
statements are equivalent: 
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(I) Y induces a dichotomy (an exponential dichotomy) for Eq. (1.2); 
(II) There exists a number M, > 0 (numbers v, MI > 0) such that 
condition (a) for a dichotomy (an exponential dichotomy) holds, and there exists 
a (Y(O), X)-splitting q of W for some X’ > 1 and numbers M,’ > 0 (numbers 
v’, M2 > 0) h,,’ > 1 such that any solution z’ of Eq. (1.2) with q(z’(0, *)) = 
z’(0, .) satisjes 
II Z’(4 *)II, 3 WV II qs> *hl for t 3 s 20, 
11 z’(t, *)llo 3 M;ley’(t-s) 11 x’(s, -)llo for t 3 s > 0, 
II Z’(t, .>llo < h,‘O’(t), Z’(t, *)> for all t > 0. 
(5.6) 
(5.7) 
(5.8) 
Proof. Same as Ref. [I, Theorem 7.11, where the integers are replaced by 
real variables. 
The next lemma will be used to show that v’ in Ineqs. (5.4) and (5.7) can be 
taken independent of A. 
LEMMA 5.2. Let Y(0) be closed and let there exist numbers MO’ > 0, v’ > 0 
such that if z(t, *) is a solution of Eq. (1.2) with II ~(0, .)ll,, < &d(Y(O), ~(0, *)) 
for a $xed /\o > 1, then 
II 4t, .>I0 3 W’ e”‘V 44 .)II, for t > s > 0. (5.9) 
Assume further that there exists K,, > 0 and 0 > 0 such that if y(t, .) and 
z(t, *) are solutions of Eq. (1.2) with ~(0, .) E Y(0) and 11 ~(0, .)]I,, < hd(Y(O), 
~(0, a)) for X > 1, then 
II y(t, .)llo G KII ~(0, .)llo for t 3 0; (5.10) 
II 40, .>llo G &II 46 .)llo for t 2 0; (5.11) 
II @, *No G WI/ y(t, .) - z(t, *)ll, for t > 8. (5.12) 
Finally, suppose that condition (b) f or a dichotomy holds when p = 0. Then 
condition (b) for an exponential dichotomy holds when p = 0 and with the given 
v’forallh> 1. 
Proof. Ref. [5, Chapter XIII, Lemma 2.51. 
LEMMA 5.3. Let B = Lr, J-1 Ij d,A(., s)il E M. Then there exists a constant 
M > 0 such that 
li?z;p M(T, A)/A < M for all 7 > 0. 
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Proof. By the definition of M(T, d) in Theorem 4.1, we have (with 
B = L1) 
&Y(T, A) = j;+h+A j”, h(t, 7, A, s)li d& ‘)I1 dt + ” 
Some simple computations show that, for any E > 0 small enough, 
M(T, A) < j”“‘” j;‘, A Ij d&t, s)ll dt + jT+‘+A jr, E // d&t, s)il dt + A. 
T 7 
The Lemma follows. 
THEOREM 5.1. Let (Ll, L”) b e a d missiblefor Eq. (l.l), s1: II dJ(*, s)]l EM. 
Let Y be un (Ll, Lm)-fumiZy with Y(0) closed. Then Cl(Y) induces (I dichotomy 
for Eq. (1.2), and Cl(Y) is un (Ll, La)-fumiZy for Eq. (1.1). In particular, W,, 
is closed if and only if W,,, is closed. 
Proof. Cl(Y) is regular by Theorem 4.2. By Lemma 5.3 it is clear that 
Assumption M(d) is satisfied and, in fact, that 
lim sup M(d)/A < sup 1’” 1-O [I d&t, s)ll dt + 1 = M. 
A+0 T>O 7 -h 
Corollary 4.4 and Corollary 4.1(i) with to = S, d = A,, D = LW give 
j:-" II Y(U, *>llo du < 244W Wco 3 4 j”‘” II Y@, *>llo dw tbs+d+h, 
8 
for all p-solutions y of Eq. (1.2) with y(p, .) E Cl(Y)(p). Dividing through by d 
and letting d -+ 0, we obtain 
II yh .)IIo < C,(~obWl~(s, .)llo > t>,s+h>s>p. 
Since, for t E h s + 4, II y(t, .)llo < II Y(S, *No + II Y(S + h, *)llo , condition (a) 
for a dichotomy holds with MO = 1 + C3(eO)M. To show that statement (II) 
of Lemma 5.1 holds, choose h’ > 1 and an arbitrary (Y(O), A’)-splitting q 
of W. An application of Corollary 4.l(ii) with h = h’, to = s, B = L1 and 
D = L” gives Ineq. (5.6) with MO’ = 4h’Mc,(~,) + 1. To prove that Ineq. (5.8) 
holds, we apply Corollary 4.2 where X0 = ho@‘, T, d). Letting d -+ 0 we have 
h,(X’, 7, 0) < A’MC,(E,). Choose ho’ > max(h’MCs(<,), 1) so that Eq. (5.8) 
holds. The remaining part of the theorem is obvious. 
THEOREM 5.2. Let ch 11 d,A(., s)il E: M. A ssume that for a pair of indices 
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(p, q) s&f,Ying 1 < p, q < 0~) and (P, q) # (1, a>, #(co, 11, (Lp, W is 
admissible for Eq. (I, 1) and that 
1,:‘“‘” (I lhh(t, 7, A, s) 11 d,A(t, s)jl)’ dtjl” A--$+l/q+ 0 (5.13) 
as A -+ co, uniformly in 7. Let Y be an (L*, LQ)-family with Y(0) closed and 
assume that Cl(Y) is regular. Then Cl(Y) induces an exponential dichotomy for 
Eq. (1.2). 
Proof. Clearly, Assumption M(A) and thus Corollary 4.3 hold for the 
spaces (B, D) = (LP, Lg). We first show that the hypotheses of Lemma 5.2 
are satisfied. By hypothesis, there exists a function E(r) such that 
J:” J”h II 44, s)ll du G 4) f or all t > 0. Inequality (5.11) and (5.12) hold 
since 
< w(co) N(cO , co) exp(WEo)) II r(4 *) - 44 9ll0 , 
for t > s 2 0, by Ineqs. (4.1) and (1.4), where l/q + l/q’ = 1. Let 
A=A,= co , t > 36, in Corollary 4.1(i) and apply Ineq. (1.4) to get 
II r(t, .)llo < ~(~o)~(~o , co) exp(2-QoN II~(0, *Ilo , t b 3E0, 
and Ineq. (5.10) also holds. 
To show that Ineq. (5.9) holds, Ineq. (4.12) with A = l o , h = h, , to = s - E”, 
and two applications of Eq. (1.4) give 
II 44 *Ilo 3 He0 , ho , co) eY”oe”‘(t-tO) exp(--2E(E,)) jl z(to , .)\I0 
for t 3 to > co > 0. Applications of Ineqs. (5.11) and (1.4), with suitable 
alterations of the constants show that the above holds for t > to 3 0. To 
show that condition (b) with p = 0 for a dichotomy holds, applications of 
Ineqs. (4.6), (1.4) and (1.5) give 
II 6 *>llo G (4~(~o)N(6 , co) + 1) expW6))/1& *II for t>s>o, 
of Ineq. (4.10) with A = A, = co , E = 0, and Ineq. (1.4) give 
II rk *)llo d expGW,N * We0 , l o) e-v(t-s) II Y(S, .)ll, , 
t > s + h + 2c0, s >, p. 
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Some trivial inequalities, based on Ineq. (1.4), and an appropriate change of 
constants show that the above inequality holds for t > s 3 p. 
An application of Lemmas 5.2 and 5.1, and of Corollary 4.2 gives the 
theorem. 
COROLLARY 5.1. If we omit the assumption of regularity of Cl(Y) in 
Theorem 5.2 we can still conclude that condition (a) for an exponential dichotomy 
holds and that conditions (b) and (c) hold when p = 0 with Y replaced by Cl(Y). 
In particular, W,q is closed if and only if W,,q is closed. 
Proof. Obvious. 
Remark 5.1. From the above and Theorem 4.2 it is clear that a sufficient 
condition for Cl(Y) to be a regular (LP, L*)-family is that 
x~T.~+A.) sl, II dsA(+, s)ll E L’ for all 7 3 0, d > 0. 
COROLLARY 5.2. If, in addition to the hypotheses of Theorem 5.2 with 
Y = W,q (minus regularity), we assume that (Ll, L”) is admissible for Eq. (1.1) 
and that WoLm is closed, then W,, = Cl( W,,) = Cl( W,q) = W,q and W,, 
induces an exponential dichotomy for Eq. (1.2). 
Proof. By Corollary 5.1, W,q = Cl(WLq). Furthermore, the conditions 
of Theorem 5.1 are satisfied so that W,, = Cl( W,,) is regular and induces a 
dichotomy for Eq. (1.2). Th e p roof of Ref. [5, Chapter XIII, Theorem 4.41 
gives that W,, = W,,. Corollary 5.1 and Lemma 5.1 complete the proof. 
We now state, without proof, a theorem in which the hypothesis 
J:h II dsA(.> s)ll EM is replaced by a different one. 
THEOREM 5.3. Assume that for a pair of indices (p, q), 1 < p, q < co, 
(P, 4) f (1, a>, #(a, l), CL*, LQ) is admissible for Eq. (1.1); that Eq. (5.13) 
holds; that Y is an (L* ,Lg)-family with Y(0) closed such that Cl(Y) is regular and 
induces a dichotomy for Eq. (1.2). Then Cl(Y) induces an exponential dichotomy 
for Eq. (1.2). 
We now turn to the converse theorems, essentially patterned after Ref. [l, 
Theorems 9.2 and 10.31. 
THEOREM 5.4. ST,, I/ d,A(*, s)\l EM. If a re u ar g 1 covariant family Y induces 
a uniform total dichotomy for Eq. (1.2) then Y is a closed (Ll, Lw)-family and 
(Ll, L”) is admissible for Eq. (1.1). 
Proof. Clearly, statement (II) of Lemma 5.1 holds for Y, with certain 
numbers M,, , A!&‘, x’, X,’ > 1 and a (Y(O), x)-splitting q of W. Let 
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4 : W/Y(O) -+ W be the unique mapping associated with 9 by the properties 
of the splitting such that Pr(O)q = I (identity on W/Y(O)). 
For a given integer m 3 1 and f E Ll(@“), f(t) = xL(,,l-l)h,mh](t)f (t), let 
p)(t, *) be the solution of Eq. (1.1) with ~(0, .) = 0. Define x,,, to be the 
solution of Eq. (1.1) with x ,,,(O, .) = ij(- V;‘(mh, O)P,(mh)p(mh, .)). Let 2’ 
be the solution of Eq. (1.2) with ~‘(0, .) = x,.,(0, .) and y the solution of 
Eq. (1.2) for t 3 mh with y(mh, .) = x,,,(mh, .). It is clear that x,&t, .) = 
z’(t, .) for 0 < t < (m - 1)h and x,,,(t, .) = y(t, .) for t >, mh. Now 
+‘(O, .)) = ~(x~,J0, .)) = x,,,(O, .) = ~‘(0, *), since 4 . q = q. Using 
Eq. (2.2) and the properties of the splitting, we can easily show that 
y(mh, .) E Y(mh); hence x,,, ies eventually in Y. Now Eq. (1.1) yields 
rp(mh, .) = y(mh, .) - x’(mh, a). It follows that d(Y(mh), z’(mh, .)) = 
W 4 d h ))<lld h :I ~fl, m; , m;,. W e may now apply the conditions in 
statement (II) of Lemma 5.1 to obtain 
II xm,,(ty -)llo = II Z’(t, .)llo G ho’// z’(mh, .)II, 
for t > mh. Let K’ = &‘A!,,’ + (1 + A,)&&, and note that II x,,,(t, .)I/,, < 
II xm,d(m - l)h, *)I,, + II x,&mh, .)I,, for t E [(m - l)h, mh] to obtain 
II x,,,(t, .)llo G @II dmh, .>II, f or all t > 0. By Ineq. (1.4) the definition of 
F(mh, .) and the definition of E( E in Theorem 5.2, we have /I x,,,(t, .)il,, < ) 
klf IL1 3 where k = k’ exp(E(h)), and hence II qm(t, .)Il, < klf I,.I, for any 
E > 0, which in turn gives I x,,, ILrn(,) < kl f IL’. Since each function of 
L1(P) with compact support can be written as a finite sum of f’s of the type 
used above, we have finally that Y is a closed (Ll, L”)-family and, since L1 
is lean, (Li, L”) is admissible. 
THEOREM 5.5. Let Job II d,A(., s)jl EM. If a regular cow&ant family Y 
induces an exponential dichotomy for Eq. (I .2), then Y is a closed (Ll, Lg)-family, 
1 ,< q < co, and (Ll, L*), (Ll, La”) are admissible. 
Here 
La” = (g E L” : V+% g(t) = O}. 
Proof. By the same construction as in Theorem 5.4, using the conditions 
in brackets of Lemma 5.1(11), we have 
II xm.&, .)II, < 4,‘J4e-y(mh-t)ll v(mh, .)I,, for 0 < t < (m - l)h, 
II xm,,(t, .)lL, < (1 + ~o’)~Oe-Y(t-mh)ll v(~&*)llo , for t > mh, 
II xm.,(t, .)ll,, < (4,‘JG + (1 + &‘)W,e”‘h) e-v’(mh-t)ll dmh, .)llo, 
for (m - I)h < t < mh. 
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Let K = K(h,‘, M, , M, , , Y v’, q) be a “floating” constant to obtain 
II x,.,(4 +>llo < ku’c+t) If IL1 , for t < mh, 
II x,.,(C *)llo < ke-+mh) If IL1 , for t > mh. 
For 0 < E < h, this leads to 
II x,.,(4 *)II, < k”‘cf+t) If IL1 for t < mh, 
// xm,,(t, -)I/, < h(e-v(t-maEh) + e-v’(mh-t)) .I f IL1 for mh < t < (m + 1) hy 
II %a,&, *)II, < k”ct-m*) If IL’ for t > (m + 1) h. 
An integration shows that / x jLQ(3 < Kl f IL1 for all functions f E Ll(@“) 
such that x[(m-l)h,md4f @> = f (0. The P rinciple of superposition and 
Minkowski’s inequality complete the proof. 
In view of Ineq. (3.6), Theorem 3.5, Lemma 7.2 of Ref. [l] and Theorem 5.5 
we can obtain 
COROLLARY 5.3. If A(t, s) = A(s) for all t > 0 and no characteristic root 
of Eq. (1.1) has vealpart equal to zero, then (Ll, L*), 1 < q < 00, and (Ll, Lo”) 
are admissible. 
We can replace the hypotheses of Theorem 5.5 by different ones, omitting 
the “boundedness” of the coefficients. 
THEOREM 5.6. Let Y be a closed (Ll, Lm)-farnib; condition (a) for an 
exponential dichotomy holds for Y and condition (b) for an exponential dichotomy 
holds for Y(0). Then Y is an (L’, Lp)-family, 1 < p < CO, and an (L’, L,“)- 
family. 
Proof. Let f be as in Theorem 5.4, let X > 1, let q be a (Y(O), h)-splitting 
of W. Theorem 3.2 implies that there exists a unique L”(E) solution x of 
Eq. (1.1) that lies eventually in Y, satisfies q(x(0, e)) = x(0, .) and / x IL+) < 
hCk 1 f IB . This solution is clearly a solution of Eq. (1.2) for 0 < t < (m - 1)h 
and for mh < t. Since /I q(x(0, *))I1 < Xd(Y(O), x(0, .)), we have II x(t, .)& > 
M ev’(t-s)ll x(s, .)I/,, for some constants M, v’ > 0 and 0 < s < t < (m - l)h, 
and II 44 .)llo < Me- v(t-s)ll x(s, .)liO for some v > 0 and mh < s < t. In 
particular, 
I 
,jMev’(h-l)h-t)C; 1 f IL, , t<(m- l)h 
II 44 *Nl G xc; If IL1 (m-l)h<t<mh 
AMe-Y(t-h)Cy 1 f IL1 , mh < t 
An argument similar to the one in Theorem 5.5 concludes the proof. 
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We now have a result on nonadmissibility. 
THEOREM 5.7. Let A(s) be a given n x n matrix and assume that Eq. (3.5) 
has more than n roots, counted with their multiplicity, with positive real part. 
Let 7 3 0, E > 0 be given. Then no pair (Lp, LQ) is admissible for the equation 
W, 0) = 1” [d,& 41 4, 4 + f (4, 
J -h 
where A(t, s) = A(s) for 0 < t < V- or t > T + h + E; A(t, 0) = A(O) and 
A(t,s)=Ofors#O,r<t<7+h+E. 
Proof. It is clear, from the discussion at the end of Section 3, that 
codimension W,, > n for t > 7 + h + l . It is also clear that codimension 
W,, < n for 7 < t < T + E. If (LP, LQ) were admissible, W,, would be a 
regular covariant family, hence its codimension would be constant. 
For the construction of functional-differential equations with any finite 
number of characteristic roots with positive real parts, see Ref. [8]. 
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