The generalized kinetic equation is obtained for symmetric system of many particles interacting via a pair potential. A representation of a solution of the Cauchy problem for the BBGKY hierarchy is used in the form of an expansion over particle groups whose evolution is governed by the cumulants (semi-invariants).
Introduction
The evolution of states of many-particle systems is described by the BBGKY hierarchy of equations [1] , [3] . A solution of the Cauchy problem for the BBGKY hierarchy of equations can be represented in the form of the iteration or the functional series, or the non-equilibrium cluster expansion: [3] , [6] , [7] . In this article we use a representation of a solution in the form of an expansion over particle groups whose evolution is governed by the cumulants (semiinvariants) of the evolution operator of the corresponding particle group [5] . Such a representation of solution enables us to describe the cluster nature of the evolution of infinite particle systems with different symmetry properties in detail.
In certain situations states of many-particle systems can be described in terms of the one-particle distribution function that satisfies some closed evolution equation, which we call the kinetic equation.
In this article, we derive the generalized kinetic equation in explicit form from the BBGKY hierarchy of equations. For a mathematical formulation of the problem we consider the Cauchy problem for the BBGKY hierarchy of equations with initial data which are products of one-particle distribution functions. Such an assumption for the initial data is natural for the kinetic description of a gas, since its states, in this case, are described only by the oneparticle distribution function. Under this assumption we prove that the Cauchy problem for the BBGKY hierarchy of equations in the space of sequences of summable functions is equivalent to the corresponding initial value problem for the generalized kinetic equation.
Note that generalized kinetic equations were obtained for a discrete velocity symmetric system of hard spheres [2] and for a symmetric system of particles [4] by using a solution of the Cauchy problem for the BBGKY hierarchy in another representation. For a symmetric system of particles the kinetic equation has been obtained in non-explicit form: see [3] .
In Sections 2-4, after having given the formulation of the problem we present the main technical result (Theorem 4.1) which is necessary to derive, in Section 5, the generalized kinetic equation (Theorem 5.1). In Section 6 we formulate the existence theorem (Theorem 6.1) for the derived kinetic equation. In Section 7 we formulate conclusion.
The BBGKY hierarchy of equations
Let us consider a symmetric system of finitely many particles of mass m = 1 interacting via a pair potential . We assume that the interaction potential satisfies conditions guaranteeing the existence an uniqueness of solutions, global in time, for the initial value problem for the Hamilton equations of a system of an arbitrary finite number of particles. For example, is a twice continuously differentiable function with a compact support.
Each i-th particle is characterized by the phase-coordinates 
with initial data possessing the factorization property (the chaos property):
where
is the density, {·, ·} is the Poisson bracket [3] ,
A global solution of the Cauchy problem for the BBGKY hierarchy
A solution of the Cauchy problem for the BBGKY hierarchy of equations is represented as the expansion over particle groups whose evolution is governed by the cumulants [5] (3)
. . dx s+n , dx j = dq j dp j , 
Taking into account (3) for the Cauchy problem (1), (2) in the space L 1 α the following theorem is true. (2), which is given as the expansion over particle groups whose evolution is governed by the cumulants
The proof of this statement is straightforward. Each term of the series in (4) is a well-defined function, since the integrand is defined almost everywhere outside of the set U 0 s+n of zero Lebesgue measure [3] . The functional series (4) converges in the norm of the space L 1 (R νs × R νs ) for arbitrary t ∈ R 1 . The following estimate holds
Indeed, denote by k the number of subsets X i in partition P and taking into account that S |X i | (−t) = 1 in the space of summable functions we obtain
The symbol C k−1 n stands for a binomial coefficient.
On a solution of the nonlinear equation for the one-particle distribution function
If the initial data (2) are assigned in terms of the initial one-particle distribution function F 1 (0) then the problem (1), (2) is not a "completely well-defined" in the sense, that the initial data
are not independent for every unknown function in (1). Thus, let us re-formulate the problem (1), (2) as a new Cauchy problem for the independent unknown function, i.e. F 1 (t), together with an infinite sequence of functionals,
(see Eq. (24) and text below).
Let us consider relation (4) for s = 1 as a closed equation for the function
we consider a ball
The following theorem holds. 
respectively. Suppose that
given by the formula
and so on.
Proof. Let us establish that the operator A defined in (7) maps the ball S(F 0 1 , R) into itself and is a contraction operator. Since
then by definition (7) and the condition S |X i | (t, X i ) = 1 in the space of summable functions we have
Thus, the operator A maps the ball
Let us find a simple condition on the density 1 υ in order that (9) holds. Observe that (9) is equivalent to
and let x ∈ R be such that
Then for υ such that is increasing for y < 1. Thus, the condition (9) gives the condition on the density
where x is a solution of the equation (10).
Let us find a condition under which the operator A is a contraction on
Let us formulate a version of Duhamel's formula as the following lemma.
Lemma 4.2. The equality
Proof. Let us use induction on the number of particles. It is evident that for n = 1 the equality (12) is true. Assume that the equality (12) is true for n = m. Let us prove the equality (12) for n = m + 1, using the assumption:
Thus, the equality (12) is true for n ∈ N.
Using Lemma 4.2 the expression (11) takes the form
A condition which makes the operator A a strict contraction is of the form
We want to rewrite the condition on the density 1 υ in inequality (13). Therefore we notice that, for |w| < 1,
Choose 0 < z < 1 in such a way that
and put w = R+r υ . If 0 < w < z, then the inequality (13) is satisfied and so A is a strict contraction for such a density Thus, the condition (13) gives the following condition on the density
where z is a solution of the equation (14). Thus, under condition
where x is a solution of the equation (10), z is a solution of the equation (14), there exists a unique solution of equation (6) 
. This solution can be determined as the limit of successive approximations F (n)
According to (7) the first approximation of the solution, which describes the interaction between particles is expressed by the following formula
Analogously the second approximation of the solution, which describes the interaction between particles, is expressed by the following formula
In a similar manner we construct the n-th approximation. Denotẽ
and so on, whereᑛ
. Then we obtain
The generalized kinetic equation
The one-particle distribution function which is a solution of the initial value problem (1), (2) can be represented as the following expansion (Theorem 3.1): 
where the functional F 2 (t, x 1 , x 2 |F 1 (t)) is given by the following formula:
Proof. Let us consider relation (15) in the form
halyna m. hubal Thus, using the group property [5] , [6] of the operator U(t) and the expression (15) we obtain
Taking into account the equality [3] lim
and using the Liouville theorem, we obtain
Let us calculate the difference of the terms between the parentheses in the final of the equality in (18). Recall that the function stands for the pair potential of our problem. A calculation shows:
In the ultimate equality of (19) we used the fact that the probability of state with infinite distance between particles is equal to zero:
We also have
By substituting (19) and (20) into (18) we obtain
The explicit construction of the functional F 2 (t, x 1 , x 2 |F 1 (t)) goes as follows. The solution (4) 
We rewrite the solution in (8) as follows:
By substituting the solution (23) into the solution (22), taking into account the interaction between particles we obtain
In terms of the operatorsŜ
In the representation of the functional F 2 (t, x 1 , x 2 |F 1 (t)) we collect the terms of the same order in the density 1 υ . This yields the more compact form: (5) and Theorem 4.1 the functional series in (17), and, more generally, the functional series for F |Y | (t, Y |F 1 (t)) converges with respect to the norm of the space L 1 (R νs × R νs ), i.e., these functionals exist. We omit, here, for the sake of conciseness, to write the explicit form of the n-th approximationᑛ (n) (t) in (17), since, to the aims of the present paper we only need the strong convergence of series (17).
The existence theorem for the generalized kinetic equation
The next theorem follows directly from Theorems 3.1 and 4.1. 
Conclusion
For low densities the Cauchy problem (1), (2) for the BBGKY hierarchy of equations with initial data satisfying the factorization property is reduced to the corresponding initial value problem for the generalized kinetic equation (21). Thus, the generalized kinetic equation in explicit form is obtained for symmetric system of many particles interacting via a pair potential by using a solution of the Cauchy problem for the BBGKY hierarchy in the form of cumulant representation.
