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Abstract
The solar corona is a highly complex and active plasma environment, containing many exotic
phenomena such as solar flares, coronal mass ejections, prominences, coronal loops, and bright
points. The fundamental element giving coherence to all this apparent diversity is the strong
coronal magnetic field, the dominant force shaping the plasma there.
In this thesis, I model the 3D magnetic fields of various coronal features using the techniques
of magnetic charge topology (MCT) in a potential field. Often the real coronal field has departures
from its potential state, but these are so small that the potential field method is accurate enough to
pick out the essential information about the structure and evolution of the magnetic field.
First I perform a topological analysis of the magnetic breakout model for an eruptive solar
flare. Breakout is represented by a topological bifurcation that allows initially enclosed flux from
the newly emerging region in my MCT model of a delta sunspot to reconnect out to large dis-
tances. I produce bifurcation diagrams showing how this behaviour can be caused by changing
the strength or position of the emerging flux source, or the force-free parameter α.
I also apply MCT techniques to observational data of a coronal bright point, and compare the
results to 3D numerical MHD simulations of the effects of rotating the sources that underlie the
bright point. The separatrix surfaces that surround each rotating source are found to correspond
to locations of high parallel electric field in the simulations, which is a signature of magnetic
reconnection. The large-scale topological structure of the magnetic field is robust to changes in
the method of deriving point magnetic sources from the magnetogram.
Next, I use a Green’s function expression for the magnetic field to relax the standard topolog-
ical assumption of a flat photosphere and extend the concept of MCT into a spherical geometry,
enabling it to be applied to the entire global coronal magnetic field. I perform a comprehen-
sive study of quadrupolar topologies in this new geometry, producing several detailed bifurcation
diagrams. These results are compared to the equivalent study for a flat photosphere. A new topo-
logical state is found on the sphere which has no flat photosphere analogue; it is named the dual
intersecting state because of its twin separators joining a pair of magnetic null points.
The new spherical techniques are then applied to develop a simple six-source topological
model of global magnetic field reversal during the solar cycle. The evolution of the large-scale
global magnetic field is modelled through one complete eleven-year cycle, beginning at solar min-
imum. Several distinct topological stages are exhibited: active region flux connecting across the
equator to produce transequatorial loops; the dominance of first the leading and then the following
polarities of the active regions; the magnetic isolation of the poles; the reversal of the polar field;
the new polar field connecting back to the active regions; the polar flux regaining its dominance;
and the disappearance of the transequatorial loops.
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Chapter 1
Introduction
1.1 The Sun
1.1.1 Facts and figures
The Sun is just one of the several hundred thousand million stars that make up our galaxy, but its
close proximity to us makes it interesting to study – both in its own right as the primary source
of energy for our solar system, and as an astrophysical laboratory where we can observe in close
detail examples of plasma processes found throughout the universe.
In structure and composition, the Sun is a fairly standard medium-sized star. At 4.6 × 109 years
old, it is about halfway through its lifetime. By mass it is 74% hydrogen, 25% helium, and
small traces of other elements such as oxygen, iron, magnesium, and silicon. Its total mass is
1.99× 1030 kg; every second, 4.26× 109 kg of this is converted into energy by the nuclear fusion
reaction which takes place in the solar core. The radius of the Sun (R) is 696Mm (1Mm =
1000 km; megametres are commonly used in solar physics as a convenient length-scale – for
example, a photospheric granule is typically 1Mm across). 1.3 million Earths would fit into the
volume that the Sun occupies. It rotates with a period of approximately 26 days at its equator; the
rotation period increases with increasing latitude to about 35 days near the poles. This effect is
called differential rotation and occurs due to the fact that the Sun is not a solid body but a gaseous
ball of plasma.
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Figure 1.1: Cartoon of the structure of the Sun, showing the various internal and atmospheric
regions. Image courtesy of SOHO consortium. SOHO is a project of international cooperation
between ESA and NASA.
1.1.2 Structure: from core to atmosphere
Figure 1.1 shows the structure of the Sun from core to outer atmosphere. The Sun is made up
of many layers, each with its own unique characteristics, which can interact with each other in
complex ways. The solar interior consists primarily of the core, radiative zone, and convection
zone. The Sun is held together under its own gravitational attraction and is in a state of hydrostatic
balance, the result of which is that the plasma in the solar core is highly compressed and very hot
(around 1.5MK). These conditions cause hydrogen nuclei to fuse together to form helium nuclei
in a chain of thermonuclear fusion reactions. Energy is released by these reactions in the form of
γ-rays and X-rays.
The solar core extends out to about 0.2R, above which lies the radiative zone. Here the temper-
ature and density are no longer high enough for thermonuclear reactions. Instead, the γ-ray and
X-ray radiation which leaks out of the core undergoes continuous absorption and re-emission. It
can take millions of years for a photon to reach the edge of the radiative zone due to the small
mean free path and chaotic route resulting from this scattering. Each absorption and re-emission
also increases the photon’s wavelength, so that the average temperature drops with radius out to
the boundary of the next layer, the convection zone, which begins at 0.7R.
Convection is the main method of heat transfer in this region of the Sun. The plasma here is
unstable to convection because the temperature gradient is higher than the adiabatic rate. This
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means that hot plasma rising from the lower boundary of the convection zone cools more slowly
than the plasma surrounding it, so there is an instability and the hot plasma will continue to rise.
Convection cells form, leading to granulation patterns that can be observed on the solar surface.
Also, as gas pressure effects dominate the magnetic field of the plasma in the convection zone, the
field is carried around by the motions of the plasma, giving rise to the solar dynamo effect.
The dividing line between the solar interior and the solar atmosphere is the visible solar surface,
the photosphere. It marks the level at which the solar plasma becomes optically thin. This is the
layer where sunspots are observed, and also where the most accurate observations of the solar
magnetic field can be made. The blackbody temperature at the photosphere is around 5700K,
although this can vary, for example in sunspots where the typical temperature is reduced to 4000−
4500K by the effect of the very strong magnetic fields there.
Above the photosphere lies the solar atmosphere, which extends from 1R out to the heliopause
more than 50AU from the Sun, where the solar magnetic field forms a shock front as it interacts
with the interstellar magnetic field. This atmosphere consists of chromosphere, transition region,
corona, and heliosphere. The different regions are defined not by height but by temperature, as
plasma from several layers often exists at the same height.
The chromosphere was named after its colourful appearance during solar eclipses. It is observed
in Hα and many other spectral emission lines. The network of granulation and supergranulation
patterns caused by convection can be seen here, as well as features such as spicules and jets.
Prominences are accumulations of chromospheric plasma with cool temperatures (20000K) and
high densities (1017m−3) held up by the magnetic field high in the much hotter and more tenuous
corona.
Between the chromosphere and the corona is the transition region – a thin layer best described
as a halo or sheath around chromospheric features projecting into the corona. Its main feature is
an astonishingly large temperature gradient; in a thickness of only 2 or 3Mm or even less, the
temperature soars to over 106K.
The solar corona itself is a highly structured and active zone extending from the top of the tran-
sition region out to about 20R, where it blends smoothly into the heliosphere. The plasma in
the corona is dominated by the strong magnetic field that exists there. Features such as coronal
loops, solar flares, active regions, and coronal mass ejections (CMEs) are all consequences of the
magnetic field. Because the corona is so incredibly hot, reaching several million Kelvin in places,
it emits strongly in extreme ultraviolet (EUV) and soft X-rays. Spacecraft such as SoHO, TRACE,
and RHESSI all observe the corona in different spectral bands. Figure 1.2 shows some examples
of observations highlighting the complex structures present.
The solar wind is a stream of energetic particles thrown off from the Sun into space. As it leaves
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Figure 1.2: Left: SoHO/EIT image of the solar corona, including two large active regions with
well-defined coronal loops. Taken in the 171 A˚ passband. Right: TRACE close-up of an active
region, showing finer details of a typical magnetic structure.
the Sun, it accelerates, until eventually the speed of the particles becomes super-Alfve´nic. This
means that beyond about 30R the particles are moving faster than the Alfve´n speed, and so
no forces beyond this boundary can alter events within the corona, as any information can only
propagate back at or below the Alfve´n speed. Far from the Sun, out among the planets, the
heliospheric magnetic field takes on a spiral shape first postulated by Parker (1958).
In this thesis I focus on the structure of the solar corona, as determined by the strong magnetic
field which is the principal force in play there. To model the magnetic field well over the length-
and time-scales of interest here requires the use of the equations of magnetohydrodynamics, which
are presented in the following section.
1.2 Magnetohydrodynamics
1.2.1 Fundamental equations
Magnetohydrodynamics (MHD) combines elements from the two disciplines of fluid dynamics
and electromagnetism to describe the motions of a magnetic fluid. It can be applied to the plasma
in the solar corona, on the condition that the length scales considered are large enough to safely
ignore the effects of the individual particles. The basic equations of MHD are (Priest, 1982; Priest
and Forbes, 2000):
Conservation of mass:
∂ρ
∂t
+∇ · (ρv) = 0 (1.1)
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Equation of motion:
ρ
(
∂v
∂t
+ (v · ∇)v
)
= −∇p+ j×B+ ρg + ρν∇2v (1.2)
Energy equation:
1
γ − 1
(
∂p
∂t
+ v · ∇p+ γp∇ · v
)
= −∇ · (κ · ∇T ) + ρ2Q(T )−H (1.3)
Ideal gas law:
p =
R
µˆ
ρT (1.4)
Solenoidal condition:
∇ ·B = 0 (1.5)
Faraday’s law:
∂B
∂t
= −∇× E (1.6)
Ampe`re’s law:
j =
∇×B
µ
(1.7)
Ohm’s law:
E+ v ×B = j
σˆ
(1.8)
Here, ρ is density, t is time, v is fluid velocity, p is pressure, j is electric current density,
B is magnetic induction (usually referred to as magnetic field), g is gravitational accel-
eration, ν is the coefficient of kinematic viscosity (Spitzer (1962) gave a formula which
is often used to calculate this), γ is the ratio of specific heats (usually γ = 5
3
for an ideal
monatomic gas), κ is the anisotropic thermal conductivity tensor, T is temperature, Q is
the optically thin radiative loss function,H is the coronal heating term, R is the universal
gas constant (R = 8.314510 JK−1mol−1), µˆ is the mean atomic weight (average mass per
particle in units of mass of a proton), E is electric field, µ is the magnetic permeability
(4pi × 10−7Hm−1), and σˆ is the electrical conductivity.
Note that the kinematic form of the viscous term given in equation 1.2 above is an approx-
imation to the correct and much more complex expression given by Braginskii (1965).
Also, Ampe`re’s law (equation 1.7) is derived from the full Maxwell equation by noticing
that the displacement current term is negligible for typical MHD timescales. In MHD,
the relevant timescale is the Alfve´n time, the time taken for an Alfve´n wave to cross the
system, typically just a few seconds. The electric field in the plasma would have to be
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varying much faster than this for the displacement current to come into play, which will
not be true for the bulk of the coronal plasma, only in isolated cases, for example at the
site of a solar flare, where the assumptions behind MHD break down.
These MHD equations describe the evolution of a magnetised plasma, assuming that cer-
tain conditions are fulfilled. For example, the plasma is treated as a single fluid whose
properties (with the exception of κ) are isotropic everywhere. An inertial frame is as-
sumed, and relativistic effects are ignored. The simplest form of Ohm’s law is given;
extra terms could be introduced on the right-hand side to include, for example, the effects
of electron pressure or the Hall term. Finally, the plasma is taken to be in thermodynamic
equilibrium with close-to-Maxwellian distribution functions. In the solar corona all of
these conditions are generally valid, over large enough length-scales.
1.2.2 Derived laws, quantities, and plasma parameters
Equations 1.6, 1.7, and 1.8 can be combined in order to express the rate of change of B
solely in terms of v and B itself, as shown here:
Induction equation:
∂B
∂t
= ∇× (v ×B) + η∇2B (1.9)
where η is the magnetic diffusivity of the plasma, which has been assumed constant. The
induction equation describes how the magnetic field in the plasma changes over time. On
the right-hand side of the equation, the first term is called the convective term. It describes
how the plasma velocity moves magnetic fieldlines around. The second term, called the
diffusive term, gives the rate at which fieldlines can slip through the plasma. Taking the
ratio of these two terms gives a way to quantify the strength of the coupling between the
magnetic field and the plasma flow, given here:
Magnetic Reynolds number:
Rm =
l0v0
η
(1.10)
where l0 and v0 are typical length-scales and speeds of the plasma. Due to the extremely
long length scales present in most of the solar corona, Rm is generally very large, except
in localised regions of extremely small length-scales and strong gradients. A high value
of Rm means that the fieldlines are close to being “frozen in” to the plasma, i.e. plasma
elements are fixed on the same magnetic fieldline for all time.
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Another important plasma characteristic is the ratio of plasma (gas) pressure to magnetic
pressure:
Plasma beta:
β =
2µp
B2
(1.11)
where p is the plasma pressure and B is the strength of the magnetic field. Plasma-β’s
in the solar corona are generally much less than one, especially in active regions, as the
plasma is low density and highly magnetised.
The final derived quantity that we need to know about here is the magnetic helicity,H , of
the magnetic field. It is defined as follows:
Magnetic helicity:
H =
∫
A ·B d3x, (1.12)
where A is the magnetic vector potential, given by B = ∇ × A, and the integration
is performed over the entire 3D domain of interest. In words, the magnetic helicity is
a measure of both how twisted the individual magnetic fieldlines are, and the degree to
which they are tangled or braided around each other. This means that it is related to the
amount of free magnetic energy stored in the field, because as we will see in the next
section, the more twist that is associated with the field, the more free magnetic energy it
can store.
Relative magnetic helicities of different fields are much simpler to calculate than the
absolute helicity of a given field. This is because A can be chosen with any gauge if
only B is known, so the absolute helicity is gauge-dependent and nonunique for any
given field. To resolve this ambiguity, a reference magnetic field can be chosen, and the
helicities of the other fields under consideration are then properly defined, relative to the
reference field. If the reference field hasA = A0 andB = B0, then the relative magnetic
helicity of any other magnetic field in the same volume is given by
H =
∫
A ·B−A0 ·B0 d3x, (1.13)
and this measure of the field’s helicity is unique. A standard choice of reference field
is a special type of field with no free magnetic energy, called a potential field, which is
discussed in the next section.
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1.3 Force-free magnetic fields
If we look for static solutions of the equation of motion (equation 1.2), then clearly the
terms on the left-hand side are zero. Compared to the pressure gradient, gravitational
forces can be neglected as long as we consider structures shorter than the pressure scale
height. Viscous forces are also negligible in the tenuous plasma of the corona. Finally,
the pressure gradient term is negligible when the plasma-β is very small, such as in the
low corona, so that we are left with simply
j×B = 0. (1.14)
Such a magnetic field is called a force-free field because there is no Lorentz force acting on
the plasma. It follows from equation 1.14 that j and B are parallel, so using equation 1.7
we can write
∇×B = αB. (1.15)
This implies that α is constant along fieldlines, as can be shown by taking the divergence
of equation 1.15. The left-hand side is zero, leaving ∇ · (αB) = 0, which simplifies
to B · ∇α = 0 after using a vector identity and equation 1.5. Hence B is everywhere
perpendicular to ∇α, and so the value of α does not change along fieldlines.
If α is taken to be constant everywhere, the governing equation is linear in B, so the field
is called linear force-free. α can be positive or negative and describes how much twist
the fieldlines have. Twisted fieldlines store free magnetic energy in the field, which can
be released by reconnection events. The special case when α = 0 describes a potential
magnetic field where
∇×B = 0. (1.16)
Potential fields are special because they can always be expressed in terms of the gradient
of a scalar potential Φ(r). In addition, given boundary conditions, the potential field is
unique and has the minimum possible energy of any magnetic field with a prescribed nor-
mal component on the boundary. This is because it contains no currents or free magnetic
energy.
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1.4 Magnetic reconnection
Magnetic reconnection is a plasma process whereby magnetic fieldlines can come to-
gether and change their connectivity. In general this is accompanied by a reduction in the
magnetic energy of the field, and a corresponding energy release in the form of plasma
heating and particle acceleration. The fieldline reconnection occurs in a localised volume
called the diffusion region where short length-scales and large gradients in the magnetic
field mean that diffusive effects become important. Reconnection is important in solar
physics as an explanation for events such as solar flares, in which magnetic energy stored
in the magnetic field is suddenly converted into a violent release of heat and kinetic energy
in a confined region.
1.4.1 Classic 2D reconnection
Several different reconnection regimes have been proposed and studied over the years.
In two dimensions, Sweet-Parker reconnection (Parker, 1957; Sweet, 1958a,b; Parker,
1963) was the first model for steady magnetic reconnection. Figure 1.3 is a sketch of
the required magnetic field configuration and plasma flows. In the simplest analysis, the
plasma in the outflow region is accelerated to the Alfve´n speed. The reconnection rate,
which in 2D is defined as the rate at which fieldlines move through the X-point, can be
described in dimensionless form by the inflow Alfve´n Mach number, which varies as
Mi =
1√
Rmi
(1.17)
with the inflow magnetic Reynolds number, Rmi. Including the effects of the pressure
gradient makes this expression more complex; however, the same dependence on Rmi
remains. For this reason, Sweet-Parker reconnection cannot explain energy release in
solar flares, because the high magnetic Reynolds number of the corona means that the
reconnection rate will always be too low.
Petschek (1964) proposed an alternative reconnection mechanism with a much shorter
diffusion region, as shown in figure 1.4. Most of the energy release in this model occurs
not in the diffusion region itself, but at the four standing slow magnetoacoustic shocks,
which heat and accelerate the plasma as it crosses them. The maximum reconnection rate
is
Mmaxe ≈
pi
8 lnRme
, (1.18)
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Figure 1.3: The Sweet-Parker model for steady magnetic reconnection. Magnetic fieldlines are
thin black lines. Thick black arrows show the direction of plasma flow.
Figure 1.4: The Petschek model for steady magnetic reconnection. The lighter shaded regions on
left and right show where plasma is heated and accelerated by the four slow-mode shocks.
where the subscript e indicates the external region, far from the diffusion region. Typical
values for the Petschek reconnection rate are therefore around 0.01 to 0.1, much higher
than for Sweet-Parker, making it an example of a so-called fast reconnection model. It
is now known that whole families of Petschek-type reconnection regimes are possible
(Priest and Forbes, 1986). Only fast reconnection models can begin to explain the en-
ergetics of the corona, although the reconnection rates found in the models are still not
quite high enough to fit the observations.
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1.4.2 Reconnection in 3D
The theory of fully three-dimensional magnetic reconnection is still a relatively new sub-
ject with many challenges ahead. Generalising 2D X-point reconnection into 3D by sim-
ply including an extra dimension leads to structural instabilities in the magnetic field;
adding a component of magnetic field along the new axis can destroy 2D null points
and separatrices, leaving no way of distinguishing between fieldlines which in 2D were
topologically distinct. In fact it is possible for reconnection to occur at 3D null points,
although they have a very different structure from their 2D counterparts (see section 1.5).
But reconnection can also occur in localised diffusion regions where B is nowhere zero.
Schindler, Hesse, and Birn (1988) showed that 3D reconnection is always associated with
the existence of a component of the electric field parallel to a magnetic fieldline some-
where in the localised diffusion region. This condition can be expressed mathematically
as ∫
E‖ds 6= 0, (1.19)
where E‖ is the parallel electric field, and s is the coordinate along the fieldline. So
finding an enhanced E‖ in numerical simulations or deriving its existence from observed
data (e.g. Fletcher and Hudson, 2002; Qiu et al., 2002) is a good indicator that magnetic
reconnection is taking place. However, this can also occur for other phenomena, such
as magnetic diffusion, which are not strictly classed as reconnection because there is no
change in the connectivity of the fieldlines and no movement of flux across separatrix
boundaries. The structure of the magnetic field should therefore also be taken into con-
sideration when determining whether reconnection has occurred. An X-type magnetic
structure in the plane normal to the fieldline, in conjunction with equation 1.19, has been
suggested as a useful defining signature of 3D magnetic reconnection.
1.5 Magnetic topology
The locations at which magnetic reconnection can occur are strongly limited by the mag-
netic topology of the magnetic field, meaning its connectivity and the way it is structured.
In the case of the solar corona, currently only the photospheric magnetic field can be fre-
quently and routinely observed at a high spatial resolution. The challenge is therefore to
reconstruct the coronal magnetic field given this limited information about the field at the
photospheric boundary.
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It is standard practice to take the lower boundary of the magnetic field region in question
as the photosphere, and all the space above this level as the corona. This means that the
photosphere is represented by the surface z = 0 for a Cartesian coordinate system or
r = 1 for spherical coordinates. The coordinate system chosen depends on the size of the
region and therefore whether it is justifiable to ignore the curvature of the solar surface and
approximate the photosphere as planar. Generally features larger than an active region,
say 100Mm upwards, are better modelled in the spherical geometry. There is a narrow
region between the part of the photosphere where the magnetic field is measured and the
corona in which the field is assumed to be force-free or potential. In this region, the
plasma pressure and plasma-β rapidly decrease with height. However, I shall adopt the
standard assumption of neglecting the effect of this thin dividing layer. This approach is
permissible because the main focus of this thesis is on modelling the large-scale structure
of the coronal magnetic field. Neglecting the effects of the thin region with high plasma-
beta may introduce a slight distortion of the true field near the photosphere but will not
significantly change the large-scale structure of the field in the corona that I am interested
in.
1.5.1 Choice of model for magnetic source regions and magnetic field
Topological models fall into one of two categories depending on the assumptions about
the field at the boundary. Sources of flux at the photosphere can be chosen as either
point sources, which are isolated infinitesimally small sources of magnetic flux, discrete
sources, which are still isolated (i.e. are separated by regions of zero field normal to
the boundary) but have finite size, or continuous sources, in which case there can be a
component of the magnetic field normal to the photosphere everywhere. If the field is
modelled by discrete or point sources on the photosphere, the topology is determined
by the positions of the magnetic null points and certain special fieldlines associated with
them. If on the other hand the field at the photosphere is continuous, the number of
null points present drops dramatically, and different methods of describing the magnetic
structure come into play. More information on this topic is presented at the end of this
section, after a few necessary definitions have been given.
Throughout this thesis I have used point magnetic sources in my modelling. Talking about
magnetic sources, whether point or discrete, seems to defy the divergence-free condition,
equation 1.5. However, each source in the model simply represents an area of strong
magnetic flux breaking through the photospheric surface. Magnetograms of the line-of-
sight photospheric magnetic field such as those taken by the Michelson Doppler Imager
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(MDI) on SoHO show that the field is highly nonuniform and in fact tends to form isolated
concentrated patches on all observable length-scales. Below the photosphere, the plasma-
β is high and the field is mostly confined in strong magnetic flux tubes and sheets. It is
only when these flux tubes break through into the low-β corona that the field can spread
out to thread the entire volume, mimicking the field of a source placed on the surface at
the point where the flux tube breaks through. Although such regions are not true magnetic
sources, they serve that function within the scope of the model. In particular, modelling
with point magnetic sources is accurate enough to obtain useful results as long as the
observed sources are far apart compared to their own sizes, and have a simple close-to-
circular shape. Such modelling can also be justified by performing a multipole expansion
of the Green’s function model of a source of field. The relevant Green’s function is given
by
G(r, r′) =
1
4pi |r− r′| , (1.20)
where r′ is the position of a magnetic point source and r is the position at which we wish
to calculate the magnetic field vector produced by the source. A source of finite size can
be dealt with by integrating equation 1.20 over the area of the source. A multipole expan-
sion of this expression reveals that the lowest order (and strongest) term is a monopole
term, so to lowest order, the source can be approximated as a magnetic monopole on the
photosphere.
Line-of-sight magnetograms can be reduced to sets of point magnetic sources via the
technique of Welsch et al. (2004) (see figure 1.5). This involves setting a “noise” level,
typically 50G. Any pixels with line-of-sight magnetic field lower than this level have it
set to zero, leaving a small number of isolated regions with strong positive or negative
flux. These regions can be picked out, as in figure 1.5(c), and measuring the centre-of-
mass position and total magnetic flux in each allows the construction of a set of point
magnetic sources with equivalent fluxes.
Point-source models call for potential or linear force-free magnetic fields, while dis-
crete sources can be used with the more realistic but computationally expensive non-
linear force-free fields. I use potential magnetic fields in this thesis. This is done for
ease of calculation, and because the topological differences between potential fields and
their more accurate nonlinear force-free cousins are minor unless the nonlinearity is very
strong (Brown and Priest, 2000). In particular, potential fields are a good approximation
in quiet Sun regions and when modelling the global solar corona over large length-scales.
Complex active regions may require the use of linear or even nonlinear force-free fields.
As stated above, in this work I consider potential magnetic fields in the corona generated
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(a) Line-of-sight magnetogram of a small active re-
gion. Positive flux is white, negative is black.
(b) Extrapolated potential fieldlines superimposed on
the magnetogram don’t pick up all the structure.
(c) Source regions with field ≥ 50G in each pixel are
identified and numbered.
(d) Each numbered source region is approximated by
a point magnetic source of flux. This is the first step
towards calculating the magnetic topology. Positive
sources are red circles and negative sources are blue
circles.
Figure 1.5: How a magnetogram is reduced to point sources
by finite sets of point magnetic sources on the photosphere. The structure of these fields
can be determined by calculating their magnetic topologies, a process that begins with
analysing the magnetic null points which are present.
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Figure 1.6: Structure of the fieldlines near a generic 3D potential magnetic null point.
1.5.2 3D magnetic null points and their associated fieldlines
Magnetic null points in 3D come in many different forms. They can be structurally stable
or unstable, linear or nonlinear, and the presence of currents can cause nearby fieldlines
to bend or spiral. For example, the field close to a second-order null point has a quadratic
dependence on the distance from the null, and is therefore structurally unstable as the
addition of an arbitrarily small component of magnetic field will either destroy the null
or turn it into two first-order nulls. However for this work I am primarily interested in
the properties of topologically stable linear potential nulls. Parnell et al. (1996) have
studied such null points in detail. The structure of the fieldlines near a 3D null is shown
in figure 1.6. A system of coordinates can be found such that the first-order linear field
near the null can be written as B =M · x where x = (x, y, z)T and
M =

∂Bx
∂x
∂Bx
∂y
∂Bx
∂z
∂By
∂x
∂By
∂y
∂By
∂z
∂Bz
∂x
∂Bz
∂y
∂Bz
∂z
 =
 1 12(q − j‖) 012(q − j‖) p 0
0 j⊥ −(p+ 1)
 , (1.21)
so M is the Jacobian matrix of derivatives of B. j‖ and j⊥ are the currents parallel and
perpendicular to the spine of the null point (defined below), while p and q are parameters
of the potential field that can change the sign or type of the null point. This expression for
the field near the null is obtained by assuming that the ”spine” lies along the z-axis and
that any current in the horizontal plane is parallel to the x-axis. In the potential case, the
matrixM simplifies further as no currents are present.
Taking the potential, structurally stable case guarantees that the three eigenvalues of this
matrix will be real and nonzero. Together with the solenoidal condition (equation 1.5) on
the magnetic field, this means that the eigenvalues must add to zero, so thinking about
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their signs, if the largest eigenvalue in absolute magnitude, say λ1, is positive, then the
other two eigenvalues, λ2 and λ3, must be negative, or vice versa. The eigenvector (eˆ1)
associated with λ1 defines an isolated fieldline called the spine; the other two eigenvectors
(eˆ2 and eˆ3) define the fan plane of the null point (Priest and Titov, 1996); fieldlines
beginning in the fan plane form the separatrix surface.
Some terminology for null points: a null is known as positive if its fan fieldlines are di-
rected outwards, and negative if they are directed inwards (Priest and Titov, 1996). Null
points can be located on the photospheric boundary or in the corona. Due to symmetry,
those in the photosphere must either have their spine fieldlines lying in the photospheric
surface (prone nulls) or normal to the photospheric surface (upright nulls) (Beveridge,
2003). If this were not the case then extra source regions (where Bz 6= 0) would nec-
essarily be present on the photosphere, which contradicts the basic assumptions of the
MCT model. If the two spine fieldlines of a null connect to the same magnetic source,
the null is called homospinal (upright nulls always fall into this category) – otherwise it
is heterospinal (Beveridge, 2003).
Separatrix surfaces of heterospinal nulls divide the topology into regions of different mag-
netic connectivity. That is, two fieldlines on opposite sides of such separatrix surfaces
cannot share both of their magnetic sources. (N.B. For brevity, since this thesis deals
exclusively with 3D magnetic topologies, I will use the terms “separatrix” and “sepa-
ratrices” interchangeably with the more conventional 3D terms “separatrix surface(s)”.)
When two separatrices intersect, a special fieldline called a separator is created (Brown
and Priest, 1999a). The separator connects a positive and a negative null point. It is
the three-dimensional analogue of a two-dimensional X-point and is a prime location for
reconnection (Gorbachev et al., 1988; Lau and Finn, 1990; Priest and Titov, 1996; Gals-
gaard and Nordlund, 1997). Separators also generally lie along the boundaries between
four different regions of connectivity – at least for separators connecting heterospinal
nulls. Such a separator is called a proper separator. It can be shown that a separator links
two null points if and only if the separatrix of one contains both spines of the other (Bev-
eridge, Priest, and Brown, 2004). If a null point has no separators, its fan plane is referred
to as unbroken; otherwise it is known as broken.
Figure 1.7 is an example of a magnetic topology with four point sources. It is in the
spherical geometry discussed earlier, so the sources are sitting on the surface of a sphere.
Both null points have the spine and fan structure familiar from figure 1.6, and the two
separatrix domes intersect in a separator. This particular magnetic topology is known as
the intersecting state and will be discussed further in chapter 4.
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Figure 1.7: Example magnetic topology: the intersecting state. Positive (negative) sources are
red (blue) spheres, positive (negative) nulls are red (blue) tetrahedra, spine fieldlines are green,
separatrix fieldlines are purple, and the separator is the thick black fieldline joining the two nulls.
Together, the null points, spines, separatrices, and separators comprise themagnetic skele-
ton of a given magnetic field (Priest, Bungey, and Titov, 1997). These features provide a
framework for understanding the structure and connectivity of the field. But they cannot
exist independently of each other, and for this reason it is possible to find some equa-
tions linking the numbers of different topological features present. These equations are
presented in the next section.
1.5.3 Governing equations of magnetic topology
Several useful relationships link the numbers of various elements of a field’s skeleton. In
situations with flux balance, the field at a large distance from the sources is approximately
dipolar. On a contour of sufficiently large diameter, the Kronecker-Poincare´ index (χ)
of the field will be two (Molodenskii and Syrovatskii, 1977). The Euler characteristic
equation
M − c+m = χ (1.22)
then holds in the photospheric plane. HereM is the number of potential maxima (see, for
instance, Inverarity and Priest, 1999),m is the number of minima, and c is the number of
saddle points.
Saddle points of the magnetic potential correspond to prone nulls; maxima correspond
either to positive sources or to positive upright nulls; minima are negative sources or
negative upright nulls. This allows us to relate the numbers of sources (S), prone nulls
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(np) and upright nulls (nu) by the two-dimensional Euler characteristic:
S + nu = np + 2, (1.23)
which holds when the net flux in the source plane is zero. The properties of nulls in 3D
space are governed by the 3D Euler characteristic:
S+ − n+ = S− − n−, (1.24)
where S± represents the number of positive or negative sources and n± the number of
positive or negative nulls. In both of these equations, flux balance is assumed: for an
unbalanced case, it is necessary to add a balancing source at a great distance and increase
S and S± appropriately.
Longcope and Klapper (2002) found a relationship between the number of flux domains
(D), separators (X), null points (n) and sources (S):
D = X − n+ S, (1.25)
where n excludes homospinal nulls and nulls with unbroken fans. However, this result
applies to the whole of space rather than to the coronal half-space. For a result in the latter,
we must differentiate between photospheric domains, which contain field lines that lie in
the photosphere, and purely coronal domains, which do not. Making this distinction, the
equation can be modified to:
Dφ + 2Dc = 2X − nφ − 2nc + S, (1.26)
where Dφ is the number of photospheric domains, Dc is the number of purely coronal
domains, nφ is the number of photospheric nulls and nc is the number of coronal nulls
(Brown and Priest, 2001; Beveridge, 2003). Again, homospinal nulls and nulls with un-
broken fans are excluded.
Amore sophisticated approach by Beveridge and Longcope (2005) related domains, sepa-
rators, sources and coronal nulls in the coronal half-space, without the need to distinguish
between coronal and photospheric domains or homo- and heterospinal nulls:
D = X + S −Nc − 1. (1.27)
Each of the equations given above provides a useful check, when calculating magnetic
topologies, that all features have indeed been located successfully. If all the equations
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are satisfied, we can have a high degree of confidence that the calculated topology is
complete.
1.5.4 Process of calculating a magnetic topology
The theoretical underpinnings described in the last few sections can be used to calculate
the magnetic topology of any given set of sources. In fact, the same techniques as for
point sources and potential fields can also be applied to discrete sources and force-free
fields. Let us assume that the source regions are defined and we know or can calculate the
magnetic field vector at any point.
Locating null points can be done in several ways. The most common technique is to
calculate the three components of the magnetic field on a grid whose spacing is small
compared to the distance between the two closest sources. Each cube of eight grid points
is tested in turn; a null point must exist inside the cube if the signs of the three components
of B all change. Once a cube containing a null has been found, the location can be found
more precisely by constructing a new grid with smaller spacing inside the original cube.
Photospheric nulls are found using a similar method in two dimensions, looking for sign
changes at the corners of grid squares.
An alternative method (Beveridge, 2003) for locating nulls is to calculate the points of
intersection of the surfaces on which Bz = 0 with the curves on which Bx and By = 0.
This method gives a nice graphical way of understanding where the nulls are found, but
can be quite computationally expensive.
Once the null points are found, their eigenvalues and eigenvectors can be calculated. The
uniquely-signed eigenvectors can be used to find starting points for the spine fieldlines,
simply by placing the start points a very small distance away from the null in the direction
of the eigenvector and in the exact opposite direction. The step should be very much
smaller than (say 1% of) the minimum separation between any two sources or nulls. Now
the other two eigenvectors can be used in the same way to define start points for fieldlines
in the fan plane. Four start points come directly from the two eigenvectors, and then as
many more start points as required can be chosen at the same distance from the null and
sitting in the same plane. The spine and fan fieldlines can then be found in the usual way
by integrating the equations for the three components of the field, i.e.
ds
B
=
dx
Bx
=
dy
By
=
dz
Bz
. (1.28)
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Close, Parnell, and Priest (2004) gave the current best method for calculating separators.
First a set of evenly-spaced fieldline starting points in the fan plane is chosen. The field-
lines in this set (of, say 20 or so initial points) are tested one by one in order around the
null. When a change in connectivity is found, a separator must exist somewhere in the
gap between those two fieldlines. The gap is reduced as much as possible by choosing
fieldline starting points closer and closer together, to the limit of numerical accuracy in
the software package used. Then we start to step out along the best guess fieldline. If the
field starts to diverge too much, or fieldlines on both sides of the guess have the same con-
nectivity, then we go back to the last known correct point and a smaller step size is chosen
to maintain accuracy. This method will eventually reach the other null point, keeping very
close to the separator all the way along.
Once the nulls, spines, separatrices, and separators have been calculated in this way, they
can be checked against the equations from section 1.5.3. If any null points or separators
have been missed, the equations will not balance, and we can go back and analyse the
field more closely. In this way, we can be reasonably sure that the calculated topology is
correct and complete.
1.5.5 Topological bifurcations
Of course, calculating individual magnetic topologies is only half the story. If we want to
understand how the magnetic structure of a region evolves over time, we need a way to
classify how the topology is changing. Such a change of topology is called a bifurcation.
Topological bifurcations come in three different fundamental classes, depending on the
qualitative type of change of the magnetic skeleton which is involved. Within each class
there are several individual types of bifurcation. Often these are versions of the classical
bifurcations (e.g. saddle-node, pitchfork, etc.), but there are also some that are distinctive
to magnetic topology.
Local bifurcations create or destroy magnetic null points in the topology. The connectivity
of the topology is unaffected. For example, in the local separator bifurcation (Brown and
Priest, 1999b), two null points of opposite sign are created in the photosphere. Of course,
this bifurcation can also “run in reverse”, with the two nulls mutually annihilating. In
potential fields, bifurcations can be reversed simply by recreating the boundary conditions
from before the bifurcation.
Global bifurcations change the connectivity of the topology with no effect on the number
or type of null points. For example, the global separator bifurcation (Brown and Priest,
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1999b) involves the intersection of two previously unconnected separatrices, creating a
new separator and a new flux domain.
Finally, quasi-bifurcations (Beveridge, 2003), only recently recognised as an independent
class of topological bifurcation, perform a more subtle topological change than the other
two classes do. The nulls and connectivity are both unchanged by a quasi-bifurcation; the
difference is in which flux domain is dominant, meaning which of the flux domains is not
limited in space but has some fieldlines that extend out an arbitrarily large distance away
from the sources. Thus, for example, the global separatrix quasi-bifurcation involves
a separatrix opening out and then collapsing back down on the other side to enclose a
different set of sources.
More detail is given in the main text on each individual type of bifurcation where neces-
sary.
1.5.6 Note on magnetic fields with continuous source regions
Themagnetic fields discussed above are all produced by point or discrete magnetic sources
on the photosphere. This is a useful approximation which is valid in many solar cases and
can give new insight into the structure of coronal magnetic fields. However, it is clear that
the real photospheric magnetic field is not always neatly divided up into discrete patches
of flux, especially in active regions. In fact, the field vector is at an angle to the photo-
sphere almost everywhere. This is referred to as continuous boundary field, to distinguish
it from the discrete source case.
With a continuous boundary magnetic field, there are far fewer null points than in the
equivalent (derived) point source scenario. This is because most of the nulls in the point
source case are on the photosphere, and most of these do not exist with the continuous
boundary field. In fact, most of the photospheric nulls in the point source case are artefacts
of the selected method for choosing point sources to approximate a real solar magnetic
field, rather than being manifestations of actual null points in that field. For example, if
we choose to approximate a diffuse source region with ten rather than five point sources,
a lot of spurious photospheric nulls will be present which give us no new information
about the “real” topological structure of the field. At present there is no definitive way to
tell which nulls are spurious and which real, but a good rule of thumb is that nulls located
between strong charge concentrations contribute a lot more to the large-scale topological
structure than those located deep within regions of strong unipolar charge concentration.
Coronal nulls are thought to be much more robust to the choice of field approximation.
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So the few leftover coronal nulls will give information about some, but not all, of the
topological structure of the field.
But the geometric structure is dependent on calculating the changing connectivity of the
fieldlines, so how is it possible to talk about geometric structure when the connectivity
changes continuously? (Priest and De´moulin, 1995) It has been shown by De´moulin,
Priest, and Lonie (1996); Titov (1999); Titov, Hornig, and De´moulin (2002) that as well
as traditional separatrices, such a field can contain quasi-separatrix layers (QSLs) with
a finite thickness. Instead of changing discretely, the fieldline connectivity in a QSL
changes continuously but very rapidly. QSLs can be found by testing the squashing factor
of small flux tubes, which measures how much an initially round flux tube is deformed
at different points in the corona. Each QSL is a region of points with squashing factors
above a certain predefined level. Thus, a separatrix surface is a topological feature, and a
QSL is a geometric one.
It is possible to think of QSLs as the remnants of undetectable separatrices emanat-
ing from virtual sources and nulls located below the photospheric boundary. Quasi-
separators also exist; they are, of course, the region of intersection of two QSLs. They
are known in the literature as hyperbolic flux tubes (HFTs) (Titov et al., 2002) due to the
structure of the fieldlines close to them.
It is believed that the geometrical structure of a region modelled with a continuous bound-
ary field and QSLs is very similar to the topological structure of the same region modelled
with a force-free field and discrete sources. However, this subject is still very new and
few studies on this have yet appeared. For my future plans to compare the two modelling
regimes, see chapter 6.
1.6 Aims
The aims of this thesis are to use magnetic charge topology (MCT) modelling techniques
to gain new insight into solar phenomena, and to develop new methods to tackle new
regimes. Specifically, I use standard topological techniques (i.e. assuming the solar sur-
face is flat) in chapters 2 and 3 to study the magnetic breakout model for an eruptive solar
flare and the evolution of an coronal bright point, both from a topological perspective.
I then introduce the technique of topological modelling in a spherical geometry, and in
chapter 4 I analyse all possible potential spherical topologies with four point magnetic
sources. I then apply this expertise in chapter 5 to study the topological causes and con-
sequences of the reversal of the Sun’s dipolar magnetic field in the solar cycle.
Chapter 2
Topological Analysis of the Magnetic
Breakout Model for an Eruptive Solar
Flare
Note: The material in this chapter has been published in the Proceedings of
the Royal Society A. The reference is:
Maclean, R. C., Beveridge, C., Longcope, D. W., Brown, D. S., and Priest,
E.R. (2005): “A Topological Analysis of the Magnetic Breakout Model for an
Eruptive Solar Flare”, Proc. Roy. Soc. A, 461, 2099-2120.
2.1 Introduction
Solar flares are sudden violent releases of huge amounts of energy into the low solar
corona. In a matter of minutes, up to 1032 ergs of energy can be converted from excess
nonpotential energy stored by the magnetic field into kinetic energy, heat, and radiation.
This causes charged particles to accelerate into nonthermal distributions, as well as heat-
ing of the chromospheric and coronal plasma. Flares are observed remotely in many
different parts of the electromagnetic spectrum (γ-rays, X-rays, UV, visible light, and
radio).
Most flare researchers believe that flares are triggered by instabilities in the magnetic field.
However, the exact mechanism is still under debate. Theories put forward so far include
loss of equilibrium (Klimchuk and Sturrock, 1989; Priest and Forbes, 1990), tether cutting
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Figure 2.1: A sketch of the magnetic breakout model of Antiochos, DeVore, and Klimchuk (1999).
When shear is applied along the equator, the low-lying red fieldlines begin to reconnect with the
global (blue) field. The magnetic null point rises and eventually the red fieldlines dominate the
topology.
(Moore et al., 2001), the effect of the kink instability (Gerrard and Hood, 2003; To¨ro¨k,
Kliem, and Titov, 2004), and the magnetic breakout model. Each of these theories has
been developed over the course of several years and has undergone intense scrutiny in the
attempt to find the most accurate model for the onset of a solar flare. It is fair to say that
the debate is still open.
In this work, I have chosen to further study and develop the magnetic breakout model,
as first proposed by Antiochos, DeVore, and Klimchuk (1999). In this model, a central
flux system is initially enclosed by an overlying arcade. Shear is applied near a polarity
inversion line in the photosphere, causing magnetic reconnection to take place in the
vicinity of a magnetic null point in the corona. This weakens the overlying field and
allows the originally enclosed flux to “break out” explosively. Figure 2.1 is a sketch of
the magnetic fieldlines before and after the breakout event.
Further work by Antiochos (1998) showed that the simplest configuration with sufficient
complexity to allow this behaviour is the delta sunspot. A delta sunspot consists of two
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opposite-polarity sunspot umbrae contained within a common penumbra. Indeed, such a
configuration is observed to be a prolific producer of flares; Tanaka (1991), for example,
showed that significant flares were produced by 90% of delta groups with inverted polarity
(see also Zhang, 1995).
In this chapter, I apply the principles of magnetic charge topology to modelling such a
flare-active delta sunspot. Clearly, this approach has both benefits and drawbacks com-
pared to the full dynamic MHD breakout model of Antiochos, DeVore, and Klimchuk
(1999). Solar flares are generally agreed to go through three distinct stages during their
lifetime: the precursor phase, the impulsive phase, and the main phase. The idea is that
a slow evolution of a pre-eruptive magnetic configuration (through a series of equilibria
in response to, for instance, photospheric footpoint motions or flux emergence) leads to
a dynamic eruptive phase in which the magnetic field breaks out, and then relaxes to a
lower-energy configuration. Although the slow pre-eruptive evolution can be described
accurately by studying a series of MCT equilibria, the impulsive phase needs at least the
full resistive MHD equations, and preferably an even more comprehensive approach ac-
counting for the energy lost through particles accelerated to relativistic velocities. Work
done by Zhang and Low (2001, 2003) has given us a more complete physical picture of
the full eruption, right through the initial, dynamical, and final relaxed states. However,
so far, the magnetic breakout model is a largely numerical one, and so it is important to
try to develop a deeper understanding of the conditions on the magnetic field required for
the initiation of the eruptive phase. Greater knowledge of these conditions could play a
part in improving predictions of which active regions are likely to flare.
The MCT model has the additional benefit over MHD simulations that it makes it easier
to explore a much wider range of parameter space. And although the potential magnetic
fields of the MCT model cannot describe the intrinsic fieldline twist in delta-sunspot
regions, nor the excess magnetic energy stored, nevertheless the positions of topological
features calculated with MCT often closely approximate the positions found by a full
MHD simulation (Longcope and Magara, 2004). In fact, there is only a small difference
between estimates of active region energies and those of a potential field with the same
photospheric magnetic field. Typical estimated differences are of the order of 15% (e.g.
Greene (1988) finds a difference of around 10%, while Klimchuk and Sturrock (1992)
find a 20% difference). So while the free energy difference is very important in terms of
explaining the source of energy for flaring activity in the corona, potential field models
work well for describing the large-scale structure and connectivity of the coronal field,
which is the main focus of this work. The small difference in energy between the real
solar field and the model potential field is not sufficient to make a significant difference
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to the calculated large-scale field structure and connectivity.
Topological bifurcations in the MCT model also provide an invaluable guide to interpret-
ing events in full MHD simulations. In a nonpotential field, a bifurcation will occur when
the current density becomes large enough to change the topology. The same bifurcation
can, however, occur in a continuous sequence of potential fields, although the exact pa-
rameter values at which changes between topological states occur will naturally change
depending on the form of α(r) (Brown and Priest, 2000).
As the aim here is to study the topological conditions for magnetic breakout, the main
focus is on those particular bifurcations that can lead to breakout when the field is sheared.
For simplicity, I characterise these bifurcations first in a sequence of potential fields, and
later demonstrate an identical scenario in non-potential (linear force-free) fields.
2.2 Model and bifurcation analysis
I model the delta sunspot with an unbalanced configuration of six magnetic sources. A
delta sunspot is an essentially quadrupolar magnetic configuration, in that it consists of
a previous simple (bipolar) sunspot into which new flux is emerging through the photo-
sphere. Table 2.1 and figure 2.2 show the initial arrangement of sources used; the posi-
tions and strengths given are all relative numbers. There is one central, positive source
that represents the newly emerging flux. This source is surrounded by three negative
sources, which are in turn flanked by two strong positive sources. The idea behind this
model is that the newly emerging flux is strongly concentrated in one region, while the
pre-existing sunspot is more diffuse and therefore requires more point sources spread out
over the photosphere to represent it in the MCT approximation. Figure 2.3 is a sketch
of how the point source model represents regions of positive and negative photospheric
flux in the delta spot. There is also a “balancing” source at infinity which plays a role
by allowing fieldlines to connect out to large distances. Its flux can change in order to
balance the changing strength of the newly emerging flux.
This source configuration is related to the configuration used by Antiochos, DeVore,
and Klimchuk (1999) in that it involves new flux emergence into a pre-existing bipolar
field, but the advantage of the MCT technique is that the resulting field is fully three-
dimensional, not axisymmetric like the Antiochos model, and it is therefore one step
closer to the real solar magnetic field that we are modelling.
In this initial state, with the strength  of the central source P1 very small (i.e. the
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Figure 2.2: The initial configuration of magnetic sources for the topological magnetic breakout
study. For easy reference, sources are numbered and marked ‘P’ for positive or ‘N’ for negative.
Source Position Strength
P1 (0, 0) 
N1 (0, 1) −1
N2 (0.866,−0.5) −1
N3 (−0.866,−0.5) −1
P2 (0,−3) 2.5
P3 (2.5, 1.5) 2.5
N∞ ∞ −2− 
Table 2.1: Initial source positions and strengths for the breakout model.
oppositely-signed flux is just starting to emerge; say  = 0.01), all the flux from P1
goes to N1, N2 and N3. The topological manifestation of breakout is the addition of a
flux domain connecting the central, originally enclosed source to the balancing source
at infinity. I attempt to provoke such behaviour by disturbing the configuration in three
ways:
• by altering the strength of P1 in a potential field, from just above 0 up to 2;
• by altering the location of P1 in a potential field, within a 2 × 2 square centred on
the origin; and
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Figure 2.3: Sketch of the regions of positive and negative line-of-sight magnetic field in the delta
sunspot model.
• by altering the parameter α of a force-free field, while keeping P1 fixed near the
origin with  = 1.5.
Each progression is marked by a sequence of bifurcations which change the field’s topol-
ogy. The bifurcations can be local or global, as described in the introduction (chapter 1).
Quasi-bifurcations are not considered in this analysis as they are only relevant in the case
of balanced sources (i.e. no source at infinity).
Local bifurcations change the number of proper separators, X , according to
∆X = ∆nc +
1
2
∆nφ (local bifurcation). (2.1)
This is the difference of equation 1.26 after noting that, in a local bifurcation, ∆S =
∆D = 0. This is because local bifurcations cannot change the domain structure of a
topology (section 1.5.5), and also clearly the number of sources does not change. Equa-
tion 2.1 is a general rule which tells us about the effect that a local bifurcation will have
on a given topology, and it can be applied to predict the expected change in the number
of separators, given information about the number of null points created or destroyed.
Although it is not yet possible to directly observe the topological structure of the corona,
various techniques to reconstruct it from photospheric magnetic field data exist. Rules
such as this one for local bifurcations provide a useful check on the accuracy of these
reconstructions. For example, it’s easy to miss finding a separator during the calculation
of the topology of a complex field. But it would be obvious that a separator had been
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Figure 2.4: An example of the global spine-fan bifurcation shown as a footprint in the z = 0
plane, with positive sources P1 and P2, negative sources N1 and N2, and positive photospheric
null points B1 and B2. The thick black line is a (unstable) separator. This bifurcation is designated
B1aB2.
missed if the equations were checked, because they simply wouldn’t balance correctly.
Indeed, in the future it may become possible to observe separatrices and separators in the
corona, due to the large current accumulations expected there (McLaughlin and Hood,
2004; Aulanier et al., 2005), in which case such rules would come into their own.
The term breakout refers to the creation of a new domain connecting to distant sources.
This must occur as a global bifurcation, since local bifurcations do not change the domain
structure. In all three cases considered here, this new domain can be created through a
global spine-fan bifurcation (Brown and Priest, 1999b). In a global spine-fan bifurcation
the spine of one null sweeps across the fan of a second, like-signed null. In the example
shown in figure 2.4 the spine connecting null B1 to source N1 and the fan connecting
null B2 to source P2 approach each other (figure 2.4(a)). At the instant of bifurcation
(figure 2.4(b)), the spine and fan actually join thereby creating an unstable separator
connecting B1 to B2 in a structurally unstable topology (Hornig and Schindler, 1996).
Immediately following this, the spine of B1 connects to N2 and the fan of B2 to P1, as
shown in figure 2.4(c).
A general global spine-fan bifurcation “flips” the spine γ of one null, call it S, between
two sources. These sources are the two spine sources of the second null T across whose
fan γ has flipped. The global consequences of this bifurcation, which we designate S a T
(meaning that the spine of S and the fan of T are involved in the bifurcation), result from
changing separators as follows. Each separator connected to S will also connect to an
opposing null S ′. One sector Σ of the S ′ fan will be bounded by this separator and the
spine γ (Longcope and Klapper, 2002). The fan sector Σ remains bounded by γ even as
it flips through the T fan; the spine “drags” the fan sector with it. Consider first a case
where Σ did not intersect the T fan before the bifurcation, illustrated in figure 2.5. The
spine γ will then “drag” the fan sector Σ through the T fan as it flips, thereby introducing
a new separator linking T to S ′ (the separator is the new intersection). Had such an
intersection been present before, the bifurcation would eliminate it (running the creation
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Figure 2.5: An example of how the number of separators changes during the global spine-fan
bifurcation. Before the bifurcation, in the lefthand figure, T’s separatrix does not intersect either
of the negative nulls’ separatrices. However, they are connected to S by separators, and as the
global spine-fan bifurcation changes the connectivity of S’s spine, it drags the separatrices of the
negative nulls through the separatrix of T, forming two new separators.
scenario in reverse), thereby destroying the T–S ′ separator. In this manner the global
spine-fan bifurcation S a T creates and destroys separators, changing their total number
by∆X . Since neither the sources nor the nulls are affected, the number of domains must
change according to
∆X = ∆Dc +
1
2
∆Dφ (global bifurcation), (2.2)
which is equation 1.26 adapted to the case of global bifurcations. This gives us a general
rule to predict the number of separators produced or destroyed by such a bifurcation,
when the domain structure is known. There is an exception to this rule in cases where
null T has an unbroken fan either before or after the bifurcation. Nulls with unbroken
fans are not counted in equation 1.26. By changing its unbroken status the bifurcation
effectively adds or removes the null making ∆n = ±1.
Following the description above, a general rule can also be outlined by which a global
spine-fan bifurcation changes the the null graph. Bifurcation S a T involves nulls S and
T (of the same sign) where one spine of S passes through the fan of T . Let S ′ be the
set of opposing null points connected directly to S by separators; let T ′ be those nulls
connected to T prior to the bifurcation. The set U ′ of null points which will be connected
to T after bifurcation S a T is
U ′ = {T ′\S ′} ∪ {S ′\T ′}. (2.3)
In words, this means that after the bifurcation, T will be connected to all nulls that are in
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T ′ but not S ′, and also all nulls that are in S ′ but not T ′. The bifurcation destroys each
separator connecting T to a member of T ′ ∩ S ′ (nulls in both T ′ and S ′) while creating
new separators connecting T to each member of S ′\T ′ .
This prescription can be used to predict the topological consequences of a known global
spine-fan bifurcation or to verify that such a bifurcation has occurred. I will make frequent
use of this prescription in the following analysis of the three evolutionary scenarios.
2.3 Results: changing the source strength
As the strength of the central source is increased from just above 0 up to 2 in relative
units, an interesting series of topological bifurcations takes place.
In the initial state with  very small, the flux from P1 is constrained by the presence of
two separatrix domes (shown in figure 2.6(c)); the outer dome is the separatrix surface of
A1, and the inner dome is the separatrix surface of B2, the coronal null. Working from
equation 1.26, we have nφ = 5, nc = 1, S = 7, and from the footprint in figure 2.6(a),
Dφ = 10. There are no purely coronal domains, so Dc = 0 and therefore there are
X = 5 separators. This information is summarised in the domain and null graphs, shown
in figure 2.6(b).
The first bifurcation to take place is the coronal local separator bifurcation. It occurs be-
tween  = 1.21 and  = 1.22, when the two separators A3–B1 and A3–B2 (remember,
for example, the separator A3–B1 means the intersection of the separatrix domes of nulls
A3 and B1) are pushed together until they partially join, creating two new nulls of oppo-
site sign in the corona, which are designated B3 and A5. The photospheric footprint of
the new topology is shown in figure 2.7(a). The original separators A3–B1 and A3–B2
now no longer exist; instead there are new separators joining A3–B3, A5–B1, A5–B2 and
A5–B3. These new null points give ∆nc = 2 in equation 2.1, which is balanced out by
the change in separator count of ∆X = 2.
At this point, the two domes constraining the flux from P1 still exist (figure 2.7(c)). The
outer dome is unchanged; still formed by the separatrix surface of the null A1, which
touches the photosphere along the circuit A1–P3–B1–P2–A1. The inner dome now con-
sists of the separatrix surfaces (extensions of the fan planes) of the coronal nulls B2 and
B3; they touch along the spine N1–A5–N2, and the whole dome is bounded in the pho-
tosphere by the circuit A2–N1–A4–N2–A3–N3–A2. New domain and null graphs are
shown in figure 2.7(b). The domain graph remains unaffected by the bifurcation as it is a
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(a) Photospheric footprint. (b) Domain graph
(above) and null
graph (below).
(c) 3D view showing the inner and outer separatrix domes that constrain
the flux from P1, with a few extra illustrative (sketched) fieldlines.
Figure 2.6: The topology when the central source strength  is 0.7, before any bifurcations have
taken place.
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(a) Photospheric footprint. (b) Domain and
null graphs. New
connections are
dashed.
(c) 3D view showing the inner and outer separatrix domes which still
constrain the flux from P1.
Figure 2.7: The topology when the central source strength  is 1.25, after the coronal local sepa-
rator bifurcation.
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(a) 3D view showing the spine of coronal null A5 connecting to infinity. (b) Domain and
null graphs. New
connections are
dashed.
Figure 2.8: The topology when the central source strength  is 1.6, after the global spine-fan
bifurcation. The photospheric footprint is unchanged from figure 2.7(a).
local bifurcation, implying that the structure of the flux domains stays the same, but the
null graph changes significantly due to the creation and destruction of several separators,
as mentioned above.
Increasing the strength of P1 further, the next bifurcation happens when  passes 1.57.
This is the global spine-fan bifurcation A5aA1, and it causes breakout as anticipated,
creating a new flux domain joining P1 andN∞. Figure 2.8(a) shows a 3D view of the new
topology; the footprint is unchanged from figure 2.7(a). The bifurcation itself happens
when the spine of A5 and the fan of A1 approach one another, coincide, and then flip past
one another, creating the required new flux domain linking P1 to N∞. The domain sits
directly under the spine of A5. At the point of bifurcation, the spine forms a separator
linking A1 to A5, although this state is topologically unstable. The new flux domain is
purely coronal; it contains only fieldlines which do not touch the photosphere except at
the sources themselves, which explains why the bifurcation cannot be detected on the
photospheric footprint.
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To find the change in connectivity brought about by the global spine-fan bifurcation, I
apply the rule from section 2.2. Here S is A5, T is A1, S ′ is {B1, B2, B3} and T ′ is
{B1}. So after the bifurcation, A5 should be connected to the set of nulls U ′ = (T ′\S ′)∪
(S ′\T ′), which here is {B2, B3}. This can be seen in the new domain and null graphs,
given in figure 2.8(b).
It is also necessary to check that equation 2.2 is still satisfied after this global bifurcation;
one new coronal domain was created so ∆Dc = 1, which is balanced by the creation of a
new separator giving ∆X = 1, and so the equation is indeed satisfied.
A final point to note regarding this topology is that, according to Longcope and Klapper
(2002), a coronal domain such as the one produced by the global spine-fan bifurcation
must be enclosed by a separator circuit, or closed loop of separators. Prior to the global
spine-fan bifurcation there were no separator circuits and therefore no coronal domains.
The post-bifurcation null graph (figure 2.8(b)), with X = 7 separators and n = 7 nulls,
contains X − n + 1 = 1 separator circuit. This circuit is A1–B2-A5–B3–A1 as can be
seen on figure 2.8(b); it engirdles the new domain P1–N∞ as anticipated.
If the source strength is increased further, a local double-separator bifurcation occurs just
after  = 1.68. Coronal null B2 slides down its separator to merge with its mirror coronal
partner and the photospheric null A4. I will continue to call the new positive photospheric
null point thus created B2. The new topology can be seen in figure 2.9(a).
Domain and null graphs are given in figure 2.9(b). As the bifurcation is of local type, the
domain graph remains unchanged. Equation 2.1 implies that since∆nc = −1, we should
also have ∆X = −1, i.e. the number of separators should decrease by 1. As predicted,
the separator A4–B2 disappears during the bifurcation.
Figure 2.9(c) is a 3D view of the topology shown from a different angle than the previous
images. This is the first view in which the new breakout domain is clear. Fieldlines can
come up from P1 and pass through the space between the spine of A5 and the separatrix
of A1 to reach out towards N∞.
The final bifurcation studied here occurs when  passes 1.78; it is another local double-
separator bifurcation, almost a mirror of the previous one, caused by coronal null B3
sliding down its separator onto photospheric null A3. I call the new positive photospheric
null thus created B3, to keep consistency of notation. Figure 2.10 shows the new topology.
Domain and null graphs are given in figure 2.10(b). The domain graph is again unchanged
as we are dealing with a local bifurcation. Identically to the last local double-separator
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(a) Photospheric footprint. (b) Domain and
null graphs.
(c) 3D view showing the shape of the breakout domain.
Figure 2.9: The topology when the central source strength  is 1.6, after the local double-separator
bifurcation.
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(a) Photospheric footprint. (b) Domain and
null graphs.
(c) 3D view of the final topology in the sequence.
Figure 2.10: The topology when the central source strength  is 1.8, after the second local double-
separator bifurcation.
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Figure 2.11: Bifurcation diagram generated by changing the strength  of the central source P1.
bifurcation, ∆nc = −1 and ∆X = −1, satisfying Equation 2.1 since the null A3 and the
separator A3–B3 are lost in the bifurcation.
The topology is now well into the breakout regime, at a point where it has become obvious
that increasing the source strength further will only increase the fraction of the flux of P1
which connects to infinity. More bifurcations may occur, but they will not be able to
re-enclose the flux from P1, so I choose to end the experiment here.
Figure 2.11 is a simple bifurcation diagram, giving a summary of where in parameter
space the bifurcations occur, with the parameter in this case being the strength of the
central source. It is interesting to note that, as these topologies are calculated using a
potential field, if I were to start with a strong source and allow it to decrease in strength,
exactly the same bifurcations would occur at the same points in parameter space.
So breakout can indeed be caused by increasing the strength of the new source. In the
next section, I attempt to provoke breakout in a different way; by changing the position
of the new source.
2.4 Results: changing the source position
In this experiment there are two degrees of freedom, so, unlike the previous experiment,
there is no obvious order in which to place the bifurcations that occur. As P1 (fixed at
a relative strength of 1.5, below the critical value for breakout at the origin) is moved
around the photosphere, breakout is observed in many distinct directions. Figure 2.12
is the bifurcation diagram for the square [−1, 1] × [−1, 1]. Topologies were initially
calculated and classified on a 5× 5 grid within the box, then on progressively finer grids
localised at the lines of bifurcation. The lowest accuracy in positioning of a bifurcation
line on the diagram is ±0.01, and at some locations a much higher accuracy was required
to resolve the structure, for example the complex structure around [−0.175, 0.075].
The diagram is almost symmetrical, due to the fact that the five outer sources are placed
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Figure 2.12: Bifurcation diagram generated by changing the location of the central source P1.
Sources are shown as stars. Shaded areas show where breakout topologies occur.
in an arrangement which is close to being symmetric. More insight can in fact be gained
through study of this almost-symmetric case than by looking at the truly symmetric case,
as some of the bifurcations are then separated from each other. In the symmetric case, for
example, the two global spine-fan bifurcation lines running from the centre towards the
bottom right of the bifurcation diagram would coincide.
The breakout topologies can be found in the shaded areas of the diagram. Many possible
routes exist from the origin to a breakout topology. Indeed, it is believed that, if the analy-
sis were extended further out, eventually breakout would be observed in all directions, as
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P1 moves far enough out from the centre to easily form a flux domain connecting itself to
N∞. It is questionable how many of these extreme scenarios, in which the central source
must move a large distance compared to the average source separation, can be interpreted
as corresponding to real breakout behaviour. However, this in no way invalidates the
finding that moving the central source can lead to breakout, as a breakout topology can
be reached by moving the central source less than one fifth of the distance to the nearest
source, a change that is entirely physically plausible.
It is interesting to note that, although the global spine-fan bifurcation is responsible for
most of the breakout behaviour, breakout can also be caused by the global separator bi-
furcation in some cases. Only global bifurcations can be responsible for breakout as only
they can create the new flux domain required to connect P1 to N∞. I will now examine
some examples of how this can happen in more detail.
Firstly, the global spine-fan bifurcation lines associated with breakout run from approx-
imately (−0.8,−0.45) to (0, 0.9) and (0.4,−1) to (1, 0). They therefore account for
most of the possible paths to breakout in the source configuration used. As an exam-
ple, consider moving across the line of bifurcation from (0.8,−0.2) to (1,−0.2). The
photospheric footprints of the topology before and after the bifurcation are shown in fig-
ures 2.13 and 2.14 respectively. All the nulls here are prone, so the topology can be
uniquely specified by its photospheric footprint.
The actual bifurcation is the global spine-fan bifurcation B1aB2, proceeding as follows.
As P1 moves further right across the photosphere, the spine B1–P3 and the separatrix B2–
N2 are pushed closer and closer together, until they coincide at about x = 0.9 in a global
spine-fan bifurcation. After the bifurcation, the spine connects B1–P1 and the separatrix
B2–N∞.
I now apply the separator rule to find changes to the topological structure; here, with
B1 as S and B2 as T , we see that S ′ = {A1,A3} and T ′ = {A2,A3}, giving U ′ =
{A1,A2}. So the number of separators before and after the bifurcation is constant at
X = 5. Putting this into equation 2.2 tells us that, as there are no coronal domains, the
number of photospheric domains should remain unchanged. This is indeed the case; the
bifurcation destroys the flux domain P3–N2, while at the same time creating a new flux
domain P1–N∞, the breakout domain.
Breakout can also be achieved via a global separator bifurcation. On the bifurcation dia-
gram (figure 2.12), this can be seen in two places; an almost horizontal line of bifurcation
running between the intersection with the global spine-fan bifurcation line at (0, 0.9) and
(0.4, 1), and an almost vertical line running between (−0.5,−1) and the intersection with
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(a) Photospheric footprint before the bifurcation. (b) Domain and
null graphs before
the bifurcation.
(c) 3D view of the topology before the bifurcation.
Figure 2.13: The topology when P1 is at (0.8,-0.2), before the global spine-fan bifurcation causes
breakout.
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(a) Photospheric footprint after the bifurcation. Notice the addition of
the breakout domain, P1–N∞.
(b) Domain and
null graphs after
the bifurcation.
(c) 3D view of the topology after the bifurcation.
Figure 2.14: The topology when P1 is at (1.0,-0.2), after the global spine-fan bifurcation causes
breakout. The breakout flux domain consists of fieldlines stretching from P1, the red circle near-
est the x-axis, out to N∞ through the gap between the two separatrix surfaces in the righthand
foreground.
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the global spine-fan bifurcation line at (−0.8,−0.6). Let us consider, as an example, the
bifurcation involved in crossing the line between (0.2, 0.9) and (0.2, 1.0). The relevant
topologies are shown in figures 2.15 and 2.16.
As P1 moves up, the separatrices B2–N3 and A1–P3 are pushed closer together. At the
point of bifurcation they coincide, and then, as P1 continues to move, the breakout takes
place and the flux domain P1–N∞ is created. The separatrices involved in the bifurcation
change connectivity; they now join B2–N∞ and A1–P1.
Equation 2.2 applies as the bifurcation is of global type. This time we have ∆X = 1 as a
new separator, A1–B2, is created. The equation holds, because ∆Dc = 1 as flux domain
P3–N3 is pushed up into the corona by the bifurcation, changing its classification from
photospheric to coronal. ∆Dφ = 0 because the creation of the (photospheric) breakout
domain P1–N∞ balances the loss of the domain P3–N3 to the corona.
So we have now seen that breakout behaviour can be indeed provoked by moving a newly
emerging flux source across the photosphere, and that two distinct global bifurcations
can be responsible for this effect. In the next section I work with force-free instead of
potential fields, to test whether breakout can be caused by changing the parameter α of
the force-free field.
2.5 Results: changing the force-free parameter α
A sequence of non-potential fields is likely to exhibit similar types of topological change
to the potential fields considered so far, provided they are not too far from potential.
To demonstrate this, I analyse linear force-free fields for the same distribution of photo-
spheric sources. Linear force-free fields are one step closer to reality than potential ones,
allowing helicity to be added to the field, and so if the same types of changes occur in
both, then we can have a higher degree of confidence in the qualitative predictions of
the model. Of course, a nonlinear force-free field would be a better approximation still,
but the complexity of such simulations leads me to consider the linear case for now. A
disadvantage of linear force-free fields is that they are energetically unbounded (Naka-
gawa and Raadu, 1972), and another is that they become physically unrealistic at large
distances with unwanted field reversals, but they still contain a great deal of information
about local field topologies.
The linear force-free field for a given α is computed by summing up the contributions
of all sources; the contribution of each source is given by a Green’s function derived by
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(a) Photospheric footprint before the bifurcation. (b) Domain and
null graphs before
the bifurcation.
(c) 3D view of the topology before the bifurcation.
Figure 2.15: The topology when P1 is at (0.2,0.9), before the global separator bifurcation causes
breakout.
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(a) Photospheric footprint after the bifurcation. Notice the addition of
the breakout domain, P1–N∞.
(b) Domain and
null graphs after
the bifurcation.
(c) 3D view of the topology after the bifurcation.
Figure 2.16: The topology when P1 is at (0.2,1.0), after the global separator bifurcation causes
breakout.
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Chiu and Hilton (1977) as:
G¯x =
x− x′
R
∂Γ¯
∂z
+ αΓ¯
y − y′
R
(2.4)
G¯y =
y − y′
R
∂Γ¯
∂z
− αΓ¯ x− x
′
R
(2.5)
G¯z = − ∂Γ¯
∂R
− Γ¯
R
(2.6)
where:
Γ¯ =
z
Rr
cos(αr)− 1
R
cos(αz), (2.7)
R is the distance from the origin to the source, and r is the distance from the origin to the
point where we wish to calculate the magnetic field vector. In the vicinity of its source
the Green’s function is radial and diverges as r−2, exactly as for the potential field. At
distances beyond pi/(2|α|), however, the radial field oscillates, ultimately falling off only
as r−1. Linear force-free fields cannot therefore be used to model fields outside a distance
pi/(2|α|) from each source. Consideration is therefore restricted only to this region and
fieldlines exiting it are referred to as extending to ‘infinity’.
Another caveat concerning linear force-free fields is that a complementary Green’s func-
tion exists as well as the Green’s function stated above (Lothian and Browning, 1995).
An extra boundary condition is therefore required to specify a unique linear force-free
field for a given value of α. Various choices of boundary condition are possible, but at
least for qualitative studies the results are not greatly affected. In this work I follow the
example of Chiu and Hilton (1977) in choosing ∂Bz
∂z
= 0 everywhere on the photosphere
except at sources of Bz. This is a standard assumption in the solar physics literature and
physically means that only points on the photosphere that are sources of Bz can also be
sources of Bx and By.
Sequences of equilibria in which |α| increases from zero show some of the same bifurca-
tions explored in the previous sections, including, in some cases, breakout. The particular
distribution with  = 1.5 and source P1 located at (−0.05, 0.05) is a useful illustration.
The bifurcation diagram, figure 2.12, shows that the potential field has the same topology
as the case with P1 at the origin, shown in figure 2.7. Three global spine-fan bifurcations
occur as α is made increasingly negative beginning at zero. Choosing α to be negative
for this example was purely arbitrary; breakout could also be reached using positive α
values. In the current example, the first global spine-fan bifurcation, A1aA2, occurs at
α = −0.011. S ′ = {B1} and T ′ = {B2} lead to U ′ = {B1,B2}, implying the creation
of the new separator A2–B1. This adds the photospheric domain, P2–N1, and converts
the photospheric domain P3–N3 into a coronal domain engirdled by the newly created
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(a) Photospheric footprint of the linear force-free field. Figure courtesy
of D. W. Longcope. Sources and nulls are labelled conventionally al-
though their symbols are different. Solid curves are spines, dotted are
photospheric separatrix traces.
(b) Domain and
null graphs.
Figure 2.17: The linear force-free topology with α = −0.1, after the second global spine-fan
bifurcation.
separator circuit A2–B1–A5–B2–A2.
The second bifurcation, A5aA2, occurs at α = −0.028. This destroys separators A2–B1
and A2–B2, and creates separator A2–B3 (∆X = −1) destroying the separator circuit
and with it the coronal domain P3–N3 (∆Dc = −1). The resulting topology is shown by
the footprint and graphs in figure 2.17, for α = −0.1. Source P1 now connects to N1,
N2 and N3 in domains lying underneath a dome formed by the fan surfaces of B2 and B3
which join along the spines of coronal null A5.
The third global spine-fan bifurcation, A5aA1, occurs at α = −0.197, taking the spine
of A5 to ‘infinity’ (i.e. beyond r ' 7.5). The bifurcation destroys separator A1–B1,
and creates separators A2–B1 and A3–B1 (∆X = 1). This forms a separator circuit
A2–B2–A3–B3–A2 engirdling a new coronal domain, P1–N∞, which is the breakout
domain. Figure 2.18 shows fieldlines, for α = −0.21, from the breakout domain and
two of the domains which had been under the dome prior to breakout. This value of α
means that magnetic fields further than 7.5 units from the origin are physically unrealistic.
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Figure 2.18: Fieldlines from a force-free field with the same source configuration as figure 2.17
but with α = −0.21: beyond the breakout bifurcation. Figure courtesy of D. W. Longcope. Green
lines in the photosphere are the spines of the photospheric nulls A1, A2, and A3. The red and
blue fieldlines which close down to the photosphere are from domains P1–N2 and P1–N3. The
magenta fieldlines which extend out of the diagram to the top left are from P1–N∞, the flux
domain created by breakout.
For comparison, the furthest out source is situated 3 units from the origin, so the whole
magnetic topology shown in the figure is indeed reliable.
Note that the sequence of three global spine-fan bifurcations, A1aA2, A5aA2, and A5aA1,
in the force-free evolution has accomplished the same topological change as the single bi-
furcation A5aA1 which occurred in the potential evolution at  = 1.57.
Hence varying the parameter α of a force-free field can lead to breakout behaviour. The
variations are well within a reasonable physical limit, as the maximum value of α used
here could be doubled before the simulations would become invalid due to radial oscilla-
tions of the field occurring inside the region under consideration. A physical explanation
for breakout in this model is that the twist added to the fieldlines causes a reconnection,
transferring flux between flux domains and eventually creating a new domain as separa-
trix surfaces are pushed together and bifurcate. The sequence of bifurcations that causes
the breakout behaviour is very similar to that found in the previous potential field calcu-
lations, suggesting that a potential field gives a good qualitative picture of the topological
behaviour of the delta sunspot.
2.6 Discussion
Antiochos, DeVore, and Klimchuk (1999)’s conception of the magnetic breakout model is
far more complex than can be expressed with a potential field, accounting as it does for the
energy storage necessary in the run-up to a flare, whereas potential fields are incapable
of storing excess energy. However, this work does show that a simple potential field
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Figure 2.19: Two TRACE images of AR9574, showing the formation of a new magnetic connec-
tion between two previously separate regions of flux (from Longcope et al., 2005).
model of a delta sunspot can display topological breakout behaviour in several distinct
ways — by moving the flux sources or by altering the source strengths. A slightly more
complicated, linear force-free field model can also be made to “break out” by altering the
parameter α.
I have demonstrated that at least two different topological bifurcations can provide a
mechanism for breakout, both of them global: the global spine-fan bifurcation and the
global separator bifurcation. In fact, it seems that breakout behaviour is common in the
delta sunspot model; whichever parameter is varied, the system can eventually make its
way towards a breakout configuration.
I have also derived rules governing the number of separators created or destroyed in both
local and global bifurcations (equations 2.1 and 2.2), as well as a rule predicting the
exact changes to the topological skeleton brought about by a global spine-fan bifurcation
(equation 2.3). Topological rules such as these are very useful in checking that calculated
topologies are indeed correct and self-consistent.
It is interesting to note that these results could also be applied to active region structure,
explaining how distant magnetic connections can appear suddenly where there were none
before. Figure 2.19 shows an example from TRACE of loop-like structures forming to
connect previously separated regions of flux in AR9574 (Longcope et al., 2005). My
results show that this new flux domain could form as a result of a global bifurcation;
in each of the three models, the breakout bifurcation is of global type. More detailed
modelling would be required to determine the exact nature and shape of the newly created
domain.
In this chapter, I have used the techniques of magnetic topology to construct and analyse
2.6 Discussion 50
a topological model of the magnetic breakout model for an eruptive solar flare in a delta
sunspot. These modelling techniques, however, are flexible enough to model the magnetic
fields of many different types of event in the solar corona. In the next chapter, I apply
them to the study of a coronal bright point.
Chapter 3
Topological Analysis of a Coronal
Bright Point
Note: The material in this chapter is the result of a collaboration with J. Bu¨chner
and B. Nikutowski of the Max Planck Institute for Solar System Research in
Katlenburg-Lindau, Germany. We have recently submitted a paper on this
work to Astronomy and Astrophysics.
3.1 Introduction
In the solar atmosphere, a strong electric field parallel to the magnetic field is a signa-
ture of magnetic reconnection (Hesse and Schindler, 1988). Work by Priest, Longcope,
and Heyvaerts (2005) showed that topological features of the magnetic field such as sep-
arators and separatrices are prime sites for magnetic reconnection and heating, because
strong electric currents can easily build up along them. These currents indicate that excess
energy is stored in the magnetic field and, according to current theory, can be released by
reconnection once a certain critical current density is attained, leading to heating of the
corona and an increase in kinetic energy. The aim of the work in this chapter is to test this
theory by performing MCT modelling of a full 3D numerical MHD simulation of an ob-
served coronal bright point, and comparing the predicted locations of separatrix surfaces
with the regions of high parallel electric field (E‖) in the simulations.
Coronal bright points were first observed by Vaiana et al. (1970), and Golub et al. (1974)
performed the first statistical analysis of their properties. I choose to analyse a coronal
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bright point simulation by Bu¨chner, Nikutowski, and Otto (2004) that was inspired by the
observations of Brown et al. (2001). SoHO/MDI observed the bright point from its birth
around 20:00UT on 13 June 1998 until its disappearance around 16:00UT the next day.
These magnetogram data were used as a starting point for 3D numerical MHD simulations
of the magnetic field in the solar atmosphere, mimicking the observations by rotating one
of the magnetic sources (the main negative polarity was observed to rotate Π/2 radians
clockwise over the course of 2 hours from 09 : 41UT), and comparing the results to
the consequences of rotating the other main magnetic source region. This gives valuable
clues about which parts of the reconstructed magnetic topology are most important in
determining the behaviour and evolution of the bright point.
In modelling the coronal potential magnetic field caused by an observed normal magnetic
field at the photosphere there is a choice of approaches. First, I could regard the photo-
spheric field as continuous – or rather as having prescribed values at every point on a grid
– and then calculate both the skeleton (arising from null points) and the quasi-skeleton
(of quasi-separatrix layers), which is quite difficult to do to high accuracy. Or, I could ap-
proximate the photospheric field by a series of sources, in which case the quasi-nulls and
quasi-separatrices in the first method are likely to become nulls and separatrices, while
the nulls and skeleton in the first method should also show up. Reconnection and heat-
ing occur both at separators, separatrices, quasi-separators and quasi-separatrices, and
the main aim is to determine the locations of such heating. Since, therefore, the second
method is simpler, I adopt it, even though it produces some spurious nulls. Furthermore,
it is often the case that the main magnetic flux in the photosphere is indeed in the form of
discrete fragments (each made up of several MDI pixels but separated by tens of pixels),
in which case the second method is the appropriate one. The sources could be given finite
size, but again for simplicity I adopt a point source model.
The chapter is structured as follows. In section 3.2 I describe the methods used for the
numerical simulation and the assumptions that underpin the topological modelling. Sec-
tion 3.3 contains a topological analysis of the initial magnetic structure of the bright point
region. The main results are in section 3.4 where I look at the topological consequences
of rotating different sources, and how the topologies match up with the calculated loca-
tions of high E‖. Then in section 3.5 I deal with the question of the robustness of the
topological model and how it is affected by the level of accuracy used in determining
the positions of the magnetic flux sources. Section 3.6 compares the calculated magnetic
topologies to TRACE observations of the bright point. Finally, section 3.7 is a discussion
of the significance of the results obtained here.
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3.2 Modelling techniques
3.2.1 Numerical simulations
A fully 3D numerical MHD code was used by my collaborators J. Bu¨chner and B. Niku-
towski to simulate the plasma in the photosphere, chromosphere, transition region, and
corona. A full description of the code can be found in Bu¨chner, Nikutowski, and Otto
(2005); here I give a short overview of its essential features.
The simulation is performed on a non-uniform grid, measuring 131 × 131 × 49 grid
points in the x, y, and z-directions respectively. Making the grid non-uniform allows
greater resolution to be concentrated in locations of steep gradients such as the transition
region. The initial condition for the simulation is a potential field extrapolation based on
the longitudinal component of the observed photospheric magnetic field. The plasma is
distributed in a horizontally stratified equilibrium based on the model of Vernazza, Avrett,
and Loeser (1981).
Horizontal motions in the photosphere then drive the plasma dynamics of the chromo-
sphere and corona. The evolution of the plasma is determined by solving the MHD equa-
tions using a second-order finite-difference scheme. Heat conduction, radiative cooling,
gravity, and flux emergence and submergence are all neglected. Currents both parallel and
perpendicular to the magnetic field are generated, so the field does not remain force-free
throughout the simulation. In the highly collisional chromosphere, these currents dissi-
pate almost immediately, but they can build up in the transition region and corona. The
code uses anomalous resistivity when the local current density exceeds a certain critical
value to allow magnetic reconnection. This reconnection occurs mostly in the transi-
tion region and allows magnetic energy stored in the field to be converted to give higher
plasma temperatures and velocities. The resulting velocities are found to be consistent
with the observed accelerated plasma flows (Bu¨chner, Nikutowski, and Otto, 2005).
3.2.2 Assumptions in topological model
Topological modelling of the bright point proceeds as described in section 1.5, by locating
magnetic null points, determining their properties, and extrapolating spine, separatrix and
separator fieldlines. But before this can happen, the magnetogram must be reduced to
a set of point magnetic sources. In this bright point investigation, I experiment with
three different methods of producing the set of sources from a magnetogram. Section 3.5
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describes how analysis of the results of all three methods can determine to what extent
the calculated topology is affected by the method of picking point sources. Here, I simply
explain the actual methods used.
Two of the methods involve Fourier filtering. The magnetogram data is Fourier-filtered
to either 8th or 16th order. This means that only lower-order terms are included, so only
magnetic field sources that are spatially relatively large are detected, automatically get-
ting rid of the small-scale fluctuations. This technique picks out the regions of strongest
‘signal’, i.e. strongest line-of-sight magnetic field, and each region is represented by a
point source, with strength proportional to the magnetic flux of the region. Any source
with strength less than 50G is neglected. 16th order Fourier filtering is more accurate and
so picks out many more source regions than the 8th order method does.
The third alternative method is essentially that described in section 1.5.1. The raw mag-
netogram data is smoothed to get rid of small-scale numerical fluctuations which would
introduce tiny spurious sources. Each point magnetic source represents a concentration of
positive or negative flux in the smoothed magnetogram. The integrated flux corresponds
to the strength of the point source, which is located at the centre of mass of the flux con-
centration; flux concentrations with a peak value below 50G are neglected, as this is a
typical noise level for MDI.
3.3 Magnetic structure of the bright point region
Figure 3.1 is an MDI magnetogram taken just before the rotation phase of the negative
source begins. The bright point itself is located in the corona directly above the two cen-
tral sources. Some extrapolated potential magnetic fieldlines are shown, which highlight
part of the structure of the field. The scale on the axes is in units of 500 km, so that the
total box size is 32×32Mm or 75×75”. This scaling is used throughout the chapter.
Topological analysis (using the 8th-order Fourier-filtering method) reduces this complex
photospheric field to 15 point magnetic charges, 5 of which are positive and 10 negative.
Due to the imbalance in the total magnetic flux, a compensating negative source is also
inserted at infinity. 15 null points are found in this configuration; 9 positive and 6 negative.
One of the positive nulls is in the corona and all the other nulls are prone, sitting on the
photospheric boundary. Note that the Euler equations 1.23 and 1.24 are satisfied since
the coronal null has a “mirror image” below the photosphere which is not physically
meaningful but must be included in the equations. Extrapolation of the spine and fan
fieldlines shows that 18 separators are present. The photospheric footprint of the topology
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Figure 3.1: Initial photospheric magnetic field with red (blue) representing positive (negative)
line-of-sight B. The overlaid magnetic fieldlines are extrapolated for the case of a potential field.
Each unit on the axes corresponds to 500 km on the photosphere. Figure courtesy of J. Bu¨chner.
Figure 3.2: Photospheric footprint (only photospheric fieldlines shown for photospheric nulls) of
the initial magnetic field from figure 3.1. The source locations and strengths were determined
using the 8th-order Fourier-filtering method. Positive (negative) sources are red (blue) circles.
Positive (negative) null points are red (blue) triangles. Spine fieldlines are green and separatrix
fieldlines are purple. The main positive and negative sources are labelled + and − respectively,
and the coronal null is labelled c.
is shown in figure 3.2.
3.4 Simulation of magnetic reconnection 56
Figure 3.3: Contour plot of parallel electric field (E‖) integrated along the magnetic field as ob-
tained from MHD simulation of the main negative source rotating clockwise, shown 90 minutes
after the start. Figure courtesy of J. Bu¨chner.
3.4 Simulation of magnetic reconnection
3.4.1 Observed motion: the main negative source rotates
The photospheric magnetograms of the bright point region show the main negative source
rotating about pi/2 radians clockwise over the course of 2 hours from 09:41UT. In this
section I look at the effects of the magnetic reconnection caused by this rotation, and how
they are reflected in the magnetic topology of the region.
Figure 3.3 is a contour plot of the parallel electric field integrated along the magnetic field,
90 minutes after the start of the MHD simulation of the main negative source rotating
(Bu¨chner, Nikutowski, and Otto, 2004).
Strong concentrations of parallel electric field exist in the simulation box at locations
corresponding to both the positive and negative main sources, and there is also a curve of
high E‖ extending down and right from the positive source before it twists back around
to the left, along the bottom edge of the simulation box.
In fact, the position of this curve corresponds very well to the position of an important
separatrix surface in the magnetic topology, as shown in figure 3.4. The negative null
at approximately (15, 38) has a separatrix surface associated with it (as described in sec-
tion 1.5). This 3D separatrix forms a dome structure which covers the rotating negative
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Figure 3.4: The photospheric footprint (based on 8th-order Fourier-filtered sources) of the sepa-
ratrix dome that covers the rotating negative source, and how it compares with the contour plot of
E‖.
source and encloses all of its flux. The dome is bounded in the photosphere by its own
separatrix traces, and more importantly, by the linked spines of several positive nulls. It
has not yet been fully explained why only some sections of the photospheric trace “light
up” inE‖, but a possible theory is that, as most of the magnetic flux from the main negative
source connects to the main positive source, most of the stress is felt along these field-
lines. As the clockwise rotation proceeds, some of these fieldlines are forced to reconnect
and are pulled out along the separatrix boundary, still highly stressed and associated with
large values of E‖.
Figure 3.5 shows two different 3D views of the separatrix dome. As you can see, the
line of spines along which it connects to the photosphere is in the same position as the
region of high E‖. This means that the rotation of the source is causing reconnection
and heating along the separatrix surface which encloses it. Although this line of spines
will not exist in precisely this form in the real coronal field, and most of the photospheric
nulls are spurious, this model still has meaning. The rotation of the negative source will
cause fieldlines to reconnect from the main positive source along the boundary where
the connectivity changes to each positive source in the line of spines in turn. On the
magnetogram we don’t see a line of isolated point sources, but one long continuous source
region of positive flux – so in the real field the reconnection and change of connectivity
will be continuous rather than discrete, but the model is easily good enough to show us
the location where the reconnection will be taking place.
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(a) Side view (b) Plan view
Figure 3.5: 3D views of the separatrix dome covering the rotating negative source, with sources
calculated using the 8th-order Fourier-filtering technique. To improve ease of visualisation, all
spines are shown but only separatrix fieldlines in the separatrix surface under discussion are also
displayed.
3.4.2 Model assumption: the main positive source rotates
In this section I look at the effect of rotating the main positive source instead of the
negative one. Figure 3.6 shows the parallel electric field that results, 90 minutes into
the simulation. There are similarities and differences when this result is compared to
the previously discussed simulation of the negative source rotating. In both, there are
strong buildups of E‖ at the sites of the two main sources themselves. However, there are
two new regions of high E‖ in this simulation; one reaching diagonally up and left away
from the negative source, and one horizontal strip above and to the right of the positive
source. Interestingly, the region from the previous simulation that stretches away from
the positive source below and to the right of it still exists in this simulation, although it is
the weakest region detected.
In the previous simulation, the rotating negative source is covered by one separatrix dome
whose photospheric traces surround the source. However, the positive source considered
here requires not one but two separatrix surfaces to completely surround it. This seems
strange at first, but essentially the point-source model is just a simple way to find out
where the changes in fieldine connectivity are. It doesn’t matter how many separatrix
traces it takes to surround the rotating source in the photosphere, what matters is that it
should be these separatrices and no others that show the signature of reconnection (in
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Figure 3.6: E‖ integrated along the magnetic field as obtained from MHD simulation of the main
positive source rotating clockwise, shown 90 minutes after the start. Figure courtesy of J. Bu¨chner.
terms of heightened values of E‖). Anyway, in this model, one of the separatrices is as-
sociated with the positive coronal null point near (36, 48), which touches the photosphere
all the way along the line of spines of negative nulls running approximately from left to
right across the upper part of the footprint (see the photospheric footprint, figure 3.2).
The other is the separatrix of the positive prone photospheric null near (49, 22), which
touches the photosphere first along its own purple separatrix traces and then along the
connecting spines directly out to the edge of the diagram. The photospheric footprint of
these two separatrices is given in figure 3.7, which also shows the contour plot of E‖ for
comparison.
In fact, the figure confirms that the two regions of high E‖ above the sources correspond
well to the locations of the two separatrix surfaces that surround the positive source. The
region above and to the left of the negative source fits well with the location of one of the
spines that bounds both of the separatrix surfaces in the photosphere. The region above
and to the right of the positive source follows almost exactly the spine lines of a negative
null lying in the footprint of the coronal null’s separatrix. 3D views of these separatrices
are given in figure 3.8.
It is interesting that rotation of the positive source also causes a small buildup of E‖
along the separatrix surface associated with the negative source. This may be due to
the fact that the negative null where this separatrix originates is connected by separators
to both the positive nulls whose separatrices surround the positive source. Thus, the
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Figure 3.7: The photospheric footprint (based on 8th-order Fourier-filtered sources) of the separa-
trix surfaces that surround the rotating positive source, and how it compares with the contour plot
of E‖. Separatrix covering negative source also shown.
(a) Side view (b) Plan view
Figure 3.8: 3D views of the separatrix surfaces surrounding the rotating positive source, with
sources calculated using the 8th-order Fourier-filtering technique.
surfaces are linked and shear applied to one may have a knock-on effect on the others.
However, this does not explain why no similar effect was observed in the first simulation.
Maybe it existed but was too weak to pick up in the analysis, or maybe it is determined
by the detailed geometry of the magnetic field. Another obvious question is what the
3D distribution of E‖ looks like; the current work only deals with E‖ integrated along
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fieldlines, so it shows which fieldlines are reconnecting, but not at which point along the
fieldline the reconnection actually occurs. I hope to do more work towards resolving these
issues in the future.
3.5 Robustness of topological model
The details of the magnetic topology that I have been using in this study so far depend
on the technique that was chosen to extract the set of point magnetic sources from the
magnetogram data. Therefore in this section I consider which features of the topology
are robust to changes in the source-calculation technique. To do this, I recalculate the
topology under two new sets of assumptions — the smoothed magnetic field and 16th-
order Fourier-filtering techniques detailed in section 3.2.2 — and look for similarities and
differences in the results.
3.5.1 Smoothed magnetic field sources
Figure 3.9 shows the magnetic footprint of the topology based on smoothed magnetic
field sources. This technique for selecting sources produces roughly the same number
as before; 21 plus the balancing source at infinity, compared with 15 plus one from 8th-
order Fourier-filtering. Of these, there are 14 positive sources and 8 negative, including
the source at infinity. The distribution of the sources inside the simulation box is broadly
similar to that found for 8th-order Fourier-filtered sources. There is a band of positive
sources at the top of the box, connected via a line of spines to another concentration
of positive sources at the bottom of the box. The negative sources lie more centrally,
positioned to both left and right of the previously mentioned line of spines. However,
there are a few significant differences. For example, the smoothed magnetic field method
places the upper positive sources further to the left, but fails to detect the positive sources
found on the lower left of the Fourier-filtered footprint.
The new topology contains 13 positive and 7 negative magnetic null points, all of which
are prone and photospheric (thus fulfilling the Euler equations 1.23 and 1.24). This con-
trasts with the previous topology which contains a positive coronal null. It seems that this
null still exists in the new topology but has found its way into the photosphere, where it
lies at (31, 51) on the footprint (figure 3.9). It is clear that this is indeed the same null
point in both source approximations when you see that its separatrix still forms the same
part of the boundary around the main positive source. I will return to this issue later; for
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Figure 3.9: Photospheric footprint for smoothed magnetic field sources.
now I consider how well this new topology matches the simulation of the negative source
rotating.
The separatrix surface of the negative null at (20, 34) forms a dome which covers the
negative source. It touches the photosphere along its own separatrix traces, one of which
leaves the diagram along its lefthand edge. On the other side, the dome continues along
the green spine line that runs right through the main positive source and continues diago-
nally down and right until it encounters the other separatrix trace re-entering the diagram
from the lower edge. Figure 3.10 shows this photospheric boundary of the separatrix
dome superimposed on the contour plot of E‖, to allow easy comparison between the
two. 3D views of the dome are given in figure 3.11.
Allowing for the relatively small number of sources in this model and the limitations of
using potential fields, the correspondence between the position of the separatrix surface
and the region of high E‖ is good. The separatrix leaves the main positive source at
exactly the right angle to coincide with the E‖ contours, and turns downwards as they do.
Because the smoothed magnetic field approximation fails to pick up some of the positive
sources in the lower lefthand corner, there is nothing “pulling” the separatrix towards this
corner and so it leaves the diagram at a rather steeper angle than the region of high E‖
does. Nevertheless, the features of the contour plot are well-explained by current building
up along this separatrix dome. Notice also that the negative null producing the dome lies
in almost the same position under both source approximations studied so far.
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Figure 3.10: The photospheric footprint (based on smoothed magnetic field sources) of the sepa-
ratrix dome that covers the rotating negative source, and how it compares with the contour plot of
E‖.
(a) Side view (b) Plan view
Figure 3.11: 3D views of the separatrix dome covering the rotating negative source, with sources
calculated using the smoothed magnetic field technique.
Let’s now turn to the equivalent question for the simulation of the main positive source
rotating. As in the previous experiment, the positive source is surrounded in the pho-
tosphere by the traces of two separatrix surfaces. The null points concerned are both
positive, prone, and photospheric. One is located at (31, 51) and the other at (47, 23).
Figure 3.12 is the usual superposition of these separatrices onto the contour plot of E‖,
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Figure 3.12: The photospheric footprint (based on smoothed magnetic field sources) of the sep-
aratrix surfaces that surround the rotating positive source, and how it compares with the contour
plot of E‖. Separatrix covering negative source also shown.
for rotation of the positive source.
In the photosphere, each of the two separatrix surfaces in question follows what is in fact
the only possible path for it; along its own separatrix traces and then out to each edge of
the diagram along the spine lines of the negative nulls. Figure 3.13 shows 3D views of
these surfaces in the corona. Again, allowing for the small number of sources and the
inaccuracies of potential field modelling, the separatrices match well to the regions of
high E‖. In particular, there is an excellent correspondence between the spines leaving
the main negative source (which carries the separatrix of the lower positive null) and the
region of high E‖ also connected to the negative source. The region on the top right of the
diagram is not so obviously well-correlated with the separatrix surface, but does seem to
follow the spine of another close-lying negative null. The reason for this may be that the
region is close to the edge of the simulation box. If a large positive source existed on the
magnetogram directly above this region, it would not be accounted for in my model, but
it could force the separatrix of the null at (31, 51) to undergo a bifurcation and lie along
the alternative spine path.
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(a) Side view (b) Plan view
Figure 3.13: 3D views of the separatrix surfaces surrounding the rotating positive source, with
sources calculated using the smoothed magnetic field technique.
3.5.2 16th-order Fourier-filtered sources
The last source approximation that I test here is 16th-order Fourier filtering, as described
in section 3.2.2. 47 sources and 46 null points exist in this topology, which can be seen
in figure 3.14. 24 of the sources are positive, and 22 are negative, including the balanc-
ing source at infinity. Of the nulls, 24 are positive, and 22 are negative, including one
coronal null. These numbers satisfy the Euler equations 1.23 and 1.24. With this much
larger number of sources than the other two models, this topology looks complicated and
crowded at first sight. However, we shall soon find that it contains many familiar features.
The null point whose separatrix covers the rotating negative source can still be picked out.
In this source approximation it sits at (21, 33), marked with an ‘n’ on the photospheric
footprint. Figure 3.15 shows the photospheric trace of this separatrix in comparison with
the contour plot of E‖. It follows the line of spines that encloses the main negative source.
Clearly, the higher number of sources present in this model leads to a greater accuracy
in predicting the locations of high E‖ regions found by simulation, as the separatrix sits
almost directly over them and in fact the two lines touch and cross several times.
It was not possible to produce 3D separatrix surface plots for this topology as the null
point has such strong eigenvectors in the photospheric plane that coronal fieldlines could
not be plotted. However, the structure of the topology requires the separatrix to take
the path described above. This is purely an effect of the way in which fieldlines in the
3.5 Robustness of topological model 66
Figure 3.14: Photospheric footprint for 16th-order Fourier-filtered sources.
Figure 3.15: The photospheric footprint (based on 16th-order Fourier-filtered sources) of the sep-
aratrix dome that covers the rotating negative source, and how it compares with the contour plot
of E‖.
separatrix surface are found at present and does not in any way reduce the validity of the
findings above. Separatrix surfaces are found by starting fieldlines very close to the null
in its fan plane. These fieldlines are usually evenly spaced. However in this case, all the
fieldlines show such a strong tendency to close down to the nearest sources that it was
impossible to find any that did not, down to the limit of numerical accuracy. This does
not mean there is no separatrix though. The separatrix acts as a marker for a change in
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Figure 3.16: The photospheric footprint (based on 16th-order Fourier-filtered sources) of the sep-
aratrix surfaces that together cover the rotating positive source, and how it compares with the
contour plot of E‖. Separatrix covering negative source also shown.
fieldline connectivity, and this change is still there, just as distinctly as in any other case
studied here. It’s just unfortunate that my current methods prevent me from finding any
of the fieldlines that mark out this change.
For the case of the positive source rotating, as ever, two separatrix surfaces together sur-
round the positive source. These are the separatrices of the positive prone nulls at (52, 14)
and (33, 48), as shown in figure 3.16, where the positions of the separatrices are compared
to the relevant contour plot of E‖. In this topology, there is an interesting difference to the
other two models. Instead of both separatrices extending out to infinity, each one forms
part of a finite dome that actually covers the rotating positive source. The two separatrices
meet along the spine line of the negative coronal null point. So clearly the two positive
nulls can be said to be the “same” nulls that were found in the other two models, but the
topological shape of their separatrix surfaces (although still fulfilling the same function)
has changed.
Comparing the separatrices with the regions of high E‖, again the region stretching di-
agonally up and left from the main negative source is associated with the spine fieldline
extending in the same direction that carries the separatrix surface of the null at (52, 14).
Although they are not exactly aligned, within the limitations of the model they are un-
doubtedly related. Concerning the other region, above and to the right of the main pos-
itive source, there is the same slight issue as for the smoothed magnetic field model, in
that the region seems to follow the wrong spine. Again, I postulate that this may be due to
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Figure 3.17: Positions of main nulls in the magnetic field from the MHD simulation. The areas
containing the main sources are large green circles and the areas containing the main nulls are large
red circles. Figure courtesy of J. Bu¨chner. I have superimposed red and blue triangles showing
the locations of the critical nulls from the three topological reconstructions of the region.
a strong positive source existing in the real solar magnetic configuration but lying outside
the simulation box, which could force the separatrix down onto the other spine. This hy-
pothesis seems reasonable as in this 16th-order Fourier-filtering method, which is in some
ways the most accurate one tested here, several positive sources exist in the top righthand
corner which were not picked up by the other models.
3.5.3 Comparison with main nulls in magnetic field from MHD simulation
The locations of the critical null points associated with the separatrices surrounding the
rotating sources are further confirmed by another piece of analysis of the bright point
region carried out by J. Bu¨chner. Figure 3.17 shows the approximate positions of the
three main nulls that he finds in the magnetic field from the MHD simulation discussed
in section 3.2.1, by searching for regions of minimum field where |B| is close to zero.
This technique uses the whole 3D field to work out where null points are likely to be
found, although it does not give their exact positions. I have superimposed on the plot the
positions of the three magnetic nulls whose separatrices cover the rotating sources, from
all three of my topological reconstructions of the bright point region.
It can be seen from the figure that five of the nine nulls from the topological reconstruc-
tions overlap with Bu¨chner’s regions of low |B|. The remaining four do not show quite
such a good correspondence but there is a definite trend towards their being located near
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Figure 3.18: QSLs in the magnetic field from the MHD simulation. Blue corresponds to regions
of high squashing factor. Figure courtesy of J. Bu¨chner. I have superimposed the separatrices
from my 8th-order Fourier-filtered topological model of the bright point region.
Bu¨chner’s null point regions. This provides a useful confirmation that the nulls selected
as being topologically important in the analysis performed in previous sections are likely
to be the main null points of the region, and that their locations can be identified by an
alternative technique.
3.5.4 Comparison with calculated locations of QSLs from MHD simulation
The positions of the separatrices are also important as it is along these surfaces that the
reconnection takes place. All the separatrices in the topological reconstructions are cal-
culated for the case of a potential field, so it is useful to know how the positions of these
separatrices correspond to the positions of the quasi-separatrix layers (QSLs; see chap-
ter 1.5.6) in the magnetic field from the MHD simulation. The QSLs were calculated by
J. Bu¨chner and are shown in figure 3.18. Also in this figure I have superimposed the pho-
tospheric traces of the separatrices from the 8th-order Fourier-filtered topological model
of section 3.3.
There is a reasonably good correspondence between the two. The footprints of the domes
surrounding both rotating sources can be clearly made out in the QSL plot. Particularly
close correlations occur along the line of spines of the negative nulls, that bounds the sep-
aratrix of the coronal null, and also along the lower righthand edge of the main negative
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source’s separatrix dome. Similar comparisons for the smoothed magnetic field and 16th-
order Fourier-filtered cases can be made as well, and also show a convincing correlation
to the locations of the QSLs. Of course, there are certain regions where the correspon-
dence is not so good, but these can be explained as before by edge effects or simply by
not enough sources having been included in the topological model to produce sufficient
accuracy.
A quick comparison by eye shows that there is, as expected, almost perfect alignment of
the QSLs with the locations of high E‖ shown in figures 3.3 and 3.6.
The high level of agreement between the locations of potential separatrices and MHD
QSLs is good evidence that potential field modelling is able, even in the presence of
currents in the MHD simulations, to make accurate predictions about the locations of
reconnection events.
3.6 Comparison with TRACE observations
The TRACE satellite observed the bright point region during its pi-phase, just after the ro-
tation phase. Figure 3.19 shows an observation in the 171A˚ passband from 14:02:30UT.
Most of the emission is concentrated near the two main polarities of the bright point, and
the strong sources at the top left and bottom centre of the observed region, but there is a
lot of hazy and formless emission surrounding these areas. Greater accuracy in the ob-
servations is needed to resolve these structures and relate them to the calculated magnetic
topologies; this should be possible with other bright points in future with the upcoming
Solar-B and Solar Orbiter missions. However, the observations do compare reasonably
favourably with the model in that most of the heating is observed at the two main sources
and along the band of positive flux at the lower edge of the box, which agrees to some
extent with the results of the first experiment.
3.7 Discussion
In this chapter I topologically model a coronal bright point, and compare the results to
3D numerical MHD simulations of rotating the two main photospheric magnetic sources
that underlie the bright point. I find that both of the sources are associated with separatrix
surfaces that completely surround them in the photosphere, and that rotating a source
causes large concentrations of parallel electric field to build up in regions that are well-
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Figure 3.19: TRACE 171A˚ observation of the bright point at 14:02:30UT, after the rotation phase.
Brighter regions are shown in green, dimmer in blue, with the same field of view as the earlier
figures of this chapter. This TRACE passband mainly shows up brightenings in the transition
region, not coronal loops. Figure courtesy of J. Bu¨chner.
correlated with the positions of the separatrix surfaces.
This means that the shear caused by the rotation of a source in turn causes current buildup,
associated with reconnection and heating, to occur on the separatrix surfaces associated
with that source. Hence, potential magnetic field topological models can provide reason-
ably accurate predictions of locations where reconnection might be expected to occur.
I use three different approximations to derive the starting set of point magnetic sources
from the continuous magnetogram data: 8th- and 16th-order Fourier filtering, and smooth-
ing the magnetic field. Each approximation leads to a different set of sources, so the aim
was to find out how robust the large-scale topology is to these changes. In fact, I find
that some elements of the topology are remarkably robust. The null points studied here,
whose separatrices are large compared to the average distance between null points, can
easily be identified in all three cases. Of course, as the number of sources in the model in-
creases, its accuracy in predicting reconnection sites also increases, except for sites close
to the edge of the simulation box which can be affected by sources from outside the box
not included in the model.
Despite the widely-held belief that coronal nulls are more robust than their photospheric
counterparts, I do not find this to be true for the bright point topology studied here. One
case includes a positive coronal null which is photospheric in the other two cases, one case
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has no coronal nulls, and the last has a negative coronal null with no obvious counterpart
in the first two cases. However, I do find that the topology preserves its essential large-
scale character, independently of the precise method used to select the source set. This is
a welcome validation of the magnetic topology technique, as it is specifically intended to
detect and model the large-scale pattern of magnetic connections between source regions.
It is not related to the complexity of the field studied here; indeed, it might be expected
that the choice of sources would have more impact in a region such as this without an
overwhelmingly strong dominant source pair.
Comparison of the locations of the nulls and separatrices in a potential field with the nulls
and QSLs from the MHD simulations shows that in general, and despite its exclusion of
currents, the potential field model is accurate enough to make good predictions about the
locations of reconnection sites. The resolution of the observational data from TRACE
is unfortunately not high enough for a detailed comparison of my theoretical results to
the observations. However, the qualitative pattern of brightenings matches the predicted
regions relatively well.
For future work, it would be very interesting to test these results on a wider range of
observed coronal bright points, to find out whether the results are general or specific to
the case studied here. I would also like to understand why the regions of high E‖ only
show up along certain portions of the separatrix traces.
The work in this chapter is an application of magnetic topological techniques to observa-
tions of a relatively small area of the solar surface, which can be assumed to be flat for
these purposes. In the next chapter, I extend this theory to apply topological techniques to
the entire spherical corona, opening up the global magnetic field of the Sun to topological
investigation.
Chapter 4
The Coronal Magnetic Topologies of
Four Balanced Flux Sources in a
Spherical Geometry
Note: The material in this chapter has been published in Solar Physics. The
references are:
Maclean, R. C., Beveridge, C., Hornig, G., and Priest, E.R. (2006): “Coronal
Magnetic Topologies in a Spherical Geometry - I. Two Bipolar Flux Sources”,
Solar Phys., 235, 259-280
and
Maclean, R. C., Beveridge, C., and Priest, E.R. (2006): “Coronal Magnetic
Topologies in a Spherical Geometry - II. Four Balanced Flux Sources”,
Solar Phys., 238, 13-27.
4.1 Introduction
The solar corona, as observed with the latest generation of instruments over a wide range
of wavelengths and scales, is a staggeringly complex and active environment, a full de-
scription of which is beyond present capabilities. However, the structure and dynamics of
the solar corona are determined primarily by the magnetic field that threads the solar at-
mosphere. Therefore magnetic field modelling is key in moving towards an understanding
of observed coronal events such as solar flares and coronal mass ejections.
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Focusing on the topological structure of the coronal magnetic field has given us a frame-
work for describing its incredible complexity. In this chapter, I continue to expand and
develop this framework by applying such a topological analysis to the global coronal
magnetic field. This is achieved by relaxing the usual MCT assumption that the photo-
spheric boundary can be taken to be flat (Longcope, 2005), and instead using a Green’s
function to construct the required potential magnetic field generated by point magnetic
sources lying on a spherical photosphere. This makes possible topological modelling of
coronal events such as global field reversal, which occur over length-scales too large for
the flat-photosphere assumption to be valid.
The nature of the global topology of the magnetic field is a question that has important
implications for our understanding of eruptive events on the Sun. Observations show that
such eruptions do not occur in simple bipolar regions; that a greater level of complexity in
the magnetic field is required (Fletcher et al., 2001). Also, the effects of these eruptions
are not confined to a small part of the corona, but rather involve an extensive volume
occupying tens of degrees of latitude and longitude. This means that to understand and
predict eruptive events – coronal mass ejections, erupting prominences, eruptive flares,
etc. – it is crucial to know the large-scale 3D nature of the magnetic structure in which
they occur.
Magnetograms of the solar photosphere (taken, for example, by the MDI instrument on
the SoHO satellite) reveal many thousands of magnetic flux tubes rooted there at any
given time. These flux sources are forever emerging, growing, changing position, merging
with other flux sources, fragmenting themselves, shrinking and disappearing again in a
complicated and beautiful pattern (Parnell, 2002), leading to incredible complexity in the
overlying coronal magnetic field. Understanding how the field produced by these sources
is structured can provide a useful aid in interpreting observed coronal events. However, a
comprehensive study of low-order systems containing only a few magnetic sources does
provide a useful tool for understanding the building blocks of the more complex observed
systems (Gorbachev, Kelner, Somov, and Shvarts, 1988; Priest, Bungey, and Titov, 1997;
Beveridge, Priest, and Brown, 2002). These configurations can then be combined to
build up the complexity of the model fields. Some features of the model fields are direct
artefacts of the source superposition technique, not expected to be found in the real corona
in this exact form, and the model is not detailed enough to resolve all the small-scale detail
of the observationally unresolved magnetic structures in the photosphere. However, a
good approximation to the macroscopic field structure is found, which provides a useful
perspective for further analysis.
In this chapter, I focus on the case of four balanced flux sources on a spherical photo-
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sphere, cataloguing and explaining the different topological states that can arise both from
two bipoles, and from three sources of one sign and one of the opposite. Four flux sources
all of the same sign, of course, would not be a physically meaningful configuration be-
cause there would be a net flux imbalance, so the solenoidal condition, equation 1.5,
would not be satisfied, and they could not be regarded as a closed system.
Sufficient complexity is present in the case of four sources that multiple separators can
appear, but four is also a small enough number to ensure a good level of confidence in
finding all possible states, thus making it a good basis for eventually building up more
complex fields. I use a potential field, again to make the problem as simple as possible
at this early stage, but with an eye towards the use of more realistic force-free fields in
future work. The potential field approximation is an acceptable first approximation for
looking at large-scale features of the magnetic field through most of the corona. As long
as the field is not too far from potential, essentially identical topological features will
occur, albeit somewhat deformed (Brown and Priest, 2000).
I follow the work of Gorbachev et al. (1988) who first looked at four sources on a planar
photosphere, and showed that both a separator and a coronal null can exist in that case.
The simplest case that includes actual topological features, two magnetic sources of one
sign and one of the opposite (“2 + 1”), was investigated by Priest, Bungey, and Titov
(1997). This is a relatively trivial case in which there is only one null point (between
the two like-signed sources) and its unbroken separatrix connects to the other source in
a dome; the only possible change to this state is a global separatrix quasi-bifurcation
(Beveridge, Priest, and Brown, 2002) that changes which of the like-signed sources is
enclosed by the dome. The next steps were taken by Brown and Priest (1999b); Beveridge,
Priest, and Brown (2002, 2004), who classified all possible topologies resulting from four
sources on a planar photosphere. I compare and contrast my results with theirs later on.
The magnetic flux that we observe in the solar photosphere initially emerges as bipolar
flux patches. Subsequently, as these patches evolve, they interact with each other, frag-
menting, coalescing, and cancelling with pre-existing flux. This means that, although the
total amount of positive and negative flux present must always be balanced, the “3 + 1”
quadrupolar configuration occurs almost as frequently and is just as important to study as
the “2 + 2” case.
Studying low-order topologies such as these is a fundamental and necessary step towards
understanding the more complex topologies with larger numbers of sources required to
model the real corona. Some implications of topological studies have already been ob-
tained about the storage of magnetic helicity and energy before flares and eruptions, for
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example when one bipole is twisted around another (Longcope and Magara, 2004; Bev-
eridge and Longcope, 2006). Barnes and Leka (2006) have also shown how the statistical
properties of magnetic charge topologies based on magnetogram data can be used to pre-
dict solar flares. It is expected that more implications about the role of helicity in the
onset of flares and coronal mass ejections will be discovered in future.
The chapter is ordered as follows: the Green’s function method for calculating the mag-
netic field is detailed in section 4.2, while the specifics of the model are given in sec-
tion 4.3, along with an explanation of how the analysis was carried out. The results of the
modelling are split up into the “2+2” case (section 4.4) and the “3+1” case (section 4.6).
Each set of results is broken down into a complete specification of the topological states
and bifurcations present, along with some discussion of the structure of the bifurcation
diagrams and the effects of varying model parameters. Sections 4.5 and 4.7 provide a
comparison of my results to the previously studied case of an equivalent set of sources on
a flat photosphere. Finally in section 4.8 I conclude by discussing the significance of the
results and how they could be built upon in the future.
4.2 Green’s function method to construct the magnetic field
For simplicity, I assume that the field is potential, and generated by a finite set of point
magnetic sources located on the solar photosphere. The photosphere is taken to be a
spherical surface of radius a, with the corona represented by the volume outside the
sphere. There is no source surface; the field strength simply falls off towards zero far
from the photosphere. However, I wish the photosphere outside the point sources to be a
flux surface, so that fieldlines pass through it only at the sources; any fieldlines below it
will be ignored. Aside from the spherical photosphere, these are assumptions commonly
used in magnetic topology studies (see for example Longcope and Klapper, 2002; Brown
and Priest, 1999b). A potential field is assumed, as this strikes an appropriate balance
between ease of calculation of the field and the presence of similar topological features to
those found in more complex general force-free fields. These features will occur for sim-
ilar parameter values so long as the non-potentiality is not too severe (Brown and Priest,
2000).
A magnetic field B is potential if it can be written as B = −∇Φ, where Φ is a scalar
potential satisfying4Φ(r) = 0. According to classical potential theory (Jackson, 1962),
Φ is uniquely determined if one of two boundary conditions holds: either the value of
Φ is given everywhere on the boundary, which is called the Dirichlet problem, or the
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derivative of Φ normal to the boundary is given, which is called the Neumann problem.
The problem I face here is a so-called exterior Neumann problem, since I wish to find a
Green’s function for the volume outside the boundary (the solar photosphere, a sphere of
radius a), and the boundary condition is that
− n · ∇Φ = Bn(θ, ϕ) on r = a, (4.1)
which is a Neumann-type boundary condition, with n a unit vector normal to the bound-
ary. An additional requirement is that the potential must fall to zero as r tends to infinity,
in order to keep the model physically realistic.
This means that the Green’s function, G(r, r′), must satisfy the following conditions:
4G(r, r′) = 0 on r > a, (4.2)
−n · ∇G(r, r′) = δ2(r, r′) on r = a, (4.3)
G(r, r′) = 0 as r →∞, (4.4)
where δ2 is the two-dimensional delta function, whose integral over the whole photo-
sphere would give 1. Such a Green’s function is given in Sakurai (1982) and derived in
Nemenman and Silbergleit (1999) as
G(r, r′) =
1
4pi
[
2
|r− r′| − ln
(a2 − r · r′ + a |r− r′|
ra− r · r′
)]
, (4.5)
where r′ is the position of a magnetic source. This expression for G(r, r′) can be found
by writing the Green’s function in terms of Legendre functions and summing the infinite
series that results.
Physically, this Green’s function represents the magnetic field due to a point source on
the surface of the sphere and a line source inside the sphere, extending from the origin
to touch the surface at the position of the point source. Figure 4.1 shows a plot of the
resulting magnetic field. The point source has a strength of +2 units, and integrating
along the line source shows that it has a strength of −1 units in total, as expected. Hence
one unit of flux extends from the point source into the corona, and one unit stays inside
the photosphere to balance the flux from the line source.
Φ can be found from G(r, r′), simply by integrating over the boundary:
Φ(r) =
∫
r′=a
Bn(r
′)G(r, r′) dS ′, (4.6)
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Figure 4.1: Plot of magnetic field given by the Green’s function for a magnetic source at θ = 0.
which in the case of a set ofm point magnetic sources on the boundary, each with strength
i, becomes
Φ(r) =
m∑
i=1
iG(r, r
′
i). (4.7)
The Green’s function itself behaves like r−1 at large distances, but, provided the sources
are flux balanced, the resulting potential will decay like r−2 (or faster) and so will be
physically allowable. Flux balance is also necessary as the model is based on a sum of
magnetic monopoles. These monopoles do not exist in nature, but when the flux from
photospheric sources and sinks is balanced,∇ ·B = 0 holds in the corona and the model
can be considered to be physical. So the assumption of balanced sources that is used
throughout this and following chapters is actually not an arbitrary restriction placed on
the system, but a necessity.
Thus, starting with a set of balanced magnetic sources distributed over the photosphere,
the potential magnetic field at any point in the photosphere or corona resulting from
these sources can be calculated using the Green’s function method. I now move on to
an overview of the specific model setup chosen, and how it was analysed.
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Source 1 Source 2 Source 3 Source 4
Case coords  coords  coords  coords 
1 (1, 0, 0) +1 (1, 2pi3 ,
2pi
3 ) −1 (1, 2pi3 , 0) +0.6 (1, θ1, ϕ1) −0.6
2 (1, 0, 0) +1 (1, 2pi3 ,
2pi
3 ) −1 (1, 2pi3 , 0) +0.3 (1, θ1, ϕ1) −0.3
3 (1, 0, 0) +1 (1, 2pi3 ,
2pi
3 ) −1 (1, 2pi3 , 0) +0.9 (1, θ1, ϕ1) −0.9
4 (1, 0, 0) +1 (1, 3pi4 ,
3pi
4 ) −1 (1, pi4 , 0) +0.6 (1, θ1, ϕ1) −0.6
5 (1, 0, 0) +1 (1, pi4 ,
3pi
4 ) −1 (1, 3pi4 , 0) +0.6 (1, θ1, ϕ1) −0.6
6 (1, pi3 , pi) −0.5 (1, 2pi3 , 3pi4 ) −0.3 (1, pi2 , 4pi3 ) −0.2 (1, θ1, ϕ1) +1
Table 4.1: Source positions and strengths selected for investigation
4.3 Model setup and analysis techniques
The aim of this work is to study how the relative positions and strengths of the four
magnetic sources affect the topological configurations of the resultant magnetic field,
and to find where in parameter space bifurcations between different states occur. I use
spherical coordinates (r, θ, ϕ), and position the photosphere at r = 1. To further reduce
the number of parameters, it is always possible to give one source a relative strength
of +1. This leaves only two free source strength parameters as the sources must be in
flux balance to preserve the physical realism of the model. The number of free position
parameters can also be reduced from eight to five through consideration of the rotational
properties of the system. However, even with these reductions, at the present time it is
computationally far too expensive to fully explore such a large parameter space; the best
solution is to choose some representative sets of reasonable mid-range nonsymmetric
values for the parameters and use them to deduce the rest of the behaviour.
Six cases were chosen, as shown in table 4.1, to allow the effects of changing both source
strengths and distributions across the sphere to be taken into account. The first five are
different variants of the “2+2” scenario with two sources of each sign, and the sixth is the
“3+1” scenario with three negative sources and one positive one. Bifurcation diagrams
for all of these cases can be found in sections 4.4 and 4.6.
The bifurcation diagram for each case is generated by calculating the topology resulting
from different positionings of source 4 in (θ, ϕ) space on the photosphere, using much the
same techniques as those described for the planar photosphere case in chapter 2.4. Once
the structure of the flux domains and the fieldline connectivity is known, the topology can
be classified as one of the types explained in sections 4.4 and 4.6. As a first approxima-
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Figure 4.2: Bifurcation diagram for case 1, in which three photospheric magnetic sources are
fixed, P1 at the north pole and the other two at positions N1 and P2 indicated by coloured circles.
It shows the dependence of the type of coronal topology on the position (θ, ϕ) of the fourth source.
tion, the topologies were found on a 12 by 24 grid, evenly spaced in θ and ϕ. Where more
detail was required to resolve the bifurcation behaviour, the mesh spacing of the grid was
reduced as far as necessary, down to approximately 0.0025 in some areas.
4.4 Results for “2+2” scenario
Figure 4.2 is the bifurcation diagram for case 1, as set up in section 4.3. The vertical axis
is the θ-axis, and the horizontal one the ϕ-axis. Three sources are shown on the diagram,
with P’s positive and N’s negative (P1, at θ = 0, appears as a line at the top of the plot).
As the fourth source moves over the photosphere, various topological states are produced,
which are labelled by their names plus the numbers of the two sources that produce the
unbounded flux domain. In any topology with flux-balanced sources, one and only one
of the flux domains will be unbounded, i.e. stretch out towards infinity in all directions.
This is true except at the point of occurrence of a quasi-bifurcation. The information in
figure 4.2 is sufficient to reconstruct the topologies. Finally, the bifurcation diagram also
shows the type and location of the bifurcations which separate each topology from its
neighbours.
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4.4.1 Topological states
Five distinct topological states were found in total, all of which appear on the case 1 bi-
furcation diagram (figure 4.2). Corresponding examples of four of these topologies were
observed by Beveridge, Priest, and Brown (2004) in the planar photosphere case; one is
new. They are differentiated from one another by the numbers and positioning of their
topological features, such as null points and separatrices. For each topology I present
an example with extrapolated spine and separatrix fieldlines, an idealised representation
of the topological structure, and also a diagram called a domain graph that shows which
pairs of sources are connected by flux domains. The domain graph (Longcope and Klap-
per, 2002) is useful because it provides an instant insight into the connectivity of the
sources present – two sources are linked on the graph if they are connected by a flux
domain.
Firstly, the detached state involves two prone photospheric nulls, as shown in figure 4.3.
In fact there is one null of each sign; the spines of the positive (negative) null connect to
the two positive (negative) sources, and all of the fieldlines in its separatrix surface go to
one of the negative (positive) sources, forming a dome enclosing just one of its own spine
sources. The two domes do not intersect one another, so there are three flux domains and
no separators. In the notation used on the bifurcation diagram, the topology in figure 4.3
is called ‘detached (P1–N1)’. The two sources in brackets after the name of the state
show which flux domain is unbounded, i.e. whose fieldlines are not confined within a
separatrix dome but extend out to infinity. There is not a source at infinity, because the
flux in all the topologies studied in this chapter is balanced, but in each topology there
is one flux domain whose fieldines fill the entire space outside a certain radius out from
the photosphere. Depending on which flux domain is unbounded, there are four possible
variants of the detached state.
The nested state (shown in figure 4.4) is very similar to the detached state just seen; the
difference between them lies in the arrangement of the separatrix surfaces. One remains
unchanged (the smaller one in the diagram), enclosing one of its own spine sources. But
the other has now changed which of its own spine sources it encloses, and also it com-
pletely covers the other separatrix dome. The two domes do not intersect, but are stacked
up on top of each other. Again there are three flux domains, but a different one extends
to infinity. In the notation used on the bifurcation diagram, the topology in figure 4.4 is
called ‘nested (P2–N1)’. Depending on which flux domain is unbounded, there are four
possible variants of the nested state.
In the intersecting state, the arrangement of the separatrices is different again, as shown
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(a) Example with extrapolated fieldlines
(b) Schematic of topological
structure
(c) Domain
graph
Figure 4.3: The detached state
(a) Example with extrapolated fieldlines
(b) Schematic of topological
structure
(c) Domain
graph
Figure 4.4: The nested state
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(a) Example with extrapolated fieldlines
(b) Schematic of topological
structure. The black dashed
line represents a separator in
the corona.
(c) Domain
graph
Figure 4.5: The intersecting state
in figure 4.5. The separatrix of the positive (negative) null again forms a dome enclosing
one of its own spine sources, but this time the dome touches both negative (positive)
sources and the null between them. So the two domes intersect one another and there is a
separator running between the two null points, giving a total of four flux domains in the
topology. The separator is shown in the schematic as a black dashed line.
In the notation used on the bifurcation diagram, the topology in figure 4.5 is called ‘in-
tersecting (P1–N1)’. Any of the four flux domains can be unbounded, so at least four
possible variants of the intersecting state exist. In addition, the intersecting state has the
special property that its mirror image is not identically the same topology. The intersect-
ing state is unique amongst all the “2+2” topologies in this respect. Its mirror image is
another distinct variant with opposite handedness. In total this means that there are eight
possible variants of the intersecting state. An example of this handedness phenomenon
can be seen on the bifurcation diagram (figure 4.2). The two states covering the largest
areas on the diagram are both labelled “intersecting (P1–N1)”, but in fact they are not the
same variant but mirror images of each other.
Next, the dual intersecting state (figure 4.6), which is a new state not previously known
to occur in the planar photospheric case. Its main distinguishing feature is the presence
of two spatially distinct separators joining the same two null points. Such a phenomenon
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(a) Example with extrapolated fieldlines
(b) Schematic of topo-
logical structure
(c) Domain
graph
Figure 4.6: The dual intersecting state
has never before been observed in simple cases with only four sources; however, Close,
Parnell, and Priest (2005) found multiple separators joining pairs of nulls in topologies
with higher numbers of flux sources. In the four-source case, the two separators arise from
the fact that the same two separatrix domes intersect one another twice (hence the name).
A source configuration close to being symmetrical is necessary to produce this state, but
it exists for a range of parameter values and is therefore undoubtedly topologically stable.
If we go through all the fieldlines in the fan plane of one of the nulls, in order from
photosphere up into the corona and back down to the photosphere on the other side, we
find the following connectivity: source of opposite sign, null of opposite sign, second
source of opposite sign, back to the same null, then back to the first source. The other
null shows identical behaviour. There are five flux domains in this topology. One is
purely coronal, and engirdled by the loop formed by the two separators; the dashed line
on the domain graph indicates this domain. Another two of the flux domains actually link
the same two sources but are physically separated from one another. Dashed lines in the
schematic represent coronal fieldlines. In the notation used on the bifurcation diagram,
the topology in figure 4.6 is called ‘dual intersecting (P1–N1)’. Depending on which flux
domain is unbounded, there are four possible variants of the dual intersecting state.
The final state found is the coronal null state, shown in figure 4.7. There are three null
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(a) Example with extrapolated fieldlines
(b) Schematic of topological structure
(c) Domain
graph
Figure 4.7: The coronal null state
points in this state, two of the same sign in the photosphere and one of the opposite
sign in the corona. In the case when the coronal null is negative (i.e. the case shown
in the diagram), the two photospheric nulls are positive, and their spines each connect
to both positive sources, forming a loop in the photosphere around one of the negative
sources. Similarly, each of their separatrices touches both negative sources, forming a
dome around one of the positive sources. The separatrix of the coronal null also forms
a dome, touching the photosphere along the loop of spines, and the intersection of these
two domes gives rise to separators between the coronal null and each of the photospheric
ones. There are four flux domains present in total, and two separators. In the notation
used on the bifurcation diagram, the topology in figure 4.7 is called ‘coronal null (P1–
N1)’. Depending on which flux domain is unbounded, there are four possible variants of
the coronal null state.
4.4.2 Bifurcations
When the topology changes from one of the states in the previous section to another,
we say that it has undergone a bifurcation. All bifurcations in potential fields are fully
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reversible, i.e. if the parameters are changed back to their original values then any bifur-
cations which have happened will be reversed and the original topology will reappear.
As can be seen on the case 1 bifurcation diagram (figure 4.2), four types of bifurcation
occur in the case of two sources of each sign. One of these is a local bifurcation, two
are of global type, and one a quasi-bifurcation, so that at least one of each known class is
present. Let us now understand in more detail how each of these bifurcations takes place.
The local double-separator bifurcation (Brown and Priest, 1999b), being of local type,
must create or destroy null points. It occurs in the topology when magnetic sources are
moved in relation to each other in certain ways, for example in the four-source case if
a negative source moves all the way round a positive source, a local double-separator
bifurcation must occur. It is an extension of a classical pitchfork-type bifurcation, in
which one stable fixed point (corresponding to a null point here) in a system of ordinary
differential equations bifurcates to become three stable fixed points, or vice versa. A
sketch of how it takes place can be found in figure 4.8. The lefthand image shows an initial
generic first-order null point sitting on the photosphere before the bifurcation. At the point
of bifurcation, the null changes its character and becomes a third-order null. Afterwards,
as shown in the righthand image, the null splits into three: one (of opposite sign to the
original) still in the photosphere, plus one in the corona and one in the mirror corona,
both of the same sign as the original null. Equation 1.24 is thus satisfied. This entire
process can also run in reverse. Note that this bifurcation cannot change the structure of
the flux domains present in a topology. Of course, the null created in the mirror corona is
meaningless in terms of the real coronal magnetic field, it is simply an artefact that must
exist in the model to keep the model self-consistent, but it does not correspond to any
feature in the real sub-photospheric field, where the model no longer applies.
In the model, the local double-separator bifurcation is responsible for the change between
the intersecting and coronal null states. The intersecting state involves a separator linking
two photospheric nulls of opposite sign. When the bifurcation happens, one of the photo-
spheric nulls changes sign, and this causes a new coronal null to appear, moving up into
the corona along the arc of the pre-existing separator.
The next type of bifurcation present in the model is the global separator bifurcation. A
global bifurcation such as the global separator bifurcation (Brown and Priest, 1999b)
will, unlike the local double-separator bifurcation, change the flux domain structure of
a topology. It is a variant of a classic heteroclinic bifurcation. Heteroclinic bifurcations
involve the creation or destruction of heteroclinic orbits, lines that join two equilibrium
points; these orbits correspond to the topological separator fieldlines. An example of this
type of bifurcation is given in figure 4.9. In the lefthand image, before the bifurcation,
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Figure 4.8: The local double-separator bifurcation. The lefthand image is before the bifurcation
takes place, and the righthand one after. Dashed lines indicate fieldlines below the photosphere.
Figure 4.9: The global separator bifurcation.
there are two simple separatrix domes. At the point of bifurcation these domes touch
along the photosphere on one side, so that an unstable photospheric separator connects
the two null points, as shown in the middle image. After the bifurcation, as shown in the
righthand image, the two domes intersect one another, creating a stable separator in the
corona. The effect of this is to create a new flux domain, joining the upper positive source
to the lower negative one. The number of nulls is unaffected. This bifurcation can also
take place in reverse, destroying a separator and a flux domain rather than creating them.
There are several examples of the global separator bifurcation in the model. It takes the
topology between the detached and intersecting, nested and intersecting, and intersecting
and dual intersecting states. In the first two cases, this is simply a question of the two
previously isolated separatrix domes moving together and intersecting one another to
form a separator. In the last case, the separatrix domes must intersect one another again,
in a different spatial location, so that a new separator is created between the same two
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Figure 4.10: The global spine-spine bifurcation.
null points.
The third type of bifurcation under consideration here is the global spine-spine bifurca-
tion. This bifurcation can be classified as global as it involves passing through a state
involving an unstable separator. This is the case even though, in the case of the “2+2”
model studied here, the flux domain structure is identical before and after the bifurcation,
as the bifurcating spines are not carrying any separatrices. As shown in figure 4.10, the
bifurcation involves the spines of two oppositely-signed null points passing through one
another, so that the final topology is essentially a mirror image of the initial one. An
unstable separator will be formed between the two nulls at the point of bifurcation.
Such a bifurcation occurs near the top of the bifurcation diagram, taking one version of
the nested state to its mirror image and back again. On later bifurcation diagrams, we will
see that the global spine-spine bifurcation can also flip a detached state to its own mirror
image.
The final bifurcation occurring in the current case is the global separatrix quasi-bifurcation
(Beveridge, Priest, and Brown, 2002), shown in figure 4.11. It is not analogous to any of
the classical bifurcations, and indeed does not show any finite bifurcation behaviour; it
occurs when fieldlines in the separatrix surface of a null point extend out to infinity then
move back into a different arrangement. Figure 4.11 shows how a separatrix surface can
enlarge itself, until in the central image the fieldlines reach out to form an infinite surface.
When they collapse back down, the separatrix dome that they form encloses a different set
of sources to the set it enclosed before the bifurcation. No flux domains are created or de-
stroyed (which is why this cannot be considered a global bifurcation); what has changed
is the sources enclosed by the separatrix domes.
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Figure 4.11: The global separatrix quasi-bifurcation, shown taking place on a sphere to emphasise
how the separatrix moves across the back of the sphere during the bifurcation.
In the model, the global separatrix quasi-bifurcation acts to move the topology between
different versions of the intersecting state, and also from detached to nested and back.
The detached and nested states are in fact indistinguishable except by noting which flux
domain is the unbounded one; only the sources enclosed by the separatrix domes have
changed.
4.4.3 Effect of varying model parameters
This section deals with the effects on the bifurcation diagram (figure 4.2) of variations in
source strength and positioning. In case 2, the strength of the weaker bipole is halved.
Figure 4.12 is the resulting bifurcation diagram.
There are several conspicuous differences between the two diagrams. When the smaller
bipole is weakened, P1 and N1 are comparatively much stronger and the global separa-
trix quasi-bifurcations become undetectable as they are pushed back towards the larger
sources. P2 and N2 are never strong enough to have any fieldlines in the unbounded do-
main, so the largest domain is always P1–N1. As the detached state at the top becomes
larger, the intersecting and coronal null states are pushed further down the surface of the
sphere to make room. This is because the system more readily falls into a detached state
when the source strengths vary significantly; sources close in strength are more likely to
produce an intersecting state.
This effect can clearly be seen in case 3 (figure 4.13), which is the bifurcation diagram
produced by doubling the strength of the weaker bipole as compared to case 1.
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Figure 4.12: Bifurcation diagram for case 2, in which the relative strengths of P2 and N2 are
reduced to ±0.3, half of their case 1 values.
Figure 4.13: Bifurcation diagram for case 3, in which the relative strengths of P2 and N2 are
increased to ±0.9, double their case 1 values.
In case 3, where the weaker bipole nearly matches the stronger one, the opposite effect
to case 2 is seen, as anticipated. The quasi-bifurcations become much more significant,
with nearly half of the area of the diagram taken up by states whose unbounded domain
is not P1–N1. The detached/nested state is squeezed much smaller as an intersecting state
becomes more likely. One unexpected effect is that the coronal null state also covers a
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Figure 4.14: Bifurcation diagram for case 4, in which the two positive sources are placed close
together.
much smaller area.
So in general, as the two bipoles become closer in magnitude, intersecting states are more
prominent and quasi-bifurcations play a more significant role.
Case 4 (figure 4.14) is generated from case 1 by moving the two positive sources closer
together, while maintaining the original ratio of strengths between the bipoles. All of the
same states appear. The main differences are that as, for example, the coronal null state
occurs in a narrow band between P1 and P2 and they are now closer together, there is
less space for this state to occur. The opposite is true for the dual intersecting state which
joins P2 and N1 in a narrow band; this band is now stretched longer to cover the wider
gap between the two sources. The size of the regions bounded by the quasi-bifurcations
does not change greatly.
In the final case, case 5 (figure 4.15), the two strongest sources are close together while
the weaker positive source has been moved further from the pair. As P1 and N1 are so
close, there is not much room for the nested state which joins them. The global separatrix
quasi-bifurcation now plays a huge role as the bifurcation diagram is dominated by states
with unbounded domain P2–N1. This is because, when N2 is close to P1, it cancels out a
lot of its flux, leaving N1 and P2 to dominate the system.
So in general, moving the source regions does not affect which states occur, but changes
dramatically the positions of the quasi-bifurcations, i.e. which flux domain is the un-
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Figure 4.15: Bifurcation diagram for case 5, in which the two strongest sources (P1 and N1) are
close together.
bounded one. This means that different variants of the states are found in the different
cases. For example, the intersecting (P2–N2) variant only occurs in case 5 as this is the
only case in which enough flux from the stronger bipole is self-cancelled to allow the
weaker bipole to dominate the topology.
4.5 Comparison with planar photosphere case for “2+2” scenario
As previously mentioned, Beveridge, Priest, and Brown (2002) carried out a similar anal-
ysis to this one for the case of a planar photosphere. I wish now to compare my results
with theirs and note the similarities and differences which a spherical photosphere causes.
Figure 4.16 is the bifurcation diagram that they produced.
Their top source is equivalent to my N2, lower left is my P1 and lower right is my P2.
This means that they moved source N1 instead of N2, which makes a direct comparison
slightly complicated. Two types of quasi-bifurcation are distinguished in their model,
the global separatrix quasi-bifurcation and the global spine quasi-bifurcation, but on the
sphere these two bifurcations are both what I have defined as a global separatrix quasi-
bifurcation. A global spine quasi-bifurcation will only change a topology on the sphere if
the spine in question is carrying a separatrix surface along with it, hence it also involves
a separatrix surface extending to infinity and so on. I have discounted the global spine
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Figure 4.16: Bifurcation diagram for two sources of each sign on a planar photosphere (Beveridge,
Priest, and Brown, 2004). Solid lines are global separator bifurcations, dashed are local double-
separator bifurcations, dotted and dot-dot-dashed are quasi-bifurcations. States are lettered: D is
detached, N is nested, I is intersecting, and CN is coronal null.
quasi-bifurcations where this is not the case, and grouped all the rest with the global
separatrix quasi-bifurcations.
Both models found a coronal null state joining the two positive sources. However, my
nested/detached state joins only P1 to N1, while theirs joins all three stationary sources
in an arc. They did not find any evidence for the dual intersecting state, which joins N1
to P2 in the spherical model.
It is clear that their quasi-bifurcation that runs vertically through the box is equivalent
to my global separatrix quasi-bifurcation that passes through N1. They find it to pass
through P1 instead as it is their larger negative source which they are moving. Their
roughly circular quasi-bifurcation is equivalent to mine that engirdles the sphere without
touching any of the sources. As it nowhere intersects their coronal null state, the global
spine-spine bifurcation does not appear on their diagram as it is not required.
Of course, the planar and spherical cases should eventually become indistinguishable as
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Figure 4.17: Bifurcation diagram for the “3+1” scenario, created by fixing the positions of the
negative sources at the blue circles and moving the positive source over the photosphere.
the source separation in the spherical case is reduced to being very much smaller than
the solar radius. As the separation between the three fixed sources is reduced, the de-
tached/nested, intersecting, and coronal null “bridges” between them will shrink in size
proportionally until they form the rough circle of the planar case, the only difference be-
ing that the dual intersecting state was not detected by Beveridge et al. (2002). Similarly,
the quasi-bifurcation lines will deform to a position approximating their arrangement in
Figure 4.16.
Unfortunately the effects of source strength and position were not documented in the
study of Beveridge, Priest, and Brown (2002) so no comparison of these effects across
the two studies is possible, although it is expected that any conclusions would be similar
to those found in the current work.
4.6 Results for “3+1” scenario
Figure 4.17 is the bifurcation diagram generated as detailed in section 4.3. Three basic
types of topological state are found, and three topological bifurcations. In this section,
each state and bifurcation is examined in detail and then the structure of the bifurcation
diagram is considered.
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(a) Example with extrapolated fieldlines
(b) Schematic of topological
structure
(c) Domain
graph
Figure 4.18: The separate state
4.6.1 Topological states
The first topological state under consideration, and the one that occupies the largest area
on the bifurcation diagram, is the separate state. As can be seen in figure 4.18, it includes
two negative magnetic null points whose spines form a curve joining the three negative
sources. The separatrices of the nulls then form two domes, touching the positive source,
in such a way that the domes are completely separate; they don’t intersect with or cover
each other. This means that there are three flux domains, all with fieldlines in the photo-
sphere, each one joining the positive source to a different negative source. No separators
are present. The field lines from N1 are enclosed by the dome of A1, those from N3 are
enclosed by the dome of A2, and those from N2 fill the space outside the two domes.
In the notation used on the bifurcation diagram, the topology in figure 4.18 is called ‘sep-
arate (P1–N2)’. Depending on which flux domain is unbounded, there are three possible
variants of the separate state. Examples of all three can be found on the bifurcation dia-
gram. Further discussion of this topic can be found in section 4.6.3.
Next, in figure 4.19, is the enclosed state. It also comprises two negative null points
with their spines joining the negative sources in a line. However in this state the sep-
aratrix domes are arranged in such a way that one encloses the other; hence the name.
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(a) Example with extrapolated fieldlines
(b) Schematic of topological
structure
(c) Domain
graph
Figure 4.19: The enclosed state
There are no separators as the separatrices do not intersect. Again there are three flux do-
mains, each taking flux between one of the negative sources and the positive source. This
time, however, six variants of the state are possible, although only four are found in the
chosen configuration. The six possibilities occur because for each of the three possible
arrangements of two spines joining three sources, there are two enclosed states, with the
difference between them being which flux domain is unbounded. In the notation used on
the bifurcation diagram, the topology in figure 4.19 is called ‘enclosed (P1–N2)’.
The final type of state appearing on the bifurcation diagram is the upright null state, shown
in figure 4.20. Unlike the other two states, it has four null points on the photosphere, one
of which is upright, meaning that its separatrix surface is in the photosphere, rather than
the more usual case (called prone) in which the spine fieldline is in the photosphere and
the separatrix surface is perpendicular to it. The upright null has positive sign and the
three prone nulls have negative sign. The spines of the negative nulls form a circuit in
the photosphere, which bounds the separatrix surface of the upright null. Meanwhile the
(coronal) spine of the upright null connects to the positive source, and forms a boundary
for the separatrices of each of the three negative nulls. There are three flux domains,
and three separators in the photosphere, although such photospheric separators are not
regarded as “proper” separators as they only bound two flux domains instead of a full
four. In keeping with the other topologies discussed, three possible variants of the upright
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(a) Front view of example with extrapolated fieldlines
(b) Schematic of topological structure
(c) Side view of example with extrapolated fieldlines
(d) Domain graph
Figure 4.20: The upright null state
null topology exist, all of which feature on the bifurcation diagram. They differ in which
of the three flux domains is unbounded.
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Figure 4.21: The local separator bifurcation, shown as a sequence of sketches of the photospheric
footprint, during which a separate state bifurcates into an upright null state. The second order null
is shown as a black triangle in the middle sketch.
4.6.2 Bifurcations
Three types of topological bifurcation are possible in the “3+1” scenario discussed here.
I consider the nature and effect of each in turn.
The local separator bifurcation is similar in nature to the local double-separator bifurca-
tion described in section 4.4.2. A local bifurcation creates or destroys null points while
leaving the domain structure of the topology unchanged. For example, on the bifurcation
diagram, a local separator bifurcation is responsible for a separate state becoming an up-
right null state, as illustrated in figure 4.21. This is achieved when the sources are moved
in such a way that the separatrix surfaces of the two nulls in the separate state are pushed
closer and closer together. Where they touch, an unstable second-order null point is cre-
ated, which splits into a pair of ordinary first-order nulls, one prone and one upright – this
is the upright null state. The new nulls also must be of opposite sign in order to fulfil the
Euler characteristic equations (Molodenskii and Syrovatskii, 1977; Inverarity and Priest,
1999). A full analytical description of the local separator bifurcation is given in Brown
and Priest (1999b).
In contrast to local bifurcations, the effect of a global bifurcation such as the global spine-
fan bifurcation is to change the domain structure of the topology without creating or
destroying null points, implying that at least two sources which previously did not share
flux become connected, or vice versa. In the global spine-fan bifurcation, for example at
the top right of the bifurcation diagram where a separate state bifurcates to an enclosed
state, the sequence of events is identical to that described in section 2.2. The spine of
one null and the separatrix surface of the other are pushed together by movement of the
sources. At the point of bifurcation, they pass through each other so that an unstable
separator is formed between the nulls. The spine and fan then pass out the other side
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and the footprint of the topology is changed. A full analytical description of the global
spine-fan bifurcation is given in Brown and Priest (1999b).
The last type of bifurcation found in figure 4.17 is the global separatrix quasi-bifurcation.
This bifurcation is also found in the case of two balanced magnetic sources of each sign,
and was fully discussed in section 4.4.2. It involves a separatrix surface expanding out to
infinity and collapsing again, changing which of the flux domains is unbounded.
4.6.3 Structure of bifurcation diagram
Although at first glance the bifurcation diagram (figure 4.17) looks complicated and un-
structured, in fact it has an underlying organisation that helps us to understand the rela-
tionship between the individual topological states discussed in the previous section.
Let’s look first at the global spine-fan bifurcation and local separator bifurcation lines,
which seem to be linked in some way. Each of the three negative sources has two global
spine-fan bifurcation lines leaving it. Each of these lines then splits into two local separa-
tor bifurcation lines, which in turn join up with each other in such a way that two triangles
of local separator bifurcation lines are formed. Inside both triangles, the topological state
is of upright null type, which makes sense because the local separator bifurcation creates
or destroys two null points. Within the triangles the topology has four nulls (three prone
and one upright) and this must be an upright null state. Outside, two null points exist, so
the topology must be either separate or enclosed.
Why does the upright null state exist at all? Surely it is in some sense “easier” for the
system to have the minimum number of null points required by the Euler equations, i.e.
two? The following argument provides an answer: three negative sources placed on the
sphere create two upright magnetic null points where their photospheric field vectors
cancel each other out. Picking one of these nulls, if a flux-balancing positive source
is then placed at the furthest possible point from the null, on the opposite side of the
sphere, the null point must still exist and due to symmetry is still upright in nature. The
Euler equations then require at least three negative prone nulls to exist, and we have our
upright null state. The fact that initially either of the upright nulls could have been chosen
explains why there are two distinct upright null regions on the bifurcation diagram.
Now consider the remaining areas of the bifurcation diagram, as divided up by the global
spine-fan bifurcation lines. These lines divide the rest of the sphere into three distinct
regions; one between the left and central negative sources, one between the central and
right sources, and one much larger region covering the rest of the sphere, touching the
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left and right sources. What topological characteristics define these regions? The global
spine-fan bifurcation involves, among other effects, the spine of a null point changing its
connectivity. So inside each of the three regions, the spine structure of the topology is
fixed. In the first region mentioned above the spines connect N2–N3–N1, in the second
N1–N2–N3, and in the third N3–N1–N2.
The factor finally determining whether a topology will be separate or enclosed is the
so-far-unmentioned global separatrix quasi-bifurcation. Its bifurcation lines take on a
structure reminiscent of the global spine-fan bifurcation lines, as they divide the sphere
into three distinct regions, although a difference is that quasi-bifurcation lines do not
in general pass through sources. In each of the three regions marked out by the global
separatrix quasi-bifurcation lines, the topological constant is which of the flux domains
is unbounded. For the upper region encompassing θ = 0 this is the flux domain joining
N2 to the positive source. For the smaller middle region the unbounded domain joins
the positive source and N3. And so of course for the lower region encompassing θ = pi,
the unbounded flux domain joins the positive source and N1. In a known two-null case
(i.e. outside the upright null regions), information about both the spine structure of the
topology and which flux domain is infinite is sufficient to determine the exact variety
of the topology, whether separate or enclosed. Notice that the two places where the
three global separatrix quasi-bifurcation lines meet must occur within the two upright null
regions, although (due to the choice of source positions) the upper region on this specific
choice of bifurcation diagram appears somewhat deformed, with the global separatrix
quasi-bifurcation lines squeezed so that they meet right in the corner of the triangle.
Interesting topics for further study would be: why don’t quasi-bifurcation lines need to
go through sources when all the other bifurcation lines do? And what is the nature of the
change that occurs when a global spine-fan bifurcation line splits into two local separator
bifurcation lines?
4.7 Comparison with planar photosphere case for “3+1” scenario
Figure 4.22 is the bifurcation diagram from Beveridge, Priest, and Brown (2004), which is
the equivalent case to the current study but on a planar instead of a spherical photosphere.
At first sight it looks very different to the spherical bifurcation diagram (figure 4.17),
but in fact topologically there are many similarities and only a few important differences
between the two.
When the two upright null states from the sphere are mapped onto the plane, the one
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Figure 4.22: The equivalent “3+1” bifurcation diagram for a planar photosphere, from Beveridge,
Priest, and Brown (2004). Stars are negative sources, and the positive source is moved over the
photosphere to create the diagram. Topological states are S=separate, E=enclosed, U=upright null.
Solid lines denote local separator bifurcations, dotted are global spine-fan bifurcations, dashed are
global separatrix quasi-bifurcations, dot-dashed are global spine quasi-bifurcations.
contained roughly in the triangle between the sources shrinks down to a point between
the sources where the three global spine quasi-bifurcation lines meet. The other upright
null region expands out to fill the whole plane far from the sources. In the spherical case,
global spine-fan bifurcation lines extend from each source to meet in a curve of local
separator bifurcation lines that surrounds the upper upright null state. The same feature
is present on the planar bifurcation diagram except, due to the change of coordinates, the
local separator bifurcation lines appear to be enclosing all the other states, although in
fact the structure is identical.
The fact that the central upright null state is reduced to just one critical point in the
planar case means that the three global separatrix quasi-bifurcation lines must meet at
that point, as well as the three global spine-fan bifurcation lines. In fact in the planar
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case, due to symmetry, the global separatrix quasi-bifurcation lines and the global spine-
fan bifurcation lines are coincident between the central critical point and the sources.
After they pass the sources, the two bifurcation lines go their different ways, dividing up
the bifurcation diagram into separate and enclosed topologies. The three global separatrix
quasi-bifurcation lines then head out to infinity (through the upright null region), where
they meet. On the sphere, this corresponds to where they meet again in the upper upright
null region.
Only three instances of the possible six enclosed states are realised in the planar case,
while five are in the spherical case. This is because on the plane the quasi-bifurcation lines
pass through the sources while on the sphere they do not have this constraint. Thus more
intersections of global separatrix quasi-bifurcation lines with global spine-fan bifurcation
lines on the sphere allow a greater number of enclosed states to exist. An example is
near the source N2 on the spherical bifurcation diagram – if the global separatrix quasi-
bifurcation line had to pass through the source, the enclosed (P1–N1) state immediately
above N2 would not exist.
It is important to remember that the planar case can be seen as the limit of the spherical
case when the separation of the fixed sources becomes very small, so that the curvature
of the sphere can be neglected. As explained above, the change in geometry also changes
the geometry of the bifurcation diagram, but its underlying structure remains the same.
4.8 Discussion
Magnetic topological states were calculated for the case of quadrupolar flux sources on
a spherical photospheric surface, using a Green’s function to calculate a potential field
such that the photosphere remained a flux surface. Five representative cases were cho-
sen in the case of two sources of each sign, to determine the effects of source position
and strength on which topologies were produced. The case of three negative sources and
one positive source was also studied. By fixing three flux sources in position and al-
lowing the fourth to move around the photosphere, bifurcation diagrams were produced
(figures 4.2, 4.12–4.15, and 4.17) which provide a snapshot of where in parameter space
different topological states can be found.
I found that eight topological states occur in total, some in several distinct variants. This
is subdivided into five states (detached, nested, intersecting, dual intersecting, and coronal
null) in the “2+2” case and three states (separate, enclosed, and upright null) in the “3+1”
case. Seven types of bifurcation are possible, including a representative of each known
4.8 Discussion 103
class of bifurcation. One of the states had not been encountered in previous studies; it has
been named the dual intersecting state, and involves two separators connecting a pair of
photospheric null points. The two spatially distinct separators engirdle a coronal domain.
This state is formed when an intersecting state undergoes a global separator bifurcation,
causing the separatrix domes to intersect again in a new location.
The “2+2” experiments with altering parameter values show that all of the known topolog-
ical states are found for reasonable parameter values; however, when the smaller bipole
becomes very weak, the nested state becomes so small as to be insignificant, since its for-
mation requires a quasi-bifurcation which has been pushed right up to the source at which
it begins. The same is true of the intersecting (P1–N2) state which practically disappears
for a very weak smaller bipole.
Increasing the strength of the smaller bipole has the effect of making quasi-bifurcations
more important, so that the larger sources are not always the ones producing the un-
bounded domain. Intersecting states also become more likely than detached/nested states
as the two bipoles approach one another in magnitude.
Changing the positions of the fixed sources can produce no new states, but simply re-
produces the ones already known (but in different locations). It can also affect which
sources dominate the topology – two large but unlike sources close together can allow
the smaller sources in fact to dominate while the larger sources mostly cancel out one
another’s influence.
A comparison with the results of Beveridge, Priest, and Brown (2002), who studied a
similar configuration of sources on a planar photosphere, shows that many of the features
found by them are preserved. However, it appears that some topological states exist only
on the sphere. Also, the sphere allows only one type of quasi-bifurcation in place of the
two occurring on the plane.
In the “3+1” case, topological analysis of the structure of the bifurcation diagram shows
that two upright null states must exist due to symmetry. The global spine-fan bifurcation
lines divide the remaining area into three regions differentiated by the connectivity of the
spines of the two null points. And the global separatrix quasi-bifurcation lines provide
the final piece of the puzzle by dividing the bifurcation diagram into three regions, each
corresponding to a different unbounded domain.
Comparison of the bifurcation diagram for “3+1” spherical geometry to the equivalent
diagram for a planar photosphere shows that the two are topologically similar in many
ways. However, the different geometry again produces some differences. One of the two
4.8 Discussion 104
upright null regions is reduced to a point in parameter space in the planar case, while the
other becomes infinitely large. Also, inside the triangle created by the negative sources,
the global spine-fan bifurcation lines and the global separatrix quasi-bifurcation lines
are forced to be coincident in the planar case, whereas in the spherical case the global
separatrix quasi-bifurcation lines do not touch the sources, leading to more of the possible
varieties of the enclosed state being realised.
The model possesses some inherent limitations. Its use of point magnetic sources to rep-
resent magnetic flux tubes emerging through the solar photosphere could be improved by
assuming finite sources, following the work of Lothian and Browning (1995). However,
the point source approximation does hold so long as the sources are separated by distances
much larger than their radii, as is the case in most of this work. I have also made the as-
sumption of a potential magnetic field, both for simplicity and as in practice the global
coronal magnetic field is likely to be close to potential. The topology of more complex
force-free fields (Brown and Priest, 2000) is similar to that calculated using a potential
field, so long as the field is not too highly non-linear. However, a more accurate model
could contain a source surface (Altschuler and Newkirk, 1969) to account for the effect of
the solar wind, and could also use a solution of the full MHD equations. I hope in future
work to relax this assumption of potentiality and incorporate more of these elements into
the model.
I hope that this research will open the door to more realistic modelling of the solar coronal
magnetic field, through the use of the Green’s function. This will allow a topological
understanding to be gained of more complex models of the entire global coronal field by
building on the case of quadrupolar flux sources studied here. In the next chapter, I begin
this work by applying this new technique to a simple topological study of the reversal of
the Sun’s large-scale magnetic field in the solar cycle.
Chapter 5
Topological Aspects of Global Magnetic
Field Reversal
5.1 Introduction
As a first-order approximation, the global magnetic field of the Sun is dipolar, with its
magnetic axis aligned with the solar rotation axis. The sign of this global dipolar field
undergoes a reversal on average every eleven years, in a process called the solar cycle
(Babcock, 1961; Leighton, 1969).
In fact, the true average length of a complete cycle is 22 years. The polar field reverses
because, starting just after solar minimum, a small fraction of the magnetic flux con-
tained in sunspots cancels over the equator. Due to Joy’s law (the tilt which means that
the leading sunspot polarity is normally closer to the equator than the following polar-
ity), more of the flux from the leading polarities than from the following polarities gets
cancelled. So there is slightly more flux left in the following polarity regions, and this
flux (which is oppositely-signed to the polar flux) is preferentially transported towards
the poles by meridional circulation (Topka, Moore, Labonte, and Howard, 1982; Wang,
Nash, and Sheeley, 1989; Wang, Sheeley, and Nash, 1991; Wang, Sheeley, and Lean,
2002; Mackay, Priest, and Lockwood, 2002; Mackay and van Ballegooijen, 2006a,b). It
cancels with the polar flux, eventually annihilating it near solar maximum, and continues
to build up at the poles until a reversed dominant dipolar field has accumulated, bring-
ing the system to the next solar minimum. The process just described takes on average
eleven years; at solar minimum, the signs of the leading and following polarities of the
sunspots switch, and it takes another eleven years for the system to return to its original
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configuration.
The solar cycle, or sunspot cycle, has been known since the day of Galileo. However,
in this chapter I aim to provide a new perspective on the structure of the global solar
magnetic field as it goes through the reversal by analysing a simple model of its magnetic
topology. I model the entire global coronal magnetic field using the Green’s function
technique presented in section 4.2.
The chapter is ordered as follows: section 5.2 gives the details of the six-source fully
3D topological model that I used. The model evolves through several distinct topological
stages which are described in detail in section 5.3. Implications for the real solar cycle are
discussed in section 5.4, where I also summarise my results and consider how this work
could be extended in future.
5.2 Model design and justification
The model consists of six point magnetic flux sources on the surface of a sphere, with a
potential field determined by the Green’s function technique described in section 4.2. It
is intended to represent the large-scale global magnetic field in the corona throughout the
process of polar field reversal. As such, the potential field approximation is appropriate,
because the coronal field is generally close to potential except inside active regions, and
only the large-scale field is considered here.
Figure 5.1 shows the initial six-source setup used in the model. The dominant dipolar
field is represented by a source at each pole, while another two represent a large bipolar
region of emerging flux in the northern hemisphere, and the final two represent a similar
region in the southern hemisphere. The emerging flux regions are placed near the middle
of the sunspot bands in each hemisphere. For the exact coordinates chosen, please refer
to table 5.1. The idea is to capture the topological nature of field reversal in as simple
a manner as possible, which may later be refined and improved. For this reason, I have
used only a small number of flux sources to represent, at each step in the evolution, the
most likely state that the Sun would be in, i.e. with the large-scale field determined by
one large active region in each hemisphere as well as the field from the poles which is the
subject of this work.
The idealised evolution takes the model Sun from solar minimum up through the polar
field reversal near solar maximum and back down to the next minimum. Figure 5.2 shows
how the relative strengths of the six flux sources evolve throughout the modelling. At
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Figure 5.1: Initial source setup for the topological field reversal model.
Source θ-coord ϕ-coord Role in model
P1 0 0 North pole
P2 5pi12
pi
8 North leading polarity
P3 5pi8
3pi
8 South following polarity
N1 pi 0 South pole
N2 3pi8 0 North following polarity
N3 7pi12
pi
2 South leading polarity
Table 5.1: Locations and roles of the magnetic point sources in the model.
first the dipolar field dominates, so the initial setup has P1 and N1 relatively strong (with
strength normalised to ±1). The newly emerging active regions start off very small, with
the sources having relative strengths of ±0.025. As the cycle begins, the strengths of
the active regions are increased, keeping note of all the changes in topology, until their
sources have the same strength as the polar sources. This simulates the increased amount
of flux emergence that occurs as the cycle progresses. For comparison, a typical polar
flux is around 1022Mx (Benevolenskaya, 2004), and a typical large active region flux is
about the same. After this, the strengths of the polar sources are gradually decreased
until they disappear completely, simulating the cancellation of flux between the poles and
the following polarities in the active regions. This stage corresponds to solar maximum,
when the dipolar field is no longer dominant, and the large active regions determine the
global structure of the coronal magnetic field.
On the Sun, the following polarities of the active regions continue to be preferentially
transported towards the poles, so the polar field reverses sign and increases in magnitude.
When the polar sources have reached their maximum strength, the active region sources
in turn begin their gradual decrease in strength. Solar minimum is reached once more
when the strengths of the active region sources become sufficiently low, thus completing
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Figure 5.2: Evolution of flux in the model, shown as the phases of the cycle (x-axis) versus the
relative strengths of the sources (y-axis). Green represents the source at the north pole, red the
positive active region sources, blue the negative active region sources, and black the source at the
south pole.
one half of a full 22-year solar cycle. At this stage, the signs of the leading and following
polarities of the active regions change, and the process continues with every polarity being
opposite to what has just been described. It is clear that no different topological behaviour
will be found in the second half of the cycle and so the modelling ends here.
Previous observations of the Sun’s magnetic field throughout the cycle (Gibson et al.,
1999)have shown that there is often a single “last best active region” that remains in one
hemisphere near the end of the cycle when all major magnetic activity has ceased in
the other hemisphere. Incorporating this into the next generation of point source models
would be very worthwhile and interesting, as well as accounting for features like the
“elephant’s trunk coronal hole” also described in that paper.
5.3 Topological evolution through solar cycle
5.3.1 Note on format of diagrams and classification of topologies
In this section, I present a sequence of diagrams illustrating the coronal magnetic topology
at various stages throughout the field reversal process. For each topology, there is a 3D
view of the fieldlines on the sphere, using the same notation as in the previous chapter.
There is also an idealised sketch of the topology showing its photospheric footprint and
the locations of all the separators; the two sources at the top and bottom are those whose
flux forms the dominant flux domain, and the separatrices all close down to form domes
as suggested by the directions in which they curve. I use this format for all the topologies
in this chapter to allow for easy comparison. Finally, the domain and null graphs are
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presented. The domain graph shows which sources are linked by flux domains, and the
null graph shows which nulls are linked by separators.
The results of chapter 4 provide a method of classifying the relationship of separatrix
surfaces with each other. The separatrices of two nulls of the same sign can configure
themselves in either a separate or an enclosed state (there are no coronal nulls in this
chapter), and two nulls of opposite sign can give rise to a detached, nested, or intersecting
state (there are no coronal nulls and, it turns out, no dual intersecting states in this chap-
ter). There are two positive and two negative nulls in each topology here, so there are six
relationships to consider: that of B1 to B2, B1 to A1, B1 to A2, B2 to A1, B2 to A2, and
A1 to A2. From now on, for simplicity, I will say e.g. “A1 and B2 are nested” to mean
“the separatrix surfaces of nulls A1 and B2 form a nested state”. These states may be
exactly as described in chapter 4, in which case they are referred to as pure examples of
the state, or they may have the same overall form but include extra spines or separators,
in which case they are called compound. If the connectivity of one null’s spine and sepa-
ratrix is simple but the other includes extra spines or separators then it is called a hybrid
state. The differences should become apparent as examples of both are studied in the next
section.
5.3.2 Waxing cycle: from solar minimum to maximum
The sequence of topologies begins just after solar minimum with the strong bipolar field
from the polar sources dominating the flux from the newly-emerging active region bipoles
(relative source strength ±0.025), as shown in figure 5.3. The two active regions in the
north and south hemispheres are not magnetically connected; instead, each active region
forms a pure intersecting state along with P1 and N1, giving two separators (B1–A2
and B2–A1) in the topology. Both B1 and A1, and B2 and A2, form compound de-
tached states, and B1 and B2 are compound separate, as are A1 and A2. In this chapter,
the number of flux domains and separators present have all been checked against the
Beveridge-Longcope equation (eq. 1.27) to ensure that no topological features have been
overlooked.
The first change occurs when the strengths of the active region sources are in the range
±0.05 to ±0.1. A global spine-fan bifurcation between B1 and B2 takes the topology to
the configuration seen in figure 5.4. Section 2.2 explains why, if S ′ is the separator set of
the null whose spine is involved in the bifurcation, and T ′ is the separator set of the null
whose separatrix is involved in the bifurcation, the global spine-fan bifurcation changes
the separators in the topology such that afterwards, the set of separators connected to null
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and
separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.3: The topology when the strength of the active region sources is ±0.025, before any
bifurcations have taken place. The bipolar field from the poles is dominant, and the two active
regions are not magnetically linked.
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T is U ′ = {T ′\S ′} ∪ {S ′\T ′}. Null S does not change its separators.
In this case, S is B1 and T is B2, so S ′ is {A2} and T ′ is {A1}. This means that U ′ is
{A1,A2}. So after the bifurcation, B1 is still connected to A2, and B2 connects to both
A1 and A2, as is confirmed by the null graph. The creation of the third separator means
that there are now two hybrid (B1 and A2, and B2 and A1) and one compound (B2 and
A2) intersecting states. Note that this means the global spine-fan bifurcation can change
one variety of intersecting state to another. This was not discovered in chapter 4 because
with only four sources, it is impossible for a global spine-fan bifurcation to occur in a
topology containing an intersecting state. B1 and A1 are still compound detached.
However, from chapter 4, the global spine-fan bifurcation can change separate states to
enclosed states. Thus it makes sense that for the like-signed nulls, although A1 and A2
are still compound separate, B1 and B2 are now compound enclosed.
The physical significance of this topology is that the two active regions have formed a
magnetic connection across the equator, so transequatorial loops are expected to begin
forming at around these parameter values. The field from the poles still completely dom-
inates the topology.
There is a long gap before the next bifurcation, a global separatrix quasi-bifurcation,
which does not occur until after the strengths of the active region sources have increased
to their maximum of ±1 and the polar sources have decreased to somewhere between ±1
and ±0.5. Figure 5.5 shows the new topology. The separatrix of B2 has expanded out
to infinity and contracted back down to cover a different set of sources (specifically, P1
instead of P2 and P3). The effect of this is to make B1 and B2 compound separate instead
of compound enclosed, as is allowed by the results of chapter 4. All other relationships
between the nulls are unchanged.
Physically, the global separatrix quasi-bifurcation represents a change in which two flux
sources dominate the topology. In this case, P1 at the north pole loses its dominance as the
field begins its reversal process, and the new dominant flux domain is P2–N1. P2 is the
leading polarity of the northern hemisphere active region, and it is natural that it should
take over dominance as P1 weakens, because it is the closer of the two other positive
sources to P1.
Figure 5.6 shows the next topology in the sequence. Two more bifurcations have occurred
to reach this state, both when the polar source strengths are between ±0.5 and ±0.25.
In fact, the two bifurcations are closely linked. As the polar flux continues to weaken,
B1 undergoes a global separatrix quasi-bifurcation that makes P3–N1 the dominant flux
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and
separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.4: The topology when the strength of the active region sources is ±0.1, after the global
spine-fan bifurcation between B1 and B2 that magnetically links the two active regions, forming
the first transequatorial loops.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.5: The topology when the strength of the active region sources has peaked at ±1 and
that of the polar sources has decreased to ±0.5. The bipolar field has begun to lose its dominance
as B2 has undergone a global separatrix quasi-bifurcation leaving the dominant flux domain as
P2–N1.
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domain. Its separatrix folds down round the back of the sphere and as it does so, it
undergoes a global separator bifurcation with A1.
The global separatrix quasi-bifurcation causes B1 to cover B2 in a compound enclosed
state. A1 and A2 are still compound separate. As for the oppositely-signed nulls, the
global separator bifurcation creates a fourth separator (B1–A1), meaning that there are
four compound intersecting states in the topology. The effect of the global separator
bifurcation in creating this last separator is to complete the process of connecting the
active region bipoles; now each of the four sources is magnetically connected to all the
others.
Another global separatrix quasi-bifurcation then occurs when the polar source strengths
are between ±0.25 and ±0.1. The new topology is shown in figure 5.7. This time it is
A2 whose separatrix is involved; it switches from covering N3 to covering N1 and N2,
leaving P3–N3 as the dominant flux domain. So at this stage, flux from the active region
bipole in the southern hemisphere dominates the system. With regard to the separatrices,
the global separatrix quasi-bifurcation leaves A2 covering A1 in a compound enclosed
state, and the other relationships do not change.
A significant development occurs when the strengths of the polar sources are between
±0.1 and ±0.05. As shown in figure 5.8, the negative source at the south pole becomes
topologically isolated, with all of its flux contained inside one unbroken separatrix dome.
This happens via a global spine-fan bifurcation involving the spine of A1 and the separa-
trix of A2. In terms of the analysis mentioned previously, A1 is S and A2 is T , so S ′ is
{B1,B2} and T ′ is also {B1,B2}. Hence U ′ is the empty set, and so after the bifurcation
A1 is still connected to B1 and B2, but A2 has lost both of its separators and forms a
simple dome.
The disappearance of the two separators means that only two hybrid intersecting states
remain, which are formed by B1 and A1, and B2 and A1. It is interesting to notice
from this example that the global spine-fan bifurcation can turn intersecting states into
detached ones, here producing such (hybrid) states between B1 and A2, and B2 and A2.
This was not observed in chapter 4 as with only four flux sources it is not possible to find
global spine-fan bifurcations occurring in a topology containing intersecting or detached
states.
It is known, however, that global spine-fan bifurcations can turn enclosed states into sep-
arate ones, and this happens here with A1 and A2 forming a hybrid separate state. B1
and B2 are still compound enclosed.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.6: The topology when the strength of the polar sources is ±0.25. The dominant flux
domain has changed again, to P3–N1, via a global separatrix quasi-bifurcation of B1. This in turn
leads to A1 and B1 undergoing a global separator bifurcation which completes the connection
between the two active region bipoles.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.7: The topology when the strength of the polar sources is ±0.1, after another global
separatrix quasi-bifurcation (this time of A2) that changes the dominant flux domain to P3–N3,
ending completely the influence of the polar field.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.8: The topology when the strength of the polar sources is ±0.05, after a global spine-fan
bifurcation involving A1 and A2 has isolated the flux from N1 in a single flux domain.
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The next bifurcation is a global separatrix quasi-bifurcation of A1, its separatrix moving
round the back of the sphere to cover N1 and N3 instead of N2, as seen in figure 5.9. The
bifurcation occurs when the strengths of the polar sources are between±0.05 and±0.025.
The separatrix of A1 now covers that of A2 in a hybrid enclosed state. This makes the
dominant flux domain P3–N2, and so it remains until after the polar fields have reversed
in sign. Thus the field of the following polarities of the active regions is dominant during
the field reversal process. It is the following polarities rather than the leading ones that
take this role because of Joy’s law; the axis tilt of the bipoles means that the flux from the
leading polarities mostly cancels low in the corona over the equator, leaving the following
polarity flux to dominate.
The last true bifurcation of the waxing solar cycle occurs when the strengths of the polar
sources have been reduced to between±0.01 and±0.001. It is a global separator bifurca-
tion involving B2 and A1, and it has the effect of both destroying a separator and isolating
P1, the source at the north pole, under a single unbroken separatrix surface, as can be seen
in figure 5.10. Chapter 4 shows that the global separator bifurcation can change intersect-
ing to detached states, and this is what happens here with the loss of the separator and the
creation of the hybrid detached state associated with B2 and A1.
The change in position of the separatrices causes the B1–A1 intersecting state to alter its
nature and become a pure intersecting state. Clearly, also, the enclosed states from both
A1 and A2, and B1 and B2, are now hybrid in nature. Just as with the global spine-fan
bifurcation previously, this shows that global separator bifurcations can change a topology
from one version of an enclosed state to a different one. This was not discovered in the
four-source case due to the impossibility (in that case) of a global separator bifurcation
occurring in an enclosed configuration.
When the strengths of the sources at the poles pass through zero as they reverse sign,
there is an isolated state in which only the four active region sources are present. As P1
and N1 disappear, they take with them the nulls whose separatrices contain their flux, and
leave only a pure intersecting state, as shown in figure 5.11. The flux from the following
polarities still dominates the high corona. It is unlikely that a state such as this could
occur in practice because the reversal is normally not entirely symmetric, i.e. the field at
one pole usually reverses sign a few months before the other one. However, the states
directly before and after this one show that when the polar fields are very small they are
effectively isolated, and the following polarities of the active regions dominate. This is a
prediction from the model that could be tested against the observations.
This topology marks the theoretical maximum of the solar cycle, the moment of reversal
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.9: The topology when the strength of the polar sources is±0.025, after a global separatrix
quasi-bifurcation of A1 that completes the transfer of the dominant role in terms of flux to the
following polarities of the active regions, so that P3–N2 is the dominant flux domain.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.10: The topology when the strength of the polar sources is ±0.001, after a global sepa-
rator bifurcation between B2 and A1 that isolates the flux of P1 in a single domain.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.11: The topology at the point of field reversal, i.e. only the four active region sources
remain. The topological structure is that of the intersecting state from section 4.4.1.
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of the polar fields. In the next section, oppositely-signed polar sources are reintroduced,
and the topological states and bifurcations involved in the waning part of the cycle are
discussed.
5.3.3 Waning cycle: from solar maximum back to minimum
The new polar sources (which are still called P1 and N1 but have swapped positions with
each other) are given an initial strength of ±0.001, which is below the level at which the
first bifurcation occurs. In this initial state, just after solar maximum, the polar sources
are isolated from the rest of the topology, each lying under its own unbroken separatrix
surface. The separatrices belong to the two new nulls that have also appeared, still called
B2 and A2. All this can be seen in figure 5.12.
Since the separatrices of B2 and A2 are unbroken, and both are covered by the separatrices
of nulls of the opposite sign, there are two hybrid nested states, associated with B1 and
A2, and B2 and A1. The pure intersecting state (A1 and B1) survives from the previous
topology. And the last oppositely-signed null combination, B2 and A2, of course forms a
compound detached state. B1 and B2, just like A1 and A2, are hybrid separate.
The first bifurcation in this second half of the cycle is a global spine-fan bifurcation,
taking place when the strength of the polar sources has just begun to increase and is
between ±0.001 and ±0.00175. Figure 5.13 shows the resulting topology. A1 is the S
null and A2 is the T null, so that S ′ is {B1} and T ′ is the empty set. This gives U ′ as
{B1}, so that after the bifurcation A1 still has a separator to B1, and a new separator
B1–A2 is created.
The global spine-fan bifurcation has several effects in this instance: it changes the B2–A2
compound detached to a hybrid nested, the B1–A2 hybrid nested to a hybrid intersect-
ing, the B1–A1 pure intersecting to a hybrid version, and the A1–A2 hybrid separate to
compound enclosed. This topology is unusual in being “double nested” – three of its
separatrix domes stack inside each other like Russian dolls.
Physically, this bifurcation represents the flux of the new northern polar source, N1, con-
necting back in to the topology from its previously isolated state.
The next two bifurcations take place as the strengths of the polar sources continue to
increase, to somewhere between±0.0025 and±0.005. Both are global separator bifurca-
tions, one between B2 and A1, and the other between B2 and A2. The result can be seen
in figure 5.14. A physical interpretation is that the increasing flux from P1 can no longer
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and sep-
arators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.12: The topology when the strength of the newly-emerging polar sources is ±0.001.
The new poles are topologically isolated, with all their flux confined in one simple domain each.
P3–N2 is still the dominant flux domain.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.13: The topology when the strength of the polar sources is ±0.00175, after a global
spine-fan bifurcation between A1 and A2 has allowed N1 to connect back into the topology.
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be balanced solely by flux from N3, and so the separatrix of B2 needs to expand. It does
this through the global separator bifurcations, creating two new separators along the way
and turning both the nested states into compound intersecting ones.
Another effect of the global separator bifurcations is to change the nature of the compound
enclosed state of A1 and A2; now both separatrices run along both positive spines instead
of just one. In addition, B1 and B2 now form a compound separate state, showing that
the global separator bifurcation can change one variety of separate state to another.
When the strengths of the polar sources have increased to between ±0.05 and ±0.1,
null A2 undergoes a global separatrix quasi-bifurcation. This switches the dominant flux
domain to P3–N1, so that the polar field begins to reassert its dominance, as can be seen
in figure 5.15. The effect of the bifurcation is to switch the compound enclosed state of
A1 and A2 to being compound separate. The topology now is very symmetrical, with
four compound intersecting states and two compound separate states. Interestingly, this
is the only topology of all those studied in this chapter that is truly spherical in the sense
that it cannot be drawn in the plane without distortion. In figure 5.15(b), the two negative
separatrices close down outwards round the back of the sphere, as indicated by the arrows.
Another global separatrix quasi-bifurcation then takes place when the strength of the polar
sources is between ±0.25 and ±0.5. This time it is the separatrix of B2 that flips over,
to cover P2 and P3 instead of P1. The dominant flux domain is now P1–N1, so the polar
flux has reconquered the corona and will not be overcome again during this cycle.
The bifurcation changes the compound separate state of B1 and B2 to a compound en-
closed state. In fact, this topology has the same essential structure as the previous topolo-
gies in figures 5.7 and 5.14, allowing for relabelling of sources and nulls. At first sight it
seems surprising that the same topology recurs so often in a system as complex as this,
but in fact there are only three possible basic topologies in which all four nulls are joined
by separators. These are: both pairs of like-signed nulls in a separate configuration, both
in an enclosed configuration, or one pair separate and one enclosed. Remember that this
does not take into account relabelling of sources (i.e. which flux domain is dominant),
which can hugely increase the number of possible variants of each of the three basic
states just mentioned. The previous topology (see figure 5.15) is an example with both
like-signed null pairs in a separate configuration, and the topology in figure 5.7 is an
example with both like-signed null pairs in an enclosed state.
With the next bifurcation, it is becoming obvious that the topology is settling back towards
a solar-minimum-type state, as shown in figure 5.17. The active region bipoles, which
have been fully connected to each other since the third bifurcation of the waxing cycle,
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.14: The topology when the strength of the polar sources is ±0.01, after a sequence of
two global separator bifurcations has allowed P1 to connect back into the topology. First B2 and
A1, and then immediately B2 and A2, undergo this bifurcation.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators. This topology is
truly spherical and cannot be properly sketched flat. Separatrices with arrows
close outwards along the positive spine line that passes through P3 on the other
side of the sphere.
(c) Domain graph
(above) and null
graph (below).
Figure 5.15: The topology when the strength of the polar sources is ±0.25, after the first global
separatrix quasi-bifurcation of the waning cycle. The separatrix of A2 flips over, leaving P3–N1
as the dominant flux domain. The growing polar flux has begun to assert its influence.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.16: The topology when the strength of the polar sources is±1, equalling that of the active
region sources. Another global separatrix quasi-bifurcation, this time of B2, allows the polar field
to regain its dominance, so that P1–N1 is again the dominant flux domain.
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begin to disconnect via a global separator bifurcation once the strengths of the active
region sources start to decrease, reaching between ±1 and ±0.5. The separatrices of
B1 and A1 lose their intersection (and therefore their separator), moving to a compound
detached state. The intersecting states of B1 and A2, and B2 and A1, also change their
nature from compound to hybrid intersecting. Subject to relabelling, this is the same
topological structure seen near the beginning of the waxing cycle in figure 5.4.
The final bifurcation occurs when the strengths of the active region sources have de-
creased further, to between±0.25 and±0.1. The active region bipoles disconnect entirely
in a global spine-fan bifurcation between B1 and B2. Figure 5.18 shows the resulting
magnetic topology. In this case, the spine of B1 moves through the separatrix of B2, so
B1 is the S null and B2 is the T null, making S ′ = {A2} and T ′ = {A1,A2}. Hence U ′
is {A1}, and so after the bifurcation B1 still connects to A2 but B2 has lost its separator
to A2, only keeping its connection to A1.
The loss of the separator means that the global spine-fan bifurcation has turned the com-
pound intersecting state between B2 and A2 into a compound detached one. It has also
changed the relationship of B1 and B2 to compound separate from compound enclosed.
Lastly, the intersecting states between B1 and A2, and B2 and A1, have become pure in
nature. Subject to relabelling, this is the same topological structure seen at the start of the
waxing cycle in figure 5.3; the cycle has come full circle. Solar minimum will theoreti-
cally be achieved when the strengths of the active region sources reach precisely zero and
only the bipolar field from P1 and N1 remains. After this, the active regions will begin to
re-emerge with the opposite source signs, and the process of field reversal will be set in
motion all over again.
5.4 Discussion
In this chapter, I have used MCT modelling techniques to analyse the polarity reversal of
the global solar coronal magnetic field that takes place as a consequence of the 22-year
sunspot cycle. Using six magnetic point sources to represent the bipolar field from the
polar regions and a large active region in each hemisphere, I varied the strengths of the
sources to mimic the variations in the amount of flux present throughout the cycle.
I found that the global magnetic field passes through several distinct stages during the re-
versal process. The starting field at solar minimum is essentially bipolar. First the active
regions in different hemispheres connect to each other over the equator, forming transe-
quatorial loops. As the flux from the poles becomes weaker, first the leading polarities
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separators.
(c) Domain graph
(above) and null
graph (below).
Figure 5.17: The topology when the strength of the active region sources is ±0.5, when a global
separator bifurcation between B1 and A1 has started the process of disconnecting the active region
bipoles from each other. They are now only linked by one separator.
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(a) 3D view of the topology on the sphere.
(b) Simplified sketch of photospheric footprint and separa-
tors.
(c) Domain graph
(above) and null
graph (below).
Figure 5.18: The final topology, when the strength of the active region sources is ±0.05. The
active region flux is rapidly decreasing. The bipolar field from the poles is dominant, and the
two active regions are no longer magnetically linked. Eventually the active regions will disappear
altogether and the field will be purely bipolar.
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and then the following polarities of the active regions dominate the topology. Eventually
all the polar flux is isolated from the rest of the flux, inside a single simple flux domain at
each pole. Then the polar sources reverse sign at solar maximum and begin to increase in
magnitude again. At first they are weak and their flux is isolated, but it soon connects back
in to the main topology. As the polar flux continues to strengthen it regains its dominance
of the coronal magnetic field. The active regions lose their influence and disconnect from
each other, severing the transequatorial loops. At solar minimum the field is once again
essentially bipolar in nature.
The results of chapter 4 on four-source topologies were applied to the reversal model and
I found that each stage could be described using the terminology from that chapter. Every
topology in the reversal sequence features two magnetic null points of each sign, and the
relationship between each pair of associated separatrix surfaces could be classified as a
four-source topology. In addition, these topologies were subdivided into pure examples,
i.e. with all spines and separatrices exactly as described in the four-source case, com-
pound examples, i.e. with spines and separatrices arranged in the same basic structure but
including additional topological features not present in the four-source case, and hybrid
examples, i.e. a combination consisting of one null point with pure features and one with
compound features.
The bifurcations from chapter 4 also turned out to be capable of making more types of
change to the topologies than were studied in that chapter. The global spine-fan bifur-
cation can change intersecting to detached and vice versa, intersecting to other forms of
intersecting, and enclosed to other forms of enclosed. And the global separator bifur-
cation can change intersecting, detached, separate and enclosed to other forms of them-
selves. This information will be very helpful in the analysis of more complex topological
systems.
I hope that the results of this simple but revealing model provide a useful alternative
perspective on global magnetic field reversal, and will pave the way to increasing our un-
derstanding of this fascinating phenomenon. Although the field distributions generated by
multipolar expansion models may be more realistic, magnetic topology models provide a
relatively easy and clear-cut method for understanding the field topology, which is a valu-
able exercise as it allows us to get a feel for the large-scale structure of the magnetic field.
This point source model is intended as a first-order approximation to the real solar field, a
sequence of topologies showing how the large-scale field is likely to be at any given stage
in the sunspot cycle. Within the constraints of the model I have situated the sources as
realistically as possible, at the poles and in the centre of the sunspot belt latitudes, but as
a next step the model should take account of the dispersal of flux as meridional circula-
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tion and differential rotation stretch the flux out towards the polar regions. It should also
include the observed fact that flux emergence is not symmetrical in both hemispheres, but
typically a “last best” active region persists in one hemisphere near the end of each cycle.
This break in symmetry could have important consequences for the global topology at the
beginning of the next cycle, leading to an influence of one cycle on the next that is not
considered in the current work.
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Chapter 6
Conclusions and future work
6.1 Conclusions
In this thesis I have used magnetic charge topology techniques to analyse several features
of the Sun’s coronal magnetic field.
Firstly, I performed a topological analysis of the magnetic breakout model for an eruptive
solar flare (Maclean, Beveridge, Longcope, Brown, and Priest, 2005). Breakout was
defined as the reconnection out to large distances of newly-emerging flux from the heart
of a delta sunspot. I discovered that breakout behaviour occurs in the form of a global
spine-fan bifurcation or a global separator bifurcation, and can be provoked by increasing
the strength of the central source, changing its position, or changing the value of the
force-free parameter α.
I then used the same techniques to analyse the topological structure of an observed coronal
bright point (Maclean, Bu¨chner, Nikutowski, and Priest, 2006c). 3D numerical MHD
simulations of the effect of rotating one of the sources in a bright point were performed
by my collaborator J. Bu¨chner, and we found that regions of high parallel electric field
(a signature of reconnection) in the simulations correspond well to the locations of the
separatrices that surround the rotating part of the bright point. This was shown to be
true for three different methods of calculating the set of point sources for the topological
reconstruction from the initial magnetogram, indicating that the large-scale topological
features are to a large degree independent of the exact method of choosing the point
sources. The locations of the significant magnetic null points in the topology were also
calculated in several different ways and found to be robust.
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The technique of magnetic charge topology has traditionally assumed that the region un-
der consideration is small enough to allow the photosphere to be approximated as flat, but
I wanted to study the entire global magnetic field of the solar corona. I therefore devel-
oped a new approach using a pre-existing Green’s function to create a potential field from
magnetic sources on a sphere such that the field is tangential to the surface of the sphere
everywhere except at the sources, thus enabling topological analysis of the whole coronal
field to take place (Maclean, Beveridge, Hornig, and Priest, 2006a). To provide building
blocks for understanding more complex topologies later on, I first performed a detailed
study of four-source topologies on the sphere and the bifurcations between them, produc-
ing six bifurcation diagrams (Maclean, Beveridge, Hornig, and Priest, 2006a; Maclean,
Beveridge, and Priest, 2006b). Eight topological states were found, including a new topol-
ogy called the dual intersecting state. It contains two oppositely-signed nulls whose sep-
aratrices intersect each other twice creating a pair of twinned separators and allowing two
of the sources to be multiply connected, a complex state not previously thought to be
possible in a scenario with so few flux sources.
I then applied these results to studying the reversal of the Sun’s global coronal magnetic
field that occurs every eleven years on average due to the solar cycle (Maclean and Priest,
2006). My relatively simple six-source model nevertheless shows a remarkable degree
of complexity, going through seventeen different topological states as the strengths of
the sources are varied to reflect the emergence and cancellation of flux that occurs as the
cycle passes from solar minimum up to maximum and back down again. The sequence
of events that occurs is as follows: from an essentially bipolar field at solar minimum,
transequatorial loops form as the active regions magnetically connect; the leading and
then the following polarities of the active regions dominate the flux from the poles which
becomes weak and isolated; the polar sources change sign at solar maximum and gain
strength; the polar flux connects back into the topology and comes to dominate it again;
the active regions disconnect, removing the transequatorial loops as the field reverts to
its bipolar solar minimum state. The cycle then begins all over again. Each state in
the cycle contains two nulls of each sign and therefore the topology can be classified
in terms of the relationships between each pair of separatrices, i.e. in terms of the four-
source topologies of the previous section. This technique gives a unique insight into the
structures that underpin each topology, and should prove useful in future for analysing
other global topologies with large numbers of sources and nulls.
6.2 Future work 137
6.2 Future work
The results obtained in this thesis open up many lines of enquiry that could be fruitfully
pursued in future.
Following up on the breakout chapter, I would like to compare my results with observa-
tions of real delta sunspots to improve the accuracy of the modelling, changing the source
positions and strengths based on many sets of observed data to make the modelling more
realistic and determine whether all delta sunspots that give birthh to eruptive flares do
so in a breakout-like manner. It would also be interesting to explore the possibilities of
applying 3D topological techniques to other established flare initiation models.
The coronal bright point chapter naturally leads to questions over whether the structure
I derived is unique to this bright point or more generally applicable; I would like to use
observations of other bright points to find out. When the next generation of satellites
is flying, I plan to compare my results to their more detailed observations of heating
locations to find out how accurate my predictions of reconnection sites are. Another
extremely hot topic at the moment is the relationship between point source and continuous
source models, i.e. separatrices versus QSLs. I hope to determine an optimum method for
choosing a set of point sources from a magnetogram, and also develop my own QSL-
finding code so I can compare the performance and accuracy of the two models over a
wide variety of input data.
The quadrupole chapter naturally leads into the global reversal chapter, but could be ex-
tended in its own right by applying to more complex and realistic source configurations
its methods of constructing spherical topologies and analysing them in terms of the rela-
tionships between separatrices.
Global magnetic field reversal is a huge topic and there are many possible extensions to
the work I have initiated here. Axisymmetric models of field reversal can provide much
insight into the processes involved without unnecessary complexity; a natural next step
to complement my results would be to work out the topological stages of an axisymmet-
ric reversal process. There are also many enhancements that would make my 3D model
more realistic, for example using more magnetic sources to represent smaller flux con-
centrations, allowing the bipoles to drift due to meridional circulation and cancel at more
realistic latitudes, accounting for the fact that the wings of the butterfly diagram often
overlap i.e. introducing reversed-polarity bipoles at high latitudes before the first bipoles
have disppeared from the low latitudes, etc.
6.2 Future work 138
Lastly, and in general, as all of my work up to date has been with point source potential
field models, I would like to develop the area in three directions. The first is to confirm and
extend the results obtained here using more realistic nonlinear force-free fields instead.
The second is to help develop a generic set of codes for finding skeletons and quasi-
skeletons of magnetic fields that are given on a 3D grid, from either potential, force-free,
or magnetohydrostatic modelling, or from MHD experiments. The third is to compare
skeleton and quasi-skeleton models with observations of heating and dynamic activity
from current (SoHO, TRACE) and future (Solar-B, Stereo, SDO, Solar Orbiter) space
missions.
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