The major source of benchmark data for the CES survey is the Quarterly Census of Employment and Wages (QCEW) program, which collects employment and wage data from states' unemployment insurance (UI) tax records. All businesses subject to UI laws are required to report, on a quarterly basis, employment and wage information to the appropriate state workforce agency. UI records cover about 97 percent of nonfarm wage and salary jobs on civilian payrolls.
population employment, is the sum of the QCEW employment count and the noncovered employment estimate from these other sources. In the rest of this article, the term QCEW denotes QCEW plus noncovered employment.
The size of the benchmark, or March, revision is equal to the difference between the QCEW and CES estimates of March employment. It is widely regarded as a measure of the accuracy of CES estimates. For the national total nonfarm series, absolute annual benchmark revisions averaged about 0.3 percent over the past decade.
For national series, only March sample-based estimates are replaced with population data. In contrast, for state and metropolitan area series, all available months of population data are used to replace sample-based estimates.
BLS is exploring ways to improve the benchmarking procedures. The discussion in this article is an outgrowth of the work of the CES benchmarking team. 2 Two improvements to the benchmarking procedures are being considered. First, the CES program is looking into the possibility of benchmarking the CES quarterly instead of annually. More frequent benchmarking will provide more timely revisions and generally reduce the size of the March revisions. Second, the program is exploring the possibility of adopting the same benchmarking procedure for state and metropolitan area estimates as that used for national estimates. This will achieve greater consistency between national estimates and state and metropolitan area estimates. Although the empirical work and simulation exercise presented in this article are confined to the national all-employee series, the analysis has broader applicability. The theoretical results and the results of the simulation exercise apply equally to any series, be it total or industry, or national or local.
Benchmarking the nonseasonally adjusted CES series to the nonseasonally adjusted QCEW series throughout the year is problematic because of the substantial difference in the seasonal patterns of those series. 3 The QCEW has always shown larger seasonal movements than the CES, both before and after the CES conversion to a probability sample design in 2003. Consequently, the benchmarking team is proposing to benchmark seasonally adjusted CES estimates to seasonally adjusted QCEW estimates.
This article is organized as follows. In the next section, we describe the benchmarking procedure currently used for the national series. We then discuss how more frequent benchmarking can affect the March revision. With this information as background, we present the proposed quarterly benchmarking procedure and examine results from its implementation for the total private CES employment estimates. 4 We conclude with a simulation exercise to evaluate our proposed procedure when there are potential errors in both the CES and the QCEW and when seasonal factors are measured with error.
Current benchmarking procedure
Newly benchmarked CES national estimates are released with the January Employment Situation in early Like all sample surveys, the CES survey is susceptible to two sources of error: sampling error and nonsampling error. Sampling error is present any time a sample is used to make inferences about a population. The magnitude of the sampling error, or the variance, relates directly to sample size and the percentage of the universe covered by the sample. The CES survey captures slightly under one-third of the universe employment each month, which is exceptionally high by usual sampling standards. This coverage ensures a relatively small sampling error at the total nonfarm employment level for the statewide and national series. Both the universe counts and the CES estimates are subject to nonsampling errors common to all censuses and surveyscoverage, response, nonresponse, and processing errors. The error structures for both the CES monthly survey and the UI universe are complex. Still, the two programs generally produce consistent total employment figures.
Over the last decade, annual benchmark revisions at the national total nonfarm level have averaged 0.3 percent (in absolute terms), with an absolute range of 0.1 percent to 0.7 percent over the past decade.
While the benchmark revision is often regarded as a proxy for total survey error, this interpretation does not consider error in the benchmark source data. The employment counts obtained from quarterly UI tax forms are administrative data that reflect employer recordkeeping practices and differing state laws and procedures. The benchmark revision can be more precisely interpreted as the difference between two independently derived employment counts, each subject to its own error sources. Overall, however, the universe employment counts are subject to less error than the CES sample-based estimates and therefore serve as a valuable input data to improve the accuracy of the CES through benchmarking.
At the time of annual benchmarking, the monthly sample-based estimates for the 11 months preceding and the 9 months following the March benchmark are also subject to revision. Each annual benchmark revision affects 21 months of data for nonseasonally adjusted series. 5
Monthly estimates for the 11 months preceding the March benchmark are recalculated with the use of a "wedgeback" procedure. In this procedure, the difference between the final benchmark level and the previously published March sample estimate is calculated and distributed back across the previous 11 months. The wedge is linear: eleven-twelfths of the March difference is added to the February estimate, ten-twelfths to the January estimate, and so on, back to the previous April estimate, which receives one-twelfth of the March difference.
This method assumes that the total estimation error (in levels) since the last benchmark accumulated at a steady rate throughout the benchmark reference year.
Estimates for the 9 months following the March benchmark also are recalculated each year. 6 These postbenchmark estimates reflect the application of final sample-based monthly changes to new benchmark levels for March. The sample changes are the ones calculated and used for the previously published final sample-based estimates.
Recall that we have no knowledge about the individual monthly errors, but we do have information about the total error from the size of the March revision. The natural choice of an error-correction model would be to assume that the original rates are all mismeasured by different amounts, but that the implied errors in monthly employment sum to the March discrepancy. In a typical year, one would expect monthly errors to be roughly independent of each other and to have roughly constant variance. In years with a large March revision (typically at turning points in the cycle), the errors are likely to be correlated, possibly resulting from errors in the estimate of the birth-death factor. 7
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If one uses only the March QCEW, there is no alternative to wedging back for an entire year. However, if one benchmarks more frequently, using the QCEW at other times, then one will need to wedge back for a shorter period of time, mitigating the issue.
The effect of quarterly benchmarking on March estimates and March revisions
Although the March employment revision does not provide information about individual monthly errors, the March estimate does provide a natural diagnostic tool for evaluating the effect of more frequent updating. To facilitate the discussion, it is helpful to introduce some notation. around the true population value is therefore lower than the variance of the initial estimate, , around the true population value. 13 The next revision in July will yield a still better estimate and, of course, the same will be true of the October revision. Equation (5) reflects that the four quarterly benchmark revisions sum to the benchmark revision when we benchmark only annually. One can also show that
with equality holding if and only if the quarterly benchmark revisions are all positive or all negative. When CES errors are opposite signed in different quarters, the revision in one quarter will at least partially offset that in another quarter. This leads to a seeming puzzle. Earlier, we saw that each revision yielded a better estimate of March employment than the previous one. If this is so, why should the revisions be offsetting, with a positive revision in one quarter being followed by a negative revision in a subsequent quarter or vice versa?
A positive revision in, say, April of year means that the CES initially underestimated employment growth from April to June in year . Conversely, a negative revision in, say, July of year means that the CES initially overerestimated employment growth from July to September in year . Occurrences like these should be common if errors in the CES are uncorrelated over time. When the initial errors in different quarters are in different directions, the revisions (which will be opposite signed from the errors) will also be. Actually, having quarterly revisions that are not all of the same sign should be reassuring, because this means that the CES program is not making systematic errors. When the CES errors are all in the same direction, so will be the revisions. Quarterly benchmarking is especially valuable in such cases, because it allows us to begin correcting the systematic errors more quickly than annual benchmarking would. 14 In sum, offsetting quarterly revisions should not be a reason for concern. They suggest that the CES program is not making systematic errors. In those hopefully rare occasions when errors are correlated (which tend to occur at turning points in the business cycle), quarterly benchmarking provides an important safeguard against systematic errors being baked into the estimates for an unnecessarily long period.
A benchmarking methodology using seasonally adjusted CES and QCEW data
It is well documented that the QCEW and CES series have different seasonal patterns. 15 These seasonal patterns are, of course, not an issue if one benchmarks annually. However, they must be accounted for if one benchmarks more frequently. BLS has examined several methods for dealing with the different seasonal 7 patterns in the QCEW. It has determined that it is best to explicitly model and estimate the seasonal patterns in CES and QCEW data, because methods that implicitly adjust for seasonality have been found lacking.
The proposed procedure is simple. We assume that the ratio of the seasonally adjusted quarterly growth rate from the QCEW to the seasonally adjusted quarterly growth rate from the CES is an unbiased, albeit noisy, signal of the over-the-quarter error term. When a new quarter of QCEW data becomes available, the proposed method adjusts monthly rates in that quarter by a constant determined by the ratio of seasonally adjusted quarterly growth rates. Mathematically, the adjusted monthly growth rate can be expressed as (7) Let denote the true quarterly growth rate, and let denote the proportional error in the adjustment. This error has two possible sources, namely, error in the estimation of the seasonal factors or error in the QCEW itself.
Multiplying the monthly rates in equation (7) over the quarter, one can show that the benchmarked quarterly growth rate, , is given by (8) .
Having calculated the adjusted rates for the months in quarter , one can readily obtain revised employment growth estimates for quarter . These estimates yield a revised estimate for end-of-quarter employment, which, In the February revision, as in the three preceding revisions, adjusted growth rates for the months of January, February, and March of the previous year are calculated according to equation (7). These adjusted growth rates in turn yield revised estimates for employment growth for the January-March period. However, the published revision in January also includes a second component arising from the fact that the adjusted quarterly growth rates will have some error. This component, given by the difference between actual March QCEW employment and the employment level predicted from the adjusted quarterly growth rates, reflects errors in the estimation of the seasonal factors. Table 1 shows the revisions that result from applying the previously outlined method to revising estimates of total private employment for the period 2007-13. 17 Although the March revision does not tell us much about the accuracy of the individual monthly errors, it is nevertheless an informative statistic. Recall from our earlier discussion that a large revision based on annual benchmarking suggests that the monthly estimates are correlated over the past year and therefore do not average out to zero. 
A simulation exercise
The results presented so far strongly indicate that the proposed benchmark procedure results in an improved March estimate. Although the revised quarterly estimates likely improve on the initial CES estimates, there is insufficient information to show this definitively (after all, if we knew the true quarterly estimates, we would not need the benchmarking procedure). To handle this issue, we now perform a simulation exercise.
The simulation exercise also addresses another important question. The success of the proposed benchmarking procedure depends crucially on how accurately we estimate the seasonal factors. As one obtains finer CES estimates by industry or area, the estimates will have a larger error component. This, in and of itself, makes the proposed benchmarking procedure more advantageous. However, there is an offsetting effect: the greater the error in the CES estimate, the greater the errors in the resulting estimates of the seasonal factors. At some point, will the errors in the estimates of the seasonal factors be sufficiently great that the quarterly benchmarking procedure actually results in errors that exceed those in the unadjusted CES estimates?
In laying out our simulation model, we let the "true" employment growth that we would like to measure with the CES be given by , where represents a seasonal factor. The CES estimate of employment growth in quarter of year is then given by (10) , where is the error in the CES estimate of the growth rate.
We are seemingly implicitly assuming that the seasonal variation in the CES series represents true seasonal variation in the underlying employment. In reality, the seasonal factors could also reflect systematic seasonal errors in the CES. However, without additional information, one cannot distinguish empirically between true seasonal variation in the underlying employment series and seasonal variation that reflects systematically seasonal measurement error.
Similarly to the way we treat CES employment, we let the QCEW estimate of employment growth be given by (11) .
Note that we are no longer assuming that the QCEW growth rate is measured without error. Rather, like the CES, the QCEW has an error with a random component . In addition, there is a QCEW seasonal factor that may partly reflect QCEW measurement error that has a systematic seasonal component.
In our simulations, we normalize to 1 (i.e., no employment change) for all four quarters and all years ( runs from 1 to 5). We set the seasonal factors to be the following:
Note from equations (12) and (13) that we have set the QCEW to be more seasonal than the CES. 18
Finally, we assume that the random errors in the CES and the QCEW are normally distributed, with respective variances and . Let denote the ratio of these variances:
.
In the simulations to follow, we allow both and to vary. For a given value of , a lower is equivalent to a decrease in . Thus, the lower is , the more precise is the QCEW relative to the CES. We should expect the increased precision of the QCEW to lead to improved performance of the benchmark estimator relative to the initial CES estimator. For a given , a higher value of also means an increase in . As a consequence, both the initial CES estimate and the benchmarked estimate will be less precise. There is another likely effect of an increase in and . The greater these variances are, the less precise the estimates of the seasonal factors are likely to be. The result is a less precise benchmarked estimate. The net effect on the performance of the benchmark estimator relative to the initial CES estimator is an open question. It is not obvious a priori whether, for a given value of , a greater is associated with improved or worsened performance of the benchmark estimator relative to the initial CES estimator.
For any given combination of and , we ran 1,000 simulations of both and . These simulations yielded 1,000 estimates of the original CES estimate, , and the proposed CES estimate, , for all quarters for 5 years. The X12 procedure in SAS was used to estimate seasonal factors.
Figures 1, 2, and 3 summarize our simulation results. First consider the curve labeled "Original CES estimate" in figure 1. Noting that the root mean squared error (RMSE) is graphed on the vertical axis and on the horizontal, we see that, as expected, the RMSE of the CES estimate increases with .
The remaining curves in figure 1 illustrate the performance of the proposed benchmark estimator. Each of these curves is associated with a different value of . Rightward movement along any of the curves is associated with a higher RMSE. This is, of course, expected, because, for a given , a higher also means a higher .
Now consider the effect of variations in , recalling that, for a given , a lower is associated with a lower value of . The lowest curve in the figure is that corresponding to a value of equal to 0. This curve lies well below that corresponding to the original CES estimate: when (and therefore ) is 0, the RMSE of the proposed benchmark estimate is always smaller than that of the original CES estimate for any given value of .
As increases, the associated RMSE curve moves up, indicating a degradation in the performance of the proposed benchmark estimator. However, for plausible values of , the proposed estimator still yields a substantial performance gain. This gain disappears only when is close to 1. As indicated by the uppermost curve in the figure, when (so that ), the RMSE of the benchmark estimate exceeds that of the original CES estimate. This reflects the fact that when , the error in the benchmark estimate stemming from the imperfect estimation of the seasonal factors is not offset by an informational advantage of the QCEW estimate over the CES. Figure 2 shows the effect of an increase in on the mean squared error (MSE) of the CES estimate and the MSE of the estimated seasonal factors. As expected, the MSE of the CES estimate increases one for one with the increase in . The MSE of the seasonal factors also increases with the increase in , but at a much slower rate (note that the slope of the red curve is well below 1). The same is true for the relationship (not pictured) between the MSE of the QCEW seasonal factors and . Recall from figure 1 that, for a plausible value of , the RMSE of the proposed estimator is smaller than that of the simple CES estimator for any value of . This is indicated by the fact that the RMSE curve for the proposed estimator lies entirely below that for the CES estimator. This result is reasonable in light of our finding in figure 2 that increases in and cause the MSEs in the estimated seasonal factors to increase, but at a slower rate.
We get an even stronger result in figure 3 , which shows the performance of the proposed estimator relative to the performance of the CES estimator. As in figures 1 and 2, we plot on the horizontal axis. On the vertical axis, we now plot , the ratio of the MSE of the proposed estimator to the MSE of the CES. Each curve in the figure corresponds to a different value of . As expected, the lower the value of , the lower the corresponding curve in the figure. This relationship reflects that, for a given value of , the performance gain of the benchmark estimator increases as falls. Less predictable is the fact that the curves in figure 3 are all (nearly) straight lines with a slope equal to 0. This tells us that the ratio of the MSE of the proposed estimator to the MSE of the CES depends only on and not on . An increase in , accompanied by an increase in (so as to maintain a constant ), causes the MSEs of the proposed estimator and the CES estimator to increase by the same proportion. This means that the arithmetic difference between the two MSEs increases (as shown by the distance between the curves in figure 1).
It is worth explicitly tracing the effect of increasing while holding constant. When is held constant, an increase in implies a fall in . In both figures 1 and 3, this would be represented by both a drop to a lower curve and a movement to the right. We therefore find that, for a given precision of the QCEW and other things the same, the less precise the CES estimator, the greater both the relative and absolute gains offered by the proposed benchmark estimator.
Seasonally adjusted estimates are often of greater analytical interest than nonseasonally adjusted estimates.
Figures 4 and 5 summarize the performance of the proposed estimator when it is seasonally adjusted. The curves in figure 4 have the same general shape as those in figure 1 , and the curves in figure 5 have the same shape as those in figure 3.
Conclusion
We propose replacing the annual benchmarking procedure currently in place for national estimates with one based on quarterly benchmarking of seasonally adjusted CES estimates to the seasonally adjusted QCEW. The proposed estimator performs well when applied to the national all-employee series. The gain from more frequent updating is especially large when monthly CES errors are positively correlated, as was the case at the beginning of the Great Recession.
The results of our simulation exercise apply equally to any series, be it total or industry, or national or local. We used the simulation exercise to compare the performance of the proposed quarterly benchmarking estimate with the initial CES estimate. The results demonstrate that, even when we control for a loss of precision in the estimation of seasonal factors, the greater the variance of the CES estimate, the greater both the relative and absolute gains provided by the proposed quarterly benchmarking procedure. The CES industry and area estimates have a greater variance than the national all-employee series. Therefore, one can reasonably argue that there is an even stronger case for applying the proposed quarterly benchmarking procedure to the industry and area estimates.
The discussion in this article has focused mostly on the national CES estimates. However, the methodology can also be applied to the state and area estimates. As noted in the introductory discussion, state and metropolitan area estimates are currently benchmarked annually by replacing sample-based estimates with all available months of population data. An undesirable feature of the resulting hybrid series is the confounding of QCEW and CES seasonality. Difficulties remain in seasonally adjusting the hybrid series.
As originally noted by Franklin D. Berger and Keith R. Phillips, it is best to seasonally adjust the QCEW and CES components of the hybrid series separately. 19 However, as discussed by others, a problem arises at the seam where the QCEW data end and the CES data begin, because differences in the seasonal factors at the seam will affect the growth rate of the hybrid series at the seam point. 20 An advantageous feature of our proposed methodology is that it produces a series that has CES seasonality throughout and can therefore be seasonally adjusted without undue complication. 21 When employment growth is positive, is greater than 1. When employment growth is negative, is less than 1. The definition of is similar to that of all other growth rates presented in our analysis.
N O T E S
9 Not only does QCEW employment information become available on a quarterly basis, but the information in the last month of a quarter is more reliable than the information during the first 2 months of a quarter.
10 A preliminary QCEW employment estimate is available 3 months earlier. It is quite possible that little accuracy is lost in using the preliminary QCEW estimates rather than the final QCEW estimates. We plan to explore this possibility in future work.
11 Note that ε m > 0 if the CES employment growth estimate is too high, and ε m < 0 if the CES employment growth estimate is too low.
12 The assumption that true employment levels can be observed quarterly helps simplify the exposition in this section, allowing us to focus on essentials. We will return to this point later, when we discuss our recommended benchmarking methodology.
13 This statement is true if the quarterly CES errors are distributed independently or are positively correlated. With sufficiently strong negative correlation, it is possible for the variance of the revised estimate to actually exceed the variance of the initial estimate, but this case is extremely unlikely. In contrast, there have been times during which the quarterly CES errors have, in fact, been positively correlated. A prime example is the onset of the Great Recession, when CES understated employment losses.
14 The discussion abstracts from the possibility that errors in the CES are negatively correlated. Groen, "Seasonal differences in employment between survey and administrative data," Working Paper 443 (U.S. Bureau of Labor Statistics, 2011).
16 The proposed revision procedure uses only QCEW employment estimates for the final month of any quarter, because these estimates are more reliable than those for the first 2 months of any quarter. Evidence for this is provided by the existence of "seam effects" across quarters: monthly employment changes between the last month of a quarter and the first month of the next quarter are typically larger in absolute value and less likely to be zero than those between the months within a quarter. This suggests that employers filling out the UI reports underlying the QCEW have a tendency to copy backward from the third month of the quarter to the first and second months. See Groen, "Seasonal differences in employment between survey and administrative data."
Note that , the quarterly growth rate in the benchmarked estimate, is equal to the product of the three monthly growth rates:
Performing this multiplication with the use of equation (7), one obtains , where = is the original CES estimate of the growth rate in quarter .
17 Deviating from current practice, we have estimated the seasonal factors concurrently. This distinction is not central to our analysis.
18 We have simplified the analysis by assuming that seasonality does not change over time. In future work, we plan to relax this assumption. 
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