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Abstract. We study various operations for partitioning, projecting and
merging streams of data. These operations are motivated by their use
in dataflow programming and the stream processing languages. We use
the framework of stream calculus and stream circuits for defining and
proving properties of such operations using behavioural differential equa-
tions and coinduction proof principles. We study the invariance of certain
well patterned classes of streams, namely rational and algebraic streams,
under splitting and merging. Finally we show that stream circuits ex-
tended with gates for dyadic split and merge are expressive enough to
realise some non-rational algebraic streams, thereby going beyond ordi-
nary stream circuits.
1 Introduction
In this paper, we study various operations for splitting, partitioning, projecting
and merging streams (infinite sequences of data). These operations are moti-
vated by their use in dataflow programming and stream processing languages
(e.g., [BS¸01]).
Our perspective on streams and stream operations will be essentially coalge-
braic. More specifically, we use the framework of stream calculus [Rut05a] and
stream circuits [Rut05b] for defining and proving properties of such operations.
Definitions are typically given using behavioural stream differential equations.
Proofs will mostly be given by coinduction, with which two streams can be
shown to be equal by the construction of a suitable stream bisimulation relation
between them.
The use of stream calculus and coinduction leads to new and simpler defi-
nitions and proofs of several existing notions and properties, some of which are
taken from [Mak08]. To mention already one example here (see Sections 3 and
4 for more): a periodic stream sampler S is a stream operation that produces a
substream of a given stream σ by taking out of each block of l ≥ 0 elements a
subset of k ≤ l elements (at fixed positions). Periodic stream samplers can be
defined by the following stream differential equation:
S(σ)(k) = S(σ(l))
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(plus the specification of k initial values). Here (−)(i) denotes the i-th stream
derivative, which is defined as the operation tail applied i times. This differential
equation is elementary, almost trivial. Yet it allows for proofs of basic facts
(such as: composing two periodic steam samplers yields again a periodic stream
sampler) that are much simpler than those in the literature.
Using stream calculus and stream circuits, we obtain also a number of new
results. More specifically, we prove (in Sections 5 and 6) the invariance of certain
well patterned classes of streams, namely rational and algebraic streams, under
the operations of splitting and merging. Furthermore, we show (in Section 7) that
stream circuits extended with gates for dyadic split and merge are expressive
enough to realise some non-rational algebraic streams (such as the Prouhet–
Thue–Morse stream), thereby going beyond ordinary stream circuits.
As mentioned above, this paper attempts to give a new perspective on exist-
ing notions and results, and also obtains some modest new results. The presented
new outlook gives rise to a host of further questions and research directions. Sec-
tion 8 discusses related work and future research.
2 Preliminaries
We define the set of streams over a set A by Aω = {σ | σ : N→ A}. We denote
elements σ ∈ Aω by σ = (σ(0), σ(1), σ(2), . . .). The stream derivative of a stream
σ is σ′ = (σ(1), σ(2), σ(3), . . .) and the initial value of σ is σ(0). For n ≥ 0 and
σ ∈ Aω, we define higher-order derivatives by σ(0) = σ and σ(n+1) = (σ(n))′. We
have σ(n) = σ(n)(0).
A stream bisimulation relation is a set R ⊆ Aω × Aω such that, for all
(σ, τ) ∈ R,
σ(0) = τ(0) and (σ′, τ ′) ∈ R .
We write σ ∼ τ if there exists a bisimulation R with (σ, τ) ∈ R. The coinduction
proof principle allows us to prove the equality of two streams by establishing the
existence of an appropriate bisimulation relation:
σ ∼ τ ⇒ σ = τ .
If A has some algebraic structure, Aω inherits (parts of) this structure.
Assume 〈A,+, ·,−, 0, 1〉 is a ring3. For r ∈ A, we define the constant stream
[r] = (r, 0, 0, 0, . . .), which we often denote again by r. Another constant stream
is X = (0, 1, 0, 0, 0, . . .). For σ, τ ∈ Aω and n ≥ 0, the operations of sum and
(convolution) product are given by
(σ + τ)(n) = σ(n) + τ(n) , (σ × τ)(n) =
n∑
i=0
σ(i) · τ(n− i)
(where · denotes ring multiplication).
3 In fact many of the operations on Aω only need a semi-ring structure on A [BR88,
Rut08].
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We call a stream pi ∈ Aω polynomial if there are k ≥ 0 and ai ∈ A0 such that
pi = a0 + a1X + a2X2 + · · ·+ akXk = (a0, a1, a2, . . . , ak, 0, 0, 0, . . .)
where we write aiXi for [ai]×Xi with Xi the i-fold product of X with itself.
One can compute a stream from its initial value and derivative by the so-
called fundamental theorem of stream calculus [Rut05a]: for all σ ∈ Aω,
σ = σ(0) + (X × σ′)
(writing σ(0) for [σ(0)]).
Next assume A is a field, i.e., every nonzero element has a unique multi-
plicative inverse. This structure too may be carried over to Aω: if σ(0) 6= 0
then the stream σ has a (unique) multiplicative inverse σ−1 in Aω, satisfying
σ−1 × σ = [1]. As usual, we shall often write 1/σ for σ−1 and σ/τ for σ × τ−1.
Note that the initial value of the sum, product and inverse of streams is given
by the sum, product and inverse of their initial values.
If A is a field, a stream ρ ∈ Aω is rational if it is the quotient ρ = σ/τ of two
polynomial streams σ and τ with τ(0) 6= 0.
The fundamental theorem of stream calculus allows us to solve stream dif-
ferential equations such as σ′ = 2 × σ with initial value σ(0) = 1 by com-
puting σ = σ(0) + (X × σ′) = 1 + (X × 2 × σ), which leads to the solution
σ = 1/(1 − 2X). Together with the basic fact that (X × σ)′ = σ, the funda-
mental theorem also leads to an easy calculation rule for the computation of
derivatives: σ′ = (σ − σ(0))′. This identity makes the computation of stream
derivatives often surprisingly simple. For instance, for σ = 1/(1−X)2, we have
σ′ = (
1
(1−X)2 − 1)
′ = (
2X −X2
(1−X)2 )
′ = (X × 2−X
(1−X)2 )
′ =
2−X
(1−X)2 .
For more stream calculations we refer the reader to [Rut05a].
In the remainder of the article we assume A is a field. Strictly speaking, this
is not always necessary as some of the constructs, e.g. the stream samplers, do
not presume any algebraic structure on A. Nevertheless, in order to be able to
freely use the stream calculus we make this assumption. In Section 6 we work in
the special case where A := Fq is a finite field.
3 Periodic Stream Samplers
Traditionally, a substream of an infinite stream σ : N → A is defined by means
of a (strictly) monotone function f : N → N: if n < m then f(n) < f(m). Such
an index function determines an (infinite) substream Sf (σ) by
Sf (σ)(n) = σ(f(n))
and conversely, any substream of σ determines a unique such monotone function.
Assigning to any stream the substream determined by a given monotone function
f defines a stream sampler
Sf : Aω → Aω , σ 7→ Sf (σ) .
4 M. Niqui and J.J.M.M. Rutten
Periodic stream samplers are such that they produce a substream of a given
input stream by repeatedly choosing certain elements and ignoring all others.
For instance, the function even : Aω → Aω given by
even(σ) = (σ(0), σ(2), σ(4), . . .)
takes of each incoming two elements the first and ignores the second. We say
that even has (input) period 2 and (output) block size 1. Another example is the
drop operator D24 : A
ω → Aω given by
D24(σ) = (σ(0), σ(1), σ(3), σ(4), σ(5), σ(7), . . .)
which drops from each four incoming elements the third and keeps all the others.
Note we always start counting at zero hence σ(2), σ(6) etc. are dropped. The
operator D24 has period 4 and block size 3.
As it turns out, it is somewhat cumbersome to define these and similar such
periodic stream samplers by means of monotone index functions. Moreover, it
is surprisingly difficult to prove simple general facts such as: The composition
of two periodic stream samplers is again a period stream sampler. Therefore,
we prefer the following coinductive definition which uses a stream differential
equation.
Definition 1. Let k, l ∈ N with l >1 and 1 ≤ k ≤ l. Any sequence of k numbers
0 ≤ n0<n1< · · ·<nk−1<l determines a periodic stream sampler S : Aω → Aω
of (input) period l and (output) block size k defined by the following stream
differential equation:
S(σ)(k) = S(σ(l))
with initial values
S(σ)(0) = σ(n0), S(σ)(1) = σ(n1), . . . , S(σ)(k − 1) = σ(nk−1) .
We do not require period and block size to be minimal. If a stream sampler
has period l and block size k then it also has period 2l with block size 2l, etc.
The functions even and D24 above are given by
even(σ)′ = even(σ′′) , even(σ)(0) = σ(0) ,
D24(σ)
(3) = D24(σ
(4)) , D24(σ)(0) = σ(0) , D
2
4(σ)(1) = σ(1) , D
2
4(σ)(2) = σ(3) .
Proposition 2. If S, T : Aω → Aω are two periodic stream samplers then so is
T ◦ S.
Proof. Let S and T satisfy
S(σ)(k) = S(σ(l)) , S(σ)(j) = σ(nj) (0 ≤ j < k) ,
T (σ)(p) = T (σ(q)) , T (σ)(j) = σ(mj) (0 ≤ j < p) .
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We claim that T ◦ S is a periodic stream sampler with period l × q and block
size k × p. We define a sequence i0, i1, . . . , iq×k by
i(x×k)+y = (x× l) + ny (all x, y with 0 ≤ x < q, 0 ≤ y < k) .
Next we define a sequence 0 ≤ h0 < n1 < · · ·< h(k×p)−1 < q × l by
h(x×p)+y = (x× q) +my (all x, y with 0 ≤ x < k, 0 ≤ y < p) .
One readily shows that T ◦ S satisfies
T ◦ S(σ)(k×p) = T ◦ S(σ(l×q)) , T ◦ S(σ)(j) = σ(hj) (0 ≤ j < (k× p)− 1) .
2
Let us provide ourselves next with some examples by introducing the family of
all drop operators.
Definition 3. For l ≥ 2 and 0 ≤ i < l we define the drop operator
Dil : A
ω → Aω
which drops from each input block of size l the i-th element, by the following
system of stream differential equations:
Di+1l (σ)
′ = Dil(σ
′) , Di+1l (σ)(0) = σ(0) (all l ≥ 2, 0 ≤ i < l − 1) ,
D0l (σ)
′ = Dl−2l (σ
′′) , D0l (σ)(0) = σ(1) (all l ≥ 2) .
Note that forD24, this definition is equivalent with our earlier definition above;
also note that even = D12.
One of the benefits of coinductive definitions is that they support coinductive
proofs. As an example, we prove the so-called Drop exchange rule from [Mak08]:
for all l ≥ 1, 0 ≤ k ≤ h ≤ l,
Dhl+1 ◦Dkl+2 = Dkl+1 ◦Dh+1l+2 .
In order to prove this equality, we define a relation R ⊆ Aω ×Aω by
R = {〈Dhl+1 ◦Dkl+2(σ), Dkl+1 ◦Dh+1l+2 (σ) 〉 | σ ∈ Aω } .
The equality now follows by coinduction from the fact that R∪R−1 is a stream
bisimulation.
Here is another example. It is a basic instance of a Drop expansion rule
in [Mak08]:
D02 = D
0
4 ◦D25 ◦D46 .
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For a proof, we define a relation R ⊆ Aω ×Aω by
R = {〈D02(σ), D04 ◦D25 ◦D46(σ) 〉 | σ ∈ Aω }
∪ {〈D02(σ), D24 ◦D05 ◦D26(σ) 〉 | σ ∈ Aω }
∪ {〈D02(σ), D14 ◦D35 ◦D06(σ) 〉 | σ ∈ Aω } .
The equality follows by coinduction from the fact that R is a stream bisimulation.
Returning to the general question of how to define substreams out of a given
stream, we present yet another alternative to the use of monotone index func-
tions, which is also well suited for a coinductive approach. Let 2 = {0, 1} and
let 2ω be the set of bitstreams. Note that there is a trivial field structure on
2 and hence we can apply stream calculus on 2ω. A bitstream α ∈ 2ω that is
not eventually constant 0 defines for any stream σ ∈ Aω a substream Sα(σ)
consisting of those elements σ(n) for which α(n) = 1. (Note that the condition
on α ensures that Sα(σ) is again an infinite stream.) Such a stream α acts as an
oracle that tells us of any element of σ whether or not it should be included in
the substream we are defining.
More formally, we first note that a stream α ∈ 2ω is eventually constant 0 if
it is a polynomial. If α is non-polynomial, it is of the form
α = Xn × (1 +X × β)
for some n ≥ 0 and some β ∈ 2ω that is again non-polynomial. Now we define
Sα(σ) by the following system of differential equations, for arbitrary σ ∈ Aω and
non-polynomials α ∈ 2ω:
Sα(σ)′ = Sβ(σ(n+1)) , Sα(σ)(0) = σ(n) (α = Xn × (1 +X × β)) .
In this manner, any non-polynomial bitstream determines a substream and, con-
versely, any substream determines a non-polynomial bitstream.
It is now extremely simple to characterise periodic stream samplers:
Sα is periodic with period l iff α(l) = α .
The (output) block size is determined by the number of 1’s in the set {α(0), . . . , α(l−
1)}.
Composition of stream samplers can be described in terms of composition of
the corresponding oracle bitstreams, which we define as follows.
Definition 4. For all α, β ∈ 2ω, we define β ∗ α ∈ 2ω by the following system
of differential equations:
(β ∗ α)′ =
{
β′ ∗ α′ if α(0) = 1
β ∗ α′ if α(0) = 0 (β ∗ α)(0) = β(0) · α(0)
This composition operator is associative but not commutative and has 1/(1−
X) as a neutral element: σ ∗ 1/(1 −X) = 1/(1 −X) ∗ σ = σ. It is not difficult
to show that
Sβ ◦ Sα = Sβ∗α .
Sampling, Splitting and Merging in Coinductive Stream Calculus 7
An alternative proof of Proposition 2 is now extremely easy: it follows from the
fact that α(n) = α and β(m) = β imply (β ∗ α)(n×m) = β ∗ α.
Let us conclude this section with an example illustrating how one can reason
about stream sampler composition in terms of stream calculus applied to the
corresponding oracle streams. Periodic oracle bitstreams are always of the form
a0 + a1X + a2X2 + · · ·+ al−1X l−1
1−X l
for a0, a1, a2, . . . , al−1 ∈ 2, not all 0. For our drop operators, for instance, one
has
Dil = Sαil with α
i
l = (1 +X + · · ·+Xi−1 +Xi+1 + · · ·+X l−1)/(1−X l)
The equality D02 = D
0
4 ◦ D25 ◦ D46, which we proved above by coinduction, can
also be deduced from the following computation in stream calculus on the cor-
responding oracle bitstreams:
α04 ∗ α25 ∗ α46 =
X +X2 +X3
1−X4 ∗
1 +X +X3 +X4
1−X5 ∗
1 +X +X2 +X3 +X5
1−X6
=
X +X3 +X4
1−X5 ∗
1 +X +X2 +X3 +X5
1−X6
=
X
1−X2 = α
0
2 .
The work goes in the computation of the stream compositions, using the dif-
ferential equation of Definition 4. This may be bothersome by hand but can be
easily automated.
4 Splitting and Merging
All periodic stream samplers and, more generally, many periodic stream trans-
formers that not necessarily preserve the order of the elements in a stream, can
be obtained by splitting and merging streams. In this section, we introduce the
operators of take and zip, with which streams can be split and merged, and we
present a few basic laws about them.
Definition 5. For l ≥ 2 and 0 ≤ i < l, the take operator T il : Aω → Aω is
defined by the following stream differential equation:
T il (σ)
′ = T il (σ
(l)) , T il (σ)(0) = σ(i) .
For k ≥ 1 and streams σ0, . . . σk−1 ∈ Aω, the zip operator Zk : (Aω)k → Aω is
defined by the stream differential equation
Zk(σ0, . . . , σk−1)′ = Zk(σ1, . . . , σk−1, σ′0) , Zk(σ0, . . . , σk−1)(0) = σ0(0)
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(Note that σ0, . . . , σk−1 above are streams, not elements of streams, which for a
stream σ we denote by σ(0), σ(1), etc.) Examples are
T 23 (σ) = (σ(2), σ(5), σ(8), . . .) ,
Z2(σ, τ) = (σ(0), τ(0), σ(1), τ(1), σ(2), τ(2), . . .) .
As suggested by the latter, it is easy to see (by induction) that in general if
0 ≤ r ≤ k−1 then
Zk(σ0, . . . , σk−1)(kn+ r) = σr(n) . (4.1)
Any periodic stream sampler can be expressed in terms of take and zip. With
S as in Definition 1, we have
S(σ) = Zk(Tn0l (σ), T
n1
l (σ), . . . , T
nk−1
l (σ) ) .
More generally, we can define with take and zip periodic stream transformers
that not merely produce substreams but that can change also the order of the
elements. For instance, we can define the operation Revk : Aω → Aω of stream
reverse, for any k ≥ 1, by
Revk(σ) = Zk(T k−1k (σ), T
k−2
k (σ), . . . , T
0
k (σ) ) .
For instance,
Rev3(σ) = (σ(2), σ(1), σ(0), σ(5), σ(4), σ(3), . . .) .
Next we present a few basic laws for take and zip that will allow us to prove
elementary properties on stream transformers by equational reasoning. All of
the identities below can be easily proved by coinduction.
Proposition 6. For all k ≥ 1, l ≥ 2, 0 ≤ i < l,
Zk(T 0k (σ), . . . , T
k−1
k (σ) ) = σ ,
T il (Zl(σ0, . . . , σl−1)) = σi ,
T il (σ) = Zk(T
i
k×l(σ), T
l+i
k×l(σ), . . . , T
(k−1)×l+i
k×l (σ) ) .
Let us illustrate these identities with an equational proof of our earlier ex-
ample, the Drop expansion rule: for all σ ∈ Aω,
D02(σ) = D
0
4 ◦D25 ◦D46(σ) .
Let τ = D46(σ). We have
τ = D46(σ) = Z5(T
0
6 (σ), T
1
6 (σ), T
2
6 (σ), T
3
6 (σ), T
5
6 (σ) ) .
Next let ρ = D25 ◦D46(σ); it satisfies
ρ = D25(τ) = Z4(T
0
5 (τ), T
1
5 (τ), T
3
5 (τ), T
4
5 (τ) )
= Z4(T 06 (σ), T
1
6 (σ), T
3
6 (σ), T
5
6 (σ) ) .
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Finally, we compute
D04 ◦D25 ◦D46(σ) = D04(ρ) = Z3(T 14 (ρ), T 24 (ρ), T 34 (ρ) )
= Z3(T 16 (σ), T
3
6 (σ), T
5
6 (σ) )
= T 12 (σ) = D
0
2(σ) .
As a second example, we prove Rev3 ◦Rev3(σ) = σ. Putting τ = Rev3(σ),
τ = Rev3(σ) = Z3(T 23 (σ), T
1
3 (σ), T
0
3 (σ) ) .
It follows that
Rev3 ◦Rev3(σ) = Rev3(τ) = Z3(T 23 (τ), T 13 (τ), T 03 (τ) )
= Z3(T 03 (σ), T
1
3 (σ), T
2
3 (σ) ) = σ .
In the above, we have illustrated that the operators of take and zip are in-
teresting because they can express all periodic stream samplers and because
they can moreover be used to define stream transformers that have a periodic
behaviour but that are not stream samplers. We have not given a general defi-
nition of periodic stream transformer. We shall come back to this point later.
5 Preserving Rationality
In this section, we show that the result of applying the operators of take and zip
to rational streams in Aω is again rational. We shall use the following definition
from [Rut05a, p.109].
Definition 7. For σ ∈ Aω and ρ ∈ Aω with ρ(0) = 0, we define the stream σ
applied to ρ, written as σ(ρ), by the following system of differential equations:
σ(ρ)′ = σ′(ρ)× ρ′ , σ(ρ)(0) = σ(0) .
Recall from [Rut05a] that every stream σ ∈ Aω can be written as an infinite
sum
σ = σ(0) + (σ(1)×X) + (σ(2)×X2) + · · · .
We may now think of σ(ρ) as the stream that results from the above infinite sum
by replacing every X by ρ (the condition ρ(0) = 0 will ensure that the resulting
infinite sum is well-defined). In fact, there is the following identity:
σ(ρ) = σ(0) + (σ(1)× ρ) + (σ(2)× ρ2) + · · · .
This reminds one of formal power series and (generating) function application
(cf. [GKP94]); note that the definition and identities above all live in stream
calculus, where X is a constant stream and not a function variable.
If σ is polynomial and ρ is rational (with ρ(0) = 0) then σ(ρ) is rational.
Since for polynomials pi and τ with τ(0) 6= 0, one can easily show that
pi
τ
(ρ) =
pi(ρ)
τ(ρ)
,
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it follows that if σ and ρ are rational then so is σ(ρ). We shall be using the above
mostly for the case that ρ = Xn, for some n ≥ 1. For instance, we have
X
(1−X)2 (X
3) =
X3
(1−X3)2 .
Since X/(1−X)2 = (0, 1, 2, . . .) it follows that
X3
(1−X3)2 = (0, 0, 0, 1, 0, 0, 2, 0, 0, . . .) .
We are now ready to formulate our first preservation result. We remark that
Propositions 8 and 10 below can be found in [BR88]. Our proofs are different: in
Proposition 8 the novelty lies in our use of coinduction proof principle; regarding
Proposition 10 we give a rather elementary proof while the proof in [BR88] is
based on Kleene–Schu¨tzenberger theorem.
Proposition 8. The function zip preserves rationality: if σ0, . . . , σk−1 ∈ Aω are
rational, for k ≥ 1, then so is Zk(σ0, . . . , σk−1).
Proof. The proposition follows from the identity
Zk(σ0, . . . , σk−1) = σ0(Xk) + (X × σ1(Xk)) + · · · + (Xk−1 × σk−1(Xk))
which can be easily proved by coinduction. 2
Next we show that the take operators preserve rationality as well. We shall
use the following lemma, whose easy proof by coinduction is omitted.
Lemma 9. Let l ≥ 2 and 0 ≤ i < l.
(a) T il is linear: for all r, s ∈ A, σ, τ ∈ Aω,
T il ( (s× σ) + (t× τ) ) = (s× T il (σ) ) + (t× T il (τ) ) .
(b) For 1 ≤ i ≤ l and σ ∈ Aω,
T il (X × σ) = T i−1l (σ) , T 0l (X × σ) = X × T l−1l (σ) .
Proposition 10. The function take preserves rationality: if σ ∈ Aω is rational
then so is T il (σ), for all l ≥ 2 and 0 ≤ i < l.
Proof. By Lemma 9, it is sufficient to prove the proposition for streams of the
form 1/σ, with σ polynomial and σ(0) 6= 0. So let σ = s0 + s1X + · · · + sdXd
be a polynomial stream, for d ≥ 0 and s0, s1, . . . , sd ∈ A with s0 6= 0. One can
prove by induction that for any l ≥ 0, the l-th stream derivative of 1/σ is of the
form
(1/σ)(l) = (r0 + r1X + · · ·+ rd−1Xd−1 )× 1/σ
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for certain r0, . . . , rd−1 ∈ A. Now for l ≥ 2 and 0 ≤ i < l, we have
T il (1/σ)
′ = T il ( (1/σ)
(l) ) [by definition]
= T il ( (r0 + · · ·+ rd−1Xd−1 )× 1/σ ) [by the equality above]
= (ρ0 × T 0l (1/σ) ) + · · · + (ρl−1 × T l−1l (1/σ) )
for certain rational streams ρ0, . . . , ρl−1 ∈ Aω, where the last equality follows
from Lemma 9. Multiplying the equation by X and adding (1/σ)(i) to both sides
gives
T il (1/σ)
= T il (1/σ)(0) + (X × T il (1/σ)′ ) [by the fundamental theorem, Section 2]
= (1/σ)(i) +
(
X × ((ρ0 × T 0l (1/σ) ) + · · · + (ρl−1 × T l−1l (1/σ)) ))
= (1/σ)(i) + (X × ρ0 × T 0l (1/σ) ) + · · · + (X × ρl−1 × T l−1l (1/σ) ) .
We have an equation of this form for all i with 0 ≤ i< l. Thus we have obtained
a system of l equations in l unknowns: T 0l (1/σ), . . . , T
l−1
l (1/σ), where all the
occurrences of the unknowns on the right are multiplied by a rational stream of
the form X×ρ. Such a system of what could be called guarded equations can be
easily seen to have rational streams as solutions, essentially by standard linear
algebraic reasoning. 2
Corollary 11. If an operator is built by function composition from: constant
streams [r] (for r ∈ A), X, sum +, convolution product ×, convolution inverse
(−)−1, and the zip and take operators Zk and T il , then it preserves rationality.
Proof. For the constants, sum, product and inverse, this is trivial and for zip
and take, we have Propositions 8 and 10. 2
Here are some examples. Let σ = 1/(1−X)2 = (1, 2, 3, . . .). We will compute
α = T 03 (σ) , β = T
1
3 (σ) , γ = T
2
3 (σ) .
In the computation below, we shall be using the following equalities:
σ(3) =
4− 3X
(1−X)2 , T
0
3 (X×σ) = X×γ , T 13 (X×σ) = α , T 23 (X×σ) = β .
For α, we compute as follows:
α′ = T 03 (σ
(3)) = T 03 (
4− 3X
(1−X)2 ) = 4α− (3X × γ) .
Using the fundamental theorem and α(0) = 1 gives
α = 1 + (4X × α)− (3X2 × γ) .
Similar computations lead to equations for β and γ:
β = 2 + (4X × β)− (3X × α) ,
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γ = 3 + (4X × γ)− (3X × β) .
Solving this system of three equations gives
α =
1 + 2X
(1−X)2 , β =
2 +X
(1−X)2 , γ =
3
(1−X)2 .
As a next example, we will compute Rev3(σ), as follows:
Rev3(σ) = Z3(T 23 (σ), T
1
3 (σ), T
0
3 (σ)) [definition Rev3]
= Z3
(
3
(1−X)2 ,
2 +X
(1−X)2 ,
1 + 2X
(1−X)2
)
=
3
(1−X3)2 + X ×
2 +X3
(1−X3)2 + X
2 × 1 + 2X
3
(1−X3)2 [Proposition 8]
=
3−X −X2 + 2X3
(1−X)2(1 +X +X2) .
6 Preserving Algebraicity
Corollary 11 shows that starting with a rational stream and applying some ‘basic’
operations we stay in the realm of rational streams. But there is a somewhat
larger class of streams that is preserved under some of these operations, namely
the class of algebraic streams defined below.
Algebraicity is a notion that should be defined over a field. In this section
we study algebraicity over finite fields. For q ≥ 1 let Fq be the finite field with q
elements (note that Fq has cardinality pn for some prime p [Hun80]). A univariate
polynomial in X is a polynomial of the form a0 + a1X + · · · + akXk where
ai ∈ Fq, ak 6= 0. Subsequently by Fq(X) we denote the field of fractions of
polynomials in X, i.e., pi(X) ∈ Fq(X) means there are univariate polynomials
pi1(X), pi2(X) with coefficients in Fq such that pi(X) = pi1(X)/pi2(X).
Definition 12. A stream σ ∈ Fωq is algebraic over Fq(X) if there are Ai ∈
Fq(X), Ak 6= 0 such that A0 +A1σ + . . .+Akσk = 0 .4
As an example, the stream σ ∈ Fω2 for which
X3 +
1
1−Xσ +
X + 1
1−X2σ
2 = 0 ,
is algebraic over F2(X).
This definition is borrowed from the theory of formal power series [Fog02] and
is motivated by the fact that σ can be considered as the sequence of coefficients
of a formal power series. Following Section 2, by taking A := Fq we can obtain
the stream calculus on Fωq . As a consequence the left hand side of expression
4 In fact, due to Ore’s Lemma [Fog02, Lemma 3.1.3], we can restrict the coefficients
Ai to univariate polynomials instead of fractions.
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above can be interpreted in two ways: as a stream in the stream calculus where
X = (0, 1, 0, . . .) as in Section 2 or as a formal power series in the ring of formal
power series with one variable X. It can be easily observed that each rational
stream in Fωq is algebraic. The converse does not always hold. In next section
we give an example of an algebraic stream that is not rational, namely the
Prouhet–Thue–Morse sequence. There are also streams that are not algebraic,
a simple example being the Fibonacci sequence [Fog02, § 1.2.2]. But in general,
the so called automatic streams, i.e., streams that are ‘computable’ by a class of
transducers similar to Mealy machines5, can be shown to be algebraic [Fog02].
We state a useful criterion, originally from [Chr79], that is usually used as
an intermediate step in relating algebraic and automatic sequences but here we
will use it on its own. Our formulation follows [Fog02, Theorem 3.2.1].
Definition 13. Let σ ∈ Fωq . Then q-kernel of σ is the set of subsequences of σ
defined as
Nq(σ) = {λn.σ(qsn+ r) | s ≥ 0 , 0 ≤ r ≤ qs − 1} . (6.1)
Here λn.f(n) is the notation for the sequence whose nth element is f(n).
Theorem 14 (Christol). A stream σ ∈ Fωq is algebraic over Fq(X) if and only
if the q-kernel Nq(σ) of σ is finite.
By applying this theorem we can obtain what can be considered as coun-
terparts of Propositions 8 and 10 above. First, we have the following which
resembles Proposition 10. This one is an easy consequence and is also mentioned
in [Fog02], so we skip the proof.
Proposition 15. The function take preserves algebraicity for streams over a
finite alphabet: if σ ∈ Fωq is algebraic over Fq(X) then so is T il (σ), for all l ≥ 2
and 0 ≤ i < l.
For zip we first need to define a notion based on q-kernels.
Definition 16. Let σ0, . . . , σh−1 ∈ Fωq (where h > 0). Then h-fold q-kernel of
σ0, . . . , σh−1 is the set of sequences defined as
N (h)q (σ0, . . . , σh−1) = {Zh(τ0, . . . , τh−1) | ∀i∃j, τi ∈ Nq(σi)} . (6.2)
Note that we have the following trivial properties.
Proposition 17.
i) If ς0, . . . , ςh−1 is a possibly repetitive sequence such that ςi ∈ {σ0, . . . , σh−1},
then N (h)q (ς0, . . . , ςh−1) ⊆ N (h)q (σ0, . . . , σh−1).
ii) If q-kernel of each of σ0, . . . , σh−1 is finite then the h-fold q-kernel of them
is finite.
5 This is a very informal description. The precise definition of automatic sequences
can be found in [AS03].
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We use these facts for proving that zip preserves algebraicity. To the best of our
knowledge this result is new.
Proposition 18. The function zip preserves algebraicity for streams over a fi-
nite alphabet: if σ0, . . . , σh−1 ∈ Fωq (where h> 0) are algebraic over Fq(X), then
so is Zh(σ0, . . . , σh−1).
Proof. Let τ := Zh(σ0, . . . , σh−1). We show that
Nq(τ) ⊂ N (h)q (σ0, . . . , σh−1) . (6.3)
The result then will follow from Theorem 14, since the right hand side is finite.
To prove (6.3) assume α ∈ Nq(τ). Then α ≡ λn.τ(qsn + r) for some s, r as
in (6.1). Assume, using division algorithm, that q = d0h+ r0 and r = d1h+ r1.
Furthermore by applying (4.1) it can be easily seen that
α ≡ Zh(λn.τ(hnqs + r), λn.τ((hn+ 1)qs + r), · · · , λn.τ((hn+ (h− 1))qs + r)) .
So α is the zip of h streams each of which of the form τ((hn+k)qs+r) where
k ≤ h−1. Again using the division algorithm assume krs0 + r1 = dkh+ rk. Then
(hn+ k)qs + r = hnqs + k(d0h+ r0)s + d1h+ r1
= hnqs + k(ds0h
s + sds−10 h
s−1r0 + · · ·+ sd0hrs−10 + rs0) + d1h+ r1
= h(nqs + kds0h
s−1 + skds−10 h
s−2r0 + · · ·+ skd0rs−1 + d1) + dkh+ rk
= h(nqs + Uk) + rk ,
where
Uk = kds0h
s−1 + skds−10 h
s−2r0 + · · ·+ skd0rs−1 + d1 + dk .
From this and using the property of zip in (4.1) we get
λn.τ((hn+ k)qs + r) ≡ λn.τ(h(nqs + Uk) + rk) ≡ λn.σrk(nqs + Uk) .
It remains to be checked whether Uk < qs. But this is evident because
hUk = k(qs − rs0) + d1h+ dkh
= kqs + r − rk
≤ (h− 1)qs + r
< hqs .
Therefore defining υk := λn.σrk(nq
s+U) we obtain υ0 ∈ Nq(σr0), . . . , υh−1 ∈
Nq(σrh−1) such that
α ≡ Zh(υ0, . . . , υh−1) .
Hence, by (6.2) and Proposition 17 we have α ∈ N (h)q (σ0, . . . , σh−1). 2
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In general zip of algebraic sequence need not be algebraic over a field with as
cardinality the number of arguments of zip. This is a consequence of the following
result in [Cob69] where it is stated in terms of automatic sequences. Here we
rephrase it in terms of algebraicity over finite fields.
Theorem 19 (Cobham). Let σ be algebraic over two fields Fq0(X) and Fq1(X).
Then either σ is rational or q0 and q1 are powers of the same prime number.
According to this theorem if σ0, σ1, σ2 ∈ F2 are non-rational binary streams
that are algebraic over F2(X) (e.g. the sequence Ψ defined in next section) then
Z3(σ0, σ1, σ2) cannot be algebraic over F3(X).
Finally, we remark that the sum of two algebraic streams is algebraic. The
proof is a straightforward application of Theorem 14, together with a similar
construct to the one in (6.2).
7 Stream Circuits
We briefly recall the correspondence between rational streams (of real numbers)
and so-called stream circuits built from adder, copier, register and multiplier
gates. Then we propose to look at stream circuits built from this set of gates
extended with basic gates for splitting and merging. We study their behaviour
by describing how they act on input streams of real numbers. For circuits with-
out feedback, it will be immediate that they preserve rationality. For feedback
circuits, the situation turns out to be more complicated.
Stream circuits [Rut05b] are data flow networks that act on streams of inputs
(here real numbers) and produce streams of outputs. They are built out of four
types of basic gates by means of composition, which amounts simply to con-
necting (single) output ends to (single) input ends. Below we describe the basic
gates and their input-output behaviour. An r-multiplier, for r ∈ A, transforms
an input stream σ ∈ Aω into [r]×σ:
σ  r // [r]×σ
which amounts to the element-wise multiplication of the input values with r. A
register (with initial value 0) takes an input stream σ
σ  R // (X × σ)
and outputs it with one step delay, after having output the initial value 0 first.
An adder takes two input streams σ and τ and outputs the stream consisting
of their element-wise addition; and a copier simply copies input streams into
output streams:
σ 
+ // σ+τ
τ !
σ
σ  C
00
.. σ
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Stream circuits are then built by composing various basic gates. Here is a simple
example of a circuit with feedback:
◦_ ◦Roo
 + // ◦  C
OO
//
For an input stream σ ∈ Aω, we can compute the output stream as a function
f(σ) of σ as follows. With the three internal composition nodes of the circuit,
we associate streams ρ1, ρ2, ρ3 ∈ Aω:
ρ1_ ρ2

Roo
σ  + // ρ3  C
OO
// f(σ)
For each of the three basic gates used in this circuit, we have an equation:
ρ1 = X × ρ2 , ρ3 = σ + ρ1 , ρ2 = ρ3 = f(σ) .
Eliminating the streams ρ1, ρ2 and ρ3 from this system of equations, we find
f(σ) =
1
1−X × σ .
In [Rut05b, Theorem 4.25], it is shown that every (finite) circuit possibly with
feedback loops (which always have to pass through at least one register), compute
stream functions f : Aω → Aω of the form: f(σ) = ρ × σ, for all σ and some
fixed rational stream ρ; conversely, every such function is implemented by some
finite circuit.
Next we introduce new basic gates for the splitting and merging of streams.
A splitter gate in our setting is a gate with one input and two output ends:
Sσ
τ
υ
It transforms an input stream σ ∈ Rω to streams τ, υ such that
τ = D12(σ) = T
0
2 (σ) , υ = D
0
2(σ) = T
1
2 (σ) .
Note that τ = even(σ) and υ = even(σ′) (where even is defined in Section 3).
We define
odd(σ) := even(σ′) .
Hence the splitters transforms σ to even(σ) and odd(σ).
The splitter is different from the previous ports (in particular copier) in
that only one of its outgoing ports is active at any time. This means when a
data element belonging to τ is being output, the port outputting υ is pending.
Moreover, the active output port alternates with each data consumed from σ.
The bullet on one of the output ports denotes the port that activates in the very
beginning. This confirms the fact that τ = even(σ).
A merger gate is a gate with two inputs and one output end.
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Mσ
τ
υ
It transforms two input streams σ, τ ∈ Rω to a stream υ such that
υ = Z2(σ, τ) .
In contrast with the splitter gate, in a merger only one of the inputs is
activated at a time. The active input port alternates with each data output.
Again the bullet denotes the port that is activated in the very beginning, i.e.,
the one that contributes to υ0.
It is clear that merger and splitter can be composed with each other and with
the previously defined gates to form compound circuits. We call such a circuit an
extended stream circuit. The functions f(σ) = ρ×σ, for constant stream ρ, that
are realisable by well-formed stream circuits are instances of causal functions
on streams [Rut05b]. These are functions that output a data item after each
input. Since each gate of stream circuit is causal their composition is causal too.
However, introducing splitter and merger into the extended stream circuits leads
to overconsumption (splitter) or overproduction (merger). So there will be data
queues behind causal gates. Hence we need to assume the following important
rule:
The connecting lines in extended stream circuits behave like unbounded
FIFO buffers.
This is similar to the framework of Kahn Networks [Kah74].
Simple feed-forward extended stream circuits can be easily analysed using
the same method used for stream circuit. As an example consider the following
circuit [Mak08, § 4].
S +
C M
σ
τ
ρ1
ρ2
ρ3
ρ4
ρ5
First note that,
ρ1 = odd(σ) ,
ρ2 = ρ3 = ρ5 = even(σ) ,
ρ4 = odd(σ) + even(σ) ,
τ = Z2(even(σ), odd(σ) + even(σ)) .
Assume we input the stream σ = X/(1−X)2 = (0, 1, 2, · · · ) to the above
circuit. It can be easily shown that (cf. the example at the end of Section 5),
even(σ) =
2X
(1−X)2 , odd(σ) =
1 +X
(1−X)2 .
18 M. Niqui and J.J.M.M. Rutten
Subsequently we derive
τ = Z2(
2X
(1−X)2 ,
1 + 3X
(1−X)2 )
=
2X2
(1−X2)2 +
X + 3X3
(1−X2)2 =
X(1 + 2X + 3X2)
(1−X)2(1 +X)2 .
Evidently, by sequencing splitters and mergers one can synthesise feed-forward
circuits for calculating dyadic (2n-ary) take and zip and functions. I.e., we can
build circuits for calculating T l2n Z2n . This suggests that by adding new splitter
and merger gates with p input and output ports, where p is a prime number, we
can synthesise circuits for calculating general take and zip functions T ln and Zn.
We do not consider this issue in the present paper.
While feed-forward extended stream circuits are relatively easy to analyse,
allowing feed-back will complicate the matter. First of all we need to formulate
well-formedness rules with respect to the topology of the circuit, whose purpose
would be to prevent overconsumption from happening (overproduction is not
a problem, since we assume that connecting lines are buffers). Intuitively this
means that for any possible path in the circuit, splitters should be directly con-
nected to the global input or be preceded by appropriate number of mergers. In
future work we plan to make such rules more formal. For now we give an example
a non well-formed circuit demonstrating the problem of overconsumption.
+σ Sρ1
R ρ2ρ3
τ
In the circuit above, assuming there is a flow, one can take the second deriva-
tive of the behavioural equations for ρ1 and obtain the contradiction in the form
of following identity.
ρ1(2) = σ(2) + ρ1(2) .
We conclude this section by giving an example of a non-rational stream that
can be calculated using the extended stream circuits. This will demonstrate that
adding splitter and merger will indeed extend the class of definable streams with
respect to those of the ordinary stream calculus. Our example is the Prouhet–
Thue–Morse sequence which is an algebraic non-rational6 stream over F2(X).
The stream, which we denote by Ψ is given by the following behavioural differ-
ential equations.
Ψ(0) = 0 , Ψ ′(0) = 1 ,
Ψ ′′ = Z2(Ψ ′, Ψ ′) ;
where σ is the bit-wise negation of σ itself defined as
σ(0) = ¬σ(0) , σ′ = σ′ .
6 Proof of this fact can be found in [Fog02].
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Consider following extended circuit which contains only one merger.
Cσ
ρ1
+
ρ2
Cρ3
R
ρ4
ρ5
ρ6 + ρ7 C
ρ8
C
ρ9
ρ10
+ρ11
ρ12
M
ρ13
R
ρ14
ρ15 R τ
−1
Note that the −1-multiplier is meaningful since we are working in a field.
Then by calculating the intermediate values ρi one observes that:
ρ1 = ρ6 = σ ,
ρ2 = ρ3 = ρ5 = σ +X × ρ2 = 11−X × σ ,
ρ4 =
X
1−X × σ ,
ρ7 = ρ8 = ρ9 = ρ12 = ρ15 = σ + ρ14 ,
ρ10 = −ρ7 ,
ρ11 =
1
1−X × σ − ρ7 ,
ρ13 = Z2(ρ7,
1
1−X × σ − ρ7) ,
ρ14 = X × Z2(ρ7, 11−X × σ − ρ7) ,
τ = X × ρ7 .
Form here we can obtain
ρ7 = σ +X × Z2(ρ7, 11−X × σ − ρ7) .
Hence if σ = [1] = (1, 0, 0, · · · ) is input to this circuit then τ = Ψ .
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8 Discussion and Future Work
have studied various data independent operations for partitioning, projecting or
merging streams. These operations are usually studied in the context of dataflow
programming, while we showed that the operations and many of their properties
can be defined using elements of stream calculus, namely behavioural differential
equations for definitions and coinduction proof principle for proofs. Furthermore
we focused on take and zip operations, for merging and splitting of data that
are widely used elements in dataflow programming [BS¸01, Mak08] and models of
concurrency [Arb04]. We dealt with the fact that splitting and merging preserves
well behaved and well patterned class of streams namely rational and algebraic
streams. While some of those results were known in the literature, we present
them in the framework of stream calculus. Finally we showed how adding two
new gates, namely dyadic merger and splitter will enlarge the class of streams
that are realisable using stream circuits to beyond rational streams and into the
realm of algebraic streams.
There are several issues and directions for future work.
Automated coinduction proofs In Section 3 we showed how to use coinduction to
prove the Drop exchange rule by finding a bisimulation. There are in fact tools
for automatically finding bisimulation, e.g. the CIRC tool [LR07]. We applied
CIRC and it could drive the rule D02 = D
0
4 ◦ D25 ◦ D46 . The CIRC tool uses
a special technique called circular coinduction, a a partial decision procedure,
whose success depends on the type of bisimulation to be found. Our goals is to
investigate further the different type of bisimulation that will arise in Periodic
Drop Take Calculus (PDTCS) of Mak [Mak08] and examine the applicability of
circular coinduction to them.
Extended stream circuits We plan to investigate precisely which class of streams
are realisable using extended stream circuits of Section 7. For this we will also
study extended circuits with p-adic merger and splitter where p is a prime num-
ber. Moreover the question of well-formedness with respect to the topological
properties of the circuits needs to be investigated. As a related problem we are
interested in finding a closed formula for even and odd (and their n-ary counter-
parts). Intuitively these functions correspond to the roots of unity (cf. [Wil94,
§ 2.4], and Lemma 9 on periodicity of take). This implies that one could use
hyperbolic functions (e.g. cosh) to represent the effect of even in the stream
calculus. We plan to make this connection more formal.
Coalgebraic semantics Earlier work on stream calculus has led to a coalgebraic
treatment of rational power series [Rut08]. Advantage of the coalgebraic mod-
elling is that it present a unified way for dealing with stream circuits, stream
functions and transducers. Above all it helps in dealing with various types
of bisimulations. We intend to study the material of Section 7 in a coalge-
braic setting, by looking into the systems based on causal functions and be-
yond [Rut06, UV08, Kim08].
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