Abstract: Mobile Wireless Sensor Networks is being an attractive field due to its applicability to an increasingly amount of mobile scenarios such as wild monitoring, disaster prevention, object guidance and health monitoring. In addition, since the sensors have limited batteries, data routing has to be planned strategically in order to extend the battery lifetime as much as possible [1] [2] . In this paper, we assume GPS free sensor devices, where considering a predictive technique to estimate the sensor position in a circular trajectory scenario can be useful to know when the sensor will be as close as possible to a sink, and then, help us to reduce the energy consumption by the fact of transmitting data at a short distance respect to the sink. In this paper, we propose an predictive algorithm based on Kalman filter techniques to estimate the proper time at which the sensor is close as much as possible to a sink, in order to reduce the energy consumption in the sensor. Specifically, we propose the usage of two Kalman Filters. One Kalman Filter is used for estimating the Received Signal Strength Indicator (RSSI) level based on several control packets received at the sensor device. This RSSI estimation indicates the distance from the mobile sensor device to the sink at a given time. The second Kalman Filter, based on the outputs from the first Kalman Filter, estimates the angular velocity and the angle of the mobile sensor device at a given time. Once this information is processed, it is possible to estimate the mobile sensor position in a circular trajectory in order to determine how much close is the mobile sensor device respect to the sink. In addition, the communication channel noise may affect the packet content, generating non-accurate information measurements at the receptor. For this reason, our proposal is evaluated under different noise channel levels and compared against a traditional technique. Our predictive routing algorithm shows better results in terms of distance accuracy to the sink and energy consumption in noisy communication channels.
Introduction
this indicates employing more power transmission to set a communication link, which represents more energy consumption [1] [2] .
Given the scenario described above, a possible solution would consist to implement energy efficient routing techniques considering the sensor position to know accurately when the sensor is near to a sink. Some of these solutions propose the usage of sensors equipped with GPS devices, called GPS non-free approaches. However, these GPS non-free solutions have in most of cases drawbacks such as high implementation costs, delays for acquiring position information and non-accurate position information [3] . In addition, these types of solutions require an extra chip for the GPS [4] , whereby more energy consumption is experimented.
In this sense, GPS free solutions can be a viable option to solve the problem described above through using predictive techniques to estimate when it is pertinent to send data packets a sink [3] . However, the prediction processes must take into account external factors such as the inherent noise introduced by the wireless channel in the environment. For this purpose, one of the most well-known and often-used tool is the Kalman Filter. It is basically a predictorcorrector type estimator that minimizes the estimated error covariance when some presumed conditions are accomplished. The Kalman Filter has been the subject of extensive research and application, for instance in the area of autonomous or assisted navigation [8] . Thanks to the advances of digital computing, currently the Filter is practical in many applications, and due to its simplicity and robustness it can be used in sensor devices since they have severe computation and memory constraints [2] , [8] .
In this paper, we propose an energy efficient routing algorithm based on Kalman Filtering techniques to predict a future state of the system in order to determine the accurate time to send data packets from a sensor to a sink in despite of the wireless channel noise. Specifically, we propose the usage of two Kalman Filters. The first Kalman Filter is employed for estimating the RSSI level based on several control packets received at the sensor device. This RSSI estimation indicates the distance from the mobile sensor device to the sink at a given time. The second Kalman Filter, based on the outputs from the first Kalman Filter, estimates the angular velocity and the angle of the mobile sensor device at a given time. Once this information is processed, it is possible to estimate the mobile sensor position in a circular trajectory in order to determine how much close is the mobile sensor device respect to the sink.
The remainder of the paper is organized as follows: Section II shows in detail the problem description as well as the theoretical basis and the algorithm of our solution is shown in section III. In Section IV, we present results for the predictive approach and the classical solution showing the advantages and disadvantages of them. Finally, in Section V, we show conclusions and present future directions of our work.
Problem Description
The scenario to be analysed is shown in the figure 1, which it is compound of at least two sinks, s 1 and s 2 , and one sensor (target) t attached to an entity (human, animal or object) describing a circular trajectory. For illustrative reasons, our application case will be an athlete monitoring scenario, in which it is assumed a sensor will be attached to an athlete for sending and collection of physiological data. The scenario characteristics is described in detail below.
In the circular trajectory, the target will have an angular velocity w k which it is assumed to be constant. However, the angular velocity and the circular trajectory are assumed no ideal such as in real life application scenarios, whereby we assume these variations follow a Gaussian distribution with mean µ = 0 and with a standard deviation σ defined in detail later. This means the target angular velocity will increase or decrease according to a Gaussian distribution along the circular trajectory, and likewise, the radius r of the circular trajectory will have a little 502 Y. Donoso, G. A. Montoya, F. Solano variation in time following also a Gaussian distribution. In addition, it is assumed there are two sinks located close to the road, (s 1 and s 2 ) with a fixed D distance between them. Further, we assume there is always a noisy wireless link communication between sinks and the target t.
Due to the target is compound of a wireless sensor with a limited battery, it must be used efficiently in order to extend its lifetime for future usage. The target has to collect relevant information which must be sent to any sink each certain time in order to use efficiently the sensor buffer, which also is limited. For our case, we assume the best time to send data is when the target is as close as possible to a sink. Due to, for our case, it is not possible to know at any time the accurate position of the target, knowing the distance between the target and a sink could be a encouraging start to determine the target position. The distance can be inferred by extracting the RSSI value of a packet, however, the noise can disturb our measurements, and then, affecting our position estimation. As a result, our problem consists how to send the data collected by the target in an efficient energy way without knowledge of the target position in the circular trajectory, taking into account the negative noise effects caused by the wireless channel to estimate distances.
Given the problem above, a classical/intuitive solution, proposed by us, would be the target receiving a packet at each time with its correspondent RSSI value to establish how close it is from a sink. In a similar way, our novel proposal also uses the RSSI attribute, but more times than the classical solution, employing an algorithm which use the Kalman filter basis.
Proposed solution
Taking into account the figure 1, our proposed solution would estimate when the target is close to a sink based on d 1 , d 2 and D distances, the angular velocity W k and the angle variation θ k . Once these variables are calculated, it is possible to estimate when the target will be as close as possible to a sink.
The d 1 and d 2 distances can be inferred through the RSSI measured when the sinks and the target interchange control messages. However, a RSSI value can be unstable since it is affected by the wireless channel, in other words, by the noise introduced by the channel itself. In this sense, it could be not enough to estimate the distance based only on a unique RSSI value, because it could be a wrong estimation. For this reason, in order to do a suitable estimation of distances, it is required to collect more than one RSSI values, which, in turn, will provide proper estimated values of w k and θ k variables. The quality of these variables is very important since it will allow to estimate properly the moment in which the target should send its data to a sink. As a result,
the more RSSI values are sampled, the higher quality of w k and θ k is obtained. However, the above will produce more energy consumption because more control packets are transmitted, and then, it has to be considered at setting parameters for the simulation. In addition, it is necessary to determine how many control packets should be sent in order to obtain suitable distance estimations and, at the same time, saving energy consumption to extend the lifetime of the sensor, and avoiding the noise negative effects.
In terms of energy consumption, it is necessary to consider consumption by transmission and reception in the sensor. For transmission, the energy consumption is defined as (E elec + E amp ) * k * D n , while for reception, it corresponds to E elec * k. E elec is the energy consumption for codification, modulation and filtering, and E amp corresponds to energy consumption for the T ransmitterP owerAmplif ier [5] . Additionally, the following parameters values are assumed: E elec is 50nJ/bit, E amp is 100pJ/bit/m 2 , n is assumed to be 2 and D corresponds to the distance to send a k-bit packet [6] .
In addition to determine the number of packets for distance estimations, it is necessary to define a ∆t at which the samples will be taken. If ∆t is too high, that is, the frequency to take samples is too low, is highly probable that the closest distance to a sink generated by the solution will be too high respect to the theoretical best distance to a sink. On the contrary, if ∆t is too low, the solution will be quite better than the previous, but at the expense of a lot of energy consumption.
Kalman filter applied to our proposal
The Kalman filter is a recursive algorithm, which is compound of two phases, as shown in the figure 2 , that are performed iteratively: a Prediction phase and a Correction phase. For space reasons, the Kalman filter basis are omitted, but if you are interested in the basis details, you can refer to [7] [8]. We propose to perform two Kalman Filters as it is shown in the Figure 3 . One Kalman filter for RSSI and distances (d 1 and d 2 ) , and the other one for θ k and w k estimations. For the first one, since we are assuming the RSSI and distances estimated should converge to a constant value, the matrix A, indicated in Figure 2 expressions (I), (III) and (IV), must be equal to "1" according to the Kalman Filter theoretical basis. In addition, the observation matrix H also has 504 Y. Donoso, G. A. Montoya, F. Solano 
In the expression above, notice that the angular velocity is indicated in uppercase and the process noise in lowercase. The A matrix expressed in (1) indicates the transition model state which, basically, defines the circular trajectory of the target. Notice that ∆t indicates the time in which we want generate the next k th state of the system. The ∆t should not be selected arbitrary since a too high value of ∆t will generate excellent results but at the expense of a high energy consumption, and a too low value of ∆t will not afford accurate target position. In the Algorithm1 is presented the main aspects of our solution. In addition, a block diagram in the figure 3 is shown to complement the pseudocode explanation.
In line 2, the target is moved with an angular velocity w s , an angle displacement θ s during a lapse of ∆t s for the movement simulation of the sensor, which is indicated with the index s. In line 3, ∆t k indicates the lapse in which the samples for Kalman algorithm will be taken. In 6, P aq tx indicates the number of packets with RSSI values in order to do a proper estimation using a Kalman algorithm, that is, to generate the values indicated in line 8 and 9. In 10, it is predicted the RSSI for s 1 and s 2 according to the previous corrected values using a Kalman filter. In 11, the estimated distances to s 1 and s 2 are predicted based on the estimated RSSI previously obtained.
In 13, a Kalman filter is applied overd1
− k to obtain the corrected valuesd1 k and d2 k . Once the distances has been calculated in 13, in line 14 the cosine law is applied to calculatē θ k based on the values ofd1 k ,d2 k , r and D (Figure 1 ). Due toθ k and ∆t k is possible to obtain W k based on the expression (1). Notice thatθ k and ∆t k correspond to the observed values z k indicated in the expression (II) of the Figure 2 . In line 15 and 16, based mainly on observed values θ k andW k ; the transition model state matrix A described in the expression (1) Set n = P aq tx
7:
for i = 1 to n do
8:
Generate RSSI1, RSSI2 + W hite N oise
9:
Send RSSI packets to the sinks 10: 
Results
Before to show the results, it is necessary to present the following figures, which represent some performance aspects of the traditional and our proposed solution. The figures a.1) and a.2) show the prediction based on Kalman for a noise of 0.01 and 0.1, respectively, and for 20 packets to determine a distance at a given time. In the figure a.1), as the noise is lower than a.2), the prediction is more accurate than a.2). In the figures b.1) and b.2) is presented the delta angular velocity for a noise of 0.01 and 0.1, respectively, in order to determine the target position in a given time. In b.2), as the noise is quite high, the prediction is more variable than b.1). As a result, in b.1) the target position is more accurate than b.2).
For c) and d) figures, the main simulation parameters were: ∆t k = 700ms, P aq tx = 200, DataSizef orT ransmission equal to 500KB, P erimeter = 400m and T argetSpeed = 5.52m/s. In c) it is presented the energy consumption for both traditional and our proposed solution according to different noise values. For 0.1, 0.2, and 0.3 noise values, the traditional has a lesser energy consumption than our proposed solution. However, for values higher than 0.3, our proposed solution presents a lesser energy consumption because the traditional solution behaviour is affected by the high noise level. The performance is affected due to sending extra data transmission caused by the high noise present in the communication channel. In d), the distance from the target and the sink 2 is calculated at the moment of data transmission for both traditional and our proposed solution. From 0.1 to 0.3 the performance for both are quite similar. However, for values higher than 0.3 our algorithm outperforms classic solution since it less prone to disturbances caused by noisy wireless channels.
Conclusions
In this paper, we propose a predictive algorithm based on Kalman filter techniques to estimate the proper time at which the sensor is close as much as possible to a sink, in order to reduce the energy consumption in the sensor.
We propose an energy efficient routing algorithm based on Kalman Filtering techniques to predict a future state of the system in order to determine the accurate time to send data information from a sensor to a sink. The theoretical basis and operation of our algorithm is explained in detail, and its performance is evaluated for an athlete monitoring scenario for illustrative reasons.
The main conclusion of our proposed solution is about its performance in noisy communication channels. It means that the energy consumption of our algorithm is lesser than the traditional method, presenting less impact for noisy communication channels.
