The instance complexity of a string x with respect to a set A and time bound t, ic t (x : A), is the length of the shortest program for A that runs in time t, decides x correctly, and makes no mistakes on other strings (where \don't know" answers are permitted). The Instance Complexity Conjecture of Ko, Orponen, Sch oning, and Watanabe states that for every recursive set A not in P and every polynomial t there is a polynomial t 0 and a constant c such that for in nitely many x, ic t (x : A) C t 0 (x)?c, where C t 0 (x) is the t 0 -time bounded Kolmogorov complexity of x. In this paper the conjecture is proved for all recursive tally sets and for all recursive sets which are NP-hard under honest reductions, in particular it holds for all natural NP-hard problems. The method of proof also yields the polynomial-space bounded and the exponential-time bounded versions of the conjecture in full generality. On the other hand, the conjecture itself turns out to be oracle dependent: In any relativized world where P = NP the conjecture holds, but there are also relativized worlds where it fails, even if C-complexity is replaced by Sipser's CD-complexity. Additionally it is proved that the instance complexity measure is noncomputable and it is investigated whether for every polynomial t there is a polynomial t 0 such that C t 0 -complexity is bounded above by CD t -complexity.
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Introduction
Instance complexity was introduced by Ko, Orponen, Sch oning, and Watanabe 11, 18] (see also 13, Section 7.3.3]) as a measure of the complexity of individual instances of a decision problem A. Intuitively, the instance complexity ic(x : A) of x with respect to A is the length of the shortest program p which correctly computes A (x) and does not make any mistakes on other inputs (it is permitted to output \don't know" answers). In this paper we consider the resource-bounded version ic t (x : A) where the running time of p is bounded by some polynomial t.
The trivial program which contains an encoding of x shows that ic(x : A) is bounded by the Kolmogorov complexity of x. This fact can be transferred to the time-bounded setting. An instance x is called hard if this trivial upper bound is already optimal, i.e., there is no easier way to decide x than to explicitly encode x into the program. The \Instance Complexity Conjecture" of Orponen et al. 18] states informally that every complex set has in nitely many hard instances. More precisely, in the polynomial-time bounded setting it is conjectured that every recursive set A not in P must have p-hard instances, i.e., for every polynomial t there is a polynomial t 0 such that ic t (x : A) C t 0 (x) + O(1) for in nitely many x, where C t 0 (x) denotes the t 0 -time bounded Kolmogorov complexity of x.
In this paper we prove several natural special cases of the conjecture and provide relativized counterexamples which show that our results are essentially optimal with regard to relativizing proof techniques.
We rst show that the conjecture holds for all recursive tally sets which illustrates our basic proof technique. As a corollary we obtain the previous results of 18] as well as a proof of the conjecture for p-bi-immune sets, sets with co-sparse complexity cores, and leftcut sets. Of particular interest is the class of NP-hard sets. In this direction Orponen et al. 18] proved that every set which is NP-complete under honest mreductions has p-hard instances, unless E = NE. We obtain a strong improvement of this result: All sets which are NP-complete under honest Turing reductions have p-hard instances, unless P = NP. In 18] a weak form of the conjecture is shown where the time bounds depend on the complexity of A. We show that the dependence on A can be removed. It also follows that the polynomial-space bounded and the exponential-time bounded version of the conjecture hold in full generality.
The Instance Complexity Conjecture cannot be settled with relativizable methods, since we construct relativized worlds where it holds and where it fails. In fact, it may even fail for sparse sets, p-immune sets, and p-selective sets which shows that there is not much room for improving our results above by relativizing techniques. We also show that the CD-version of the conjecture|where C-complexity is replaced by Sipser's CD-complexity|fails in some relativized world. This is interesting because CD-complexity is much closer to instance complexity than C-complexity.
In addition, we show that the ic-measure is not computable con rming another conjecture from 18].
Finally, we compare time-bounded C-and CD-complexity and investigate whether for every polynomial t there is a polynomial t 0 such that C t 0 -complexity is bounded above by CD t -complexity.
Notation and de nitions
For general background and unexplained notions we refer the reader to the textbooks 2, 3, 13, 19] . For the convenience of the reader we recall a few de nitions that will be used later.
We consider strings over the alphabet = f0; 1g. The length of a string x is denoted by jxj; is the empty string. A set A is called a leftcut set if there is an in nite string r 2 ! such that A = fx 2 : x < rg. Here < is the dictionary ordering of strings with 0 less than 1.
A set A is self-reducible if there is a polynomial-time bounded oracle Turing machine M such that M A (x) = A (x) and M A with input x queries only strings of length less than jxj. A is d-self-reducible if M A (x) accepts i at least one of the queries is answered positively. E = S c>0 DTIME(2 cn ) and NE = S c>0 NTIME(2 cn ). UP is the class of all languages which are accepted by nondeterministic polynomial-time Turing machines with unique accepting computations. FewP is the class of all languages which are accepted by nondeterministic polynomial-time Turing machines M for which there is a polynomial r M such that for all inputs x there are fewer than r M (jxj) accepting computations of M on x.
Our machine model is the class of deterministic Turing machines with three input tapes and an arbitrary number of work tapes. where t 0 = O(t log t).
The following observation characterizes the class P. This motivates the following interesting special case of Conjecture 6, which is to a larger extent independent of the machine model.
Conjecture 9
Every recursive set A 6 2 P has p-hard instances.
Clearly, Conjecture 9 follows from Conjecture 6. By de nition, the CD-complexity is an upper bound for the instance complexity in the following sense. 
Positive results
As partial evidence for Conjecture 9, Orponen et al . 18] show that every E-complete set has p-hard instances, and SAT has p-hard instances unless E = NE (see 18, Corollary 5.6, 5.7]). Both results can be deduced from the following new 1 theorem. In the proof we introduce the basic construction on which we build later.
Theorem 12 Every recursive tally set A 6 2 P has p-hard instances. Proof: Assume that A 0 is a recursive tally set and A 6 2 P. We rst present an informal outline of the construction. Since A is tally we know that the potentially hard instances are in 0 . The idea is to build programs p which, on empty input, compute strings 0 n in t 0 (n) = O(n 3 t(n)) steps and diagonalize against all programs q with jqj jpj that might witness ic t (0 n : A) jpj. Since C t 0 (0 n ) jpj, this implies that ic t (0 n : A) C t 0 (0 n ), as required. For the diagonalization we want to ensure that U t (q; 0 n ) =? or U t (q; 0 n ) ", for all A-consistent q; jqj jpj. To this end we run a slow simulation of the decision procedure of A, so that eventually all A-inconsistent programs can be eliminated. Simultaneously we check for larger and larger n whether U t (q; 0 n ) =? or U t (q; 0 n ) " for all q; jqj jpj that currently appear to be A-consistent.
From some stage on we will be considering only A-consistent programs q, though during the construction we never know for sure when this happens. If a suitable n is not found, then for almost all n there is an A-consistent q; jqj jpj such that U t (q; 0 n ) = A (0 n ). In this case we can amalgamate the nitely many q's and obtain a new program that decides A in polynomial time, contradicting the hypothesis. Thus, a suitable n is eventually found, and the program p terminates. Note that though 0 n is a hard instance its Kolmogorov complexity may be very low.
Now we turn to the formal details. Let t be a given polynomial of the form n k +k, Stage n :
(1) Spend n steps in computing N(x i ) for i = 1; 2; : : :, and let be the maximal initial segment of A which has been computed in this way. (2) Eliminate all q from I which are not t-compatible with .
(3) Compute U t(n) (q; 0 n ) for all q 2 I.
If one of these values is in f0; 1g then goto stage n + 1.
Else let M(p) = 0 n and halt. The correctness is veri ed as follows:
a.) M(p) terminates for all p: Suppose for a contradiction that M(p) does not terminate. Then n increases in nitely often and denotes larger and larger initial segments of A . Let I 0 denote the nal value of I, and let n 0 be the stage when this nal value is reached. Since is unbounded it follows that for all q 2 I 0 and all m, if U t(m) (q; 0 m ) 2 f0; 1g then U t(m) (q; 0 m ) = A (0 m ). Since no stage n n 0 terminates it follows that for every n n 0 there is q 2 I 0 with U t(n) (q; 0 n ) = A (0 n ). Thus, if we amalgamate the programs in I 0 and patch the nitely many arguments 0 m ; m < n 0 , we obtain an O(t)-time bounded algorithm for A, so A 2 P, a contradiction. c.) There are in nitely many n such that M(p) = 0 n for some p.
d.) If M(p) = 0 n then ic t (0 n : A) > 2 jpj. This is clear, since the algorithm terminates only if U t(n) (q; 0 n ) 6 2 f0; 1g for all A-consistent q with jqj 2 jpj. Hence there is a polynomial t 0 such that for in nitely many n: ic t (0 n : A) > 2 jpj 2 C t 0 M (0 n ). By invariance, there is a polynomial t 00 and a constant c such that for all x, C t 00 (x) C t 0 M (x) + c. Thus, ic t (0 n : A) > C t 00 (0 n ) for in nitely many n. Remark: Note that with a slight modi cation we can even show that for every recursive function f there are in nitely many n such that ic t (0 n : A) > f(C t 00 (0 n )). To achieve this M(p) rst computes f(jpj) and initializes I = fq : jqj 2jpj + f(jpj)g and n = jIj+(number of steps to compute f(jpj)). The rest of the construction is identical.
This result stands in contrast to Fact 5 which states that the Kolmogorov complexity is an upper bound of the instance complexity. However, time-bounded Kolmogorov complexity is very sensitive to small changes of the time bound and if we slightly increase the time bound, as it happens above where t 00 > t, then the Kolmogorov complexity may decrease such that the old values are no longer within any recursive function of the new ones. In comparison with the absolute nature of unbounded Kolmogorov complexity this is somewhat pathological. We now present several corollaries of Theorem 12 and its proof. By a result of Hartmanis 7] , if E 6 = NE then there is a tally set in NP ? P which in turn is reducible to SAT by a length increasing reduction. Thus, as above, SAT has p-hard instances. has p-hard instances and it easily follows that A has p-hard instances, too. (b) Suppose that C is a co-sparse complexity core for A and let r be a polynomial such that jC \ n j 2 n ?r(n). We modify the construction of Theorem 12 and search the hard instances within the lexicographically rst r(n) + 1 strings of each length n, let this set be denoted by ? n . In step (3) we compute U t(n) (q; x) for all q 2 I and all x 2 ? n . If an x 2 ? n is found such that none of the values U t(n) (q; x) is in f0; 1g, then let M(p) = x and halt. Otherwise, goto stage n + 1. Clearly, the computation in stage n requires only O(n 2 r(n) t(n)) many steps. It su ces to show that M(p) terminates, the rest is analogous as above. If M(p) does not terminate, then the amalgamation of the A-consistent programs in I computes A correctly in polynomial time for almost all x in B = S n ? n . Since B \ C is in nite and B 2 P, C is not a complexity core, a contradiction. Thus M(p) terminates.
(c) Suppose that A 6 2 P is a leftcut set, as witnessed by the in nite string r 2 ! .
There are recursive leftcut sets which are not even p tt -equivalent to any tally set 16]. Thus, the result does not follow from Theorem 12 and Lemma 13.
Instead we modify the construction of Theorem 12 as follows: In step (3) we try to nd the lexicographically greatest x 2 n such that x 2 L (i.e., x is a pre x of r). If we had an oracle for A, this could be done with n queries using binary search. Instead of A we use the amalgamation of the programs in I for that purpose. If we query z 2 n and nd that U t(n) (q; z) 6 2 f0; 1g for all q 2 I, then we let M(p) = z and halt. Otherwise, we assume that the answer is minfU t(n) (q; z) : q 2 Ig and continue the search. If the search terminates, say with x = y n , then we go to Stage n + 1. Again, it only remains to show that M(p) is eventually de ned. Otherwise, for almost all n, the answers given by the amalgamation are correct and y n is indeed the pre x of r of length n. Since y n is computed in polynomial time in n, it follows that A 2 P, a contradiction. Thus, M(p) terminates.
Remark: Since p-bi-immune sets are not meager in E and have measure 1 in E (see 15] for the de nitions and proofs), the same holds for sets with p-hard instances. For NP-hard sets we can further exploit the idea from the proof of Corollary 15, (c), to get the following strong improvement of Corollary 14.
Theorem 16 Every recursive set A which is NP-hard w.r.t. honest p-time Turing reductions has p-hard instances unless A 2 P. Proof: For every polynomial t we let L t be the set of all triples (x; 0 n ; I), x 2 , n 2 N, and I a nite subset of , such that there is a string z 2 n which extends x and U t(n) (q; z) 6 2 f0; 1g for all q 2 I. Clearly L t 2 NP. Suppose we are given L t as an oracle. Then on input (0 n ; I) we can check whether there is a string z 2 n with U t(n) (q; z) 6 2 f0; 1g for all q 2 I, and if this is the case, then such a z can be computed by \pre x searching" (see 2, p. 61]) with n queries to L t . The number of steps is bounded by a polynomial in n + size(I). Now assume that A is a recursive set which is NP-hard w.r.t. honest p-time Turing reductions and x a polynomial t. Since L t 2 NP , there is a polynomial-time bounded oracle Turing machine M 0 and a polynomial r such that L t = M A 0 and, for all x; y and all oracles X, if M X 0 queries y on input x, then jxj r(jyj).
We proceed as in the proof of Theorem 12, i.e., we de ne an algorithm M to witness that C t 0 M (x) ic t (x : A) for some polynomial t 0 and in nitely many x. Let N be a decision procedure for A. M computes as follows for input p:
Let I = fq 2 : jqj 2 jpjg. Let n = jIj. Goto stage n.
Stage n : (1) Spend n steps in computing N(x i ) for i = 1; 2; : : :, and let be the maximal initial segment of A which has been computed in this way. (2) Eliminate all q from I which are not t-compatible with . (3) Using L t as an oracle, search for a string z of length n such that U t(n) (q; z) 6 After some stage n 0 all programs in I = I 0 are consistent with A. Consider any stage n > n 0 . Let H n = fz 2 n : (8q 2 I 0 ) U t(n) (q; z) 6 2 f0; 1g]g. If H n 6 = ;, then the pre x search nds an element z 2 H n . By the consistency of I, every answer to a query in the simulation exists (otherwise we terminate) and is correct. Thus, the only reason, why stage n was not successful, is that H n = ;. Hence if we amalgamate all programs in I 0 and patch nitely many exceptions, we obtain A 2 DTIME(t(n)), i.e., A 2 P. Corollary 17 Let C NP be any complexity class. Every set A which is C-complete w.r.t. honest p-time Turing reductions has p-hard instances, unless C P. In particular, SAT and QBF have p-hard instances unless P = NP or P = PSPACE.
We can apply the construction from the proof of Theorem 12 to arbitrary recursive sets not in P; then we have to consider all x of a given length, hence the running time increases by an exponential factor. However, it does not depend on A. Thus we get the following improvement of 18, Theorem 5.1].
Corollary 18 Let t(n) n be a nondecreasing time constructible function, and let A be a recursive set not in DTIME(t). Then there exists a constant c such that for in nitely many x, ic t (x : A) C t 0 (x) ? c, where t 0 (n) = c2 2n t(n)(n + log t(n)).
This shows that a corresponding version of Conjecture 9 holds for E and exponential time bounds: If A is a recursive set not in E then for every t 2 2 lin = f2 cn : c > 0g there is t 0 2 2 lin such that for in nitely many x, ic t (x : A) C t 0 (x). Similarly, the space bounded version of the conjecture holds, where P is replaced by PSPACE and ic t ; C t by their space bounded analogs.
Relativized counterexamples
The next result shows that Conjecture 9 cannot be settled with relativizing techniques. Let tow(0) = 1; tow(i) = 2 tow(i? 1) . Let x i be a Kolmogorov-random string of length tow(i) (i.e., C(x i ) jx i j), and let B = fx i : i 0g. Then for every polynomial t and almost all i we have C t;B (x i ) jx i j=2: If x i is computed by the universal oracle Turing machine U B in t(jx i j) steps from a string p, then for su ciently large i, the machine does not query any string of length tow(j) for j > i. Thus (b) None of the following properties implies in all relativized worlds that a recursive set A 6 2 P has p-hard instances:
(Thus, we cannot improve Theorem 12 and Corollary 15, (a), (c) in a relativizable way from \tally" to \sparse" or from \p-bi-immune" to \p-immune" or from \leftcut" to \p-selective", respectively. Also, using only d-self-reducibility does not su ce for showing that SAT has p-hard instances.) (c) For every function f(n) such that f(n)= log n is non-decreasing and unbounded there is a relativized world with P 6 = NP and for every A 2 NP there is a polynomial t such that ic t (x : A) = f(jxj) + O (1) They show that for every f(n) such that f(n)= log n is non-decreasing and unbounded there is an oracle B such that P B 6 = NP B and there is a set C 2 NP B which is p B f(n)-tt -hard for NP B . Furthermore, the queries of the tt-reduction only depend on the length of the input. Thus, for every A 2 NP B an A-consistent program which solves x only needs to know a program for the reduction, the length of x, and the f(jxj) many answers to the queries to C. This can be encoded in a string of length 2 log jxj + f(jxj) + O(1) = f(jxj) + O(1) for a suitably chosen f.
We might still hope to prove Conjecture 11, the CD-version of Conjecture 9. However, also in this case we can construct a relativized counterexample. The construction may be of independent interest.
Theorem 21 There is an in nite set B which contains only strings of length tow(k)
for all k 0 and no other strings, such that for every polynomial t:
CD t;B (x) jxj=5 for almost all x 2 B: Proof: Let n 1 be a constant large enough such that the inequalities (1), (2) , (3) below are satis ed. B is de ned in stage k on tow(k) as follows: Let B k = fx 2 B : jxj < tow(k)g, n = tow(k). If n < n 1 then let B \ tow(k) = ;. Otherwise, choose 2 n=4 strings x 1 ; : : : ; x 2 n=4 of length n such that C B k (x i jx j ) n=4 for all i 6 = j. For instance, let x be a random string of length n2 n=4 with C B k (x) jxj, split it up into 2 n=4 blocks of length n, and let x i be the i-th block. If C B k (x i jx j ) n=4 via p; jpj n=4, then we could describe x by p; i; j and the shortened string x where the i-th block is cut out. If we represent p; i; j in binary, each as a string of length n=4 (possibly with leading zeros), the concatenation of all these strings and of the shortened string x has length 3(n=4) + n(2 n=4 ? 1). Since n is uniquely determined by j j, all four components can be recovered from . Thus we would get the contradiction C B k (x) 3(n=4) + n(2 n=4 ? 1) + O(1) < n2 n=4 for all n n 1
Assume that 2 n > n log n for all n n 1 (2) Let I n = fx 1 ; : : : ; x 2 n=4g and let P n be the set of all 2 n=5 ? 1 programs of length less than n=5. If we run any p 2 P n on input x i 2 I n for at most n log n steps with any oracle then, by choice of n 1 , no string of length 2 n = tow(k + 1) can be queried.
If the oracle is M = B k D with D I n then no x j with j 6 = i can be queried.
Otherwise, consider the x j which is queried rst, say in step s n log n . Then we can describe x j from x i by jpj + 2 log s + O(1) n=5 + 2(log n) 2 + O(1) < n=4 (3) bits for n n 1 , which contradicts the hypothesis C B k (x i jx j ) n=4. For each p 2 P n let T p denote the set of all x 2 I n such that U B k fxg (p; x) = 1 in at most n log n steps.
By the remarks above, if x 2 D I n then the rst n log n steps in the computations of U B k fxg (p; x) and U B k D (p; x) are identical. (*)
Now we reduce the set I n by the following procedure: Let D = I n ; H = P n . ? otherwise.
For simplicity we assume that the p i are all (n + 1)-time bounded; clearly there exist optimal interpreters with this property; in general one would have to replace (n + 1) by c n log n + c where the constant c depends on the interpreter.
Let L i = fhi; xi : x 2 g. Uniformly in i we de ne A on L i as follows. Let i be xed and let x 0 ; x 1 ; : : : be the listing of L i according to the standard ordering. We will put at most one x s into A. The goal is to diagonalize against the i-th partial recursive function ' i , i.e., we want to make sure that ' i (e) 6 = ic t (x e : A) for some e.
Let ' i;s (x) denote the result, if any, after s steps of computation of ' i (x).
Step 0 : Let e 0 = 0.
Step m + 1 : Search for the least s > e m such that ' i;s (e m ) # jp i j. Let Since there are only nitely many possible values for I m the construction halts at some step m 0 + 1 where some x s is put into A and I j = I m 0 for some j < m 0 . Note that every A-consistent program q with jqj jp i j and U t (q; x e j+1 ) = 0 = A (x e j+1 ) is a member of I j . But, by the action in step m 0 + 1, no member of I m 0 = I j is A-consistent. Thus ic t (x e j+1 : A) > jp i j ' i (e j+1 ), a contradiction.
Hence it follows that x: ic t (x : A) is not a recursive function.
C versus CD
In the previous sections we have compared instance complexity and Kolmogorov complexity. Since CD-complexity can be seen as a special case of instance complexity, it is natural to investigate the connection between C-and CD-complexity. We consider the question whether, with respect to polynomial time bounds, the C-complexity can be bounded by the CD-complexity. This is formally stated by the following hypotheses. (H1) For every polynomial t there is a polynomial t 0 and a constant c such that for all x; y: C t Theorem 24 (H1) , (1SAT,SAT) 2 P. Proof: (() Let t be a xed polynomial. If there is a polynomial time algorithm for (1SAT,SAT) then we can determine in polynomial time for each t-time bounded program p, each y, and each n, the unique x 2 n such that U(p; y; x) = 1, if such an x exists. Now (H1) follows easily. ()) We assume that assignments a of a Boolean formula are padded such that jaj = j j. There is a program p and a polynomial t such that for every Boolean formula and assignment a: U(p; ; a) = 1 if (a) = true; 0 otherwise. Thus, for every Boolean formula with exactly one satisfying assignment a we get CD t (a j ) jpj. By hypothesis there is a polynomial t 0 and a constant c (independent of ) such that C t 0 (aj ) c. Thus, we get a polynomial time algorithm for (1SAT,SAT): On input , we simulate U(p 0 ; ; ) for at most t 0 (j j) steps for all p 0 with jp 0 j c. We accept only if one of them outputs a satisfying assignment of . Since only a constant number of programs is simulated, the computation runs in polynomial time.
Trivially, (H1) implies (H2), but the converse might fail. However, we have the following partial converse.
Proposition 25 (H2) ) FewP \ SPARSE P. Proof: Let A be a sparse set and let M be a nondeterministic Turing machine that accepts A. Let jA \ n j, the running time of M, and the number of accepting paths all be bounded by a polynomial. For each n let l n = hx 1 ; w 1;1 ; : : :; w 1;m 1 ; : : :; x s ; w s;1 ; : : :; w s;ms i be the list of all elements x 1 < < x s in A \ n , where w i;1 ; : : :; w i;m i is the list of all accepting paths for x i in lexicographical ordering (we assume that jw i;j j > n).
Note that l n can be uniquely recognized in polynomial time if we are given n and m 1 + +m s . Thus, CD t (l n ) l(hn; m 1 + +m s i) = O(log n) for some polynomial t. Using (H2) it follows that C t 0 (l n ) = O(log n) for all n and some polynomial t 0 . This means that we can generate all elements in A \ n in polynomial time, hence A 2 P.
In fact, A is even p-printable (cf. 13, De nition 7.13]).
Open questions
In this paper we have answered many of the open questions from the literature concerning instance complexity. However, new questions turned up which we recommend for further study:
(1) Is there a complexity theoretic characterization of when every recursive set A 6 2 P has p-hard instances? Does GI, the graph isomorphism problem, have p-hard instances unless GI 2 P? (2) Resource bounded Kolmogorov complexity turned out to have many applications in structural complexity theory (see 13, Chapter 7] ). We believe that our instance complexity results and the techniques used in this paper should also have important consequences in complexity theory. (3) Does (H2) imply (H1) as de ned in Section 5, or is there a relativized counterexample?
