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Abstract
A methodology to compare cloud properties simulated by global climate models with those retrieved from
observations by satellite-based infrared (IR) sounders has been developed. The relatively high spectral
resolution in the CO2 absorption band of these instruments leads to especially reliable cirrus properties,
day and night. Additionally, bulk microphysical properties can be retrieved for semi-transparent cirrus, based
on the observed spectral emissivity differences between 8 and 11 µm. The particular intention of this study is
to compare macro- and microphysical properties of high cloudiness as represented by the model simulations
and the satellite data. For this purpose, a method has been developed to process the model output to be
comparable to the satellite measurements, as in other observational simulator packages (for example the
ISCCP-simulator). This simulator method takes into account i) the differences in horizontal resolution of the
model and the observations, ii) the specific observation time windows, iii) the determination of the pressure
of a cloud system, identified with the pressure at the middle of the uppermost cloud, and iv) the selection
of high clouds with specific cloud optical thickness ranges for the microphysical property retrieval using
IR sounder data. Applying this method to simulations by the global climate model ECHAM and TOVS
satellite observations has important effects. The frequency of high clouds selected from the model output by
using the method is significantly smaller than the total frequency of high cloudiness in the model. Largest
differences occur around the equator where the zonal mean frequency of high cloudiness is reduced by
about 30 % (relative change). The selection method is essential for the comparison of modelled and observed
microphysical properties of high clouds. The selection of high clouds from the ECHAM simulation according
to the optical thickness range of the TOVS data results in a reduction of the mean water path of high clouds
by factors of more than 3 compared to the case where also high clouds of other optical thicknesses are
considered. Furthermore, the selection by optical thickness causes a significant increase in the mean effective
cloud particle diameter. These changes significantly reduce the differences between the simulation and the
observations. The method can also be applied for comparisons with other IR sounder climatologies such as
from AIRS and IASI.
Zusammenfassung
Es wurde eine Methodik entwickelt mit deren Hilfe man Wolkeneigenschaften, die mit einem glob-
alen Klimamodell simuliert wurden, mit Beobachtungsdaten vergleichen kann, welche aus Messungen
mit satellitengestu¨tzten Infrarotsensoren abgeleitet wurden. Die relativ hohe spektrale Auflo¨sung der-
artiger Instrumente im CO2 Absorptionsband erlaubt eine zuverla¨ssige Bestimmung von Zirruseigen-
schaften, sowohl fu¨r Tag- als auch Nachtbedingungen. Zusa¨tzlich ko¨nnen, auf Basis von Differenzen
der spektralen Emissivita¨t bei 8 und 11µm, mikrophysikalische Wolkeneigenschaften semi-transparenter
Zirruswolken abgeleitet werden. Die spezielle Intention dieser Studie ist der Vergleich von model-
lierten makro- und mikrophysikalischen Eigenschaften hoher Bewo¨lkung mit derartigen Beobachtungs-
daten. Dazu wurde eine Methode entwickelt, die die Modellergebnisse hinsichtlich der Vergleichbarkeit
mit den Satellitendaten prozessiert, a¨hnlich wie in anderen Satellitensimulatoren (zum Beispiel dem
ISCCP-Simulator). Die Simulatormethode beru¨cksichtigt: i) die unterschiedliche horizontale Auflo¨sung
von Modell- und Satellitendaten, ii) die spezifischen Beobachtungszeitfenster, iii) die Bestimmung des
Druckes eines Wolkensystems, identifiziert mit dem Druck in der Mitte der obersten Wolke, und iv) die
Selektion hoher Wolken spezifischer optischer Dicke zur Ableitung mikrophysikalischer Wolkeneigen-
schaften aus den Infrarotsensordaten. Die Anwendung der Methode auf Simulationsergebnisse des Kli-
mamodells ECHAM und TOVS Satellitendaten hat wichtige Effekte. Die Ha¨ufigkeit der hohen Wolken,
welche mit der Methode aus den Modellergebnissen selektiert wurden, ist deutlich geringer als die gesamte
Ha¨ufigkeit hoher Wolken im Modell. Die gro¨ßten Unterschiede treten im Bereich des ¨Aquators auf, wo
die zonal gemittelte Ha¨ufigkeit der hohen Bewo¨lkung um etwa 30 % (relative ¨Anderung) verringert wird.
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(Fortsetzung Zusammenfassung) Fu¨r den Vergleich von
modellierten und beobachteten mikrophysikalischen Eigen-
schaften hoher Wolken ist die Selektionsmethode von
wesentlicher Bedeutung. Die Selektion hoher Wolken
aus den ECHAM-Simulationen, entsprechend der fu¨r
TOVS relevanten optischen Dicken, resultiert in einer
Verringerung des mittleren Wasserpfades hoher Wolken
um Faktoren von mehr als 3, verglichen mit dem Fall,
bei dem auch hohe Wolken anderer optischer Dicke
beru¨cksichtigt werden. Zusa¨tzlich bewirkt die Selektion
nach optischer Dicke eine signifikante Erho¨hung des Ef-
fektivdurchmessers der Wolkenpartikel. Diese ¨Anderun-
gen haben eine deutliche Verringerung der Abweichun-
gen zwischen Modell und Beobachtung zur Folge. Die
Methode kann auch zu Vergleichen mit Wolkenklima-
tologien verwendet werden, welche aus Messungen an-
derer Infrarotsensoren abgeleitet wurden, beispielsweise
aus AIRS- und IASI-Daten.
1 Introduction
Clouds are important regulators of the Earth’s radiation
budget and, therefore, play one of the key roles in the cli-
mate system. Cirrus clouds are the most frequent cloud
type in the upper troposphere. They cover 20–40 % of
the globe (e.g., LIOU, 1986; ROSSOW and SCHIFFER,
1999; WYLIE and MENZEL, 1999; STUBENRAUCH et
al., 2006, 2010) and have important effects on climate
(e.g., CHEN et al., 2000). Hence, cirrus clouds should
be properly represented in general circulations models
(GCM) which are used to study the global climate sys-
tem.
Many studies reveal that anthropogenic changes in the
concentration and properties of cloud forming aerosols
can lead to significant perturbations of cloud microphys-
ical and optical properties as well as cloud lifetime (e.g.,
LOHMANN and FEICHTER, 2005). These cloud pertur-
bations have the potential to affect climate significantly.
To investigate the global effects of aerosol-cirrus inter-
actions, LOHMANN (2002), LOHMANN and KA¨RCHER
(2002), and LOHMANN et al. (2003, 2004) included ice
microphysics and parameterizations of aerosol-induced
cirrus cloud formation in the ECHAM GCM. Micro-
physical ice cloud properties, particularly the ice wa-
ter content, the crystal concentration and effective size
(MCFARQUHAR and HEYMSFIELD, 1998), simulated
with the resulting model were evaluated by comparisons
with observational data gained from aircraft, radioson-
des and ground-based remote sensing. Satellite observa-
tions were mainly used to evaluate macrophysical cloud
properties like total or high cloud cover as well as cloud
radiative forcing. Hence, the evaluation of ice cloud mi-
crophysical parameters was restricted to specific loca-
tions and, in many cases, specific episodes. Therefore,
a supplemental evaluation of the modelled ice cloud mi-
crophysical properties from a global and long-term point
of view is desirable.
The relatively high spectral resolution in the CO2 ab-
sorption band of IR sounders allows a good identifica-
tion of cirrus clouds, day and night. These instruments
measure radiation emitted and scattered from different
levels of the atmosphere, and are on board different
satellites, since the early 1980’s: The TIROS-N Oper-
ational Vertical Sounders (TOVS; SMITH et al., 1979)
on board the NOAA polar satellites, then since 2002 the
Atmospheric InfraRed Sounder (AIRS; AUMANN et al.,
2003) on board the Earth Observing System (EOS) plat-
form Aqua, and the IR Atmospheric Sounding Interfer-
ometer (IASI) on board MetOp since 2006. The CO2
sensitive channels of these sounders allow the determi-
nation of cloud pressure and cloud IR emissivity of the
uppermost cloud layer. Bulk microphysical properties
can be obtained for semi-transparent cirrus (with visi-
ble optical thickness between about 0.7 and 3.8; RA¨DEL
et al. (2003)) from the spectral emissivity difference in
the range between 8 and 12µm. These clouds constitute
about half of all high clouds and a global data set of
ice water path and effective particle size of these cir-
rus was derived from TOVS measurements on board
NOAA10 (RA¨DEL et al., 2003; STUBENRAUCH et al.,
2004). The data set covers a time period of 4 years
(from June 1987 until May 1991) and also includes in-
formation about cloud frequency and cloud tempera-
ture. It is a supplement to the longer-term (July 1987 to
June 1995) TOVS Path-B data set of the frequency and
pressure or temperature of total or high clouds, respec-
tively (STUBENRAUCH et al., 2006). Long-term global
cloud data are also provided by the International Satel-
lite Cloud Climatology Project (ISCCP; ROSSOW and
SCHIFFER, 1999). The ISCCP data has been the basis
for several comparisons of global model cloud data with
satellite observations (e.g., YU et al., 1996; KLEIN and
JAKOB, 1999; WEBB et al., 2001; ZHANG et al., 2005).
Detailed comparisons of the ISCCP and TOVS data sets
have shown that they agree quite well (JIN et al., 1996;
STUBENRAUCH et al., 1999b, 2006), with a better sen-
sitivity of TOVS to cirrus clouds. Due to this advantage
over ISCCP and due to the availability of cirrus micro-
physical property information, we use the TOVS data in
the present study.
This article mainly aims to present the develop-
ment and demonstration of a method for comparing
model and satellite data. The method can easily be
adapted when comparing with recent cloud climatolo-
gies from AIRS (STUBENRAUCH et al., 2008, 2010)
or IASI. When extracted into a code, it could be inte-
grated as one of the CFMIP Observational Simulator
Packages (http://cfmip.metoffice.com/COSP.html). The
A-Train mission (STEPHENS et al., 2002) also provides
cloud measurements from two active instruments: the li-
dar CALIOP of the Cloud-Aerosol Lidar and Infrared
Pathfinder Satellite Observations (CALIPSO) mission
and the cloud profiling radar (CPR) of the CloudSat
mission. CALIPSO is sensitive to very thin cirrus and
CloudSat to thicker clouds. Both instruments together
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provide for the first time vertical cloud profiles along the
track. However, their spatial coverage is much sparser
than the one of AIRS, with one nadir-viewing orbit ev-
ery 1000 km.
Comparing cloud properties simulated by global mod-
els with satellite data requires a careful consideration of
comparability aspects since such comparisons can be af-
fected by the methodical differences between the mod-
els and the satellite measurements and data retrievals.
Detailed methods have been developed for comparing
modelled cloud fields with ISCCP data (YU et al., 1996;
KLEIN and JAKOB, 1999). Recently also methods for
using CALIPSO and CloudSat data have been made
available (HAYNES et al., 2007; BODAS-SALCEDO et
al., 2008; CHEPFER et al., 2008). In the present study,
a new method for comparison of global cloud simula-
tions with TOVS data was developed. Due to similari-
ties in IR sounder data retrievals, the method is transfer-
able for future comparisons of GCM simulations with
data from other IR sounders, such as AIRS. The method
takes into account the following aspects: While mod-
els calculate three-dimensional cloud fields and their
continuous temporal change, the satellite measurements
provide a two-dimensional view on the highest cloud
layer at specific observation times. The spatial resolu-
tion of current global climate models is coarse com-
pared to the TOVS data. Therefore, TOVS is capable
to resolve cloud structures which are of subgrid-scale
in the models. Another important difference is that the
TOVS data do not contain information about subvisible
cirrus which, in contrast, can be simulated. Furthermore,
the TOVS bulk microphysical cirrus properties can only
be retrieved for a specific range of cloud optical thick-
ness (semi-transparent cirrus). To establish comparabil-
ity, these discrepancies have to be taken into account.
It is also important how high clouds are distinguished
from lower level clouds. For reasons of comparability,
high cloudiness has to be selected from the model out-
put in a similar manner as from the satellite data. In the
present study, methods were developed that aim at ex-
tracting those cloud layers from the model output that
would be detected by TOVS. Such selective output of
the ECHAM model applied here was then compared
to the TOVS data. High and total cloudiness were dis-
tinguished. Macro- and microphysical properties, espe-
cially of cirrus clouds, were considered. As a new fea-
ture compared to the methods focusing on other satellite
data, comparisons of modelled and retrieved cloud par-
ticle sizes were included.
The paper is structured as follows. Section 2 pro-
vides descriptions of the model as well as the TOVS
data sets used in this study. Furthermore, the evaluation
method is characterized in detail. Examples for com-
paring the model results with the satellite data are dis-
cussed in section 3. In section 4, the major conclusions
are highlighted and a critical discussion of the evaluation
methodology is provided.
2 Methodology
2.1 Model description
The comparison method was developed applying the
ECHAM4 general circulation model (ROECKNER et al.,
1996) in order to develop a standard tool for evaluating
modelled cirrus properties. The method is intended to
be used extensively in applications of the next genera-
tion model version ECHAM5 which is now becoming
standard. Prognostic variables of ECHAM are vortic-
ity, divergence, temperature, (logarithm of) surface pres-
sure, water vapour and cloud water. The model includes
physical parameterizations of radiation, cloud processes,
precipitation, convection, diffusion, planetary boundary
layer dynamics, land-surface processes as well as grav-
ity wave drag. Here, an extended version of ECHAM4
was used including cloud microphysical and aerosol
schemes (LOHMANN et al., 1999, 2004). The cloud
scheme includes prognostic equations for the cloud liq-
uid water content and the cloud droplet number con-
centration as well as the ice water content and the ice
crystal number concentration (LOHMANN and ROECK-
NER, 1996; LOHMANN et al., 1999; LOHMANN, 2002).
Subgrid-scale cloud cover is diagnosed from relative
humidity following SUNDQVIST et al. (1989). To en-
able the simulation of cirrus cloud formation by aerosol-
induced ice nucleation, the original saturation adjust-
ment scheme was replaced by a new scheme that permits
ice supersaturation (LOHMANN and KA¨RCHER, 2002).
The model version applied here for testing the evalua-
tion methodology considers aerosol-induced ice nucle-
ation by homogeneous freezing of supercooled solution
droplets (KA¨RCHER and LOHMANN, 2002). Heteroge-
neous nucleation (KA¨RCHER and LOHMANN, 2003) of
cirrus ice particles is neglected.
For the present study, a spectral transform approach
with triangular truncation at zonal wave number 30
(T30) is used. This results in a nominal horizontal reso-
lution of approximately 3.75◦ in latitude and longitude.
The model domain covers the vertical range from the
surface to 10 hPa by 19 layers characterized by a hy-
brid σ-p-coordinate system. A semi-implicit leap frog
scheme is applied for time integration. A time step ∆t
of 30 min is used. The horizontal and vertical advection
of positive definite quantities like water vapour, cloud
water, or aerosol constituents is calculated applying a
semi-Lagrangian scheme by WILLIAMSON and RASCH
(1994). The model run analyzed here was performed for
a 10-year time period after a 15-month model spin-up.
2.2 TOVS Path-B data
The TOVS system consists of two sounders: the High
resolution Infrared Radiation Sounder (HIRS) with 19
infrared spectral channels between 3.7 and 15µm and
one visible channel (0.7µm) and a Microwave Sound-
ing Unit (MSU) or Advanced Microwave Sounding Unit
(AMSU) since NOAA15. The TOVS Path-B data set
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(SCOTT et al., 1999) includes global atmospheric tem-
perature and water vapour profiles as well as cloud
and surface properties. The spatial resolution is 1◦lat-
itude× 1◦longitude. Since the spatial resolution of the
HIRS measurements is significantly higher (∼17 km),
the 1◦×1◦ grid data contains also subgrid-scale informa-
tion, e.g. the subgrid-scale cloud coverage. The data set
presently covers the 8-year time period from July 1987
to June 1995. TOVS observes cloud properties at 7h30
and 19h30 local time. Cloud pressure pcld and effec-
tive IR cloud emissivity εcld are retrieved by a weighted
χ2 method, using five radiances along the 15µm CO2
absorption band (STUBENRAUCH et al., 1999a). Cloud
pressure is transformed into cloud temperature Tcld by
using the retrieved atmospheric temperature profiles.
The relatively high spectral resolution of TOVS allows
a reliable identification of cirrus, day and night (e.g.,
WYLIE et al., 1994; STUBENRAUCH et al., 1999a).
Cloud height has been evaluated (STUBENRAUCH et
al., 2005) by using vertical profiles of backscattered
radiation from the quasi-simultaneous Lidar In space
Technology Experiment (LITE). The cloud height de-
termined by TOVS in general corresponds well to the
height of the ’apparent middle’ (see section 2.3.5) of
the cloud system at 1◦ spatial resolution. In the case
of multilayer clouds, the TOVS data only give informa-
tion about the highest cloud layer. These results have
been confirmed by studies of STUBENRAUCH et al.
(2008, 2010), comparing AIRS with CALIPSO, when
AIRS cloud properties are retrieved by using the same
weighted χ2 method. The thinnest clouds which can
be detected by TOVS show visible optical thicknesses
around τ = 0.1 (noise level of TOVS). WYLIE and
MENZEL (1989) estimated 50 % of cirrus with τ around
0.2 is not detected by the CO2 slicing method in the
visible and infrared spin-scan radiometer atmospheric
sounder (VAS) satellite data. High clouds are defined as
clouds with pcld< 440 hPa, according to ISCCP. Com-
pared to ISCCP, the TOVS Path-B cloud climatology
contains more high clouds (especially in the tropics) be-
cause of the better sensitivity to thin cirrus of these in-
struments (STUBENRAUCH et al., 2006).
Additional efforts were made to derive bulk micro-
physical properties of cirrus clouds from TOVS mea-
surements (STUBENRAUCH et al., 1999b; RA¨DEL et al.,
2003; STUBENRAUCH et al., 2004). The mean effective
diameter De can be considered as an effective photon
path of the ice crystal size distribution and is defined by
MITCHELL (2002) as:
De =
3
2
·
IWCs + IWCl
ρice(Ps + Pl)
, (2.1)
where ρice is the bulk density of ice and is assumed to
have the value of 0.92 g/cm3, IWCs and IWCl are the
ice water contents (amount of ice per volume of air), and
Ps and Pl are the projected areas (defined as area den-
sities), corresponding to number densities of small and
large particle modes, respectively. Mean effective ice
crystal diameters De of cirrus clouds could be retrieved
since the spectral cirrus effective emissivity difference
between the 11 and 8µm channels increases with de-
creasing De. For large De and opaque or very thin cir-
rus, the emissivities are similar. Therefore, this method
is sensitive to diameters up to 80µm and can be applied
to large-scale high cloudiness in the visible optical thick-
ness range between about 0.7 and 3.8 (corresponding to
IR emissivity between 0.3 and 0.85). These clouds are
frequently termed semi-transparent cirrus (s-t ci). The
ice water path (IWP; total ice mass within an air column
divided by base area of the column) was then derived
from the cirrus effective emissivity at 11µm and the re-
trieved De.
To transform the retrieved cirrus emissivities into
De, look-up tables have been constructed from radiative
transfer computations (KEY and SCHWEIGER, 1998) for
a homogeneous ice cloud of 1 km thickness, with a top
at 10 km altitude, containing planar polycrystals dis-
tributed according to a bimodal Γ-size distribution. The
lapse rate is assumed as 6.5◦C/km. The advantage of
comparing cirrus emissivities instead of brightness tem-
peratures is that atmospheric effects have been removed.
Table 1 of RA¨DEL et al. (2003) summarizes the uncer-
tainty sources and their influence on the retrieval of De.
Uncertainties may reach 25 %. These are linked to the
assumptions in the retrieval. For example, De may be
underestimated in the case of a broader ice particle size
distribution or if De increases from cloud top to cloud
bottom. De may be overestimated when the ice crystals
have the form of hexagonal columns instead of aggre-
gates, if a low cloud is underneath or in the case of par-
tial cloud cover.
Note, that only large-scale clouds covering full 1◦×1◦
grid boxes were considered in the analysis of De. Data
generated by this method for the three complete years
(1988-1990) of the 4 year time period mentioned in sec-
tion 1 are used here. These data will be referred to as the
cirrus microphysics data set (CIMD).
2.3 Comparison method
2.3.1 General remarks
Several systematic differences between the TOVS data
and the model output complicate a direct comparison
of the two data sets. i) The TOVS observations show
a higher spatial resolution than the model. While the
TOVS data sets used here show a resolution of 1◦ in
longitude and latitude, the model T30 resolution corre-
sponds to a 3.75◦×3.75◦ geographical grid; ii) In con-
trast to the model, the TOVS data are restricted to spe-
cific cloud optical thickness ranges. In particular, TOVS
is limited to the detection of clouds with an optical
thickness larger than about 0.1 (visible optical thick-
ness). Furthermore, the cirrus bulk microphysical prop-
erties are provided for high clouds in a visible optical
thickness range between about 0.7 and 3.8; iii) TOVS
provides no information about the vertical distribution
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of cloud layers. While the model is capable to simu-
late multiple vertically overlaying clouds, TOVS is re-
stricted to detect the highest cloud with sufficient opti-
cal depth (visible optical thickness larger than∼ 0.1); iv)
TOVS observes clouds at specific observation times. In
contrast, the model calculates the continuous temporal
change of the cloud fields. In order to establish compa-
rability between the TOVS data and the model output,
these differences have to be considered. The methodol-
ogy applied here is explained in the following. It can
be transferred to data from other GCM which consider
concepts of subgrid-scale cloud representation similar to
those applied in the ECHAM GCM and also to other
satellite data sets. For example, a 6-year climatology
of AIRS data (2003-2008) is available at a 1◦×1◦ grid
(STUBENRAUCH et al., 2010), having a spatial reso-
lution of about 13 km, with observations at 1h30 and
13h30. IASI observations are at 9h30 and 21h30 with a
similar spatial resolution as AIRS.
2.3.2 Consideration of subgrid-scale cloud
structures
In the applied model, the subgrid scale cloud cover is
parameterized according to SUNDQVIST et al. (1989).
In particular, the cloud cover in each individual altitudi-
nal layer of a model grid box is calculated as a function
of relative humidity. It is assumed that the cloudy frac-
tion of a grid box shows a horizontally homogeneous
distribution of cloud properties in each layer. Within the
layers of a model grid box, horizontally continuous and
discontinuous clouds are not distinguished. Both cloud
types are handled analogously. For reasons of simplicity,
we will discuss an example of a horizontally continuous
cloud below. Nevertheless, all methods discussed below
apply analogously in cases of horizontally discontinuous
cloudiness. In order to avoid misunderstandings, we will
use the term ’cloud structure’ instead of ’cloud’ for all
types of cloudiness within a grid box, including cases of
horizontal discontinuity.
For sets of cloudy model layers which are vertically
not separated by cloud free model layers, maximum
overlap of the cloudiness of the different layers is as-
sumed in the respective model grid box. This results in
vertically continuous cloud structures ranging over sev-
eral model layers. Figure 1a shows a corresponding ex-
ample of a possible cloud structure within a grid box of
the model. The grid box fractional coverage of such a
cloud structure is calculated as:
cj = max{fk, ..., fk+n} , (2.2)
where cj is the fractional coverage of the cloud structure
labelled by index j and fi, i∈{k, ..., k+n}, are the
individual cloud covers of the n+1 cloud layers forming
the structure. The top of the cloud structure is located
in layer k. If a model grid box contains several cloud
structures separated by cloud free model layers, it is
Figure 1: Schematic view of methods for comparing ECHAM cloud
data with TOVS satellite observations; a) Selection of cloud layers
visible for TOVS. Shaded areas correspond to the cloud layers
simulated within a grid box of the model. Visible optical thickness
τ as well as fractional cloud cover of each cloud layer are shown.
The parts of the cloud enclosed in the thick solid lines are selected
for comparison with TOVS. In cloud subsection 2, only the upper
two cloud layers are selected. The highest cloud layer in subsections
3, 4, and 5 is not considered since its optical thickness is smaller
than 0.1; b) Selection of high clouds. The thick dashed lines show
the position of the height of the vertical middle of the cloudiness
in the respective cloud subsection as well as the 440 hPa level.
The cloud pressure pcld,l corresponds to the cloud middle height of
cloud subsection l. Subsections selected as high cloudiness (pcld <
440 hPa) are enclosed in thick solid lines. Only subsection 2 is
selected. The presented cloud shows an optical thickness smaller
than 5. In the case of τ > 5, pcld is identified with the pressure at
the geometric vertical middle between the cloud top and the vertical
position within the model cloud where an optical thickness of 5 is
reached (see text for details).
assumed that these cloud structures overlap randomly.
The total cloud coverage of the grid box is calculated as:
ctotal = 1−
∏
j
(1− cj) . (2.3)
Note that this combination of maximum and random
overlap assumptions corresponds to the mixed overlap
approach discussed by YU et al. (1996).
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In order to analyze the model clouds in more detail,
each cloud structure is horizontally divided into subsec-
tions characterized by different vertical distributions of
cloud properties (Figure 1a). This concept is also the
basis of the methods for comparing global cloud simu-
lations with ISCCP data (YU et al., 1996; KLEIN and
JAKOB, 1999). However, for the calculation of cloud
properties within the subsections and for the derivation
of overall cloud properties, which can be compared to
the TOVS data, new approaches had to be developed
which are described below. In analogy to YU et al.
(1996), the subsections are defined here by sorting the
n+1 layers of a cloud structure j according to cloud
cover. Renumbering the layers according to the new or-
der results in:
0 ≤ f1 ≤ ... ≤ fn ≤ fn+1 ≤ 1 . (2.4)
Each increase in cloud cover from a layer i∈{1, ..., n}
to an adjacent layer i+1 opens a new subsection l with
the fractional cloud coverage sl= fi+1−fi. The first
subsection is defined by layer 1 of the sorted system
and shows the fractional cloud coverage of f1. This def-
inition results in m≤n+1 subsections. Rearranging the
cloudy layers to their original order enables the analy-
sis of the vertical structure of cloud properties in each
subsection. As shown by the example given in Figure 1,
the individual vertical profiles can show different cloud
top or cloud bottom altitudes. Interruptions by cloud
free layers can occur. In order to mark cloud free gaps
in the vertical profile of a subsection, we introduce the
weight factor wil for each layer i∈{k, ..., k+n} of sub-
section l∈{1, ...,m} which is set to 0 or 1 depending
on whether a gap occurs or not. It can now be ana-
lyzed which cloud properties would be detected by the
satellite-based sensors in the individual cloud subsec-
tions.
2.3.3 Cloud optical thickness and effective
diameter
The visible optical thickness τi of the clouds within an
individual model layer i is calculated as (ROECKNER et
al., 1996):
τi = 1.91 · IWCi∆zi · (0.5 ·D
ice
e,i )
−1.03
+ 1.87 · LWCi∆zi · (0.5 ·D
liq
e,i)
−1.08, (2.5)
where IWCi and LWCi are the ice and liquid water
contents (amount of cloud water per volume of air, in
g/m3) and De,i (in µm) are the effective ice crystal (su-
perscript ice) and liquid droplet (superscript liq) diame-
ters simulated for layer i. Furthermore, ∆zi (in m) is the
geometric thickness of the layer. TOVS does not distin-
guish between frozen and liquid cloud particles. Hence,
ice crystals and liquid droplets as well as possible mix-
tures of both particle types have to be considered in the
model output. The effective diameters of the ice crys-
tals and cloud droplets are calculated from the sizes of
volume equivalent spheres as described by LOHMANN
(2002) and LOHMANN et al. (1999), respectively, con-
sidering the amount of cloud ice and liquid water as
well as the ice crystal and cloud droplet number con-
centrations calculated by the model. To calculate Dicee,i ,
LOHMANN (2002) apply the empirical formulation:
Dicee,i [µm] = 2 ·
(
1.61 · r3v,i + 3.56 · 10
−4 · r6v,i
)1/3
(2.6)
where rv,i (in µm) is the volume equivalent radius of the
ice particles within layer i which is calculated as:
rv,i [µm] = 10
6 ·
(
3 IWCi
4pi ρiceN
ice
i
)1/3
(2.7)
where ρice is the density of ice (assumed as 925 kg/m3)
and IWCi (in kg/m3) and N icei (in particles/m3) are the
ice water content and ice particle number concentration
of layer i.
Note that the formulations to calculate cloud optical
thickness and effective diameters from the model output
are chosen according to the standard formulations used
in the version of the ECHAM model applied here. These
formulations can be exchanged, for instance, when a
different GCM is applied or the sensitivity of the com-
parison with the observations to alternative formulations
needs to be investigated.
2.3.4 Cloud vertical structure
The total optical thickness τcol of a cloud column formed
by a set of vertically contiguous cloudy model layers oc-
curring within a subsection l of a cloud structure j can
be calculated by the sum of the optical thicknesses of
the individual cloudy model layers. Since the TOVS in-
struments are only sensitive for detecting clouds with a
visible optical thickness larger than approximately 0.1,
cloud columns with τcol< 0.1 are taken out of the model
output. In the case of multilayered cloud systems (verti-
cally separated overlapping clouds), TOVS determines
the properties of the highest detectable cloud (visible
optical thickness larger than ∼ 0.1). Therefore, we also
neglect all cloud layers of a subsection which are lo-
cated below a cloud column with τcol≥ 0.1 and which
are vertically separated from this column. Hence, only
the uppermost cloud column with τcol≥ 0.1 is consid-
ered for comparison with the TOVS data. To this end,
the weight factor wil of each cloudy model layer i of this
cloud column is set to 1 while the weight factors of all
other cloud layers of the subsection l are set to 0. In the
example shown in Figure 1 also the optical thicknesses
of the individual cloud layers are shown (Figure 1a). All
cloud layers which would be considered for the compar-
ison with the TOVS data set in the case of this example
are surrounded by thick lines. If a subsection contains
only cloud columns with τcol< 0.1, as subsection 5 in
the example, the subsection is neglected. All layers of
this subsection have the weights wil= 0. Additionally,
Meteorol. Z., 19, 2010 J. Hendricks et al.: Comparing GCM results with satellite observations 583
it is assumed that the subsection does not contribute to
cloud coverage. This is realized by setting its fractional
cloud coverage sl= 0.
2.3.5 Selection of high clouds
Clouds are selected as high clouds when pcld< 440 hPa.
As mentioned in section 2.2, a comparison with LITE
data has shown that the cloud pressure pcld determined
by the TOVS Path-B retrieval mostly corresponds to
the ‘apparent middle’ of the cloud. ‘Apparent middle’
means the middle of the cloud as seen by space lidar.
Here one has to consider that the laser beam passes
through a cloud only up to an optical thickness of about
5 (WINKER et al., 2003). In order to establish compara-
bility, high clouds are selected in a similar manner from
the cloud fields simulated by the model. To this end, pcld
is identified with the pressure at the geometric vertical
middle between the cloud top and the vertical position
within the model cloud where an optical thickness of 5
is reached. If the model cloud shows an optical thick-
ness below 5, pcld is identified with the exact geometric
middle. In this manner, pcld is determined for the cloud
columns selected as described above in each subsection
of a model cloud structure. In the example shown in Fig-
ure 1b, high cloudiness is selected only for subsection 2.
2.3.6 Observation time windows
TOVS observes cloud properties at 7h30 and 19h30 lo-
cal time. Hence, clouds are extracted at corresponding
local times from the model output. The coarse tempo-
ral resolution of the model (∆t= 30 min) results in a
significant uncertainty in the temporal structure of the
diurnal variation of cloud properties. To reduce this ef-
fect in the model output, cloud properties averaged over
an extended time window are considered rather than the
exact points in time of the observations. We consider a
time window of 3 hours with the exact observation time
tobs as centre, i.e. [tobs− 3∆t, tobs+3∆t]. To assess the
effects of this time selection, we also analyzed diurnal
mean values of all cloud properties extracted from the
model output.
2.3.7 Calculation of grid-box mean cloud
properties
By the analysis described above, those subsections of
a modelled cloud structure are selected which probably
would be detectable for TOVS. From the cloud proper-
ties of the selected subsections, overall properties of the
respective cloud structure can be calculated. The prop-
erties of the cloud structures of a respective model grid
box can then be translated into overall cloud properties
of the grid box which can be compared with the TOVS
data. For the analysis of high cloudiness, all subsections
l∈{1, ...,m} with pcld≥ 440 hPa have to be excluded
from these calculations by setting sl= 0 in the respec-
tive cloud structure. Analogously, for comparison with
the TOVS microphysical data set (CIMD), only those
subsections which contain high clouds within the op-
tical thickness range 0.7≤ τcol≤ 3.8 (semi-transparent
cirrus) have to be considered. Note that no special tech-
nique was applied to take into account that only larger
scale clouds covering full 1◦×1◦ grid boxes were con-
sidered in the TOVS CIMD data set. Clouds of that ex-
tension are of sub-grid scale in the coarse model grid
and sub-grid scale cloud heterogeneity is not subject of
the model predictions. Therefore, the amount of contin-
uous model clouds covering 1◦×1◦ areas cannot be de-
termined.
The total fractional coverage cj of a cloud structure j
within a grid box is calculated as:
cj =
m∑
l=1
sl , (2.8)
where m is the number of subsections. Recall that sl can
also be zero in the case of optically too thin cloudiness
(τcol< 0.1) occurring in the respective subsection. The
mean cloud water path CWP j of a cloud structure j
with cj > 0 is calculated as:
CWP j =
1
cj
·
m∑
l=1
(
sl ·
k+n∑
i=k
(wil ·CWCi ·∆zi)
)
, (2.9)
where CWCi= IWCi+LWCi denotes the cloud wa-
ter content of layer i∈{k, ..., k+n}. For the derivation
of an effective cloud particle diameter De,i representa-
tive for the cloudiness within an individual cloudy model
layer i, the information about Dicee,i and D
liq
e,i have to be
combined in the case of mixed-phase clouds. To this end,
we follow a linear combination approach:
De,i =
τ icei D
ice
e,i + τ
liq
i D
liq
e,i
τ icei + τ
liq
i
. (2.10)
Here τ icei and τ
liq
i are the individual optical thick-
nesses of cloud ice and liquid water, calculated accord-
ing to the respective addends of the right hand side of
Eq. (2.5) (τi= τ icei + τ liqi ). The application of Eq. (2.10)
results in a De,i which is consistent with the total cloud
optical thickness τi and the total cloud water path CWPi
of the layer i, since τ ∼CWP /De is a good approxima-
tion (Eq. (2.5)). From De,i the mean effective particle
size of the cloud structure j is calculated in analogy to
Eqs. (2.9) and (2.10):
De,j =
1
cj
·
∑
l,sl>0
(
sl ·
∑k+n
i=k (wilτi ·De,i)∑k+n
i=k (wilτi)
)
. (2.11)
If more than one cloud structure occurs within a
model grid box, these cloud structures reside at different
altitudes and are vertically not connected. It is assumed
that the different cloud structures overlap randomly (see
section 2.3.2). For the comparison with the TOVS data
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sets, only those fractions of a cloud structure are consid-
ered which are not covered by other cloud structures lo-
cated at higher altitudes and thus which would be visible
for TOVS. The total cloud coverage ctotal of a grid box
with clouds detectable for TOVS can be calculated from
Eqs. (2.3) and (2.8). Semi-transparent cirrus clouds can
be covered by clouds of other optical thickness. Hence,
the total coverage ctotal by this cloud type has to be cal-
culated in a different manner:
ctotal = c1 +
N∑
j=2
(
cj ·
j−1∏
i=1
(1− cti)
)
, (2.12)
where N is the total number of cloud structures which
are ordered by decreasing cloud altitude, i.e. indices 1
and N represent the highest and lowest cloud structure,
respectively. c1 and cj are the contributions of semi-
transparent cirrus to the individual cloud coverage of
cloud structures 1 and j. cti is the total coverage of
cloud structure i detectable for TOVS, i.e., cti is the sum
of the cloud cover contributions of all cloud columns
of structure i with τcol≥ 0.1. The corresponding grid
box representative value Xtotal of other cloud related
quantities, particularly CWP or De, is calculated from
the values Xj of the different cloud structures as:
Xtotal =
1
ctotal
(
c1X1 +
N∑
j=2
(
cjXj ·
j−1∏
i=1
(1− cti)
))
.
(2.13)
Note that Eqs. (2.12) and (2.13) can also be used
analogously to calulate Xtotal of other cloud types, such
as high cloudiness, by using the corresponding values of
cj .
3 Exemplary results
In the following, exemplary results obtained with the
comparison method described above are presented. We
use the term ’selected’ for the cloud fields extracted from
the model output with this new method. Particularly the
effects of its application are discussed in this section.
Figure 2 shows the latitudinal variation of the mean
cloud frequencies derived from the model output and
the satellite measurements. The cloud frequencies rep-
resent annual and zonal averages of the local cloud cov-
erage. Figure 2a shows the total cloud frequency. ’Se-
lected clouds’ means in this case clouds with a visible
optical thickness larger than 0.1. The results reveal that
the selection reduces the total cloud frequency slightly
in the tropics and has no effect in the other regions.
This would be expected since subvisible cirrus is most
frequent in the tropics (WINKER and TREPTE, 1998).
The restriction of selecting only data from the obser-
vation time windows at 7h30 AM and PM local time
has a negligible effect. In comparison to the TOVS data
(red curve) the model shows significantly smaller total
cloud frequencies between 45°N and 45°S. Note that
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Figure 2: Annual and zonal mean cloud frequency according to
ECHAM4 and TOVS Path-B data. a) The total cloudiness is con-
sidered. The curves represent the frequency of all clouds simulated
considering all daytimes (long-dashed curve), all model clouds se-
lected for comparison with TOVS considering all daytimes (short-
dashed curve), all model clouds selected by considering observation
time windows only (solid blue curve), and all clouds detected by
TOVS (solid red curve). b) as a) but for high cloudiness only. Note
that ’all clouds above 440 hPa’ (long-dashed curve) represents all
model cloudiness located above the 440 hPa level, independent on
the position of the cloud middle. The cloud frequencies shown here
represent annual and zonal averages of the local cloud coverage. See
text for more details.
the total cloud amount retrieved from ISCCP observa-
tions (not shown) is slightly smaller compared to TOVS
(STUBENRAUCH et al., 2006). Nevertheless, also the IS-
CCP data reveals larger total cloud frequencies than the
model. CALIPSO measurements, being sensitive even
to subvisible cirrus, lead to a total cloud amount which
is about 10 % larger than the one retrieved from AIRS
and TOVS Path-B (STUBENRAUCH et al., 2008, 2010).
The effect of the cloud selection is larger when only
high clouds are considered. In Figure 2b the frequency
of all high model clouds is shown (long-dashed curve).
All model cloud layers located above the 440 hPa level
were considered for this analysis. All cloud layers be-
low 440 hPa were neglected. Figure 2b also presents
the frequency of high clouds obtained with the selec-
tion method (solid and short-dashed blue curves). The
cloud selection results in a significant reduction in the
frequency of high clouds in the tropics and a smaller
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reduction in the midlatitudes. This is expected as ex-
plained above. In addition, the method for selecting
high clouds can contribute to the frequency reduction.
Since pcld is averaged over the cloud top and the layer
at which the cloud reaches a visible optical thickness
of 5, cloud columns with pcld≥ 440 hPa are not taken
into account even if the upper layers of these columns
reach levels above 440 hPa. As in the case of total cloud
frequency, the consideration of the particular observa-
tion time windows has a negligible effect on the an-
nual zonal mean frequency of selected high cloudiness.
Whereas the TOVS Path-B data (red curve) (and other
data sets not shown) show a larger frequency of high
clouds in the tropics (linked to the intertropical conver-
gence zone (ITCZ)) than in the other regions, the model
shows as much high clouds at midlatitudes as in the trop-
ics. The selection method improves the comparison re-
sults at midlatitudes but significantly increases the dis-
crepancies in the tropics where the model shows smaller
high cloud frequencies than the observations. This in-
dicates that probably the tropical high clouds are opti-
cally too thin. In the midlatitudes where there are too
many high clouds in the model, the use of a cloud cov-
erage parameterization which has not yet been adapted
to the cloud microphysics scheme can be an important
reason for some of the discrepancies (LOHMANN and
KA¨RCHER, 2002).
Figure 3 shows global distributions of the frequency
of s-t ci clouds (high clouds with a visible optical thick-
ness of 0.7≤ τ ≤ 3.8). Model results extracted with the
selection method (top) and TOVS data from the micro-
physical data set CIMD (bottom) are presented. Note
that the TOVS CIMD data were transformed to the
model grid to facilitate the comparison. Again, the ITCZ
does not appear well in the model. Figure 4a shows the
zonal mean frequencies of the s-t ci clouds. These can
be easily compared with the zonal mean frequencies of
all selected high clouds (τ ≥ 0.1) shown in Figure 2b. It
turns out that, in both the model and the satellite data,
the frequency of the s-t ci clouds is significantly smaller
than the total high cloud frequency. This clearly shows
that model cloud selection by optical depth is essential
for comparisons with the TOVS microphysical data set.
Figure 4b presents the annual zonal mean cloud water
path (CWP) of the s-t ci clouds according to the model
output (solid blue curve) and the TOVS CIMD data
(solid red curve). Only the cloudy periods were taken
into account to calculate the mean CWP. Therefore, the
comparison between modelled and observed CWP is not
affected by the deviations in cloud frequencies discussed
above. The TOVS observations show a slightly larger
CWP of s-t ci clouds than the model. Maximum devia-
tions occur in the tropics where the observed values are
about a factor of 1.5 larger. In the TOVS retrieval the
ice water path in s-t ci clouds is derived from the cir-
rus effective emissivity at 11µm and the retrieved De
applying simulated look-up tables. These look-up ta-
bles show quasi-linear relationships between IWP and
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Figure 3: Annual mean horizontal distributions of the frequency of
semi-transparent cirrus (high clouds with a visible optical thickness
of 0.7≤ τ ≤ 3.8). The plots show ECHAM4 data selected for com-
parison with TOVS (top) as well as the corresponding data from the
TOVS cirrus microphysics data set CIMD (bottom). The cloud fre-
quencies shown here represent annual averages of the local cloud
coverage. The TOVS data were transformed to the model grid for
reasons of comparability. For white coloured areas, no data are avail-
able.
De for a given emissivity (STUBENRAUCH et al., 2004).
Hence, the uncertainties of up to 25 % in the retrieved
De discussed in section 2.2 also apply to the ice wa-
ter path. Such uncertainties can affect the comparison
with the model data. For instance, varying the assump-
tions on crystal shape in the retrieval can lead to a better
agreement of model and observations while assuming a
broader ice particle size distribution would lead to even
larger discrepancies.
Figure 4b also shows the CWP of all high clouds se-
lected from the model output (dashed blue curve). It is
a factor of 3-6 higher than the CWP of the modelled
s-t ci clouds which, probably, is an effect of the large
CWP of clouds with τ > 3.8. This emphasizes the im-
portance of the s-t ci cloud selection. The separation of
the s-t ci clouds results in a much better resemblance of
the CWP with the TOVS data. Recently, high cloud IWP
data from the first year of the CloudSat mission became
available (AUSTIN et al., 2009; WU et al., 2009). The
general features of the global IWP distributions gained
from these data seem to be consistent with the TOVS
data. Nevertheless, longer-term data are required and
comparability aspects have to be taken into account for a
quantitative comparison. The simulated global distribu-
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Figure 4: Annual and zonal mean frequency (a) and cloud water
path (b) of semi-transparent cirrus (high clouds with a visible opti-
cal thickness of 0.7≤ τ ≤ 3.8). The plots show ECHAM4 data (solid
blue curves) selected for comparison with the TOVS cirrus micro-
physics data set CIMD (solid red curves). The mean cloud water
path was calculated from the in-cloud values only, which means that
cloud free areas were not considered for calculating averages. The
dashed curve in Figure b shows the cloud water path of all high
clouds (τ ≥ 0.1) selected for comparison with the TOVS data.
tions of cloud water content can also be compared with
satellite data from the Microwave Limb Sounder (MLS)
(WATERS et al., 1999; WU et al., 2006, 2009). In agree-
ment with the results discussed above, the MLS data
mostly shows more cloud water than the model, with
largest discrepancies in the tropics and only small dif-
ferences at midlatitudes (not shown).
Figure 5 shows the frequency distribution of the mean
effective cloud particle diameter of high clouds accord-
ing to the model output and the TOVS measurements.
In particular, the number of model grid points show-
ing an annual mean effective diameter within a specific
size range is plotted. To this end, the TOVS data were
transformed to the models T30 grid. Figure 5a shows
the frequency distribution obtained for the s-t ci clouds
selected from the model output and the corresponding
TOVS CIMD data. While the observed De show a bi-
modal frequency distribution, the simulation results re-
veal a single mode only. This mode, however, matches
the observed smaller particle mode reasonably well. The
larger particle mode of the observations is mainly at-
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Figure 5: Frequency distributions of the mean effective cloud par-
ticle diameter in high clouds as derived from the TOVS cirrus mi-
crophysics data set (red) and from the model output (blue) selected
for comparison with the TOVS data. The plots show the number of
model grid points located between 60°N and 60°S showing an annual
mean effective particle diameter within a specific size range (width
of the bars). The TOVS data were transformed to the model grid
for reasons of comparability. Model results obtained for high clouds
in the visible optical thickness range of 0.7≤ τ ≤ 3.8 (a) and corre-
sponding results obtained for all selected high clouds with τ ≥ 0.1
(b) are presented.
tributed to observations at tropical latitudes. A possi-
ble reason for the lack of this mode in the model results
could be that the model shows smaller cloud water paths
in the tropics (Figure 4b) which could result in reduced
particle sizes (see also STUBENRAUCH et al. (2007)).
Another reason could be that the microphysical cloud
scheme applied in the model generates too many ice par-
ticles, particularly in the tropics. This could result from
uncertainties in the representation of the subgrid-scale
updraft velocity which is one of the key parameters driv-
ing the number of nucleating ice particles in the model.
As in the case of the cloud water path, the comparison
of modelled and retrieved De can also be affected by re-
trieval uncertainties (section 2.2). For instance, assum-
ing hexagonal columns instead of aggregates for trop-
ical cirrus in the retrieval would lead to a much better
resemblance with the model data. However, other possi-
ble modifications, as the assumption of a broader trop-
ical ice particle size distribution would enlarge the dis-
crepancies. The model implicitly considers specific ice
crystal shapes and sizes by applying an empirical formu-
lation to calculate the effective diameter (section 2.3.3).
Meteorol. Z., 19, 2010 J. Hendricks et al.: Comparing GCM results with satellite observations 587
This can also be a source of uncertainty since this for-
mulation might be inconsistent with the corresponding
assumptions in the retrieval. Hence, for future applica-
tions of the method developed here, we recommend ad-
ditional calculations considering the same crystal habits
in the model and the retrieval to avoid a systematic bias.
Figure 5b again shows the retrieved De frequency dis-
tribution but presents the De distribution derived from
the model data by taking into account all selected high
clouds (τ ≥ 0.1). This distribution is in worse agreement
with the observations since the modelled De are shifted
towards smaller values. This again demonstrates that the
selection of s-t ci clouds is of crucial importance.
4 Discussion and conclusions
A methodology was developed to compare the cloudi-
ness simulated by the ECHAM GCM with a cloud cli-
matology retrieved from measurements by the satellite-
based TOVS sensors. The basic idea of the method is
to select clouds from the GCM output which would
be detected by the satellite instruments and for which
cirrus bulk microphysical properties are retrieved. To
this end, cloud optical thickness, cloud height, and pos-
sible subgrid scale variability of cloudiness are ana-
lyzed. The data are selected for the specific observa-
tion time windows of the satellite. Particular emphasis is
placed on the treatment of cloud microphysical proper-
ties, such as cloud water path and effective particle size.
The method can be transferred to data from other GCM
which consider concepts of subgrid-scale cloud repre-
sentation similar to those applied in the ECHAM GCM
and also to other IR sounder data sets.
Application of the method to ECHAM simulations re-
veals that the cloud selection has a marginal effect on
the analysis of the frequency of total cloudiness. It is,
however, highly relevant in the case of high cloudiness.
The frequency of the selected high clouds is significantly
smaller than the overall frequency of high cloudiness in
the simulation. Largest reductions in the frequency of
high cloudiness occur around the equator and amount
to about 30 % (relative change). The cloud selection is
highly important when cloud microphysical properties
obtained by the model are compared to the TOVS cir-
rus microphysics data (CIMD). In this case, frequency,
cloud water path, and mean effective particle diame-
ter of high clouds with a visible optical thickness of
0.7≤ τ ≤ 3.8 (semi-transparent cirrus) were analyzed.
The restriction to this cloud type has a large effect. Ex-
tracting cloud properties for all selected high clouds and
for selected high clouds within the specific optical thick-
ness range leads to very different results. The selection
according to the specific optical thicknesses results in
a reduction of the mean cloud water path by factors of
more than 3 as compared to the case where all optical
thicknesses larger than 0.1 are considered. Furthermore,
restricting the optical thicknesses according to semi-
transparent cirrus causes a significant increase in the
mean effective cloud particle diameter. These changes
reduce differences between the simulation and the obser-
vations. Therefore, a careful cloud selection by optical
thickness appears to be essential for a proper compari-
son of the model results with the observations. It is also
very important that the method to select high cloudiness
from the model output is consistent with the approach
followed in the satellite data retrieval. The restriction on
model results obtained for the specific local satellite ob-
servation time windows is of secondary importance for
the comparisons discussed above.
The results discussed in section 3 indicate several
discrepancies between the model simulations and the
TOVS data. In particular, the frequency of extratrop-
ical high clouds is larger in the model than observed
by TOVS. In the tropics, the model shows significantly
lower frequencies of high cloudiness. The cloud water
path of semi-transparent cirrus clouds is smaller in the
model than in the TOVS CIMD data set. Also the mean
effective cloud particle diameter of this cloud type is
smaller in the simulations, particularly at tropical lati-
tudes. Any interpretation of these discrepancies in terms
of a model evaluation should be carefully considered. It
should be taken into account that uncertainties are in-
herent not only in the model but also in the satellite data
retrievals. Variations of assumptions applied in the re-
trievals, for instance on crystal habits and size distribu-
tions, can have a significant effect on the retrieved quan-
tities. To reduce systematic biases between model and
observations, assumptions applied in the model, for in-
stance, to calculate effective diameters, should be con-
sistent with the retrieval. In addition, also other types
of observations, such as in-situ or ground-based mea-
surements or even other types of satellite data should
be subject of a proper evaluation process. The compar-
ison results presented in section 3 are only examples to
demonstrate the method developed here. In future ap-
plications, many other parameters, such as cloud tem-
perature or pressure, could be analyzed. Also correla-
tions between, for instance, IWP, De, and cloud tem-
perature (STUBENRAUCH et al., 2004), as represented
by the satellite data and the model could be considered.
Seasonal cycles could be compared, in addition to spa-
tial distributions.
Large efforts have been made here to obtain compara-
bility between climate model output and the results of
the satellite cloud data retrievals. The subjects of the
comparison have been cirrus cloud properties as simu-
lated by the model and retrieved from the satellite obser-
vations. Alternatively, the comparison could have been
performed on the basis of a satellite simulator which cal-
culates those radiation parameters from the model out-
put which are directly measured by the satellite along its
flight track. These simulated satellite data would be di-
rectly comparable to the measurements. However, such
an approach mostly is too expensive for operational ap-
plication in climate models, due to comparatively high
computational expenses of radiative transfer schemes.
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Furthermore, we are particularly interested in evaluat-
ing simulated microphysical cloud parameters. Such an
evaluation requires the use of derived satellite data prod-
ucts, rather than the directly measured radiation param-
eters.
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