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Shrinkage estimators of a partially linear regression parameter vec-
tor are constructed by shrinking estimators in the direction of the
estimate which is appropriate when the regression parameters are
restricted to a linear subspace.We investigate the asymptotic prop-
erties of positive Stein-type and improved pretest semiparametric
estimators under quadratic loss. Under an asymptotic distribu-
tional quadratic risk criterion, their relative dominance picture is
explored analytically. It is shown that positive Stein-type semipara-
metricestimatorsperformbetter than theusual Stein-typeand least
square semiparametric estimators and that an improved pretest
semiparametric estimator is superior to the usual pretest semi-
parametric estimator. We also consider an absolute penalty type
estimator for partially linear models and give a Monte Carlo simu-
lation comparisons of positive shrinkage, improved pretest and the
absolute penalty type estimators. The comparison shows that the
shrinkage method performs better than the absolute penalty type
estimation method when the dimension of the parameter space is
much larger than that of the linear subspace.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider the partially linear regression model introduced by Engle et al. [11] to study the effect
of weather on electricity demand, in which they assumed that the mean relationship between tem-
perature and electricity usagewas unknownwhile other related factors such as income and pricewere
parameterized linearly. A partially linear regression model is deﬁned as
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yi = x′i+ g(ti) + εi, i = 1, . . . ,n, (1)
where the yi’s are responses, xi = (xi1, . . . , xip)′ and ti ∈ [0, 1] are ﬁxed design points,  = (β1, . . . ,βp)′
is an unknown parameter vector, g(·) is an unknown real-valued function deﬁned on [0, 1], the εi’s
are unobservable random errors and the superscript ′ denotes the transpose of a vector or matrix.
We partition x = (X1|X2),  = (1|2), where X1 and X2 are of order n × q and n × k, respectively, and
rewrite (1) as
Y = X11 + X22 + g(t) + , (2)
where 1 is the q × 1 coefﬁcient vector for main effects (e.g. treatment effects, genetic effects) and
2 is a k × 1 vector for “nuisance” effects (e.g. age, laboratory), Y = (y1, . . . , yn)′ and  = (ε1, . . . , εn)′.
Under some regularity conditions on g, model (2) is identiﬁable [6].
We are primarily interested in estimating1. Inference about1 may beneﬁt frommoving the least
squares estimate for the full model in the direction of the least squares estimate without the nuisance
variables (Steinian shrinkage) or from dropping the nuisance variables if there is evidence that they do
not provide useful information (pretesting). In this framework, the Stein-type or shrinkage estimator
combines estimation problems by shrinking a base estimator to a plausible alternative estimator.
The pre-test estimator is associated with the testing problem
H0 : 2 = 0 vs. H1 : 2 /= 0. (3)
When the εi are independent and identically distributed (i.i.d.) random variables Heckman [19],
Rice [23], Chen [6], Speckman [32], Robinson [24], Eubank [12], Chen and Shiau [7], Donald and Newey
[10], Hamilton and Truong [17] and Fan et al. [13] used various estimationmethods, such as the kernel
method, the splinemethod, the series expansionmethod, local linear estimation, two-stage estimation
and others, to obtain estimators of the unknown quantities in (1). Further, the asymptotic properties of
these estimators have been investigated. Shi and Li [31] constructedM-estimators for and g(·). When
the error is an AR(1) process, Schick [26] discussed the estimation of the autocorrelation coefﬁcient.
Schick [27,28] further constructed efﬁcient estimators for the regression parameter component and
autocorrelation coefﬁcient, respectively. A survey of the estimation and application of model (1) can
be found in the monograph of [18]. Some more recent work on semiparametric models can be found
in [34,35,22,5].
For linear models, Tibshirani [33] proposed the “Least Absolute Shrinkage and Selection Operator”
(LASSO)methodwhich shrinks some coefﬁcients and sets others to zero, and hence tries to retain good
features of both subset selection and ridge regression. A penalty on the sum of the absolute ordinary
least square coefﬁcients is introduced to achieve both continuous shrinkage and automatic variable
deletion. The idea of using an absolute penalty was used by Chen and Donoho [8] and Chen et al. [9]
to shrink and delete basic coefﬁcients. Ahmed et al. [3] proposed a absolute penalty type estimator
for semiparametric partially linear regression models which is an extension of the LASSO method for
linear models.
The rest of this paper is organized as follows. An improved semiparametric pretest estimator based
on the partial kernel method [32] is introduced in Section 2. Some necessary assumptions are also
given in this section. The proposed improved pretest estimator and positive shrinkage estimator are
presented in Section 3. The asymptotic properties of the proposed estimators are presented in Section
4, and results of a simulation study that includes a comparison with a semiparametric extension of
the LASSO are given in Section 5. Section 6 presents a conclusion and some discussions.
2. Statistical model and estimators
Let ˆ = (ˆ′1, ˆ
′
2)
′ be a semiparametric least squares estimator of ˆ under model (1). Then we call
ˆ1 the unrestricted semiparametric least squares estimator (UE) of 1. If 2 = 0, then we have the
restricted partial linear regression model
yi = xi1β(0)1 + · · · + xiqβ(0)q + g(0)(ti) + ε(0)i , i = 1, . . . ,n. (4)
We let ˜1 denotes the restricted semiparametric least squares estimator (RE) of1. Generally speaking,
˜1 performs better than ˆ1 when 2 is close to 0. But for 2 away from the origin 0, ˜1 may be
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considerably biased, inefﬁcient, and evenpossibly inconsistent. The estimate ˆ1, however, is consistent
for departure of2 from0. Thus,wehave two extreme estimators ˆ1 and ˜1 suited best for the partially
linear regression models (2) and (4), respectively. We attempt to strike a compromise between ˆ1
and ˜1 so that the compromise behaves reasonably well relative to ˆ1 as well as ˜1. The pretest
semiparametric least squares estimator, denoted by ˆ
PT
1 is a combination of ˆ1 and ˜1 via the indicator
function I(Tn < Tn,α), where Tn is an appropriate test-statistic for testing the null hypothesis (3) and
Tn,α is an α-level critical value using the distribution of Tn. The pretest estimator chooses ˆ1 or ˜1
according as H0 is accepted or rejected. The semiparametric shrinkage estimator, denoted by ˆ
S
, is
the weighted average of unrestricted and restricted semiparametric estimators, the weight being a
function of test statistics used to test the hypothesis (3).
In this paper we conﬁne ourselves to the partial kernel smoothing estimator of , which attains the
usual parametric convergence rate n−1/2 without undersmoothing the nonparametric component g(·)
[32]. Assume that {x′
i
, ti, yi; i = 1, . . . ,n} satisfy model (2). Because Eεi = 0, we have g(ti) = E(yi − x′i)
for i = 1, . . . ,n. Hence, if we know , a natural nonparametric estimator of g(·) is
g˜(t,) =
n∑
i=1
Wni(t)(yi − x′i)
with the weight functionsWni(·) deﬁned in Assumption 3 below. To estimate , we use
ˆ = argmin SS() = (X̂′X̂)−1X̂′Ŷ (5)
with
SS() =
n∑
i=1
[
yi − x′i− g˜(ti,)
]2 = n∑
i=1
(yˆi − xˆ′i)2,
where Ŷ = (yˆ1, . . . , yˆn)′, X̂ = (xˆ1, . . . , xˆn)′, yˆi = yi −
∑n
j=1Wnj(ti)yj and xˆi = xi −
∑n
j=1Wnj(ti)xj for i =
1, . . . ,n. The unrestricted estimator (UE) ˆ1 of 1 is
ˆ1 = (X̂′1QX̂2 X̂1)−1X̂′1QX̂2 Ŷ,
where X̂1 is composed of the ﬁrst q row vectors of X̂, X̂2 is composed of the last k row vectors of X̂ and
QX̂2
= I− X̂2(X̂′2X̂2)−1X̂′2. Similar to the construction of ˆ, for model (4), the restricted estimator (RE)
˜1 of 1 has the form
˜1 = (X̂′1X̂1)−1X̂′1Ŷ.
We conclude this section with the following assumptions required to derive the main results. These
assumptions are quite general (see Remarks 2.1–2.3 following the assumptions).
Assumption 1. There exist bounded functions hs(·) over [0, 1], s = 1, . . . , p, such that
xis = hs(ti) + uis, i = 1, . . . ,n, s = 1, . . . , p, (6)
where ui = (ui1, · · · ,uip)′ are real vectors satisfying
lim
n→∞
∑n
i=1uiluij
n
= blj , for l = 1, . . . , p, j = 1, . . . , p (7)
and the p × pmatrix B = (blj) is nonsingular.
Assumption 2. The functions g(·) and hs(·) satisfy the Lipschitz condition of order 1 on [0, 1] for s =
1, . . . , p.
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Assumption 3. The probability weight functionsWni(·) satisfy
(i) max1in
∑n
j=1Wni(tj) = O(1),
(ii) max1i,jn Wni(tj) = O(n−2/3),
(iii) max1jn
∑n
i=1Wni(tj)I(|ti − tj| > cn) = O(dn), where I is the indicator function, cn satisﬁes
lim supn→∞ nc3n < ∞, and dn satisﬁes lim supn→∞ nd3n < ∞.
Assumption 4. For any permutation (j1, . . . , jn) of (1, . . . ,n), as n → ∞,∣∣∣∣∣∣
∣∣∣∣∣∣max1jn
n∑
i=1
Wni(tj)ui
∣∣∣∣∣∣
∣∣∣∣∣∣ = o(n− 16 ), (8)
where ‖ · ‖ denotes the Euclidean norm,Wni(·) satisﬁes Assumption 3 and u satisﬁes (7).
Remark 2.1. The above uij behave like zero mean, uncorrelated random variables and hs(ti) is the
regression of xis on ti. Specially, suppose that the design points (xi, ti) are i.i.d. random variables, and
let hs(ti) = E(xis|ti) and uis = xis − hs(ti) with E(uiu′i) = B. Then by the law of large numbers, (7) holds
with probability 1 and (8) holds by Lemma 1 in [30]. Assumptions (6) and (7) have been used in
[14,15,16,21], among others, and (8) in [30].
Remark 2.2. Assumption 2 is verymild. The usual polynomial and trigonometric functions satisfy this
assumption.
Remark 2.3. Under regular conditions, the Nadaraya–Watson kernel weights, Priestley and Chao ker-
nel weights, locally linear weights and Gasser–Mü kernel weights satisfy Assumption 3. For example,
if we take the p.d.f. of U[−1, 1] as the kernel function, namely,
K(t) = I[−1,1](t)/2,
ti = i/n, and the bandwidth is equal to cn−1/3, where c is a constant, then the Priestley and Chao kernel
weights which satisﬁes Assumption 3, are
Wni(t) = 1
2cn
2
3
I(∣∣∣t− in ∣∣∣cn− 13 )(t).
3. Estimation strategies
3.1. The improved pretest and positive shrinkage estimators
A suitable test statistic for testing the null hypothesis (3) is
Tn = n
σˆ2n
ˆ
′
2X̂
′
2QX̂1
X̂2ˆ2,
where
σˆ2n =
1
n
n∑
i=1
(yi − x′iˆ− gˆn(ti))2 =
1
n
n∑
i=1
(yˆi − xˆ′iˆ)2,
with gˆn(·) = ∑ni=1Wni(·)(yi − x′iˆ) and QX̂1 = I− X̂1(X̂′1X̂1)−1X̂′1. We shall later see that the statistic Tn
follows a chi-square distribution with k degrees of freedom for large n.
Following Ahmed [2] and with details in Saleh [25], the shrinkage estimator SE of 1 is deﬁned as:
ˆ
S
1 = ˜1 +
[
1 − (k − 2)
Tn
]
(ˆ1 − ˜1), k  3.
This estimator is the weighted average of the unrestricted and restricted semiparametric least square
estimators, the weight being a function of test statistics used to test the hypothesis (3). The major
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problem with this estimator is that it may have a different sign from the unrestricted estimator, ˆ1,
perhaps due to over-shrinking. To avoid this possible over-shrinking, we truncate the second term in
ˆ
S
1, which leads to a convex combination of ˆ1 and ˜1, and is called the positive shrinkage estimator
(PSE). This estimator can be deﬁned as
ˆ
S+
1 = ˜1 +
[
1 − (k − 2)
Tn
]+
(ˆ1 − ˜1), k  3,
where z+ = max(0, z). We emphasize here that ˆS+1 is particularly important for controlling over-
shrinking.
Bancroft [4] introduced the pretest estimator of 1 based on ˆ1 and ˜1 as
ˆ
PT
1 = ˜1I(Tn  χ2k,α) + ˆ1I(Tn > χ2k,α), k  1,
where I(A) is an indicator function of a set A and χ2
k,α
is the α-level critical value of the distribution of
Tn under H0 of (3). If we replace ˆ1 by ˆ
S
1 in the above formula, we show that the resulting estimator
dominates the usual pretest estimator in term of the criteria in Section 4. We call this estimator the
improved pretest estimator (IPT). This kind of estimator was ﬁrst introduced by [29]). It is deﬁned by
ˆ
IPT
1 = ˜1 +
(
1 − (k − 2)T−1n
)
(ˆ1 − ˜1)I(Tn > χ2k,α), k  3.
This estimator dominates ˆ
PT
1 over the range of parameter values but now we have the restriction
k  3. If χ2
k,α
 (k − 2), ˆIPT1 behave like ˆ
S+
1 and for χ
2
,α outside this range, it behaves like the usual
pretest estimator but still it continues to perform better than the pretest estimator, see [1].
3.2. Absolute penalty estimator
Ahmed [3] proposed the absolute penalty estimator (APE) for semiparametric partially linear
regression models. It is a constrained version of ordinary least squares deﬁned as the solution to
ˆτ = min(yˆ − xˆ′)′(yˆ − xˆ′) subject to
n∑
j=1
|βj| τ ,
where xˆ, yˆ are deﬁned in Section 2 and τ is a tuning parameter. If τ is large enough, this gives the
least squares estimates based on xˆ and yˆ. However, smaller values of τ produce shrunken estimates
ˆτ , often with many components equal to zero. This procedure gives shrinkage, variable deletion
and good prediction accuracy as well as effectively balancing variance and bias in the partially linear
model. Traditionally, the APE is computed by quadratic programming techniques, and τ is selected
using cross-validation (CV) and generalized cross-validation (GCV). Note that the output of the APE
resembles shrinkage and pretest methods by both shrinking and deleting coefﬁcients. However, it is
different from the pretest and shrinkage procedures of Section 3.1 in that it does not treat the 1
coefﬁcients differently from the 2 coefﬁcients.
4. ADR and ADB comparisons
In this section, we derive expressions for asymptotic distributional bias’s (ADBs) and asymptotic
distributional risks (ADRs) of the estimators considered in Section 3.1.
The objective is to estimate the unknown parameter vector 1 by some estimator 
∗
1 when perfor-
mance is evaluated by squared error loss. To study the asymptotic quadratic risks of ˆ1, ˜1, ˆ
IPT
1 and
ˆ
S+
1 , we deﬁne a quadratic loss function using a positive definite matrix Q , by
L(∗1,1) = n(∗1 − 1)′Q (∗1 − 1),
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where ∗1 can be any one of ˆ1, ˜1, ˆ
IPT
1 and ˆ
S+
1 . Now we assume that, for the estimator 
∗
1 of 1, the
asymptotic distribution function of ∗1 under {Kn} exists and is given by
F(x) = lim
n→∞ P
(√
n(∗1 − 1) x|Kn
)
,
where F(x) is nondegenerate. Then the asymptotic distributional risk of ∗1 is deﬁned as
ADR(∗1) = tr
(
Q
∫
Rq
∫
xx′dF(x)
)
= tr(QV),
where V is the dispersion matrix for the distribution F(x).
Note that, under nonlocal (ﬁxed) alternatives ˜1 has unbounded risk, while the three other esti-
mators are asymptotically equivalent to ˆ1. To obtain an interesting non-degenerate asymptotic dis-
tribution F , we consider the performance of the four estimators when 2 is close to the null vector,
and thus we consider the Pitman type of alternatives {Kn} given by
Kn : 2 =

n
1
2
, (9)
where ‖‖ < ∞, while H0 : 2 = 0 reduces to  = 0.
First, we present the expression for the asymptotic distributional bias of the proposed estimators.
The ADB of an estimator ∗1 is deﬁned as
ADB(∗1) = limn→∞ E
(
n
1
2 (∗1 − 1)
)
.
For the next theorem, we use the notation B =
(
B11 B12
B21 B22
)
with B deﬁned in Assumption 1, B21 and
B22 are q × q and k × kmatrices respectively, = (′B22.1)σ−2,B22.1 = B22 − B21B−111 B12, andHv(x;)
is the cumulative distribution function of the noncentral chi-square distribution with noncentrality
parameter  and v degrees of freedom. Further,
E(χ
−2j
v ()) =
∫ ∞
0
x−2jdHv(x;).
Theorem 4.1. Suppose that Assumptions 1–4 deﬁned in Section 2 hold and that the errors εi are indepen-
dent with mean zero, same variance σ2 and μ3i = Eε3i uniformly bounded. Then, under {Kn} and k  3, the
ADBs and ADRs of the estimators ˆ1, ˜1, ˆ
IPT
1 and ˆ
S+
1 are respectively
ADB(ˆ1) = 0,
ADB(˜1) = −B−111 B12,
ADB
(
ˆ
IPT
1
)
= −B−1
11
B12
[
H(k+2)(k − 2;) + E(χ−2k+2()I(χ2k+2() > k − 2))
]
,
ADB
(
ˆ
S+
1
)
= −B−1
11
B12
[
H(k+2)(k − 2,) + E(χ−2k+2())
+ (k − 2)E(χ−2
k+2())I(χ
2
k+2() > (k − 2))
]
,
and
ADR(ˆ1) = σ2(tr)(QB−111.2),
ADR(˜1) = σ2(tr)(QB−111 ) + 
′
,
ADR
(
ˆ
IPT
1
)
= ADR(ˆS1) + (k − 2)(tr)(Q)
[
2E(χ−2
k+2()I(χ
2
k+2() χ2k,α)))
− (k − 2)E(χ−4
k+2()I(χ
−2
k+2() χ2k,α))
]
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− σ2(tr)(Q)H(k+2)(χ2k,α;) + ′
×
[
2H(k+2)(χ2k,α;) − H(k+4)(χ2k,α;)
]
− (k − 2)′{2E(χ−2
k+2())I(χ
2
k+2() χ2k,α)
− 2E(χ−2
k+4())I(χ
2
k+4() χ2k,α))
+ (k − 2)E(χ−4
k+4())I(χ
2
k+4() χ2k,α))}
ADR
(
ˆ
S+
1
)
= ADR(ˆS1) + (k − 2)(tr)(Q)
[
2E(χ−2
k+2()I(χ
2
k+2() (k − 2))
− (k − 2)E(χ−4
k+2())I(χ
2
k+2() (k − 2))
]
− (tr)(Q)H(k+2)((k − 2);)
+ ′ [2H(k+2)((k − 2);) − H(k+4)((k − 2);)]
− (k − 2)′
[
2E(χ−2
k+2())I(χ
2
k+2() (k − 2))
− 2E(χ−2
k+4())I(χ
2
k+4() (k − 2))
+ (k − 2)E(χ−4
k+4())I(χ
2
k+4() (k − 2))
]
,
where  = B−1
11
B12QB21B
−1
11
,  = B−1
11
B12B
−1
22.1
B21B
−1
11
, B11.2 = B11 − B12B−122 B21. and the ADR
(
ˆ
S
1
)
is
given by
ADR(ˆ
S
1) = σ2
(
tr(QB−1
11.2
) − (k − 2)tr(B−1
22.1
)2E(χ−2
k+2())
− (k − 2)E(χ−4
k+2())
)
+ (k2 − 4)′E(χ−4
k+4()).
Proof. Use the detailed arguments in [3]. 
For comparison purpose, we use the following risk function for the estimator ˆ
PT
1 ,
ADR
(
ˆ
PT
1
)
= σ2
(
tr(QB−1
11.2
)
(
1 − H(k+2)(χ2k,α;)
)
+ tr(QB−1
11
)H(k+2)(χ2k,α;)
)
+ ′
(
2H(k+2)(χ2k,α;) − H(k+4)(χ2k,α;)
)
.
Note that when B12 = 0, then = 0 and we have:
Corollary 4.1. WhenB12 = 0, under the assumptions of Theorem 4.1, all the ADRs reduce to common value
σ2(tr)(QB−1
11
) for all .
In the sequel, we assume thatB12 /= 0. Based on Theorem4.1, the results for the estimation problem
are:
Corollary 4.2. Under the assumptions of Theorem 4.1,
(i) For any Q ∈ QD and all , ADR
(
ˆ
S+
1
)
 ADR(ˆS1) ADR(ˆ1) under {Kn} where
QD =
{
Q : tr(B
−1
22.1
)
Chmax(B−122.1)
 k + 2
2
}
and chmax(.) is the maximum characteristic root.
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(ii) When  = 0, the following holds
ADR(˜1) ADR
(
ˆ
IPT
1
)
 ADR
(
ˆ
PT
1
)
 ADR
(
ˆ
S+
1
)
 ADR(ˆS1) ADR(ˆ1).
(iii) As  moves away from the zero vector, ADR(˜1) monotonically increases in λ ≡ ′ and goes to
inﬁnity as λ goes to inﬁnity.
Remark 4.1. In terms of ADR, the SE dominates UE and PSE dominates the SE. Hence, PSE is also
superior to UE.
Both IPT and PT improve onUE at the null hypothesis at the expense of poor performance elsewhere
in the parameter space. The magnitude of the ADR gain of the pretest estimators over ˆ1 at the null
vector depends on the size α of the test. As α increases, the maximum risk of ˆ
IPT
and ˆ
PT
decreases.
If χ2
k,α
∈ [0, k − 2], then ˆIPT1 can be simply viewed as ˆ
S+
1 and hence ˆ
IPT
1 dominates ˆ1. On the other
hand, ˆ
IPT
behaves like the usual pretest estimator ˆ
PT
1 whenever χ
2
k,α

∈ [0, k − 2] and hence may no
longer be superior to ˆ1 for all values of .
Consider the caseχ2
k,α
∈ (k − 2,∞), thenneither ˆIPT1 nor ˆ
PT
1 is superior to ˆ1 in theentireparameter
space. As moves away from the null vector, the value of the risk of ˆ
IPT
1 increases to amaximum after
crossing the risk of ˆ1, then decreases towards it. There are some points in the parameter space where
the risk function of ˆ
IPT
1 crosses the risk function of ˆ1, and hence is subject to the kind of criticism
as being absorbed by ˆ
PT
1 . Again, ˆ
IPT
1 performs uniformly better than ˆ1 when χ
2
k,α
takes the value
outside the interval (k − 2,∞).
Finally, it is important to remark here that the absolute penalty estimator for our criteria with
Q ∈ QD outperform the conventional semiparametric least square estimator in the entire parameter
space for k  3, while this least square estimator is admissible for k = 1 and k = 2.
For practical reasons and to illustrate the properties of the theoretical results, we conducted a
simulation study reported, in the next section, to compare the performance of the proposed estimators
for moderate and large sample sizes.
5. Simulation results
In this section, we use Monte Carlo simulation experiments to examine the mean squared error
(MSE) performance of the proposed estimators. Our simulation is based on a partially linear regression
model with different numbers of explanatory variables.
Our sampling experiment consists of different combinations of sample sizes, i.e., n = 30, 50, 80 and
100. In this study we simulate the response from the following model:
yi = x1iβ1 + x2iβ2 + · · · + xpiβp + g(ti) + εi, i = 1, . . . ,n,
where the εi are i.i.d standard normal, ti = (i − 0.5)/n, xsi = (ζ (1)si )2 + ζ (1)i with ζ (1)si i.i.d. ∼ N(0, 1) and
ζ
(2)
i
i.i.d. ∼ N(0, 1) for all s = 1, . . . , p, and i = 1, . . . ,n.
The pretest estimator is based on the hypothesis H0 : βj = 0, forj = q + 1, . . . , p with p = q + k. We
use regression coefﬁcients  = (1,2) with 1 = (1.5, 3, 2), and use the nonlinear function g(t) =
sin(4πt) to generate responses yi. Those are ﬁxed for each realizationwhile we use different values for
2. We provide detailed results for (q, k) = {(3, 3), (3, 5), (3, 11)} and α = 0.05.
For the weight functionWni(tj), we use
Wni(tj) = 1nhn K
(
ti − tj
hn
)
= 1
nhn
1√
2π
e
− (ti−tj )
2
2h2n ,
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Table 1
Simulated relative efﬁciency with respect to ˆ1 for n = 50, k = 5.
 ˜1 ˆ
IPT
1 ˆ
S+
1
0.0 2.687 2.438 1.876
0.2 1.614 1.275 1.347
0.4 0.727 0.998 1.111
0.6 0.379 1.040 1.053
0.8 0.227 1.030 1.030
1.2 0.105 1.015 1.015
1.6 0.061 1.009 1.009
2.0 0.038 1.005 1.005
4.0 0.010 1.002 1.002
which is Priestley and Chao’s weight with a Gaussian kernel. We use the cross-validation (CV) method
[36] to select the optimal bandwidth hn, which minimizes the following CV function
CV(hn) = 1
n
n∑
i=1
(yˆ−i − xˆ−i
1
βˆ−i
1n
− xˆ−i
2
βˆ−i
2n
− xˆ−i
3
βˆ−i
3n
− xˆ−i
4
βˆ−i
4n
− · · · − xˆ−ip βˆ−ipn)2,
where (βˆ−i
1n
, βˆ−i
2n
, βˆ−i
3n
, βˆ−i
4n
)′ = (Xˆ ′−iXˆ−i)−1Xˆ ′−iyˆ−i, Xˆ−i = (xˆ−i
jk
)′, 1 k  n, 1 j  p, yˆ−i = (yˆ−i
1
, . . . , yˆ−in ),
xˆ−i
sk
= xsk −
∑n
j /=i Wnj(ti)xsj , yˆ
−i
k
= yk −
∑n
j /=i Wnj(ti)yj .Here yˆ−i is thepredictedvalueofy= (y1, y2, . . . , yn)
at xi = (x1i, x2i, . . . , xpi) with yi and xi left out of the estimation of the β’s.
Thenumber of simulationsunder thenull hypothesiswas varied initially and itwasdetermined that
3000 of each set of observations were adequate, since a further increase in the number of realizations
didnot significantly change the result.Wedeﬁne theparameter = ‖− (0)‖2,where(0) = (1,0)′
and ‖ · ‖ is the Euclidian norm. Different values of2 were chosen to produce the values of between
0 and 4.
All computations were conducted using the R statistical system [20]. We numerically calculated
the relative MSE of ˜1, ˆ
S+
1 , and ˆ
IPT
1 , with respect to ˆ1 . The asymptotic relative efﬁciency (ARE) of
an estimator ˆ
∗
1 to the unrestricted least square estimator ˆ1 is denoted by
ARE(ˆ1 : ˆ
∗
1) =
MSE(ˆ1)
MSE(ˆ
∗
1)
,
keeping in mind that the amount by which a ARE is larger than one indicates the degree of superiority
of the estimator ˆ
∗
1 over ˆ1.
Our methods were applied to several simulated data sets. Because the results were similar across
cases, to save space we report here only the results for n = 30 and 50; see Table 1 and Figs. 1 and 2.
The ﬁndings can be summarized as follows:
(i) For all combination of k and sample sizes, ˜1 dominates all the estimators at and near 
 = 0.
On the contrary, when  deviates from the origin, the estimated MSE of ˜1 increases and
becomes unbounded where as the estimatedMSE’s of all other estimators remain bounded and
approaches to the MSE of ˆ1 from below. It can be safely concluded that the departure from
the restriction is fatal to ˜1, but it has less impact on positive shrinkage estimators, which is
consistent with the asymptotic theory of Section 4.
(ii) The risks of IPT are lower than PT but similar in dominating that of the UE around H0 and
becoming inferior to it at some points in the alternative parameter space and then approaching
it from below as  tends to inﬁnity.
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Fig. 1. Asymptotic relative efﬁciency of the estimators as a function of the non-centrality parameter ∗ for different sample
sizes n, and number of nuisance parameters k.
(iii) The risk function of ˆ
S+
1 and ˆ1 are plotted in Figs. 1 and 2. we notice that the maximum risk
improvement is gained near  = 0 because the PSE shrinks UE towards the RE. We conclude
that PSE is superior to the usual SE and hence perform better than the UE both analytically and
numerically in the entire parameter space.
5.1. Absolute penalty estimator
In Table 2, we give relative efﬁciencies of two absolute penalty-type estimators with respect to the
unrestricted least square estimator for n = 50 and 80 when 3 out of 14 coefﬁcients are not zero. The
penalty parameter τ is estimated using the CV and generalized CV (GCV). We only do the comparison
when = 0 because the APEswe consider here do not take advantage of the fact that is partitioned
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Fig. 2. Asymptotic relative efﬁciency of the estimators as a function of the non-centrality parameter ∗ for different sample
sizes n, and number of nuisance parameters k.
Table 2
Relative efﬁciency of estimators with respect to ˆ1 when 
 = 0.
Method n = 50 n = 80
k = 3 k = 11 k = 3 k = 11
APE (GCV) 1.337 2.103 1.259 1.951
APE (CV) 1.387 2.208 1.303 1.751
Positive shrinkage 1.259 4.424 1.207 3.878
Improved pretest 1.613 5.996 1.755 4.892
into main parameters and nuisance parameters, and thus are at a disadvantage when > 0. We see
that, when k = 3, APE performs better than the positive shrinkage method. On the other hand, the
positive shrinkage method performs better when k is large. Thus, we recommend using the positive
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shrinkagemethodwhenk is large.Not surprisingly, the improvedpretest estimator is thebest estimator
when ∗ = 0, when compared with APE and shrinkage.
6. Concluding remarks
In this study we compared the performance of a positive shrinkage estimator, an improved pretest
estimator, an absolute penalty-type estimator, and the least squares estimator in the context of a
partially linear regression model with potentially irrelevant nuisance variables. We consider methods
optimally combining, under quadratic loss, estimation problem involving estimators under full and
reduce models that have different sampling properties. It is concluded both analytically and com-
putationally that the positive shrinkage and the improved pretest estimators outperform the usual
shrinkage andpretest estimators respectively. Furthermore, the improvedpretest estimator dominates
the unrestricted semiparametric least square estimator 1 for a range of α. In the same range of α
values, the behavior of ˆ
IPT
1 is the same as that of ˆ
S+
1 . The performance of the reduced model least
square estimator heavily depends on the nuisance effect. Not only that, the risk of this estimator may
become unbounded when the reduced model does not hold. The absolute penalty type estimator is
competitive when the number of parameters k in the nuisance parameter vector 2 is small, but the
positive shrinkage estimator with appropriate data based weights performs best when k is large.
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