A time-splitting method for solving advection-dominated, parabolic, partial differential equations is presented. In this method, a higher-order Godunov procedure approximates advection and a mixed finite element procedure approximates diffusion. Several variations on the basic scheme are formulated for solving one-dimensional, quasilinear, parabolic problems with Dirichlet boundary conditions. A maximum principle for one variant of the scheme is demonstrated, and L 00 (L 2 ) and L 2 (L 2 ) error estimates for the approximate solution and the diffusive flux, respectivly, are derived. These estimates indicate that one variant of the scheme is L 00 -stable in certain situations, but possibly sub-optimal in error, while another variant is optimal and L 2 -stable. Keywords: Higher-order Godunov method, mixed finite element method, error estimates AMS(MOS) subject classification: 65N10, 65N30 1. Introduction. Many problems in science and engineering are described by advectiondominated parabolic partial differential equations. Besides advection, these equations model diffusion and dispersion, and, in some cases, chemical reactions. Problems of this type occur, for example, in flow in porous media, aerodynamics, and the modelling of semiconductors.
by van Leer [14] , and the generalizations of this scheme developed by Harten, et. al. , [8] . The former scheme, called MUSCL, was based on a scheme given in [7] and was later refined and extended by Colella [3] and Colella and Woodward [5] . The latter method is the secondorder version of the Essentially Non-Oscillatory (ENO) schemes. These schemes have been used for solving conservation laws, such as those arising in gas dyanamical simulations. Bell and Shubin [2] were the first to apply higher-order Godunov techniques to fl.ow in porous media. This methodology and work of Colella [4] and van Leer [15] were the impetus for the two-dimensional scheme derived in [1] .
The mixed finite element method was first developed for second-order elliptic equations by Raviart and Thomas [10] . Here we concentrate on the mixed method with the lowestorder Raviart-Thomas approximating spaces.
The major results of this paper are derivation of a maximum principle and error estimates for Godunov-mixed methods applied to one-dimensional partial differential equations of the form 
s(O, t) = go(t),
s(l, t) = g1(t), 0 < t ~ T.
(1.3)
Similar results for boundary conditions of Neumann and mixed type, and extension of the arguments to a= a(x,t,s) and nonhomogeneous right hand side, can be found in [6] . In our analysis, we assume for simplicity that f'(s) ~ 0 and we assume O < a* ~ a(x, t) ~ a* for some positive constants a*, a*. We remark on the extension of the arguments to general f E C 2 in Section 7. Throughout we assume s and the coefficients are sufficiently smooth so that optimal order estimates can be obtained. We also assume compatability between boundary and initial data; i.e., g 0 (0) = s 0 (0), etc.
The remainder of this paper is organized as follows. Notation is established in the next section. The Godunov-mixed method is then derived in Section 3. Theoretical results for the basic scheme, namely a maximum principle and error estimates, are stated in Section 4. The maximum principle is then proved in Section 5, and the error estimates in Section 6. Extensions of these results to a more general flux function, and to more general timestepping procedures, as well as experimental rates of convergence, are presented in Section 7. In Section 7, we also introduce a second order in time scheme.
Notation and definitions. Let J be a positive integer, and
Ox : 0 = X 1 < X ~ < ... < X J+l = 1 2 2 2 be a partition of [O, 1] into grid blocks Bi = [xi-½'xi+½l· Let xi be the midpoint of Bj, and ~Xi = xi+½ -xi-½• ~xi+½ = Xi+t -xi, for j = 1, ... , J -1. Let Yi = g(x;) and Yi+½ = g(xi+½). We assume the mesh defined by Ox is quasi-uniform; i.e., there exist positive constants Co, C 0 , independent of the mesh, such that 
Xi-½
Let (·, ·) denote the trapezoidal rule approximation to(·,·) on the mesh b:ci i.e., In our analysis, unless indicated otherwise, we define ~x = max; ~x; and ~t = maxn ~tn. Moreover, C represents a generic constant, independent of ~x and ~t. The notation C = C( </>) means C is a constant which depends on </>. We will also use the standard inequality,
3. The Godunov-mixed method. The approach we use to solve (1.1)-(1.3) is based on time-splitting. Assume we have an approximation sn(x) to s(x,tn) satisfying (1.1), and we want an approximation to s(x,tn+l). We first apply the MUSCL (or ENO) scheme to the equation 
This is valid for j = 1, ... , J; S 0 L is determined by the boundary conditions and is given below. '
Given Sf for j = 1, ... ,J, and Sf. 
When the advective component of (3.22 ) is approximated by MUSCL, we will refer to (3.21)-(3.22) as the MUSCL-mixed method, or MMM, and when it is approximation by the ENO scheme, we will refer to it as the ENO-mixed method, or EMM.
Approximating the first integral in (3.19) using the trapezoidal rule, one obtains
the terms U"vt 1 and u;;½ are determined by the boundary conditions. Moreover, choosing w = 1 on Bj and 0 elsewhere in (3.20) , and substituting (3.23), we see that (3.24) Thus, the mixed method with lowest-order approximating spaces and the trapezoidal rule of integration is equivalent to block-centered finite differences applied to (3.3) [11, 16] . We note that, for uniform mesh, the truncation error associated with (3.24) is O(ilx 2 + ilt), away from boundaries, but for nonuniform mesh, the truncation error is 0(1). Combining (3.17) with (3.24) we obtain (3.25) and (3.26) Hence, to determine sn+i from (3.25) and (3.26), we solve a positive definite, symmetric, tridiagonal system of equations at each time tn+l. In this case, when the advective term is determined by the MUSCL algorithm, we will refer to the scheme (3.25)-(3.26) as the MMM-TR (TR -trapezoidal rule), with an analogous definition for EMM-TR. Calculation of slopes. Given sn+i, the final step in the algorithm is the construction of R(x; sn+t ). By (3.5) , this involves calculating the slopes i5S7J+l.
In the MUSCL scheme, 6S1J is calculated for each n using the following "slope-limiting" procedure, which allows for piecewise linear approximations in some grid cells, but reduces the approximation to piecewise constants at local extrema. Let .
'
Here a1,j is a parameter satisfying 
Xj
Limited slopes oSf and oSj incorporating the boundary conditions are given below. In practice one normally chooses the parameter a1,j to be close to its upper bound. This allows for steeper representation of sharp fronts. It also has the effect of allowing the slope-limiter to choose the centered slope 6cSf more often. We note that when a1,j = 0, the MUSCL scheme reduces to the first-order Godunov scheme [7] .
In the ENO scheme, the slope is given by (3.31)
Enforcing boundary and initial conditions. In the MUSCL scheme, a limited slope can be calculated for the first interval by setting 6.x3;2 
Calculating oSJ by (3.29), j = 2, ... , J -1, and calculating 6S~ and 6S~ by the proper formulas as given above, we approximate the initial condition (1.2) by setting
Remarks on general time-splitting techniques. The procedure outlined above can be generalized so that one performs M advection steps per diffusion step, where Mis a positive integer. This approach may be useful in cases where the CFL time-step constraint associated with the higher-order Godunov scheme limits the overall efficiency of the method. Note that there is no stability time-step constraint associated with the mixed method, since we employed a fully implicit time-stepping procedure.
Let £Jx(t), £~x(t) denote the approximate advection and diffusion solution operators associated with the MUSCL (or ENO) and mixed methods, respectively. Let R(x; sn) be given by (3.5). The GMM can then be written in the abstract form
Let ~tA and ~tv denote time-steps for advection and diffusion, respectively, where (3.47) and ~tA is determined by a CFL constraint. Taking M advection steps per diffusion step then gives the following scheme:
For more details on this idea, see [6] .
Summary of Theoretical Results.
In this section we summarize theoretical results which are proved in the next two sections. We will concentrate on the basic scheme presented in Section 3. Error estimates for the scheme given by (3.48) can be found in [6] .
We will remark on this estimate in Section 7. We will assume J' 2' : O; the extension of the error estimates to more general f is also discussed in Section 7.
The first result we will state concerns the stability of the scheme just derived. We show that with certain time-step restrictions and assumptions on the slope-limiting parameter O'./,j, the MMM-TR solution Sis L 00 -stable. LEMMA In our analysis, we make the following smoothness assumptions on the coefficients and the solution, namely, 
Let C* be a constant which satisfies llfllwi(R), llallwJc,(Wi), lls ( 4 -8) ,f.!~.11S" -•"II+ (t IIU" -u111~Llt")
where C is independent of tl.x and tl.t,
For (S, U) the EMM approximations to (s, u), (4.10)
The above theorem shows the MMM to be first-order in L 00 (L 2 ), which is not optimal when approximating by piecewise linears. This represents a worst-case scenario based on the accuracy of the slope-limiting procedure. First, note that we have not precluded the case 0:1,j = 0, which is the Godunov scheme and which is clearly first-order accurate. depending on the slope-limiting procedure. If the slope-limiter forces oSJ = 0 for "most" j's and n's, then one would expect the estimate ( 4.8) to be optimal, since a piecewise constant approximation is used over most of the space-time domain. Heuristically, however, one expects that in most cases the truncation error for the MUSCL scheme will approach C'.J(tl.x 2 ) as the mesh tends to zero; i.e., that piecewise linear approximations will be used over "most" of the domain. We will examine this effect numerically in Section 7.
We now state results for the MMM-TR and EMM-TR schemes. ( 4.12) in the uniform mesh case is a result of the way the mixed method approximates Dirichlet boundary conditions. Based on experimental evidence given in Section 7, this effect appears to be real and not just an artifact of the proof.
Finally, we prove a result for the L 2 error of the EMM-TR scheme which is valid for nonuniform mesh. and recall S~+l = Sf+l -2g~+l. We have two cases. Either Sf+l ~ g~+l or s;+ 1 2' . gg+i.
In the latter case, we obtain Thus, in either case,
Proofs of Theorems 4.2-4.4. Proof of Theorem 4.2. By (1.1), the solution pair
where, for the MMM, (6.4) For the EMM, (6.5)
Moreover, we define 
-(F(S.£)x,w)-(8tsn+1,w)-((u1);+1,w) (f(sn+I )x, w) -(F(S2)x, w) + (sf+I, w) -(8tsn+I, w) +((un+I -u 1 +I)x,w), WE M~1(6x),
Note that the last term on the right side of (6.7) vanishes since u1 interpolates u and w is piecewise constant. By (6.2), (4.5) , and (3.21), and since v E Mli(t5x) implies Vx E M~1 (8x), (6.8) Thus, setting w = ~n+I, v = T/n+I, and adding (6.7) and (6.8), we find 
By Taylor series expansion and the differential equation, for j > 0,
Thus, by (6.13) and (6.3), 
Defining F(x;sn+l) E MB(6x) by (6.10), then by (6.27), (6.16), and (6.17),
).
An estimate for h is given by (6.19) . For h, note that by (6.27), 
and consequently, (6.35) where q = l for nonuniform mesh, q = 2 otherwise. where C1 = C(llu(·, t)ll2). Moreover
where C2 depends on lluxxtllLoo(L2) and C1. 
Moreover, from (6.37), 
Integrating by parts and applying (6.43), (6.45), (6.38), and (6.48), we find Combining (6.50)-(6.52) with (6.49) completes the proof of (6.39).
The proof of (6.40) involves differencing (6.41) and (6.43) in time and following an argument similar to the one given above. We leave the details of this proof to the reader.
Let f3 = S -S and "' = U -(J, where S, U are the EMM-TR approximations to s, u.
Then, by (6.36), (6.37), and (3.25), we obtain 
Estimates for Ji and /~ can be obtained by arguments similar to those used to derive (6.29) and (6.19 In this case, emulating the proof of Theorem 4.2: An estimate for the last term on the right side of (7.7) is straightforward but tedious. The details are given in [6] , where it is shown that Finally, we find
n=l
In this case, the error is provably only first order in space for both the EMM and the MMM. Note that the Godunov flux ha given by (3.15) is consistent; i.e., ha (v,v) = J(v). It is also easily shown that ha is Lipschitz in its arguments, in fact, (7.10) for arbitrary left and right states, vl, vz, v1,, and v'k-Emulating the proof of Theorem 4.2, the analogous bound for 1 1 given in (6.11) is (7.11) In this case, we have, by the consistency of hG and (7.10), 
for j = 1, ... ,J, and for j = 0,
Assume the trapezoidal rule is used to evaluate (un+½,v)a. Define Sand -0 by (6.36) and (6.37). The first term on the right side of (7.19) is equal to (7.20 )
Defining sj,L 2 analogously to (7.16), (7.17) , with Ux 2 replaced by Ux 2 , we find by Taylor expansion (see (6.13)) that, (7.21) Noting by (6.43) that
we find that (7.22)
Moreover, for n > 0,
where OJ is between sj,L 2 and Sj,L 2
• The term involving sJ,L -Sf.L has been dealt with before, and is bounded by (7.24) where Eis a small, positive constant. The remaining term is equal to
For ~t sufficiently small such that (7 26 )~t [
the right side of (7.23) is bounded by (7.27) For n = 0, the first term on the right of (7.23) is bounded by (7.24) (with n = 0), while the 1 second term is zero by the definition of sJ.L· Experimental rates of convergence. We conclude by presenting some experimental rates of convergence for smooth flow problems. We consider St+ Sx -aSxx = r(x, t), 0 < X < l, 0 < t::; .125,
where a is a constant. We first set a= land determiner such that s(x, t) = sin(1r(x -t)). The experimental rates of convergence for lllll and llrll£2(£2) as defined in the proof of Theorem 4.3 for the MMM-TR and EMM-TR schemes are given in Tables 1 and 2 , respectively, indicating that l is second order accurate, and r is of order ~x 3 1 2 , as predicted. The errors are computed at time t = .125. These results show that our heuristic intuition concerning the second order convergence of the MMM-TR scheme holds in this case. In these runs, ~t = ~x 2 • We also give results for the ~t 2 sheme derived above; here ~t = ~x /2.
We next set a= 10-2 , and again construct r such that s(x,t) = sin(1r(x -t)). The results in this case are presented in Table 3 .
Results for nonuniform mesh for the latter case are given in Table 4 , these results agree with the estimates of Theorem 4.4. The coarsest mesh in this case satisfied The latter meshes were determined by dividing each block in the previous mesh in half.
The final results we present are for a = 10-4 • Here we consider only the ~t 2 scheme, since the differences in the schemes for this value of a are negligible. In this case, several grid refinements are necessary before the L 2 error approaches second order accuracy. However, it was observed that I Ill lo approaches second order accuracy even on the coarser meshes. 
MMM-TR

