Given an undirected graph G = (V; E) and a partition fS; Tg of V , an S{T connector is a set of edges F E such that every component of the subgraph (V; F) intersects both S and T.
Introduction
Let G = (V; E) be an undirected graph, S a subset of its vertices, and T the complement of S in V . An S{T connector in G is a set F of edges such that every component of the subgraph (V; F) intersects both S and T.
Let G S be the graph obtained from G by shrinking the set S into a vertex s, and let G T be the graph obtained from G by shrinking T into a vertex t. The de nition implies that F E is an S{T connector in G if and only if F contains a spanning tree of G S and a spanning tree of G T . Here, the edges of G are identi ed with the edges (possibly loops) of G S and with the edges of G T in the obvious way. It follows that an S{T connector is a common spanning set of two matroids on E, namely the cycle matroids of the graphs G S and G T . Recall that a spanning set in a matroid is a set containing a base. (For matroid theory we refer to 8].) Let k denote a nonnegative integer. It follows from the above that if G contains k edge-disjoint S{T connectors, then both G S and G T contain k edge-disjoint spanning trees. In this paper, we prove that the converse also holds.
Theorem 1 G contains k edge-disjoint S{T connectors if and only if both G S and G T contain k edge-disjoint spanning trees.
The proof of this theorem provides an O(nm) reduction of the problem of nding a maximum number of edge-disjoint S{T connectors in a graph to the problem of nding a maximum number of edge-disjoint spanning trees in two smaller graphs. Here, n denotes the number of vertices and m the number of edges of the graph. For a short proof and a polyhedral interpretation of Theorem 2 the reader is referred to 4]. The proof of Theorem 1 presented in this paper is more elementary, yields an e cient algorithm for packing S{T connectors (using a subroutine for packing spanning trees as a black box), and extends to matroids.
Theorem 2 has two important special cases. First, if G is bipartite with colour classes S and T, then an S{T connector is nothing but an edge cover of G (a set of edges covering all vertices), and Theorem 2 specializes to a theorem of K onig 5] and Gupta 3] , saying that the maximum number of edge-disjoint edge covers in a bipartite graph is equal to the minimum vertex degree. Second, if either S or T is a singleton, then an S{T connector is a set of edges containing a spanning tree of G, and Theorem 2 specializes to Lemma 1.
Note that Lemma 1 is a special case of the well-known matroid base packing theorem. However, Theorem 1 and Theorem 2 do not follow from any known matroid base packing results. To be able to formulate a generalization of Theorem 3 that can be applied to graphic matroids, we need the following de nition.
De nition 2 Let M be matroid on E and let E 0 E. Then E 0 is said to be an sbo-set for M if for every two bases B 1 and B 2 of M, there exists an injective function : B 1 \E 0 ! B 2 , such that for every subset A of B 1 \E 0 with j (A) n E 0 j 1, the sets (B 1 n A) (A) and (B 2 n (A)) A are bases of M.
It is not di cult to see that such a function must be the identity on B 1 \ B 2 \ E 0 .
The property de ned in De nition 2 is preserved under taking duals and minors in the following sense: if E 0 is an sbo-set for M, then E 0 is also an sbo-set for the dual M of M, and E 0 \ E 0 is an sbo-set for the restriction of M to E 0 , for any subset E 0 of E. It follows that E 0 \ E 0 is an sbo-set for any minor M 0 of M with ground set E 0 E. Also, if E 0 is an sbo-set for M, then any subset of E 0 is an sbo-set for M. Moreover, every singleton subset of E is an sbo-set for M.
Note that M is strongly base orderable if and only if E 0 = E is an sbo-set for M. The following theorem therefore implies Theorem 3 (take
Theorem 4 Let M be a matroid on E 1 and let N be a matroid on E 2 . Let E := E 1 E 2 and E 0 := E 1 \ E 2 . View M and N as matroids on E (consider elements of E 2 n E 1 as loops of M and elements of E 1 n E 2 as loops of N). Suppose that E 0 is an sbo-set for M as well as for N, and suppose that both M and N have k pairwise disjoint bases. Then E contains k pairwise disjoint common spanning sets of M and N. Proof. Let at the moment we want to compute its -or 0 -value .)
As a corollary of Theorem 4 we can derive Theorem 2. For this we need the following lemma. We write (v) instead of (fvg).
Lemma 2 Let G = (V; E) be a graph and let s 2 V . Then (s) is an sbo-set for the cycle matroid M(G) of G. Proof. Let T r and T b be the edge sets of two spanning trees in G. By contracting the edges in T r \ T b , we may assume that they are disjoint.
For any edge e of T r \ (s) the e-branch of T r is the component of (V; T r )?fsg incident with e. De . Consequently, T r \ (U) A (s) (so every branch of T r is contained in U or in its complement) and (A) \ (U) = ;. Hence, for every e 2 A \ (U), (e) is contained in U. Since is an injection and j (A) n (s)j 1, there is at most one edge in A \ (U). It is impossible to have exactly one edge e 2 A\ (U), because (e) U should connect two di erent branches of T r , each contained in U and de ned by an edge of A \ (U). So A \ (U) = ; and hence T r \ (U) = ;, contradicting the fact that T r is a spanning tree. By de nition of , the path P from v to s in T b traverses e. P intersects (U) in an even number of edges. So, there must be another edge e 0 6 = e in T b \ (U) (A) on P. Since j (A)n (s)j 1, one of the edges e and e 0 , say e, is in (s). Then e 0 is before e (going from v to s) on P and e 0 2 (A)n (s).
Therefore, e 0 connects two di erent branches of T r . On the other hand, by de nition of , every edge on P before e = (f) has both ends in the same branch of T r . From this contradiction we derive that T 0 b is the edge set of a spanning tree, as required.
2
For the function de ned in the proof of the above lemma, it is possible to compute (A) (for any given A T r \ E 0 with j (A) n E 0 j 1) in time O(n), where n is the number of vertices of the graph G. Indeed, for e = fs; vg 2 A, to be able to identify (e), one has to nd the e-branch of T r , and the v{s path in T b . Both can be found by a depth-rst search on the edge set T r T b of order O(n). Di erent edges in A determine di erent branches of T r , so every edge of T r is visited at most once in a depth-rst search. Moreover, because j (A) n E 0 j 1, at most two elements of (A) are in the same branch of T b , so no branch of T b has to be searched more than twice for a path.
Proof of Theorem 1. Necessity is dealt with in the introduction. To see su ciency, suppose that both G S and G T contain k edge-disjoint spanning trees. Now we can apply Theorem 4 with E 1 the set of edges with at least one end in S, and E 2 the set of edges with at least one end in T. Indeed, by Lemma 2, the cycle matroids of G S and G T , viewed as matroids on E = E 1 E 2 , are strongly base orderable with respect to E 0 = (S) = (T ) (observe that E 0 = (s) in G S and E 0 = (t) in G T ). It follows that E contains k disjoint common spanning sets of M(G S ) and M(G T ), that is k edge-disjoint S{T connectors.
2
From the analysis above, we obtain an O( (n; m)+m 0 n) time algorithm for nding a maximum number of disjoint S{T connectors in the graph G on n vertices, m edges, where m 0 := j (S)j. Here, (x; y) denotes the complexity of nding the maximum number of edge-disjoint spanning trees in a graph on x vertices and y edges. An algorithm for packing spanning trees due to Gabow and Westermann 2] proves that (n; m) O(mn log(m=n)). So the bound we obtain for packing S{T connectors does not exceed this best known bound for packing spanning trees.
