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PROPERTIES OF SOME ψ-HILFER FRACTIONAL
INTEGRODIFFERENTIAL EQUATIONS
DEEPAK B. PACHPATTE
Abstract. In this paper we study some properties of ψ-Hilfer fractional in-
tegrodifferential equations. We obtain the existence and uniqueness and other
properties such as continuous dependence of solution. The tools used for ob-
taining our result is Banach fixed point theorem. Certain inequalities are also
used obtain the estimates on the solution of the equation.
1. Introduction
In last few decade abundance of applications are stimulating rapidly with the
development of fractional differential equations. An excellent account of informa-
tion on recent developments and its application in control theory and life sciences
can be found in some recent books See [4, 11] During last few years due to im-
portant applications in various fields fractional calculus has gained lot of attention
from researchers. Recently many authors have studied the fractional integrodiffer-
ential equations using various definitions of fractional operators [7]. The authors
in [1, 2, 3, 17, 18, 19, 20, 21] have studied various properties of fractional integrod-
ifferential equations using various fractional operators. In [5, 9, 14, 16] various
results are obtained for ψ-Hilfer fractional differential equations. Stability study
of various ψ-Hilfer fractional differential and partial differential equations is done
in [6, 14, 15].
. Motivated by diverse applications and to widen the scope of such equations in
this paper we consider the ψ-Hilfer fractional integrodifferential equation of the
form
HD
α,β;ψ
a+ z(x) = f

x, z(x),
x∫
a
w (x, t, z(t)) dt

 , (1.1)
I
1−γ,ψ
a+ z (a) = za, (1.2)
where γ = α+ β (1− α), HDα,β;ψa+ z(x) is the ψ-Hilfer fractional derivative of order
α and type β, f : [a, b)×R×R→ R, w : [a, b)× [a, b)×R→ R, z : C1−γ [a, b] and
x ∈ [a, b].
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2. Preliminaries
Now in this section we give the basic definitions and lemmas required in further
subsequent discussions. Now similar to as given in [8, 9, 13, 14] [a, b] with (0 <
a < b < ∞) be a finite interval in R+ and C[a, b], ACn[a, b], Cn[a, b] be the spaces
of continuous function, n-times absolutely continuous and n-times continuously
differentiable functions on [a, b] respectively. In space of continuous function u on
[a, b] is defined by
‖u‖
C[a,b] = max
x∈[a,b]
|u (x)| .
The n-times absolutely continuous function u on [a, b] is defined as
ACn [a, b] =
{
u : [a, b]→ R; u(n−1) ∈ AC [a, b]
}
.
The weighted space Cγ;ψ[a, b] of function u on (a,b] is defined by
Cγ;ψ[a, b] = {u : (a, b]→ R, (ψ (x)− ψ (a))
γ
, u (x) ∈ C [a, b]} , 0 ≤ γ < 1,
with norm
‖u‖
Cγ;ψ [a,b]
= ‖(ψ (x)− ψ (a))γ u(x)‖
C[a,b] = max
x∈[a,b]
|(ψ (x)− ψ (a))γ u (x)| .
The weighted space Cnγ;ψ[a, b] of a function u on (a, b] is defined by
Cnγ;ψ [a, b] =
{
u : (a, b]→ R, u (x) ∈ Cn−1 [a, b] , u(n) (x) ∈ Cγ;ψ[a, b]
}
, 0 ≤ γ < 1,
with the norm
‖u‖
Cn
γ;ψ [a,b]
=
n−1∑
k=0
∥∥c(k)∥∥
C[a,b]
+
∥∥c(n)∥∥
Cγ;ψ[a,b]
.
The weighted space C1−γ;ψ[a, b] of a function u on [a,b]
C1−γ;ψ[a, b] =
{
u : (a, b]→ R, (ψ (x)− ψ (a))1−γ u (t) ∈ C[a, b]
}
, 0 ≤ γ < 1,
and
‖u‖
C1−γ;ψ [a,b]
=
∥∥(ψ (x)− ψ (a))1−γ z (t)∥∥
C[a,b]
= max
x∈(a,b]
∣∣(ψ (x)− ψ (a))1−γ u (t)∣∣ .
For n = 0, we get C0γ [a, b] = Cγ [a, b] .
The weighted space Cα,βγ;ψ [a, b] is defined by
Cα,βγ;ψ [a, b] =
{
u ∈ Cγ;ψ[a, b] :
HD
α,β;ψ
a+ u ∈ Cγ;ψ[a, b]
}
, γ = α + β (1− α) .
In [8, 12] the authors have defined the fractional integrals and fractional derivative
of a function with respect to another function as follows:
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Definition 2.1. [2, 8]. Let I = [a, b] be an interval, α > 0, f is an integrable
function defined on I and ψ ∈ C1(I) an increasing function such that ψ′ (x) 6= 0
for all x ∈ I then fractional derivative and integral of f is given by
I
α,ψ
a+ f(x) =
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1 f (t) dt
and
D
α,ψ
a+ f (x) =
(
1
ψ′ (x)
d
dx
)n
I
n−α,ψ
a+ f (x)
=
1
Γ (n− α)
(
1
ψ′ (x)
d
dx
)n x∫
a
ψ′ (t) (ψ (x)− ψ (t))n−α−1 f (t) dt,
respectively. Similarly right fractional integral and right fractional derivative are
given by
I
α,ψ
b− f(x) =
1
Γ (α)
x∫
a
ψ′ (t) (ψ (t)− ψ (x))α−1 f (t) dt
and
D
α,ψ
b− f (x) =
(
−
1
ψ′ (x)
d
dx
)n
I
n−α,ψ
b− f (x)
=
1
Γ (n− α)
(
1
ψ′ (x)
d
dx
)n x∫
a
ψ′ (t) (ψ (t)− ψ (x))n−α−1 f (t) dt.
. In [13] authors have defined ψ-Hilfer fractional derivative as follows:
Definition 2.2. Let n − 1 < α < n with n ∈ N , [a, b] is the interval such that
−∞ ≤ a < b ≤ ∞ and y, ψ ∈ Cn ([a, b] ,R) two functions such that ψ is increasing
and ψ′ (x) 6= 0, for all x ∈ [a, b]. The ψ-Hilfer derivative (left sided and right sided)
HD
α,β;ψ
a+ (.) of a function of order α and type 0 ≤ β ≤ 1 are defined by
HD
α,β;ψ
a+ y(x) = I
β(n−α);ψ
a+
(
1
ψ′ (x)
d
dx
)n
I
(1−β)(1−α):ψ
a+ y (x)
and
HD
α,β;ψ
b− y(x) = I
β(n−α);ψ
b−
(
−
1
ψ′ (x)
d
dx
)n
I
(1−β)(1−α):ψ
b− y (x) .
. In particular when 0 < α < 1 and 0 ≤ β ≤ 1 we get
HD
α,β;ψ
a+ y(x) =
1
Γ (γ − α)
x∫
a
(ψ(x)− ψ(t))γ−α−1 Dγ;ψa+ y (t) dt;
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with γ = α + β (1− α) and Dγ;ψa+ (.) is ψ-Riemann-liouville fractional derivative.
Now we give some theorems proved in [13] which will be required in proving our
results.
Lemma 2.1. [[13] Lemma 4, p 80] Let n− 1 ≤ γ < n and f ∈ Cγ [a, b]. Then
I
α;ψ
a+ f (a) = lim
x→a+
I
α;ψ
a+ f (x) = 0, n− 1 ≤ γ < α.
.
Lemma 2.2. [[13] Theorem 7, p 80] Let f ∈ C1 [a, b], α > 0 and 0 ≤ β ≤ 1, we
have
HD
α,β;ψ
a+ I
α;ψ
a+ f (x) = f (x) and
HD
α,β;ψ
b− I
α;ψ
b− f (x) = f (x).
. In [10] Pachpatte has proved Gronwall-Bellman inequality is as follows:
Lemma 2.3. Let u(t), f(t) and g(t) be real valued nonnegative continuous func-
tions defined on [0,∞), for which the inequality
u (t) ≤ u0 +
t∫
0
f(s)u(s)ds+
t∫
0
f(s)

 s∫
0
g (τ) u (τ) dτ

,
for t ∈ [0,∞), holds, where u0 is a nonnegative constant. Then
u (t) ≤ u0

1 +
t∫
0
f(s) exp

 s∫
0
(f(τ) + g(τ)) dτ

 ds


for t ∈ [0,∞).
Now we define what is mean by a solution of the problem (1.1).
Definition 2.3. A function z ∈ C[a, b] is said to be a solution of (1.1) if z satisfies
equation (1.1) and the conditions in (1.2).
Lemma 2.4. A function z ∈ C[a, b] is a solution of (1.1) − (1.2) if and only if z
satisfies
z (x) =
za
Γ (γ)
(ψ(x)− ψ(a))γ−1
+
1
Γ (α)
x∫
a
ψ′(t) (ψ(x)− ψ(t))α−1 f

t, z(t),
t∫
a
w (t, τ, z (τ)) dτ

dt (2.1)
that is (1.1) and (2.1) are equivalent.
Proof. Let z(x) be a solution of (1.1)− (1.2). Then from the definition of ψ-Hilfer
fractional derivative HDα,β;ψa+ we have
I
α;ψ
a+
HD
α,β;ψ
a+ z(x) = z(x)−
(ψ(x)− ψ(a))γ−1
Γ (γ)
I
(1−β)(1−α);ψ
a+ z(a), (2.2)
for x ∈ [a, b]. Thus using Lemma (2.2) in (2.2) we have
z (x) =
za
Γ (γ)
(ψ(x)− ψ(a))γ−1
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+
1
Γ (α)
x∫
a
ψ′(t) (ψ(x)− ψ(t))α−1 f

t, z(t),
t∫
a
w (t, τ, z (τ)) dτ

dt
which is equation (2.1).
. Apply the operator Dα,β;ψa+ on both sides of (2.1) we have
HD
α,β;ψ
a+ z(x) =
HD
α,β;ψ
a+
[
za
Γ (γ)
(ψ(x)− ψ(a))γ−1
+
1
Γ (α)
x∫
a
ψ′(t) (ψ(x)− ψ(t))α−1 f

t, z(t),
t∫
a
w (t, τ, z (τ)) dτ

dt

 .
Using Lemma (2.1) and Lemma (2.2) as x→ a we have
HD
α,β;ψ
a+ z(x) = f

x, z (x) ,
x∫
a
w (x, t, z(t)) dt

 ,
which is (1.1).
3. Existence and Uniqueness
Now in our next theorem we prove the existence and uniqueness of solution of
equation (1.1)− (1.2).
Theorem 3.1. Let 0 < α < 1, 0 ≤ β ≤ 1 and γ = α + β − αβ. Suppose the
functions f, w in (1.1) be continuous and satisfy the conditions∣∣f (s, t, g)− f (s, t, g)∣∣ ≤ Q1 [∣∣t− t∣∣+ |g − g|] , (3.1)
|w (s, g, η)− w (s, g, η)| ≤ Q2 |η − η| (3.2)
and let
p = max
x∈[a,b]
(ψ (x)− ψ (a))1−γ
∣∣∣∣ zaΓ (α) (ψ (x)− ψ (a))γ−1
+Iα;ψa+ f

x, 0,
x∫
a
w (x, t, 0) dt


∣∣∣∣∣∣ <∞. (3.3)
If
q = Q1
Γ (γ)
Γ (α + γ)
(ψ (b)− ψ (a))α
+Q1Q2
Γ (γ)
Γ (α + γ)
(ψ (b)− ψ (a))α+1 < 1, (3.4)
then equation (1.1) has a unique solution z ∈ C[a, b].
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Proof. Define the operator F by
(Fz) (x) =
za
Γ (γ)
(ψ (x)− ψ (a))γ−1 + Iα;ψa+ f

t, z (t) ,
t∫
a
w (t, τ, z (τ)) dτ


− Iα;ψa+ f

t, 0,
t∫
a
w (t, τ, 0) dτ

+ Iα;ψa+ f

t, 0,
t∫
a
w (t, τ, 0) dτ

 , (3.5)
for x ∈ [a, b].
Now we prove that F is a contraction map. From equation (3.5) and hypotheses
we have
‖Fz‖
C1−γ,ψ [a,b]
= max
x∈(a,b]
(ψ (x)− ψ (a))1−γ |Fz|
= max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
×
∣∣∣∣∣∣
za
Γ (γ)
(ψ (x)− ψ (a))γ−1 + Iα;ψa+ f

t, z (t) ,
t∫
a
w (t, τ, z (τ)) dτ


−Iα;ψa+ f

t, 0,
t∫
a
w (t, τ, 0) dτ

+ Iα;ψa+ f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣
≤ max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
×
∣∣∣∣∣∣
za
Γ (γ)
(ψ (x)− ψ (a))γ−1 + Iα;ψa+ f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣
+ max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
× Iα;ψa+
∣∣∣∣∣∣f

t, z (t) ,
t∫
a
w (t, τ, z (τ)) dτ

− f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣
≤ p+ max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
× Iα;ψa+ Q1

|z (t)|+
t∫
a
|w (t, τ, z (τ))− w (t, τ, 0)| dτ


≤ p+ max
x∈(a,b]
(ψ (x)− ψ (a))1−γ Iα;ψa+ Q1

|z (t)|+Q2
t∫
a
|z (τ)| dτ


≤ p+ max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
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× Iα;ψa+ Q1
[
|z (t)|
(ψ (x)− ψ (a))1−γ
(ψ (x)− ψ (a))1−γ
+Q2
t∫
a
|z (t)|
(ψ (x)− ψ (a))1−γ
(ψ (x)− ψ (a))1−γ dτ


≤ p+ ‖z‖
C1−γ;ψ [a,b]
max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
×Q1I
α;ψ
a+

(ψ (x)− ψ (a))γ−1 +Q2
t∫
a
(ψ (x)− ψ (a))γ−1 dτ


= p+ ‖z‖
C1−γ;ψ [a,b]
max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
×Q1I
α;ψ
a+

(ψ (x)− ψ (a))γ−1 + Q2
γ
t∫
a
(ψ (x)− ψ (a))γ dτ


= p+ ‖z‖
C1−γ;ψ [a,b]
max
x∈(a,b]
(ψ (x)− ψ (a))1−γ
×
[
Q1
Γ (γ)
Γ (α+ γ)
(ψ (x)− ψ (a))α+γ−1
+Q1Q2
Γ (γ)
Γ (α + γ + 1)
(ψ (x)− ψ (a))α+γ
]
= p+ ‖z‖
C1−γ;ψ [a,b]
max
x∈(a,b]
[
Q1
Γ (γ)
Γ (α + γ)
(ψ (x)− ψ (a))α
+Q1Q2
Γ (γ)
Γ (α + γ + 1)
(ψ (x)− ψ (a))α+1
]
≤ p+ ‖z‖
C1−γ;ψ [a,b]
[
Q1
Γ (γ)
Γ (α + γ)
(ψ (b)− ψ (a))α
+Q1Q2
Γ (γ)
Γ (α + γ + 1)
(ψ (b)− ψ (a))α+1
]
= p+ ‖z‖
C1−γ;ψ [a,b]
q
<∞. (3.6)
This proves that the operator F maps C[a, b] into itself.
. Now we verify that F is a contraction map. Let z1, z2 ∈ C[a, b]. From (3.5) and
hypotheses we get
‖(Fz1) (x)− (Fz2) (x)‖C1−γ,ψ [a,b]
= max
x∈[a,b]
(ψ (x)− ψ (a))1−γ |(Fz1) (x)− (Fz2) (x)|
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= max
x∈[a,b]
(ψ (x)− ψ (a))1−γ
∣∣∣∣∣∣Iα;ψa f

t, z1 (τ) ,
t∫
a
w (t, τ, z1 (τ)) dτ


−Iα;ψa f

t, z2 (τ) ,
t∫
a
w (t, τ, z2 (τ)) dτ


∣∣∣∣∣∣
≤ max
x∈[a,b]
(ψ (x)− ψ (a))1−γ Q1I
α;ψ
a

|z1 (t)− z2 (t)|+Q2
t∫
a
|z1 (t)− z2 (t)| dτ


= max
x∈[a,b]
(ψ (x)− ψ (a))1−γ Q1I
α;ψ
a
[
|z1 (t)− z2 (t)|
(ψ (x)− ψ (a))1−γ
(ψ (x)− ψ (a))γ−1
+Q2
t∫
a
|z1 (t)− z2 (t)|
(ψ (x)− ψ (a))1−γ
(ψ (x)− ψ (a))γ−1 dτ


≤ max
x∈[a,b]
(ψ (x)− ψ (a))1−γ Q1I
α;ψ
a
[
‖z1 − z2‖C1−γ,ψ[a,b] (ψ (x)− ψ (a))
γ−1
+Q2
t∫
a
‖z1 − z2‖C1−γ,ψ[a,b] (ψ (x)− ψ (a))
γ−1
dτ


= max
x∈[a,b]
(ψ (x)− ψ (a))1−γ Q1 ‖z1 − z2‖C1−γ,ψ[a,b]
× Iα;ψa

(ψ (x)− ψ (a))γ−1 +Q2
t∫
a
(ψ (x)− ψ (a))γ−1 dτ


= ‖z1 − z2‖C1−γ,ψ[a,b] maxx∈[a,b][
Q1
Γ (γ)
Γ (α + γ)
(ψ (x)− ψ (a))α +Q1Q2
Γ (γ)
Γ (α + γ − 1)
(ψ (x)− ψ (a))α+1
]
≤ ‖z1 − z2‖C1−γ,ψ[a,b]
[
Q1
Γ (γ)
Γ (α + γ)
(ψ (b)− ψ (a))α
+Q1Q2
Γ (γ)
Γ (α + γ − 1)
(ψ (b)− ψ (a))α+1
]
= ‖z1 − z2‖C1−γ,ψ[a,b] q. (3.7)
Since q < 1 it follows from Banach fixed point theorem that F has a unique fixed
point in C[a, b]. The fixed point of F gives solution of equation (1.1)
4. Estimate of Solution
Many a times in order to study the various phenomena of the system, obtaining
estimates of the solutions is very important and is useful in the analysis of the
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system. Now in our next theorem we obtain the estimates of solution of equation
(1.1).
Theorem 4.1. Suppose the functions f, w be as in (1.1) are continuous and sat-
isfies the condition∣∣f (x, t, g)− f (x, t, g)∣∣ ≤ Q3 (x) [∣∣t− t∣∣ + |g − g|] , (4.1)
|w (x, υ, η)− w (x, υ, η)| ≤ Q4 (x) [|η − η|] , (4.2)
where Q3, Q4 ∈ C ([a, b],R+). Let
p2 = max
x∈[a,b]
∣∣∣∣∣∣
∣∣∣∣ zaΓ (α) (ψ (x)− ψ (a))γ−1 + Iα;ψa+ f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣ (4.3)
If u(x), x ∈ [a, b] is any solution of (1.1) then
|u (x)| ≤ p2
[
1 +
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1 Q3 (t)
exp

 t∫
a
(
ψ′ (s) (ψ (x)− ψ (s))α−1
Γ (α)
Q3 (s) +Q4 (s)
)
ds

 dt

 .
(4.4)
Proof. Since z(x) is a solution of (1.1) and from the
|z (x)| ≤
∣∣∣∣ zaΓ (α) (ψ (x)− ψ (a))γ−1
+
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1 f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣
+
∣∣∣∣∣∣
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1 f

t, z(t),
t∫
a
w (t, τ, z(τ)) dτ


−
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1 f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣
≤ p2 +
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1
×
∣∣∣∣∣∣f

t, z(t),
t∫
a
w (t, τ, z(τ)) dτ

− f

t, 0,
t∫
a
w (t, τ, 0) dτ


∣∣∣∣∣∣
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≤ p2 +
1
Γ (α)
x∫
a
ψ′ (t) (ψ (x)− ψ (t))α−1
×

Q3 (t)

|z (t)|+
t∫
a
Q4 (τ) |z (τ)| dτ



 dt. (4.5)
Applying the inequality in Lemma 2.3 to above equation (4.5) with u(t) = u(x),
u0 = p2, f (s) =
ψ′(t)(ψ(x)−ψ(t))α−1
Γ(α)
Q3 (t) and g (τ) = Q4 (t) we get the required
inequality (4.4).
Remark. The estimate obtained in above (4.4) gives the bound for the solution
of eqution (1.1). If (4.4) is bounded then (1.1) is also bounded.
5. Continuous dependence of solution
Now here we present the result on continuous dependence property of solution
of equation (1.1)− (1.2) on the function involved therein.
. Consider the equation (1.1)− (1.2) and the corresponding equation
HD
α,β;ψ
a+ z(x) = f

x, z (x) ,
x∫
a
w (x, t, z (t)) dt

 , (5.1)
I
1−γ;ψ
a+ z (a) = za, γ = α + β (1− α) , (5.2)
where f : [a, b]× R× R→ R and za is constant and w : [a, b]× [a, b]× R→ R.
. Now we present the theorem which gives the continuous dependence of solution
of (1.1).
Theorem 5.1. Suppose that the functions f and w in (1.1) and (5.1) satisfy the
conditions (4.1) and (4.2). Let v(x) be a solution of (5.1) and
|za − va|
∣∣(ψ (x)− ψ (a))γ−1∣∣
Γ (γ)
+
1
Γ (γ)
x∫
a
ψ′ (t) (ψ (x)− ψ (a))α−1
∣∣∣∣∣∣f

t, z(t),
t∫
a
w (t, τ, z (τ)) dτ

− f

t, v(t),
t∫
a
w (t, τ, v (τ)) dτ


∣∣∣∣∣∣ < ε, (5.3)
then
|z(x)− v(x)| ≤ ε

1 +
x∫
a
ψ′ (t) (ψ (x)− ψ (a))α−1Q3 (t)
exp

 t∫
a
(
ψ′ (s) (ψ (x)− ψ (s))α−1
Γ (γ)
Q3 (s) +Q4 (s)
)
ds

 dt

 , (5.4)
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where f, w and f, w are the functions involved in equation (1.1) and (5.1) and
ǫ > 0 is arbitrarily small constant. Then the solution z(x) of equation (1.1)
depends continuous on functions involved in (1.1).
Proof. Let u(x) = |z(x) − v(x)|, x ∈ [a, b]. Since z(x) and v(x) are solutions of
equation (1.1) and (5.1) and from the hypotheses we get
|u (x)| ≤ |z− v|
∣∣(ψ (x)− ψ (a))γ−1∣∣
Γ (γ)
+
1
Γ (γ)
x∫
a
ψ′ (t) (ψ (x)− ψ (a))α−1
×
∣∣∣∣∣∣f

t, z (t) ,
t∫
a
w (t, τ, z (τ)) dτ

− f

t, v(t),
t∫
a
w (t, τ, v (τ)) dτ


∣∣∣∣∣∣
+
1
Γ (γ)
x∫
a
ψ′ (t) (ψ (x)− ψ (a))α−1
×
∣∣∣∣∣∣f

t, v (t) ,
t∫
a
w (t, τ, v (τ)) dτ

− f

t, v(t),
t∫
a
w (t, τ, v (τ)) dτ


∣∣∣∣∣∣
≤ ε+
1
Γ (γ)
x∫
a
ψ′ (t) (ψ (x)− ψ (a))α−1
×

Q3 (t) |z (t)− v (t)|+
t∫
a
Q4 (s) |z (s)− v (s)| ds

 . (5.5)
Now an application of lemma (2.3) to (5.5) and similar as in proof of Theorem
(4.1) we get the required inequality (5.3).
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