In this paper we obtain a result about the global existence of weak solutions for the ddimensional Bussinesq system, with viscosity dependent on temperature. The initial temperature is just supposed to be bounded, while the initial velocity belongs to some critical Besov Space, invariant to the scaling of this system. We suppose the viscosity close enough to a positive constant, and the L ∞ norm of their difference plus the Besov norm of the horizontal component of the initial velocity is supposed to be exponentially small with respect to the vertical component of the initial velocity. On Preliminaries and in the appendix we consider some L p L q regularity Theorems for the heat kernel, which play an important role in the main proof of this article.
Introduction
The general Boussinesq system turns out from a first approximation of a coupling system related to the Navier-Stokes and the thermodynamic equations. In such approximation, if we consider the structural coefficients to be constant, as for example the viscosity, we obtain a system between two parabolic equations with linear second order operators. Nevertheless, several fluids cannot be modeled in this way, for instance if we want to study the plasma evolution. Hence it should be necessary to consider a class of quasilinear parabolic systems coming from the general Boussinesq one. This paper is devoted to the global existence of solutions for the Cauchy problem related to one of these models, namely:
(1)
where M is defined by ∇u + t ∇u. Here θ, u = (u 1 , . . . , u d ) and Π stand for the temperature, velocity field and pressure of the fluid respectively, depending on the time variable t ∈ R + = [0, +∞) and on the space variables x ∈ R d . We denote by u h := (u 1 , . . . , u d−1 ) the horizontal coordinates of the velocity field, while u d is the vertical coordinate. Furthermore ν(·) stands for the viscosity coefficient, which is a smooth positive function on R + . Such system is useful as a model to describe many geophysical phenomena, like, for example, a composed obtained by mixing several incompressible immiscible fluids. Indeed the temperature fulfills a transport equation, while the velocity flow verifies a Navier-Stokes type equation which describes the fluids evolution. We consider here the case where the viscosity depends on the temperature, which allows to characterize the immiscibility hypotheses.
Some Developments in the Boussinesq System. The general Boussinesq system, derived in [20] , assumes the following form:
An exhaustive mathematical justification of such system as a model of stratified fluids (as atmosphere or oceans) is given by Danchin and He in [9] . We present here a short (and of course incomplete) overview concerning some some well-posedness results.
Provided by some technical hypotheses, in [13] Díaz and Galiano establish the global existence of weak solution for system 2 when s = 0. Moreover they achieve the uniqueness of such solutions in a two dimensional domain, assuming the viscosity ν to be constant. In [16] Hmidi and Keraani study system (2) in a two dimensional setting, when the parameter s is null, ϕ(θ) = θ and F (θ) stands for a Buoyancy force, more precisely they considered F (θ) = θe 2 , with e 2 the classical element of the canonical basis of R 2 . They prove the global existence of weak solutions when both the initial data belong to L 2 (R 2 ). Furthermore, they establish the uniqueness of such solutions under an extra regularity on the initial data, namely H r (R 2 ), for r > 0. In [21] Wang and Zhang consider system 2 with Buoyancy force and constant viscosity, when the temperature θ satisfies ∂ t θ + div (θu) − div(k∇θ) = 0, where k stands for the thermal diffusivity, which also depends on the temperature. They prove existence and uniqueness of global solutions when the initial data belong to H r (R 2 ), for r > 0. In [7] Chae considered system (2) in two dimension, with constant viscosity and when ϕ(θ) is equal to θ or 0. In this case the author establish the existence of smooth solutions. System (2) has also given interest in the Euler equation framework, when the viscosity ν is supposed to be null. In this direction, Hmidi, Keerani and Rousset [15] develop the existence and uniqueness of a solutions when s = 1, provided that the initial velocity belongs toḂ In [1] Abidi and Hmidi perform an existence and uniqueness result for system (2) in two dimension, when ϕ ≡ 0, s = 0 and the force F (θ) = θe 2 . Here, the initial velocity is supposed in L 2 ∩Ḃ −1 ∞,1 and the temperature belongs toḂ 0 2,1 . In [12] Paicu and Danchin consider the case of constant viscosity. Given a force F (θ) = θe 2 , imposing s = 2 and φ = θ, the authors perform a global existence result for system (2) , on the condition that the initial data are of Yudovich's type, namely the initial temperature is in L 2 x ∩Ḃ −1 p,1 , the initial velocity is in L 2 x and the initial vorticity ∂ 1ū2 − ∂ 2ū1 is bounded and belongs to some Lebesgue space L r x with r ≥ 2. We mention that a no constant viscosity has also been treated in the study of the inhomogeneous incompressible Navier Stokes equation with variable viscosity
In [3] Abidi and Paicu analyze the global well-posedness of (3) in certain critical Besov spaces provided that the initial velocity is small enough and the initial density is strictly close to a positive constant. In [2] Abidi and Zhang establish the existence and uniqueness of global solutions for system (3), on the condition that the initial velocity belongs to H −2δ ∩ H 1 , for some δ ∈ (0, 1/2), the initial density lives in L We finally mention that in [17] Huang and Paicu investigate the time decay behavior of weak solutions for (3) in a two dimensional setting.
In this paper we are going to study the global existence of solutions for the system (1) concerning standard and natural conditions on the initial data: the initial temperature is only assumed to be bounded and the initial velocity field is supposed to belong to certain critical homogeneous Besov space. More precisely we consider
with r ∈ (1, ∞) and p ∈ (1, d). Remark 1.1. As the classical Navier-Stokes equation, system (1) has also a scaling property, more precisely if (θ, u, Π) is a solution then, for all λ > 0, (θ(λ 2 t, λ x), λ u(λ 2 t, λ x), λ 2 Π(λ 2 t, λ x))
is also solution of (1), with initial data (θ(λ x), λū(λ x)). Hence it is natural to consider the initial data in a Banach space with a norm which is invariant under the previous scaling, as for instance
. Let us remark that this initial data type allows θ to include discontinuities along an interface, an important physical case as a model that describes a mixture of fluids with different temperatures.
From here on we suppose the viscosity ν to be a bounded smooth function, close enough to a positive constant µ, which we assume to be 1 for the sake of simplicity. Then, we assume the following small condition for the initial data to be fulfilled: (5) η := ν − 1 ∞ + ū where c 0 and c r are two suitable positive constants. This sort of initial condition is not new in literature, for instance it appears in [18] , where Huang, Paicu and Zhang study of an incompressible inhomogeneous fluid in the whole space with viscosity dependent on the density, and moreover in [8] , where Danchin and Zhang examine the same fluid typology, in the half-space setting.
Before enunciating our main results, let us recall the meaning of weak solution for system (1): Definition 1.2. We call (θ, u, Π) a global weak solution of (1) if (i) for any test function ϕ ∈ D(R + × R d ), the following identities are well-defined and fulfilled: The smooth case. Some regularizing effects for the heat kernel, like the well-known L p L q -Maximal Regularity Theorem (see Theorem 2.2), play an key role in our proof as well as an useful homogeneous Besov Spaces characterization (see Theorem 2.7 and Corollary 2.7.1). Indeed, we can reformulate the momentum equation of (1) in the following integral form:
Thus, it is reasonable to assume the velocity u having the same regularity of the heat kernel convoluted with the initial datumū. The Maximal Regularity Theorem suggests us to look for a solution in a Lr t L , for everyq ≥ p andr ≥ r, we deduce that this strategy requires p ≤ dr/(2r − 1). Then, according to the above heuristics, our first result reads as follows:
. There exist two positive constants c 0 , c r such that, if the smallness condition (5) is fulfilled, then there exists a global weak solution (θ, u, Π) of (1), in the sense of definition 1 
Furthermore, the following inequalities are satisfied:
for some positive constants C 1 , C 2 , C 3 and C 4 .
The general case. As we have already pointed out, the choice of a Lr t L q x functional setting requires the condition p < dr/(2r − 1). The remaining case dr/(2r − 1) ≤ p < d can be handled by the addiction of a weight in time. Indeed, in the simpler case where u just solves the heat equation with initial datum u, having u in someḂ
x . In the same line having ∇ū in a suitable Besov spaceḂ
x . Hence, reformulating the smallness condition (5) by
with similar heuristics proposed in the first case, our second results reads as follows: Theorem 1.4. Let p, r be two real numbers in (2d/3, d) and (1, ∞) respectively, such that
Let us define p 2 := 3pd/(2p + d) and p 3 := 3p * /2 = 3pd/(2d − 2p), so that 1/p = 1/p 2 + 1/p 3 and
There exist two positive constants c 0 and c r such that, if the smallness condition (7) is fulfilled, then there exists a global weak solution (θ, u, Π) of (1), in the sense of definition 1.2 such that
x . Furthermore, the following inequalities are satisfied:
for some positive constants C 1 , C 2 and C 3 .
Remark 1.5. We remark that the conditions on p and r in Theorem 1.4 are not restrictive. Indeed, we can always embedḂ
with q ≥ p which satisfies q ∈ (2d/3, d) (see Theorem 2.8). MoreoverḂ
, withr ≥ r, then there is no lost of generality assuming the inequalities (8).
Let us briefly describe the organization of this paper. In the second section we recall some technical Lemmas concerning the regularizing effects for the heat kernel, as the Maximal regularity Theorem, which will play an important role in the main proofs. We also mention some results regarding the characterization of the homogeneous Besov Spaces. In the third section we prove the existence of solutions for (1), with stronger conditions on the initial data with respect to the ones of Theorem 1.3. In the fourth section we regularize our initial data by the dyadic partition, and, using the results of the third section with a compactness argument, we conclude the proof of Theorem 1.3. In the fifth and sixth sections we perform to the proof of Theorem 1.4, proceeding with a similar structure of the third and fourth sections. Remark 1.6. In order to obtain the uniqueness about the solution of (1), the more suitable strategy is to reformulate our system by Lagrangian coordinates, following for example [18] , [8] and [11] .
The existence of such coordinates may be achieved supposing the velocity field with Lipschitz space condition, more precisely claiming u belongs to
If we want to obtain this condition without controlling two derivatives of u (in the same line of the existence part) and then without using Sobolev embedding, we need to bound terms like
Unfortunately this is not allowed by the Maximal Regularity Theorem 2.2 for the heat kernel, because of the critical exponents of this spaces. Then, we need to impose an extra regularity for the initial temperature, as ∇θ ∈ L l1 x , for an opportune
x ) and then to split (10) into
Hence we need to control the norm of
x ), with r 1 > 1 and also l 2 > d in order to fulfill the Morrey Theorem's hypotheses. It is necessary to do that starting from the approximate systems of the third section, however the only way to control two derivatives of the approximates solutions with some inequalities independent by the indexes n ∈ N and ε > 0 (present in the extra term of the perturbed transport equation) is to impose ∇θ ∈ L l1 x with l 1 > d. We conjecture that this is not the optimal condition for the initial data in order to obtain the uniqueness, indeed, inspired
, it is possible to prove the uniqueness with the velocity field into the space
However this needs to change the structure of the existence part, more precisely to change the functional space where we are looking for a solution. Since in our Theorem we suppose only the initial temperature to be bounded, then we have decided to devote this paper only to the existence part of a global weak solution for system (1).
Preliminaries
The purpose of this section is to present some lemmas concerning the regularizing effects for the heat kernel, which will be useful for the next sections. At first step let us recall the well-known Hardy-Littlewood-Sobolev inequality, whose proof is available in [4] , Theorem 1.7. 
From this Theorem we can infer the following corollary. 
and there exists a positive constant C such that (
Proof. From the equality (
, for almost every x ∈ R d and for an appropriate constante c, the theorem is a direct consequence of Theorem 2.1, considering α = d−1.
One of the key ingredient used in the proof of Theorem (1.3) is the maximal regularity Theorem for the heat kernel. We recall here the statement (see [19] , theorem 7.3).
. Let the operator A be defined by
If instead of ∆ on the definition of the operator A we consider ∇ (the operator B of Lemmas 2.4 and 2.5 ) or even without derivatives (the operator C of Lemma 2.6), then we can obtain similar results with respect to the maximal regularity Theorem, using a direct computation. We present here the proofs. At first step let us recall two useful identities:
Let us denote by R :
we recall that R j is a bounded operator from L q x to itself, for every 1 < q < ∞ (for more details we refer to [19] ).
, with 1 < p < d and 1 < r < ∞. Let the operator B be defined by
Proof. From corollary 2.1.1 we have that, for almost every s ∈ (0, T ),
Then, reformulating B by
for opportune positive constant C 1 and C 2 . Proof. Observe that, for every t ∈ R + ,
with 1/q + 1/p = 1/q + 1 or equivalentlyq ′ = dr/(r − 1). Recalling Remark 2.3, we obtain
Since by Theorem 2.1
. Let the operator C be defined by
Proof. For every t ∈ R + , notice that
For the definition and the main properties of homogeneous Besov Spaces we refer to [4] . However let us briefly recall two results which characterize such spaces in relation to the heat kernel. 
Moreover, there exists a positive constant C such that
Then, imposing the index s equal to − 2 r , the following Corollary is satisfied:
. 
(R d ).
Existence of solutions for smooth initial dates
In this section, by Proposition 3.2 and Theorem 3.3, we prove the existence of weak solutions for system (1), assuming more regularity for the initial data. The proofs proceed in the same line of [8] and [10] , however the novelty is to consider also an extra-term −ε∆, with ε > 0, in the transport equation. This perturbation is motivated by the necessity to control the norm of the gradient of the approximate temperatures, even without a space-Lipschitz condition on the approximate velocity field. Obviously this control depends on ε. Hence we consider the following approximation of (1).
Remark 3.1. Since div u = 0, we observe that the momentum equation of system (12) can be reformulated as follows
where
Firstly, let us prove the existence of weak solutions for system (12) . 
for some suitable positive constants C 1 , C 2 , C 3 and C 4 which are independent by n and ε.
Proof. First, recalling remark 3.1, we approximate system (12) by a sequence of linear systems: we impose (θ 0 , u 0 , Π 0 ) = (0, 0, 0) and we consider
Moreover we denote by M
n . For all n ∈ N, the global existence of a weak solution (θ n+1 , u n+1 , Π n+1 ) of (14) and (15) is proved by induction, using Theorem B.1. Thanks to such results, we have that
Step 1: Estimates not dependent on ε. First, the Maximal Principle for parabolic equation
, for any positive integer n. We want to prove that
for any n ∈ N and for some suitable positive constants C 1 , C 2 and C 3 . First we will show by induction that, if η is small enough then
for all n ∈ N and for some appropriate positive constantC 1 ,C 2 ,C 3 , whereη ≤ η is defined by (19) 
Let λ be a positive real number, and let u n+1,λ , ∇u n+1,λ and Π n+1,λ be defined by (20) (
where, for all 0 ≤ s < t < ∞,
Writing u n+1 by the Mild formulation, we get
, where R := ∇/ √ −∆ is the Riesz transform (R· := div/ √ −∆) and P := I +R R· is the Leray projection operator, which are bounded operators from L q x to L q x for any q ∈ (1, ∞). Thus (23)
, where g n+1,λ (t) = g n+1 (t)h n,λ (0, t). First, we want to estimate ∇u
. We begin observing that, by Corollary 2.7.1 and Theorem 2.8,
for a suitable positive constant C. Furhtermore, by the definition of g n+1 and by Lemma A.1, Lemma A.2, Lemma 2.5 and Lemma 2.6, we obtain (25)
Furthermore, By Corollary 2.1.1 and Theorem 2.2 we also obtain
Similarly, recalling Theorem 2.2, we deduce that (27)
Summarizing (24), (25), (26) and (27), we deduce that there exists a positive constant C such that, for all n ∈ N (28)
Recalling the induction hypotheses (18), we fix a positive λ such that
so that we can absorb all the terms on the right-hands side with index n + 1 by the left-hand side, obtaining
thanks to the induction hypotheses (18) . Now we reformulate (30) without the index λ on the left-hand side:
, thanks to the second inequality of (18) . Hence, recalling (29) and (30), we obtain the following inequality
Assuming that c r of (5) fulfills c r ≥ 1 and c r /4 ≥ 2 4r−1 (4C) 4rC4r 2 , we get that the right-hand side of the previous inequality is bounded by
/(4r)}. ImposingC 1 big enough and η small enough in order to have
we finally obtain that the first equation of (18) is true for any n ∈ N. Now we deal with the second equation of (18) and we still proceed by induction. Recalling (22)and proceeding in a similarly way as done in the previous estimates, the following inequality is satisfied:
for a suitable positive constant C. Hence, by the definition (16) of g n+1 , we deduce that
, so that, thanks to the induction hypotheses and the previous estimates, we bound the right hand-side by
Finally, imposing C <C 2 and η small enough in order to fulfill C + (C 1C2 +C 2 )η ≤C 2 and moreover (C 1C3 +C 2 1 η + η(C 1 +C 2 )η ≤C 3 , then the second inequality of (18) is satisfied for any n ∈ N. Now, let us prove by induction that there exist three positive constantsC 1 ,C 2 andC 3 , such that
for any positive integer n. Recalling the mild formulation (22) of u n+1 , Lemma (2.7.1), Corollary (2.7.1) and Theorem (2.8), it turns out that
Hence, thanks to the uniform estimates given by (18) , we obtain
Furthermore, by the induction hypotheses (31), we remark that
Those, summarizing (32), (3), (33) and (34), we finally obtain
hence, imposingC 1 > C 1 +C 1C3 +C 1C2 +C 2 +C 3 and assuming η small enough, we get that the first inequality of (31) is true for any positive integer n. Now, proceeding as to prove (35), we get
and assuming η small enough, we finally establish that also the second inequality of (31) is true for any n ∈ N. To conclude this first step, denoting C 1 :=C 1 +C 1 , C 2 :=C 2 +C 2 , C 3 :=C 3 +C 3 and summarizing (18) and (31), we finally obtain (17) . To conclude this first step we observe that Π n+1 is determined by
so that, thanks to Corollary 2.1.1 and (33), we deduce that
for any n ∈ N and for a suitable positive constant C 4 .
Step 2: ε-Dependent Estimates. As second step, we are going to establish some ε-dependent estimates which are useful for the third step, where we will prove that (θ n , u n , Π n ) is a Cauchy sequence in a suitable space. Definingr := 2r/(2 − εr) > r, then we still have p < dr/(2r − 1) = 2dr/((4 + ε)r − 2), since ε is bounded by 2(d/p − 2 + 1/r). SinceḂ
, then there exists a positive constant C such that
Hence, arguing exactly as to prove (17) withr instead of r, we get also
First, we want to demonstrate by induction that there exists a positive constantC 5 
Let us remark that such spaces are well defined, sincer(1 − ε) − 1 > 0 (from ε < 1 − 1/r < 1 − 1/r). Recalling the mild formulation of u n+1 (22), Corollary 2.7.1 and Theorem 2.8 yield
for a suitable positive constant C. Moreover, thanks to Lemma 2.5 and Lemma 2.6, we get
From the definition of g n+1 (16) and the estimates (38), we get
so that, by the induction hypotheses (39), we have the following bound g n+1
Moreover, thanks to Lemma 2.6 and Theorem 2.2, we get
Summarizing the previous estimates and absorbing the terms with indexes n + 1 on the right side by the left-hand side, we get that there exists a positive constant C such that
thus (39) is true for any positive integer n, assumingC 5 > 2C andη small enough. Now recalling thatr = 2r/(2 − εr), (39) can be reformulated by
for a suitable positive constant C 5 . Now we want to prove the existence of a positive constant C 6 such that
Let us remark that such spaces are well defined, since 2 − εr > 0 (from ε < 2/r) and (2 − ε)r − 2 > 0 (from ε/2 < ε < 1 − 1/r). Proceeding exactly as for proving (39), with r instead ofr and ε/2 instead of ε, we get
for a suitable positive constantC 6 . Furthermore, recalling the mild formulation of u n+1 (22), Corollary 2.7.1 and Theorem 2.8 implies
for a suitable positive constant C. Thanks to Lemma 2.5 and Lemma 2.6, we obtain
From the definition of g n+1 (16) and the estimates (17), we get that
so that, by the induction hypotheses of (41), we have the following bound
Finally, thanks to Lemma 2.4 and 2.5, we get
Thus, recalling (42) and (43), we get that (41) is true for any n ∈ N, with C 6 >C 6 + 2C and η small enough.
Step 3. Convergence of the Series. We denote by δu n := u n+1 −u n by δν n := ν(θ n+1 )−ν(θ n ) and by δθ n := θ n+1 − θ n , for every positive integer n. Moreover, fixing λ > 0, we define
where, recalling (21), δu n,λ (t) := δu n (t)h n,λ (0, t). We want to prove that the series n∈N δU n (T ) is finite. Denoting by δg n := g n+1 − g n , δM n := M n+1 − M n , then, thanks to the equality (22), we can formulate δu n,λ = f n,1 + f n,2 + f n,3 , where (44)
At first step let us estimate
Observing that
then, by Lemma A.1 and Lemma A.2, we obtain
which yields, by (17) and (29) f n,1
Assuming η small enough, the previous inequality yields (45)
) respectively. Thanks to Lemma A.1 and A.2, the following inequality is satisfied:
Hence, (17), (29) and the smallness condition on η imply that (46)
Thus, summarizing (45) and (46), we obtain
). From Lemma 2.5 and Theorem 2.2 we obtain f n,2
hence, we deduce that
Now we deal with f n,3 and ∇f n,3 . At first, since v ∈ C ∞ (R) and
, for almost every t ∈ R + . Moreover, by Lemma 2.4 and Theorem 2.2, we have
Thus, recalling (40) and (41), we finally obtain (49) f n,3
). Now, let us observe that δθ n is the weak solution of
By Remark 2.3 we deduce then
Then, using the Gronwall inequality, we have
, where χ is an increasing function defined by
Hence, Recalling (49), we deduce that
. Summarizing (47), (48) and (51) we finally deduce that
Supposing η small enough, we can assume µ := (1/3 + 4C r η/3) < 1. Thus, fixing T > 0 and denoting
, for all t ∈ [0, T ], where we have used that χ is an increasing function. Now, let us prove by induction that there exists C = C(T ) > 0 and
for all t ∈ [0, T ] and for all n ∈ N. The base case is trivial, since it is sufficient to find C = C(T ) > 0 such that δU 0,λ (t) ≤ C, for all t ∈ [0, T ]. Then δU 0,λ (t) ≤ C exp{Kt/µ}, for all K > 0. Passing to the induction,
Chosen K > 0 big enough, we finally obtain that (53) is true for any positive integer n. Hence, the series n∈N δu n,λ (T ) is convergent, for any T ∈ R + . This yields that
is bounded by χ(T )δU n−1 (T ). Recalling also the definition of δg n (16), we get
), thanks to Corollary 2.1.1. Recalling the Mild formulation (44), by Lemma 2.4 and Theorem 2.2, there exist C > 0 such that
), by (36) and this concludes the proof of the Proposition. Now, let us prove that system (1) admits a weak solution, adding some regularity to the initial data. 
x , such that (θ ε , u ε , Π ε ) is weak solution of (12) . Moreover, thanks to (13), we have the following weakly convergences:
for a positive decreasing sequence (ε n ) N which is convergent to 0. We want to prove that (θ, u, Π) is a weak solution of (1). First let us observe that {u ε | ε > 0} is a compact set on C([0, T ];Ẇ −1,dr/(2r−2) x ), for all T > 0. Indeed, recalling the momentum equation of (12),
). This yields that {( √ −∆) −1 u ε | ε > 0} is an equicontinuous and bounded fam-
). Hence we can assume that ( √ −∆) −1 u εn strongly converges to (
). We recall that (∇u εn ) N is a bounded sequence on L (see [4] , Theorem 2.39), we deduce that,
, for all T > 0. This implies that u εn strongly converges to u in L 2r loc (R + ; L dr r−1 x ), for all T > 0, and moreover that u εn θ εn and u εn · ∇u εn converge to u θ and u · ∇u, respectively, in the distributional sense. We deduce that θ is a weak solution of (54)
Now, we claim that θ εn → θ almost everywhere on R + × R d , up to a subsequence. Multiplying the first equation of (12) by θ/2 and integrating in [0, t) × R d we get
for any T > 0. Moreover, multiplying (54) by θ and
Thus we can extract a subsequence (which we still call it θ εn ) such that θ εn strongly converges to θ in
We deduce that θ εn converges almost everywhere to θ, up to a subsequence, and
, for every 1 ≤ m < ∞, thanks to the Dominated Convergence Theorem. Then ν(θ εn )M εn converges to ν(θ)M in the distributional sense. Summarizing all the previous considerations we finally conclude that (θ, u, Π) is a weak solution of (1) and it satisfies the inequalities given by (13).
Proof of Theorem 1.3
In this section we present the proof of Theorem (1.3). Because of the low regularity of the initial temperature, by the dyadic partition we approximate our initial data and by Theorem 3.3 we construct a sequence of approximate solutions. A step one, still using the mentioned Theorem, we observe that such solutions fulfill inequalities which are dependent only on the initial data. Therefore, using a compactness argument, we establish that the approximate solutions converge, up to a subsequence, and that the limit is the solution we are looking for. 
, with ε < min{1/(2r), 1 − 1/r, 2(d/p − 2 + 1/r)}. Then, by Theorem 3.3, there exists (θ n , u n , Π n ) weak solution of
x . Furthermore the following inequalities are satisfied:
for all n ∈ N and for some positive constants C 1 , C 2 , C 3 , C 4 , C 5 and C. Then there exists a subsequence (which we still denote by ( (θ n , u n , Π n ) ) N ) and (θ, u, Π) in the same space of (θ n , u n , Π n ), such that
Moreover, proceeding as in Theorem 3.3, u n strongly converges to u in L , so that θ is weak solution of
t,x , up to a subsequence. Now, let us remark that θ 2 n is weak solution of
then, passing through the limit as n goes to ∞, we deduce that ω is weak solution of
Moreover, multiplying (55) by θ, we get
which yields ω = θ 2 , from the uniqueness of the transport equation. Summarizing the previous considerations, we deduce that
, so that θ n converges to θ almost everywhere in R + × R d up to a subsequence, thus ν(θ n ) converges to ν(θ) almost everywhere in R + × R d . We conclude that and ν(θ n ) strongly converges to
for every m ∈ [1, ∞), thanks to the Dominated Convergence Theorem. Therefore, passing through the limit as n goes to ∞, we deduce that div(ν(θ n )∇u n ) → div(ν(θ)∇u), in the distributional sense, which allows to conclude that (θ, u, Π) is a weak solution of (1).
Remark 4.1. If we replace the two first equations of system (1) by
where e d = t (0, . . . , 1) ∈ R d and a is a positive real constant, then we can adapt our strategy in order to establish the existence of weak solutions for such new system. In the case of the original system, a term as θe d can be assumed only to be bounded both in time and space, hence it does not provide a time integrability, which is necessary in order to achieve the existence result. However, adding the damping term aθ to the classical transport equation, and supposingθ to belongs to L 2d/(3r−2) x , then θ(t)
and we can proceed as in the previous proofs, obtaining a global weak solution (θ, u, Π) which belongs to the space defined by Theorem 1.3. Moreover, increasing η by
The general case: smooth initial data
As preliminary, before starting the proof of the main Theorem, we enunciate three fundamental Lemma concerning the regularizing effects of the heat kernel, which will be useful. We recall that B and C are defined by
Lemma 5.1. Let us assume that p, p 3 , r, α, γ 1 , γ 2 fulfill the hypotheses of Theorem 1.4 and let ε be a non-negative constant bounded by min{1/r, 1
x ) and there exists a positive constant C such that
. Lemma 5.2. Let us assume that p, p 2 , r, α, β fulfill the hypotheses of Theorem 1.4 and let ε be a non-negative constant bounded by min{1/r, 1
. Lemma 5.3. Let us assume that p, p 2 , r, α, β, γ 1 , γ 2 fulfill the hypotheses of Theorem 1.4 and let ε be a non-negative constant bounded by min{1/r, 1
.
Furthermore, if ε = 0 then there exists a positive C such that
The proofs of these lemmas are a direct consequence of Remark 2.3. We perform the one of Lemma 5.3, while the others can be achieved thanks to a similar procedure.
Proof of Lemma 5.3. We begin controlling the
, thanks to the Minkowski inequality. Thus (56) is true, since β + 1/(2r) − ε/2 < 1 and moreover
we obtain
by the change of variable s = tτ , since (2r)
We present the statement of a modified version of the Maximal Regularity Theorem, whose proof can be found in [18] . 
. As last part of this preliminaries, we have the following corollary, which will be useful in order to control the pressure Π. 
It is sufficient to observe that Bf (t) reads as follows:
Recalling that R is a bounded operator from L q x to itself for any q ∈ (1, ∞) and ( . If the smallness condition (7) holds, then there exists a global weak solution (θ, u, Π) of (12) such that it belongs to the functional framework defined by Theorem 1.4 and moreover it satisfies
Proof. We proceed as in the proof of Proposition 3.2, considering the sequence of solutions for systems (14) and (15) . We claim that such solutions belong to the same space defined in Theorem 1.4 and moreover that:
for some suitable positive constants C 1 , C 2 and C 3 , and for any positive integer n.
Step 1: Estimates. First, the maximal principle for parabolic equation implies that θ n L ∞ t,x is bounded by θ L ∞ x . Now, we want to prove by induction that
for some positive constant C 1 , C 2 and C 3 , whereη is defined bỹ
We begin with the horizontal component u h n . Let λ be a positive real number, and let u n+1,λ , ∇u n+1,λ and Π n+1,λ be defined by
We decompose u n+1,λ as in (23),
,λ , the first estimate is given by Theorem 2.7 and Theorem 2.8:
for a positive constant C. Moreover, recalling the definition (16) of g n+1 , we get (64)
thanks to Lemma 5.1, Lemma 5.2, Lemma A.3 and Lemma A.4. Moreover,
by Lemma 5.2 and Lemma. Finally, Theorem 5.4 yields
Summarizing (63), (64), (65) and (66), we deduce that (67)
for a suitable positive constant C. Setting λ := (2C) 2r , we can absorb the terms with index n + 1 on the right-hand side by the the left-hand side, hence there exists a positive constantC such that
Then we deduce that
Imposing C 1 big enough andη small enough in order to havẽ
we finally deduce that the first inequality of (60) is true for any positive integer n. Now, let us handle the vertical component u d n . Proceeding as in the proof of (67), we obtain that the following inequality is satisfied:
for a suitable positive constant C, where g n+1 is defined by (16) . Recalling that α = β + γ 1 and
, which yields that
Hence the second inequality of (60) is true for any positive integer n if we assumeC 2 big enough and η small enough in order to have
Proceeding again by induction, we claim that
for any positive integer n. First, we remark that ∇u L can be rewritten as
x and R is a bounded operator from L q x into itself, for any q ∈ (1, ∞), there exists a positive constant C such that 
Assuming η small enough we get that (68) is true for any n ∈ N. Finally, recalling that Π n+1 is determined by
for a suitable positive constant C 4 and for any positive integer n.
Step 2: ε-Dependent Estimates. As second step, we establish some ε-dependent estimates which will be useful in order to show that (θ n , u n , Π n ) N is a Cauchy sequence in a suitable space. First, we claim that
where u n,λ (t) = u n (t)h(0, t), with h is defined by (62). Recalling the characterization of the homogenous Besov spaces given by Theorem 2.7 and the embedding of Theorem 2.8, we get
for a suitable C > 0. Furthermore, Lemma A.3 and Lemma A.4 yields
for a positive constantC. Imposing λ := (2C) 2r , we deduce that
Moreover, Theorem 5.4 and Lemma 5.3 imply (73)
assuming C r in the definition of η big enough. Summarizing (71), (72) and (73), there exists a positive constant C such that
so that (70) is true for any positive integer n. Finally, multiplying both the left and right-hand sides of (70) by sup t∈R h −1 (0, t), we get
for two suitable positive constant C 5 and C 6 .
Step 3. Convergence of the Series. We proceed as in the third step of Theorem 3.3, denoting δu n := u n+1 − u n , δν n := ν(θ n+1 ) − ν(θ n ) and δθ n := θ n+1 − θ n . We define
where δu n,λ (t) := δu n (t)h n,λ (0, t). We claim that the series n∈N δU n (T ) is convergent. First, we split δu n into δu n,λ = f n,1 + f n,2 + f n,3 , where f n,i is defined by (44), for i = 1, 2, 3. We begin estimating f n,1 . Lemma A.3 and Lemma A.4 yield that
which yields,
assuming η small enough. Now, we carry out the estimate of f n,2 . Lemma 5.1 and Theorem 5.4 imply
x ) ≤C r ηδU n−1,λ (T ). Now we deal with f n,3 . Thanks to Lemma 5.3 and Theorem 5.4, we have
whereĈ 1 (ū) is a positive constant which depends on ū Ḃ d/p−1+ε p,r
. Now, recalling that δθ n is determined by (50), we get
, where χ is an increasing function. Hence, Recalling (77), we deduce that
Summarizing the last inequality with (75) and (76), we finally deduce that
, which is equivalent to to (52). Thus we can conclude proceeding as in the last part of Theorem 3.3. Now, we want to prove that system (1) admits a weak solution, adding some regularity to the initial data. Proof. By Proposition 5.5, there exists (θ ε , u ε , Π ε ), solution of (12), such that
x . Then, thanks to inequalities (13) , there exists (θ, u, Π) in the same space of (θ ε , u ε , Π ε ), such that
x , for a positive decreasing sequence (ε n ) N convergent to 0. We claim that (θ, u, Π) is weak solution of (1). First, we show that u εn strongly converges to u in L τ3 (0, T ; L p3 x ), up to a subsequence, with a suitable
to the momentum equation of (12), we observe that
. Hence, observing that α(2r) ′ < 1, we get
is an equicontinuous and bounded family of
, namely it is a compact family. Then we can extract a subsequence (which we still denote by u εn ) such that (
). Now, passing through the following real interpolation
with µ := (d/p * − d/p 3 ) + 1/2 < 1 (see [5] , Theorem 6.3.1 and [4], Theorem 2.39), we deduce that
, for all T > 0, where we have considered τ ∈ (1, 2r/(1 + 2αr)) so that α2rτ /(2r − τ ) < 1. Moreover, we choose τ such that there exist τ 2 in (1, 2r/(1 + 2βr)) and τ 3 in (1, 2r/(1 + 2γ 1 r)) which fulfill 1/τ 3 + 1/τ 2 = 1/τ 1 . Let us remark that the norms
that is they are uniformly bounded in n. Now, we consider τ < σ < τ 3 strictly closed to τ 3 so that it still fulfills 1/σ + 1/τ 2 > 1. Then the following interpolation inequality
, which converges to 0 as n goes to ∞, so that u εn strongly converges to u in
x ). This yields that u εn θ εn and u εn · ∇u εn converge to u θ and u · ∇u, respectively, in the distributional sense. We deduce that θ is weak solution of
Arguing as in theorem 3.3, θ εn converges almost everywhere to θ, up to a subsequence, so that ν(θ εn ) strongly converges to ν(θ) in L m loc (R + × R d ), for every 1 ≤ m < ∞, thanks to the Dominated Convergence Theorem. Then ν(θ εn )M εn converges to ν(θ)M in the distributional sense.
Summarizing all the previous considerations we finally conclude that (θ, u, Π) is a weak solution of (1) and it satisfies (58).
Proof of Theorem 1.4
In this section we present the proof of Theorem (1.4). We proceed similarly as in the proof of Theorem 1.3, approximating our initial data bȳ θ n := χ n |j|≤n∆ jθ andū n := |j|≤n∆ jū , for every n ∈ N, where χ n ≤ 1 is a cut-off function which has support on the ball
, with ε < min{1/(2r), 1 − 1/r, 2(d/p − 2 + 1/r)}. Then, by Theorem 5.6, there exists (θ n , u n , Π n ) weak solution of
which belongs to the functional space defined in Theorem 1.4 and it fulfills the inequalities (9), uniformly in n ∈ N. Then there exists a subsequence (which we still denote by (θ n , u n , Π n ) N ) and an element (θ, u, Π) in the same space of (θ n , u n , Π n ), such that
x . In order to complete the proof, we claim that (θ, u, Π) is weak solution of (1). We first rewrite u n = t −γ1 t γ1 u n , ∇u = t −β t β ∇u and Π n = t −α t α Π n , so that the Hölder inequality guarantees that u n , ∇u n and Π n are uniformly bounded in
x ) respectively, with T ∈ (0, ∞) and
The same properties are preserved by (θ, u, Π). Moreover, arguing as in Theorem 5.6, u n strongly converges to u in L σ loc (R + ; L p3 x ), with σ ∈ (τ 1 , τ 3 ) strictly closed to τ 3 so that 1/σ + 1/τ 2 > 1. This yields that u n · ∇u n and u n θ n converge to u · ∇u and u θ respectively, in the distributional sense. Moreover, proceeding as in theorem 3.3, θ n converges almost everywhere to θ, up to a subsequence, so that ν(θ n ) strongly converges to ν(θ) in L m loc (R + × R d ), for every 1 ≤ m < ∞, thanks to the Dominated Convergence Theorem. Then ν(θ n )M n converges to ν(θ)M in the distributional sense and this allows us to conclude that (θ, u, Π) is weak solution of (1). Finally, passing through the limit as n goes to ∞, (θ, u, Π) still fulfills inequalities (9) and this concludes the proof of the Theorem.
Appendix A. Inequalities
In this section we improve Lemma 2.5 and Lemma 2.6 for a particular choice of the function f and also with a perturbation of the operators, which is dependent on a parameter λ > 0. This Lemmas are useful for the Theorem of section 3, more precisely during the proof of the inequalities, since, for an opportune choice of λ, they permit to "absorb" some uncontrolled terms. Here the statements and the proofs.
Lemma A.1. Let 1 < r < ∞ and
x and for all λ > 0 let h = h λ be defined by
, for all 0 ≤ s ≤ t < ∞ and consider C λ , the operator defined by
Then there exists a positive constant C r , such that
where q 3 is defined by 1/q 3 = 1/q − (2r − 1)/dr.
Proof. Notice that
where 1/q ′ = 1 − 1/q = 1/q − 1/q 3 = (2r − 1)/(dr). By Remark 2.3 and Holder inequality, we obtain (78)
by Hardy-Littlewood-Sobolev inequality,
and then
Observing that ˆt
the Lemma is proved.
x . For all λ > 0 let h = h λ be defined as in Lemma A.1 and let B λ the operator defined by 
where q is defined by 1/q := 1/q 1 + 1/q 2 − (r − 1)/dr. 
where λ is a positive constant, there exists a positive constant C r such that Hence, raising to the power of (2r)
′ both the left-hand and the right-hand sides, we get , we also have which is equivalent to (81). Thus, arguing as for proving (79), we also obtain (80).
Lemma A.4. Let r ∈ (2, ∞), p 1 ∈ (dr/(2r−2), N ) and p 3 ≥ N r/(r−2) such that 1/p 1 +1/p 2 = 1/p 3 . Let h λ , v and ω be defined as in the previous Lemma. Then there exists C r > 0 such that
Proof. We control the L , for a suitable positive constantC r , which finally yields (83).
Appendix B.
Theorem B.1. Let r ∈ (1, ∞), p ∈ (1, dr/(2r − 1)) andū ∈Ḃ
. Le us suppose that 
Then, the momentum equations of (84) reads as follows:
We want to prove the existence of a weak solution for this system, using the Fixed-Point Theorem. We define the functional space Y r by 
Imposing λ > 0 big enough we finally obtain δΨ λ ≤ δω λ /2, namely Ψ is a contraction on Y r . Then, by the Fixed-Point Theorem, there exists a function u in Y r such that, u is the velocity field of the weak solution (u, Π) of (86). Let us remark that ∇u belongs also to L 
