Task replication has recently been advocated as a practical solution to reduce latencies in parallel systems. In addition to several convincing empirical studies, analytical results have been provided, yet under some strong assumptions such as independent service times of the replicas, which may lend themselves to some contrasting and perhaps contriving behavior. For instance, under the independence assumption, an overloaded system can be stabilized by a replication factor, but can be sent back in overload through further replication. Motivated by the need to dispense with such common and restricting assumptions, which may cause unexpected behavior, we develop a unified and general theoretical framework to compute tight bounds on the distribution of response times in general replication systems. These results immediately lend themselves to the optimal number of replicas minimizing response time quantiles, depending on the parameters of the system (e.g., the degree of correlation amongst replicas).
INTRODUCTION
Given the late abundance of computing resources, a natural and yet very simple way to improve latencies is replication. In the context of a multi-server (parallel) system, the idea is merely to replicate a task into multiple copies/replicas, and to execute each replica on a different server. By leveraging the statistical variability of the servers themselves, as execution platforms, it is expected that some replicas would finish much faster than others. The key gain of executing multiple replicas is not to reduce the average latency, but rather the latency tail which is recognized as critically important for ensuring a consistently fluid/natural responsiveness of systems.
While the idea of using redundant requests is not new, as it has been used to demonstrate significant speedups in parallel programs [3] , it has become very attractive with its implementation in the MapReduce framework through the so-called 'backup-tasks' [1] . Thereafter there has been a Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). surge of high-quality empirical work which has convincingly demonstrated the benefits of using redundancy for significant latency improvement.
Such empirical work has been complemented by several excellent analytical studies, which have provided fundamental insight into the benefits of replication. Constrained by analytical tractability, most of these works make several strong assumptions: not only the arrivals are Poisson and the service times are exponentially distributed, but the service times of the replicas plus the corresponding original tasks are statistically independent [2] . By challenging these assumptions, we first provide some elementary analytical arguments, that the benefits of replication are highly dependent on both the distributional and correlation structures of the service times. Second, we develop a general analytical framework to compute stochastic bounds on the response time distributions in replication systems. In particular, our framework covers scenarios with Markovian arrivals, general service time distributions, and a correlation model amongst the original and replicated tasks.
ELEMENTARY INSIGHTS
We consider a parallel system with K homogeneous servers with identical speeds. A stream of tasks arrives at a dispatcher according to some stationary and ergodic point process; the interarrival times are denoted by ti with mean
Upon its arrival, job i is replicated to k ≤ K servers where they are processed with service times xi,1, . . . , x i,k , respectively. We first assume the family of service times {xi,j | i ≥ 1, 1 ≤ j ≤ k} are i.i.d. and drawn from some general distribution subject to a finite moment generating function; the average is set to E [x1] = 1 µ . A necessary and sufficient condition for stability in a scenario with replication factor 0 ≤ k ≤ K is
Denoting the CCDF of xi by f (x) := P(x1 ≥ x), we observe from the previous stability conditions that the 'best' replication-factor k is
Depending on the distribution of the xi, each of the replication strategies 1) No-Replication (i.e., k = 1), 2) FullReplication (i.e., k = K), and 3) Partial-Replication (i.e., 1 < k < K) can be the 'best': No-Replication: Uniform: Assuming uniformly distributed service times, i.e., xi ∼ U [0, 1] , replication is detrimental:
Full-Replication: Weibull: Assume Weibull distributed service times, i.e., f (x) = e −(x/λ) α . For α < 1, a higher degree of replication is 'better':
Partial Replication: Pareto: Assume Pareto distributed service times, i.e., f (x) = x −α for x ≥ 1. For suffiently small α > 1, Partial-Replication is 'best':
This last example highlights that the performance of replication strategies heavily depends on the replication factor k, the service time distribution, and other underlying assumptions. In particular, performance is not monotonic in k, and thus an optimization framework is desirable.
THEORY
For simplicity, we assume that K is an integral multiple of k. Further, the jobs are assigned to the K k batches in a round robin scheme, i.e. the interarrival times for one batch can be described as:
The steady-state response time r has a representation:
We consider the following correlation model for the replicas (from [4] ):
where the random variables yi and yi,j are i.i.d. Here, the parameter δ ∈ [0, 1] describes the degree of correlation amongst the replicas; δ = 0 corresponds to the i.i.d. case.
For the interarrival times, we consider two scenarios. In the first scenario the {ti} are i.i.d., in the second scenario they have a Markovian structure as in Figure 1 : the Markov chain Z(n) alternates between active and inactive periods; while active, exponentially distributed interarrival times are generated (parameter λact). While inactive, one interarrival time (exponentially distributed, parameter λinact < λact) is generated, and the chain jumps back to the active state.
For 0 ≤ θ < λiact, let T θ denote the following matrix:
Further, let ξ(θ) denote the spectral radius of T θ , and h = (hact, hiact) be a corresponding eigenvector. Then for the response time holds for all σ ≥ 0: P(r iid ≥ σ) ≤ E e θ iid min j≤k {x 1,j } e −θ iid σ P(r mkv ≥ σ) ≤ E e δθ mkv y i E e (1−δ)θ mkv min j≤k {y i,j } e −θ mkv σ
To numerically compare our stochastic bounds to simulation results we refer to Figure 2 ; we remark that in both considered scenarios, the bounds are remarkably accurate.
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