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Abstract
In recent years, the theoretical study of nonlinear expectations became the focus of
attention for applications in a variety of different fields – often with the objective to model
systems under incomplete information. Especially in mathematical finance, advancements
in the theory of sublinear expectations (also known as coherent risk measures) laid the
theoretical foundation for many improved or novel approaches to evaluations under the
presence of Knightian uncertainty. In his innovative work [102], Shige Peng studied
sublinear expectations as an intrinsic generalization of classical probability spaces: One
of his main contributions in this article is the introduction of stochastic processes with
continuous paths and independent, stationary increments for sublinear expectations,
which have a one-to-one correspondence to nonlinear local equations
∂tu(t, x)− sup
α∈A
(
1
2
tr
(
cαD
2u(t, x)
))
= 0
for families (cα)α∈A ⊂ Sd×d+ of positive, symmetric matrices with arbitrary index sets A.
These so-called G-Brownian motions can be interpreted as a generalization of classical
Brownian motions (and their relation to the heat equation) under volatility uncertainty,
and are therefore of particular interest for applications in mathematical finance. Shige
Peng’s approach was later extended by Mingshang Hu and Shige Peng in [67] and by
Ariel Neufeld and Marcel Nutz in [93] to introduce stochastic jump-type processes with
independent, stationary increments for sublinear expectations, which correspond to
nonlinear nonlocal equations
∂tu(t, x)− sup
α∈A
(
bαDu(t, x) +
1
2
tr
(
cαD
2u(t, x)
)
+
∫
Rd
(
u(t, x+ z)− u(t, x)−Du(t, x)z1|z|≤1
)
Fα(dz)
)
= 0
for families (bα, cα, Fα)α∈A ⊂ Rd × Sd×d+ ×L(Rd) of Le´vy triplets, and can be viewed as a
generalization of classical Le´vy processes under uncertainty in their Le´vy triplets.
In the latter half of this thesis, we pick up these ideas to introduce a broad class of
stochastic processes with jumps for sublinear expectations, that can also exhibit spatial
inhomogeneities. More precisely, we introduce the concept of Markov processes for
sublinear expectations and relate them to nonlinear nonlocal equations
∂tu(t, x)−G
(
u(t, · )
)
(x) = 0
for some sublinear generalization G(·) of classical (pointwise) Markov generators.
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In addition, we give a construction for a large subclass of these Markov processes
for sublinear expectations, that corresponds to equations of the special form
∂tu(t, x)− sup
α∈A
Gα
(
u(t, · )
)
(x) = 0
for families (Gα)α∈A of Le´vy-type generators. These processes can be interpreted as
generalizations of classical Le´vy-type processes under uncertainty in their semimartingale
characteristics. Furthermore, we establish a general stochastic integration and differential
equation theory for processes with jumps under sublinear expectations.
In the first half of this thesis, we give a purely analytical proof, showing that a large
family of fully nonlinear initial value problems (including the ones from above)
∂tu(t, x)−G
(
u
)
(t, x) = 0 in (0, T )× Rd
u(t, x) = ϕ(x) on {0} × Rd
have at most one viscosity solution, where G : C2((0, T ) × Rd) → C((0, T ) × Rd) are
second-order, nonlocal degenerate elliptic operators – i.e. they satisfy
G
(
φ
)
(t, x) ≤ G(ψ)(t, x)
whenever φ − ψ has a global maximum in (t, x) ∈ (0, T ) × Rd with (φ − ψ)(t, x) ≥ 0.
The notion of viscosity solutions, which we are using, was originally introduced by Michael
Crandall and Pierre-Louis Lions in [36] for local equations. We prove a comparison
principle for unbounded viscosity solutions of parabolic, second-order, nonlocal degenerate
elliptic equations. In order to cover the equations needed for the stochastic part, we have
to generalize the maximum principle from Espen Jakobsen and Kenneth Karlsen in [75],
since our operators have significantly weaker continuity properties.
[36] Crandall, M., Lions, P. Viscosity solutions of Hamilton-Jacobi equations.
Transactions of the American Mathematical Society 277, 1 (1983), 1–42.
[67] Hu, M., Peng, S. G-Le´vy processes under sublinear expectations.
arXiv:0911.3533v1, 2009.
[75] Jakobsen, E., Karlsen, K. A “maximum principle for semicontinuous functions”
applicable to integro-partial differential equations. Nonlinear Differential Equations
and Applications 13, 2 (2006), 137–165.
[93] Neufeld, A., Nutz, M. Nonlinear Le´vy processes and their characteristics.
arXiv:1401.7253v2, 2015.
[102] Peng, S. G-expectation, G-Brownian motion and related stochastic calculus of Itoˆ
type. In Stochastic Analysis and Applications - The Abel Symposium 2005 (2007),
vol. 2, Springer, 541–567.
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Introduction
Motivation
In his pioneering work [82], the economist Frank Knight postulated a distinction between
two inherently different types of threats in the evaluation of unknown parameters: On
the one hand, there are parameters under so-called Knightian risk (or risk for short),
for which one can reasonably assign probabilities to the possible values of the unknown
parameter, despite the lack of knowledge of its true value. Typical examples include
the tossing of fair coins or the rolling of perfect dice. On the other hand, there are
parameters under so-called Knightian uncertainty (or uncertainty for short), for which it
seems not feasible to assign distinct probabilities to each observable value of the unknown
parameter, often caused by the absence of relevant information or due to a lack of full
understanding of the underlying dependencies. Typical examples include the pricing of
contingent claims and their underpinning financial modeling of stock prices.
Experiment 1 Experiment 2
Color Option 1A Option 1B Option 2A Option 2B Ratio
Red $100 - $100 - 33%
Black - $100 - $100
Yellow - - $100 $100
66%
Figure 0.1.: Payoff matrix for Ellsberg’s experiments
In order to clarify the difference between Knightian risk and uncertainty, and to
motivate its relevance for the related mathematical modeling, let us take a look at the
following illustrative example: Daniel Ellsberg popularized in [49] the evaluation of two
experiments in the context of decision theory, which were originally proposed by John
Maynard Keynes in [81]. In both experiments a ball is drawn from an urn that contains a
mix of nine red, black and yellow balls. The participants are asked to choose between two
different options for each experiment in advance, which determine the payoffs according
to the color of the ball drawn, as described in Figure 0.1. Before the participants pick
their options, however, they are provided with the information that the urn contains
three red and six other balls, which are either black or yellow. As a result of this, the
unknown payoff parameter is under Knightian risk for options 1A and 2B, since it only
depends on the event that a red ball is drawn. In fact, it seems reasonable to assume
that the chances for a red ball to be drawn are exactly one third. For options 1B and
2A, on the other hand, the unknown payoff parameter is under Knightian uncertainty,
since the ratio between the black and yellow balls is unknown and it is therefore not
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feasible to assign probabilities to the different payoffs. Empirical data suggests (cf. [23,
Section 3.1] for a literature review) that the majority of participants prefer the options
under Knightian risk over those under Knightian uncertainty – an effect that is often
attributed to the ambiguity aversion of the participants.
Decision theory, as a subfield of economics, is concerned with models that describe
certain characteristics in the behavior of rational agents, such as the ambiguity aversion
of participants in Ellsberg’s two experiments. One idea at the heart of decision theory is
the expected utility hypothesis, which asserts that rational agents prefer one option over
another if they assign a higher expected utility to it. Suppose that
u : R −→ R
is a function (usually referred to as utility function), which assigns the utility (for rational
agents) to possible payoff values. The preference of option 1A over 1B by the majority of
participants in Ellsberg’s first experiment translates to
E (u(pi1A)) > E (u(pi1B))
under the expected utility hypothesis, where pi1A and pi1B denote (the random variables
that represent) the payoff for option 1A or 1B, respectively, and E(·) is the expectation
operator. Analogously, the preference of option 2B over 2A in Ellsberg’s second experiment
correspond to the inequality
E (u(pi2A)) < E (u(pi2B))
under the expected utility hypothesis. A simple calculation shows that, if the expectation
operator E(·) used for modeling was linear, these two inequalities could be rewritten as
E (u(pi1A)) > E (u(pi1B))⇐⇒ E (1ΩR)
(
u($100)− u($0)) > E (1ΩB) (u($100)− u($0))
E (u(pi2A)) < E (u(pi2B))⇐⇒ E (1ΩR)
(
u($100)− u($0)) < E (1ΩB) (u($100)− u($0)),
where the random variables 1ΩR and 1ΩB are equal to one if a red or black ball is drawn,
respectively, and zero otherwise. In particular, the conflicting inequalities demonstrate
that in case u($100) 6= u($0), i.e. the utility assigned to $100 differs from the one assigned
to $0, it is not possible to use linear expectation operators in accordance with the
expected utility hypothesis, to reproduce the ambiguity aversion observed in Ellsberg’s
experiments. To a certain extent, this insight does not come as a surprise, since linear
expectations are usually based on one fixed probability measure, which assigns exact
probabilities to every observable value of an unknown parameter and seems therefore
only suitable for modeling parameters under Knightian risk.
Driven, among other motivations, by the demand to model unknown parameters under
Knightian uncertainty, several nonlinear generalizations of linear expectation operators
were proposed and studied over the years (cf. [43] for an overview). Especially during the
last decades, the popularity of nonlinear expectation operators intensified in many fields,
since recent observations suggest that the incorporation of Knightian uncertainty has a
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significant impact on the quality of models (cf. [116] for evaluations in finance). In some
applications, such as mathematical finance or statistical physics, stochastic processes are
usually at the center of attention for modeling unknown parameters. As large parts of
the established theory for stochastic processes are strongly intertwined with the linearity
underpinning classical probability theory, it is therefore valuable to generalize the existing
theory to nonlinear expectation operators, in order to model stochastic processes under
Knightian uncertainty. Beyond these applications in stochastic modeling under Knightian
uncertainty, such generalizations usually also advance other fields inside of mathematics,
by employing strong connections between stochastic processes and related objects, such
as operator semigroups or integro-differential equations.
Main Results
The new results in this thesis fall into two categories: In the stochastic part, we construct
and characterize a broad class of stochastic jump-type processes for sublinear expectations,
which can be interpreted as worst-case or best-case bounds for evaluations of stochastic
processes under Knightian uncertainty. Sublinear expectations, in this respect, are merely
sublinear functionals that are monotone and constant-preserving, and play an important
role (under the name of coherent risk measures) in decision theory, for the evaluation of
unknown parameters under Knightian uncertainty. In the analytical part, we develop
a comparison principle and uniqueness theory for a large family of nonlinear partial
integro-differential equations, which includes the characterizing equations for the novel
processes from the stochastic part.
Let us start with a summary of the main results for the stochastic part of this thesis:
In his innovative article [102], Shige Peng introduced an intrinsic approach to study
stochastic processes with continuous paths and independent, stationary increments
for sublinear expectations (i.e. sublinear functionals that are monotone and constant-
preserving), which extended the strong connection between classical Brownian motions
and the heat equation. These so-called G-Brownian motions and their related central
limit theorem can be interpreted as a generalization of classical Brownian motion under
volatility uncertainty, and were studied and applied extensively in a variety of different
contexts since their introduction (cf. [105] for a first overview). The intrinsic approach
towards G-Brownian motions was later extended by Mingshang Hu and Shige Peng in
[67] to introduce G-Le´vy processes, i.e. stochastic processes with jumps and independent,
stationary increments for sublinear expectations. Their construction was later generalized
by Ariel Neufeld and Marcel Nutz in [93]. In this thesis, we generalize this approach
even further to study Markov processes (with jumps) for sublinear expectations and
their related sublinear Markov semigroups. First of all, we present a novel construction
for a large class of sublinear Markov semigroups (Tt)t≥0, i.e. a family of monotone and
constant-preserving sublinear operators
Tt : H −→ H
on convex cones H of real-valued functions on Rd that satisfy Tt+s = TtTs and T0 = id,
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similar to Nisio semigroups from Makiko Nisio in [95]. The family of associated d-dimen-
sional Markov processes (Xt)t≥0 for sublinear expectations defined by
Ex
(
ϕ(Xt)
)
= Ttϕ(x)
can be interpreted as a generalization of classical Markov processes under uncertainty
in their characteristics, and contains all previously constructed stochastic processes for
sublinear expectations (such as G-Brownian motions and G-Le´vy processes) from [102],
[67] and [93]. We prove an explicit representation of their associated sublinear generators
Aϕ(x) = lim
δ↓0
Tδϕ(x)− T0ϕ(x)
δ
= lim
δ↓0
Ex(ϕ(Xt))− ϕ(x)
δ
in terms of integro-differential operators, and show for ϕ ∈ Cb(Rd) that the functions
uϕ(t, x) = Ttϕ(x) = E
x
(
ϕ(Xt)
)
are viscosity solutions of the nonlinear nonlocal generator equation in (0,∞)× Rd
∂tu
ϕ(t, x)− A(uϕ(t, · ))(x) = 0,
if the Cb-Feller property TtCb(Rd) ⊂ Cb(Rd) for all t ≥ 0 holds. Furthermore, we
introduce a pathwise stochastic calculus for sublinear expectations and employ it to prove
the existence of a large class of sublinear Markov semigroups that satisfy the Cb-Feller
property, in the following way: Suppose that
(bα, cα, Fα)α∈A ⊂ Rd × Sd×d+ ×M+(Rd \ {0})
is a convex and closed set, where M+(Rd \ {0}) is the family of non-negative Borel
measures on Rd \ {0} equipped with the Cb-weak convergence of measures, such that
sup
α∈A
(
|bα|+ |cα|+
∫
Rd
(|z| ∧ |z|2) Fα(dz)) <∞
lim
r→0
sup
α∈A
(∫
|z|<r
|z|2 Fα(dz)
)
= 0
holds. As a special case of our general construction for sublinear Markov semigroups,
we recover the construction of G-Le´vy processes from [93] and obtain the existence
of a stochastic process (Xt)t≥0 with ca`dla`g paths starting at the origin X0 = 0 on a
measurable space (Ω,A) for the sublinear expectation E(·) := supP∈P EP(·) with
P :=
{
P ∈ Pacsem(Ω)
∣∣∣∣∣ (bPt , cPt , F Pt )(ω) ∈ ⋃
α∈A
(bα, cα, Fα) λ(dt)× P(dω)-a.e.
}
,
where Pacsem(Ω) is the family of probability measures such that (Xt)t≥0 is a semimartingale
with absolutely continuous semimartingale characteristics, and (bPt , c
P
t , F
P
t )t≥0 are their
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associated differential characteristics. This construction suggests to interpret (Xt)t≥0
as a generalization of classical Le´vy processes under uncertainty in their Le´vy triplets.
Based on that, we develop a pathwise stochastic calculus that allows us to construct
k-dimensional stochastic processes (Zxt )t≥0 for every bounded, globally Lipschitz
f : Rk −→ Rk×d
and x ∈ Rk, that are P-almost surely the solutions of the stochastic differential equations
Zxt = x+
∫ t
0
f(Zxs−) dXs
for every P ∈ P . Furthermore, we prove that Ttϕ(x) = E(ϕ(Zxt )) introduces a sublinear
Markov semigroup enjoying the Cb-Feller property. In particular, our general result
for sublinear Markov semigroups implies that uϕ(t, x) = E(ϕ(Zxt )) for ϕ ∈ Cb(Rk) is a
viscosity solution of the associated nonlocal generator equation
∂tu
ϕ(t, x)− sup
α∈A
(
f(x)bαDu
ϕ(t, x) +
1
2
tr
(
f(x)cαf(x)
TD2uϕ(t, x)
)
+
∫
Rd
(
uϕ(t, x+ f(x)z)− uϕ(t, x)−Duϕ(t, x)f(x)h(z))Fα(dz)) = 0
in (0,∞)×Rk. Moreover, we prove in the analytical part of this thesis that the viscosity
solutions of these nonlocal initial value problems are unique. The construction suggests to
interpret the Markov processes (Zt)t≥0 as a generalization of classical Le´vy-type processes
under uncertainty in their characteristics. It therefore seems reasonable to assume that
they are of interest for applications in mathematical finance, since classical Le´vy-type
processes are frequently used for financial modeling (cf. [31] for an overview).
The main contributions in the analytical part of this thesis consist of a comparison
principle and a uniqueness theory for a large class of nonlinear partial integro-differential
equations with non-dominated integral terms: In their innovative work [36], Michael
Crandall and Pierre-Louis Lions introduced the generalized notion of viscosity solutions for
nonlinear partial differential equations, which naturally admit a comparison principle for
degenerate elliptic equations and are therefore unique. A second-order nonlocal operator
G : C2((0, T )× Rd) −→ C((0, T )× Rd)
with T > 0 is referred to as nonlocal degenerate elliptic if the inequality
G
(
φ
)
(t, x) ≤ G(ψ)(t, x)
holds, whenever φ−ψ has a global maximum in (t, x) ∈ (0, T )×Rd with (φ− ψ)(t, x) ≥ 0.
Based on that, an upper semicontinuous function u ∈ USC([0, T ]× Rd) (lower semicon-
tinuous function u ∈ LSC([0, T ]× Rd)) is a viscosity subsolution (supersolution) of
∂tu(t, x)−G
(
u
)
(t, x) = 0
in (0, T )×Rd if ∂tφ(t, x)−G
(
φ
)
(t, x) ≤ 0 (≥ 0) holds for every φ ∈ C2((0, T )×Rd) such
that u− φ has a global maximum (minimum) in (t, x) ∈ (0, T )×Rd with (u−φ)(t, x) = 0.
13
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In this thesis, we generalize the result by Espen Jakobsen and Kenneth Karlsen in [75], to
prove a comparison principle for unbounded viscosity solutions with polynomial growth
for a large class of second-order nonlocal operators G(·) with non-dominated integral
terms (and hence weaker continuity assumptions compared to the existing literature).
The comparison principle shows that for viscosity subsolutions u ∈ USC([0, T ]×Rd) and
viscosity supersolutions v ∈ LSC([0, T ]× Rd) the comparability at the initial time
u(0, x) ≤ v(0, x)
for x ∈ Rd already implies u(t, x) ≤ v(t, x) for all (t, x) ∈ (0, T )× Rd. In particular, we
obtain the uniqueness of viscosity solutions for the associated initial value problems
∂tu(t, x)−G
(
u
)
(t, x) = 0 in (0, T )× Rd
u(t, x) = ϕ(x) on {0} × Rd
for initial values ϕ ∈ C(Rd) with polynomial growth. This family includes Hamilton-
Jacobi-Bellman and Isaacs equations with p-polynomial growth for any p ≥ 0, for which
G
(
u
)
(t, x) = sup
α∈A
inf
β∈B
(
fα,β(t, x)− Lα,β
(
u
)
(t, x)− Iα,β
(
u
)
(t, x)
)
with the linear differential operators Lα,β and integral operators Iα,β for (α, β) ∈ A× B
Lα,β
(
u
)
(t, x) = cα,β(t, x)u(t, x) + b
T
α,β(t, x)Du(t, x) + tr
(
σα,β(t, x)σ
T
α,β(t, x)D
2u(t, x)
)
Iα,β
(
u
)
(t, x) =
∫ (
u(x+ jα,β(t, x, z))− u(x)−Du(x)jα,β(t, x, z)1|z|≤1
)
mα,β(dz)
such that the following assumptions hold: The inequality cα,β(t, x) ≤ 0 and boundedness
sup
(α,β)∈A×B
(|fα,β(t, x)|+ |cα,β(t, x)|+ |bα,β(t, x)|+ |σα,β(t, x)|) <∞
sup
(α,β)∈A×B
∫ (|z|21|z|≤1 + |z|q1|z|>1) mα,β(dz) <∞
hold for (t, x) ∈ (0, T ) × Rd and (α, β) ∈ A × B, where either q = p = 0 or q > p > 0
with q ≥ 2. Furthermore, the tightness assumption
lim
r→0
sup
(α,β)∈A×B
∫
|z|≤r
|z|2mα,β(dz) = 0 = lim
R→∞
sup
(α,β)∈A×B
∫
R<|z|
|z|pmα,β(dz)
holds, and there exists ω : R+ → R+ with ω(0) = limh→0 ω(h) = 0 and C > 0 such that
sup
(α,β)∈A×B
(|σα,β(t, x)− σα,β(s, y)|+ |bα,β(t, x)− bα,β(s, y)|) ≤ ω(|t− s|) + C|x− y|
sup
(α,β)∈A×B
(|fα,β(t, x)− fα,β(s, y)|+ |cα,β(t, x)− cα,β(s, y)|) ≤ ω(|t− s|) + ω(|x− y|)
sup
(α,β)∈A×B
|jα,β(t, x, z)− jα,β(s, y, z)| ≤ |z|
(
ω(|t− s|) + C|x− y|)
holds for all t, s ∈ (0, T ) and x, y, z ∈ Rd. In particular, our results cover the uniqueness
14
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for all characterizing equations from the stochastic part of this thesis. Since the jump
measures mα,β(dz) can be mutually singular for (α, β) ∈ A× B, the associated integral
operators Iα,β do in general not satisfy a dominated convergence theorem uniformly
in (α, β) ∈ A × B. Hence, this generalization leads to weaker continuity properties
compared to the existing literature such as [1], [12] and [75], and requires substantially
more involved approximation arguments. In fact, one important realization in the field of
viscosity solutions is, that the precise statement of approximation results influences the
generality of the equations covered by the resulting theory significantly. We therefore
isolate the approximation results and its technicalities in order to clarify the presentation
of the viscosity solution arguments in this thesis.
Structure
The content of this thesis is divided into four chapters: In Chapter 1, we collect and
advance results from approximation theory, in the form we will need them for the
analytical part of this thesis. The major novel contributions in this chapter are concerned
with the one-sided approximation of semicontinuous functions by generalized supremal
convolutions and the smoothing of non-decreasing functions. In Chapter 2, we introduce
our generalized viscosity solution theory for nonlinear partial integro-differential equations.
First of all, we discuss our assumptions on the family of covered equations and compare
our approach to the existing literature in detail. Secondly, we study different definitions
for viscosity solutions and show their equivalence under our general assumptions. Finally,
we develop a generalization of the theory from Espen Jakobsen and Kenneth Karlsen
in [75], in order to prove a comparison principle, and show how to apply it to a general
class of Hamilton-Jacobi-Bellman and Isaacs equations. In Chapter 3, we give a brief
introduction into sublinear expectations and recall important results from the existing
literature. Moreover, we introduce an intrinsic notion of random variables and related
concepts, which generalizes the ideas from Shige Peng in [102] and which is tailored to
our needs in the stochastic part of this thesis. In Chapter 4, we develop a general theory
for sublinear Markov semigroups and processes for sublinear expectations, and show
how to relate them to nonlocal equations from Chapter 2. In particular, we generalize
an approach due to Ariel Neufeld and Marcel Nutz in [93] to construct a general class
of Markov processes for sublinear expectations, which can be interpreted as classical
Markov semimartingales under uncertainty in their related semimartingale characteristics.
Further, we develop a pathwise stochastic calculus for sublinear expectations, and show
how to apply it, in order to introduce another construction for Markov processes for
sublinear expectations, which can be seen as a generalization of classical Le´vy-type
processes under uncertainty in their characteristics. In particular, we relate these Le´vy-
type processes for sublinear expectations to nonlinear nonlocal equations from Chapter 2.
In the appendix, we recall important results and their precise formulations from the fields
of convex and functional analysis, which are used throughout this thesis. At the end of
this thesis, we present a short outlook, which includes some potentially promising ideas
for future research, that we stumbled upon during the creation of this thesis.
15
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One of the goals of this thesis was to present the material as self-contained as possible,
in order to make it accessible to a broad audience. At the beginning of each chapter and
section, we try to give a brief introduction into each field and motivate its relevance for
this thesis. Moreover, we try to present our new results in a very general form without
obscuring their statements, in order to improve their applicability. This approach leads
to a slight redundancy as well as more technical proofs at times, but it also seems to
shed more light on the role of the related assumptions and arguments.
In order to simplify the navigation through this thesis and highlight its contained
contributions, let us list some of the important results that we obtain, and indicate the
broad connection between them:
• Lemma 1.12 contains a generalization of a well-established one-sided approximation
argument for semicontinuous functions using supremal convolutions, which allows
us to obtain a comparison result for viscosity solutions with arbitrary polynomial
growth. Furthermore, Lemma 1.15 provides a rate of convergence for this method,
when it is applied to locally Lipschitz-continuous functions, which is useful to
simplify some of the penalization arguments in Chapter 2.
• Lemma 1.25 is an extension of Jensen’s lemma from Lemma A.8, tailored to our
generalized assumptions in Chapter 2, and is one of the essential tools for our
viscosity solution theory of fully nonlinear nonlocal equations.
• Theorem 1.26 shows how to extend a constructive approach for Tietze’s extension
theorem from Felix Hausdorff in [61] to semicontinuous functions, which allows us
to show the equivalence of different notions of viscosity solutions from the existing
literature with respect to their domains of definition.
• Lemma 2.4, Remark 2.5 and Lemma 2.6 show the equivalence of different notions
of viscosity solutions from the existing literature with respect to the smoothness of
related test functions and their domains of definition.
• Lemma 2.8 demonstrates how to extend the well-established stability of viscosity
solutions under supremal convolutions to our generalized approach from Chapter 1.
The antagonistic interplay between this stability and the quality of the resulting
approximations are at the heart of our generalized viscosity solution theory.
• Theorem 2.14 is an extension of the generalization from Espen Jakobsen and
Kenneth Karlsen in [75] of the classical maximum principle for differentiable
functions to merely semicontinuous functions, which provides necessary conditions
for the first- and second-order derivatives of a differentiable function in order to
have a local maximum. Such generalizations of the classical maximum principles
are usually one of the main tools for proving results in viscosity solution theory.
• Corollary 2.23 contains a comparison principle for viscosity solutions with arbitrary
polynomial growth of our large class of fully nonlinear nonlocal equations. Moreover,
Theorem 2.22 provides a comparison principle for more than two viscosity solutions
16
Introduction
at a time, which allows us to obtain additional results on the dependence of solutions
on their initial values in Corollary 2.25 and Corollary 2.26.
• Lemma 2.32 and Proposition 2.33 show how to apply our novel maximum and com-
parison principle to fully nonlinear Hamilton-Jacobi-Bellman and Isaacs equations
with non-dominated integral terms.
• Definition 3.10, Definition 3.11 and Definition 3.13 discuss and slightly extend the
intrinsic notions of random variables and distributions for sublinear expectations
from Shige Peng in [102], in order to provide a consistent framework for Chapter 4.
• Definition 4.4 and Definition 4.6 introduce a general notion of sublinear Markov
semigroups and the related concept of Markov processes for sublinear expectations.
Based on that, Proposition 4.10 shows how to relate those sublinear Markov
semigroups to viscosity solutions of their associated sublinear generator equations
under a general Cb-Feller property assumption.
• Remark 4.33 generalizes an approach due to Ariel Neufeld and Marcel Nutz in [93], in
order to construct a large family of sublinear Markov semigroups, whose associated
Markov processes for sublinear expectations can be interpreted as classical Markov
semimartingales under uncertainty in their semimartingale characteristics. In
particular, we show in Remark 4.38 how this generalization can be used to recover
the construction of Le´vy processes for sublinear expectations by Mingshang Hu
and Shige Peng in [67] and by Ariel Neufeld and Marcel Nutz in [93]. Furthermore,
Theorem 4.41 proves the compactness of the related uncertainty subsets under
explicit assumptions on their uncertainty characteristics, and Lemma 4.42 and
Remark 4.43 show how this compactness relates to the Cb-Feller property of the
constructed sublinear Markov semigroups.
• Definition 4.51 demonstrates how a pathwise construction due to Marcel Nutz
in [97] can be applied to obtain a consistent stochastic integration theory for
sublinear expectations. Furthermore, we demonstrate in Proposition 4.53 that the
related measurability assumptions can be substantially weakened for a large class of
integrands, which plays an important role in the construction of Markov processes
for sublinear expectations via stochastic differential equations.
• Theorem 4.57 and Remark 4.58 prove the existence of solutions of stochastic differ-
ential equations for sublinear expectations with uniform and functional Lipschitz
coefficients, respectively. Based on that, Remark 4.62 shows how to construct a
large family of Markov processes for sublinear expectations, which can be inter-
preted as a generalization of classical Le´vy-type processes under uncertainty in
their characteristics, and demonstrates how to relate those processes with viscosity
solutions of nonlinear parabolic Hamilton-Jacobi-Bellman equations.
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1. Approximation Theory
The study of viscosity solutions for nonlinear nonlocal equations relies on elaborate
approximation results. This chapter is devoted to establish all approximation results,
which we will require for our viscosity solution theory in Chapter 2. It is divided into
four relatively independent sections: Section 1.1 and Section 1.4 remind the reader of
some well-known approximation results and prove minor variations, which are adjusted
to our needs. Section 1.2 and Section 1.3 contain substantial generalizations of existing
approximation results, which we have developed in order to treat a more general class of
nonlinear nonlocal equations in Chapter 2.
1.1. Friedrichs Mollification
A classical problem in approximation theory is the approximation of integrable or
continuous real-valued functions on Euclidean space by functions with derivatives of
all orders. The intriguing idea of achieving this by convolving the function with an
approximate identity was first introduced by Kurt Otto Friedrichs in [57], which explains
why it is often referred to as Friedrichs mollification. Before we recall the exact statement
of the approximation result, we introduce the standard mollifier – one of the most common
approximate identities used for the Friedrichs mollification method.
Lemma 1.1 (Standard Mollifier). The real-valued function η : Rd → R defined by
η(x) := C exp
(
1
|x|2 − 1
)
1B(0,1)(x)
for x ∈ Rd, where the constant C > 0 is chosen so that ∫Rd η(x)dx = 1 holds, is referred to
as the standard mollifier in Euclidean space. Furthermore, for each ε > 0, the real-valued
function ηε : Rd → R given by
ηε(x) := ε
−dη(ε−1x) = ε−dC exp
(
1
ε−2|x|2 − 1
)
1B(0,ε)(x)
for x ∈ Rd is arbitrarily smooth, i.e. ηε ∈ C∞(Rd), integrates to one∫
Rd
ηε(x)dx = 1
and has compact support supp(ηε) = B[0, ε].
Proof. ↪→ [66, Lemma 1.2.3, p. 14]
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The Friedrichs mollification method presented below is based on the convolution of
functions and its properties with respect to derivatives. For a comprehensive account on
the convolution of functions and its important properties, we refer the interested reader
to [66, Chapter 4, p. 87]. Since we are dealing with nonlocal equations in subsets of
Euclidean space in Chapter 2, the approximation results presented in this chapter have a
special emphasis on the respective domains of definition.
Theorem 1.2 (Mollifications). Suppose that ηε ∈ C∞(Rd) for ε > 0 is the standard
mollifier from Lemma 1.1. Moreover, suppose that Ω ⊂ Rd is open and that f : Ω→ Rd
is locally integrable, i.e. f |Ω′ ∈ L1(Ω′) for all compact subsets Ω′ ⊂ Ω. The mollification
f ε : Ωε −→ R
with Ωε := {x ∈ Ω : d(x, ∂Ω) > ε} for ε > 0 is defined by
f ε(x) := (f ∗ ηε)(x) =
∫
Ω
f(y)ηε(x− y)dy =
∫
B(0,ε)
ηε(y)f(x− y)dy
for x ∈ Ωε and approximates the original function f : Ω→ R in the following way:
(i) The mollification f ε : Ωε → R has derivatives of all orders, i.e. f ε ∈ C∞(Ωε), and
a subsequence converges almost everywhere to f : Ω→ R as ε→ 0, i.e.
lim
n→∞
f εn = f
almost everywhere in Ω for some (εn)n∈N ⊂ (0,∞) with limn→∞ εn = 0.
(ii) The mollification f ε : Ωε → R converges to f : Ω→ R locally in Lp as ε→ 0, i.e.
lim
ε→0
f ε
∣∣
Ω′ = f
∣∣
Ω′
in Lp(Ω′) for all compact Ω′ ⊂ Ω.
(iii) If the original function f : Ω→ R is continuous, i.e. f ∈ C(Ω), the mollification
f ε : Ωε → R converges uniformly to f : Ω→ R on compact subsets of Ω, i.e.
lim
ε→0
sup
x∈Ω′
|f ε(x)− f(x)| = 0
for all compact Ω′ ⊂ Ω.
Proof. The first half of statement (i), statement (ii) and statement (iii), can be found in
[66, Theorem 1.3.2, p. 17]. The second half of statement (i) follows from statement (ii)
together with [56, Proposition 2.29, p. 61] and [56, Theorem 2.30, p. 61].
As a next step, we introduce the standard tool of smooth, locally finite partitions of
unity, in order to show that (in case of continuous functions) it is even possible to obtain
uniform instead of local uniform convergence. Since we have to mimic the main line of
argument in the proof of Proposition 1.7 (in order to show the existence of smooth cutoff
functions), we only provide a reference here.
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Proposition 1.3 (Partitions of Unity). Suppose that Γ is a collection of open sets in
Rd whose union is Ω ⊂ Rd. There exists a sequence (ψn)n∈N ⊂ C∞c (Rd) of non-negative,
smooth functions with compact support such that the following properties hold:
(i) Every function ψn : Rd → [0, 1] has its support in some member of Γ, i.e. for every
n ∈ N there exists Un ∈ Γ such that suppψn ⊂ Un.
(ii) The sequence is a partition of unity of Ω, i.e.
∑
n∈N ψn(x) = 1 for all x ∈ Ω.
(iii) The partition is locally finite, i.e. for every compact K ⊂ Ω there exists an open
cover U ⊃ K and N ∈ N such that ψn(x) = 0 for all n ≥ N and x ∈ U .
Proof. ↪→ [115, Theorem 6.20, p. 162]
As announced earlier, a combination of Theorem 1.2 with Proposition 1.3 allows us to
construct uniform approximations of continuous functions. Since some of the arguments
in Chapter 2 depend on the precise construction of these approximations, we recall its
details in the following proof.
Theorem 1.4 (Uniform Approximations). Suppose that Ω ⊂ Rd is open and that
f : Ω → R is continuous. For every ε > 0, there exists a smooth approximation
g ∈ C∞(Ω) such that supx∈Ω |g(x)− f(x)| ≤ ε holds.
Proof. Due to Proposition 1.3, there exists a sequence (ψn)n∈N of non-negative, smooth
functions with compact support such that
∑
n∈N ψn ≡ 1 holds on Ω. Since f : Ω→ R is
continuous, Theorem 1.2 (iii) implies the existence of δn > 0 for every n ∈ N such that
sup
x∈Kn
|f δn(x)− f(x)| ≤ ε,
where f δn := f ∗ ηδn and Kn := supp(ψn) ⊂ Rd is compact. Furthermore, the partition
(ψn)n∈N is locally finite according to Proposition 1.3 (iii), and hence
g :=
∑
n∈N
f δnψn : Ω −→ R
defines a smooth function. Finally, the construction and
∑
n∈N ψn ≡ 1 imply that
|g(x)− f(x)| =
∣∣∣∣∣∑
n∈N
(f δn(x)− f(x))ψn(x)
∣∣∣∣∣ ≤∑
n∈N
∣∣f δn(x)− f(x)∣∣ψn(x)
≤ ε
∑
n∈N
ψn(x) = ε
holds for all x ∈ Ω, as required.
One property of the uniform approximations from the preceding theorem is going to
be of particular interest in Chapter 2: If the approximated function is smooth enough,
the derivatives of the approximations also converge (locally uniformly) to the derivatives
the approximated function.
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Remark 1.5 (Derivatives of Approximations). If f ∈ C(Ω) for an open Ω ⊂ Rd,
then Theorem 1.4 shows that for ε > 0 there exists f ε ∈ C∞(Ω) of the form
f ε =
∑
n∈N
(f ∗ ηδn)ψn
such that supx∈Ω |f ε(x)− f(x)| ≤ ε, where ηδ is the standard mollifier from Lemma 1.1,
(ψn)n∈N is a (smooth) partition of unity of Ω ⊂ Rd as in Proposition 1.3 and δn(ε)→ 0
as ε→ 0. A simple calculation shows that if f ∈ Cn(Ω) for some n ∈ N, then
lim
ε→0
Dkf ε = Dkf
locally uniform ε→ 0 in Ω for every k ∈ {1, . . . , n}: For every term in the definition of
f ε : Rd −→ R
this follows from Theorem 1.2, since
Dk(f ∗ ηδn) = (Dkf) ∗ ηδn
according to the differentiation property of the convolution. Hence, the right-hand side of
sup
x∈K
∣∣Dkf ε(x)−Dkf(x)∣∣ = sup
x∈K
∣∣∣∣∣Dk
(∑
n∈N
(
(f ∗ ηδn)− f
)
ψn
)
(x)
∣∣∣∣∣
≤ sup
x∈K
k∑
j=0
∑
n∈N
∣∣(Djf ∗ ηδn)(x)−Djf(x)∣∣ · ∣∣Dk−jψn(x)∣∣
converges to zero as ε→ 0 for every compact K ⊂ Ω, since the partition (ψn)n∈N is locally
finite according to Proposition 1.3 (iii), and since continuous functions are bounded on
compact sets.
The rest of this section is devoted to show the existence of smooth cutoff functions,
which are sometime also referred to as bump functions. Cutoff functions can be viewed
as the smooth counterparts to indicator functions and are an essential tool for the
construction of smooth functions using a definition by cases.
Lemma 1.6 (Cutoff Functions with Compact Support). If V ⊂ U ⊂ Rd such that
V is compact and U is open, then there exists χ ∈ C∞c (Rd) with compact support such that
1V (x) ≤ χ(x) ≤ 1U(x)
holds for all x ∈ Rd. In particular, 0 ≤ χ(x) ≤ 1 for all x ∈ Rd, χ(x) = 1 for all x ∈ V ,
and χ(x) = 0 for all x ∈ UC = Rd \ U .
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Proof. Since V is compact, there exists ε > 0 such that the inflated set
V +B(0, 2ε) =
{
x+ y ∈ Rd ∣∣ x ∈ V and y ∈ B(0, 2ε)}
is still contained in U . Suppose that ηε : Rd → R is the standard mollifier, and define
χ(x) := (1V+B(0,ε) ∗ ηε)(x) =
∫
B(0,ε)
ηε(y)1V+B(0,ε)(x− y) dy
for all x ∈ Rd. Since 1V+B(0,ε)(x− y) = 1 for all x ∈ V and y ∈ B(0, ε), we find
χ(x) =
∫
B(0,ε)
ηε(y) · 1 dy = 1
for all x ∈ V . On the other hand, if x ∈ Rd \ (V +B(0, 2ε)) ⊃ Rd \ U , then
1V+B(0,ε)(x− y) = 0
for all y ∈ B(0, ε). Therefore, we obtain for all x ∈ Rd \ (V +B(0, 2ε)) ⊃ Rd \ U that
χ(x) =
∫
B(0,ε)
ηε(y) · 0 dy = 0.
In particular, this shows that χ : Rd → R has compact support, because we have proven
supp(χ) ⊂ V +B[0, 2ε] and V +B[0, 2ε] ⊂ Rd is compact. Finally, the construction yields
0 =
∫
B(0,ε)
ηε(y) · 0 dy ≤ χ(x) ≤
∫
B(0,ε)
ηε(y) · 1 dy = 1
for all x ∈ Rd, and Theorem 1.2 implies χ ∈ C∞(Rd), as required.
Since we want to cover viscosity solutions on the whole Euclidean space in Chapter 2,
the compactness assumption in the last lemma is too restrictive for many applications.
Fortunately, a localization procedure similar to the smooth, locally finite partition of
unity from Proposition 1.3 shows that we can construct cutoff functions without this
compactness assumption:
Proposition 1.7 (Cutoff Functions). If V ⊂ U ⊂ Ω ⊂ Rd such that Ω, U and Ω \ V
are open, then there exists χ ∈ C∞(Ω) such that
1V (x) ≤ χ(x) ≤ 1U(x)
holds for all x ∈ Rd. In particular, 0 ≤ χ(x) ≤ 1 for all x ∈ Rd, χ(x) = 1 for all x ∈ V ,
and χ(x) = 0 for all x ∈ UC = Rd \ U .
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Proof. The main idea is to partition the sets V and U into smaller, bounded pieces
and then apply the well-known result from Lemma 1.6 locally. Afterwards we glue the
resulting local cutoff functions together by mimicking the proof of existence for smooth,
locally finite partitions of unity, cf. [115, Theorem 6.20, p. 162].
Suppose that (α, β) : N→ N× N is a bijection and define
Vn := {x ∈ V : α(n)− 1 ≤ |x| ≤ α(n) , β(n)− 1 ≤ d(x,Rd \ Ω)−1 ≤ β(n) }
Un := {x ∈ U : α(n)− 2 < |x| < α(n) + 1 , β(n)− 2 < d(x,Rd \ Ω)−1 < β(n) + 1}
for all n ∈ N. It is easy to check that Vn ⊂ Un ⊂ Ω for all n ∈ N, that⋃
n∈N
Vn = V ⊂ U =
⋃
n∈N
Un,
and that Vn is compact and Un is open for all n ∈ N. Therefore, Lemma 1.6 implies the
existence of φn ∈ C∞(Rd) for every n ∈ N such that
1Vn(x) ≤ φn(x) ≤ 1Un(x)
for all x ∈ Rd and n ∈ N. The properties of φn : Rd → R and the definition
ψn :=
(
n−1∏
j=1
(1− φj)
)
· φn
show that ψn(x) = 0 for all x ∈ Rd \Un and n ∈ N. Furthermore, it is easy to verify that
ψ1 + . . .+ ψn = 1−
n∏
j=1
(1− φj)
and therefore 0 ≤ ψ1 + . . . + ψn ≤ 1 for all n ∈ N using mathematical induction:
The base case n = 1 follows from the definition of ψ1. The inductive step n (n+ 1) is
proven by adding the induction hypothesis and the definition of ψn+1. This yields
ψ1 + . . .+ ψn ≡ 1
inside V1 ∪ . . . ∪ Vn, since φj ≡ 1 inside Vj for j ∈ N. Moreover, it also shows
ψ1 + . . .+ ψn ≡ 0
outside U1 ∪ . . . ∪ Un, since φj ≡ 0 outside Uj for j ∈ N. Finally, χ : Ω→ R defined by
χ(x) :=
∞∑
n=1
ψn(x)
for x ∈ Ω is smooth, since the sum is actually locally finite: For every x ∈ Ω there exists
ε > 0 such that the open ball B(x, ε) ⊂ Ω intersects only finitely many Un with n ∈ N.
In particular, there exists a neighborhood in Ω for each x ∈ Ω such that all but finitely
many ψn with n ∈ N are equal to zero in that neighborhood.
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1.2. Supremal Convolutions
Supremal convolutions can be regarded as an analog to classical convolutions, where the
integration operator is replaced by the supremum operator. They are most prominent
in convex analysis, where they occur (mostly in the form of infimal convolutions) as
Legendre-Fenchel transformations, which play a similar role as Fourier transformations
in classical analysis. These transformations were first investigated by Werner Fenchel in
[53] and are an essential component of every modern introduction to convex analysis,
such as [111]. In the context of viscosity solutions, supremal convolutions first appeared
(as Legendre-Fenchel transformations) in the famous Hopf-Lax formula in [85] and [65],
where Peter Lax and Eberhard Hopf connected first-order Hamilton-Jacobi-Bellman
equations with convex analysis via variational analysis.
In this thesis, supremal convolutions are used slightly different – as a generalization
of Friedrichs mollification from Section 1.1 for viscosity solutions: We will prove in
Chapter 2 that the supremal convolution of a viscosity solution for nonlinear nonlocal
equations is again a viscosity solution, which exhibits better regularity properties and
approximates the original solution. In this generality, this approach was studied for the
first time by Jean-Michel Lasry and Pierre-Louis Lions in [84], and became an essential
tool for the viscosity solution theory of nonlinear nonlocal equations. For the special case
of convex local equations, however, it was studied even earlier by Jean-Jacques Moreau
in [91] and is known as the Moreau–Yosida approximation.
In this section, we generalize and substantially extend the known results on supremal
convolutions for the approximation of viscosity solutions. These new results enable us to
develop a uniqueness theory for viscosity solutions with arbitrary polynomial growths
of nonlinear nonlocal equations with weaker continuity assumptions (compared to the
existing literature) in Chapter 2. We try to emphasize our contribution by highlighting
important differences to the existing literature along the way.
Definition 1.8 (Supremal & Infimal Convolutions). Suppose that Ω ⊂ Rd,
f : Ω −→ R
and ϕ : Rd → R. The supremal convolution Oεϕ[f ] for ε > 0 is defined as
Oε
ϕ[f ] : Rd −→ R ∪ {+∞}
x 7−→ Oεϕ[f ](x) := sup
y∈Ω
(
f(y)− ϕ(x− y)
ε
)
.
Dually, the infimal convolution Oεϕ[f ] for ε > 0 is defined as
Oεϕ[f ] : Rd −→ R ∪ {−∞}
x 7−→ Oεϕ[f ](x) := inf
y∈Ω
(
f(y) +
ϕ(x− y)
ε
)
,
or equivalently as Oεϕ[f ](x) = − Oεϕ[−f ](x) for x ∈ Rd.
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In most of the related literature on viscosity solution theory, such as [35] for local
or [75] for nonlocal equations, the function ϕ(·) is fixed as the squared norm | · |2. In
case of bounded (or even linearly growing) solutions f(·), it is easy to see that the
growth of the squared norm is sufficient to ensure that the resulting supremal and infimal
convolutions are real-valued. For unbounded solutions, however, it is possible that the
growth cannot be compensated by the squared norm, which can lead to supremal and
infimal convolutions only taking the values ±∞. In the influential paper [12] for nonlocal
equations, this problem is circumvented by taking the supremum and infimum (in the
definition of the supremal and infimal convolution) over a compact subset instead of
the whole space Ω. Unfortunately, this leads to supremal and infimal convolutions with
potential discontinuities, which are not suitable for our needs in Chapter 2, since we
have to approximate functions locally uniformly and not only pointwise due to our
weaker continuity assumptions. Because of this, we consider more general ϕ(·) instead of
the squared norm | · |2 here, that can compensate the growth of unbounded solutions,
while maintaining important properties of the approximations – such as their continuity
(cf. Lemma 1.12) and their stability with respect to viscosity solutions (cf. Lemma 2.8).
Definition 1.9 (Quasidistances). A quasidistance (on Rd) is a function
ϕ : Rd −→ [0,∞)
that is symmetric (i.e. ϕ(x) = ϕ(−x) for x ∈ Rd), definite (i.e. ϕ(x) = 0 if and only if
x = 0) and satisfies a generalized triangle inequality, in that there exists ρ ≥ 1 such that
ϕ(x+ y) ≤ ρ ·
(
ϕ(x) + ϕ(y)
)
holds for all x, y ∈ Rd. Constants ρ ≥ 1 for which the generalized triangle inequality
hold are referred to as multipliers of the quasidistance.
Note that our notion of quasidistances is different from the one of quasinorms in
functional analysis (cf. e.g. [79, Chapter 25, p. 1099]), which generalizes the notion of
norms by weakening the triangle inequality, but not the positive homogeneity. Moreover,
quasidistances are not to be confused with seminorms or pseudonorms, that generalize
norms by giving up definiteness. Typical examples of quasidistances include
x 7−→ |x|p
for an exponent p > 0, which satisfy a generalized triangle inequality with ρ = 2p, since
|x+ y|p ≤
(
|x|+ |y|
)p
≤
(
2 max
{|x|, |y|})p = 2p max{|x|p, |y|p}
≤ 2p
(
|x|p + |y|p
)
for all x, y ∈ Rd. The following result illustrates an easy procedure of how to construct
new quasidistances from existing ones:
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Lemma 1.10 (Stability of Quasidistances). If n ∈ N, λi > 0 and ϕi : Rd → [0,∞)
are quasidistances with multipliers ρi ≥ 1 for i ∈ {1, . . . , n}, then
ϕ : Rd −→ [0,∞)
x 7−→ ϕ(x) := max
i∈{1,...,n}
λi · ϕi(x)
is a quasidistance with multiplier ρ = maxi∈{1,...,n} ρi.
Proof. It is easy to check that ϕ = maxi∈{1,...,n} λi · ϕi is again symmetric and definite.
Furthermore, for every i ∈ {1, . . . , n} the inequality
λi · ϕi(x+ y) ≤ λi · ρi ·
(
ϕi(x) + ϕi(y)
)
≤
(
max
i∈{1,...,n}
ρi
)(
ϕ(x) + ϕ(y)
)
holds for all x, y ∈ Rd. This implies the generalized triangle inequality with multiplier
ρ = max
i∈{1,...,n}
ρi
by taking the maximum over all i ∈ {1, . . . , n}.
Weierstrass’ exteme value theorem for continuous functions plays an essential role
in many approximation theory arguments. It is well-known and can be easily deduced
from its proof (cf. e.g. [112, Chapter 1, Section C, p. 13]), that it can be generalized to
semicontinuous functions f : X → R on metric spaces (X, d), for which sets of the form
{x ∈ X : f(x) ≥ c} or {x ∈ X : f(x) ≤ c} with c ∈ R are still closed. For notational
reasons, let us quickly recall the definition of semicontinuous functions:
Definition 1.11 (Semicontinuous Functions). A real-valued function f : X → R on
a metric space (X, d) is called upper semicontinuous if
lim sup
n→∞
f(xn) ≤ f(x)
for all sequences (xn)n∈N ⊂ X with limn→∞ xn = x, and USC(X) denotes the family of
all upper semicontinuous functions on (X, d). Dually, a function g : X → R is called
lower semicontinuous if (−g) is upper semicontinuous, or equivalently
lim inf
n→∞
g(xn) ≥ g(x)
for all sequences (xn)n∈N ⊂ X with limn→∞ xn = x, and LSC(X) denotes the family of
all lower semicontinuous functions on (X, d). For notational reasons, we write
SC(X) := LSC(X) ∪ USC(X)
for the family of all semicontinuous functions on (X, d).
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As we will see in Chapter 2, one of the key concepts in viscosity solution theory is to
scan non-smooth functions by smooth functions monotonically from above and below.
Since the pointwise supremum and infimum of a family of continuous functions is in
general only semicontinuous (and, as a matter of fact, every semincontinuous function is
of this form, as we will see in Lemma 1.16), semicontinuity is a very natural assumption
in the context of viscosity solution theory and, in fact, the best we can expect in the
following approximation results.
Lemma 1.12 (Approximation by Supremal Convolutions). If Ω ⊂ Rd is open,
if ϕ ∈ Rd → [0,∞) is a continuous quasidistance with multiplier ρ ≥ 1 such that{
x ∈ Rd : ϕ(x) ≤ c}
is compact for all c > 0, and if C > 0 such that f ∈ USC(Ω) satisfies
|f(x)| ≤ C(1 + ϕ(x))
for all x ∈ Ω, then the following properties hold for the supremal convolution:
(i) Suppose that 0 < ε ≤ ε′ ≤ (ρC)−1, then
Oε
ϕ[f ](x) ≤ Oε
′
ϕ [f ](x) ≤ ρC(1 + ϕ(x))
for all x ∈ Rd. Moreover, f(x) ≤ Oεϕ[f ](x) for all x ∈ Ω and ε > 0, and
lim
ε→0
Oε
ϕ[f ](x) = f(x)
for all x ∈ Ω.
(ii) Suppose that 0 < ε ≤ (2ρC)−1 and define
δ(x) := 8ρC(1 + ϕ(x))
for all x ∈ Ω, then Oεϕ[f ] ∈ C(Rd). Moreover, for every x ∈ Ω with
inf
y∈Rd\Ω
ϕ(x− y) > ε · δ(x)
there exists x ∈ Ω with ϕ(x− x) ≤ ε · δ(x) such that
Oε
ϕ[f ](x) = f(x)−
ϕ(x− x)
ε
.
(iii) If ϕ(·) = | · |2 in a neighborhood of zero, then there exists 0 < ε0 ≤ (2ρC)−1 for
every convex and bounded Ω′ ⊂ Ω such that
x 7−→ Oεϕ[f ](x) +
|x|2
ε
is convex in Ω′ for all 0 < ε ≤ ε0. Moreover, if ϕ(x) = |x|2 for all x ∈ Rd, then
ε0 = (2ρC)
−1 for every convex Ω′ ⊂ Ω.
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Proof. The growth assumption for f : Ω→ R together with 0 < ε ≤ (ρC)−1 imply
Oε
ϕ[f ](x) = sup
y∈Ω
(
f(y)− ϕ(x− y)
ε
)
≤ sup
y∈Ω
(
C
(
1 + ϕ(y)
)
− ρCϕ(x− y)
)
≤ sup
y∈Ω
(
C + ρC
(
ϕ(y − x) + ϕ(x)
)
− ρCϕ(y − x)
)
≤ ρC
(
1 + ϕ(x)
)
for all x ∈ Rd. Furthermore, the pointwise monotonicity Oεϕ[f ](x) ≤ Oε′ϕ [f ](x) for x ∈ Rd
and 0 < ε ≤ ε′ ≤ (ρC)−1 follows from taking the supremum in
f(y)− ϕ(x− y)
ε
≤ f(y)− ϕ(x− y)
ε′
≤ Oε′ϕ [f ](x).
over all y ∈ Ω. Since y = x ∈ Ω is an admissible choice in the definition of Oεϕ[f ](x), and
since ϕ(0) = 0 by assumption, we further obtain
f(x) ≤ Oεϕ[f ](x)
for all x ∈ Ω and ε > 0.
In order to complete the proof of property (i), it remains to show
lim
ε→0
Oε
ϕ[f ](x) = f(x)
for all x ∈ Ω: Assume that 0 < ε ≤ (2ρC)−1, x ∈ Rd and y, y′ ∈ Ω such that
ϕ(y − x) > 4 inf
z∈Ω
ϕ(z − x) + 8ερC
(
1 + ϕ(x)
)
=: δε(x)
ϕ(y′ − x) ≤ inf
z∈Ω
ϕ(z − x) + ερC
(
1 + ϕ(x)
)
.
These assumptions obviously imply ϕ(y−x) > 4ϕ(y′−x) + 4ερC(1 +ϕ(x)) and therefore
f(y)− ε−1ϕ(y − x) ≤ C
(
1 + ϕ(y)
)
− ε−1ϕ(y − x)
≤ ρC
(
1 + ϕ(x)
)
+
(
ρC − ε−1
)
ϕ(y − x)
≤ ρC
(
1 + ϕ(x)
)
− (2ε)−1ϕ(y − x)
< −ρC
(
1 + ϕ(x)
)
− 2ε−1 ϕ(y′ − x)
≤ −ρC
(
1 + ϕ(x) + ϕ(y′ − x)
)
− ε−1ϕ(y′ − x)
≤ −C
(
1 + ϕ(y′)
)
− ε−1ϕ(y′ − x)
≤ f(y′)− ε−1ϕ(y′ − x),
(1.1)
using Cρ ≤ (2ε)−1 ≤ ε−1, the growth assumption for f : Ω → R and the general-
ized triangle inequality of the quasidistance ϕ : Rd → [0,∞) with multiplier ρ ≥ 1.
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Since ερC(1 + ϕ(x)) > 0 for x ∈ Rd, there exists some y′ ∈ Ω for every x ∈ Rd such that
ϕ(y′ − x) ≤ inf
y∈Ω
ϕ(y − x) + ερC
(
1 + ϕ(x)
)
.
Consequently, Equation (1.1) and the definition of
Oε
ϕ[f ] : Rd → R yield
Oε
ϕ[f ](x) = sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω}
= sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x) ≤ δε(x)} (1.2)
for all x ∈ Rd and 0 < ε ≤ (2ρC)−1. Furthermore, if x ∈ Ω and ε > 0 such that
inf
y∈Rd\Ω
ϕ(x− y) > δε(x) = 8ερC
(
1 + ϕ(x)
)
= ε · δ(x),
then {y ∈ Ω | ϕ(y − x) ≤ δε(x)} is compact. Hence, the (semi-)continuity of f : Ω→ R
and ϕ : Rd → [0,∞) imply for every x ∈ Ω and 0 < ε ≤ (2ρC)−1 with
inf
y∈Rd\Ω
ϕ(x− y) > ε · δ(x)
the existence of some xε ∈ Ω with ϕ(x− xε) = ϕ(xε − x) ≤ δε(x) = ε · δ(x) such that
Oε
ϕ[f ](x) = sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x) ≤ δε(x)}
= f(xε)− ϕ(x− xε)
ε
holds. Note that the assumptions on ϕ : Rd → [0,∞) imply limε→∞ xε = x for all x ∈ Ω.
The upper semicontinuity of f : Ω→ R hence leads to
f(x) ≤ lim inf
ε→0
Oε
ϕ[f ](x) ≤ lim sup
ε→0
Oε
ϕ[f ](x) = lim sup
ε→0
(
f(xε)− ϕ(x− xε)
ε
)
≤ f(x),
for all x ∈ Ω, which completes the proof of property (i) and of one half of property (ii).
As a next step, note that our observations from Equation (1.2) imply that
Oε
ϕ[f ](x) = sup
y∈Ω
{
f(y)− ε−1ϕ(x− y) : ϕ(y − x) ≤ δε(x)
}
= sup
y∈Ω
{
f(y)− ε−1ϕ(x′ − y)
+ ε−1
(
ϕ(x′ − y)− ϕ(x− y)) : ϕ(y − x) ≤ δε(x)}
≤ Oεϕ[f ](x′) + ε−1 sup
y∈Ω
{∣∣ϕ(x′ − y)− ϕ(x− y)∣∣ : ϕ(y − x) ≤ δε(x)}
holds for all x, x′ ∈ Rd and 0 < ε ≤ (2ρC)−1, using the subadditivity of suprema.
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An interchange of the roles of x ∈ Rd and x′ ∈ Rd leads to∣∣∣ Oεϕ[f ](x)− Oεϕ[f ](x′)∣∣∣ ≤ ε−1 sup
y∈K(x,x′)
∣∣∣ϕ(x′ − y)− ϕ(x− y)∣∣∣
with K(x, x′) := {y ∈ Rd : ϕ(y − x) ≤ δε(x) or ϕ(y − x′) ≤ δε(x′)} for all x, x′ ∈ Rd and
0 < ε ≤ (2ρC)−1. Since continuous functions on compact sets are uniformly continuous,
lim
|x−x′|→0
sup
y∈K(x,x′)
∣∣∣ϕ(x′ − y)− ϕ(x− y)∣∣∣ = 0
holds, which implies that
Oε
ϕ[f ] ∈ C(Rd) and completes the proof of property (ii).
At last, we will prove property (iii): Suppose that ϕ(·) = | · |2 in a neighborhood of
zero, i.e. there exists r > 0 such that
ϕ(x) = |x|2 (1.3)
for all x ∈ Rd with ϕ(x) ≤ r, and that Ω′ ⊂ Ω is convex and bounded. Due to a
standard covering argument, it suffices to prove that for every x′ ∈ Ω′ there exists
0 < εx′ ≤ (2ρC)−1 and a neighborhood Nx′ ⊂ Rd of x′ ∈ Ω′ such that
x 7−→ Oεϕ[f ](x) +
|x|2
ε
is convex in Nx′ for all 0 < ε ≤ εx′ : Suppose that x′ ∈ Ω′ and define
Nx′ :=
{
x ∈ Rd : ϕ(x− x′) < (6ρ)−1r}, (1.4)
where ρ ≥ 1 is the multiplier of ϕ : Rd → [0,∞) (cf. Definition 1.9). The generalized
triangle inequality of ϕ : Rd → [0,∞) implies
δε(x) = 4 inf
y∈Ω
ϕ(y − x) + 8ερC
(
1 + ϕ(x)
)
≤ 4ϕ(x− x′) + 8ερC
(
1 + ρ
(
ϕ(x′) + ϕ(x− x′)
))
≤ 4 ((6ρ)−1r) + 8ερC
(
1 + ρ
(
ϕ(x′) + ((6ρ)−1r)
))
for all x ∈ Nx′ . Therefore, there exists 0 < εx′ ≤ (2ρC)−1 such that
δε(x) ≤ 5
(
(6ρ)−1r
)
(1.5)
for all x ∈ Nx′ and 0 < ε ≤ εx′ . If x ∈ Nx′ and y ∈ Ω with ϕ(y − x) ≤ δε(x), then
ϕ(y − x′) ≤ ρ
(
ϕ(y − x) + ϕ(x− x′)
)
≤ ρ
(
δε(x) + ϕ(x− x′)
)
≤ ρ
(
5
(
(6ρ)−1r
)
+
(
(6ρ)−1r
) )
= r
(1.6)
for all 0 < ε ≤ εx′ , using the generalized triangle inequality, Equations (1.4) and (1.5).
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In particular, Equation (1.2) and Equation (1.6) lead to
Oε
ϕ[f ](x) = sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x) ≤ δε(x)}
≤ sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x′) ≤ r}
≤ sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω}
=
Oε
ϕ[f ](x)
for all x ∈ Nx′ and 0 < ε ≤ εx′ , which shows with Equation (1.3) that
Oε
ϕ[f ](x) +
|x|2
ε
= sup
{
f(y)− ϕ(x− y)
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x′) ≤ r}+ |x|2ε
= sup
{
f(y)− |x− y|
2
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x′) ≤ r}+ |x|2ε
= sup
{
f(y)− |x− y|
2 − |x|2
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x′) ≤ r}
for all x ∈ Nx′ and 0 < ε ≤ εx′ . Finally, since
x 7−→ f(y)− |x− y|
2 − |x|2
ε
=
2yTx
ε
+
(
f(y)− |y|
2
ε
)
is affine linear (and thus convex) for all y ∈ Ω with ϕ(y−x′) ≤ r, Lemma A.1 implies that
x 7−→ Oεϕ[f ](x) +
|x|2
ε
= sup
{
f(y)− |x− y|
2 − |x|2
ε
∣∣∣∣ y ∈ Ω with ϕ(y − x′) ≤ r}
is convex in Nx′ ⊂ Rd for all 0 < ε ≤ εx′ , as required.
Due to the duality
Oε
ϕ[−f ] = −Oεϕ[f ] between supremal and infimal convolutions, the
preceding lemma immediately implies an approximation result for lower semicontinuous
functions by infimal convolutions. However, in order to avoid redundancy, we restrict
our attention in this section to approximation results for supremal convolutions.
Let us quickly highlight the significance of property (iii) from Lemma 1.12: It shows
that the supremal convolution
Oε
ϕ[f ] is (at least locally) semiconvex for small ε > 0
(cf. Definition A.5) if the quasinorm ϕ(·) equals the squared norm | · |2 in a neighborhood
of zero. Alexandrov’s theorem from convex analysis (cf. Theorem A.7) therefore implies
that the supremal convolution
Oε
ϕ[f ] is (locally) twice differentiable almost everywhere
for small ε > 0. This idea motivates the importance of our construction for the viscosity
solution theory of second-order equations. Furthermore, it suggests that we have to work
with quasinorms, which not only dominate the growth of the approximated functions,
but which also behave like the squared norm in a neighborhood of zero. For simplicity,
we restrict our attention to the class of functions with polynomial growth:
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Definition 1.13 (Polynomial Growth). A real-valued function f : X → R on a
normed space (X, ‖ · ‖) is said to have (bounded) p-polynomial growth with order p ≥ 0 if
|f(x)| ≤ C(1 + ‖x‖p)
for some constant C > 0 and all x ∈ X. If F is a family of real-valued functions on X,
then Fp denotes all functions in F with bounded p-polynomial growth. Moreover,
‖f‖p := sup
{ |f(x)|
1 + ‖x‖p
∣∣∣∣ x ∈ X} <∞
denotes the optimal growth constant for f ∈ Fp and p ≥ 0. In particular,
|f(x)| ≤ ‖f‖p(1 + ‖x‖p)
for all x ∈ X and f ∈ Fp with p ≥ 0.
According to our preceding findings, we have to work with quasidistances ϕ(·) that
equal | · |2 around zero and grow faster than | · |p at infinity, in order to approximate
functions with p-polynomial growth (with p ≥ 0) by supremal convolutions, which are
(locally) twice differentiable almost everywhere. A canonical choice for ϕ(·) therefore is
x 7−→ |x|2 ∨ |x|(p∨2) =
{
|x|2 if |x| ≤ 1
|x|(p∨2) if |x| > 1 ,
which is a quasidistances according to Lemma 1.10. For technical reasons, we will work
with a smooth variant of this quasidistance, which we will construct in the following
lemma. Note that it can be shown for all p ≥ 0 (cf. Lemma 2.8) that the supremal
convolution with respect to the quasinorm
x 7−→ |x|2 ∨ |x|(p∨2)
(or its smooth variant) of a function with p-polynomial growth has p-polynomial growth,
which is important for the viscosity solution theory in Chapter 2.
Lemma 1.14 (Quasidistances with Polynomial Growth). Suppose that η : R→ R
is the one-dimensional standard mollifier from Lemma 1.1. Define φ : R→ [0, 1] by
φ(r) :=
(
1B(0,5/2) ∗ η
)
(r) =
∫
R
1B(0,5/2)(r − s)η(s) ds =
∫ 1
−1
1B(r,5/2)(s)η(s) ds
for all r ∈ R and χ : Rd → [0, 1] by χ(x) := φ(|x|2) for all x ∈ Rd. If p ≥ 2, then
ϕp(x) := χ(x)|x|2 + (1− χ(x))|x|p
for all x ∈ Rd defines a quasidistance ϕp ∈ C∞(Rd) with multiplier ρ = 22p−2 and
22−p
(|x|2 ∨ |x|p ) ≤ ϕp(x) ≤ (|x|2 ∨ |x|p )
23−p
(|x| ∨ |x|p−1) ≤ |Dϕp(x)| ≤ 10p (|x| ∨ |x|p−1)
for all x ∈ Rd.
33
1. Approximation Theory
Proof. First of all, Theorem 1.2 shows that φ ∈ C∞(R). Moreover, it is easy to see
(cf. the proof of Lemma 1.6) that 1B[0,1](r) ≤ φ(r) ≤ 1B(0,4)(r) for all r ∈ R, and hence
1B[0,1](x) ≤ χ(x) ≤ 1B(0,2)(x) (1.7)
for all x ∈ Rd. Since | · |2 is smooth everywhere and | · |p is smooth away from the origin,
this implies ϕp ∈ C∞(Rd).
As a next step, we will prove the bounds for ϕp : Rd → R: For x ∈ Rd with either
|x| ≤ 1 or |x| ≥ 2, Equation (1.7) implies χ(x) = 1 or χ(x) = 0. Therefore, we obtain
ϕp(x) =
{
|x|2 = (|x|2 ∨ |x|p) if |x| ≤ 1
|x|p = (|x|2 ∨ |x|p) if |x| ≥ 2, (1.8)
using the definition of ϕp : Rd → R and p ≥ 2. For x ∈ Rd with 1 < |x| < 2, p ≥ 2 implies
22−p|x|p ≤ |x|2−p · |x|p = |x|2
and 22−p|x|p ≤ |x|p. Therefore, |x|2 ≤ (|x|2 ∨ |x|p) and |x|p ≤ (|x|2 ∨ |x|p) lead to
22−p
(
|x|2 ∨ |x|p
)
= 22−p|x|p = χ(x)
(
22−p|x|p
)
+
(
1− χ(x)
)(
22−p|x|p
)
≤ χ(x)
(
|x|2
)
+
(
1− χ(x)
)(
|x|p
)
= ϕp(x)
≤ χ(x)
(
|x|2 ∨ |x|p
)
+
(
1− χ(x)
)(
|x|2 ∨ |x|p
)
=
(
|x|2 ∨ |x|p
)
for all x ∈ Rd with 1 < |x| < 2. In combination with Equation (1.8), this shows
22−p
(|x|2 ∨ |x|p) ≤ ϕp(x) ≤ (|x|2 ∨ |x|p) (1.9)
for all x ∈ Rd, using 22−p ≤ 1 for p ≥ 2. Since
x 7−→ (|x|2 ∨ |x|p)
is a quasidistance with multiplier 2p ∨ 22 = 2p for p ≥ 2 according to Lemma 1.10,
Equation (1.9) implies that ϕp : Rd → R for p ≥ 2 is definite and satisfies a generalized
triangle inequality. In fact, the generalized triangle inequality for | · |2 ∨ | · |p shows
ϕp(x+ y) ≤
(
|x+ y|2 ∨ |x+ y|p
)
≤ 2p
((
|x|2 ∨ |x|p
)
+
(
|y|2 ∨ |y|p
))
≤ 2p 2p−2
(
ϕp(x) + ϕp(y)
)
for all x, y ∈ Rd, which implies that ρ = 2p 2p−2 = 22p−2 is a multiplier of ϕp : Rd → R.
Finally, the symmetry of ϕp : Rd → R follows from the symmetry of χ : Rd → R.
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At last, we will prove the bounds for Dϕp : Rd → Rd: It is easy to check that
Dϕp(x) = χ(x)
(
2x
)
+
(
1− χ(x)
)(
p|x|p−2x
)
+
(
|x|2 − |x|p
)
Dχ(x)
=
(
χ(x)2 +
(
1− χ(x)
)(
p|x|p−2
)
+ 2
(
|x|2 − |x|p
)
Dφ(|x|2)
)
x
(1.10)
for all x ∈ Rd. Since Dφ(|x|2) = 0 for all x ∈ Rd with |x| ≤ 1 or |x| ≥ 2, we obtain∣∣Dϕp(x)∣∣ = ∣∣χ(x)2 + (1− χ(x))(p|x|p−2)∣∣ · |x| = χ(x)(2|x|)+ (1− χ(x))(p|x|p−1)
for all x ∈ Rd with |x| ≤ 1 or |x| ≥ 2. Analogously to Equation (1.9), this leads to
2
(|x| ∨ |x|p−1) ≤ |Dϕp(x)| ≤ p (|x| ∨ |x|p−1) (1.11)
for all x ∈ Rd with |x| ≤ 1 or |x| ≥ 2. For x ∈ Rd with 1 < |x| < 2, we will first obtain
bounds for Dφ(|x|2): It is easy to check that∫ 1
−1
exp
(
1
r2 − 1
)
dr ≥
∫ 1/√2
−1/√2
exp
(
1
r2 − 1
)
dr ≥
∫ 1/√2
−1/√2
exp (−2) dr =
√
2e−2,
which implies η(0) ≤ (√2e−2)−1 e−1 = 2−1/2e. Therefore, we find
|Dφ(r)| =
∣∣∣∣∫ 1−1 1B(r,5/2)(s)Dη(s) ds
∣∣∣∣ ≤ ∫ 0−1Dη(s) ds = η(0) ≤ 2−1/2e (1.12)
for all r ∈ R, since Dη : R→ R is (as the derivative of an even function) an odd function
and since Dη(r) ≤ 0 for r ≥ 0 (due to the monotonicity of η : R → R). Similarly,
Dη(r) ≤ 0 for r ≥ 0 implies Dφ(r) ≤ 0 for all r ≥ 0. Hence, Equation (1.10) yields
|Dϕp(x)| =
(
χ(x)2 +
(
1− χ(x)
)(
p|x|p−2
)
+ 2
(
|x|p − |x|2
)(
−Dφ(|x|2)
))
|x|
= χ(x)
(
2|x|
)
+
(
1− χ(x)
)(
p|x|p−1
)
+ 2
(
|x|2 − |x|4−p
)
|Dφ(|x|2)| · |x|p−1
for all x ∈ Rd with 1 < |x| < 2. Due to Equation (1.12) and 22−p|x|p−1 ≤ |x| for p ≥ 2
and |x| > 1, this leads to
23−p|x|p−1
= χ(x)
(
2 · 22−p|x|p−1
)
+
(
1− χ(x)
)(
2 · 22−p|x|p−1
)
≤ χ(x)
(
2|x|
)
+
(
1− χ(x)
)(
p|x|p−1
)
+ 2
(
|x|2 − |x|4−p
)
|Dφ(|x|2)| · |x|p−1 = |Dϕp(x)|
≤ χ(x)
(
p|x|p−1
)
+
(
1− χ(x)
)(
p|x|p−1
)
+ 2 · 22 · 2−1/2e · |x|p−1
≤ p(1 + 3 · 3)|x|p−1
for all x ∈ Rd with 1 < |x| < 2. Finally, a combination with Equation (1.11) shows
22−p 2
(|x| ∨ |x|p−1) ≤ |Dϕp(x)| ≤ 10p (|x| ∨ |x|p−1)
for all x ∈ Rd, as required.
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As a next step, we will obtain a rate of convergence for the approximation of fairly
regular functions by supremal and infimal convolutions. Since approximations generated
by supremal or infimal convolutions converge pointwise monotonically from above or
below according to Lemma 1.12, Dini’s theorem (cf. Theorem 1.27) already implies
that this convergence is locally uniform for continuous functions. However, for some of
the arguments in Chapter 2, it is important to know the exact rate of convergence for
functions with higher regularity.
Lemma 1.15 (Rate of Convergence). Suppose that Ω ⊂ Rd is open, that for p ≥ 2
ϕp ∈ C∞(Rd) is the smooth quasidistance with p-polynomial growth from Lemma 1.14,
and that f ∈ C(Ω) with C ≥ 1 such that
|f(x)| ≤ C(1 + ϕp(x))
|f(x)− f(y)| ≤ C(1 + supt∈[0,1] |Dϕp(tx+ (1− t)y)| ) |x− y|
for all x, y ∈ Ω. For every 0 < ε ≤ (23p+110C)−1, the inequalities
0 ≤ Oε[f ](x)− f(x) ≤ ε1/p · 23(p+1)pC3/2 · (1 + ϕp(x))
−ε1/p · 23(p+1)pC3/2 · (1 + ϕp(x)) ≤ Oε[f ](x)− f(x) ≤ 0
hold for all x ∈ Ω with infy∈Rd\Ω ϕp(x, y) > ε22p+1C(1 + ϕp(x)).
Proof. Due to the duality between the infimal and supremal convolution
Oεϕp [f ] = −
Oε
ϕp [−f ],
it suffices to prove the inequality for
Oε
ϕp [f ]. To shorten the notation, define
ψp(x) := |x|2 ∨ |x|p
ϑp(x) := |x| ∨ |x|p−1
(1.13)
for x ∈ Rd. According to Lemma 1.14, 22p−2 is a multiplier of ϕp : Rd → [0,∞) and
22−p ψp(x) ≤ ϕp(x) ≤ ψp(x)
23−p ϑp(x) ≤ |Dϕp(x)| ≤ 10p ϑp(x)
for all x ∈ Rd. Moreover, Lemma 1.10 implies that ψp : Rd → R and ϑp : Rd → R are
quasidistances with multiplier 2p and 2p−1, respectively.
Suppose that 0 < ε ≤ (22p+110C)−1 and that x ∈ Ω with
inf
y∈Rd\Ω
ϕp(x, y) > ε2
2p+1C
(
1 + ϕp(x)
)
.
A simple calculation with ρ := 2p shows 0 < 2p−2ε ≤ (22−p23p+110C)−1 ≤ (2ρC)−1 and
inf
y∈Rd\Ω
ψp(x, y) ≥ inf
y∈Rd\Ω
ϕp(x, y) > ε2
2p+1C
(
1 + ϕp(x)
)
≥ ε8ρC
(
1 + ψp(x)
)
.
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Since ρ is a multiplier of ψp : Rd → R, Lemma 1.12 implies the existence of x ∈ Ω with
ψp(x− x) ≤
(
2p−2ε
)(
8ρC
(
1 + ψp(x)
))
= ε22p+1C
(
1 + ψp(x)
)
(1.14)
such that
O2p−2ε
ψp
[f ](x) = f(x)− (2p−2ε)−1 ψp(x−x) holds. The assumption on the growth
of the Lipschitz constant shows that
f(x)− f(x) ≤ C
(
1 + sup
t∈[0,1]
|Dϕp(tx+ (1− t)x)|
)
|x− x|
≤ 2p−110pC |x− x|
(
1 + ϑp(x) + ϑp(x− x)
)
= 2p−110pC |x− x|
(
1 + ϑp(x)
)
+ 2p−110pCψp(x− x),
(1.15)
using |x−x| ·ϑp(x−x) = ψp(x−x) and the generalized triangle inequality of ϑp : Rd → R
with multiplier 2p−1. Moreover, the definition of the supremal convolution leads to
Oε
ϕp [f ](x) = sup
y∈Ω
(
f(y)− ε−1ϕp(x− y)
)
≤ sup
y∈Ω
(
f(y)− ε−122−pψp(x− y)
)
=
O2p−2ε
ψp [f ](x).
(1.16)
Therefore, the identity
O2p−2ε
ψp
[f ](x) = f(x)− (2p−2ε)−1 ψp(x− x) from Equation (1.14),
Equation (1.15) and Equation (1.16), and ε ≤ (23p+110C)−1 ≤ (22p−310pC)−1 yield
0 ≤ Oεϕp [f ](x)− f(x)
≤ f(x)− f(x)− (2p−2ε)−1ψp(x− x)
≤ 2p−110pC |x− x|
(
1 + ϑp(x)
)
+
(
2p−110pC − 22−pε−1
)
ψp(x− x)
≤ 2p−110pC |x− x|
(
1 + ϑp(x)
)
.
(1.17)
Since ε ≤ (23p+110C)−1 ≤ 1 and C ≥ 1, we obtain
|x− x| = ψp(x− x)1/2 ∧ ψp(x− x)1/p
≤
(
ε22p+1C
(
1 + ψp(x)
))1/2
∧
(
ε22p+1C
(
1 + ψp(x)
))1/p
≤ ε1/p2p+1C1/2
(
1 +
(
ψp(x)
1/2 ∧ ψp(x)1/p
))
= ε1/p2p+1C1/2
(
1 + |x|
)
,
(1.18)
using the identity |y| = ψp(y)1/2 ∧ ψp(y)1/p for all y ∈ Rd and Equation (1.14). Moreover,
the definitions in Equation (1.13) imply(
1 + |x|)(1 + ϑp(x)) = 1 + |x|+ ϑp(x) + |x|ϑp(x)
=
{
1 + |x|+ |x|+ |x|2 ≤ 3(1 + |x|2) if |x| ≤ 1
1 + |x|+ |x|p−1 + |x|p ≤ 3(1 + |x|p) if |x| ≥ 1
≤ 3(1 + ψp(x)) ≤ 2p−23(1 + ϕp(x)).
(1.19)
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Finally, a combination of Equation (1.17), Equation (1.18) and Equation (1.19) leads to
0 ≤ Oεϕp [f ]− f(x) ≤ ε1/p22p10pC3/2
(
1 + |x|)(1 + ϑp(x))
≤ ε1/p23p−230pC3/2(1 + ϕp(x)) ≤ ε1/p23(p+1)pC3/2(1 + ϕp(x)),
as required.
As remarked earlier, semicontinuous functions occur naturally in the context of nonlin-
ear analysis, since pointwise suprema and infima of continuous functions are in general
only semicontinuous. Based on a result from Rene´ Baire in [6], Felix Hausdorff showed in
[61] that every semicontinuous function is a pointwise supremum or infimum of continuous
functions. In the following lemma, we combine our preceding findings to prove that every
semicontinuous function is also a monotone limit of smooth functions.
Lemma 1.16 (Approximation of Semicontinuous Functions). If Ω ⊂ Rd is open
and f ∈ USC(Ω), then there exists a sequence (fn)n∈N ⊂ C∞(Ω) such that
lim
n→∞
fn(x) = f(x)
for all x ∈ Ω and fn+1(x) ≤ fn(x) for all x ∈ Rd and n ∈ N.
Proof. First, suppose that there exist a, b ∈ R such that a < f(x) < b for all x ∈ Ω:
Lemma 1.12 implies the existence of (hn)n∈N ⊂ C(Rd) and (εn)n∈N ⊂ (0,∞) with
hn(x) =
Oεn
|·|2 [f ](x) = sup
y∈Ω
(
f(y)− ε−1n |x− y|2
)
for all x ∈ Rd and n ∈ N, such that εn ↓ 0 and hn(x) ↓ f(x) for all x ∈ Ω as n → ∞.
It is easy to see that
a < f(x) ≤ hn(x) = Oεn|·|2 [f ](x) = sup
y∈Ω
(
f(y)− ε−1n |x− y|2
)
≤ b
for all x ∈ Ω, which implies a < hn(x) ≤ b for all x ∈ Ω. We will now modify hn : Rd → R
in such a way, that it stays away from the upper boundary: Since
a− b ≤ hn+k(x)− hn+(k−1)(x) ≤ 0
for all x ∈ Ω and n, k ∈ N, the following series
gn(x) := hn(x) +
∞∑
k=1
k−2
(
hn+k(x)− hn+(k−1)(x)
)
converges uniformly in x ∈ Ω and therefore defines a continuous function gn ∈ Ω→ R.
38
1. Approximation Theory
A simple calculation (with the local convention 0−2 := 1) shows
f(x) = lim
k→∞
hn+k(x) = hn(x) +
∞∑
k=1
(
hn+k(x)− hn+(k−1)(x)
)
≤ hn(x) +
∞∑
k=1
(k − 1)−2 (hn+k(x)− hn+(k−1)(x)) = gn+1(x)
≤ hn(x) +
∞∑
k=1
k−2
(
hn+k(x)− hn+(k−1)(x)
)
= gn(x)
≤ hn(x)
for all x ∈ Ω. In particular, a < f(x) ≤ gn+1(x) ≤ gn(x) ≤ hn(x) ≤ b for all x ∈ Ω.
Moreover, we find gn(x) < b for all x ∈ Ω, because we either have hn(x) = f(x) (which
implies hn+k(x) = hn(x) for all k ∈ N and hence gn(x) = f(x) < b) or hn(x) > f(x)
(which implies hn+k(x) < hn(x) for some k ∈ N and thus gn(x) < hn(x) ≤ b). Altogether,
we have found a sequence (gn)n∈N ⊂ C(Ω) with
a < gn(x) < b
for all x ∈ Ω such that gn(x) ↓ f(x) for all x ∈ Ω as n→∞.
Next, suppose that f ∈ USC(Ω) is an unbounded upper semicontinuous function:
It is easy to see that the continuous map φ : R→ (−1, 1) with
φ(x) :=
x
1 + |x|
is strictly increasing, since φ′(x) = (1 + |x|)−2 > 0 for all x 6= 0 and
φ(−x) < φ(0) = 0 < φ(x)
for all x > 0. Moreover, a simple calculation shows that
φ−1(x) =
x
1− |x|
for all x ∈ (−1, 1), which implies that φ : R→ (−1, 1) is a homeomorphism from R onto
the open interval (−1, 1). Since φ ◦ f ∈ USC(Ω) and
−1 < (φ ◦ f)(x) = φ(f(x)) < 1
for all x ∈ Ω, the first part of the proof implies the existence of (hn)n∈N ⊂ C(Ω) with
−1 < hn(x) < 1
for all x ∈ Ω such that hn(x) ↓ (φ ◦ f)(x) for all x ∈ Ω as n→∞. This implies
gn(x) := (φ
−1 ◦ hn)(x) ↓ (φ−1 ◦ φ ◦ f)(x) = f(x)
for all x ∈ Ω as n→∞, and (gn)n∈N ⊂ C(Ω).
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Finally, Theorem 1.4 implies the existence of gˆn ∈ C∞(Ω) for every n ∈ N such that
sup
x∈Rd
|gˆn(x)− gn(x)| ≤ 2−(2n+2).
Furthermore, the definition fn(x) := gˆn(x) + 2
−(2n+1) for x ∈ Ω leads to fn ∈ C∞(Ω) and
gn(x) ≤ gn(x) + 2−(2n+2) =
(
gn(x)− 2−(2n+2)
)
+ 2−(2n+1)
≤ fn(x)
≤ (gn(x) + 2−(2n+2))+ 2−(2n+1) ≤ gn(x) + 2−2n
for all x ∈ Ω and n ∈ N. Therefore, limn→∞ fn(x) = f(x) for all x ∈ Ω and
fn+1(x) ≤ gn+1(x) + 2−(2n+2) ≤ gn(x) + 2−(2n+2) ≤ fn(x)
for all x ∈ Ω and n ∈ N, as required.
The rest of this section contains approximation results, which are tailored to our needs
in Chapter 2 for developing a consistent viscosity solution theory: As mentioned earlier,
one main concept in viscosity solution theory is to scan semicontinuous u : Ω → R
(with some open Ω ⊂ Rd) by smooth functions f : Ω → R (which we will refer to as
scanning functions) from above and below. The following two results show that, if our
original function u : Ω→ R has p-polynomial growth, then we can assume, without loss
of generality, that our scanning functions f : Ω→ R have p-polynomial growths as well.
Lemma 1.17 (Smooth Functions with Polynomial Growth). For every growth
exponent p ≥ 0 and ε > 0, there exists a smooth function ψ ∈ C∞(Rd) such that
(1 + ε)−1
(
1 + |x|p) ≤ ψ(x) ≤ (1 + |x|p)
for all x ∈ Rd.
Proof. First of all, note that x 7→ |x|p is (as the composition of smooth functions) smooth
in all x 6= 0. According to Lemma 1.6, there exists χ ∈ C∞(Rd) with
0 ≤ χ(x) ≤ 1
for all x ∈ Rd such that χ(x) = 1 for |x| ≤ ε1/p/2 and χ(x) = 0 for |x| ≥ ε1/p. Therefore,
ψ(x) := χ(x) +
(
1− χ(x))(1 + |x|p)
with x ∈ Ω defines a smooth function ψ ∈ C∞(Rd). For x ∈ Rd with |x| ≥ ε1/p, we find
ψ(x) = χ(x) +
(
1− χ(x))(1 + |x|p) = (1 + |x|p).
For |x| < ε1/p, we get (1 + |x|p) ≤ (1 + ε) and hence
(1 + ε)−1
(
1 + |x|p) ≤ χ(x)(1 + ε)−1(1 + |x|p)+ (1− χ(x))(1 + |x|p)
≤ χ(x) + (1− χ(x))(1 + |x|p) = ψ(x)
≤ χ(x)(1 + |x|p)+ (1− χ(x))(1 + |x|p) = (1 + |x|p),
which shows the required inequality.
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Lemma 1.18 (Tamed Scanning Functions). Suppose that u ∈ SCp(Ω) with p ≥ 0,
that Ω ⊂ Rd is open, and that f ∈ Ck(Ω) with k ∈ N such that
u(x) ≤ f(x)
for all x ∈ Ω. For every C ≥ ‖u‖p = supx∈Ω(1 + |x|p)−1u(x), there exists g ∈ Ckp (Ω) with
u(x) ≤ g(x) ≤ min
(
f(x), 4C
(
1 + |x|p))
for all x ∈ Ω, and g ≡ f on {x ∈ Ω : f(x) ≤ C(1 + |x|p)}.
Proof. Due to the choice of C > 0, the estimate u(x) ≤ C(1 + |x|p) holds for all x ∈ Ω.
Using ψ ∈ C∞p (Rd) from Lemma 1.17 with ε = 1, the construction
V :=
{
x ∈ Ω : f(x) ≤ 2Cψ(x)}
U :=
{
x ∈ Ω : f(x) < 4Cψ(x)}
implies that V ⊂ U ⊂ Ω ⊂ Rd holds and that U and Ω\V are open due to the continuity
of f : Rd → R and ψ : Rd → R. Hence, Proposition 1.7 yields χ ∈ C∞(Ω) with χ(x) = 1
for x ∈ V and χ(x) = 0 for x ∈ Ω \ U . Define g ∈ Ck(Ω) by
g(x) := χ(x) · f(x) + (1− χ(x)) · 2Cψ(x)
for x ∈ Ω. It is easy to see that{
x ∈ Ω : f(x) ≤ C(1 + |x|p)} ⊂ V
using 2−1(1+ |x|p) ≤ ψ(x) for x ∈ Ω. In particular, g ≡ f on {x ∈ Ω : f(x) ≤ C(1+ |x|p)}
because χ(x) = 1 for x ∈ V . Moreover, since f(x) ≥ u(x) and
2Cψ(x) ≥ 2C · 2−1(1 + |x|p) = C(1 + |x|p) ≥ u(x)
for all x ∈ Ω from the construction of ψ : Rd → R, we obtain g(x) ≥ u(x) for all x ∈ Ω.
For x ∈ V we have χ(x) = 1 and therefore g(x) = f(x) by construction. For x ∈ Ω \V ,
on the other hand, we have 2Cψ(x) < f(x) and thus
g(x) ≤ χ(x) · f(x) + (1− χ(x)) · f(x) = f(x),
using the definition of g : Rd → R. Altogether, we find g(x) ≤ f(x) for all x ∈ Ω.
Analogously, we have f(x) < 4Cψ(x) for all x ∈ U and hence
g(x) ≤ χ(x) · 4Cψ(x) + (1− χ(x)) · 2Cψ(x) ≤ 4Cψ(x) ≤ 4C(1 + |x|p),
using the definition of g : Rd → R and properties of ψ : Rd → R. On the other hand, we
have χ(x) = 0 for x ∈ Ω \ U so that g(x) = 2Cψ(x) ≤ 4C(1 + |x|p) by the properties of
ψ : Rd → R. Altogether, this shows g(x) ≤ 4C(1 + |x|p) for all x ∈ Ω, as required.
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As a last result in this section, we show the validity of an argument (for our generalized
set-up) that is frequently used in the viscosity solution theory of nonlocal equations:
Suppose that an irregular function u : Ω→ R can be scanned in a point x ∈ Ω, i.e. there
exists a scanning function f : Ω→ R such that
u(x) ≤ f(x)
for all x ∈ Ω and u(x) = f(x). Many important results in viscosity solution theory rely
on the existence of a sequence of scanning functions (fn)n∈N, which are dominated by
f : Ω→ R (and hence fn(x) = u(x) for all n ∈ N), and which converge
lim
n→∞
fn(x) = u(x)
monotonically for all x ∈ Ω.
Lemma 1.19 (Approximation of Positive Part). There exists a sequence (ψn)n∈N
of non-decreasing functions ψn ∈ C∞(R) such that
0 ≤ ψn(x) ≤ ψn+1(x) ≤ x+ = max{0, x}
for all x ∈ R and n ∈ N, and limn→∞ supx∈R |ψn(x)− x+| = 0 for all x ∈ R.
Proof. Suppose that η ∈ C∞(R) is the standard mollifier from Lemma 1.1 and define
hn(t) :=
∫ nt−1
−1
η(s) ds
ψn(x) :=
∫ x
0
hn(t) dt =
∫ x
0
∫ nt−1
−1
η(s) ds dt
for x, t ∈ R and n ∈ N. The successive application of the fundamental theorem of
calculus implies with η ∈ C∞(R) that hn ∈ C∞(R) and ψn ∈ C∞(R) for all n ∈ N. Since
η ≥ 0, we find hn+1 ≥ hn ≥ 0 and thus ψn+1 ≥ ψn ≥ 0 for all n ∈ N. Furthermore,
the normalization
∫
η(s) ds = 1 implies that hn ≤ 1 and thus ψn(x) ≤ x+ for all x ∈ R.
Using Fubini’s theorem as well as the normalization and symmetry of η ∈ C∞(R), we find
ψn(x) =
∫ x
0
∫ nt−1
−1
η(s) ds dt =
∫ 1
−1
∫ x
s+1
n
η(s) dt ds
=
∫ 1
−1
(x− n−1(s+ 1))η(s) ds
= (x− n−1)
∫ 1
−1
η(s) ds− n−1
∫ 1
−1
sη(y) ds
= x− n−1
for all x ≥ 2n−2 and n ∈ N. Consequently, we obtain
sup
x∈R
|ψn(x)− x+| ≤ 2n−2 −→ 0
as n→∞, as required.
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Theorem 1.20 (Approximation by Scanning Functions). Suppose that Ω ⊂ Rd is
open, that u ∈ USCp(Ω) with p ≥ 0, and that f ∈ Ck(Ω) with k ∈ N such that
u(x) ≤ f(x)
for all x ∈ Ω. There exists a sequence (fn)n∈N ⊂ Ckp (Ω) such that
u(x) ≤ fn+1(x) ≤ fn(x) ≤ f(x)
for all x ∈ Ω and n ∈ N, and limn→∞ fn(x) = u(x) for all x ∈ Ω.
Proof. Due to Lemma 1.18, we can assume without loss of generality that f ∈ Ckp (Ω).
Due to Lemma 1.16, there exists a sequence (un)n∈N ⊂ C∞(Ω) such that
un(x) ↓ u(x)
for all x ∈ Ω as n→∞. Together with (ψn)n∈N ⊂ C∞(R) from Lemma 1.19,
fn(x) := f(x)− ψn
(
f(x)− un(x)
)
with x ∈ Rd defines a function fn ∈ Ck(Ω) for n ∈ N: The smoothness of fn : Ω → R
follows from the chain rule of calculus. Since ψn+1 : R→ R is non-decreasing, since
0 ≤ ψn(y) ≤ ψn+1(y) ≤ y+ = max{0, y}
for all y ∈ R, and since u(x) ≤ un+1(x) ≤ un(x) for all x ∈ Ω, we obtain
u(x) = f(x)−
(
f(x)− u(x)
)+
≤ f(x)− ψn+1
(
f(x)− u (x)
)
≤ f(x)− ψn+1
(
f(x)− un+1(x)
)
= fn+1(x)
≤ f(x)− ψn+1
(
f(x)− un (x)
)
≤ f(x)− ψn
(
f(x)− un (x)
)
= fn(x) ≤ f(x)
for all x ∈ Ω. In particular, fn : Rd → R has polynomial growth, since fn(x) ≤ f(x) for
all x ∈ Ω. Finally, we find∣∣∣u(x)− fn(x)∣∣∣ = ∣∣∣f(x)− (f(x)− u(x))+ − fn(x)∣∣∣
≤
∣∣∣(f(x)− u(x))+ − (f(x)− un(x))+∣∣∣+ sup
y∈R
∣∣∣y+ − ψn(y)∣∣∣
≤
∣∣∣u(x)− un(x)∣∣∣+ sup
y∈R
∣∣∣y+ − ψn(y)∣∣∣
for all x ∈ Ω, using the subadditivity of the positive part. Hence,
lim
n→∞
fn(x) = u(x)
for all x ∈ Ω, as required.
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1.3. Monotone Functions
The following little o-notation is frequently used in the standard literature on viscosity
solution theory: Suppose that f : X → R and g : X → R are real-valued functions on a
metric space (X, d) such that g 6= 0 in a neighborhood of x0 ∈ X. We denote
f(x) ≤ o(g(x)) as x→ x0 :⇐⇒ lim sup
x→x0
x 6=0
f(x)
g(x)
≤ 0
f(x) ≥ o(g(x)) as x→ x0 :⇐⇒ lim infx→x0
x 6=0
f(x)
g(x)
≥ 0
and f(x) = o(g(x)) as x → x0 if limx→x0,x 6=x0 f(x) (g(x))−1 = 0. A simple calculation
shows that f(x) ≤ o(g(x)) as x→ x0 is equivalent to the existence of a non-decreasing
function φ : [0,∞)→ [0,∞) with
lim
r→0+
(
φ(r)
supx∈B[x0,r] g(x)
)
= 0
such that sup{f(x) : x ∈ B[x0, r]} ≤ φ(r) for all r > 0. A standard argument in viscosity
solution theory for local equations (typically in the context of sub- and superjets, as
discussed later in this section) is that the monotone function φ : [0,∞)→ [0,∞) can be
chosen to have more regularity under certain assumptions on g : X → R. In this section,
we establish approximation results for monotone functions and show how to apply them
to obtain appropriate generalizations of these arguments for our viscosity solution theory
in Chapter 2. Due to the duality of the little o-notation
f(x) ≤ o(g(x)) as x→ x0 ⇐⇒ −f(x) ≥ o(−g(x)) as x→ x0,
we can restrict our attention to the upper-bound case, without loss of generality.
In the beginning, let us introduce an iterative smoothing procedure for monotone
functions, the idea of which is somehow hidden in the proof of [112, Theorem 6.11, p. 205].
Afterwards, we will demonstrate how to apply this procedure in order to obtain a general
approximation result for monotone functions.
Lemma 1.21 (Smoothing of Monotone Functions). Suppose f : [0,∞) → [0,∞)
with limx↓0 f(x) = f(0) = 0 is non-decreasing, then g : [0,∞)→ R with g(0) := 0 and
g(x) :=
1
x
∫ 2x
x
f(y) dy
for x > 0 is non-decreasing and continuous. Furthermore, if f ∈ Ck([0,∞)) such that
lim
x↓0
x−1f (k)(x) = 0
for some k ∈ N0 = N ∪ {0}, then g ∈ Ck+1([0,∞)) with the one-sided derivatives
g(0) = g′(0) = . . . = g(k+1)(0) = 0.
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Proof. Using the definition of g(x) for x > 0, it is easy to see that
f(x) ≤ g(x) ≤ f(2x)
for all x ≥ 0, which implies the continuity of g : [0,∞)→ R at zero. Moreover,
g(x) =
1
x
(∫ 2x
0
f(y)dy −
∫ x
0
f(y) dy
)
(1.20)
for all x > 0 implies the continuity of g : [0,∞) → R in (0,∞). Since the function
f : [0,∞)→ [0,∞) is non-decreasing, the one-sided limits
f(x±) = lim
h→0±
f(x+ h)
exist for all x > 0. Hence, Equation (1.20) and g(x) ≤ f(2x−) by definition imply
lim
h→0±
g(x+ h)− g(x)
h
=
2f(2x±)− f(x±)− g(x)
x
≥ f(2x±)− f(x±)
x
≥ 0 (1.21)
for all x > 0. In other words, g : [0,∞) → R has non-negative one-sided derivatives,
which shows that g : [0,∞)→ R is non-decreasing: Suppose that g : [0,∞)→ R is not
non-decreasing, i.e. there exit x > y > 0 such that
g(x) < g(y)
holds. It is easy to see that at least one of the following inequalities
g(2−1(x+ y))− g(y)
2−1(x− y) ≤
g(x)− g(y)
x− y
g(x)− g(2−1(x+ y))
2−1(x− y) ≤
g(x)− g(y)
x− y
has to be satisfied. An iteration of this bisection idea leads to a non-increasing sequence
(xn)n∈N and a non-decreasing sequence (yn)n∈N with x ≥ xn > yn ≥ y,
g(xn)− g(yn)
xn − yn ≤
g(x)− g(y)
x− y (1.22)
and xn − yn = 2−n(xn − yn) for all n ∈ N. As a consequence, either the left or the right
one-sided derivative of g : [0,∞)→ R in
sup
n∈N
xn = inf
n∈N
yn ∈ (x, y) ⊂ (0,∞)
has to be smaller than (x− y)−1(g(x)− g(y)) < 0 by Equation (1.22), in contradiction
to Equation (1.21).
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At last, suppose that f ∈ Ck([0,∞)) and limx↓0 x−1f (k)(x) = 0 for some k ∈ N ∪ {0}.
The fundamental theorem of calculus and the representation
g(x) =
1
x
(∫ 2x
0
f(y) dy −
∫ x
0
f(y) dy
)
for x > 0 implies that g : [0,∞)→ R is (k+1)-times continuously differentiable in (0,∞).
Furthermore, the quotient rule combined with a simple mathematical induction shows
g(j)(x) =
2jf (j−1)(2x)− f (j−1)(x)− jg(j−1)(x)
x
for all x > 0 and j ∈ {1, . . . , k + 1}. The fundamental theorem of calculus implies that
for all j ∈ {0, . . . , k − 1} and each x > 0 the identity
f (j)(x) =
∫ x
0
f (j+1)(y) dy
and hence that limx↓0 x−(k−j)−1f (j)(x) = 0 for all j ∈ {0, . . . , k}. Finally, we find
lim
x↓0
x−(k−j)−1g(j)(x) = lim
x↓0
x−(k−j)−2
(
2jf (j−1)(2x)− f (j−1)(x)− jg(j−1)(x)
)
= 0
for all j ∈ {1, . . . , k + 1} using mathematical induction and f(x) ≤ g(x) ≤ f(2x) for
all x > 0 from the construction of g(x). In particular, the one-sided derivatives
g(j)(0) = lim
x↓0
g(j−1)(x)− g(j−1)(0)
x
= lim
x↓0
g(j−1)(x)
x
= 0
exist for all j ∈ {1, . . . , k + 1} using mathematical induction and
lim
x↓0
g(j)(x) = 0 = g(j)(0)
from limx↓0 x−(k−j)−1g(j)(x) = 0 for all j ∈ {1, . . . , k + 1}, as required.
Proposition 1.22 (Approximation of Monotone Functions). Suppose that the
function f : [0,∞)→ [0,∞) with f(0) = 0 is non-decreasing and satisfies
lim
x↓0
x−kf(x) = 0
for some k ∈ N0 = N ∪ {0}. There exists a non-decreasing function g ∈ Ck([0,∞)) with
f(x) ≤ g(x)
for x ≥ 0, limx↓0 x−kg(x) = 0 and one-sided derivatives g(0) = g′(0) = . . . = g(k)(0) = 0.
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Proof. Define f−1 := f and fn : [0,∞)→ [0,∞) for n ∈ N ∪ {0} recursively by
fn(x) :=
1
x
∫ 2x
x
fn−1(y)dy (1.23)
for x > 0 and fn(0) := 0. According to Lemma 1.21, every fn : [0,∞) → [0,∞) with
n ∈ N ∪ {0} is non-decreasing and continuous. We will show that fn ∈ Cn([0,∞)) with
fn(0) = f
′
n(0) = . . . = f
(n)
n (0) = 0
for all n ∈ {0, . . . , k} by mathematical induction and then define g := fk, in order to
prove the result:
First of all, since f0 : [0,∞)→ [0,∞) is continuous, the induction hypothesis holds for
n = 0. Now, suppose that
fj ∈ Cj([0,∞))
for all j ∈ {0, . . . , n − 1} with n ≤ k. We have to show that fn ∈ Cn([0,∞)): The
fundamental theorem of calculus and fn−1 ∈ Cn−1([0,∞)) imply that
x 7−→ fn(x) = 1
x
∫ 2x
x
fn−1(y)dy
is n-times continuously differentiable in (0,∞). The quotient rule for differentiation
implies (similar as in the proof of Lemma 1.21) that
f (j)n (x) =
2jf
(j−1)
n−1 (2x)− f (j−1)n−1 (x)− jf (j−1)n (x)
x
for all x > 0, n ∈ N and j ∈ {1, . . . , n}. In particular, there exist finite constants
c
(n)
i,j ∈ R
for all i, j ∈ N (independent of x > 0) such that
f (n−1)n (x) =
n−1∑
i,j=0
c
(n)
i,j
fj(2
ix)
xn−1
for all x > 0. The construction of fj : [0,∞)→ [0,∞) from Equation (1.23) implies that
f(x) ≤ f0(x) ≤ . . . ≤ fj(x) ≤ fj−1(2x) ≤ . . . ≤ f0(2j+1x) ≤ f(2j+2x)
for all x > 0. Hence, limx↓0 x−1f
(n−1)
n (x) = 0 holds due to n ≤ k and the assumption on
the growth of f(x) as x ↓ 0. Finally, the result follows from Lemma 1.21.
47
1. Approximation Theory
The approximation of monotone functions from Proposition 1.22 is, in a way, optimal:
Let f(x) := xk+1/2 for x ≥ 0 and suppose that there exists a function
g ∈ Ck+1([0,∞))
with f(x) ≤ g(x) for all x ≥ 0 and one-sided derivatives g(0) = g′(0) = . . . = g(k)(0) = 0.
Taylor’s theorem implies for every x > 0 the existence of ξ ∈ (0, x) such that
xk+1/2 = f(x) ≤ g(x) =
k∑
n=0
g(n)(0)
n!
· xn + g
(k+1)(ξ)
(k + 1)!
· xk+1 = g
(k+1)(ξ)
(k + 1)!
· xk+1
holds. In particular, we find
lim sup
ξ→0+
g(k+1)(ξ) ≥ lim sup
x→0+
(k + 1)! · x−1/2 =∞,
in contradiction to our assumption that g(k+1) ∈ C([0,∞)) is continuous at zero.
Let us recall how the approximation of monotone functions is typically applied in
viscosity solution theory: One important notion for local equations is the second-order
superjet (cf. [35, Chapter 2] for details) of upper semicontinuous functions u : Ω→ R in
x0 ∈ Ω ⊂ Rd, which consists of all elements (p,X) ∈ Rd × Sd×d such that
u(x) ≤ u(x0) + 〈p, x− x0〉+ 12 〈X(x− x0), (x− x0)〉+ o(|x− x0|2) (1.24)
as x→ x0. It is frequently used in the viscosity solution theory of local equations that
Equation (1.24) implies the existence of f ∈ C2(Ω) with u ≤ f around x0 ∈ Ω and(
f(x0), Df(x0), D
2f(x0)
)
= (u(x0), p,X)
under the assumption that Ω ⊂ Rd is open – take e.g.
f(x) := u(x0) + 〈p, x− x0〉+ 12 〈X(x− x0), (x− x0)〉+ ε|x− x0|2
for x ∈ Ω and small enough ε > 0. In the context of nonlocal equations, however, we need
functions f ∈ C2(Rd) such that u ≤ f globally (instead of locally) and(
f(x0), Df(x0), D
2f(x0)
)
= (u(x0), p,X) ,
which is more involved and therefore proved in Theorem 1.23. In Corollary 1.24, we
establish a refinement of this general result, which is tailored to our needs in Chapter 2.
Theorem 1.23 (Existence of Scanning Functions). Suppose that Ω ⊂ Rd is open,
that x0 ∈ Ω and u ∈ USC(Ω). If p ∈ Rd and X ∈ Sd×d such that
u(x) ≤ u(x0) + 〈p, x− x0〉+ 12 〈X(x− x0), (x− x0)〉+ o(|x− x0|2)
as x→ x0, then there exists f ∈ C2(Ω) with u(x) ≤ f(x) for all x ∈ Ω, f(x0) = u(x0),
Df(x0) = p and D
2f(x0) = X.
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Proof. Since u : Ω→ R is upper semicontinuous, the definition
φ(r) := sup
{(
u(x0 + ξ)− u(x0)− 〈p, ξ〉 − 12 〈Xξ, ξ〉
)+
: x0 + ξ ∈ Ω and |ξ| ≤ r
}
for r ≥ 0 leads to a non-decreasing function
φ : [0,∞)→ [0,∞)
with φ(0) = 0. Moreover, our assumption on the behavior of u(x) as x→ x0 implies
lim
r↓0
r−2φ(r) = 0.
Hence, Proposition 1.22 shows the existence of ψ ∈ C2([0,∞)) with
φ(r) ≤ ψ(r)
for all r ≥ 0 and one-sided derivatives ψ(0) = ψ′(0) = ψ′′(0) = 0. Define f ∈ C2(Ω) by
f(x) := u(x0) + 〈p, x− x0〉+ 12 〈X(x− x0), (x− x0)〉+ ψ(|x− x0|2)
for x ∈ Ω and note that f(x0) = u(x0), Df(x0) = p and D2f(x0) = X by the chain rule
of calculus. Furthermore, for every x ∈ Ω
u(x) ≤ u(x0) + 〈p, x− x0〉+ 12 〈X(x− x0), (x− x0)〉+ φ(|x− x0|2) ≤ f(x)
follows from φ ≤ ψ and the definition of φ : [0,∞)→ [0,∞).
Corollary 1.24 (Adapted Scanning Functions). Suppose that Ω ⊂ Rd is open, that
x0 ∈ Ω, that u ∈ USCp(Ω) with p ≥ 0, and that f ∈ C2(Ω) such that u(x0) = f(x0) and
u(x) ≤ f(x)
for all x ∈ Ω. If p ∈ Rd and X ∈ Sd×d such that
u(x) = u(x0) + 〈p, x− x0〉+ 12 〈X(x− x0), (x− x0)〉+ o(|x− x0|2)
as x→ x0, then there exists g ∈ C2p(Ω) with
u(x) ≤ g(x) ≤ f(x)
for all x ∈ Ω, g(x0) = u(x0), Dg(x0) = p and D2g(x0) = X.
Proof. We can assume without loss of generality that f ∈ C2p(Ω): Otherwise, apply
Lemma 1.18 to find f ∈ C2p(Ω) with
u(x) ≤ f(x) ≤ f(x)
for all x ∈ Ω and replace f ∈ C2(Ω) by f ∈ C2p(Ω) in the following arguments.
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Since the difference u− f has a global maximum in x0 ∈ Ω, we have Df(x0) = p and
D2f(x0) ≥ X. If D2f(x0) = X, then g := f satisfies all postulates. If D2f(x0) > X,
then Theorem 1.23 implies the existence of φ ∈ C2(Ω) with
u(x) ≤ φ(x)
for all x ∈ Ω such that φ(x0) = u(x0) = f(x0), Dφ(x0) = p = Df(x0) and
D2φ(x0) = X < D
2f(x0).
Therefore, the sufficient criterion for local extrema implies that φ− f has a strict local
maximum in x0 ∈ Ω. In particular, there exists δ > 0 such that
φ(x) ≤ f(x)
for all x ∈ Ω with |x− x0| < δ. According to Proposition 1.7, there exists χ ∈ C∞(Ω)
such that χ(x) = 1 for x ∈ Ω with |x−x0| ≤ δ/2 and χ(x) = 0 for x ∈ Ω with |x−x0| ≥ δ.
Finally, it is easy to see that
g(x) := χ(x)φ(x) + (1− χ(x))f(x)
for x ∈ Ω satisfies the required properties.
At last, we demonstrate how our preceding results can be used to extend Jensen’s
lemma (cf. Lemma A.8) to match the requirements of our generalized set-up in Chapter 2.
Originally formulated by Robert Jensen in [77, Lemma 3.15] for the viscosity solution
theory of local equations, Jensen’s lemma shows that maximum points of semiconvex
functions (cf. Definition A.5) can be approximated by regularity points. The following
proof is based on ideas from [75, Lemma 7.4]:
Lemma 1.25 (Approximate Maximum Points). Suppose that Ω ⊂ Rd is open, that
φ ∈ C2p(Ω) with p ≥ 0, and that f : Ω→ R is semiconvex. If f(x) = φ(x) and
f(x) < φ(x)
for all x ∈ Ω, then there exists (xn, pn, Xn)n∈N ⊂ Ω×Rd× Sd×d with limn→∞ xn = x and
f(x) = f(xn) + 〈pn, x− xn〉+ 12 〈Xn(x− xn), (x− xn)〉+ o(|x− xn|2)
as x→ xn. Moreover, there exists (φn)n∈N ⊂ C2p(Ω) with supn∈N ‖φn‖p <∞,
lim
n→∞
Dkφn = D
kφ
locally uniformly in Ω for k ∈ {0, 1, 2}, f(xn) = φn(xn) for all n ∈ N and
f(x) ≤ φn(x)
for all x ∈ Ω and n ∈ N.
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Proof. The main idea is to use Lemma A.8 locally and extend the resulting local scanning
function to Ω: First, pick r > 0 such that B[x, r] ⊂ Ω. According to Lemma A.6,
x 7−→ f(x)− φ(x)
is semiconvex and thus Lipschitz-continuous on B[x, r] (cf. Proposition A.2). Hence,
Lemma A.8 implies the existence of xn ∈ B(x, r) and qn ∈ Rd for every n ∈ N such that
|qn| ≤ n−1, such that the function
x 7−→ f(x)− φ(x)− 〈qn, x〉
attains its maximum over B(x, r) in xn ∈ B(x, r), and such that f : Ω → R is twice
differentiable in xn ∈ B(x, r). Since f(xn) ≤ φ(xn) and f(x) = φ(x) by assumption,
xn ∈ arg maxx∈B(x,r) (f(x)− φ(x)− 〈qn, x〉) implies
−〈qn, xn〉 ≥ f(xn)− φ(xn)− 〈qn, xn〉 ≥ f(x)− φ(x)− 〈qn, x〉 = −〈qn, x〉
for all n ∈ N. In particular, we obtain
f(x˜) = φ(x˜)
for all accumulation point x˜ ∈ Ω of (xn)n∈N. Since x ∈ Ω is a strict global maximum of
f − φ over Ω with f(x) = φ(x), this implies that x ∈ Ω is the only accumulation point of
(xn)n∈N. Consequently, we find
lim
n→∞
xn = x,
using the compactness of B[x, r]. Define cn := f(xn)−φ(xn)−〈qn, xn〉 and ψn ∈ C2(Ω) by
ψn(x) := φ(x) + 〈qn, x〉+ cn
for x ∈ Ω and n ∈ N. Since x 7→ f(x)− ψn(x) + cn = f(x)− φ(x)− 〈qn, x〉 attains its
maximum over B(x, r) in xn and f(xn)− ψn(xn) = 0, the inequality
f(x) ≤ ψn(x)
holds for all x ∈ B(x, r). According to Proposition 1.7 there exists χ ∈ C∞(Ω) with
0 ≤ χ ≤ 1 such that χ(xn) = 1 for all n ∈ N and χ(x) = 0 for all x ∈ Ω \B(x, r). Define
φn(x) := χ(x)ψn(x) +
(
1− χ(x)
)
φ(x) = φ(x) + χ(x)
(
〈qn, x〉+ cn
)
(1.25)
for x ∈ Ω and n ∈ N. We find φn(x) = φ(x) for x ∈ Ω \B(x, r) and thus
sup
n∈N
‖φn‖Cp ≤ ‖φ‖Cp + sup
n∈N
(
2r|qn|+ |f(xn)|+ |φ(xn)|
)
<∞,
using the continuity of f, φ : Ω→ R. Further, f(xn) = ψn(xn) = φn(xn) for n ∈ N, and
f(x) ≤ φn(x)
for x ∈ Ω and n ∈ N, since χ(xn) = 0, f ≤ ψn in B(x, r) and f ≤ φ in Ω.
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It remains to show that limn→∞Dkφn = Dkφ locally uniformly in Ω for k ∈ {0, 1, 2}:
The definition in Equation (1.25) shows that
φn(x)− φ(x) = χ(x) (〈qn, x〉+ cn)
for all x ∈ Ω and n ∈ N. Since χ(x) = 0 for all x ∈ Ω \B(x, r), we find as n→∞
sup
x∈Ω
∣∣∣ φn(x)− φ(x)∣∣∣ ≤ sup
x∈B[x,r]
| 〈qn, x〉+ cn| ≤ 2r|qn|+ |f(xn)− φ(xn)| −→ 0
sup
x∈Ω
∣∣∣ Dφn(x)− Dφ(x)∣∣∣ ≤ sup
x∈B[x,r]
(
|qn|+ |Dχ(x)| · | 〈qn, x〉+ cn|
)
−→ 0
sup
x∈Ω
∣∣∣D2φn(x)−D2φ(x)∣∣∣ ≤ sup
x∈B[x,r]
(
2 · |qn| · |Dχ(x)|+ ‖D2χ(x)‖ · | 〈qn, x〉+ cn|
)
−→ 0
from limn→∞ xn = x and from the continuity of f, φ : Ω→ R with f(x) = φ(x).
1.4. Miscellaneous
The last section of this chapter contains a collection of miscellaneous approximation
results, that do not fit in any of the other sections, but are still vital for our viscosity
solution theory of nonlocal equations in Chapter 2.
The Tietze extension theorem from general topology shows that continuous functions
f : A → R on closed subsets A ⊂ X of normal topological spaces X can always be
extended to continuous functions on the whole space – a result that was first proved by
Heinrich Tietze in [125] for metric spaces and later generalized by Paul Urysohn in [126]
to normal topological spaces. In the following constructive version of the Tietze extension
theorem in Euclidean spaces, we generalize an elegant proof from Felix Hausdorff in [61]
to semicontinuous functions. As we will see in Chapter 2, this generalization is essential
in order to show the equivalence of different notions of viscosity solutions in terms of
their respective domains of definition.
Theorem 1.26 (Tietze Extension). If Ω ⊂ Rd is non-void and closed, and f : Ω→ R
with a, b ∈ R such that a ≤ f(x) ≤ b for all x ∈ Ω, then g : Rd → R with g|Ω := f and
g(x) := inf
y∈Ω
{
f(y) +
|x− y|
d(x,Ω)
− 1
}
for x ∈ Rd \ Ω extends f : Ω→ R such that a ≤ g(x) ≤ b for all x ∈ Rd and such that
g|Rd\Ω is continuous. Moreover, if f : Ω→ R is upper or lower semicontinuous, then
g : Rd −→ R
is also upper or lower semicontinuous, respectively. In particular, if f : Ω → R is
continuous, then g : Rd → R is a continuous extension of f : Ω→ R to the whole space.
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Proof. Since d(x,Ω) ≤ |x− y| for all y ∈ Ω by definition, we find
a ≤ inf
y∈Ω
f(y) ≤ inf
y∈Ω
{
f(y) +
|x− y|
d(x,Ω)
− 1
}
= g(x)
for all x ∈ Rd \ Ω. On the other hand, the definition of d(x,Ω) also implies
g(x) = inf
y∈Ω
{
f(y) +
|x− y|
d(x,Ω)
− 1
}
≤ b− 1 + 1
d(x,Ω)
inf
y∈Ω
|x− y| = b
for every x ∈ Rd \Ω. Note (for later use) that for all x ∈ Rd \Ω and y ∈ Ω, the inequality
f(y) +
|x− y|
d(x,Ω)
− 1 ≤ g(x) + 1
implies |x− y| ≤ (g(x)− f(y) + 2) · d(x,Ω) ≤ c · d(x,Ω) with c := b− a+ 2 > 0.
At first, assume that x0 ∈ Rd \ Ω and x ∈ Rd \ Ω with 0 < |x0 − x| < 1. According to
the definition of g(x), there exists y ∈ Ω such that
f(y) +
|x− y|
d(x,Ω)
− 1 ≤ g(x) + |x0 − x|
and hence |x− y| ≤ c · d(x,Ω) hold. The definition of g(x0) therefore implies
g(x0) ≤ f(y) + |x0 − y|
d(x0,Ω)
− 1
≤ g(x) + |x0 − x|+ |x0 − y|
d(x0,Ω)
− |x− y|
d(x,Ω)
≤ g(x) + |x0 − x|+ |x0 − x|
d(x0,Ω)
+ |x− y| ·
(
1
d(x0,Ω)
− 1
d(x,Ω)
)
≤ g(x) + |x0 − x| ·
(
1 +
1 + c
d(x0,Ω)
)
using |d(x0,Ω)− d(x,Ω)| ≤ |x0−x| at the last step. Interchanging the roles of the points
x0 ∈ Rd \ Ω and x ∈ Rd \ Ω leads to the second inequality in
g(x0)− |x0 − x| ·
(
1 +
1 + c
d(x0,Ω)
)
≤ g(x) ≤ g(x0) + |x0 − x| ·
(
1 +
1 + c
d(x,Ω)
)
and thus g(x) → g(x0) as x tends to x0, since the map x 7→ d(x,Ω) is continuous. In
particular, the extension g : Rd → R is always continuous in Rd \ Ω.
Next, suppose that x0 ∈ Ω and x ∈ Rd \ Ω with 0 < |x0 − x| < 1. According to the
definition of g(x), there exists y ∈ Ω such that
f(y) ≤ f(y) + |x− y|
d(x,Ω)
− 1 ≤ g(x) + |x0 − x|
and therefore |x− y| ≤ c · d(x,Ω). Now, pick z ∈ Ω with |x− z| ≤ (1 + |x0− x|) · d(x,Ω).
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The definition of g(x) implies
g(x) ≤ f(z) + |x− z|
d(x,Ω)
− 1 ≤ f(z) + |x0 − x|
and hence f(y)− |x0 − x| ≤ g(x) ≤ f(z) + |x0 − x|. It is easy to see that
|x0 − y| ≤ |x0 − x|+ c · d(x,Ω) ≤ (1 + c) · |x0 − x|
|x0 − z| ≤ |x0 − x|+ (1 + |x0 − x|) · d(x,Ω) ≤ (2 + |x0 − x|) · |x0 − x|
hold and thus x→ x0 with x ∈ Rd \ Ω implies y → x0 as well as z → x0. This leads to
lim inf
y→x0
f(y) ≤ lim inf
x→x0
g(x) ≤ lim sup
x→x0
g(x) ≤ lim sup
z→x0
f(z)
and since g(x0) = f(x0) for x0 ∈ Ω. Thus, g : Rd → R is upper or lower semicontinuous
in x0 ∈ Ω if f : Ω→ R is upper or lower semicontinuous in x0 ∈ Ω, respectively.
One important feature of Theorem 1.26 is, that the construction of extensions coincides
for upper and lower semicontinuous functions. Furthermore, it is easy to check that the
proof also works for general metric spaces instead of Euclidean space, and that it can be
generalized to unbounded functions, by using a homeomorphism between the real line
and a finite interval (such as the arctangent function).
Section 1.2 shows how to monotonically approximate semicontinuous functions point-
wise using supremal convolutions. Since we want to establish a viscosity solution theory
for nonlocal equations with weaker regularity assumptions (compared to the existing
literature) in Chapter 2, it is important to know, if this convergence can be improved un-
der any additional assumptions. Let us therefore recall the well-known result from Ulisse
Dini in [45], which shows that pointwise convergence implies local uniform convergence
in the special case of monotonic sequences with continuous limits:
Theorem 1.27 (Dini). Assume that f : K → R is continuous with K ⊂ Rd compact. If
(fn)n∈N is a sequence of continuous functions on K such that fn(x) ≥ fn+1(x) for n ∈ N
and limn→∞ fn(x) = f(x) for each x ∈ K, then limn→∞ supx∈K |fn(x)− f(x)| = 0.
Proof. ↪→ [113, Theorem 7.13, p. 150]
For many approximation arguments related to measure or probability theory, it is
important that the approximates are chosen from a countable (or at least separable)
family of functions. The Weierstrass approximation theorem, which was originally
proved by Karl Weierstrass in [129], and its generalization to compact Hausdorff spaces
(usually referred to as the Stone-Weierstrass theorem) by Marshall Stone in [121] are
often applied in this context. In the rest of this section, we recall Weierstrass’ well-
known result and show how to obtain a special corollary from it, which we require for a
convergence-determining class argument in Chapter 4.
Theorem 1.28 (Weierstrass). For every continuous f : Rd → R, there exists a
sequence (fn)n∈N of polynomials with rational coefficients fn : Rd → R such that fn → f
locally uniform, i.e. limn→∞ supx∈K |fn(x)− f(x)| = 0 for all compact K ⊂ Rd.
Proof. ↪→ [47, Chapter 4, Section 6, Theorem 16, p. 272]
54
1. Approximation Theory
Corollary 1.29 (Countable Families of Approximations). Suppose that the map
ρ : (0,∞)→ (0,∞) is bounded and continuous with ρ(0) := limr↓0 ρ(r) = 0, then there
exists a countable family
F ⊂ {f ∈ Cb(Rd) ∣∣ supp(f) compact and ∃δ > 0 ∀x ∈ Bδ(0) : f(x) = 0}
such that for every function f ∈ Cb(Rd) with supx∈Rd\{0} ρ(|x|)−1|f(x)| <∞, there exists
a sequence (fn)n∈N ⊂ F such that
lim sup
n→∞
sup
x∈Rd\{0}
ρ(|x|)−1|fn(x)| ≤ sup
x∈Rd\{0}
ρ(|x|)−1|f(x)|
as well as limn→∞ supx∈K\{0} ρ(|x|)−1 |fn(x)− f(x)| = 0 for every K ⊂ Rd compact.
Proof. First of all, note that with the definition
F := {f ∈ Cb(Rd) |∃g ∈ G ∀x ∈ Rd : f(x) = ρ(|x|)g(x)},
it suffices to show that there exists a countable family
G ⊂ {g ∈ Cb(Rd) ∣∣ supp(g) compact and ∃δ > 0 ∀x ∈ Bδ(0) : g(x) = 0}
such that for every g ∈ Cb(Rd) with g(0) = 0, there exists a sequence (gn)n∈N ⊂ G with
lim supn→∞ ‖gn‖∞ ≤ ‖g‖∞ and gn → g locally uniform as n→∞.
Secondly, according to Proposition 1.7, for R ∈ (0, 1) there exists χR ∈ C∞b (Rd) with
χR(x) =
{
1 if x ∈ BR−1(0) \BR(0)
0 if x ∈ BR/2(0) ∪
(
Rd \B2R−1(0)
)
and 0 ≤ χR ≤ 1. With Theorem 1.28, it is easy to check that the following family
G := {g : Rd → R ∣∣ ∃R ∈ Q ∩ (0, 1)∃p ∈ P ∀x ∈ Rd : g(x) = χR(x)p(x)}
satisfies all of the required properties, where P is the (countable) family of polynomials
with rational coefficients: For a fixed g ∈ Cb(Rd) with g(0) = 0, define gn := χn−1pn ∈ G
for n ∈ N, where the polynomial pn ∈ P such that
sup
{
|pn(x)− g(x)| : x ∈ B2n(0)
}
≤ n−1
exists due to Theorem 1.28. For K ⊂ Rd exists N ∈ N such that K ⊂ BN(0) and hence
sup
x∈K
|g(x)− gn(x)| ≤ sup
x∈BN (0)
|g(x)− χn−1(x)pn(x)|
≤ sup
x∈BN (0)
{
|g(x)− χn−1(x)g(x)|+ |χn−1(x)g(x)− χn−1(x)pn(x)|
}
≤ 2 · sup
{
|g(x)| : x ∈ Bn−1(0)
}
+ n−1
for n ≥ N , which shows that gn → g locally uniform as n→∞. Moreover,
sup
x∈Rd
|gn(x)| = sup
x∈B2n(0)
|χn−1(x)pn(x)| ≤ sup
x∈B2n(0)
|pn(x)| ≤ n−1 + sup
x∈Rd
|g(x)|
for every n ∈ N, which implies that lim supn→∞ supx∈Rd |gn(x)| ≤ supx∈Rd |g(x)|.
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2. Integro-Differential Equations
Partial integro-differential equations (or PIDEs for short) are equations that involve both
integrals and derivatives of functions (defined on multi-dimensional domains) and are
used in many different applications in science and engineering. They naturally extend
partial differential equations (or PDEs for short) by introducing additional integral terms,
that can be used to model the nonlocal behavior of systems. For an overview of modern
applications of partial integro-differential equations inside and outside of mathematics
and the related theory, we refer the interested reader to [99].
In this chapter, we develop the uniqueness theory for a large class of partial integro-
differential equations with non-dominated nonlocal parts, that play an important role for
sublinear Markov semigroups and related Markov processes for sublinear expectations,
as shown in Chapter 4. As a start, Section 2.1 is devoted to state the general form of the
considered nonlinear nonlocal equations
F (x, u(x), Du(x), D2u(x), u(·)) = 0 (E1)
including all standing assumptions, and to introduce the notion of viscosity solutions
u : Rd −→ R
together with important alternative characterizations. Moreover, we try to highlight
the main differences of our original results to the existing literature. In Section 2.2, we
derive a nonlocal maximum principle for equations of the general form (E1) and employ
it afterwards, in oder to prove that a large class of parabolic equations
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 (E2)
has unique (unbounded) viscosity solutions
u : [0, T ]× Rd −→ R
for given initial values u(0, · ) : Rd → R and T > 0. At last, in Section 2.3, we introduce
Hamilton-Jacobi-Bellman equations, i.e. nonlinear nonlocal equations of the form
∂tu(t, x) + inf
α∈A
Gα(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 (E3)
for a family (Gα)α∈A of linear, nonlocal degenerate elliptic operators, and show how the
results from Section 2.1 and Section 2.2 can be applied to them.
57
2. Integro-Differential Equations
2.1. Viscosity Solutions
An important problem in the theory of partial integro-differential equations is the
appropriate notion of solutions: On the one hand, it is well-known, that there exist no
classical solutions (i.e. functions that exhibit all of the required derivatives) for many
interesting equations, which motivates the study of generalized solutions. On the other
hand, if the generalized notion of solutions is too weak, then there might exist more than
one generalized solution. An exemplary discussion of this dichotomy between the existence
and uniqueness of generalized solutions for first-order, local Hamilton-Jacobi-Bellman
equations can be found in [52, Section 3.3.3, p. 129].
In this chapter, we restrict our attention to the notion of viscosity solutions, which
turns out to be the appropriate notion for second-order, nonlinear nonlocal equations in
the context of Markov processes for sublinear expectations, as we will see in Chapter 4.
The term viscosity solution was formally introduced by Michael Crandall and Pierre-
Louis Lions in [36] for first-order, local Hamilton-Jacobi-Bellman equations, although
the concept was already developed earlier by Lawrence Evans in [51]. Its name is derived
from the first existence proofs, which were based on the method of vanishing viscosity,
and is still prevalent in generalizations today for historical reasons – even though the
method of vanishing viscosity is in general not applicable anymore. Despite the fact
that the theory was almost immediately extended from first-order to second-order local
equations by Pierre-Louis Lions in [87], most of the modern results on second-order local
equations are based on a method from Robert Jensen in [77] – the so-called generalized
maximum principle, which is presented in Section 2.2.
The first attempts to generalize the viscosity solution theory from local equations
to (first-order) integro-differential equations were published by Halil Mete Soner in [120]
(for bounded measures) and Awatif Sayah in [118] (for unbounded measures). These
results were later extended to cover more general second-order nonlocal equations –
notably by Olivier Alvarez and Agne`s Tourin in [1], by Espen Jakobsen and Kenneth
Karlsen in [75], and by Guy Barles and Cyril Imbert in [12]. Beyond these mostly
analytical approaches, the viscosity solution theory for second-order nonlocal equations
was also significantly extended using probabilistic methods – among others by Guy Barles,
Rainer Buckdahn and Etienne Pardoux in [9] (related to backwards stochastic differential
equations), by Huyeˆn Pham in [108] (related to stochastic control with jumps), and by
Mingshang Hu and Shige Peng in [67] (related to nonlinear expectations). The classes of
covered equations (in the preceding articles on viscosity solution theory) typically differ
with regards to the exact form and interaction between the local and nonlocal part, the
behavior of the solutions at the boundary (or infinity respectively), and the singularity
of the measures of the nonlocal part (and the related compensation).
During the last two decades, viscosity solutions turned out to be one the most frequently
used notions for generalized solutions of nonlinear (elliptic and parabolic) partial integro-
differential equations. (In fact, the comprehensive overview article [35] on viscosity
solution theory for local equations by Michael Crandall, Hitoshi Ishii and Pierre-Louis
Lions was one of the three most cited articles on AMS MathSciNet for every year from
2000 until 2010, cf. the statistics on [100].) However, despite its popularity, there exist
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several different definitions of viscosity solutions for nonlocal equations in the literature.
In this section, we therefore develop alternative characterizations for our definition of
viscosity solutions (in Lemma 2.4, Lemma 2.6 and Lemma 2.7), which are useful for
applications of our main results (contained in Section 2.2) and to compare those results
to the existing literature. Moreover, we introduce our general assumptions for Section 2.2
in Remark 2.3 and highlight the main differences to the relevant literature.
Before we state our definition of viscosity solutions, let us quickly motivate its concept:
Suppose that u ∈ C2(Rd) is a classical solution in an open set Ω ⊂ Rd of
F (x, u(x), Du(x), D2u(x), u(·)) = 0,
which satisfies a nonlocal degenerate ellipticity condition, i.e.
F (x, r, p,X, φ) ≥ F (x, r, p, Y, ψ)
whenever (x, r, p) ∈ Ω × R × Rd, X, Y ∈ Sd×d and φ, ψ ∈ C2(Rd) such that X ≤ Y
and φ − ψ has a global maximum in x ∈ Ω. Note that the partial order X ≤ Y for
X, Y ∈ Sd×d is defined in the quadratic form sense, i.e. Y −X is positive semi-definite.
If φ ∈ C2(Rd) such that u − φ has a global maximum (or global minimum) in x ∈ Ω
with u(x) = φ(x), then D(u− φ)(x) = 0 and D2(u− φ)(x) ≤ 0 according to the classical
maximum principle (also known as derivative test), and therefore
F (x, u(x), Dφ(x), D2φ(x), φ) ≤ 0 (≥ 0)
using the degenerate ellipticity condition. In fact, it is easy to check that a smooth
function u ∈ C2(Rd) is a classical solution in an open set Ω ⊂ Rd if and only if
F (x, u(x), Dφ(x), D2φ(x), φ) ≤ 0 (≥ 0)
holds for all φ ∈ C2(Rd) such that u − φ has a global maximum (or global minimum,
respectively) in x ∈ Ω. Such functions φ ∈ C2(Rd) are usually referred to as scanning
functions (or test functions). The main idea is to use the preceding characterization
of classical solutions (by scanning them from above and below by smooth functions),
which does not include any derivatives of u : Rd → R, to define a generalized notion of
solutions for degenerate elliptic equations.
Definition 2.1 (Viscosity Solutions). Assume that p ≥ 0, Ω ⊂ Rd is open and that
the operator F : Rd × R× Rd × Sd×d × C2p(Rd)→ R is given. An upper semicontinuous
function u ∈ USCp(Rd) is a viscosity subsolution in Ω of the nonlocal equation
F (x, u(x), Du(x), D2u(x), u(·)) = 0, (E1)
if for all φ ∈ C2p(Rd) = C2(Rd)∩Cp(Rd) such that u− φ has a global maximum in x ∈ Ω,
F (x, u(x), Dφ(x), D2φ(x), φ(·)) ≤ 0.
A viscosity supersolution in Ω of (E1) is a lower semicontinuous function v ∈ LSCp(Rd)
such that for all φ ∈ C2p(Rd), for which v − φ has a global minimum in x ∈ Ω,
F (x, v(x), Dφ(x), D2φ(x), φ(·)) ≥ 0.
A viscosity solution in Ω of (E1) is both a viscosity sub- and supersolution in Ω of (E1).
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There are a few subtleties to our definition of viscosity solutions: First of all, we
restrict our attention to the natural choice of viscosity solutions with p-polynomial
growth at infinity (as introduced in Definition 1.13), since we typically have to impose
some integrability condition in order for the nonlocal part to exist. Secondly, since we
only consider degenerate elliptic equations which are translation invariant (as defined in
Remark 2.3), the definition will not change if we only consider scanning functions
φ : Rd → R
with φ(x) = u(x) at the global extremum x ∈ Ω of u − φ (matching the scanning
motivation from before). Thirdly, the equation separates the local from the nonlocal part
(i.e. the last parameter) in order to simplify certain compactness arguments in Section 2.2
and to obtain weaker assumptions in Section 2.3.
Remark 2.2 (Notations for Viscosity Solutions). Due to the duality of viscosity
sub- and supersolutions, there exist situations in which it is convenient to formulate
statements for both viscosity sub- and supersolutions at the same time. In this chapter,
this is done by putting the corresponding changes for the dual statement in parentheses.
In addition to this, we adopt the usual convention from the existing literature and call a
function a viscosity solution of
F (x, u(x), Du(x), D2u(x), u(·)) ≤ 0 (≥ 0)
if it is a viscosity subsolution (viscosity supersolution) of Equation (E1).
As a next step, we state the precise assumptions for the equations, which we will cover
in Section 2.2. Instead of considering concrete examples of nonlocal equations directly
(as it is done in many influential articles on nonlocal equations such as [1] or [12]), we
follow the approach of [75] to state the assumptions subject to a more general operator
and check the applicability for concrete examples on a case-by-case basis.
Remark 2.3 (Assumptions on F ). Suppose that p ≥ 0 and that Ω ⊂ Rd is open.
Throughout this chapter, we will assume that for each given operator
F : Ω× R× Rd × Sd×d × C2p(Ω) −→ R
and every 0 < κ < 1, there exist operators (the so-called generalized operators)
F κ : Ω× R× Rd × Sd×d × SCp(Ω)× C2(Ω) −→ R,
on which we will impose the following assumptions:
(A1) (Consistency) The operators F κ are generalizations of F in the sense that
F κ(x, r, q,X, φ, φ) = F (x, r, q,X, φ)
holds for all φ ∈ C2p(Ω).
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(A2) (Degenerate Ellipticity) The operators F κ are nonlocal degenerate elliptic, i.e.
F κ(x, r, q,X, u, φ) ≥ F κ(x, r, q, Y, v, ψ)
holds if u− v and φ− ψ have global maxima in x ∈ Ω, and if X ≤ Y .
(A3) (Translation Invariance) The operators F κ are translation invariant, i.e.
F κ(x, r, q,X, u+ c1, φ+ c2) = F
κ(x, r, q, u, φ)
holds for all constants c1, c2 ∈ R.
(A4) (Continuity) The operators F κ meet certain continuity properties. Namely,
lim
n→∞
F κ(xn, rn, qn, Xn, un, φn) = F
κ(x, r, q,X, u, φ)
holds if limn→∞(xn, rn, qn, Xn) = (x, r, q,X), if limn→∞Dkφn = Dkφ locally uni-
formly for all k ∈ {0, 1, 2}, and if limn→∞ un = u locally uniformly with u ∈ Cp(Ω)
and supn∈N ‖un‖p <∞.
(A5) (Monotonicity) The operators F κ are non-decreasing in the second parameter, i.e.
F κ(x, r, q,X, u, φ) ≤ F κ(x, s, q,X, u, φ)
holds for all r ≤ s.
Note that the preceding statements are supposed to hold for every x ∈ Ω, (xn)n∈N ⊂ Ω,
r, s ∈ R, q ∈ Rd, X, Y ∈ Sd×d, u, v ∈ SCp(Ω), (un)n∈N ⊂ SCp(Ω), φ, ψ ∈ C2(Ω) and
(φn)n ⊂ C2(Ω), if not stated otherwise.
In order to compare our assumptions with the existing literature, let us take a look at
an example: An archetypical operator in the context of sublinear Markov semigroups is
F κ(x, r, p,X, u, φ) = − sup
α∈A
( ∫
|z|≤κ
(
φ(x+ z)− φ(x)−Dφ(x)z 1|z|≤1
)
mα(dz)
+
∫
|z|>κ
(
u(x+ z)− u(x)−Dφ(x)z 1|z|≤1
)
mα(dz)
)
for a family of (non-negative) Borel measures (mα)α∈A ⊂M+(Rd \ {0}) such that
sup
α∈A
∫ (
1 ∧ |z|2) mα(dz) <∞.
This operator corresponds to a (pure-jump) Le´vy process for sublinear expectations
(as we will see in Chapter 4), which can be interpreted as a classical (pure-jump) Le´vy
process under uncertainty in its associated jump measures. One reasonable choice of
uncertain jump measures would be (mα)α∈A = (δh)|h|∈(1,2), which leads to
F κ(x, r, p,X, u, φ) = − sup
|h|∈(1,2)
(u(x+ h)− u(x)) = inf
|h|∈(1,2)
(u(x)− u(x+ h)) ,
and corresponds to a classical Poisson process under uncertainty in its jump-height.
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It is easy to check that this operator satisfies all assumptions from Remark 2.3. In
particular, for fixed x ∈ Rd the map
C(Rd) 3 u 7−→ F κ(x, r, p,X, u, φ) = inf
|h|∈(1,2)
(u(x)− u(x+ h))
is continuous with respect to local uniform convergence, but not with respect to (ma-
jorized) pointwise convergence. However, in all relevant articles known to the author
(such as [1], [108], [75] or [12]) uniqueness results are restricted to the case, where the
related operators are continuous with respect to (majorized) pointwise convergence. This
usually stems from the fact that those articles assume that the Borel measures
(mα)α∈A ⊂M+(Rd \ {0})
are dominated by a single Borel measure, which allows them to employ the dominated
convergence theorem – an assumption that is typically satisfied for applications related to
stochastic control or (backwards) stochastic differential equations. The only exceptions
known to the author are the results in [67] and the subsequent work [93], which deal
with Le´vy processes for sublinear expectations. However, these articles only consider
spatially homogeneous equations on the whole space, together with stronger assumptions
on the singularity of the related measures and on the behavior of the solutions at infinity.
Since the continuity assumption (A4) from Remark 2.3 is at the heart of many proofs
related to uniqueness results, we generalize the existing theory from [108] and [75] in this
chapter to cover all equations under our broader assumptions. Beyond the generalized
continuity assumption, our results also extend the existing theory by covering solutions
with arbitrary polynomial growth at infinity and the comparison of multiple viscosity
solutions at the same time (e.g. to obtain convexity results). Throughout this chapter, we
will provide additional, more detailed comparisons of our results to the existing literature,
while discussing the relevant parts.
As mentioned before, there exist several slightly different notions of viscosity solutions
in the literature that are (under suitable conditions on the operators F and F κ) equivalent
to the one given in Definition 2.1. We start this discussion by showing that it suffices to
scan viscosity solutions with a much smaller class of functions.
Lemma 2.4 (Choice of Scanning Functions). Suppose that p ≥ 0, that Ω ⊂ Rd is
open and that the consistency (A1), translation invariance (A3) and continuity assump-
tion (A4) from Remark 2.3 hold. A function u ∈ SCp(Rd) is a viscosity subsolution
(viscosity supersolution) of (E1) in Ω if and only if
F (x, u(x), Dφ(x), D2φ(x), φ(·)) ≤ 0 (≥ 0) (2.1)
is satisfied for each φ ∈ C∞p (Rd) such that u − φ has a strict global maximum (strict
global minimum) in x ∈ Ω with u(x) = φ(x).
Proof. The only-if part is trivial because it states that inequality (2.1) holds for a smaller
class of scanning functions. The opposite direction can be proved as follows:
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Suppose that φ ∈ C2p(Rd) such that u−φ has a global maximum in x¯ ∈ Ω. A standard
convolution argument (cf. Theorem 1.2) shows that there exists δn ∈ (0, 1) such that
sup
|x−x|≤2n
|φn(x)− φ(x)| ≤ 12n−8
holds with φn := φ ∗ ηδn ∈ C∞p (Rd) for n ∈ N, where ηδ ∈ C∞b (Rd) for δ > 0 is the
standard mollifier as in Lemma 1.1. Moreover, according to Proposition 1.7 there exists
χ ∈ C∞(Rd) with 1B[0,1](x) ≤ χ(x) ≤ 1B(0,2)(x) for all x ∈ Rd. Define
ψn(x) := φn(x) +
(
2Cˆ (1 + |x− x¯|p) + (φn(x¯)− u(x¯))+
)
(1− χn (x− x¯))
+ n−4 |x− x¯|4 χ2n (x− x¯)
for x ∈ Rd and n ∈ N with χn(x) := χ(n−1x). The constant Cˆ > 0 is chosen such that
|φn(x)| =
∣∣∣∣∫|y|≤δn ηδn(y)φ(x− y) dy
∣∣∣∣ ≤ sup|y|≤1 |φ(x− y)| ≤ Cˆ(1 + |x− x¯|p)
as well as |φ(x)| ∨ |u(x)| ≤ Cˆ(1 + |x− x¯|p) holds for all x ∈ Rd and every n ∈ N.
We can show that u−ψn has a global maximum in some x¯n ∈ Rd with |x¯n− x¯| ≤ n−1:
For x ∈ Rd with |x− x¯| ≥ 2n, we have χn(x− x¯) = 0 and hence
u(x)− ψn(x) ≤ u(x)− φn(x)−
(
2Cˆ (1 + |x− x¯|p) + (φn(x¯)− u(x¯))+
)
≤ 2Cˆ (1 + |x− x¯|p)−
(
2Cˆ (1 + |x− x¯|p) + (φn(x¯)− u(x¯))
)
= u(x¯)− φn(x¯) = u(x¯)− ψn(x¯),
using the definition of the constant Cˆ > 0. For x ∈ Rd with n−1 ≤ |x− x¯| ≤ 2n, on the
other hand, we have χ2n(x− x¯) = 1 and therefore
u(x)− ψn(x) ≤ u(x)− φn(x) − n−4|x− x¯|4
≤ u(x)− φ(x) + 1
2
n−8 − n−4|x− x¯|4
≤ u(x¯)− φ(x¯) + 1
2
n−8 − n−4|x− x¯|4
≤ u(x¯)− φn(x¯) + n−8 − n−4|x− x¯|4
≤ u(x¯)− ψn(x¯),
using x ∈ arg max (u− φ), sup|x−x|≤2n |φn(x)− φ(x)| ≤ 12n−8 and n−8 − n−4|x− x¯|4 ≤ 0.
Thus, Weierstrass’ theorem together with the (semi-)continuity of u(·) and ψn(·) implies
sup
{
u(x)− ψn(x) : x ∈ Rd
}
= sup
{
u(x)− ψn(x) : |x− x¯| ≤ n−1
}
= u(x¯n)− ψn(x¯n)
for some x¯n ∈ Rd with |x¯n − x¯| ≤ n−1.
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Finally, if we define the functions ϑn ∈ C∞p (Rd) by
ϑn(x) := ψn(x) + n
−1|x− x¯n|4χ(x− x¯) + n−1 (1− χ(x− x¯)) + u(x¯n)− ψn(x¯n)
for x ∈ Rd and n ∈ N, then the differences u− ϑn have strict global maxima in x¯n ∈ Rd
with |x¯n − x¯| ≤ n−1 and ψˆn(x¯n) = u(x¯n). In particular, our assumption implies
F (x¯n, u(x¯n), Dϑn(x¯n), D
2ϑn(x¯n), ϑn(·)) ≤ 0
for large n ∈ N, since Ω ⊂ Rd is open and therefore x¯n ∈ Ω for large n ∈ N. It remains
to prove that we can employ the continuity assumption (A4): Remark 1.5 shows that
lim
n→∞
Dkφn = D
kφ
locally uniformly for k ∈ {0, 1, 2}. Our construction of ϑn from φn for n ∈ N thus implies
lim
n→∞
Dkϑn = D
kφ
locally uniformly for k ∈ {0, 1, 2}. Moreover, an easy calculation leads to
|ϑn(x)| ≤ |ψn(x)|+ n−1(34 + 1) + 2Cˆ(1 + |x¯n − x¯|p)
≤
(
|φn(x)|+ 2Cˆ(1 + |x− x¯|p) + 2Cˆ(1 + |x¯− x¯|p) + n−4(4n)4
)
+ 82 + 4Cˆ
≤ 3Cˆ(1 + |x− x¯|p) + 6Cˆ + 338
for all x ∈ Rd, which shows that supn∈N ‖ϑn‖p <∞ holds. Furthermore, note that
u(x¯n) = u(x¯n)− ϑn(x¯n) + ϑn(x¯n) ≥ u(x¯)− ϑn(x¯) + ϑn(x¯n)
from x¯n ∈ arg max (u− ϑn) for n ∈ N. Hence, the upper semicontinuity of u(·) and
limn→∞ ϑn = φ locally uniformly imply
u(x¯) ≥ lim sup
n→∞
u(x¯n) ≥ lim inf
n→∞
u(x¯n) ≥ lim inf
n→∞
(
u(x¯)− ϑn(x¯) + ϑn(x¯n)
)
= u(x¯)
and therefore limn→∞ u(x¯n) = u(x¯). Combining all of these findings leads to
F (x¯, u(x¯), Dφ(x¯), D2φ(x¯), φ(·)) = lim
n→∞
F (x¯n, u(x¯n), Dϑn(x¯n), D
2ϑn(x¯n), ϑn(·)) ≤ 0,
using the continuity assumption (A4).
It is worth mentioning that the arguments to restrict the class of scanning functions
to functions φ : Rd → R, for which u − φ has a strict global extremum in x ∈ Ω with
φ(x) = u(x), are more or less standard (at least for bounded solutions). The restriction
to functions with higher smoothness, however, appears not to be covered explicitly by the
standard literature. Nevertheless, it seems to be very useful, since the current literature
uses several different smoothness assumptions for scanning functions, especially in articles
dealing with applications of viscosity solution theory. The following remark shows that,
in case of bounded solutions, we can restrict our attention to the even smaller class of
scanning functions with bounded derivatives of all orders.
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Remark 2.5 (Bounded Derivatives of Scanning Functions). It is possible to
restrict the class of scanning functions for bounded viscosity solutions (i.e. p = 0) to
φ ∈ C∞b (Rd) = {f ∈ C∞(Rd) | ∀k ∈ N0 : ‖Dkf‖∞ <∞}
under the assumptions in Remark 2.3. This can be implied from a thorough inspection
of the proof of Lemma 2.4: For p = 0, the approximations ϑn ∈ C∞(Rd) are sums of
smooth functions with compact support (which always have bounded derivatives of all
orders), constants and φn ∈ C∞(Rd) with
φn(x) := (f ∗ ηδn)(x) =
∫
Rd
f(y)ηδn(x− y)dy
for x ∈ Rd and δn ∈ (0, 1), where ηδ ∈ C∞(Rd) for δ > 0 is the standard mollifier with
compact support from Lemma 1.1. Due to the compact support and the identity
Dkφn = D
k(φ ∗ ηδn) = (φ ∗Dkηδn)
for n ∈ N, the approximations φn ∈ C∞(Rd) have bounded derivatives of all orders,
which implies ϑn ∈ C∞b (Rd) for n ∈ N, as required.
Another delicate problem (for the viscosity solution theory of nonlocal equations) is
the choice of domains for solutions and scanning functions. Many articles (such as [1] and
[12]) only treat equations on the whole space Rd, where solutions and scanning functions
obviously have to be defined on the whole space. However, in articles that consider
equations in open subsets Ω ⊂ Rd, the appropriate choice of the domain of solutions
and scanning functions is an important question. The Dirichlet boundary conditions
necessary for the uniqueness of solutions for nonlocal equations in general require the
prescription of the solution on the whole complement
ΩC = Rd \ Ω
instead of only the boundary ∂Ω (cf. e.g. [63]). It therefore seems natural to assume that
solutions and scanning functions for nonlocal equations in an open subset Ω ⊂ Rd are still
defined on the whole space Rd. In fact, the corrigendum [4] of [3] shows exemplarily that
it can be problematic to assume that viscosity solutions are only defined in Ω ⊂ Rd (or
on the closure Ω) instead of the whole Rd for proving uniqueness results: The majority
of uniqueness results for general nonlocal equations are based on approximations by
supremal convolutions (as introduced in Section 1.2) and related stability arguments
(as discussed later in Section 2.2). These stability arguments get more involved as
soon as the approximated functions are not defined on the whole space anymore. In
the following lemma, we will use our generalization of Tietze’s extension theorem for
semicontinuous functions from Theorem 1.26, to show that the domain of solutions and
scanning functions can be restricted, as long as the nonlocal part only depends on values
in an open set Ω ⊂ Rd. This naturally solves the difficulties described in [4] (and similar
issues in [75], which we will discuss after Lemma 2.8), since it allows us to work (without
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loss of generality) with solutions and scanning functions defined on the whole space.
In particular, this will prove itself valuable to apply elliptic results to parabolic problems,
where it seems natural to work with solutions, which are only defined on
[0, T ]× Rd ⊂ R1+d
for some T > 0 instead of the whole space R1+d.
Lemma 2.6 (Domain of Solutions). Suppose that p ≥ 0, that Ω ⊂ Rd is open and
that the consistency (A1) and continuity assumption (A4) are satisfied for two operators
Fˆ : Ω × R× Rd × Sd×d × C2p( Ω ) −→ R
F : Rd × R× Rd × Sd×d × C2p(Rd) −→ R
with F (x, r, q,X, φ) = Fˆ (x, r, q,X, φ|Ω) for all (x, r, q,X, φ) ∈ Ω×R×Rd×Sd×d×C2p(Rd).
A function uˆ ∈ USCp(Ω) (uˆ ∈ LSCp(Ω)) satisfies
Fˆ (x, uˆ(x), Dφˆ(x), D2φˆ(x), φˆ(·)) ≤ 0 (≥ 0) (2.2)
for every φˆ ∈ C2p(Ω), for which uˆ− φˆ has a global maximum (global minimum) in x ∈ Ω,
if and only if there exists a viscosity subsolution (supersolution) u ∈ SCp(Rd) in Ω of
F (x, u(x), Du(x), D2u(x), u(·)) = 0
in terms of Definition 2.1 with u|Ω = uˆ.
Proof. Assume that uˆ ∈ USCp(Ω) such that Equation (2.2) holds for each φˆ ∈ C2p(Ω)
and every global maximum point x ∈ Ω of uˆ− φˆ. Define u : Rd → R by u|Ω := uˆ and
u(x) := inf
y∈Ω
{
uˆ(y)
1 + |y|p +
|x− y|
d(x,Ω)
− 1
}
· (1 + |x|p)
for all x ∈ Rd \ Ω. Theorem 1.26 shows that u ∈ USCp(Rd). If φ ∈ C2p(Rd) such that
u− φ has a global maximum in x ∈ Ω, then uˆ− φˆ with
φˆ := φ
∣∣
Ω
∈ C2p(Ω)
has a global maximum in x ∈ Ω as well. Therefore, by assumption
Fˆ (x, uˆ(x), Dφˆ(x), D2φˆ(x), φˆ(·)) ≤ 0.
The relationship between the operators F and Fˆ , u(x) = uˆ(x) and Dkφ(x) = Dkφˆ(x) for
k ∈ {1, 2} (by definition of u ∈ USCp(Rd) and φˆ ∈ C2p(Ω)) finally lead to
F (x, u(x), Dφ(x), D2φ(x), φ(·)) = Fˆ (x, uˆ(x), Dφˆ(x), D2φˆ(x), φˆ(·)) ≤ 0,
which shows that u ∈ USCp(Rd) is a viscosity subsolution in Ω of F = 0.
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In order to prove the converse, suppose that u ∈ USCp(Rd) is a viscosity subsolution
in Ω of F = 0 in terms of Definition 2.1. Obviously, by definition
uˆ = u
∣∣
Ω
∈ USCp(Ω).
Assume that φˆ ∈ C2p(Ω) such that uˆ− φˆ has a global maximum in x¯ ∈ Ω. Proposition 1.7
implies the existence of χn ∈ C∞(Rd) for every n ∈ N such that 0 ≤ χn ≤ 1, χn ≡ 1 on
{x ∈ B[0, n] : d(x,Rd \ Ω) ≥ n−1}
and χn ≡ 0 outside Ω. Moreover, Lemma 1.17 shows the existence of ψ ∈ C∞(Rd) with
2−1(1 + |x|p) ≤ ψ(x) ≤ (1 + |x|p)
for all x ∈ Rd. Let C > ‖u‖p = supx∈Rd(1 + |x|p)−1|u(x)| and define φn ∈ C2p(Rd) by
φn(x) := χn(x)φˆ(x) +
(
1− χn(x)
)(
2Cψ(x) + φˆ(x¯)− uˆ(x¯))
for all x ∈ Rd and n ∈ N. Since χn(x¯) = 1 for large n ∈ N, and since x¯ ∈ Ω is a global
maximum point of uˆ− φˆ, we have φn(x¯) = φˆ(x¯) as well as
φˆ(x) ≥ uˆ(x)− (uˆ(x¯)− φˆ(x¯)) = u(x)− (u(x¯)− φn(x¯))
for all x ∈ Ω and large n ∈ N. But since 2Cψ(x) ≥ C(1 + |x|p) ≥ u(x) for all x ∈ Rd by
construction, we also have
2Cψ(x) + φˆ(x¯)− uˆ(x¯) ≥ u(x) + φˆ(x¯)− uˆ(x¯) = u(x)− (u(x¯)− φn(x¯))
for all x ∈ Rd and large n ∈ N. In particular, a combination of these inequality implies
φn(x) = χn(x)φˆ(x) +
(
1− χn(x)
)(
2Cψ(x) + φˆ(x¯)− uˆ(x¯)) ≥ u(x)− (u(x¯)− φn(x¯))
for all x ∈ Rd and large n ∈ N. In other words, u− φn has a global maximum in x¯ ∈ Ω
for large n ∈ N. Therefore, by assumption
F (x¯, u(x¯), Dφn(x¯), D
2φn(x¯), φn(·)) ≤ 0
for large n ∈ N. Since φn ≡ φˆ in a neighborhood of x¯ ∈ Ω for large n ∈ N, we
find Dkφn(x¯) = D
kφˆ(x¯) for k ∈ {1, 2}. Similarly, φn ≡ φˆ locally for large n ∈ N
implies that limn→∞Dkφn|Ω = Dkφˆ locally uniformly for k ∈ {0, 1, 2}. Finally, since
supn∈N ‖φn‖p ≤ ‖φˆ‖p + ‖2Cψ + φˆ(x¯)− uˆ(x¯)‖p <∞ by definition, we find
Fˆ (x¯, uˆ(x¯), Dφˆ(x¯), D2φˆ(x¯), φˆ(·)) = lim
n→∞
Fˆ (x¯, u(x¯), Dφn(x¯), D
2φn(x¯), φn|Ω(·)) ≤ 0,
using the continuity assumption (A4) and the relationship between F and Fˆ .
67
2. Integro-Differential Equations
Since the extension of uˆ to u in the proof of Lemma 2.6 is the same for viscosity sub-
and supersolutions, we also proved that uˆ ∈ Cp(Ω) satisfies
Fˆ (x, uˆ(x), Dφˆ(x), D2φˆ(x), φˆ(·)) ≤ 0 (≥ 0)
for each φˆ ∈ C2p(Ω) such that uˆ− φˆ has a global maximum (global minimum) in x ∈ Ω if
and only if there exists a viscosity solution u ∈ Cp(Rd) in Ω of
F (x, u(x), Du(x), D2u(x), u(·)) = 0
in terms of Definition 2.1 with u|Ω = uˆ.
As discussed earlier, we separated the singular part of the nonlocal part from its rest
in the generalized operators F κ (compared to the original operator F ). In Section 2.2,
we will assume that the influence of the singular part vanishes as κ tends to zero, in
order to develop a uniqueness theory. Some articles (such as [9]) use this generalized
version F κ of the operator F to define a related notion of viscosity solutions directly.
In the following lemma, we extend a standard argument, which can already be found
in [118] in a simple form. It shows that these two (a-priorily different) notions coincide
in our set-up under an additional continuity assumption.
Lemma 2.7 (Characterization of Solutions). Suppose that p ≥ 0, that Ω ⊂ Rd is
open and that all assumptions from Remark 2.3 hold. A continuous function u ∈ Cp(Rd)
is a viscosity subsolution (viscosity supersolution) of F = 0 in Ω if and only if
F κ(x, u(x), Dφ(x), D2φ(x), u(·), φ(·)) ≤ 0 (≥ 0) (2.3)
for all φ ∈ C2(Rd) such that u− φ has a global maximum (global minimum) in x ∈ Ω.
Proof. Suppose that u ∈ Cp(Rd) is a viscosity subsolution of F = 0 as in Definition 2.1,
and that φ ∈ C2p(Rd) such that u− φ has a global maximum at x ∈ Ω. Without loss of
generality, we can assume that φ(x) = u(x) holds. Otherwise, replace φ : Rd → R by
y 7−→ φ(y)− (φ(x)− u(x))
and use translation invariance assumption (A3). According to Theorem 1.20, there exists
(φn)n∈N ⊂ C2p(Rd) such that u ≤ φn ≤ φ holds, u − φn still has a global maximum in
x ∈ Ω and φn ↓ u pointwise as n→∞. In particular, this implies that φn − φ also has
a global maximum in x ∈ Ω, and hence Dφn(x) = Dφ(x) as well as D2φn(x) ≤ D2φ(x)
for all n ∈ N. Moreover, the degenerate ellipticity assumption (A2), the consistency
assumption (A1) and Definition 2.1 imply that
F κ(x, u(x), Dφ(x), D2φ(x), φn(·), φ(·)) ≤ F κ(x, u(x), Dφn(x), D2φn(x), φn(·), φn(·))
= F (x, u(x), Dφn(x), D
2φn(x), φn(·)) ≤ 0
for all n ∈ N. Since u ∈ Cp(Rd) is continuous, Dini’s theorem (cf. Theorem 1.27) implies
that the convergence limn→∞ φn = u is locally uniform, and hence Equation (2.3) follows
from the continuity assumption (A4).
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In order to prove the converse, suppose that Equation (2.3) holds for all φ ∈ C2(Rd)
such that u− φ has a global maximum in x ∈ Ω. Now, let φ ∈ C2p(Rd) such that x ∈ Ω
is a global maximum point of u− φ. The consistency assumption (A1), the degenerate
ellipticity assumption (A2) and Equation (2.3) imply
F (x, u(x), Dφ(x), D2φ(x), φ(·)) = F κ(x, u(x), Dφ(x), D2φ(x), φ(·), φ(·))
≤ F κ(x, u(x), Dφ(x), D2φ(x), u(·), φ(·)) ≤ 0.
In particular, u ∈ Cp(Rd) is a viscosity subsolution of F = 0 in terms of Definition 2.1.
A careful inspection shows that we only used the continuity of u : Rd → R in the
preceding proof once, in order to show that the approximation φn → u is locally uniform
instead of pointwise (by employing Dini’s theorem, cf. Theorem 1.27). In particular, if
our operators were even continuous for pointwise convergence as in the existing literature,
we would get the same result for semicontinuous functions as well. However, in our
generalized set-up, the continuity of u : Rd → R is necessary to prove the alternative
characterization in Lemma 2.7: Consider the equation related to
F κ(x, r, p,X, u, φ) = − sup
|h|∈(1,2)
(u(x+ h)− u(x)) = inf
|h|∈(1,2)
(u(x)− u(x+ h))
as in the discussion after Remark 2.3, which corresponds to a classical Poisson process
under uncertainty in its jump-height. It is easy to check that u = 1B[0,1] ∈ USC(Rd) is a
viscosity subsolution of F = 0 in Rd in terms of Definition 2.1, but
F κ(0, u(0), Dφ(0), D2φ(0), u, φ) = inf
|h|∈(1,2)
(u(0)− u(0 + h)) = 1− 0 > 0
for every φ ∈ C2(Rd) and κ ∈ (0, 1). This counterexample illustrates the difficulties one
has to overcome in order to develop a viscosity solution theory for our weaker continuity
assumptions. Nevertheless, we will prove a comparison principle for semicontinuous
functions (and not only continuous functions) in Section 2.2, which is important for
Perron’s method in Remark 2.24.
Some articles (such as [1]) not only separate the singular from the remaining nonlocal
part as in Lemma 2.7, but also the local part from the nonlocal part by employing second-
order sub- and superjets (which play an important role in the viscosity solution theory
for local equations, cf. [35]): Instead of (Dφ(x), D2φ(x)) ∈ Rd × Sd×d in Equation (2.3),
one can use (p,X) ∈ Rd × Sd×d that satisfy
u(x) + 〈p, y − x〉+ 1
2
〈X(y − x), (y − x)〉+ o(|y − x|2) ≥ u(x) (≤ u(x))
as y → x, in order to define another notion of viscosity solutions for nonlocal equations.
Using a similar approach as in the proof of Lemma 2.7, the approximation result in
Theorem 1.23 allows us to show that this notion is also equivalent to Definition 2.1.
In fact, we will use (the trivial direction of) this alternative characterization implicitly in
Section 2.2, in order to simplify certain compactness arguments.
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It is worth mentioning that the results in this section can be extended to treat
generalized boundary conditions as well (i.e. boundary conditions that are only satisfied
in the viscosity sense, cf. e.g. [35, Section 7] or [11]), as long as the solutions and scanning
functions are defined on the whole space Rd. Since our motivation in this thesis is to
study the sublinear generator equations of sublinear Markov semigroups, we are will
restrict our attention to classical Dirichlet boundary conditions in this chapter, and leave
the treatment of generalized boundary conditions for future work.
2.2. Uniqueness of Solutions
One intrinsic and important property of nonlocal degenerate elliptic equations (as
introduced in Section 2.1) is the so-called comparison principle. Broadly speaking, it
shows that solutions comparable at the boundary are already comparable everywhere,
which immediately implies the uniqueness of related Dirichlet problems. In order to
motivate this idea, suppose that u, v ∈ C2(Rd) are classical solutions of
F (x, u(x), Du(x), D2u(x), u) ≤ 0
F (x, v(x), Dv(x), D2v(x), u) ≥ 0
in x ∈ Ω for a bounded and open set Ω ⊂ Rd, and that u(x) ≤ v(x) for all x ∈ Rd \ Ω.
Under some mild additional assumptions, e.g. there exists λ > 0 such that
F (x, r, p,X, φ)− F (x, s, p,X, φ) ≥ λ(r − s) (2.4)
holds for all r > s and (x, p,X, φ) ∈ Rd × Rd × Sd×d × Cp(Rd), this already implies that
u(x) ≤ v(x)
for all x ∈ Rd: Suppose that supx∈Rd (u(x)− v(x)) > 0, then
sup
x∈Rd
(u(x)− v(x)) = sup
x∈Ω
(u(x)− v(x)) = u(x¯)− v(x¯) > 0 (2.5)
for some x¯ ∈ Ω, using u ≤ v in Rd \ Ω and the extreme value theorem together with
the compactness of Ω ⊂ Rd. Since u − v has a global maximum in x¯ ∈ Ω, we have
Du(x¯) = Dv(x¯) as well as D2u(x¯) ≤ D2v(x¯) (according to the classical maximum
principle for twice differentiable functions). The degenerate ellipticity thus implies
0 ≥ F (x¯, u(x¯), Du(x¯), D2u(x¯), u)− F (x¯, v(x¯), Dv(x¯), D2v(x¯), v)
≥ F (x¯, u(x¯), Dv(x¯), D2v(x¯), v)− F (x¯, v(x¯), Dv(x¯), D2v(x¯), v)
≥ λ(u(x¯)− v(x¯)) > 0,
which is obviously a contradiction and therefore shows that supx∈Rd (u(x)− v(x)) ≤ 0.
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In the parabolic case, which is our main interest due to its relation to sublinear Markov
semigroups (cf. Chapter 4), we do not even need the additional assumption from (2.4):
Suppose that u, v ∈ C2((0, T )× Rd) ∩ C([0, T ]× Rd) are solutions of
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) ≤ 0
∂tv(t, x) +G(t, x, v(t, x), Dv(t, x), D
2v(t, x), v(t, · )) ≥ 0
in (t, x) ∈ (0, T ) × Ω and u(t, x) ≤ v(t, x) for (t, x) ∈ {0} × Rd ∪ (0, T ) × ΩC , where
G : (0, T )× Ω× Rd × Sd×d × C2(Rd)→ R is a nonlocal degenerate elliptic, translation
invariant and monotone operator (as in Remark 2.3) and Ω ⊂ Rd is open and bounded.
If we assume that sup(t,x)∈[0,T ]×Rd (u(t, x)− v(t, x)) > 0 holds, then
sup
(t,x)∈[0,T )×Rd
(
u(t, x)− v(t, x)− δ
T − t
)
= u(t¯, x¯)− v(t¯, x¯)− δ
T − t¯ > 0 (2.6)
for small δ > 0 and some (t¯, x¯) ∈ (0, T )× Ω, using u ≤ v on the parabolic boundary, the
extreme value theorem and the growth of the penalization term as t tends to T . Due to
the global maximum, we find ∂tu(t¯, x¯)− ∂tv(t¯, x¯) = δ(T − t¯)−1, Du(t¯, x¯) = Dv(t¯, x¯) and
D2u(t¯, x¯) ≤ D2v(t¯, x¯) (according to the classical maximum principle). The degenerate
ellipticity, translation variance and monotonicity thus imply
0 = G(t¯, x¯, u(t¯, x¯), Du(t¯, x¯), D2u(t¯, x¯), u(t¯, · )− δ(T − t¯)−1)
− G(t¯, x¯, u(t¯, x¯), Du(t¯, x¯), D2u(t¯, x¯), u(t¯, · ))
≥ G(t¯, x¯, v(t¯, x¯), Dv(t¯, x¯), D2v(t¯, x¯), v(t¯, · ))
− G(t¯, x¯, u(t¯, x¯), Du(t¯, x¯), D2u(t¯, x¯), u(t¯, · ))
≥ ∂tu(t¯, x¯)− ∂tv(t¯, x¯) = δ(T − t¯)−1 > 0,
which is obviously a contradiction and therefore shows that u ≤ v in [0, T ]× Rd. In this
section, we show that these ideas can be generalized to (unbounded) viscosity solutions
in possibly unbounded domains Ω ⊂ Rd. The main difficulties in this approach are:
First, to generalize the classical maximum principle for twice differentiable to merely
semicontinuous functions, which can be achieved by approximating the (semi-)solutions
by supremal convolutions (as introduced in Section 1.2) and a technique called variable
doubling. Second, to ensure that the suprema in Equation (2.5) and (2.6) are still
attained for unbounded domains, which can be accomplished by introducing penalization
terms (as demonstrated exemplarily in the parabolic case to ensure t¯ < T ).
The origin of comparison principles for elliptic equations goes back to Carl Friedrich
Gauss, who already used a weak maximum principle for the Laplace equation in [58].
Broadly speaking, the weak maximum principle (which is not to be confused with the
maximum principle for twice differentiable functions used earlier) says that subsolutions
are bounded above by their values on the boundary, which is a special form of the
comparison principle for linear equations. It was later generalized by Eberhard Hopf
in [64] to a large class of linear, second-order local equations. The first comparison
result for viscosity solutions of nonlinear, first-order local equations was developed by
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Michael Crandall and Pierre-Louis Lions in [36]. Even though Pierre-Louis Lions already
provided a comparison principle for the second-order case of local Hamilton-Jacobi-
Bellman equations in [88] employing stochastic control methods, the first comparison
principle for a general class of fully nonlinear, second-order local equations was obtained
by Robert Jensen in [77] and is based on a generalization of the classical maximum
principle for twice differentiable functions to semicontinuous functions. In the nonlocal
setting, Awatif Sayah derived the first comparison principle for viscosity solutions of
fully nonlinear, first-order nonlocal equations in [118], which was later generalized to
second-order equations by Olivier Alvarez and Agne`s Tourin in [1] for bounded measures
and by Espen Jakobsen and Kenneth Karlsen in [75] for unbounded measures.
This section is structured as follows: In the first half, we refine the ideas of [75] to
develop a maximum principle for nonlocal equations of the general form
F (x, u(x), Du(x), D2u(x), u(·)) = 0 (E1)
in open domains Ω ⊂ Rd for our generalized set-up from Remark 2.3. Our set-up covers
operators F with significantly weaker continuity assumptions and viscosity solutions
with arbitrary polynomial growth at infinity. In the second half, we apply this general
maximum principle in the spirit of [67] and [108] (which only cover bounded viscosity
solutions for either spatially homogeneous equations or special Hamilton-Jacobi-Bellman
equations with stronger continuity assumptions), to obtain a comparison principle for a
general class of parabolic nonlocal equations
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 (E2)
in (0, T )×Rd for viscosity (semi-)solutions u : [0, T ]×Rd → R with arbitrary polynomial
growth at infinity. It is worth mentioning that, even though we restrict our attention
to comparison principles for parabolic problems, our maximum principle is much more
versatile and can also be used to obtain other comparison, continuous dependence,
regularity or existence results as in [12], [74], [10] or [1].
As a start, we present a result that is concerned with the stability of viscosity solutions
with respect to the approximation by supremal convolutions. This result was already
anticipated in Section 1.2 as a motivation and underpins the importance of supremal
convolutions to viscosity solution theory. In particular, remember that supremal convolu-
tions are locally semiconvex according to Lemma 1.12 and therefore twice differentiable
almost everywhere by Alexandrov’s theorem from Theorem A.7. This argument indicates
the suitability of supremal convolutions for viscosity solutions of second-order equations.
The stability idea of the following result was first obtained by Robert Jensen, Pierre-
Louis Lions and Panagiotis Souganidis in [78] for bounded solutions of second-order
local equations and evolved into an essential tool for the standard viscosity solution
theory over the years. Note that, due to our generalization of supremal convolutions in
Section 1.2, we are able to treat viscosity solutions with arbitrary polynomial growth at
infinity, whereas [75] only covers subquadratic growth and the authors claim that this
assumption “does not seem so easy to remove”.
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Lemma 2.8 (Stability under Supremal Convolutions). Suppose that p ≥ 0, that
Ω ⊂ Rd is open, that the monotonicity assumption (A5) holds for operator F , and that
ϕ = ϕp∨2 ∈ C∞(Rd)
is the quasidistance with (p ∨ 2)-polynomial growth from Lemma 1.14. If u ∈ SCp(Rd)
is a viscosity subsolution in Ω of
F (x, u(x), Du(x), D2u(x), u(·)) = 0
with C > 0 such that |u(x)| ≤ C(1 + |x|p) for all x ∈ Rd, and 0 < ε ≤ (23(p∨2)−2C)−1,
then the supremal convolution (cf. Lemma 1.12)
uε(x) :=
Oε
ϕ[u](x) = sup
y∈Rd
(
u(y)− ϕ(x− y)
ε
)
≤ 2p+p∨2−1C(1 + |x|p)
is a viscosity subsolution in Ωε := {x ∈ Rd : infy∈Rd\Ω ϕ(y − x) > ε · δ(x)} of
Oε
ϕ[F ](x, u
ε(x), Duε(x), D2uε(x), uε(·)) = 0.
The smudged operator
Oε
ϕ[F ] : Rd × R× Rd × Sd×d × C2p(Rd)→ R is defined by
Oε
ϕ[F ](x, r, q,X, φ) := inf
{
F (y, r, q,X, φ ◦ τx−y)
∣∣∣ y ∈ Ω with ϕ(y − x) ≤ ε · δ(x)}
for (x, r, q,X, φ) ∈ Rd × R× Rd × Sd×d × C2p(Rd), where δ(x) := 23(p∨2)C(1 + ϕ(x)) and
τh : Rd → Rd is the translation operator by h ∈ Rd, i.e. τh(x) = x+ h for all x ∈ Rd.
Proof. We first show that the supremal convolution uε : Rd → R has p-polynomial
growth: A case-by-case analysis for x ∈ Rd with |x| ≤ 1 and |x| ≥ 1 together with the
inequalities from Lemma 1.14 imply that
(1 + |x|p) ≤ 2(1 + |x|p∨2) ≤ 2(1 + |x|2 ∨ |x|p∨2) ≤ 2p∨2−1(1 + ϕ(x)) (2.7)
holds for all x ∈ Rd. According to Lemma 1.12 with
|u(x)| ≤ C(1 + |x|p) ≤ 2p∨2−1C(1 + ϕ(x))
for all x ∈ Rd and 0 < ε ≤ (2 ·22(p∨2)−2 ·2p∨2−1C)−1 = (23(p∨2)−2C)−1, we have uε ∈ C (Rd)
and there exists x ∈ Rd for each x ∈ Rd such that
uε(x) = u(x)− ε−1ϕ(x− x)
and ϕ(x− x) ≤ ε · δ(x) hold. Therefore, for all x ∈ Rd
−C(1 + |x|p) ≤ u(x) ≤ uε(x) = u(x)− ε−1ϕ(x− x)
≤ C(1 + |x|p)− ε−1ϕ(x− x)
≤ C(1 + 2p(|x− x|p + |x|p))− ε−1ϕ(x− x)
≤ 2p2p∨2−1C(1 + ϕ(x− x)) + 2pC|x|p − ε−1ϕ(x− x)
≤ 2p+p∨2−1C(1 + |x|p) + (2p+p∨2−1C − ε−1)ϕ(x− x)
≤ 2p+p∨2−1C(1 + |x|p),
using the inequality from Equation (2.7) and ε ≤ (23(p∨2)−2C)−1 ≤ (2p+p∨2−1C)−1.
73
2. Integro-Differential Equations
Suppose that φ ∈ C2p(Rd) such that uε−φ has a global maximum in x ∈ Ωε. As before,
Lemma 1.12 implies the existence of x ∈ Rd such that uε(x) = u(x)− ε−1ϕ(x− x),
ϕ(x− x) = ϕ(x− x) ≤ ε · δ(x) < inf
y∈Rd\Ω
ϕ(y − x)
and thus x ∈ Ω. Since x ∈ Ωε is a global maximum point of uε − φ,
u(y)− ε−1ϕ(x− x)− φ(y + (x− x)) ≤ uε(y + (x− x))− φ(y + (x− x))
≤ uε(x)− φ(x)
= u(x)− ε−1ϕ(x− x)− φ(x+ (x− x))
holds for all y ∈ Rd. This shows that x ∈ Ω is a global maximum point of
y 7−→ u(y)− (φ ◦ τx−x)(y) = u(y)− φ(y + (x− x)).
The chain rule implies that Dk(φ ◦ τx−x)(x) = Dkφ(x) for k ∈ {1, 2}. Therefore,
Oε
ϕ[F ](x, u
ε(x) , Dφ(x), D2φ(x), φ(·))
≤ F (x, u(x)− ε−1|x− x|2, Dφ(x), D2φ(x), (φ ◦ τx−x)(·))
≤ F (x, u(x) , Dφ(x), D2φ(x), (φ ◦ τx−x)(·)) ≤ 0,
due to the definition of the smudged operator
Oε[G], the monotonicity assumption (A5)
and the fact that u ∈ SCp(Rd) is a viscosity subsolution of F = 0 in Ω.
A careful inspection of the preceding proof shows that the result of Lemma 2.8 still
holds, if we only convolve the solution (and smudge the related operator accordingly) for
some of the coordinates (e.g. only with respect to space in case of a parabolic problem).
Since a general formulation of this observation would complicate the presentation here,
we will restate the result for parabolic problems (that only convolves space coordinates)
later in this section.
The construction of the smudged operator
Oε
ϕ[F ] in the preceding Lemma 2.8 suggests
once more, why it is reasonable to work with scanning functions in Definition 2.1, which
are defined on the whole space Rd and not only Ω ⊂ Rd: In fact, even if the nonlocal part
of F only considered values in Ω (e.g. Markov generators of censored jump processes),
the scanning function φ would have to be defined at least on a neighborhood of Ω, so
that the nonlocal part can be evaluated for
x 7−→ (τh ◦ φ)(x) = φ(x+ h)
with h ∈ Rd close to zero. For that reason, it is unclear to us how to formally interpret the
related statement in [75, Lemma 7.3], since the article works with scanning functions φ,
which are only defined on Ω.
Due to the duality
Oε
ϕ[−u] = −Oεϕ[u] between supremal and infimal convolutions,
we immediately obtain the following analogue of Lemma 2.8 for the approximation of
viscosity supersolutions by infimal convolutions:
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Corollary 2.9 (Stability under Infimal Convolutions). Suppose that p ≥ 0, that
Ω ⊂ Rd is open, that the monotonicity assumption (A5) holds for operator F , and that
ϕ = ϕp∨2 ∈ C∞(Rd)
is the quasidistance with (p ∨ 2)-polynomial growth from Lemma 1.14. If v ∈ SCp(Rd)
is a viscosity supersolution in Ω of
F (x, v(x), Dv(x), D2v(x), v(·)) = 0
with C > 0 such that |v(x)| ≤ C(1 + |x|p) for all x ∈ Rd, and 0 < ε ≤ (23(p∨2)−2C)−1,
then the infimal convolution (cf. Lemma 1.12)
vε(x) := Oεϕ[v](x) = inf
y∈Rd
(
v(y) +
ϕ(x− y)
ε
)
≤ 2p+p∨2−1C(1 + |x|p)
is a viscosity supersolution in Ωε := {x ∈ Rd : infy∈Rd\Ω ϕ(y − x) > ε · δ(x)} of
Oεϕ[F ](x, vε(x), Dvε(x), D2vε(x), vε(·)) = 0.
The smudged operator Oεϕ[F ] : Rd × R× Rd × Sd×d × C2p(Rd)→ R is defined by
Oεϕ[F ](x, r, q,X, φ) := sup
{
F (y, r, q,X, φ ◦ τx−y)
∣∣∣ y ∈ Ω with ϕ(y − x) ≤ ε · δ(x)}
for (x, r, q,X, φ) ∈ Rd × R× Rd × Sd×d × C2p(Rd), where δ(x) := 23(p∨2)C(1 + ϕ(x)) and
τh : Rd → Rd is the translation operator by h ∈ Rd, i.e. τh(x) = x+ h for all x ∈ Rd.
We will now follow an idea from Robert Jensen in [77], which led to the breakthrough
in extending the viscosity solution theory for first-order to second-order local equations:
Instead of proving a maximum principle directly, we use the stability result in Lemma 2.8
to develop an approximate maximum principle for the smudged operators
Oε
ϕ[F ] first,
and then send ε > 0 to zero to obtain a maximum principle for the original operator F .
As a result of our weaker continuity assumptions, the related limiting arguments are
more involved compared to the existing literature. We therefore start by checking that,
if the original operator F satisfies all assumptions from Remark 2.3, so do the smudged
operators
Oε
ϕ[F ] for ε > 0.
Lemma 2.10 (Continuity of Smudged Operators). Suppose that p ≥ 0 and ε > 0,
that Ω ⊂ Rd is open, that δ : Rd → [0,∞) is continuous, that ϕ : Rd → [0,∞) is a
continuous quasidistance such that {x ∈ Rd : ϕ(x) ≤ C} are compact for all C > 0,
and that τh : Rd → Rd is the translation operator by h ∈ Rd. If all assumptions from
Remark 2.3 hold for the operator F , then they also hold for the smudged operators
Oε
ϕ[F ](x, r, q,X, φ) = inf
{
F (y, r, q,X, φ ◦ τx−y)
∣∣∣ y ∈ Ω with ϕ(y − x) ≤ ε · δ(x)}
Oεϕ[F ](x, r, q,X, φ) = sup
{
F (y, r, q,X, φ ◦ τx−y)
∣∣∣ y ∈ Ω with ϕ(y − x) ≤ ε · δ(x)}
with
Oε
ϕ[F ]
κ :=
Oε
ϕ[F
κ] and Oεϕ[F ]κ := Oεϕ[F κ] for 0 < κ < 1.
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Proof. It is easy to check that the consistency (A1), the translation invariance (A3) and
the monotonicity assumption (A5) still hold for the smudged operators. Due to the
duality of
Oε
ϕ[F ] and Oεϕ[F ], it suffices to prove that the degenerate ellipticity (A2) and
the continuity assumption (A4) hold for
Oε
ϕ[F
κ](x, r, q,X, u, φ) = inf
ϕ(y−x)≤ε·δ(x)
F κ(y, r, q,X, u ◦ τx−y, φ ◦ τx−y)
with ε > 0 and fixed 0 < κ < 1:
First, we check the degenerate ellipticity assumption (A2): Suppose that u− v and
φ− ψ have global maxima at x ∈ Ω, and that X ≤ Y . The first assumption implies that
u ◦ τx−y − v ◦ τx−y and φ ◦ τx−y − ψ ◦ τx−y have global maxima in y ∈ Ω. Therefore,
F κ(y, r, q,X, u ◦ τx−y, φ ◦ τx−y) ≤ F κ(y, r, q, Y, v ◦ τx−y, ψ ◦ τx−y)
for all y ∈ Ω, using the degenerate ellipticity assumption (A2) for the original operator F .
Taking the infimum over all y ∈ Ω with ϕ(y − x) ≤ ε · δ(x) leads to
Oε
ϕ[F
κ](x, r, q,X, u, φ) ≤ Oεϕ[F κ](x, r, q, Y, v, ψ),
which proves the ellipticity assumption (A2) for the smudged operator
Oε
ϕ[F
κ].
Second, we check the continuity assumption (A4): Suppose that
(xn, rn, qn, Xn, un, φn)n∈N ⊂ Rd × R× Rd × Sd×d × SCp(Rd)× C2(Rd)
such that limn→∞(xn, rn, qn, Xn) = (xˆ, rˆ, qˆ, Xˆ), limn→∞Dkφn = Dkφˆ locally uniformly
for k ∈ {0, 1, 2}, and limn→∞ un = uˆ locally uniformly with supn∈N ‖un‖p < ∞ and
uˆ ∈ Cp(Rd). According to the continuity assumption (A4) for F , the map
y 7−→ F κ(y, rˆ, qˆ, Xˆ, uˆ ◦ τxˆ−y, φˆ ◦ τxˆ−y)
is continuous, since limy→y f ◦τxˆ−y = f ◦τxˆ−y locally uniformly for continuous f : Rd → R.
The continuous dependence on y ∈ Rd implies that
Oε
ϕ[F
κ](xˆ, rˆ, qˆ, Xˆ, uˆ, φˆ) = inf
ϕ(y−x)<ε·δ(x)
F κ(y, rˆ, qˆ, Xˆ, uˆ ◦ τxˆ−y, φˆ ◦ τxˆ−y).
Furthermore, the definition of
Oε
ϕ[F
κ] as an infimum shows the existence of (yn)n∈N ⊂ Rd
with ϕ(yn − xn) ≤ ε · δ(xn) such that
Oε
ϕ[F
κ](xn, rn, qn, Xn, un, φn) ≤ F κ(yn, rn, qn, Xn, un ◦ τxn−yn , φn ◦ τxn−yn)
≤ Oεϕ[F κ](xn, rn, qn, Xn, un, φn) + n−1.
Since ϕ(yn − xˆ) ≤ supn∈N ρ(ε · δ(xn) + ϕ(xn − xˆ)) <∞, the compactness assumption for
the quasidistance ϕ : Rd → [0,∞) therefore implies that it suffices to prove
lim
k→∞
F κ(ynk , rnk , qnk , Xnk , unk ◦ τxnk−ynk , φnk ◦ τxnk−ynk ) =
Oε
ϕ[F
κ](xˆ, rˆ, qˆ, Xˆ, uˆ, φˆ)
for every convergent subsequence (ynk)k∈N ⊂ (yn)n∈N:
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Suppose that (ynk)k∈N ⊂ (yn)n∈N is a convergent subsequence with yˆ := limk→∞ ynk . If
y ∈ Rd with ϕ(y − xˆ) < ε · δ(xˆ), then there exists Ky ∈ N such that
ϕ(y − xnk) ≤ εδ(xnk)
for all k ≥ Ky, due to the continuity of δ : Rd → [0,∞) and ϕ : Rd → [0,∞). Therefore,
F κ(y, rnk , qnk , Xnk , unk ◦ τxnk−y, φnk ◦ τxnk−y) ≥
Oε
ϕ[F
κ](xnk , rnk , qnk , Xnk , unk , φnk)
for all y ∈ Rd with ϕ(y − xˆ) < ε · δ(xˆ) and k ≥ Ky, by definition of Oεϕ[F κ]. Note that
sup
n∈N
‖un ◦ τhn‖p ≤ 2p sup
n∈N
(1 + |hn|p) ‖un‖p <∞,
limn→ un ◦ τhn = uˆ and limn→Dk(φn ◦ τhn) = Dkφˆ locally uniform for k ∈ {0, 1, 2}
and (hn)n∈N ⊂ Rd with limn→0 hn = 0, where we used that u : Rd → R is continuous.
Hence, the continuity assumption (A4) for F and the construction of
Oε
ϕ[F
κ] imply that
F κ(y, rˆ, qˆ, Xˆ, uˆ ◦ τxˆ−y, φˆ ◦ τxˆ−y)
≥ lim
k→∞
Oε
ϕ[F
κ](xnk , rnk , qnk , Xnk , unk , φnk)
= lim
k→∞
F κ(ynk , rnk , qnk , Xnk , unk ◦ τxnk−ynk , φnk ◦ τxnk−ynk )
= F κ(yˆ, rˆ, qˆ, Xˆ, uˆ ◦ τxˆ−yˆ, φˆ ◦ τxˆ−yˆ)
≥ Oεϕ[F κ](xˆ, rˆ, qˆ, Xˆ, uˆ, φˆ) = inf|y−x|<√ε·δ(x)F
κ(y, rˆ, qˆ, Xˆ, uˆ ◦ τxˆ−y, φˆ ◦ τxˆ−y)
for all y ∈ Rd with ϕ(y − xˆ) < ε · δ(xˆ). Finally, taking the infimum over all y ∈ Rd with
ϕ(y − xˆ) < ε · δ(xˆ) shows that all limits exist and coincide, which finishes the proof.
The maximum principle we will develop in the sequel, can be viewed as a generalization
of the classical maximum principle for twice differentiable to semicontinuous functions.
Recall that the classical maximum principle states that Dφ(x) = 0 and D2φ(x) ≤ 0
if φ ∈ C2(Ω) for some open set Ω ⊂ Rd has a (local) maximum in x ∈ Ω. In fact, as
soon as the viscosity solutions in the following statements are twice differentiable, the
results are a straightforward application of the classical maximum principle together
with the properties of the related operators from Remark 2.3. The original proof of the
maximum principle for semicontinuous functions (in the context of second-order local
equations) from Robert Jensen in [77] is based on an application of Alexandrov’s theorem
(cf. Theorem A.7) from convex analysis. His main argument (often referred to as Jensen’s
lemma) is isolated in Lemma A.8 and forms the basis for our generalization to nonlocal
equations. We will formulate all of the following statements for k ∈ N instead of only
two viscosity solutions, which allows us to compare more than two viscosity solutions at
a time – e.g. to obtain the subadditivity and convexity of solutions with respect to their
initial values in Corollary 2.25 and Corollary 2.26.
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Proposition 2.11 (Maximum Principle for Smudged Operators). Suppose that
p ≥ 0, that Ω ⊂ Rd is open, and that ui ∈ USCp(Rd) are viscosity solutions in Ω of
Fi(x, ui(x), Dui(x), D
2ui(x), ui(·)) ≤ 0
for i ∈ {1, . . . , k} and operators Fi, which satisfy all assumptions from Remark 2.3.
Furthermore, suppose that φ ∈ C2p(Rkd), that C > ‖u‖p and 0 < ε ≤ (23(p∨2)−2C)−1,
and that uε : Rd → R, Oεϕ[Fi] and Ωε ⊂ Rd are defined as in Lemma 2.8. If
x = (x1, . . . , xk) 7−→
k∑
i=1
uεi (xi)− φ(x)
has a global maximum in x = (x1, . . . , xk) ∈ Ωkε = Ωε × . . .× Ωε, and if
x = (x1, . . . , xk) 7−→
k∑
i=1
uεi (xi) +
|x|2
ε
=
k∑
i=1
(
uεi (xi) +
|xi|2
ε
)
is convex for x = (x1, . . . , xk) ∈ Rkd in a neighborhood of x ∈ Ωkε , then there exist
symmetric matrices X1, . . . , Xk ∈ Sd×d satisfying
−2
ε
I ≤ diag(X1, . . . , Xk) ≤ D2φ(x)
such that the following inequalities hold in the ordinary sense
Oε
ϕ[Fi](xi, u
ε
i (xi), Dxiφ(x), Xi, φ(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for all i ∈ {1, . . . , k}.
Proof. The proof is divided into three parts: In the first part, we will apply our nonlocal
generalization of Jensen’s lemma from Lemma 1.25, which will approximate the global
maximum point x ∈ Ωkε by differentiability points of the objective function. In the second
and third part, we will use the properties of the operators Fi to pass to the limit, which
will yield the desired result.
First, we show how to apply Lemma 1.25: Analogously to the proof of Lemma 2.4, we
can construct a function ψ ∈ C2p(Rkd) such that ψ(x) > 0 for x 6= x and
ψ(x) = |x− x|4
for all x ∈ Rkd in a neighborhood of x ∈ Ωkε . If we define φ(m) ∈ C2p(Rkd) by
φ(m)(x) := φ(x) +m−1ψ(x) + (w(x)− φ(x)) (2.8)
for x ∈ Rkd and m ∈ N, and w(x) := ∑ki=1 uεi (xi) for x = (x1, . . . , xk) ∈ Rkd, then
w− φ(m) has a strict global maximum in x ∈ Ωkε with w(x) = φ(m)(x). Consequently, our
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generalization of Jensen’s lemma in Lemma 1.25 implies the existence of (x(m,n))n∈N and
(φ
(m)
n )n∈N ⊂ C2p(Rkd) for every m ∈ N such that limn→∞ x(m,n) = x,
x = (x1, . . . , xk) 7−→ w(x) =
k∑
i=1
uεi (xi)
is twice differentiable in x(m,n) ∈ Rkd for all n ∈ N, limn→∞Dαφ(m)n = Dαφ(m) locally
uniformly for α ∈ {0, 1, 2}, supn∈N ‖φ(m)n ‖p <∞,
k∑
i=1
uεi (xi) = w(x) ≤ φ(m)n (x)
for all x = (x1, . . . , xk) ∈ Rkd and n ∈ N, and
k∑
i=1
uεi
(
x
(m,n)
i
)
= w
(
x(m,n)
)
= φ(m)n
(
x(m,n)
)
for all n ∈ N. Furthermore, Corollary 1.24 implies the existence of ψ(m)n ∈ C2p(Rkd) for
every n ∈ N such that Dαw(x(m,n)) = Dαψ(m)n (x(m,n)) for α ∈ {0, 1, 2}, and
w(x) ≤ ψ(m)n (x) ≤ φ(m)n (x)
for all x ∈ Rkd. Since Ωε ⊂ Rd is open, there exists an Nm ∈ N such that for all n ≥ Nm(
w − ψ(m)n
) (
x
(m,n)
1 , . . . , x
(m,n)
i−1 , · , x(m,n)i+1 , . . . , x(m,n)k
)
= uεi (·)−
(∑
j 6=i
uεj
(
x
(m,n)
j
)
+ ψ(m)n
(
x
(m,n)
1 , . . . , x
(m,n)
i−1 , · , x(m,n)i+1 , . . . , x(m,n)k
))
has a global maximum in x
(m,n)
i ∈ Ωε for each i ∈ {1, . . . , k}. According to Lemma 2.8,
the supremal convolutions uεi : Rd → R are viscosity solutions of Oεϕ[Fi] ≤ 0 in Ωε.
Therefore, we find together with the translation invariance assumption (A3)
Oε
ϕ[Fi]
(
x
(m,n)
i ,u
ε
i (x
(m,n)
i ), Dxiψ
(m)
n (x
(m,n)), D2xiψ
(m)
n (x
(m,n)),
ψ(m)n
(
x
(m,n)
1 , . . . , x
(m,n)
i−1 , · , x(m,n)i+1 , . . . , x(m,n)k
))
≤ 0
for all m ∈ N and n ≥ Nm. The classical maximum principle implies
Djw(x(m,n)) = Djψ(m)n (x
(m,n))
for all m ∈ N, n ≥ Nm and j ∈ {0, 1, 2}. Since ψ(m)n − φ(m)n has a global maximum in
x(m,n) ∈ Ωε for all m ∈ N and n ≥ Nm, we obtain that Dψ(m)n (x(m,n)) = Dφ(m)n (x(m,n)).
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Moreover, the degenerate ellipticity assumption (A2) for
Oε
ϕ[Fi] (cf. Lemma 2.10) implies
Oε
ϕ[Fi]
(
x
(m,n)
i , u
ε
i (x
(m,n)
i ), Dxiφ
(m)
n (x
(m,n)), X
(m,n)
i ,
φ(m)n
(
x
(m,n)
1 , . . . , x
(m,n)
i−1 , · , x(m,n)i+1 , . . . , x(m,n)k
))
≤ 0
(2.9)
for all m ∈ N and n ≥ Nm, where
X
(m,n)
i := D
2
xi
ψ(m)n (x
(m,n)) = D2xiw(x
(m,n)) = D2uεi (x
(m,n)
i )
for all m ∈ N, n ≥ Nm and i ∈ {1, . . . , k}.
We now show how to send n→∞ for fixed m ∈ N in Equation (2.9): By assumption,
x = (x1, . . . , xk) 7−→ w(x) + |x|
2
ε
=
k∑
i=1
(
uεi (xi) +
|xi|2
ε
)
is convex in a neighborhood of x ∈ Ωε. Hence, due to limn→∞ x(m,n) = x, there exists
N ′m ∈ N with N ′m ≥ Nm for every m ∈ N such that
D2
(
w +
| · |2
ε
)
(x(m,n)) = diag
(
X
(m,n)
1 , . . . , X
(m,n)
k
)
+
2
ε
I ≥ 0
for all m ∈ N and n ≥ N ′m. Moreover, since w − φ(m)n has a global maximum in
x(m,n) ∈ Rkd and w is twice differentiable in x(m,n) ∈ Rkd for all m ∈ N and n ∈ N, the
classical maximum principle implies
D2(w − φ(m)n )(x(m,n)) = diag
(
X
(m,n)
1 , . . . , X
(m,n)
k
)
−D2φ(m)n (x(m,n)) ≤ 0
for all m ∈ N and n ∈ N. Combining the last two inequalities leads to
−2
ε
I ≤ diag
(
X
(m,n)
1 , . . . , X
(m,n)
k
)
≤ D2φ(m)n (x(m,n)) ≤
∥∥D2φ(m)n (x(m,n))∥∥ I
for all m ∈ N and n ≥ N ′m, where we used that 〈Aξ, ξ〉 ≤ ‖A‖ · |ξ|2 = ‖A‖ 〈Iξ, ξ〉 for all
A ∈ Skd×kd and ξ ∈ Rkd. Note that for all m ∈ N
sup
n∈N
∥∥D2φ(m)n (x(m,n))∥∥ <∞,
because limn→∞ x(m,n) = x and limn→∞D2φ
(m)
n = D2φ(m) locally uniformly for all m ∈ N.
Since sets of the form {A ∈ Sd×d : −cI ≤ A ≤ cI} with C > 0 are compact (by the
Heine-Borel theorem), there exist convergent subsequences (X
(m,nj)
i )j∈N of (X
(m,n)
i )n∈N
for all m ∈ N and i ∈ {1, . . . , k} with X(m)i := limj→∞X(m,nj)i , such that for every m ∈ N
−2
ε
I ≤ diag
(
X
(m)
1 , . . . , X
(m)
k
)
= lim
j→∞
diag
(
X
(m,nj)
1 , . . . , X
(m,nj)
k
)
≤ lim
j→∞
D2φ(m)n (x
(m,nj)) = D2φ(m)(x) = D2φ(x).
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Furthermore, since x(m,n) ∈ arg max(w − ψ(m)n ) for all m ∈ N and n ∈ N, we find
uεi (x
(m,n)
i ) = w(x
(m,n))− ψ(m)n (x(m,n)) +
(
ψ(m)n (x
(m,n))−
∑
j 6=i
uεj
(
x
(m,n)
j
))
≥ w( x )− ψ(m)n ( x ) +
(
ψ(m)n (x
(m,n))−
∑
j 6=i
uεj
(
x
(m,n)
j
))
for all m ∈ N, n ∈ N and i ∈ {1, . . . , k}. This implies limn→∞ uεi (x(m,n)i ) = uεi (x) for all
m ∈ N and i ∈ {1, . . . , k}, due to the (semi-)continuity of the functions ui and φ. Finally,
the continuity assumption (A4) for
Oε
ϕ[Fi] (cf. Lemma 2.10) implies
Oε[Fi]
(
xi, u
ε
i (xi), Dxiφ
(m)(x), X
(m)
i , φ
(m) (x1, . . . , xi−1, · , xi+1, . . . , xk)
)
≤ 0 (2.10)
for all m ∈ N and i ∈ {1, . . . , k}, since limn→∞Dαφ(m)n = Dαφ(m) locally uniformly for
α ∈ {0, 1, 2} and supn∈N ‖φ(m)n ‖p <∞ for all m ∈ N by construction.
At last, we show how to send m→∞ in Equation (2.10): A similar compactness argu-
ments as before shows that there exist convergent subsequences (X
(mj)
i )j∈N of (X
(m)
i )m∈N
for all i ∈ {1, . . . , k} with Xi := limj→∞X(mj)i such that
−2
ε
I ≤ diag(X1, . . . , Xk) = lim
j→∞
diag
(
X
(mj)
1 , . . . , X
(mj)
k
)
≤ D2φ(x).
From Equation (2.8), we obtain supm∈N ‖φ(m)‖p ≤ ‖φ+ (w(x)− φ(x))‖p + ‖ψ‖p <∞,
lim
j→∞
Dαφ(mj) = Dα
(
φ+
(
w(x)− φ(x)))
locally uniformly for α ∈ {0, 1, 2}, and Dφ(mj)(x) = Dφ(x). The continuity assump-
tion (A4) and the translation invariance (A3) for
Oε
ϕ[Fi] (cf. Lemma 2.10) hence imply
Oε
ϕ[Fi](xi, u
ε
i (xi), Dxiφ(x), Xi, φ(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0,
as required.
The natural approach to obtain a maximum principle for the original operator F is to
use the stability of viscosity solutions in Lemma 2.8 for small ε > 0, apply the maximum
principle in Proposition 2.11 to obtain Xε1 , . . . , X
ε
k ∈ Sd×d for the smudged operators
Oε
ϕ[F ], and then send ε to zero. Unfortunately, the lower bound
−2
ε
I ≤ diag(Xε1 , . . . , Xεk)
explodes as ε → 0, which makes it complicated to extract a subsequential limit from
(Xε1 , . . . , X
ε
k) using a compactness argument. To circumvent this issue, Michael Crandall
introduced the following matrix compactification procedure in [33]. The extended version
for k ∈ N instead of two matrices presented below is due to Mingshang Hu and Shige
Peng in [67]. We include the proof for the convenience of the reader.
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Lemma 2.12 (Matrix Transformation). For symmetric X, Y ∈ Sd×d with
X ≤ Y < γ−1I
for γ > 0, the matrices (I − γX) and (I − γY ) are invertible. Hence,
Xγ := X(I − γX)−1
Y γ := Y (I − γY )−1
are well-defined and again symmetric. Furthermore, they satisfy
−γ−1I ≤ Xγ ≤ Y γ
as well as X ≤ Xγ.
Proof. First of all, note that every A ∈ Rd×d with A > 0 is invertible, since its kernel only
contains the origin, i.e. {x ∈ Rd : Ax = 0} = {0}. Moreover, if A ∈ Sd×d is invertible,
then the equality
(A−1)T = (A−1)T (AA−1) = ((A−1)TAT )A−1 = (AA−1)TA−1 = A−1
holds and therefore A−1 is also symmetric. Next, it is easy to see that for A ∈ {X, Y }
and x, y ∈ Rd the transformation
〈Ax, x〉 − γ−1|x− y|2 − 〈A(I − γA)−1y, y〉
=
〈
A
(
x− (I − γA)−1y), (x− (I − γA)−1y)〉− γ−1 ∣∣x− (I − γA)−1y∣∣2
follows from the bilinearity of the scalar product and the symmetry of the matrices.
Moreover, the relation A < γ−1I implies that the right hand side is strictly negative and
equal to zero if and only if x = (I − γA)−1y. Hence,
max
x∈Rd
{〈Ax, x〉 − γ−1|x− y|2} = 〈A(I − γA)−1y, y〉
for all y ∈ Rd. In particular, the relation X ≤ Y yields
〈Xγy, y〉 = 〈X(I − γX)−1y, y〉 = max
x∈Rd
{〈Xx, x〉 − γ−1|x− y|2}
≤ max
x∈Rd
{〈Y x, x〉 − γ−1|x− y|2}
=
〈
Y (I − γY )−1y, y〉
= 〈Y γy, y〉
for all y ∈ Rd, i.e. Xγ ≤ Y γ as required. Lastly, the symmetry of X implies〈
X2x, x
〉
=
〈
XTXx, x
〉
= 〈Xx,Xx〉 = |Xx|2 ≥ 0
for all x ∈ Rd and therefore X2 ≥ 0, which shows X ≥ X − γX2 = X(I − γX) as well
as Xγ = X(I − γX)−1 ≥ X. Analogously,
X ≥ X − γ−1I = −γ−1I(I − γX)
and thus Xγ = X(I − γX)−1 ≥ −γ−1I, as required.
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Corollary 2.13 (Matrix Compactification). Suppose that γ ∈ (0, k−1) with k ∈ N,
Jk,d :=

(k − 1)I −I · · · −I
−I . . . . . . ...
...
. . . . . . −I
−I · · · −I (k − 1)I
 ∈ Rkd×kd
and Xi ∈ Sd×d for i ∈ {1, . . . , k}. If the inequality
diag (X1, . . . , Xk) ≤ Jk,d
is satisfied, then Xγi := Xi(I − γXi)−1 ∈ Sd×d exists for every i ∈ {1, . . . , k} such that
−γ−1I ≤ diag (Xγ1 , . . . , Xγk ) ≤ (1− kγ)−1Jk,d
and Xi ≤ Xγi hold for all i ∈ {1, . . . , k}.
Proof. It is easy to verify by using block matrix multiplication that J2k,d = kJk,d holds,
since the diagonal blocks of J2k,d = Jk,d · Jk,d are of the form
((k − 1)I)2 + (k − 1)(−I)2 = ((k − 1)2 + (k − 1)) I = k ((k − 1)I) ,
whereas the off-diagonal blocks of J2k,d = Jk,d · Jk,d look like
2 ((k − 1)I) (−I) + (k − 2) (−I)2 = −2(k − 1)I + (k − 2)I = k (−I) .
Hence, one can rewrite
Jk,d(I − γJk,d) = Jk,d − γJ2k,d = (1− γk)Jk,d
in order to obtain Jγk,d := Jk,d(I − γJk,d)−1 = (1 − γk)−1Jk,d. Furthermore, a simple
calculation shows that
〈(kI − Jk,d)x, x〉 =
〈I · · · I... . . . ...
I · · · I
x, x〉 = 〈
x
(1) + . . .+ x(k)
...
x(1) + . . .+ x(k)
,
x
(1)
...
x(k)
〉
=
k∑
i=1
〈
x(1) + . . .+ x(k), x(i)
〉
=
∣∣x(1) + . . .+ x(k)∣∣2 ≥ 0
for all x = (x(1), . . . , x(k)) ∈ Rkd and therefore γ−1I > kI ≥ Jk,d, using γ < k−1.
In particular, Lemma 2.12 with X = diag(X1, . . . , Xk) and Y = Jk,d together with
Xγ = diag(X1, . . . , Xk)
γ = diag(Xγ1 , . . . , X
γ
k ),
which follows from the block structure of (I − γX)−1, implies the desired result.
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Theorem 2.14 (Maximum Principle). Suppose that p ≥ 0, that Ω ⊂ Rd is open, and
that ui ∈ USCp(Rd) are viscosity solutions in Ω of
Fi(x, ui(x), Dui(x), D
2ui(x), ui(·)) ≤ 0
for i ∈ {1, . . . , k} and operators Fi, which satisfy all assumptions from Remark 2.3.
Furthermore, suppose that φ ∈ C2p(Rkd), g0 ∈ C(Rkd) and gi ∈ C(Rkd;Sd×d) such that
D2φ(x) ≤ g0(x)Jk,d + diag(g1(x), . . . , gk(x))
for all x ∈ Rkd, where Jk,d ∈ Rkd×kd is defined as in Corollary 2.13. If
x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− φ(x)
has a global maximum in x = (x1, . . . , xk) ∈ Ωk = Ω× . . .× Ω with g0(x) > 0, then there
exist symmetric matrices Xγ1 , . . . , X
γ
k ∈ Sd×d for every γ ∈ (0, k−1) satisfying
−γ−1g0(x)I ≤ diag(Xγ1 − g1(x), . . . , Xγk − gk(x)) ≤ (1− kγ)−1g0(x)Jk,d
such that the following inequalities hold in the ordinary sense
Fi(xi, ui(xi), Dxiφ(x), X
γ
i , φ(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for all i ∈ {1, . . . , k}.
Proof. The proof is divided into four parts: Suppose that ϕˇ = ϕˇp∨2 ∈ C∞(Rd) and
ϕˆ = ϕˆp∨2 ∈ C∞(Rkd) denote the quasidistances with (p∨2)-polynomial growth in Rd and
Rkd from Lemma 1.14. In the first part, we will prove the existence of an approximating
sequence (φn)n∈N ⊂ C2(Rkd) for φ ∈ C2p(Rkd) such that
x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− φn(x) + n−1ϕˆ(x− x)
has a global maximum in x ∈ Ωk for all n ∈ N. In the second part, we will prove the
existence of (εn)n∈N and (xn)n∈N ⊂ Ωk such that limn→∞ εn = 0, limn→∞ xn = x and
x = (x1, . . . , xk) 7−→
k∑
i=1
uεni (xi)− φn(x)
has a global maximum in xn ∈ Ωk for all n ∈ N, where uεni = Oεnϕˇ [ui] ∈ C(Rd) is the
supremal convolution from Definition 1.8. In the third part, we will show how to apply
the maximum principle for smudged operators from Proposition 2.11 and the matrix
compactification from Corollary 2.13 to this approximation. In the forth part, we will
send n→∞ to obtain the desired result.
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First, we will construct the approximations (φn)n∈N ⊂ C2(Rkd) for φ ∈ C2p(Rkd):
We can assume without loss of generality that
k∑
i=1
ui(xi) = φ(x).
Otherwise, we replace φ(·) by φ(·)+(∑ki=1 ui(xi)−φ(x)) and use the translation invariance
assumption (A3) for the operators Fi with i ∈ {1, . . . , k}. According to Lemma 1.6, there
exist (χn)n∈N ⊂ C∞(Rkd) such that
1B[0,n](x) ≤ χn(x) ≤ 1B(0,2n)(x)
for all x ∈ Rd and n ∈ N. Suppose that C > ‖ui‖p ∨ ‖φ‖p for all i ∈ {1, . . . , k}, and
define the approximations φn ∈ C2(Rkd) by
φn(x) := χn(x− x)φ(x) + (1− χn(x− x))kC(1 + |x|p) + n−1ϕˆ(x− x) (2.11)
for all x ∈ Rkd and large n ∈ N. Since χn(x) = 0 for x ∈ Rkd \B(0, 2n) and thus
sup
x∈Rkd
|Dχn(x− x)| = sup
y∈B[0,2n]
|Dχn(y)| <∞
for all n ∈ N, there exists Cn > 0 such that
|φn(x)| ≤ Cn (1 + ϕˆ(x) )
|Dφn(x)| ≤ Cn (1 + |Dϕˆ(x)|)
(2.12)
for all x ∈ Rkd and large n ∈ N. Moreover, we have by assumption φ(x) ≥∑ki=1 ui(xi)
and C(1 + |xi|p) ≥ ui(xi) for all x ∈ Rkd, which implies
φn(x) = χn(x− x)φ(x) + (1− χn(x− x))kC(1 + |x|p) + n−1ϕˆ(x− x)
≥ χn(x− x)
k∑
i=1
ui(xi) + (1− χn(x− x))
k∑
i=1
ui(xi) + n
−1ϕˆ(x− x)
=
k∑
i=1
ui(xi) + n
−1ϕˆ(x− x)
for all x ∈ Rkd. Similarly, φn(x) = φ(x) implies φn(x) =
∑k
i=1 ui(xi). In particular,
x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− φn(x) + n−1ϕˆ(x− x)
has a global maximum in x ∈ Ωk for all n ∈ N.
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As a next step, we will construct (εn)n∈N and (xn)n∈N ⊂ Ωk such that limn→∞ εn = 0,
limn→∞ xn = x and xn ∈ arg max(
∑k
i=1 u
εn
i − φn) for all n ∈ N: Due to their continuity
and common growth at zero and infinity, there exists some λ ≥ 1 such that
λ−1ϕˆ(x) ≤
k∑
i=1
ϕˇ(xi) ≤ λϕˆ(x) (2.13)
for x = (x1, . . . , xk) ∈ Rkd. Lemma 1.12 shows the existence of xε = (xε1, . . . , xεk) ∈ Rkd
for x = (x1, . . . , xk) ∈ Rkd and 0 < ε ≤ (23(p∨2)−2C)−1 with
ϕˇ(xεi − xi) ≤ ε · 23(p∨2)C(1 + ϕˇ(xi)) (2.14)
such that the following identity holds
k∑
i=1
uεi (xi) =
k∑
i=1
Oε
ϕˇ[ui](xi) =
k∑
i=1
ui(x
ε
i )− ε−1ϕˇ(xi − xεi ).
Moreover, Lemma 1.15 and Equation (2.12) imply with C ′n := 2
3((p∨2)+1)(p ∨ 2)C3/2n <∞
0 ≤ φn(x)− Oλ−1εϕˆ [φn](x) ≤ ε1/(p∨2) · C ′n · (1 + ϕˆ(xε))
for all x ∈ Rkd, 0 < ε ≤ (23(p∨2)+110Cn)−1 and large n ∈ N. Combining these two findings
with x ∈ arg max(∑ki=1 ui − φn + n−1ϕˆ(· − x)) yields
k∑
i=1
uεi (xi)− φn(x) ≤
k∑
i=1
ui(x
ε
i )−
(
φn(x) + λε
−1ϕˆ(x− xε))
≤
(
k∑
i=1
ui(x
ε
i )− φn(xε)
)
+
(
φn(x
ε)− Oλ−1εϕˆ [φn](xε)
)
≤
(
k∑
i=1
ui(x)− φn(x)− n−1ϕˆ(xε − x)
)
+ ε1/(p∨2) · C ′n · (1 + ϕˆ(xε))
≤
(
k∑
i=1
uεi (x)− φn(x)
)
+ ρn,ε(x)
for all x ∈ Rkd, 0 < ε ≤ (23(p∨2)+110Cn)−1 ∧ (23(p∨2)−2C)−1 and large n ∈ N, where
ρn,ε(x) := ε
1/(p∨2)C ′n (1 + ϕˆ(x
ε))− n−1ϕˆ(xε − x).
Suppose that 0 < r < 1 such that B[x, r] ⊂ Ωk = Ω × . . . × Ω. We will now show
that for every n ∈ N there exists εn > 0 small enough such that ρn,εn(x) < 0 for all
x ∈ Rkd \B[x, n−1r]. In particular, this will imply that
x = (x1, . . . , xk) 7−→
k∑
i=1
uεni (xi)− φn(x)
has a global maximum in some xn ∈ B[x, n−1r] ⊂ Ωk for large n ∈ N, as required:
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For all x ∈ Rkd and small ε > 0, Equation (2.13), Equation (2.14) and the generalized
triangle inequality of ϕˆ = ϕˆp∨2 ∈ C∞(Rkd) with multiplier ρ = 22(p∨2)−2 ≤ 22(p∨2) from
Lemma 1.14 show that
ϕˆ(xε − x) ≤ λ
k∑
i=1
ϕˇ(xεi − xi) ≤ λ
k∑
i=1
ε · 23(p∨2)C (1 + ϕˇ(xi)) ≤ εC ′ (1 + ϕˆ(x))
with C ′ := kλ223(p∨2)C <∞, that ϕˆ(xε) ≤ 22(p∨2)ϕˆ(x) + ε 22(p∨2)C ′(1 + ϕˆ(x)) and that
ϕˆ(x− x) ≤ 22(p∨2) (ϕˆ(x− xε) + ϕˆ(xε − x)) ≤ ε 22(p∨2)C ′ (1 + ϕˆ(x)) + 22(p∨2)ϕˆ(xε − x).
This implies that ϕˆ(xε − x) ≥ 2−2(p∨2)ϕˆ(x− x)− εC ′ (1 + ϕˆ(x)) and therefore that
ρn,ε(x) ≤ ε1/(p∨2)C ′′n (1 + ϕˆ(x))− n−12−2(p∨2)ϕˆ(x− x)
≤ ε1/(p∨2)22(p∨2)C ′′n (1 + ϕˆ(x)) + ε1/(p∨2)22(p∨2)C ′′nϕˆ(x− x)− n−12−2(p∨2)ϕˆ(x− x)
= ε1/(p∨2)22(p∨2)C ′′n
(
1 + ϕˆ(x)
)− n−12−2(p∨2)−1ϕˆ(x− x)
+ ε1/(p∨2)22(p∨2)C ′′n ϕˆ(x− x) − n−12−2(p∨2)−1ϕˆ(x− x)
for all x ∈ Rd, n ∈ N and small ε > 0, where C ′′n <∞ is a constant only depending on
p ≥ 0 and Cn <∞. Hence, there exists (εn)n∈N ⊂ (0,∞) with limn→∞ εn = 0 such that
ρn,εn(x) < 0 for all x ∈ Rkd \B[x, n−1r] and n ∈ N. In particular,
x = (x1, . . . , xk) 7−→
k∑
i=1
uεni (xi)− φn(x)
has a global maximum in some xn ∈ B[x, n−1r] ⊂ Ωk for large n ∈ N. Moreover, the
properties of supremal convolutions from Lemma 1.12 imply that
x = (x1, . . . , xk) 7−→
k∑
i=1
uεni (xi) +
|x|2
εn
=
k∑
i=1
(
uεni (xi) +
|xi|2
εn
)
is a convex function on B[x, r] and that xn ∈ Ωkεn for large n ∈ N.
Now, we will show how to apply the maximum principle for smudged operators from
Proposition 2.11 and the matrix compactification from Corollary 2.13: Lemma 1.18 and
|φn(x)| ≤ kC(1 + |x|p) + n−1ϕˆ(x− x)
for all x ∈ Rd and n ∈ N imply the existence of (ψn)n∈N ⊂ C2p(Rkd) such that{
x ∈ Rkd : ψn(x) = φn(x)
} ⊃ {x ∈ Rkd : |φn(x)| ≤ 2kC (1 + |x|p)}
⊃ {x ∈ Rkd : n−1ϕˆ(x− x) ≤ kC (1 + |x|p)} (2.15)
for all n ∈ N, such that supn∈N ‖ψn‖p ≤ 8kC <∞, and such that
x = (x1, . . . , xk) 7−→
k∑
i=1
uεni (xi)− ψn(x)
has a global maximum in xn ∈ Ωkεn for large n ∈ N. Note that the right-hand side
of Equation (2.15) increases to Rkd as n → ∞ due to the continuity of ϕˆ ∈ C∞(Rkd).
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Finally, Proposition 2.11 implies the existence of X
(n)
1 , . . . , X
(n)
k ∈ Sd×d satisfying
−2
ε
I ≤ diag(X(n)1 , . . . , X(n)k ) ≤ D2ψn(xn)
such that the following inequalities hold in the ordinary sense
Oεn [Fi](x
n
i , u
εn
i (x
n
i ), Dxiψn(x
n), X
(n)
i , ψn(x
n
1 , . . . , x
n
i−1, · , xni+1, . . . , xnk)) ≤ 0
for large n ∈ N and i ∈ {1, . . . , k}. Since ψn ≡ φn in a neighborhood of x ∈ Ωk for large
n ∈ N, and since ϕˆ(x) ≡ |x|2 in a neighborhood of x = 0, we find
Dxiψn(x
n) = Dxiφn(x
n) = Dxiφ(x
n) + 2n−1 (xni − xi)
D2xiψn(x
n) = D2xiφn(x
n) = D2xiφ(x
n) + 2n−1I
for large n ∈ N. Therefore,
diag(X
(n)
1 , . . . , X
(n)
k ) ≤ D2ψn(xn) = D2xiφ(xn) + 2n−1I
≤ g0(xn)Jk,d + diag(g1(xn), . . . , gk(xn)) + 2n−1I
for large n ∈ N, which shows diag(Y (n)1 , . . . , Y (n)k ) ≤ Jk,d with
Y
(n)
i := g0(x
n)−1
(
X
(n)
i − gi(xn)− 2n−1I
)
∈ Sd×d
for large n ∈ N and i ∈ {1, . . . , k}. Corollary 2.13 now implies that
X
(n)
i := g0(x
n)
(
Y
(n)
i
)γ
+ gi(x
n) = g0(x
n)
(
Y
(n)
i (I − γY (n)i )−1
)
+ gi(x
n) ∈ Sd×d
satisfy X
(n)
i ≤ X(n)i + 2n−1I and
−γ−1g0(xn)I ≤ diag(X(n)1 − g1(xn), . . . , X(n)k − gk(xn)) ≤ (1− kγ)−1g0(xn)Jk,d (2.16)
for large n ∈ N and i ∈ {1, . . . , k}. Hence, the degenerate ellipticity assumption (A2) for
the smudged operators
Oεn [Fi] (cf. Lemma 2.10) leads to
Oεn [Fi](x
n
i , u
εn
i (x
n
i ), Dxiψn(x
n), X
(n)
i + 2n
−1I, ψn(xn1 , . . . , x
n
i−1, · , xni+1, . . . , xnk)) ≤ 0
for large n ∈ N and i ∈ {1, . . . , k}.
At last, we will use the continuity assumption (A4) to obtain the desired result:
Equation (2.16) together with Jk,d ≤ kI, the continuity of g0 ∈ C(Rkd) and gi ∈
C(Rkd;Sd×d) at x ∈ Ωk, and g0(x) > 0 imply (similar to the proof of Proposition 2.11)
that the sets
{X(n)i : n ∈ N}
are relatively compact for i ∈ {1, . . . , k}. Thus, there are subsequences (X(nm)i )m∈N of
(X
(n)
i )n∈N and matrices Xi ∈ Sd×d such that limm→∞X(nm)i = Xi for all i ∈ {1, . . . , k}.
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By construction of the approximations (φn)n∈N ⊂ C2(Rkd) and (ψn)n∈N ⊂ C2p(Rkd)
(cf. Equation (2.11) and Equation (2.15)), we have
sup
n∈N
‖ψn‖p ≤ 8kC <∞
and there exists NR ∈ N for every R > 0 such that
ψn(x) = φn(x) = φ(x) + n
−1ϕˆ(x− x)
for all x ∈ B[x,R] and n ≥ NR. This shows that
lim
n→∞
Dαψn = D
αφ
locally uniformly for α ∈ {0, 1, 2}. Since limn→∞ εn = 0, we find uεi ≥ uεni ≥ ui for all
ε > 0, large n ∈ N and i ∈ {1, . . . , k}. Therefore, xn ∈ arg max(∑ki=1 uεni − φn) implies
uεj(x
n
j ) ≥ uεnj (xnj ) =
(
k∑
i=1
uεni (x
n
i )− φn(xn)
)
−
(∑
i 6=j
uεni (x
n
i )− φn(xn)
)
≥
(
k∑
j=1
uεni (xi )− φn(x )
)
−
(∑
i 6=j
uεni (x
n
i )− φn(xn)
)
≥
(
k∑
j=1
ui(xi )− φn(x )
)
−
(∑
i 6=j
uεi (x
n
i )− φn(xn)
)
,
for large n ∈ N and j ∈ {1, . . . , k}. This shows that
uεj(xj) ≥ lim sup
n→∞
uεnj (x
n
j ) ≥ lim inf
n→∞
uεnj (x
n
j )
≥
(
k∑
i=1
ui(xi)− φ(x)
)
−
(∑
i 6=j
uεi (xi)− φ(x)
)
=
k∑
i=1
ui(xi)−
∑
i 6=j
uεi (xi)
for small ε > 0 and j ∈ {1, . . . , k}, using the (semi-)continuity of ui ∈ USC(Rd) and
uεi ∈ C(Rd) for i ∈ {1, . . . , k}, limn→∞ xn = x and limn→∞ φn = φ locally uniformly.
In particular, since limε→0 uεj(x) = uj(x) for x ∈ Rd according to Lemma 1.12, this shows
lim
n→∞
uεnj (x
n
j ) = uj(xj)
for all j ∈ {1, . . . , k}. Finally, a combination of the preceding convergence results with
the continuity assumption (A4) for
Oεn [Fi] (cf. Lemma 2.10) yields
Oε[Fi](xi, ui(xi), Dxiψ(x), Xi, φ(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for small ε > 0 and i ∈ {1, . . . , k}. The (pointwise) convergence limε→0 Oε[Fi] = Fi for
i ∈ {1, . . . , k} (cf. the proof of Lemma 2.10) hence implies the desired result.
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The preceding lift of the maximum principle for smudged operators to the original
problem is considerably more involved compared to the existing literature, such as [33]
for local equations or [75] for nonlocal equations: In fact, at the beginning of the proof
of [75, Lemma 7.8], the authors claim that since
x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− φ(x)
has a global maximum x ∈ Rd by assumption, the approximated problems
x = (x1, . . . , xk) 7−→
k∑
i=1
uεi (xi)− φ(x)
have global maxima in xε ∈ Rd for small ε > 0 with limε→0 xε = x. Unfortunately, this
implication does not seem to hold in this generality: Take e.g. k = 1 with u1(x) = |x|2
and φ(x) = |x|2 − (1 + |x|2)−1 for x ∈ Rd. A simple calculation shows
uεi (x) =
Oε
|·|2 [ui](x) = |x|2 + ε(1− ε)−1|x|2
for ε > 0 and x ∈ Rd, employing the classical maximum principle for differentiable
functions. Obviously, x 7→ u1(x)− φ(x) = (1 + |x|2)−1 has a global maximum in x = 0,
whereas the functions
x 7−→ uε1(x)− φ(x) = ε(1− ε)−1|x|2 + (1 + |x|2)−1
are not even bounded for any ε > 0. (Note that, even though we used the parabola | · |2
instead of the quasidistance ϕ2 with quadratic growth from Lemma 1.14, the example
still works if we would use the latter.) In order to prove a general maximum principle
using the stability result from Lemma 2.8 for solutions with p-polynomial growth in
possibly unbounded domains Ω, we therefore have to construct approximations φε of the
original function φ as well, which include additional penalization terms to ensure that
x = (x1, . . . , xk) 7−→
k∑
i=1
uεi (xi)− φε(x)
stills attains a maximum for small ε > 0. Furthermore, the construction has to be chosen
carefully to ensure that the convergence limε→0 φε = φ is strong enough to apply our
weaker continuity assumptions. Alternatively, one could impose stronger assumptions on
the maximum point in the statement of Theorem 2.14, which typically only postpones
the additional effort to applications of these maximum principle.
Since we want to use the generalized operators F κ (which separates the singular
nonlocal terms from its rest) to prove a comparison principle later, we now show how to
lift the preceding maximum principle from the original operator F to its generalization F κ.
The idea of the following proof essentially corresponds to the one of Lemma 2.7, in which
we showed that viscosity solutions (under additional continuity assumptions) can be
characterized using F κ instead of F .
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Lemma 2.15 (Maximum Principle for Generalized Operators). Suppose that
p ≥ 0, that Ω ⊂ Rd is open, and that ui ∈ Cp(Rd) are viscosity solutions in Ω of
Fi(x, ui(x), Dui(x), D
2ui(x), ui(·)) ≤ 0
for i ∈ {1, . . . , k} and operators Fi, which satisfy all assumptions from Remark 2.3.
Furthermore, suppose that φ ∈ C2p(Rkd), g0 ∈ C (Rkd;R) and gi ∈ C (Rkd; Sd×d) such that
D2φ(x) ≤ g0(x)Jk,d + diag(g1(x), . . . , gk(x))
for all x ∈ Rkd, where Jk,d ∈ Rkd×kd is defined as in Corollary 2.13. If
x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− φ(x)
has a global maximum in x = (x1, . . . , xk) ∈ Ωk = Ω× . . .× Ω with g0(x) > 0, then there
exist symmetric matrices Xγ1 , . . . , X
γ
k ∈ Sd×d for every γ ∈ (0, k−1) satisfying
−γ−1g0(x)I ≤ diag(Xγ1 − g1(x), . . . , Xγk − gk(x)) ≤ (1− kγ)−1g0(x)Jk,d
such that the following inequalities hold in the ordinary sense
F κi (xi, ui(xi), Dxiφ(x), X
γ
i , ui(·), φ(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for all i ∈ {1, . . . , k} and 0 < κ < 1.
Proof. Similar to the proof of Theorem 2.14, we assume without loss of generality that
k∑
i=1
ui(xi) = φ(x).
According to Theorem 1.20, there hence exists a sequence (φn)n∈N ⊂ C2p(Rkd) such that
k∑
i=1
ui(xi) ≤ φn+1(x) ≤ φn(x) ≤ φ(x)
for all x = (x1, . . . , xk) ∈ Rkd and n ∈ N, and such that
lim
n→∞
φn(x) =
k∑
i=1
ui(x)
for all x = (x1, . . . , xk) ∈ Rkd. In particular, the functions φn − φ and
x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− φn(x)
have global maxima in x ∈ Ωk for every n ∈ N. Before we can apply Theorem 2.14,
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we have to obtain bounds for D2φn with n ∈ N: A simple calculation shows
D2φn(x) = D
2φ(x) +D2 (φn − φ) (x) ≤ D2φ(x) + λ+max
[
D2 (φn − φ) (x)
]
I
≤ g0(x)Jk,d + diag(g(n)1 (x), . . . , g(n)k (x))
for all x ∈ Rkd and n ∈ N, where λ+max [D2 (φn − φ) (x)] denotes the positive part of the
largest eigenvalue of D2 (φn − φ) (x) ∈ Skd×kd and
g
(n)
i (x) := gi(x) + λ
+
max
[
D2 (φn − φ) (x)
]
I
for i ∈ {1, . . . , k}. Theorem 2.14 now implies for every γ ∈ (0, k−1) the existence of
symmetric matrices X
(n)
1 , . . . , X
(n)
k ∈ Sd×d satisfying
−γ−1g0(x)I ≤ diag(X(n)1 − g(n)1 (x), . . . , X(n)k − g(n)k (x)) ≤ (1− kγ)−1g0(x)Jk,d
such that the following inequalities hold in the ordinary sense
Fi(xi, ui(xi), Dxiφn(x), X
(n)
i , φn(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0 (2.17)
for all n ∈ N and i ∈ {1, . . . , k}.
In order to pass to the limit, recall that φn−φ have global maxima in x ∈ Ωk for every
n ∈ N, which implies D(φn − φ)(x) = 0 and D2(φn − φ)(x) ≤ 0 for all n ∈ N. Therefore,
we obtain g
(n)
j (x) = gj(x) for j ∈ {1, . . . , k} and hence
−γ−1g0(x)I ≤ diag(X(n)1 − g1(x), . . . , X(n)k − gk(x)) ≤ (1− kγ)−1g0(x)Jk,d
for all n ∈ N. Similar to the proof of Corollary 2.13, this implies that
{X(n)i : n ∈ N} ⊂ Sd×d
is relatively compact for all i ∈ {1, . . . , k}. Thus, there exist matrices Xi ∈ Sd×d and
subsequences (X
(nm)
i )m∈N of (X
(n)
i )n∈N such that
lim
m→∞
X
(nm)
i = Xi
for all i ∈ {1, . . . , k}. According to Dini’s theorem from Theorem 1.27, the continuity
of x = (x1, . . . , xk) 7→
∑k
i=1 ui(xi) implies that limn→∞ φn =
∑k
i=1 ui locally uniformly.
Since
∑k
i=1 ui(xi) ≤ φn(x) ≤ φ1(x) for all x = (x1, . . . , xk) ∈ Rkd and n ∈ N, we find
sup
n∈N
‖φn‖p ≤ ‖φ1‖p +
k∑
i=1
‖ui‖p <∞.
Hence, Equation (2.17) together with the degenerate ellipticity (A2) and the continuity
assumption (A4) (using limm→∞ φnm(x1, . . . , xi−1, · , xi+1, . . . , xk) = ui(·) +
∑
j 6=i uj(xi)
locally uniformly and limm→∞X
(nm)
i = Xi for i ∈ {1, . . . , k}) lead to
F κi (xi, ui(xi), Dxiφ(x), Xi, ui(·) +
∑
j 6=i
uj(xi), φ(x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for all i ∈ {1, . . . , k}. Finally, an application of the translation invariance assumption (A3)
implies the desired result.
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A careful inspection of the proof of Lemma 2.15 shows (similar to the discussion after
Lemma 2.7) that we utilized the continuity of our subsolutions ui ∈ C (Rd) only once, in
order to show that the convergence
lim
n→∞
φn =
k∑
i=1
ui
is locally uniform and not only pointwise (by applying Dini’s theorem, cf. Theorem 1.27).
This necessity stems from our weaker continuity assumption (A4). In fact, if the
operators Fi were continuous with respect to pointwise convergence (cf. the discussion
after Remark 2.3), Lemma 2.15 would also hold for discontinuous ui ∈ USCp(Rd). Since
the preceding maximum principle for generalized operators is the main tool to prove a
comparison principle for semicontinuous functions (as we will see later in Theorem 2.22),
this shows that our weaker continuity assumptions not only cause more involved proofs
for the corresponding maximum principles, but also for their applications.
Before we proceed to show how to apply our preceding results to parabolic problems,
let us make another comment on their originality: Although the main line of arguments
for proving the maximum principles in Proposition 2.11, Theorem 2.14 and Lemma 2.15
follow the ideas in [75] (which in turn are based on [33] for local equations), we consider it
valuable to give all necessary details here. Due to our substantially weaker continuity and
growth assumptions (cf. Remark 2.3), some of the approximations at the heart of these
arguments have to be significantly generalized and applied with the utmost care. Despite
the fact that the technicalities of these generalizations are partly hidden in Chapter 1,
their ideas are critical to cover the equations we obtain for sublinear Markov semigroups
in Chapter 4.
In the preceding proofs, it became apparent that the approximation of maximum
points is an important concept in viscosity solutions theory. The following lemma from
[35, Proposition 3.7] presents a very abstract formulation of this concept, and we include
its proof here in order to be self-contained.
Lemma 2.16 (Perturbed Maximum Points). Suppose that Ω ⊂ Rd is an arbitrary
set, that Φ ∈ USC(Ω) and Ψ ∈ LSC(Ω) with Ψ(x) ≥ 0 for all x ∈ Ω, and that
Mλ := sup {Φ(x)− λΨ(x) : x ∈ Ω}
for all λ > 0. If limλ→∞Mλ exists in R and x(λ) ∈ Ω is chosen such that
lim
λ→∞
(
Mλ −
(
Φ(x(λ))− λΨ(x(λ)))) = 0,
then limλ→∞ λΨ(x(λ)) = 0. Moreover,
lim
λ→∞
Mλ = Φ(xˆ) = sup {Φ(x) : x ∈ Ω with Ψ(x) = 0} ,
whenever xˆ ∈ Ω is a limit point of (x(λ))λ>0.
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Proof. For the first part, it is easy to check that
Mλ/2 ≥ Φ(x(λ))− (λ/2)Ψ(x(λ)) =
(
Φ(x(λ))− λΨ(x(λ)))+ (λ/2)Ψ(x(λ))
≥Mλ − δλ + (λ/2)Ψ(x(λ))
with δλ := Mλ − (Φ(x(λ))− λΨ(x(λ))) for all λ > 0. Therefore, we obtain
0 ≤ lim inf
λ→∞
(
λΨ(x(λ))
) ≤ lim sup
λ→∞
(
λΨ(x(λ))
) ≤ lim sup
λ→∞
(
2
(
Mλ/2 −Mλ + δλ
))
= 0,
since limλ→∞ δλ = 0 and limλ→∞Mλ = limλ→∞Mλ/2 by assumption.
For the second part, suppose that xˆ ∈ Ω is a limit point of (x(λ))λ≥0, i.e. there exists
(λn)n∈N with limn→∞ λn =∞ such that limn→∞ x(λn) = xˆ. Since limn→∞ λnΨ(x(λn)) = 0,
0 ≤ Ψ(xˆ) ≤ lim inf
n→∞
Ψ(x(λn)) =
(
lim
n→∞
λ−1n
)(
lim
n→∞
λnΨ(x
(λn))
)
= 0
and hence Ψ(xˆ) = 0, using the lower semicontinuity of Ψ ∈ LSC(Ω). Moreover,
lim
n→∞
Mλn = lim
n→∞
(Mλn − δλn) ≤ lim sup
n→∞
(
Φ(x(λn))− λnΨ(x(λn))
)
= lim sup
n→∞
Φ(x(λn)) ≤ Φ(xˆ)
≤ sup {Φ(x) : x ∈ Ω with Ψ(x) = 0} ≤ lim
n→∞
Mλn
using the upper semicontinuity of Φ ∈ USC(Ω). Since Ψ(x) ≥ 0 for all x ∈ Ω,
Mλ decreases as λ > 0 increases. Finally, this implies
lim
λ→∞
Mλ = lim
n→∞
Mλn = Φ(xˆ) = sup {Φ(x) : x ∈ Ω with Ψ(x) = 0} ,
and therefore proves the desired result.
As a special case of the preceding result, we obtain the well-established concept
of variable augmentation (also known as variable doubling for k = 2): For viscosity
subsolutions ui ∈ USC(Rd) with i ∈ {1, . . . , k}, it is useful to maximize
Rkd 3 x = (x1, . . . , xk) 7−→
k∑
i=1
ui(xi)− λφ(x)
instead of Rd 3 x 7→∑ki=1 ui(x) for large constants λ > 0 and some function φ ∈ C2(Rd),
that penalizes x ∈ Rkd away from the diagonal {x = (x1, . . . , xk) ∈ Rkd : x1 = . . . = xk}:
Suppose that the augmented function x 7→∑ki=1 ui(xi)− λφ(x) has a global maximum
in xλ = (xλ1 , . . . , x
λ
k) ∈ Rkd, then for each j ∈ {1, . . . , k} the maps
Rd 3 xj 7−→ uj(xj) +
∑
i 6=j
ui(x
λ
i )− λφ(xλ)
have global maxima in xλj ∈ Rd. This allows us to apply the definition of viscosity solutions
from Definition 2.1 or the degenerate ellipticity assumption (A2) from Remark 2.3.
Moreover, the following result shows how we can recover global maxima of the original
problem Rd 3 x 7→∑ki=1 ui(x) by sending λ > 0 to infinity.
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Corollary 2.17 (Variable Augmentation). Suppose that Ω ⊂ Rd is an arbitrary set,
and that ui ∈ USC(Ω) for i ∈ {1, . . . , k} with k ∈ N. If Mλ <∞ for large λ > 0, where
Mλ := sup
{
k∑
i=1
ui(xi)− λ
∑
i<j
|xi − xj|2 : x = (x1, . . . , xk) ∈ Ωk
}
,
and x(λ) ∈ Ωk is chosen such that
lim
λ→∞
(
Mλ −
(
k∑
i=1
ui(x
(λ)
i )− λ
∑
i<j
|x(λ)i − x(λ)j |2
))
= 0,
then limλ→∞ λ
∑
i<j |x(λ)i − x(λ)j |2 = 0. Moreover,
lim
λ→∞
Mλ =
k∑
i=1
ui(xˆi) =
k∑
i=1
ui(xˆ1) = sup
{
k∑
i=1
ui(x) : x ∈ Ω
}
and xˆ1 = . . . = xˆk, whenever xˆ = (xˆ1, . . . , xˆk) ∈ Ωk is a limit point of (x(λ))λ>0.
Let us quickly remark how the variable augmentation from Corollary 2.17 is usually
applied for bounded viscosity solutions on bounded domains in the existing literature:
First of all, if the domain Ω ⊂ Rd is bounded and closed, then
sup
x∈Ωk
(
k∑
i=1
ui(xi)− λ
∑
i<j
|xi − xj|2
)
=
k∑
i=1
ui(x
(λ)
i )− λ
∑
i<j
|x(λ)i − x(λ)j |2
for every λ > 0 with some x(λ) = (x
(λ)
1 , . . . , x
(λ)
k ) ∈ Ωk. Furthermore, if
Rd ⊇ Ω 3 x 7−→
k∑
i=1
ui(x)
has a strict global maximum in xˆ ∈ Ω, then Corollary 2.17 implies that
lim
λ→∞
x(λ) = xˆ.
Since we want to cover unbounded viscosity solutions in unbounded domains, the
applications of Corollary 2.17 gets more involved. More precisely, we typically have
to introduce penalization terms to the original problem first, to ensure that all related
suprema are finite and attained inside a fixed bounded set.
The preceding proof of Corollary 2.17 also allows to augment functions with respect
to only some of its coordinates (similar to the discussion after Lemma 2.8). However,
since we do not want to complicate our presentation by technical details in this thesis,
we leave the more general formulation and proof to the interested reader.
95
2. Integro-Differential Equations
The main objective for the rest of this section is to obtain a maximum and a comparison
principle for general parabolic equations of the form
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0, (E2)
with solutions u : [0, T ]× Rd → R for some T > 0 and degenerate elliptic operators
G : (0, T )× Rd × R× Rd × Sd×d × C2p(Rd) −→ R
satisfying all assumptions in Remark 2.3. Obviously, this a special form of the equations
F (x, u(x), Du(x), D2u(x), u(·)) = 0, (E1)
which we have considered up to now. According to Lemma 2.6, we can apply the elliptic
maximum principle from Theorem 2.14 to (semi-)solutions that operate on [0, T ]× Rd
(instead of R1+d) without changing any of the arguments, since the operator G only
depends on values in (0, T )×Rd. The proof of the following parabolic maximum principle
is based on a sketch in [74] (which in turn originates from [34]). It uses the special form
of parabolic equations to obtain a refined statement, which is useful for later applications.
Lemma 2.18 (Parabolic Maximum Principle). Suppose that p ≥ 0 and T > 0, that
Ω ⊂ Rd is open, and that ui ∈ USCp([0, T ]× Rd) are viscosity solutions in (0, T )× Ω of
∂tui(t, x) +Gi(t, x, ui(t, x), Dui(t, x), D
2ui(t, x), ui(t, · )) ≤ 0
for i ∈ {1, . . . , k} and operators Gi, which satisfy all assumptions from Remark 2.3.
Furthermore, suppose that φ ∈ C2p((0, T ) × Rkd) together with g0 ∈ C((0, T ) × Rkd;R)
and gi ∈ C((0, T )× Rkd;Sd×d) such that
D2φ(t, x) ≤ g0(t, x)Jk,d + diag(g1(t, x), . . . , gk(t, x))
for all (t, x) ∈ (0, T )× Rkd, where Jk,d ∈ Rkd×kd is defined as in Corollary 2.13. If
(t, x) = (t, x1, . . . , xk) 7−→
k∑
i=1
ui(t, xi)− φ(t, x)
has a global maximum in (t, x) = (t, x1, . . . , xk) ∈ (0, T )×Ωk with g0(t, x) > 0, then there
exist symmetric matrices Xγ1 , . . . , X
γ
k ∈ Sd×d and b1, . . . , bk ∈ Rd for every γ ∈ (0, k−1)
satisfying
∑k
i=1 bi = ∂tφ(t, x) and
−γ−1g0(t, x)I ≤ diag(Xγ1 − g1(t, x), . . . , Xγk − gk(t, x)) ≤ (1− kγ)−1g0(t, x)Jk,d
such that the following inequalities hold in the ordinary sense
bi −Gi(t, xi, ui(t, xi), Dxiφ(t, x), Xγi , φ(t, x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for all i ∈ {1, . . . , k}.
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Proof. Before we begin, note that similar arguments as in the proof of Lemma 2.6 show:
We can assume without loss of generality that φ ∈ C2p(R× Rkd) and ui ∈ USCp(R× Rd)
for i ∈ {1, . . . , k}, i.e. all functions are defined on the whole space.
The proof is divided into four parts: In the first part, we will construct the approx-
imations φελ ∈ C2(Rk × Rkd) for φ ∈ C2(R × Rkd) with small ε > 0 and large λ > 0,
introduce the related perturbed problems
Rk × Rkd 3 (τ, x) 7−→
k∑
i=1
ui(τi, xi)− φελ(τ, x)
and show that they attain their suprema in some (τˆ (ε,λ), xˆ(ε,λ)) ∈ Rk×Rkd. In the second
part, we will use Corollary 2.17 to show that (along a suitable subsequence)
lim
ε→0
lim
λ→∞
(τˆ (ε,λ), xˆ(ε,λ)) = (t, . . . , t, x).
In the third part, we will demonstrate how to apply the elliptic maximum principle from
Theorem 2.14 to the perturbed problems for fixed ε > 0 and λ > 0. In the forth part, we
will show that the continuity assumption (A4) implies the desired result as λ→∞ and
ε→ 0 (along a suitable subsequence).
First, we will introduce the perturbed problems: Define φελ ∈ C2(Rk × Rkd) by
φελ(τ, x) := φ(τ1, x) + λ
∑
i<j
|τi − τj|2 + ε
k∑
i=1
(|xi − xi|p+2 + |τi − t|2) (2.18)
for (τ, x) = (τ1, . . . , τk, x1, . . . , xk) ∈ Rk × Rkd, ε > 0 and λ ≥ 0, and set
M ελ := sup
(τ,x)∈Rk×Rkd
(
k∑
i=1
ui(τi, xi)− φελ(τ, x)
)
for ε > 0 and λ ≥ 0. We want to show that these suprema are attained: By assumption,
m0 := sup
(t,x)∈R×Rkd
(
k∑
i=1
ui(t, xi)− φ(t, x)
)
=
k∑
i=1
ui(t, xi)− φ(t, x) <∞.
Moreover, it is easy to see that for each (τ, x) ∈ Rk × Rkd, ε > 0 and λ ≥ 0
k∑
i=1
ui(τi, xi)− φελ(τ, x) ≤
k∑
i=1
ui(τi, xi)− φ(τ1, x)− ε
k∑
i=1
(|xi − xi|p+2 + |τi − t|2)
≤ m0 +
k∑
i=1
(ui(τi, xi)− ui(τ1, xi))
− ε
k∑
i=1
(|xi − xi|p+2 + |τi − t|2)
≤ m0 +
k∑
i=1
2C(1 + |xi|p)− ε
k∑
i=1
(|xi − xi|p+2 + |τi − t|2) .
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Since the right-hand side of this inequality converges to minus infinity as |(τ, x)| → ∞
for fixed ε > 0 (independent of λ ≥ 0), there hence exist constants Rε > 0 such that
M ελ = sup
{
k∑
i=1
ui(τi, xi)− φελ(τ, x)
∣∣∣∣∣ (τ, x) ∈ B[0, Rε] ⊂ Rk × Rkd
}
for all λ ≥ 0. In particular, there exist
(τˆ (ε,λ), xˆ(ε,λ)) ∈ B[0, Rε] ⊂ Rk × Rkd
for all ε > 0 and λ ≥ 0 such that
M ελ =
k∑
i=1
ui(τˆ
(ε,λ)
i , xˆ
(ε,λ)
i )− φελ(τˆ (ε,λ), xˆ(ε,λ)),
due to the (semi-)continuity of φελ ∈ C2(R× Rkd) and ui ∈ USC(Rd) for i ∈ {1, . . . , k}.
As a next step, we will apply the variable augmentation result from Corollary 2.17:
Since B[0, Rε] ⊂ Rk × Rkd is compact for all ε > 0, there exist sequences (λ(ε)n )n∈N with
limn→∞ λ
(ε)
n =∞ for every ε > 0 such that
(τˆ (ε), xˆ(ε)) := lim
n→∞
(
τˆ (ε,λ
(ε)
n ), xˆ(ε,λ
(ε)
n )
)
exist in Rk × Rkd. According to Corollary 2.17, we have
lim
n→∞
λ(ε)n
∑
i<j
∣∣∣τˆ (ε,λ(ε)n )i − τˆ (ε,λ(ε)n )j ∣∣∣2 = 0,
which leads to τˆ
(ε)
1 = . . . = τˆ
(ε)
k . Furthermore, Corollary 2.17 also implies that
lim
λ→∞
M ε
λ
(ε)
n
=
k∑
i=1
ui(τˆ
(ε)
1 , xˆ
(ε)
i )− φε0(τˆ (ε), xˆ(ε))
= sup
{
k∑
i=1
ui(t, xi)− φε0 ((t, . . . , t), x)
∣∣∣∣∣ (t, x) ∈ R× Rkd
}
for all ε > 0. In particular, since for all ε > 0
R× Rkd 3 (t, x) = (t, x1, . . . , xk) 7−→
k∑
i=1
ui(t, xi)− φε0 ((t, . . . , t), x)
have unique maxima in (t, x) ∈ (0, T )× Ωk ⊂ R× Rkd, we obtain
lim
n→∞
(τˆ (ε,λ
(ε)
n ), xˆ(ε,λ
(ε)
n )) = (t, . . . , t, x)
for all ε > 0.
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We will now show how to apply the elliptic maximum principle from Theorem 2.14:
Suppose that (εn)n∈N is a decreasing sequence with limn→∞ εn = 0. According to the last
paragraph, there exists a sequence (λn)n∈N with limn→∞ λn =∞ such that
(0, T )× Ωk 3 (τˆ (n), xˆ(n)) := (τˆ (εn,λn), xˆ(εn,λn)) −→ (t, . . . , t, x)
as n→∞ and limn→∞ λn
∑
i<j |τˆ (n)i − τˆ (n)j |2 = 0, using a diagonal argument. Moreover,
Rk × Rkd 3 (τ, x) 7−→
k∑
i=1
ui(τi, xi)− φn(τ, x)
with φn := φ
εn
λn
∈ C2(Rk × Rkd) has a global maximum in (τˆ (n), xˆ(n)) ∈ (0, T ) × Ωk for
every n ∈ N. The definition of φεnλn ∈ C2(Rk × Rkd) from Equation (2.18) together with
limn→∞ λn
∑
i<j |τˆ (n)i − τˆ (n)j |2 = 0 show that
|φεnλn(τˆ (n), x)| ≤ |φ(τ1, x)|+ λn
∑
i<j
|τˆ (n)i − τˆ (n)j |2 + εn
k∑
i=1
(
|xi − xi|p+2 + |τˆ (n)i − t|2
)
≤ ‖φ‖p(1 + |x|p) + λn
∑
i<j
|τˆ (n)i − τˆ (n)j |2 + εn
k∑
i=1
|xi − xi|p+2 + 2εnkT 2
≤ Cˆ(1 + |x|p) + εn
k∑
i=1
|xi − xi|p+2
for all x ∈ Rkd and n ∈ N with some constant Cˆ < ∞ (independent of n ∈ N).
The taming procedure for scanning functions from Lemma 1.18 therefore implies the
existence of (ψn)n∈N ⊂ C2p(Rk × Rkd) with supn∈N ‖ψn‖p ≤ 8Cˆ such that{
x ∈ Rkd : ψn(τˆ (n), x) = φn(τˆ (n), x)
} ⊃ {x ∈ Rkd : |φn(τˆ (n), x)| ≤ 2Cˆ(1 + |x|p)}
⊃
{
x ∈ Rkd : εn
k∑
i=1
|xi − xi|p+2 ≤ Cˆ(1 + |x|p)
}
for all n ∈ N, and such that the functions
Rk × Rkd 3 (τ, x) 7−→
k∑
i=1
ui(τi, xi)− ψn(τ, x)
have global maxima in (τˆ (n), xˆ(n)) ∈ (0, T )× Ωk for all n ∈ N. Note that{
x ∈ Rkd : εn
k∑
i=1
|xi − xi|p+2 ≤ Cˆ(1 + |x|p)
}
⊃
{
x ∈ Rkd : εn
k∑
i=1
|xi − xi|p+2 ≤ Cˆ
}
increases to the whole space Rkd as n→∞, since limn→∞ εn = 0 holds by assumption.
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Furthermore, a simple calculation shows that
D2ψn(τ, x) = D
2φ(τ, x) +D2 (ψn − φ) (τ, x)
≤ D2φ(τ, x) + λ+max
[
D2 (ψn − φ) (τ, x)
]
I
≤ gˆ0(τ, x)Jk,d + diag(gˆ(n)1 (τ, x), . . . , gˆ(n)k (τ, x))
for all (τ, x) ∈ Rk × Rkd, where gˆ0(τ, x) := g0(τ1, x),
gˆ
(n)
i (τ, x) := g
(n)
i (τ1, x) + λ
+
max
[
D2 (ψn − φ) (τ, x)
]
I
for i ∈ {1, . . . , k}, and where λ+max [D2 (ψn − φ) (τ, x)] is the positive part of the largest
eigenvalue of the symmetric matrix D2 (ψn − φ) (τ, x) ∈ Skd×kd. Finally, Theorem 2.14
implies the existence of X
(n)
1 , . . . , X
(n)
k ∈ Sd×d satisfying
−γ−1g(n)0 (τˆ (n), xˆ(n)) ≤ diag(X(n)1 − g(n)1 (τˆ (n), xˆ(n)), . . . , X(n)k − g(n)k (τˆ (n), xˆ(n)))
≤ (1− kγ)−1g(n)0 (τˆ (n), xˆ(n))
(2.19)
such that the following inequalities hold in the ordinary sense
∂τiψn(τˆ
(n), xˆ(n)) +Gi(τˆ
(n)
i , xˆ
(n)
i , ui(τˆ
(n)
i , xˆ
(n)
i ), Dψn(τˆ
(n), xˆ(n)),
X
(n)
i , ψn(τˆ
(n), xˆ
(n)
1 , . . . , xˆ
(n)
i−1, · , xˆ(n)i+1, . . . , xˆ(n)k ) ≤ 0
(2.20)
for all i ∈ {1, . . . , k}. Note that we do not need an upper bound for the second derivate
of ψn ∈ C2p(Rk × Rkd) with respect to time in order to apply Theorem 2.14, since those
derivatives do not occur in our equation.
At last, we will use the continuity assumption (A4) for Gi to obtain the desired result:
The constructions of ψn ∈ C2p(Rk × Rkd) and φn ∈ C2(Rk × Rkd) shows that
k∑
i=1
∂τiψn(τˆ
(n), xˆ(n)) =
k∑
i=1
∂τiφn(τˆ
(n), xˆ(n))
= ∂tφ(τˆ
(n), xˆ(n)) + 2λ
k∑
i=1
∑
i<j
(
τˆ
(n)
i − τˆ (n)j
)
= ∂tφ(τˆ
(n), xˆ(n))
(2.21)
for large n ∈ N. A combination of Equation (2.20) and Equation (2.21) with the continuity
assumption (A4) for Gi with i ∈ {1, . . . , k} (which is applicable as we will show later),
therefore yields an upper and lower bound for the time-derivatives ∂τiψn(τˆ
(n), xˆ(n)) =
∂τiφn(τˆ
(n), xˆ(n)) independent of n ∈ N. Together with Equation (2.19), this implies the
existence of a subsequence (τˆ (nm), xˆ(nm))m∈N such that the limits
bi := lim
m→∞
∂τiφn(τˆ
(nm), xˆ(nm)) ∈ R
Xi := lim
m→∞
X
(nm)
i ∈ Sd×d
exist for all i ∈ {1, . . . , k}. It remains to prove the applicability of assumption (A4): Since
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limn→∞ λn
∑
i<j |τˆ (n)i − τˆ (n)j |2 = 0, since limn→∞(τˆ (n)1 , xˆ(n)) = (t, x), and since ψn ≡ φn
locally for large n ∈ N, we obtain
lim
n→∞
Dαψn(τˆ
(n), · ) = Dαφ(t, · )
locally uniformly for α ∈ {0, 1, 2}. Moreover, supn∈N ‖ψn‖p ≤ 8Cˆ holds by construction.
Therefore, the continuity assumption (A4) is applicable and implies
bi −Gi(t, xi, ui(t, xi), Dxiφ(t, x), Xγi , φ(t, x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
from Equation (2.20), as required. Finally, we find
lim
n→∞
g
(n)
i (τˆ
(n), xˆ(n)) = gi(t, x)
for all i ∈ {1, . . . , k}, since limn→∞D2ψn = D2φ locally uniformly and the functions
gi ∈ C((0, T )× Rkd; Sd×d) with i ∈ {1, . . . , k} are continuous. This implies the desired
bounds for X1, . . . , Xk from Equation (2.19).
We will now present a lift of the preceding maximum principle from the original
operator G to the generalized operators Gκ (that separate the singular parts of the
nonlocal part of its rest), in analogy to the elliptic result in Lemma 2.15.
Corollary 2.19 (Parabolic Maximum Principle for Generalized Operators).
Suppose that p ≥ 0 and T > 0, that Ω ⊂ Rd is open, and that ui ∈ USCp([0, T ] × Rd)
with u(t, · ) ∈ C(Rd) for all t ∈ [0, T ] are viscosity solutions in (0, T )× Ω of
∂tui(t, x) +Gi(t, x, ui(t, x), Dui(t, x), D
2ui(t, x), ui(t, · )) ≤ 0
for i ∈ {1, . . . , k} and operators Gi, which satisfy all assumptions from Remark 2.3.
Furthermore, suppose that φ ∈ C2p((0, T ) × Rkd) together with g0 ∈ C((0, T ) × Rkd;R)
and gi ∈ C((0, T )× Rkd;Sd×d) such that
D2φ(t, x) ≤ g0(t, x)Jk,d + diag(g1(t, x), . . . , gk(t, x))
for all (t, x) ∈ (0, T )× Rkd, where Jk,d ∈ Rkd×kd is defined as in Corollary 2.13. If
(t, x) = (t, x1, . . . , xk) 7−→
k∑
i=1
ui(t, xi)− φ(t, x)
has a global maximum in (t, x) = (t, x1, . . . , xk) ∈ (0, T )×Ωk with g0(t, x) > 0, then there
exist symmetric matrices Xγ1 , . . . , X
γ
k ∈ Sd×d and b1, . . . , bk ∈ Rd for every γ ∈ (0, k−1)
satisfying
∑k
i=1 bi = ∂tφ(t, x) and
−γ−1g0(t, x)I ≤ diag(Xγ1 − g1(t, x), . . . , Xγk − gk(t, x)) ≤ (1− kγ)−1g0(t, x)Jk,d
such that the following inequalities hold in the ordinary sense
bi −Gκi (t, xi, ui(t, xi), Dxiφ(t, x), Xi, ui(t, · ), φ(t, x1, . . . , xi−1, · , xi+1, . . . , xk)) ≤ 0
for all i ∈ {1, . . . , k} and 0 < κ < 1.
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Proof. The proof is a straightforward adaptation of the elliptic result in Lemma 2.15.
The main difference is that we have to apply the parabolic maximum principle from
Lemma 2.18 instead of the elliptic maximum principle from Theorem 2.14. Furthermore,
(as mentioned after the proof of Lemma 2.15) the continuity of the subsolutions
ui ∈ [0, T ]× Rd −→ R
is only needed to apply Dini’s theorem from Theorem 1.27. Therefore, the continuity of
Rd 3 x 7−→ ui(t, x)
for each fixed t ∈ [0, T ] suffices to prove the desired result.
According to Lemma 2.8, the supremal convolution of a viscosity solution is again a
viscosity solution of some smudged equation. As discussed after Lemma 2.8, the proof
also works if the viscosity solution is only convolved with respect to some of its arguments.
In case of parabolic equations, this leads to the following result:
Remark 2.20 (Stability under Parabolic Supremal Convolutions). Suppose that
p ≥ 0, that Ω ⊂ Rd is open, that the monotonicity assumption (A5) holds for operator G,
and that ϕ = ϕp∨2 ∈ C∞(Rd) is the quasidistance with (p ∨ 2)-polynomial growth from
Lemma 1.14. If u ∈ SCp([0, T ]× Rd) is a viscosity subsolution in (0, T )× Ω of
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) ≤ 0
with C > 0 such that |u(t, x)| ≤ C(1 + |x|p) for all (t, x) ∈ [0, T ]× Rd, and if
0 < ε ≤ (23(p∨2)−2C)−1,
then the supremal convolution (cf. Lemma 1.12)
uε(t, x) :=
Oε
ϕ[u(t, · )](x) = sup
y∈Rd
(
u(t, y)− ϕ(x− y)
ε
)
≤ 2p+p∨2−1C(1 + |x|p)
is a viscosity subsolution in (0, T )×Ωε := (0, T )×{x ∈ Rd : infy∈Rd\Ω ϕ(y−x) > ε·δ(x)} of
∂tu
ε(t, x) +
Oε
ϕ[G](t, x, u
ε(t, x), Duε(t, x), D2uε(t, x), uε(t, · )) = 0.
The smudged operator
Oε
ϕ[G] : Rd × R× Rd × Sd×d × C2p(Rd)→ R is defined by
Oε
ϕ[G](t, x, r, q,X, φ) := inf
{
F (t, y, r, q,X, φ ◦ τx−y)
∣∣∣ y ∈ Ω with ϕ(y − x) ≤ ε · δ(x)}
for (t, x, r, q,X, φ) ∈ (0, T )×Rd×R×Rd×Sd×d×C2p(Rd), where δ(x) := 23(p∨2)C(1+ϕ(x))
and τh : Rd → Rd is the translation operator by h ∈ Rd, i.e. τh(x) = x+ h for all x ∈ Rd.
As motivated at the beginning of this section, we usually need additional structure
conditions to prove comparison principles. In case of our general parabolic equations,
we will impose the following regularity condition, which is essentially an additional
continuous dependence assumptions for the related operators.
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Definition 2.21 (Regularity Condition). Suppose that p ≥ 0 and T > 0, that
uεi ∈ USCp([0, T ]× Rd) is the supremal convolution in space (from Remark 2.20) of some
ui ∈ USCp([0, T ]× Rd) for ε > 0 and i ∈ {1, . . . , k} with k ∈ N, and that
φλα(t, x) :=
δ
T − t + λ
∑
i<j
|xi − xj|2 + αeµt
k∑
i=1
|xi|q
for (t, x) = (t, x1, . . . , xk) ∈ [0, T )× Rkd with δ, µ, α, λ ≥ 0. A family of operators
Gi : (0, T )× Rd × R× Rd × Sd×d × C2p(Rd) −→ R
for i ∈ {1, . . . , k} satisfies a regularity condition for β1, . . . , βk > 0 and q > p with q ≥ 2,
if there exists C ′ > 0 and ω : [0,∞) → [0,∞) with limt→0+ ω(t) = ω(0) = 0 such that
the following implication holds: If the function
(0, T )× Rkd 3 (t, x) = (t, x1, . . . , xk) 7−→
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x),
has a global maximum in (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ (0, T )× Rkd with
sup
(t,x)∈(0,T )×Rkd
(
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
)
=
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) ≥ 0,
and if Xi = X
(α,λ,ε)
i ∈ Sd×d for i ∈ {1, . . . , k} satisfy
diag(X1, . . . , Xk) ≤ 4λJk,d + q(q − 1)αeµt diag(|x1|q−2I, . . . , |xk|q−2I),
then the following inequality holds in the ordinary sense
−
k∑
i=1
βi
Oε
ϕ[G
κ
i ]
(
t, xi, u
ε
i (t, xi), β
−1
i Dxiφ
λ
α(t, x), Xi,
uεi (t, · ), β−1i φλα(t, x1, . . . , xi−1, · , xi+1, . . . , xk)
)
≤ ω
((∑
i<j
|xi − xj|
)(
1 +
k∑
i=1
|xi|p
))
+ C ′λ
∑
i<j
|xi − xj|2
+ C ′αeµt
(
1 +
k∑
i=1
|xi|q
)
+ %α,λ,ε,κ
for a remainder %α,λ,ε,κ with lim supα→0 lim supλ→∞ lim supε→0 lim supκ→0 %α,λ,ε,κ ≤ 0.
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We will now show how to apply our parabolic maximum principle from Corollary 2.19
together with the variable augmentation from Corollary 2.17, in order to obtain a parabolic
comparison principle for viscosity solutions. Compared to the existing literature (such as
[1], [12], [75] or [108]), our result covers equations with weaker continuity assumptions and
viscosity solutions with arbitrary polynomial growths. Furthermore, we will formulate
our result for k ∈ N instead of only two solutions, and refer to it as “domination
principle” instead of “comparison principle” accordingly. This idea can already be found
in [35] for local equations, and allows us to obtain additional structure results later
(cf. e.g. Corollary 2.26).
Theorem 2.22 (Domination Principle). Suppose that p ≥ 0, T > 0 and k ∈ N.
Moreover, suppose that ui ∈ USCp([0, T ]× Rd) are viscosity solutions in (0, T )× Rd of
∂tui(t, x) +Gi(t, x, ui(t, x), Dui(t, x), D
2ui(t, x), ui(t, · )) ≤ 0
for i ∈ {1, . . . , k} and operators Gi, which satisfy all assumptions from Remark 2.3 and a
regularity condition for β1, . . . , βk > 0 and q > p with q ≥ 2 from Definition 2.21. If the
initial conditions ui(0, · ) : Rd → R are continuous for all i ∈ {1, . . . , k}, and if
k∑
i=1
βiui(0, x) ≤ 0
for all x ∈ Rd, then ∑ki=1 βiui(t, x) ≤ 0 for all (t, x) ∈ (0, T )× Rd.
Proof. The key idea of this proof is to show that
∑k
i=1 βiui(t0, x0) > 0 for some point
(t0, x0) ∈ (0, T )× Rd implies the existence of
(t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ (0, T )× Rkd (2.22)
for small δ, ε, α > 0 and large λ ≥ 0 such that supλ≥0 supε>0
∑k
i=1 |xi|p <∞,
sup
(t,x)∈(0,T )×Rkd
(
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
)
=
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) ≥ 0 (2.23)
and lim infλ→∞ lim infε→0 λ
∑
i<j |xi − xj|2 = 0 (at least along suitable subsequences),
where the penalization functions φλα : [0, T )× Rkd → R are defined as in Definition 2.21:
The parabolic maximum principle from Corollary 2.19 with γ = (2k)−1 then implies the
existence of bi = b
(α,λ,ε)
i ∈ R and Xi = X(α,λ,ε)i ∈ Sd×d for i ∈ {1, . . . , k} satisfying
k∑
i=1
βibi = ∂tφ
λ
α(t, x)
diag
(
X1, . . . , Xk
)
≤ 4λJk,d + q(q − 1)αeµt diag
(
|x1|q−2I, . . . , |xk|q−2I
)
such that the following inequalities hold in the ordinary sense
bi +
Oε
ϕ[G
κ
i ]
(
t, xi, u
ε
i (t, xi), pi, Xi, u
ε
i (t, · ), β−1i φλα(t, x1, . . . , xi−1, · , xi+1, . . . , xk)
) ≤ 0
for i ∈ {1, . . . , k} and κ ∈ (0, 1), where pi := p(α,λ,ε)i := β−1i Dxiφλα(t, x) for i ∈ {1, . . . , k}.
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Therefore, the given regularity condition for β1, . . . , βk > 0 and q > p with q ≥ 2 yields
δ
(T − t)2 + µαe
µt
k∑
i=1
|xi|q = ∂tφλα(t, x) =
k∑
i=1
βibi
≤ ω
((∑
i<j
|xi − xj|
)(
1 +
k∑
i=1
|xi|p
))
+ C ′λ
∑
i<j
|xi − xj|2
+ C ′αeµt
(
1 +
k∑
i=1
|xi|q
)
+ %α,λ,ε,κ
for small δ, ε, α > 0, large λ ≥ 0 and κ ∈ (0, 1), with some (independent) C ′ > 0,
lim sup
α→0
lim sup
λ→∞
lim sup
ε→0
lim sup
κ→0
%α,λ,ε,κ ≤ 0
and ω : [0,∞)→ [0,∞) with limt→0+ ω(t) = ω(0) = 0. If µ ≥ C ′ holds, this implies that
0 <
δ
T 2
≤ δ
(T − t)2
≤ ω
((∑
i<j
|xi − xj|
)(
1 +
k∑
i=1
|xi|p
))
+ C ′λ
∑
i<j
|xi − xj|2 + C ′αeµt + %α,λ,ε,κ
for small δ, ε, α > 0, large λ ≥ 0 and κ ∈ (0, 1). Sending κ→ 0, ε→ 0, λ→∞, α→ 0
(in this order) along suitable subsequences ultimately leads to a contradiction, since
sup
λ>0
sup
ε>0
k∑
i=1
|xi|p <∞
lim inf
λ→∞
lim inf
ε→0
λ
∑
i<j
|xi − xj|2 = 0
(2.24)
by construction of (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) from Equation (2.22). Consequently, we have
k∑
i=1
βiui(t, x) ≤ 0
for all (t, x) ∈ (0, T )× Rd. In order to finish the proof, it therefore remains to show that
sup
(t,x)∈(0,T )×Rd
k∑
i=1
βiui(t, x) > 0
implies the existence of (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ (0, T ) × Rkd for small δ, ε, α > 0
and large λ ≥ 0 such that Equation (2.23) and Equation (2.24) hold (at least along
suitable subsequences).
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The remaining proof is divided into three parts: Suppose that µ ≥ C ′ with C ′ > 0
from our regularity condition, and that there exists some (t0, x0) ∈ (0, T )×Rd such that
m0 :=
k∑
i=1
βiui(t0, x0) > 0. (2.25)
In the first part, we will prove that there exist (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ [0, T )×Rkd for
small δ, ε, α > 0 and large λ ≥ 0 such that
sup
(t,x)∈(0,T )×Rkd
(
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
)
=
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
and supλ≥0 supε>0
∑k
i=1 |xi|p <∞. In the second part, we will demonstrate that
lim inf
λ→∞
lim inf
ε→0
λ
∑
i<j
|xi − xj|2 = 0
for small δ, α > 0. In the third part, we will show that t = t
(α,λ,ε)
> 0 and
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) > 0
for small δ, ε, α > 0 and large λ ≥ 0.
First, we will construct the maximum points (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ [0, T )× Rkd:
According to Remark 2.20 with C > maxi∈{1,...,k} ‖ui‖p, there exists ε0 > 0 such that
max
i∈{1,...,k}
|uεi (t, x)| ≤ 2p+(p∨2)−1C(1 + |x|p)
for all (t, x) ∈ [0, T )× Rd and ε ∈ (0, ε0]. Hence,
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) ≤ 2p+(p∨2)−1C
k∑
i=1
βi(1 + |xi|p)− αeµt
k∑
i=1
|xi|q,
for all (t, x) ∈ [0, T )×Rd and ε ∈ (0, ε0]. Since q > p by assumption, the right-hand side
tends to −∞ as |x| → ∞ for all α > 0. In particular, there exists Rα > 0 such that
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) ≤
k∑
i=1
βiui(t0, x0)−
(
1
T − t0 + αe
µt0
k∑
i=1
|x0|q
)
≤
k∑
i=1
βiu
ε
i (t0, x0)− φλα(t0, (x0, . . . , x0))
for all (t, x) ∈ [0, T ) × Rkd with |x| ≥ Rα, and all λ ≥ 0, ε ∈ (0, ε0] and δ ∈ (0, 1].
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Similarly, for every α > 0 and δ ∈ (0, 1] there exists Tα,δ ∈ (0, T ) such that
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) ≤
k∑
i=1
βiu
ε
i (t0, x0)− φλα(t0, (x0, . . . , x0))
for all (t, x) ∈ [Tα,δ, T )×Rkd with |x| ≤ Rα, and all λ ≥ 0 and ε ∈ (0, ε0]. Therefore, the
semicontinuity implies for every α > 0, λ ≥ 0, ε ∈ (0, ε0] and δ ∈ (0, 1] that
sup
(t,x)∈[0,T )×Rkd
(
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
)
= sup
(t,x)∈[0,Tα,δ]×B[0,Rα]
(
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
)
=
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
(2.26)
for some (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ [0, Tα,δ]× Rkd with |x| ≤ Rα. In particular,
sup
λ≥0
sup
ε>0
k∑
i=1
|xi|p ≤ Rα <∞
for all α > 0 and δ ∈ (0, 1], where x = x(α,λ,ε) := 0 ∈ Rkd for ε > ε0.
As a next step, we will show that for every α > 0 and δ ∈ (0, 1]
lim inf
λ→∞
lim inf
ε→0
λ
∑
i<j
|xi − xj|2 = 0.
Since [0, Tα,δ]×B[0, Rα] ⊂ [0, T )×Rkd are compact for all α > 0 and δ ∈ (0, 1], there exist
(εn)n∈N = (ε(α,λ)n )n∈N ⊂ (0, ε0]
for every α, λ ≥ 0 and δ ∈ (0, 1] with limn→∞ ε(α,λ)n = 0 such that
(tˆ(α,λ), xˆ(α,λ)) := lim
n→∞
(t
(α,λ,εn), x(α,λ,εn)) ∈ [0, Tα,δ]×B[0, Rα] ⊂ [0, T )× Rkd.
The (semi-)continuity of uεi : [0, T ]×Rd → R and φλα : [0, T )×Rkd → R therefore implies
k∑
i=1
βiu
ε
i (tˆ
(α,λ), xˆ
(α,λ)
i )− φλα(tˆ(α,λ), xˆ(α,λ))
≥ lim sup
n→∞
(
k∑
i=1
βi u
ε
i (t
(α,λ,εn), x
(α,λ,εn)
i )− φλα(t(α,λ,εn), x(α,λ,εn))
)
≥ lim sup
n→∞
(
k∑
i=1
βiu
εn
i (t
(α,λ,εn), x
(α,λ,εn)
i )− φλα(t(α,λ,εn), x(α,λ,εn))
) (2.27)
for all α > 0, λ ≥ 0, ε ∈ (0, ε0] and δ ∈ (0, 1], using the monotonicity of (0, ε0] 3 ε 7→ uεi .
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Furthermore, the construction of (t, x) = (t
(α,λ,ε)
, x(α,λ,ε)) ∈ [0, T )× Rkd as a maximum
point in Equation (2.26) shows that
k∑
i=1
βiu
εn
i (t
(α,λ,εn), x
(α,λ,εn)
i )− φλα(t(α,λ,εn), x(α,λ,εn))
= sup
(t,x)∈[0,T )×Rkd
(
k∑
i=1
βiu
εn
i (t, xi)− φλα(t, x)
)
≥
k∑
i=1
βiu
εn
i (t, xi)− φλα(t, x)
(2.28)
for all (t, x) ∈ [0, T ) × Rkd, n ∈ N, α > 0, λ ≥ 0 and δ ∈ (0, 1]. A combination of
Equation (2.27), Equation (2.28) with (t, x) = (tˆ(α,λ), xˆ(α,λ)) ∈ [0, T )× Rkd and
lim
ε→0
uεi (t, x) = ui(t, x)
for all (t, x) ∈ [0, T )× Rd and i ∈ {1, . . . , k} from Remark 2.20 leads to
lim
n→∞
(
k∑
i=1
βiu
εn
i (t
(α,λ,εn), x
(α,λ,εn)
i )− φλα(t(α,λ,εn), x(α,λ,εn))
)
=
k∑
i=1
βiui(tˆ
(α,λ), xˆ
(α,λ)
i )− φλα(tˆ(α,λ), xˆ(α,λ)) = sup
(t,x)∈[0,T )×Rkd
(
k∑
i=1
βiui(t, xi)− φλα(t, x)
)
for all α > 0, λ ≥ 0 and δ ∈ (0, 1]. Finally, Corollary 2.17 shows that
0 ≤ lim inf
λ→∞
lim inf
ε→0
λ
∑
i<j
|xi − xj|2 ≤ lim inf
λ→∞
λ lim
n→∞
∑
i<j
|x(α,λ,εn)i − x(α,λ,εn)j |2
= lim
λ→∞
λ
∑
i<j
|xˆ(α,λ)i − xˆ(α,λ)j |2 = 0
for all α > 0 and δ ∈ (0, 1]. Hence, we obtain
lim inf
λ→∞
lim inf
ε→0
λ
∑
i<j
|xi − xj|2 = 0 (2.29)
for all α > 0 and δ ∈ (0, 1], as required.
At last, we will show that t = t
(α,λ,ε)
> 0 for an appropriate choice of α > 0, λ ≥ 0,
ε ∈ (0, ε0] and δ ∈ (0, 1]: Since (t0, x0) ∈ (0, T )× Rd was chosen in (2.25) such that
m0 =
k∑
i=1
βiui(t0, x0) > 0
holds, there exist α0, δ0 > 0 such that for all α ∈ (0, α0], λ ≥ 0, ε ∈ (0, ε0] and δ ∈ (0, δ0]
k∑
i=1
βiui(t0, x0)− φλα(t0, (x0, . . . , x0)) ≥ m0 −
(
δ0
T − t0 + α0e
µtk|x0|q
)
≥ m0
2
> 0.
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In particular, we obtain for all α ∈ (0, α0], λ ≥ 0, ε ∈ (0, ε0] and δ ∈ (0, δ0] that
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x) = sup
(t,x)∈[0,T )×Rkd
(
k∑
i=1
βiu
ε
i (t, xi)− φλα(t, x)
)
≥
k∑
i=1
βiui(t0, x0)− φλα(t, (x0, . . . , x0)) ≥
m0
2
> 0.
(2.30)
We will now prove the remaining result by contradiction: Fix δ ∈ (0, δ0] and α ∈ (0, α0],
and suppose that there exist (εn)n∈N ⊂ (0, ε0] with limn→∞ εn = 0 and (λn)n∈N ⊂ [0,∞)
with limn→∞ λn =∞ such that
t = t
(α,λn,εn) = 0
for infinitely many n ∈ N. In fact, we can assume without loss of generality that
t = t
(α,λn,εn) = 0 holds for all n ∈ N (by proceeding with a subsequence if necessary).
The monotone convergence of supremal convolutions from Lemma 1.12, Dini’s theorem
from Theorem 1.27, and the continuity of x 7→ ui(0, x) for all i ∈ {1, . . . , k} show that
there exists Nα ∈ N such that
k∑
i=1
βiu
εn
i (t, xi)−
k∑
i=1
βiui(t, xi) ≤
k∑
i=1
βi sup
|x|≤Rα
(uεni (0, x)− ui(0, x)) ≤
m0
4
.
for all n ≥ Nα. In particular, the positivity φλα(t, x) ≥ 0 and Equation (2.30) yield
k∑
i=1
βiui(t, xi) ≥
k∑
i=1
βiu
εn
i (t, xi)−
m0
4
≥
(
k∑
i=1
βiu
εn
i (t, xi)− φλα(t, x)
)
− m0
4
≥ m0
4
> 0
for all n ≥ Nα. Moreover, Equation (2.29) and the compactness of
[0, Tα,δ]×B[0, Rα] ⊂ [0, T )× Rkd
imply the existence of subsequences (εnk)k∈N and (λnk)k∈N such that
(tˆ, xˆ) = (tˆ(α), xˆ(α)) := lim
k→∞
(t, x) = lim
k→∞
(t
(α,λnk ,εnk ), x(α,λnk ,εnk )) ∈ [0, Tα,δ]× Rkd
with tˆ = 0 and xˆ1 = . . . = xˆk. Finally, the upper semicontinuity of ui : [0, T ]× Rd → R
for i ∈ {1, . . . , k} leads to
k∑
i=1
βiui(tˆ, xˆ1) =
k∑
i=1
βiui(tˆ, xˆi) ≥ lim sup
n→∞
k∑
i=1
βiui(t, xi) ≥ m0
4
> 0,
which contradicts our assumption that
∑k
i=1 βiui(0, x) ≤ 0 for all x ∈ Rd. Therefore,
there exist sequences (εn)n∈N ⊂ (0, ε0] with limn→∞ εn = 0 and (λn)n∈N ⊂ [0,∞) with
limn→∞ λn =∞ for every α ∈ (0, α0] and δ ∈ (0, δ0] such that
t = t
(α,λn,εn) > 0
for all n ∈ N, as required.
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Before we continue with some applications and corollaries of our domination principle,
let us make a few comments on its proof:
First of all, the proof can be generalized to solutions in (0, T )× Ω with open Ω ⊂ Rd
instead of the whole space (0, T )×Rd under some additional boundary conditions: Similar
to t = t
(α,λ,ε)
> 0 at the end of the proof, we can use
k∑
i=1
ui(t, x) ≤ 0
for (t, x) ∈ (0, T ) × ΩC = (0, T ) × (Rd \ Ω) to show that x = x(α,λ,ε) ∈ Ω holds for
an appropriate choice of α, ε, λ, δ > 0. In order to prove that, we also need that
ui : [0, T ]× Rd → R are continuous on (0, T )× ΩC for i ∈ {1, . . . , k}.
Moreover, we generalized the exponential-scaling-in-time idea (i.e. the eµt factor in the
definition of φλα : [0, T )×Rkd → R) from [108, Section 4] for solutions with linear growth,
in order to cover solutions with arbitrary polynomial growth at infinity. It is interesting
to note that we can get rid of the related assumption that q ≥ 2 holds for p < 2:
A close inspection shows that it is only used to ensure that φλα is twice differentiable.
An elaborate construction for φλα (which maintains the growth of the current definition
at infinity and is twice differentiable even if p < q < 2) can therefore resolve this issue,
while retaining the original line of argument.
Although we used our parabolic maximum principle for generalized operators from
Corollary 2.19, which can only be applied to continuous solutions, we obtained a domina-
tion principle for semicontinuous solutions (which is important for some applications,
such as Perron’s method from Remark 2.24). We achieved this by approximating the
semicontinuous solutions by supremal convolutions first (similar to [67, Theorem 51]).
This additional step leads to our complicated regularity condition from Definition 2.21
and significantly increases the complexity of many related approximations.
Corollary 2.23 (Comparison Principle). Suppose that p ≥ 0 and T > 0, and that
u, v ∈ SCp([0, T ]× Rd) are viscosity solutions in (0, T )× Rd of
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) ≤ 0
∂tv(t, x) +G(t, x, v(t, x), Dv(t, x), D
2v(t, x), v(t, · )) ≥ 0
for an operators G, which satisfies all assumptions from Remark 2.3. Moreover, suppose
that the two operators G1 and G2, which are defined by
G1(t, x, r, p,X, φ) := G(t, x, r, p, X, φ)
G2(t, x, r, p,X, φ) := −G(t, x,−r,−p,−X,−φ)
for (t, x, r, p,X, φ) ∈ (0, T )×Rd×R×Rd× Sd×d×C2p(Rd), satisfy a regularity condition
for β1 = β2 = 1 and q > p with q ≥ 2 from Definition 2.21. If the initial conditions
u(0, · ) : Rd → R and v(0, · ) : Rd → R are continuous, and if
u(0, x) ≤ v(0, x)
for all x ∈ Rd, then u(t, x) ≤ v(t, x) for all (t, x) ∈ (0, T )× Rd.
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Proof. It is easy to see that u1 := u and u2 := −v are viscosity solutions in (0, T )×Rd of
∂tui(t, x) +Gi(t, x, ui(t, x), Dui(t, x), D
2ui(t, x), ui(t, · )) ≤ 0
for i ∈ {1, 2}. Since ∑2i=1 βiui(0, x) = u(0, x)− v(0, x) ≤ 0 for all x ∈ Rd by assumption,
Theorem 2.22 implies the desired result.
An immediate consequence of the preceding result is that the initial value problems
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 in (0, T )× Rd
u(t, x) = ϕ(x) on {0} × Rd
with initial values ϕ ∈ Cp(Rd) have unique viscosity solutions u ∈ Cp([0, T ] × Rd),
if the operator G : (0, T )× Rd × R× Rd × Sd×d × C2p(Rd)→ R satisfies all assumptions
from Remark 2.3 as well as the regularity condition from Corollary 2.23. We will often
denote by uϕ ∈ Cp(Rd) the unique viscosity solution for initial value ϕ ∈ Cp(Rd).
Remark 2.24 (Perron’s Method). Another important application of our parabolic
comparison principle from Corollary 2.23 is Perron’s method for proving the existence of
viscosity solutions. The original idea is due to Oskar Perron for the Dirichlet problem of
the Laplace equation in [107]: Roughly speaking, if
u : (0, T )× Rd −→ R
u : (0, T )× Rd −→ R
are continuous viscosity subsolutions and supersolutions, respectively, in (0, T )× Rd of
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 (E2)
with u(0, x) ≤ ϕ(x) ≤ u(0, x) for x ∈ Rd and some initial value ϕ ∈ C(Rd), then
u(t, x) := sup
{
v(t, x)
∣∣ v is viscosity subsolution of (E2) with v ≤ u and v(0, · ) ≤ ϕ}
for (t, x) ∈ [0, T ]×Rd defines a viscosity solution of (E2) in (0, T )×Rd with u(0, · ) = ϕ.
This reduces the proof for the existence of viscosity solutions to the construction of con-
tinuous viscosity sub- and supersolutions, which can usually be obtained from additional
boundedness and growth assumptions for the operator G. Since we prove the existence
of viscosity solutions for our equations in Chapter 4 using a probabilistic method, we do
not follow this approach here. For a modern proof of Perron’s method, which can be
adapted to our generalized set-up, we refer the interested reader to [1].
Due to the abstract nature of Perron’s method, it is often important for applications
to obtain additional results on the structure of the resulting viscosity solutions. In
the rest of this section, we will focus on the following two results, which study the
subadditivity and convexity of viscosity solutions with respect to their initial values.
These results are relevant in the field of sublinear Markov semigroups, since Mingshang
Hu and Shige Peng used Perron’s method in [67] to construct Le´vy processes for sublinear
expectations. Although we use a probabilistic approach in Chapter 4 instead, these
result show that we could also use Perron’s method to construct Le´vy-type processes for
sublinear expectations.
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Corollary 2.25 (Subadditivity of Solutions). Suppose that p ≥ 0 and T > 0, and
that uϕ ∈ Cp([0, T ]× Rd) are viscosity solutions in (0, T )× Rd of
∂tu
ϕ(t, x) +G(t, x, uϕ(t, x), Duϕ(t, x), D2uϕ(t, x), uϕ(t, · )) = 0
for uϕ(0, · ) = ϕ ∈ Cp(Rd) and an operators G, which satisfies all assumptions from
Remark 2.3 and the regularity condition from Corollary 2.23. If G is superadditive, i.e.
G(t, x, r1 + r2, p1 + p2, X1 +X2, φ1 + φ2)
≥ G(t, x, r1, p1, X1, φ1) +G(t, x, r2, p2, X2, φ2)
for (t, x, ri, pi, Xi, φi) ∈ (0, T )× Rd × R× Rd × Sd×d × C2p(Rd) and i ∈ {1, 2}, then
uϕ+ψ(t, x) ≤ uϕ(t, x) + uψ(t, x)
for all (t, x) ∈ (0, T )× Rd and ϕ, ψ ∈ Cp(Rd).
Proof. Due to the superadditivity of G, the given regularity condition from Corollary 2.23
implies that the operators (Gi)i∈{1,2,3}, which are defined by
G1(t, x, r, p,X, φ) := G(t, x, r, p, X, φ)
G2(t, x, r, p,X, φ) := G3(t, x, r, p,X, φ) := −G(t, x,−r,−p,−X,−φ)
for (t, x, r, p,X, φ) ∈ (0, T )×Rd×R×Rd× Sd×d×C2p(Rd), satisfy a regularity condition
for β1 = β2 = β3 = 1 and q > p with q ≥ 2 from Definition 2.21. Hence, the result follows
from Theorem 2.22 with u1 := u
ϕ+ψ, u2 := −uϕ and u3 := −uψ.
Corollary 2.26 (Convexity of Solutions). Suppose that p ≥ 0 and T > 0, and that
uϕ ∈ Cp([0, T ]× Rd) are viscosity solutions in (0, T )× Rd of
∂tu
ϕ(t, x) +G(t, x, uϕ(t, x), Duϕ(t, x), D2uϕ(t, x), uϕ(t, · )) = 0
for uϕ(0, · ) = ϕ ∈ Cp(Rd) and an operators G, which satisfies all assumptions from
Remark 2.3 and the regularity condition from Corollary 2.23. If G is concave, i.e.
G(t, x, λr1 + (1− λ)r2, λp1 + (1− λ)p2, λX1 + (1− λ)X2, λφ1 + (1− λ)φ2)
≥ λG(t, x, r1, p1, X1, φ1) + (1− λ)G(t, x, r2, p2, X2, φ2)
for (t, x, ri, pi, Xi, φi) ∈ (0, T )×Rd×R×Rd×Sd×d×C2p(Rd), λ ∈ (0, 1) and i ∈ {1, 2}, then
uλϕ+(1−λ)ψ(t, x) ≤ λuϕ(t, x) + (1− λ)uψ(t, x)
for all (t, x) ∈ (0, T )× Rd, λ ∈ (0, 1) and ϕ, ψ ∈ Cp(Rd).
Proof. Due to the convexity of G, the given regularity condition from Corollary 2.23
implies that the operators (Gi)i∈{1,2,3}, which are defined by
G1(t, x, r, p,X, φ) := G(t, x, r, p, X, φ)
G2(t, x, r, p,X, φ) := G3(t, x, r, p,X, φ) := −G(t, x,−r,−p,−X,−φ)
for (t, x, r, p,X, φ) ∈ (0, T )×Rd×R×Rd× Sd×d×C2p(Rd), satisfy a regularity condition
for β1 = 1, β2 = λ, β3 = 1 − λ and q > p with q ≥ 2 from Definition 2.21. Hence, the
result follows from Theorem 2.22 with u1 := u
λϕ+(1−λ)ψ, u2 := −uϕ and u3 := −uψ.
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2.3. Hamilton–Jacobi–Bellman Equations
Hamilton-Jacobi-Bellman equations are second-order equations of the form
∂tu(t, x) + inf
α∈A
Gα(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 (E3)
for a family of linear, nonlocal degenerate elliptic operators
Gα : (0, T )× Rd × R× Rd × Sd×d × C2(Rd) −→ R
with α ∈ A – linear in the sense that
(r, p,X, φ) 7−→ Gα(t, x, r, p,X, φ)
are linear functionals for all (t, x) ∈ (0, T )× Rd. These equations play an important role
in optimal control theory – a connection that was first obtained by Richard Bellman
in [14] using a novel dynamic programming approach. Similar equations related to
the calculus of variations were already studied earlier by Constantin Carathe´odory
in [24], generalizing the relation to Hamilton-Jacobi equations in mathematical physics
from William R. Hamilton in [60] and Carl G. J. Jacobi in [72]. Bellman’s dynamic
programming approach was later extended by Rufus Isaacs in [68] to demonstrate a more
general connection between (fully nonlinear) equations of the form (often referred to as
Isaacs equations or Hamilton-Jacobi-Isaacs equations)
∂tu(t, x) + sup
α∈A
inf
β∈B
Gα,β(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0
to differential game theory, where
Gα,β : (0, T )× Rd × R× Rd × Sd×d × C(Rd) −→ R
with (α, β) ∈ A × B is again a family of linear, nonlocal degenerate elliptic opera-
tors. Before Michael Crandall and Pierre-Louis Lions established viscosity solutions for
Hamilton-Jacobi-Bellman equations related to optimal control theory in [36], several
notions of generalized solutions were proposed and used in the literature. For a detailed
account on the history of Hamilton-Jacobi-Bellman equations (including the related
notions of generalized solutions) and a short introduction into their connection to optimal
control theory, we refer the interested reader to [7, Chapter 1].
This section is structured as follows: At the beginning, we will introduce a general form
of Hamilton-Jacobi-Bellman equations and all related assumptions, which are necessary
to apply our general theory from Section 2.1 and Section 2.2. Moreover, we will list
some typical examples and discuss their connection to Markov processes. Afterwards, we
will show that these general Hamilton-Jacobi-Bellman equations satisfy all assumptions
from Remark 2.3 and the regularity condition from Definition 2.21. At last, we will
formulate the resulting corollaries from Section 2.2, such as the comparison principle and
the convexity of viscosity solutions with respect to their initial values.
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Definition 2.27 (Hamilton–Jacobi–Bellman Equations). A nonlinear, parabolic,
second-order nonlocal equation in (0, T )× Rd with time horizon T > 0
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0 (E3)
is called Hamilton-Jacobi-Bellman equation (or HJB equation for short) if
G(t, x, r, p,X, φ) = Gκ(t, x, r, p,X, φ, φ)
Gκ(t, x, r, p,X, u, φ) = inf
α∈A
Gκα(t, x, r, p,X, u, φ)
for a family (Gκα(t, x, r, p,X, u, φ))α∈A of linear operators
Gκα : (0, T )× Rd × R× Rd × Sd×d × SCp(Rd)× C2(Rd) −→ R
with p ≥ 0 and 0 < κ < 1 of the form
Gκα(t, x, r, p,X, u, φ) = fα(t, x)− Lα(t, x, r, p,X)− Iκα(t, x, u, φ)
Lα(t, x, r, p,X) = cα(t, x)r + bTα(t, x)p+ tr
(
σα(t, x)σ
T
α (t, x)X
)
Iκα(t, x, u, φ) = Iˇκα(t, x, φ) + Iκα(t, x, u, φ) + Iˆκα(t, x, u),
where fα(t, x), cα(t, x) ∈ R, bα(t, x) ∈ Rd, σα(t, x) ∈ Sd×d and
Iˇκα(t, x, φ) =
∫
|z|≤κ
(φ(x+ jα(t, x, z))− φ(x)−Dφ(x)jα(t, x, z)) mα(dz)
Iκα(t, x, u, φ) =
∫
κ<|z|≤1
(u(x+ jα(t, x, z))− u(x)−Dφ(x)jα(t, x, z)) mα(dz)
Iˆκα(t, x, u) =
∫
1<|z|
(u(x+ jα(t, x, z))− u(x)) mα(dz)
with Borel measures mα : B(Rd)→ [0,∞] and jα(t, x, z) ∈ Rd.
Let us briefly discuss the explicit form of the linear nonlocal operators (Gα)α∈A:
Suppose that C2c (Rd) is the family of twice-continuously differentiable functions with
compact support and that B(Rd) is the family of Borel-measurable functions on Rd.
Philippe Courre`ge showed in [32] that every linear operator
A : C2c (Rd) −→ B(Rd),
which satisfies a nonlocal degenerate ellipticity condition (sometimes also referred to as
positive maximum principle in the literature) such that
Aϕ(x) ≥ Aψ(x)
whenever ϕ−ψ has a global maximum in x ∈ Rd for ϕ, ψ ∈ C∞c (Rd) with (ϕ− ψ)(x) ≥ 0,
is of the form of (Gα)α∈A from Definition 2.27 with Borel-measurable coefficients.
In particular, the form of (Gα)α∈A from Definition 2.27 is archetypical, since our the-
ory in Section 2.1 and Section 2.2 only works for nonlocal degenerate elliptic operators.
For a modern proof of Courre`ge’s statement in the context of classical Le´vy-type processes,
we refer the interested reader to [21, Theorem 2.21, p. 56].
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Remark 2.28 (Assumptions on Coefficients). Suppose that (Gα)α∈A is a family of
Hamilton-Jacobi-Bellman operators as defined in Definition 2.27 with p ≥ 0 and T > 0.
Throughout this section we will assume that the following conditions hold:
(B1) (Boundedness) The coefficients of the local part are bounded
sup
α∈A
(|fα(t, x)|+ |cα(t, x)|+ |bα(t, x)|+ |σα(t, x)|) <∞
in every (t, x) ∈ (0, T )× Rd, and the family of measures of the nonlocal part meet
sup
α∈A
∫ (|z|21|z|≤1 + |z|p1|z|>1) mα(dz) <∞,
a uniform integrability condition at zero and infinity.
(B2) (Tightness) The family of measures of the nonlocal part satisfies
lim
κ→0
sup
α∈A
∫
|z|≤κ
|z|2mα(dz) = 0 = lim
R→∞
sup
α∈A
∫
R<|z|
|z|pmα(dz),
a uniform tightness condition at the origin and infinity.
(B3) (Continuity) There exists some constant C > 0 and a function ω : R+ → R+ with
ω(0) = limh→0 ω(h) = 0 such that
sup
α∈A
(|σα(t, x)− σα(s, y)|+ |bα(t, x)− bα(s, y)|) ≤ ω(|t− s|) + C|x− y|
sup
α∈A
(|fα(t, x)− fα(s, y)|+ |cα(t, x)− cα(s, y)|) ≤ ω(|t− s|) + ω(|x− y|)
sup
α∈A
|jα(t, x, z)− jα(s, y, z)| ≤ |z|
(
ω(|t− s|) + C|x− y|)
for all t, s ∈ (0, T ) and x, y, z ∈ Rd.
(B4) (Growth Condition) The jump-height coefficients of the nonlocal part have at most
linear growth in space, i.e. there exists a constant C > 0 such that
sup
α∈A
|jα(t, x, z)| ≤ C (1 + |x|) |z|
for all t ∈ (0, T ) and x, z ∈ Rd.
(B5) (Monotonicity) The codomain coefficients are non-positive
cα(t, x) ≤ 0
for all t ∈ (0, T ) and x ∈ Rd.
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In order to apply our theory from Section 2.1 and Section 2.2, we have to impose strong
continuity assumptions on the coefficients for the Hamilton-Jacobi-Bellman equations in
Remark 2.28. Even though there exist comparison principles for viscosity solutions related
to certain discontinuous operators such as [69], the example in [1, Remark 4] shows that
it is not possible to prove a comparison principle for general Hamilton-Jacobi-Bellman
equations with discontinuous coefficients.
Although we restrict our attention to parabolic Hamilton-Jacobi-Bellman equations,
the same line of arguments also shows that elliptic Hamilton-Jacobi-Bellman equations
(and similarly elliptic Isaacs equations, cf. Remark 2.29)
inf
α∈A
Fα(x, u(x), Du(x), D
2u(x), u(·)) = 0
are covered by our general theory from Section 2.1, where (Fα)α∈A are linear opera-
tors of the same form as (Gα)α∈A in Definition 2.27 without the dependence on time.
In particular, the maximum principles in Theorem 2.14 and Lemma 2.15 can be applied
to elliptic Hamilton-Jacobi-Bellman equations under the assumptions in Remark 2.28.
Remark 2.29 (Isaacs Equations). Almost all of the arguments in the rest of this
section (except for the subadditivity and the convexity with respect to the initial values)
also work for parabolic equations of the form (E2), where
G(t, x, r, p,X, φ) = Gκ(t, x, r, p,X, φ, φ)
Gκ(t, x, r, p,X, u, φ) = sup
α∈A
inf
β∈B
Gκα,β(t, x, r, p,X, u, φ)
with some operators (Gκα,β)(α,β)∈A×B as in Definition 2.27 and the assumptions from
Remark 2.28, where all related suprema have to be taken over all (α, β) ∈ A × B.
This is essentially due to the fact that we only need
sup
α∈A
inf
β∈B
Gκα,β(t1, x1, r1, p1, X1, u1, φ1)− sup
α∈A
inf
β∈B
Gκα,β(t2, x2, r2, p2, X2, u2, φ2)
≤ sup
(α,β)∈A×B
(
Gκα,β(t1, x1, r1, p1, X1, u1, φ1)−Gκα,β(t2, x2, r2, p2, X2, u2, φ2)
)
for all (ti, xi, ri, pi, Xi, ui, φi) ∈ (0, T ) × Rd × R × Rd × Sd×d × SCp(Ω) × C2(Ω) and
i ∈ {1, 2} in the following arguments. Such fully nonlinear equations are often referred
to as Isaacs equations or Hamilton-Jacobi-Isaacs equations, and play an important role
in the theory of (stochastic) differential game theory, cf. e.g. [8, Part I.2] or [22].
Remark 2.30 (Connection to Markov Processes). As we will see in Section 4.1,
there is a strong connection between Markov processes
X : Ω× R+ −→ R
for sublinear expectations and viscosity solutions of Hamilton-Jacobi-Bellman equations:
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Under some additional boundedness and regularity assumptions, the function
u(t, x) = Ex (ϕ(Xt))
is a viscosity solution in (0,∞)× Rd of the so-called sublinear generator equation
∂tu(t, x)− A(u(t, · ))(x) = 0
for regular ϕ : Rd → R, where Ex is the sublinear expectation related to X = (Xt)t≥0
starting in x ∈ Rd and A is the associated sublinear (Markov) generator. This connection
generalizes the well-known theory for classical Markov processes (cf. e.g. [83]), where
Ex are linear expectations (i.e. Lebesgue integrals with respect to probability measures)
and the associated generators A are linear operators. The following examples give an
informal overview over a large class of Markov processes including their related generator
equations – for a rigorous treatment, see Chapter 4.
(i) (Heat Equation) The linear local equation
∂tu(t, x)− 12 tr
(
σσTD2u(t, x)
)
= 0
corresponds to a classical Brownian motion with volatility (or covariance) σσT . For
unit volatility σ = I, this correspondence was already used by Albert Einstein in
[48] to relate the Brownian particle movement to the classical heat equation.
(iii) (Le´vy Equation) The linear nonlocal equation
∂tu(t, x)− (Lu(t, x) + Iu(t, x)) = 0
with the spatially homogeneous operators
Lu(t, x) = bTDu(t, x) + 1
2
tr
(
σσTD2u(t, x)
)
Iu(t, x) =
∫ (
u(t, x+ z)− u(t, x)−Du(t, x)z1|z|≤1
)
m(dz)
corresponds to a classical Le´vy process with (spatially homogeneous) Le´vy-triplet
(b, σσT ,m), as shown e.g. in [117, Section 31, p. 205].
(iv) (Le´vy-Type Equation) The linear nonlocal equation
∂tu(t, x)− (Lu(t, x) + Iu(t, x)) = 0
with the spatially inhomogeneous operators
Lu(t, x) = b(x)TDu(t, x) + 1
2
tr
(
σ(x)σ(x)TD2u(t, x)
)
Iu(t, x) =
∫ (
u(t, x+ z)− u(t, x)−Du(t, x)z1|z|≤1
)
m(x, dz)
corresponds to a classical Le´vy-type process with (spatially inhomogeneous) Le´vy-
triplet (b(x), σ(x)σ(x)T ,m(x)). For an introduction and elaborate overview over
the recent advances in the field of Le´vy-type processes, we refer the interested
reader to the monograph [21].
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(v) (Sublinear Heat Equation) The nonlinear local equation
∂tu(t, x)− sup
α∈A
(
1
2
tr
(
σασ
T
αD
2u(t, x)
))
= 0
corresponds to a Brownian motion with uncertainty in its volatility (σασ
T
α )α∈A.
This process was introduced by Shige Peng in [102] (under the name G-Brownian
motion) as the canonical continuous stochastic process for sublinear expectations
with independent, stationary increments, and is now part of many applications in
mathematical finance. For an introduction to the topic and a first overview over
the related literature, see the draft monograph [105].
(vi) (Sublinear Le´vy Equation) The nonlinear nonlocal equation
∂tu(t, x)− sup
α∈A
(Lαu(t, x) + Iαu(t, x)) = 0
with the spatially homogeneous operators
Lαu(t, x) = bTαDu(t, x) + 12 tr
(
σασ
T
αD
2u(t, x)
)
Iαu(t, x) =
∫ (
u(t, x+ z)− φ(t, x)−Du(t, x)z1|z|≤1
)
mα(dz)
correspond to a Le´vy process with uncertainty in its (spatially homogeneous) Le´vy-
triplet (bα, σασ
T
α ,mα)α∈A. Spatially homogeneous jump processes for sublinear
expectations were introduced by Mingshang Hu and Shige Peng in [67] (under
the name G-Le´vy processes) and their construction was later generalized by Ariel
Neufeld and Marcel Nutz in [93].
(vii) (Sublinear Le´vy-Type Equation) The nonlinear nonlocal equation
∂tu(t, x)− sup
α∈A
(Lαu(t, x) + Iαu(t, x)) = 0
with the spatially inhomogeneous operators
Lαu(t, x) = bα(x)TDu(t, x) + 12 tr
(
σα(x)σα(x)
TD2u(t, x)
)
Iαu(t, x) =
∫ (
u(t, x+ z)− φ(t, x)−Du(t, x)z1|z|≤1
)
mα(x, dz)
correspond to a Le´vy-type process with uncertainty in its (spatially inhomogeneous)
Le´vy-triplet (bα(x), σα(x)σα(x)
T ,mα(x)). In Chapter 4, we will construct and
characterize a large class of Le´vy-type processes for sublinear expectations with
bounded coefficients.
Remark 2.31 (Universal Constant C ≥ 0). In order to simplify the presentation of
the following very technical proofs for Lemma 2.32 and Proposition 2.33, we are going to
employ the concept of universal constants: We will always use the same constant C ≥ 0,
which may change from line to line (in a trivial manner), but must not depend on any of
the parameters involved in subsequent limiting procedures.
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Lemma 2.32 (Admissibility of Equations). Suppose that G is a nonlinear Hamilton-
Jacobi-Bellman operator as defined in Definition 2.27. If all assumptions on the coeffi-
cients from Remark 2.28 hold, then the corresponding Hamilton-Jacobi-Bellman equation
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) = 0
satisfies all assumptions from Remark 2.3.
Proof. Due to the definition of Hamilton-Jacobi-Bellman operators, it is easy to check
that the consistency (A1) and translation invariance assumption (A3) are satisfied.
Moreover, monotonicity assumption (B5) implies the monotonicity assumption (A5). It
remains to prove that the degenerate ellipticity (A2) and continuity assumption (A4) are
satisfied.
First of all, we will show the degenerate ellipticity assumption (A2): Due to the
monotonicity of the infimum, it suffices to prove the degenerate ellipticity for each of the
linear operators Gα with α ∈ A separately. If X, Y ∈ Sd×d with X ≤ Y , then
tr
(
σα(t, x)σ
T
α (t, x)X
)
≤ tr
(
σα(t, x)σ
T
α (t, x)Y
)
,
since the trace operator is monotone increasing (cf. [89, Section 4.1.2, p. 43]) together
with σα(t, x)σ
T
α (t, x) ≥ 0 for all (t, x) ∈ (0, T )× Rd and α ∈ A. In particular,
Lα(t, x, r, p,X) ≤ Lα(t, x, r, p, Y )
for all (t, x, r, p) ∈ (0, T ) × Rd × R × Rd and α ∈ A. Furthermore, if u − v and φ − ψ
have global maxima in (t, x) ∈ (0, T )× Rd, then rearranging the terms leads to
u(t, x+ jα(t, x, z))− u(t, x) ≤ v(t, x+ jα(t, x, z))− v(t, x)
φ(t, x+ jα(t, x, z))− φ(t, x) ≤ ψ(t, x+ jα(t, x, z))− ψ(t, x)
for all z ∈ Rd and α ∈ A. Hence, Iκα(t, x, u, φ) ≤ Iκα(t, x, v, ψ) holds, since the maximum
of φ− ψ in (t, x) ∈ (0, T )× Rd implies Dφ(t, x) = Dψ(t, x). Altogether, this leads to
Gκα(t, x, r, p,X, u, φ) ≥ Gκα(t, x, r, p, Y, u, ψ)
for all (r, p) ∈ R× Rd and α ∈ A, as required.
In the remaining proof, we will show the continuity assumption (A4): Suppose that
lim
n→∞
(tn, xn, rn, qn, Xn) = (t, x, r, q,X)
as well as limn→∞ un = u and limn→∞Dkφn = Dkφ locally uniformly for k ∈ {0, 1, 2}
with u ∈ Cp([0, T ]× Rd) and supn∈N ‖un‖p <∞. The triangle inequality implies
|Gκ(tn, xn, rn, pn, Xn, un, φn)−Gκ(t, x, r, p,X, u, φ)|
≤ sup
α∈A
|Gκα(tn, xn, rn, pn, Xn, un, φn)−Gκα(t, x, r, p,X, u, φ)|
≤ sup
α∈A
|fα(tn, xn)− fα(t, x)|+ sup
α∈A
|Lα(tn, xn, rn, pn, Xn)− Lα(t, x, r, p,X)|
+ sup
α∈A
|Iκα(tn, xn, un, φn)− Iκα(t, x, u, φ)|.
Thus, it suffices to check (A4) for the inhomogeneous, local and nonlocal part separately:
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For the inhomogeneous part and local part Lα, we find
lim sup
n→∞
sup
α∈A
|fα(tn, xn)− fα(t, x)| ≤ lim sup
n→∞
ω(|tn − t|) + ω(|xn − x|) = 0
using the continuity assumption (B3). Similarly, assumption (B3) implies∣∣cα(tn, xn)rn − cα(t, x)r ∣∣ ≤ ∣∣cα(tn, xn)− cα(t, x)∣∣ · ∣∣rn∣∣+ ∣∣cα(t, x)∣∣ · ∣∣rn − r∣∣
≤ (ω(|tn − t|) + ω(|xn − x|)) · |rn|+ |rn − r| sup
α∈A
|cα(t, x)|∣∣bTα(tn, xn)pn − bTα(t, x)p∣∣ ≤ ∣∣bTα(tn, xn)− bTα(t, x)∣∣ · ∣∣pn∣∣+ ∣∣bTα(t, x)∣∣ · ∣∣pn − p∣∣
≤ (ω(|tn − t|) + C|xn − x| ) · |pn|+ |pn − p| sup
α∈A
|bα(t, x)|
for the killing and the drift term of the local part Lα. For the diffusion term, we obtain∣∣∣ tr(σα(tn, xn)σTα (tn, xn)Xn)− tr(σα(t, x)σTα (t, x)X)∣∣∣
≤
∣∣∣ tr((σα(tn, xn)− σα(t, x))(σα(tn, xn)− σα(t, x))TXn)∣∣∣
+
∣∣∣ tr(σα(t, x)(σα(tn, xn)− σα(t, x))TXn)∣∣∣
+
∣∣∣ tr((σα(tn, xn)− σα(t, x))σTα (t, x)Xn)∣∣∣
+
∣∣∣ tr(σα(t, x)σTα (t, x)(Xn −X))∣∣∣
≤ d ∣∣(σα(tn, xn)− σα(t, x)∣∣ · ∣∣(σα(tn, xn)− σα(t, x)∣∣ · ∣∣Xn∣∣
+ d
∣∣σα(t, x)∣∣ · ∣∣(σα(tn, xn)− σα(t, x)∣∣ · ∣∣Xn∣∣
+ d
∣∣(σα(tn, xn)− σα(t, x)∣∣ · ∣∣σα(t, x)∣∣ · ∣∣Xn∣∣
+ d
∣∣σα(t, x)∣∣ · ∣∣σα(t, x)∣∣ · ∣∣Xn −X∣∣
≤ d (ω(tn − t) + C|xn − x|)2∣∣Xn∣∣
+ d
(
ω(tn − t) + C|xn − x|
) ∣∣Xn∣∣ sup
α∈A
∣∣σα(t, x)∣∣
+ d
(
ω(tn − t) + C|xn − x|
) ∣∣Xn∣∣ sup
α∈A
∣∣σα(t, x)∣∣
+ d
∣∣Xn −X∣∣ sup
α∈A
∣∣σα(t, x)∣∣2,
using the continuity assumption (B3) and several properties of the trace operator from
[89, Section 4.1.2, p. 43], such as its linearity or the inequality tr(A) ≤ d‖A‖ for A ∈ Sd×d.
A combination of the inequalities for the killing, drift and diffusion term leads to
lim sup
n→∞
sup
α∈A
|Lα(tn, xn, rn, pn, Xn)− Lα(t, x, r, p,X)| ≤ 0.
For the nonlocal part Iκα, the triangle inequality allows us to consider the small jump
term Iˇκα, medium jump term Iκα and large jump term Iˆκα separately:
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For the small jump term Iˇκα of the nonlocal part Iκα, we find
Iˇκα(t, x, φ) =
∫
|z|≤κ
∫ 1
0
(1− ξ)jTα (t, x, z)D2φ
(
t, x+ ξjα(t, x, z)
)
jα(t, x, z) dξ mα(dz)
by the multivariate Taylor theorem from [2, Theorem 7.5, p. 278]. Since by assumption
limn→∞D2φn = D2φ locally uniformly and limn→∞(tn, xn) = (t, x), the right-hand side∣∣∣D2φn(tn, xn + ξjα(tn, xn, z))−D2φ(tn, xn + ξjα(tn, xn, z))∣∣∣
≤ sup
|ζ|≤C(1+|xn|)
∣∣∣D2φn(tn, xn + ζ)−D2φ(tn, xn + ζ)∣∣∣
vanishes independently of α ∈ A and |z| ≤ κ ≤ 1, using the growth assumption (B4).
Similarly, the continuity (B3) and growth assumption (B4) imply∣∣∣ jTα (tn, xn, z)D2φ(tn, xn + ξjα(tn, xn, z))jα(tn, xn, z)
− jTα (t , x , z)D2φ(t , x + ξjα(t , x , z))jα(t , x , z)
∣∣∣
≤
∣∣∣D2φ(tn, xn + ξjα(tn, xn, z))−D2φ(t, x+ ξjα(t, x, z))∣∣∣ |jα(tn, xn, z)|2
+
∣∣∣D2φ(t, x+ ξjα(t, x, z))∣∣∣ ∣∣jTα (tn, xn, z)jα(tn, xn, z)− jTα (t, x, z)jα(t, x, z)∣∣
≤
(
sup
|ζ|∨|ζ′|≤C(1+|xn|)
∣∣D2φ(tn, xn + ζ + ζ ′ (ω(|tn − t|) + |xn − x|))−D2φ(t, x+ ζ)∣∣
+ sup
|ζ|≤C(1+|xn|)
∣∣D2φ(t, x+ ζ)∣∣ (ω(|tn − t|) + |xn − x|))C(1 + |x|+ |xn|+ |xn|2)|z|2
for |z| ≤ κ ≤ 1. Since D2φ : (0, T )×Rd → Sd×d is continuous and limn→∞(tn, xn) = (t, x),
the preceding right-hand side also vanishes independently of α ∈ A and |z| ≤ κ ≤ 1.
A combination of these two findings with the boundedness assumption (B1) leads to
|Iˇκα(tn, xn, φn)− Iˇκα(t , x , φ)|
≤ |Iˇκα(tn, xn, φn)− Iˇκα(tn, xn, φ)|+ |Iˇκα(tn, xn, φ)− Iˇκα(t, x, φ)|
≤ C
(
1 + sup
n∈N
|xn|2
)
sup
α∈A
∫
|z|≤1
|z|2mα(dz)(
sup
|ζ|≤C(1+supn |xn|)
|D2φn(tn, xn + ζ)−D2φ(tn, xn + ζ)|
+ sup
|ζ|∨|ζ′|≤C(1+supn |xn|)
∣∣D2φ(tn, xn + ζ + ζ ′ (ω(|tn − t|) + |xn − x|))−D2φ(t, x+ ζ)∣∣
+ sup
|ζ|≤C(1+supn |xn|)
∣∣D2φ(t, x+ ζ)∣∣ (ω(|tn − t|) + |xn − x|))
and hence lim supn→∞ supα∈A |Iˇκα(tn, xn, φn)− Iˇκα(t , x , φ)| ≤ 0.
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For the large jump term Iˆκα of the nonlocal part Iκα, we find∣∣∣(un(tn, xn + jα(tn, xn, z))− un(tn, xn))− (u(t, x+ jα(t, x, z))− u(t, x))∣∣∣
≤
∣∣∣un(tn, xn + jα(tn, xn, z))− u(t, x+ jα(t, x, z))∣∣∣
+
∣∣∣un(tn, xn)− u(t, x)∣∣∣
≤
∣∣∣ u(tn, xn + jα(tn, xn, z))− u(t, x+ jα(t, x, z))∣∣∣
+
∣∣∣ u(tn, xn)− u(t, x)∣∣∣
+ 2 sup
|ζ|≤C(1+|xn|)R
∣∣∣un(tn, xn + ζ)− u(tn, xn + ζ)∣∣∣
≤ 2
(
sup
|ζ|∨|ζ′|≤C(1+|xn|)R
∣∣∣u(tn, xn + ζ + ζ ′(ω(|tn − t|) + |xn − x|))− u(t, x+ ζ)∣∣∣
+ sup
|ζ|≤C(1+|xn|)R
∣∣∣un(tn, xn + ζ)− u(tn, xn + ζ)∣∣∣)
for all |z| ≤ R, using the continuity (B3) and growth assumption (B4). Hence, we obtain∣∣∣Iˆκα(tn, xn, un)− Iˆκα(t, x, u)∣∣∣
≤ C
(
sup
n∈N
‖un‖p + ‖u‖p
)(
1 + |xn|p + |x|p
)
sup
α∈A
∫
R<|z|
(
1 + |z|p)mα(dz)
+ 2
(
sup
|ζ|∨|ζ′|≤C(1+supn |xn|)R
∣∣∣u(tn, xn + ζ + ζ ′(ω(|tn − t|) + |xn − x|))− u(t, x+ ζ)∣∣∣
+ sup
|ζ|≤C(1+supn |xn|)R
∣∣∣un(tn, xn + ζ)− u(tn, xn + ζ)∣∣∣) sup
α∈A
∫
1<|z|≤R
1mα(dz)
for all R ≥ 1. Furthermore, the boundedness assumption (B1), limn→∞ un = u locally
uniformly and limn→∞(tn, xn) = (t, x) lead to
lim sup
n→∞
sup
α∈A
∣∣∣Iˆκα(tn, xn, un)− Iˆκα(t, x, u)∣∣∣
≤ C
(
sup
n∈N
‖un‖p + ‖u‖p
)(
1 + 2|x|p
)
sup
α∈A
∫
R<|z|
(
1 + |z|p)mα(dz) (2.31)
for all R ≥ 1. Finally, a simple calculation shows that∫
R<|z|
(
1 + |z|p)mα(dz) ≤ 2 ∫
R<|z|
|z|pmα(dz)
for all R ≥ 1. Therefore, Equation (2.31) together with supn∈N ‖un‖p < ∞ and the
tightness assumption (B2) imply lim supn→∞ supα∈A |Iˆκα(tn, xn, un) − Iˆκα(t , x , u)| ≤ 0
as R→∞, as required.
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For the medium jump term Iκα of the nonlocal part Iκα, we find∣∣∣∣ (un(tn, xn + jα(tn, xn, z))− un(tn, xn)−Dφn(tn, xn)jα(tn, xn, z))
−
(
u
(
t , x + jα(t , x , z)
)− u (t , x )−Dφ (t , x )jα(t , x , z))∣∣∣∣
≤
∣∣∣∣(un(tn, xn + jα(tn, xn, z))− un(tn, xn))− (u(t, x+ jα(t, x, z))− u(t, x))∣∣∣∣
+
∣∣∣∣Dφ(t, x)∣∣∣∣ · ∣∣∣∣jα(tn, xn, z)− jα(t, x, z)∣∣∣∣
+
∣∣∣∣Dφn(tn, xn)−Dφ(t, x)∣∣∣∣ · ∣∣∣∣jα(tn, xn, z)∣∣∣∣
≤
∣∣∣∣(un(tn, xn + jα(tn, xn, z))− un(tn, xn))− (u(t, x+ jα(t, x, z))− u(t, x))∣∣∣∣
+
∣∣∣∣Dφn(t, x)∣∣∣∣(ω(|tn − t|)+ C|xn − x|) |z|
+
∣∣∣∣Dφn(tn, xn)−Dφ(t, x)∣∣∣∣C(1 + |xn|)|z|
for all |z| ≤ R, using the continuity (B3) and growth assumption (B4). Therefore,∣∣∣Iκα(tn, xn, un, φn)− Iκα(t, x, u, φ)∣∣∣
≤ + 2
(
sup
|ζ|∨|ζ′|≤C(1+supn |xn|)R
∣∣∣u(tn, xn + ζ + ζ ′(ω(|tn − t|) + |xn − x|))− u(t, x+ ζ)∣∣∣
+ sup
|ζ|≤C(1+supn |xn|)R
∣∣∣un(tn, xn + ζ)− u(tn, xn + ζ)∣∣∣) sup
α∈A
∫
κ<|z|≤1
1mα(dz)
+ C
( ∣∣∣Dφn(t, x)∣∣∣(ω(|tn − t|) + |xn − x|)
+
∣∣∣Dφn(tn, xn)−Dφ(t, x)∣∣∣(1 + sup
n∈N
|xn|
))
sup
α∈A
∫
κ<|z|≤1
|z|mα(dz).
Finally, the boundedness assumption (B1) and∫
κ<|z|≤1
1mα(dz) +
∫
κ<|z|≤1
|z|mα(dz) ≤
(
κ−2 + κ−1
) ∫
|z|≤1
|z|2mα(dz)
together with limn→∞ un = u and limn→∞Dφn = Dφ locally uniformly imply
lim sup
n→∞
sup
α∈A
|Iκα(tn, xn, un, φn)− Iκα(t, x, u, φ)| ≤ 0,
as required.
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Proposition 2.33 (Regularity Condition). Suppose that G is a nonlinear Hamilton-
Jacobi-Bellman operator (as defined in Definition 2.27 ) such that all assumptions on the
coefficients from Remark 2.28 hold. If p = 0, then the two operators (Gi)i∈{1,2} with
G1(t, x, r, p,X, φ) := G(t, x, r, p, X, φ)
G2(t, x, r, p,X, φ) := −G(t, x,−r,−p,−X,−φ)
for (t, x, r, p,X, φ) ∈ (0, T )×Rd ×R×Rd × Sd×d ×C2p(Rd) satisfy a regularity condition
(as introduced in Definition 2.21) for β1 = β2 = 1 and any q ≥ 2. If, on the other hand,
p > 0 and q > p with q ≥ 2 such that the uniform integrability condition
sup
α∈A
∫
|z|>1
|z|qmα(dz) <∞
holds, then the operators (Gi)i∈{1,2} satisfy a regularity condition for β1 = β2 = 1 and
that particular q > p with q ≥ 2.
Proof. Suppose that u,−v ∈ USCp([0, T ]× Rd) and that for δ, µ, β, λ ≥ 0
φλβ(t, x, y) :=
δ
T − t + λ|x− y|
2 + βeµt(|x|q + |y|q) (2.32)
with (t, x, y) ∈ (0, T )× Rd × Rd. Moreover, suppose that
uε : [0, T ]× Rd −→ R
is the parabolic supremal convolution of u : [0, T ] × Rd → R (as in Remark 2.20), that
vε : [0, T ]× Rd −→ R
is the parabolic infimal convolution of v : [0, T ]× Rd → R (i.e. vε := −(−v)ε), and that
Oε
ϕ[G
κ](t, x, r, q,X,w, ψ) := inf
ϕ(y−x)≤ε·δ(x)
Gκ(t, y, r, q,X,w ◦ τx−y, ψ ◦ τx−y) (2.33)
for (t, x, r, q,X,w, ψ) ∈ (0, T )×Rd×R×Rd×Sd×d×SCp(Rd)×C2(Rd) and ε > 0, where
ϕ = ϕp∨2 ∈ C∞(Rd)
is the quasidistance with (p ∨ 2)-polynomial growth from Lemma 1.14, τh : Rd → Rd is
the translation operator by h ∈ Rd (i.e. τh(x) = x+ h for all x ∈ Rd) and
δ(x) := 23(p∨2)C(1 + ϕ(x))
for x ∈ Rd. According to the definition of the regularity condition in Definition 2.21,
we have to show the existence of some C ′ > 0 and some ω′ : [0,∞) → [0,∞) with
ω′(0) = limh→0+ ω′(h) = 0, such that the following implication holds:
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If (t, x, y) ∈ (0, T )× Rd × Rd is a global maximum point with
sup
(t,x,y)∈(0,T )×Rd×Rd
(
uε(t, x)− vε(t, y)− φλβ(t, x, y)
)
= uε(t, x)− vε(t, y)− φλβ(t, x, y) ≥ 0
and if X, Y ∈ Sd×d are symmetric matrices with(
X 0
0 −Y
)
≤ 4λ
(
I −I
−I I
)
+ q(q − 1)βeµt
(|x|q−2I 0
0 |y|q−2I
)
(2.34)
for some δ, µ, β, λ, ε > 0, then
Oε
ϕ[G
κ]
(
t, y, vε(t, y),−Dyφλβ(t, x, y), Y , vε(t, · ),−φλβ(t, x, · )
)
− Oεϕ[Gκ]
(
t, x, uε(t, x), Dxφ
λ
β(t, x, y), X, u
ε(t, · ), φλβ(t, · , y)
)
≤ ω′
(
|x− y|(1 + |x|p + |y|p))+ C ′λ|x− y|2 + C ′βeµt(1 + |x|q + |y|q)+ %β,λ,ε,κ
for a remainder %β,λ,ε,κ with lim supβ→0 lim supλ→∞ lim supε→0 lim supκ→0 %β,λ,ε,κ ≤ 0.
We will now prove this implication: First of all, the construction of G = infα∈AGα in
Definition 2.27 and Equation (2.33) imply
Oε
ϕ[G
κ]
(
t, y, vε(t, y),−Dyφλβ(t, x, y), Y , vε(t, · ),−φλβ(t, x, · )
)
− Oεϕ[Gκ]
(
t, x, uε(t, x), Dxφ
λ
β(t, x, y), X, u
ε(t, · ), φλβ(t, · , y)
)
≤ sup
(α,x,y)∈Aε
{(
fα(t, y)− fα(t, x)
)
+
(
Lα(t, x, uε(t, x), Dxφλβ(t, x, y), X)
− Lα(t, y, vε(t, y) ,−Dyφλβ(t, x, y), Y )
)
+
(
Iκα(t, x, uε(t, · ) ◦ τx−x, φλβ(t, · , y) ◦ τx−x)
− Iκα(t, y, vε(t, · ) ◦ τy−y, φλβ(t, x, · ) ◦ τy−y)
)}
with Aε := {(α, x, y) ∈ A×Rd ×Rd : ϕ(x− x) ≤ ε · δ(x), ϕ(y − y) ≤ ε · δ(y)} for ε > 0.
Therefore, we can treat the inhomogeneous, local and nonlocal part separately. Since
sup
(α,x,y)∈Aε
(
fα(t, y)− fα(t, x)
) ≤ sup
(α,x,y)∈Aε
ω(|x− y|)
≤ sup
(α,x,y)∈Aε
ω(|x− y|+ |x− x|+ |y − y|)
≤ sup
(α,x,y)∈Aε
ω
(|x− y|+ 2p∨2−2 (ϕ(x− x)1/2 + ϕ(y − y)1/2))
≤ ω (|x− y|+ 2p∨2−2ε1/2 (δ(x)1/2 + δ(y)1/2))
follows from the continuity assumption (B3) and the bounds for ϕ ∈ C∞(Rd) from
Lemma 1.14, it remains to prove the implication for Lα and Iκα:
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For the local part Lα, we find for (α, x, y) ∈ Aε that
Lα(t, x, uε(t, x), Dxφλβ(t, x, y), X)− Lα(t, y, vε(t, y),−Dyφλβ(t, x, y), Y )
=
(
cα(t, x)u
ε(t, x)− cα(t, y)vε(t, y)
)
+
(
bTα(t, x)Dxφ
λ
β(t, x, y)− bTα(t, y)
(
−Dyφλβ(t, x, y)
))
+
(
tr
(
σα(t, x)σ
T
α (t, x)X
)
− tr
(
σα(t, y)σ
T
α (t, y)Y
))
,
(2.35)
which allows us to treat the killing, drift and diffusion term separately: By assumption
M = M (β,λ,ε) := sup
{
uε(t, x)− vε(t, y)− φλβ(t, x, y)
∣∣ (t, x, y) ∈ (0, T )× Rd × Rd}
= uε(t, x)− vε(t, y)− φλβ(t, x, y) ≥ 0,
which shows φλβ(t, x, y) + M ≥ 0. Therefore, the monotonicity assumption (B5), the
continuity assumption (B3), and lim supε→∞ ‖vε‖p <∞ from Lemma 2.8 imply
cα(t, x)u
ε(t, x)− cα(t, y)vε(t, y)
= cα(t, x)
(
vε(t, y) + φ
λ
β(t, x, y) +M
)
− cα(t, y)vε(t, y)
=
(
cα(t, x)− cα(t, y)
)
vε(t, y) + cα(t, x)
(
φλβ(t, x, y) +M
)
≤ ω(x− y)C
(
1 + |y|p
)
for (α, x, y) ∈ Aε. Since limε→0(x, y) = (x, y) from ϕ(x− x) ∨ ϕ(y − y) ≤ ε(δ(x) ∨ δ(y))
for (α, x, y) ∈ Aε, this leads to
lim sup
ε→0
lim sup
κ→0
sup
(α,x,y)∈Aε
(
cα(t, x)u
ε(t, x)− cα(t, y)vε(t, y)
)
≤ ω
(
|x− y|
(
1 + |x|p + |y|p
))
,
(2.36)
as required. The construction of φλβ : (0, T )× Rd × Rd → R in Equation (2.32) shows
Dxφ
λ
β(t, x, y) = 2λ(x− y) + qβeµt|x|q−2x
Dyφ
λ
β(t, x, y) = 2λ(y − x) + qβeµt|y|q−2y.
(2.37)
Consequently, the boundedness (B1) and continuity assumption (B3) imply
bTα(t, x)Dxφ
λ
β(t, x, y)− bTα(t, y)
(
−Dyφλβ(t, x, y)
)
= 2λ
(
bα(t, x)− bα(t, y)
)T(
x− y
)
+ Cβeµt
(
|x|q−2bTα(t, x)x+ |y|q−2bTα(t, y)y
)
≤ Cλ |x− y| |x− y|+ Cβeµt
(
|x|q−1C(1 + |x|) + |y|q−1C(1 + |y|)
)
for (α, x, y) ∈ Aε. Similar as before, limε→0(x, y) = (x, y) leads to
lim sup
ε→0
lim sup
κ→0
sup
(α,x,y)∈Aε
(
bTα(t, x)Dxφ
λ
β(t, x, y)− bTα(t, y)
(
−Dyφλβ(t, x, y)
))
≤ Cλ|x− y|2 + Cβeµt
(
1 + |x|q + |y|q
)
.
(2.38)
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The assumptions on X, Y ∈ Sd×d from Equation (2.34) imply
ξTXξ − ηTY η ≤ 4λ|ξ − η|2 + q(q − 1)βeµt
(
|x|q−2|ξ|2 + |y|q−2|η|2
)
for all ξ, η ∈ Rd. Therefore, the continuity assumption (B3) and the properties of the
trace operator from [89, Section 4.1.2, p. 43] (such as tr(ABC) = tr(CAB) = tr(BCA)
for A,B,C ∈ Sd×d and tr(A) = ∑dj=1 eTj Aej for the standard basis (ej)1≤j≤d) imply
tr
(
σα(t, x)σ
T
α (t, x)X
)
− tr
(
σα(t, y)σ
T
α (t, y)Y
)
= tr
(
σTα (t, x)Xσα(t, x)− σTα (t, y)Y σα(t, y)
)
=
d∑
j=1
((
σα(t, x)ej
)T
X
(
σα(t, x)ej
)− (σα(t, y)ej)TY (σα(t, y)ej))
≤ 4dλ|σα(t, x)− σα(t, y)|2 + Cβeµt
(
|x|q−2|σα(t, x)|2 + |y|q−2|σα(t, y)|2
)
≤ Cλ|x− y|2 + Cβeµt
(
|x|q−2(1 + |x|)2 + |y|q−2(1 + |y|)2
)
,
for (α, x, y) ∈ Aε. The convergence limε→0(x, y) = (x, y) yields
lim sup
ε→0
lim sup
κ→0
sup
(α,x,y)∈Aε
(
tr
(
σα(t, x)σ
T
α (t, x)X
)− tr (σα(t, y)σTα (t, y)Y ) )
≤ Cλ|x− y|2 + Cβeµt
(
1 + |x|q + |y|q
)
.
(2.39)
Finally, a combination of Equation (2.35) together with Equation (2.36), Equation (2.38)
and Equation (2.39) leads to
lim sup
ε→0
lim sup
κ→0
sup
(α,x,y)∈Aε
(
Lα(t, x, uε(t, x), Dxφλβ(t, x, y), X)
− Lα(t, y, vε(t, y) ,−Dyφλβ(t, x, y), Y )
)
≤ Cλ|x− y|2 + Cβeµt
(
1 + |x|q + |y|q
)
,
as required.
For the nonlocal part Iκα, we find for (α, x, y) ∈ Aε that
Iκα(t, x, uε(t, · ) ◦ τx−x, φλβ(t, · , y) ◦ τx−x)− Iκα(t, y, vε(t, · ) ◦ τy−y, φλβ(t, x, · ) ◦ τy−y)
≤
(
Iˇκα(t, x, φλβ(t, · , y) ◦ τx−x)− Iˇκα(t, y, φλβ(t, x, · ) ◦ τy−y)
)
+
(
Iκα(t, x, uε(t, · ) ◦ τx−x, φλβ(t, · , y) ◦ τx−x)
− Iκα(t, y, vε(t, · ) ◦ τy−y , φλβ(t, x, · ) ◦ τy−y )
)
+
(
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
)
,
which allows us to treat the small jump, medium jump and large jump term separately:
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For the small jump term Iˇκα of the nonlocal part Iκα, we find
Iˇκα(t, x, ψ) =
∫
|z|≤κ
∫ 1
0
(1− ξ)jTα (t, x, z)D2ψ
(
t, x+ ξjα(t, x, z)
)
jα(t, x, z) dξ mα(dz)
for all (t, x, ψ) ∈ (0, T ) × Rd × C2(Rd), using the multivariate Taylor’s theorem from
[2, Theorem 7.5, p. 278]. Hence, the continuity assumption (B3) implies
Iˇκα(t, x, φλβ(t, · , y) ◦ τx−x) − Iˇκα(t, y, φλβ(t, x, · ) ◦ τy−y)
≤
∣∣∣Iˇκα(t, x, φλβ(t, · , y) ◦ τx−x)∣∣∣+ ∣∣∣Iˇκα(t, y, φλβ(t, x, · ) ◦ τy−y)∣∣∣
≤
∫
|z|≤κ
∫ 1
0
(1− ξ)
∣∣∣D2φλβ(t, x+ ξjα(t, x, z), y)∣∣∣ · ∣∣∣jα(t, x, z)∣∣∣2 dξ mα(dz)
+
∫
|z|≤κ
∫ 1
0
(1− ξ)
∣∣∣D2φλβ(t, x, y + ξjα(t, y, z))∣∣∣ · ∣∣∣jα(t, y, z)∣∣∣2 dξ mα(dz)
≤ sup
|ζ|≤1
∣∣∣D2φλβ(t, x+ C(1 + |x|)ζ, y)∣∣∣C(1 + |x|2) sup
α∈A
∫
|z|≤κ
|z|2mα(dz)
+ sup
|η|≤1
∣∣∣D2φλβ(t, x, y + C(1 + |y|)η)∣∣∣C(1 + |y|2) sup
α∈A
∫
|z|≤κ
|z|2mα(dz).
for (α, x, y) ∈ Aε. Finally, the tightness assumption (B2) leads to
lim sup
κ→0
sup
(α,x,y)∈Aε
(
Iˇκα(t, x, φλβ(t, · , y) ◦ τx−x)− Iˇκα(t, y, φλβ(t, x, · ) ◦ τy−y)
)
≤ 0,
as required.
For the medium jump term Iκα of the nonlocal part Iκα, we find(
uε
(
t, x+ jα(t, x, z)
)− uε(t, x)−Dxφλβ(t, x, y)jα(t, x, z))
−
(
vε
(
t, y + jα(t, y, z)
) − vε(t, y) + Dyφλβ(t, x, y)jα(t, y, z))
=
(
uε
(
t, x+ jα(t, x, z)
)− vε(t, y + jα(t, y, z))− φλβ(t, x+ jα(t, x, z), y + jα(t, y, z)))
−
(
uε
(
t, x
)− vε(t, y)− φλβ(t, x, y))
+
(
φλβ
(
t, x+ jα(t, x, z), y + jα(t, y, z)
)− φλβ(t, x, y))
−
(
Dyφ
λ
β
(
t, x, y
)
jα
(
t, y, z
)
+Dxφ
λ
β
(
t, x, y
)
jα
(
t, x, z
))
≤ λ
(∣∣x+ jα(t, x, z)− (y + jα(t, y, z))∣∣2 − ∣∣x− y∣∣2)
+ βeµt
(∣∣x+ jα(t, x, z)∣∣q + ∣∣y + jα(t, y, z)∣∣q − (∣∣x∣∣q + ∣∣y∣∣q))
−
(
2λ(y − x) + qβeµt|y|q−2y
)
jα(t, y, z)
−
(
2λ(x− y) + qβeµt|x|q−2x
)
jα(t, x, z)
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= λ
∣∣jα(t, x, z)− jα(t, y, z)∣∣2
+ βeµt
(∣∣x+ jα(t, x, z)∣∣q − ∣∣x∣∣q − qjα(t, x, z)∣∣x∣∣q−2x)
+ βeµt
(∣∣y + jα(t, y, z)∣∣q − ∣∣y∣∣q − qjα(t, y, z)∣∣y∣∣q−2y)
for (α, x, y) ∈ Aε and |z| ≤ 1, using (t, x, y) ∈ arg max(uε − vε − φλβ) by assumption, the
definition of φλβ(·) from Equation (2.32), and the form of Dφλβ(·) from Equation (2.37).
Furthermore, Taylor’s theorem and the growth assumption (B4) imply∣∣x+ jα(t, x, z)∣∣q − ∣∣x∣∣q − q jα(t, x, z)∣∣x∣∣q−2x
≤ 1
2
q(q − 1) sup
ξ∈[0,1]
∣∣x+ ξjα(t, x, z)∣∣q−2 · ∣∣jα(t, x, z)∣∣2
≤ q(q − 1)2q−2
(∣∣x∣∣q−2 + ∣∣jα(t, x, z)∣∣q−2)∣∣jα(t, x, z)∣∣2 ≤ C(1 + ∣∣x∣∣q−2 · ∣∣x∣∣2 + ∣∣x∣∣q)∣∣z∣∣2
for all (α, x, y) ∈ Aε and |z| ≤ 1. Replacing (x, x) ∈ Rd × Rd by (y, y) ∈ Rd × Rd shows∣∣y + jα(t, y, z)∣∣q − ∣∣y∣∣q − qjα(t, y, z)∣∣y∣∣q−2y ≤ C(1 + ∣∣y∣∣q−2 · ∣∣y∣∣2 + ∣∣y∣∣q−2)∣∣z∣∣2
for (α, x, y) ∈ Aε and |z| ≤ 1. A combination the preceding three inequalities with the
continuity assumption (B3) leads to(
uε
(
t, x+ jα(t, x, z)
)− uε(t, x)−Dxφλβ(t, x, y)jα(t, x, z))
−
(
vε
(
t, y + jα(t, y, z)
) − vε(t, y) + Dyφλβ(t, x, y)jα(t, y, z))
≤ λ|x− y|2|z|2 + βeµtC
(
1 + |x|q−2 · |x|2 + |x|q + |y|q−2 · |y|2 + |y|q
)
|z|2
for (α, x, y) ∈ Aε and |z| ≤ 1. In particular, we obtain
Iκα(t, x, uε(t, · ) ◦ τx−x, φλβ(t, · , y) ◦ τx−x)− Iκα(t, y, vε(t, · ) ◦ τy−y, φλβ(t, x, · ) ◦ τy−y)
≤ βeµtC
(
|x|q−2(|x|2 − |x|2)+ |y|q−2(|y|2 − |y|2)) ∫
|z|≤1
|z|2mα(dz)
+
(
λ|x− y|2 + βeµtC(1 + |x|q + |y|q)) ∫
|z|≤1
|z|2mα(dz)
for (α, x, y) ∈ Aε. Finally, the convergence limε→0(x, y) = (x, y) and the boundedness
assumption (B1) yield
lim sup
ε→0
lim sup
κ→0
sup
(α,x,y)∈Aε
(
Iκα(t, x, uε(t, · ) ◦ τx−x, φλβ(t, · , y) ◦ τx−x)
− Iκα(t, y, vε(t, · ) ◦ τy−y , φλβ(t, x, · ) ◦ τy−y )
)
≤ Cλ|x− y|2 + Cβeµt
(
1 + |x|q + |y|q
)
,
as required.
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For the large jump term Iˆκα of the nonlocal part Iκα with p > 0, we find(
uε
(
t, x+ jα(t, x, z)
)− uε(t, x))− (vε(t, y + jα(t, y, z))− vε(t, y))
=
(
uε
(
t, x+ jα(t, x, z)
)− vε(t, y + jα(t, y, z)))− (uε(t, x)− vε(t, y))
≤ φλβ
(
t, x+ jα(t, x, z), y + jα(t, y, z)
)− φλβ(t, x, y)
≤ λ∣∣(x+ jα(t, x, z))− (y + jα(t, y, z))∣∣2 + βeµt(∣∣x+ jα(t, x, z)∣∣q + ∣∣y + jα(t, y, z)∣∣q)
for (α, x, y) ∈ Aε and |z| > 1, using (t, x, y) ∈ arg max(uε − vε − φλβ) by assumption,
the definition of φλβ(·) from Equation (2.32), and φλβ(t, x, y) − δ(T − t)−1 ≥ 0. Hence,
the continuity (B3) and growth assumption (B4) imply
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
=
∫
1<|z|
(
uε
(
t, x+ jα(t, x, z)
)− uε(t, x))− (vε(t, y + jα(t, y, z))− vε(t, y))mα(dz)
≤ C
(
λ
(|x− y|2 + |x− y|2)+ βeµt(1 + |x|q + |x|q + |y|q + |y|q)) ∫
|z|>1
|z|qmα(dz)
for (α, x, y) ∈ Aε. Finally, since limε→0(x, y) = (x, y) and
sup
α∈A
∫
|z|>1
|z|qmα(dz) <∞
by assumption, this leads to
lim sup
ε→0
lim sup
κ→0
sup
(α,x,y)∈Aε
(
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
)
≤ Cλ|x− y|2 + Cβeµt
(
1 + |x|q + |y|q
)
,
as required.
For the large jump term Iˆκα of the nonlocal part Iκα with p = 0, we find
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
=
∫
1<|z|
(
uε
(
t, x+ jα(t, x, z)
)− uε(t, x))− (vε(t, y + jα(t, y, z))− vε(t, y))mα(dz)
≤ C
(
λ
(|x− y|2 + |x− y|2)+ βeµt(1 + |x|q + |x|q + |y|q + |y|q)) ∫
1<|z|≤R
|z|qmα(dz)
+ C
(
‖u‖∞ + ‖v‖∞
)∫
|z|>R
1mα(dz)
for (α, x, y) ∈ Aε and R > 1, using ‖uε‖∞ + ‖vε‖∞ ≤ C(‖u‖∞ + ‖v‖∞) from Lemma 2.8.
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Since limε→0(x, y) = (x, y) by construction, this implies
lim sup
ε→0
sup
(α,x,y)∈Aε
(
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
)
≤ C
(
λ
(|x− y|2)+ βeµt(1 + |x|q + |y|q)) ∫
1<|z|≤R
|z|qmα(dz)
+ C
(
‖u‖∞ + ‖v‖∞
)∫
|z|>R
1mα(dz)
(2.40)
for all R > 1. Note that (similar to the second part of the proof of Theorem 2.22)
it is possible to show that lim supβ→0 lim supλ→∞ βe
µt (1 + |x|q + |y|q) = 0 as well as
lim supλ→∞ λ|x− y|2 = 0, using the ideas of the proof of Lemma 2.16: First, we obtain
M
λ/2
β/2 := sup
(t,x,y)∈(0,T )×Rd×Rd
(
u(t, x)− v(t, y)− φλ/2β/2(t, x, y)
)
≥ sup
(t,x,y)∈(0,T )×Rd×Rd
(
u(t, x)− v(t, y)− φλβ(t, x, y)
)
+
λ
2
|x− y|2 + β
2
(
|x|q + |y|q
)
= Mλβ +
λ
2
|x− y|2 + β
2
(
|x|q + |y|q
)
for all β, λ > 0 from the definition of φλβ(·) in Equation (2.32). Moreover, the boundedness
of u : Rd → R and v : Rd → R implies that
lim
β→0
lim
λ→∞
Mλβ
exists in R, which shows that
lim sup
λ→∞
λ|x− y|2 = 0
lim sup
β→0
lim sup
λ→∞
β
(
|x|q + |y|q
)
= 0.
Finally, the boundedness assumption (B1) and Equation (2.40) yield
lim sup
β→0
lim sup
λ→∞
lim sup
ε→0
sup
(α,x,y)∈Aε
(
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
)
≤ C (‖u‖∞ + ‖v‖∞)
∫
|z|>R
1mα(dz)
for all R > 1. Sending R→∞ together with the tightness assumption (B2) thus shows
lim sup
β→0
lim sup
λ→∞
lim sup
ε→0
sup
(α,x,y)∈Aε
(
Iˆκα(t, x, uε(t, · ) ◦ τx−x)− Iˆκα(t, y, vε(t, · ) ◦ τy−y)
)
≤ 0,
as required.
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It is interesting to note that the preceding proof generalizes the approach pursued
in [108] even in the bounded case (i.e. p = 0): In this article, the author employs
an additional integrability condition (similar to our unbounded case), even though it
is somewhat hidden in [108, Chapter 2] and [108, Chapter 4]. However, the author
incorrectly claims in [108, Example 2] to cover the α-stable case for any α ∈ (0, 2),
although the assumptions only cover α ∈ (0, 1
2
). In the unbounded case (i.e. p > 0), our
arguments also depend on such an additional integrability condition, in order to show at
the end of the preceding proof that the large jump term satisfies a regularity condition:
This is mainly due to the fact that
lim sup
β→0
lim sup
λ→∞
β
(
|x|q + |y|q
)
= 0
does not hold in general. It would be interesting to study if it is possible to relax
the additional integrability condition (in the unbounded case) by using an alternative
approach to bound the large jump term.
Corollary 2.34 (Comparison Principle). Suppose that
u, v ∈ SCp([0, T ]× Rd)
with p ≥ 0 and T > 0 are viscosity solutions in (0, T )× Rd of
∂tu(t, x) +G(t, x, u(t, x), Du(t, x), D
2u(t, x), u(t, · )) ≤ 0
∂tv(t, x) +G(t, x, v(t, x), Dv(t, x), D
2v(t, x), v(t, · )) ≥ 0
for some nonlinear Hamilton-Jacobi-Bellman operator G (as defined in Definition 2.27),
which satisfies all assumptions from Remark 2.28. In the unbounded case (i.e. p > 0),
suppose further that the additional integrability assumption
sup
α∈A
∫
|z|>1
|z|qmα(dz) <∞
holds for some q > p with q ≥ 2. If the initial values u(0, · ), v(0, · ) are continuous and
u(0, x) ≤ v(0, x)
for all x ∈ Rd, then u(t, x) ≤ v(t, x) for all (t, x) ∈ (0, T )× Rd.
Proof. According to Lemma 2.32 and Proposition 2.33, the general comparison theorem
from Corollary 2.23 can be applied to obtain the desired result.
A detailed inspection of the main line of argument shows that (under appropriate
integrability assumptions on the related jump measures) it seems feasible to extend our
comparison principle from Corollary 2.34 to unbounded solutions with more general
growth assumptions (as long as they are bounded by a smooth quasidistance that equals
the squared norm in a neighborhood of zero, so that Lemma 1.12 can be applied). An
example in [9, Remark 3.6] shows, however, that it is not possible to obtain a general
comparison principle for unbounded viscosity solutions with arbitrary growth at infinity.
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Corollary 2.35 (Subadditivity & Convexity of Solutions). Suppose that
uϕ ∈ Cp([0, T ]× Rd)
with p ≥ 0, T > 0 and uϕ(0, · ) = ϕ ∈ Cp(Rd) are viscosity solutions in (0, T )× Rd of
∂tu
ϕ(t, x) +G(t, x, uϕ(t, x), Duϕ(t, x), D2uϕ(t, x), uϕ(t, · )) = 0
for some nonlinear Hamilton-Jacobi-Bellman operator G (as defined in Definition 2.27),
which satisfies all assumptions from Remark 2.28. In the unbounded case (i.e. p > 0),
suppose further that the additional integrability assumption
sup
α∈A
∫
|z|>1
|z|qmα(dz) <∞
holds for some q > p with q ≥ 2. For all initial values ϕ, ψ ∈ Cp(Rd), we have
uϕ+ψ(t, x) ≤ uϕ(t, x) + uψ(t, x)
uλϕ+(1−λ)ψ(t, x) ≤ λuϕ(t, x) + (1− λ)uψ(t, x)
for all (t, x) ∈ (0, T )× Rd and λ ∈ (0, 1).
Proof. It is easy to check that the operators
G(t, x, · ) : R× Rd × Sd×d × C2p(Rd) −→ R
are superlinear and concave for all (t, x) ∈ (0, T )× Rd, since they are the infimum of a
family of linear operators
Gα(t, x, · ) : R× Rd × Sd×d × C2p(Rd) −→ R
with α ∈ A. According to Lemma 2.32 and Proposition 2.33, the general results from
Corollary 2.25 and Corollary 2.26 can be applied to obtain the desired result.
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As the name suggests, sublinear expectations generalize classical linear expectations
(i.e. typically Lebesgue integrals with respect to probability measures) by relaxing its
linearity property. They are a special case of nonlinear expectations, which are used in a
variety of different fields (see e.g. [128, Chapter 15, p. 303] or [43] for an overview), and are
often interpreted as worst-case or best-case bounds for risk evaluations under the presence
of (Knightian) uncertainty. In the pioneering work [5], general sublinear expectation
were first characterized and studied axiomatically under the name coherent risk measures
by Philippe Artzner, Freddy Delbaen, Jean-Marc Eber and David Heath, as a unified
framework to model financial risks. Shige Peng later introduced a corresponding notion
for the distribution, independence and convergence of random variables for sublinear
expectations in [102], in order to derive classical results from probability theory (such as
the central limit theorem and the weak law of large numbers) in this generalized context
of sublinear expectation spaces.
The purpose of this chapter is to summarize the intrinsic approach towards sublinear
expectations from Shige Peng in [102] and to fix important, related (partly refined)
definitions required for Chapter 4 – intrinsic in the sense, that the approach is a-priorily
not based on a classical probability or measurable space. In the first half, in Section 3.1,
we introduce the notion of sublinear expectation spaces and remind the reader of a
well-known characterization, which relates sublinear expectations to classical linear
expectations and in turn motivates its common interpretation as worst-case or best-case
bounds in applications. In the second half, in Section 3.2, we establish refined notions
(compared to the ones from Shige Peng in [102]) for the distribution, independence and
convergence of random variables on sublinear expectation spaces, recall the central limit
theorem and law of large numbers for sublinear expectations from [104], and introduce
the corresponding limiting distributions.
3.1. Expectation Spaces
Sublinear expectations have been studied extensively in the context of decision theory
and related topics in mathematical finance under the name coherent risk measures. For
a thorough introduction into monetary risk measures and their applications, we refer the
interested reader to the monograph [55, Chapter 4, p. 157].
As we will see in Chapter 4 of this thesis, one important question for sublinear
expectations is the extent of their domains. For that reason, we introduce sublinear
expectations on rather general spaces, instead of working with classical measurable
spaces directly.
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Definition 3.1 (Space of Integrands). Let Ω be a given set, the so-called ground set,
and H a linear space of real-valued functions on Ω. The space H is called a space of
integrands on Ω if it contains all constant functions and X ∈ H implies |X| ∈ H.
Remark 3.2 (H are Vector Lattices). A linear space H of real-valued functions
defined on a common set Ω is called a vector lattice if it is stable under the minimum
and maximum operators, i.e. for every f, g ∈ H we have f ∧ g = min{f, g} ∈ H and
f ∨ g = max{f, g} ∈ H. Since the representations
f+ = max{f, 0} = 1
2
(|f |+ f)
f− = min {f, 0} = 1
2
(|f | − f)
f ∨ g = max{f, g} = (f − g)+ + g
f ∧ g = min {f, g} = (f − g)− + g
holds, every space of integrands is also a vector lattice. Moreover, a vector lattice that
contains all constant functions is a space of integrands due to |f | = max{f,−f}.
Definition 3.3 (Expectation Spaces). Let H be a space of integrands on the set Ω.
A nonlinear expectation is a functional E : H → R such that
(i) ∀X ≤ Y : E(X) ≤ E(Y ) (Monotonicity)
(ii) ∀c ∈ R : E(c) = c (Preservation of Constants)
and the triplet (Ω,H, E) is called a nonlinear expectation space. If we additionally have
(iii) ∀X, Y ∈ H : E(X + Y ) ≤ E(X) + E(Y ) (Subadditivity)
(iv) ∀λ ≥ 0 : E(λX) = λE(X) (Positive Homogeneity)
the functional E : H → R is called sublinear expectation and the triplet (Ω,H, E) the
corresponding sublinear expectation space.
It is interesting to note that, although we restrict our attention in this thesis to sublinear
expectations, many interesting results can be extended to nonlinear expectations using a
standard procedure (see [105, Chapter 8] for an exemplary account), as long as they are
(in a certain sense) dominated by sublinear expectations.
Let us quickly motivate, why we generalize the linearity of expectations instead of the
additivity of probability measures: First of all, many interesting nonlinear expectations
are not constructed on (and cannot be extended uniquely to) a set of measurable functions,
so that it is a-priorily unclear how to relate nonlinear expectations to measurable spaces.
An interesting example related to this problem for sublinear expectations can be found in
[98, Example 5.1]. On top of that, nonlinear expectations (even if defined on measurable
spaces) contain in general more (for many applications very vital) information compared
to its underlying generalization of probability measures, which can be seen in the following
136
3. Sublinear Expectations
example: Suppose that E(·) is a classical linear expectation, then for every increasing,
measurable bijection f : R→ R with f(x) = x for all x ∈ [0, 1],
E(X) := f−1(E(f(X))
defines a nonlinear expectation such that E(1A) = E(1A) holds for measurable A ⊂ Ω. In
contrast to this general statement, we will now show that in case of sublinear expectations
on measurable spaces, there exists a one-to-one correspondence to the underlying sublinear
generalizations of probability measures (often referred to as capacities) under some
additional conditions.
Lemma 3.4 (Properties of Sublinear Expectations). A sublinear expectation space
(Ω,H, E) has the following basic properties:
(v) ∀α ∈ [0, 1] : E(αX + (1− α)Y ) ≤ αE(X) + (1− α)E(Y ) (Convexity)
(vi) ∀c ∈ R : E(X + c) = E(X) + c (Simple Translation Invariance)
(vii) E(Y ) = −E(−Y ) =⇒ E(X + Y ) = E(X) + E(Y ) (Translation Invariance)
(viii) ∀λ ∈ R : E(λX) = λ+E(X) + λ−E(−X) (Homogeneity)
In fact, the homogeneity property (viii) is equivalent to the positive homogeneity property
(iv) from Definition 3.3. Moreover, the convexity (v) and homogeneity (viii) are equivalent
to the sublinearity, i.e. property (iii) and (iv).
Proof. A simple application of the subadditivity (iii) and positive homogeneity (iv)
implies the convexity (v). For the opposite direction note that
E(X + Y ) = E
(
α
(
1
α
X
)
+ (1− α) ( 1
1−αY
))
≤ αE ( 1
α
X
)
+ (1− α)E ( 1
1−αY
)
= E(X) + E(Y ),
where we used the convexity (v) in the second and the homogeneity (iv) in the last step.
For the translation invariance properties consider
E(X) + E(Y ) = E(X)− E(−Y )
≤ E(X − (−Y ))
= E(X + Y )
≤ E(X) + E(Y ),
where we applied the subadditivity (iii) in the third and last step. The equivalence
of the homogeneity properties follows directly from the definition of the positive part
λ+ = max{λ, 0} and the negative part λ− = max{−λ, 0}.
137
3. Sublinear Expectations
Theorem 3.5 (Representation of Sublinear Functionals). Let E : H → R be a
sublinear functional on a linear space H, i.e. it satisfies subadditivity (iii) and positive
homogeneity property (iv) from Definition 3.3. There exists a family {Eθ : θ ∈ Θ} of
linear functionals on H such that
E(X) = sup
θ∈Θ
Eθ(X)
for all X ∈ H. In fact, for every X ∈ H there exists θX ∈ Θ such that E(X) = EθX (X).
Moreover, if E is a sublinear expectation then all Eθ are linear expectations, i.e. they
also satisfy monotonicity (i) and constant preservation property (ii) from Definition 3.3.
Proof. Let Θ := {θ : H → R : θ is linear and θ ≤ E} and denote Eθ := θ for θ ∈ Θ.
Since E ≥ supθ∈ΘEθ by construction, it suffices to prove (for the first part of the theorem)
that for every X ∈ H there exists θX ∈ Θ such that E(X) = EθX (X):
Suppose that X ∈ H and LX := {aX : a ∈ R} ⊂ H. Since for each a ∈ R
aE(X) = a+E(X)− a−E(X) = E(a+X)− E(a−X) ≤ E(a+X − a−X) = E(aX)
follows from the subadditivity property (iii) in Definition 3.3, the linear functional
fX : LX −→ R
(aX) 7−→ fX(aX) := aE(X)
is dominated by E(·), i.e. fX ≤ E on LX . Accordingly, the Hahn-Banach theorem
(cf. Theorem A.9) implies that there exists θX ∈ Θ such that
E(X) = fX(X) = θX(X) = EθX (X).
For the second part of the theorem, assume that E : H → R is a sublinear expectation,
i.e. it also satisfies monotonicity (i) and preservation of constants (ii) from Definition 3.3.
For X ≥ Y and θ ∈ Θ, we find
Eθ(X)− Eθ(Y ) = Eθ(X − Y ) = −Eθ(Y −X)
≥ − sup
θ∈Θ
Eθ(Y −X) ≥ 0,
using the linearity of Eθ and monotonicity (i) of E = supθ∈ΘEθ. Finally, we obtain for
each c ∈ R and θ ∈ Θ
c = − sup
θ∈Θ
E(−c) ≤ −Eθ(−c) = Eθ(c) ≤ sup
θ∈Θ
Eθ(c) = c,
using the preservation of constants (ii) of E = supθ∈ΘEθ and the linearity of Eθ.
The preceding characterization of sublinear expectations in Theorem 3.5 was already
obtained in the original work [5] on coherent risk measures (with finite ground sets Ω).
It suggests to interpret sublinear expectations as best-case or worst-case bounds for
models with incomplete knowledge on all related parameters. In particular, it seems
reasonable to model risk bounds under the presence of (Knightian) uncertainty by
sublinear expectations.
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Remark 3.6 (Properties of Parameter Sets Θ). The previous theorem states that
every sublinear functional E is of the form E = supθ∈ΘEθ for a family {Eθ : θ ∈ Θ}
of linear functionals. Moreover, its proof entails that we can assume (without loss of
generality) that the parameter set Θ is of the form
Θ = {θ : H → R : θ is linear and θ ≤ E},
which is convex and closed (with respect to the operator norm induced by ‖ · ‖ := E[| · |]),
and Eθ = θ for θ ∈ Θ. In particular, if this representation of Θ is characterized (in an
isomorphic way) by a subset of a topological space, it can be replaced by the closure
without changing the resulting sublinear functional.
Theorem 3.7 (Daniell-Stone). Suppose H is a space of integrands on a ground set Ω
and I : H → R is a monotone, linear functional such that
lim
n→∞
I(fn) = 0
for each (fn)n ⊂ H with fn ↓ 0 as n→∞, i.e. f1 ≥ f2 ≥ . . . ≥ 0 and limn→∞ fn(x) = 0
for all x ∈ Ω. There exists a unique measure µ on σ(H) (i.e. the smallest σ-algebra on
Ω such that all functions in H are Borel-measurable) such that
I(f) =
∫
Ω
f(x)µ(dx)
for all f ∈ H. Furthermore, if I : H → R is even a linear expectation (i.e. it also
constant-preserving), then µ : σ(H)→ [0,∞) is a probability measure.
Proof. ↪→ [46, Theorem 4.5.2, p. 144]
Linear functionals as in Theorem 3.7 were studied extensively by Percy Daniell in [37]
(as an alternative way towards integration) and are therefore often referred to as Daniell
integrals. The relation between Daniell and Lebesgue integrals from Theorem 3.7 was
first obtained by Marshall Stone in [122].
Corollary 3.8 (Representation of Sublinear Expectations). Let E : H → R be a
sublinear expectation on Ω such that
lim
n→∞
E(Xn) = 0
for (Xn)n ⊂ H with Xn ↓ 0 as n→∞, i.e. X1 ≥ X2 ≥ . . . ≥ 0 and limn→∞Xn(ω) = 0
for all ω ∈ Ω. There exists a family {µθ : θ ∈ Θ} of probability measures on σ(H) (i.e. the
smallest σ-algebra on Ω such that all functions in H are Borel measurable) with
E(X) = sup
θ∈Θ
∫
Ω
X(ω)µθ(dω)
for all X ∈ H. Moreover, for each X ∈ H there exists θX ∈ Θ such that E(X) =∫
Ω
X(ω)µθX (dω) holds. A family (µθ)θ∈Θ of probability measures related to such a
representation is often referred to as uncertainty subset of the sublinear expectation.
Proof. The statement is a combination of Theorem 3.5 and Theorem 3.7 with I = Eθ.
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It is interesting to note that, if a sublinear expectation E : H → R is defined on a
space H of bounded, measurable functions, then [55, Theorem A.33, p. 394] shows that
we can always obtain a representation of the form
E(X) = sup
θ∈Θ
∫
Ω
X(ω)µθ(dω)
for a family (µθ)θ∈Θ of finitely additive measures – even without the additional continuity
assumption from Corollary 3.8. Moreover, if H consists of bounded, Borel-measurable
functions on a Polish space Ω, the continuity condition in Corollary 3.8 to obtain
σ-additive (and not only finitely additive) measures can be weakened to sequences
(Xn)n∈N ⊂ Cb(Ω) of continuous functions, according to [55, Theorem 4.22, p. 171].
Remark 3.9 (Dominated Convergence). The classical monotone convergence theo-
rem and the interchangeability of suprema show that sublinear expectations, which can
be represented as Lebesgue integrals with respect to (σ-additive) probability measures,
are continuous from below, in the sense that
E
(
sup
n∈N
Xn
)
= sup
n∈N
E(Xn)
holds for every increasing sequence (Xn)n∈N ⊂ H with supn∈NXn ∈ H. Together
with Corollary 3.8, this implies that sublinear expectations, which are continuous from
above, are also continuous from below. Moreover, a simple calculation (as in [55,
Lemma 4.16, p. 168]) shows that, in this case, sublinear expectations even satisfy a
dominated convergence theorem, in the sense that
E
(
lim
n→∞
Xn
)
= lim
n→∞
E(Xn)
for every sequence (Xn)n∈N ⊂ H such that supn∈N |Xn| ∈ H and limn→∞Xn ∈ H.
Another popular notion of nonlinear integrals – the so-called Choquet integrals – was
introduced by Gustave Choquet in [26]. A detailed introduction into the theory of Choquet
integrals can be found in the monograph [42]. One important property all Choquet
integrals share is their comonotonic additivity, i.e. they are additive for comonotone
functions. Recall that two functions f, g : Ω→ R are referred to as comonotone if(
f(ω1)− f(ω2)
)(
g(ω1)− g(ω2)
) ≥ 0
for all ω1, ω2 ∈ Ω. According to Greco’s representation theorem (as in [42, Theorem 13.2,
p. 158]), which was originally obtained by Gabriele Greco in [59], sublinear expectations
from Definition 3.3 are Choquet integrals if they are comonotonic additive and continuous
from below, i.e. E(supn∈NXn) = supn∈NE(Xn) holds for every increasing sequence
(Xn)n∈N ⊂ H with supn∈NXn ∈ H. Note, however, that not every sublinear expectation
is comonotonic additive, cf. e.g. [109, Section 2.2.3.2, p. 60].
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3.2. Important Distributions
One of the main contribution by Shige Peng in [102] was to obtain an analog of the
central limit theorem for sublinear expectations using intrinsic notions for the distribution,
independence and convergence of random variables. Interestingly, the proof of this novel
central limit theorem did not rely on any results from classical probability theory. In this
section, we present partly revised versions of these notions for sublinear expectations
and recall the exact statement of the resulting limit theorem (in a slightly generalized
version from [103]), including a sketch for the main idea of its proof.
In order to understand the main challenge of the following definitions, note that it is
an important issue for introducing a notion of (S-valued) random variables
X : Ω −→ S
and their distributions, for which functions ϕ : S → R expressions of the form E(ϕ(X))
are well-defined. This is due to the fact that sublinear expectations (Ω,H, E) are (in
general) only defined on a space of integrands H in Definition 3.3.
Definition 3.10 (Random Variables & Test Functions). Suppose S is an arbitrary
set, which is usually referred to as the state space. An (S-valued) random variable on a
sublinear expectation space (Ω,H, E) is a map
X : Ω −→ S
with its associated (maximal) set of test functions
TX := {ϕ : S → R | ϕ ◦X ∈ H}.
It is called adapted to a family of test functions T (i.e. a space of integrands on the state
space S as in Definition 3.1) if T ⊂ TX , or equivalently ϕ ◦X ∈ H for all ϕ ∈ T . Given
a family of test functions T on the state space S,
L(Ω,H;S, T ) := {X : Ω→ S | T ⊂ TX} = {X : Ω→ S | ∀ϕ ∈ T : ϕ ◦X ∈ H}
denotes the space of all random variables that are adapted to T .
Definition 3.11 (Distributions). The distribution of X ∈ L(Ω,H;S, T ) (i.e. a random
variable X : Ω→ S on a sublinear expectation space (Ω,H, E) adapted to a family of
test functions T ) is the sublinear expectation space (S, T , EX) with
EX(ϕ) := E(ϕ(X))
for all test functions ϕ ∈ T .
The intrinsic notion of distributions in Definition 3.11 implies in a trivial way that
for every (sublinear) distribution, there exists a sublinear expectation and a random
variable with that specific distribution: Simply use the distribution itself as the sublinear
expectation space and the identity map as the random variable. Similar to classical
probability theory, it therefore often suffices to study distributions irregardless of their
underlying sublinear expectation spaces.
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Remark 3.12 (Equivalence in Distribution). Note that Definition 3.11 (similar to
classical probability theory) already determines what it means for two random variables
(not necessarily defined on the same sublinear expectation space) to have the same
distribution with respect to a fixed family of test functions T on S:
If X : Ω→ S and Xˆ : Ωˆ→ S are two S-valued random variables on sublinear expecta-
tion spaces (Ω,H, E) and (Ωˆ, Hˆ, Eˆ) respectively, then they have the same distribution, or
short X ∼ Xˆ, if their distributions (w.r.t. the family of test functions T ) coincide, i.e.
E(ϕ(X)) = EX(ϕ) = EˆXˆ(ϕ) = Eˆ(ϕ(Xˆ))
for all ϕ ∈ T . It is important to realize that this notion significantly depends on the choice
of the family of test functions: If the family T is too small (e.g. only contains continuous
functions), the corresponding distributions sometimes do not contain enough information
on the random variables. In fact, many tightness arguments, that are frequently used in
classical probability theory, to show that the distribution with respect to T is already
uniquely determined by a smaller subfamily of test functions Tˆ ⊂ T , do not work in
many interesting examples, cf. [40, Section 2] and [98, Example 5.1].
Definition 3.13 (Independence). A random variable X : Ω → SX is said to be
independent of another random variable Y : Ω→ SY (or short X ⊥⊥ Y ) on a sublinear
expectation space (Ω,H, E) with respect to a family of test functions T on SX × SY if
E(ϕ(X, Y )) = E(E(ϕ(X, y))|y=Y )
for all ϕ ∈ T . In order for all terms to be well-defined, this implicitly assumes that
T ⊂ T(X,Y ), ϕ( · , y) ∈ TX and E(ϕ(X, · )) ∈ TY for all ϕ ∈ T and y ∈ SY .
Note that the construction of independent random variables for sublinear expectations
can be obtained by a similar product construction as in classical probability theory, using
the right-hand side of the defining equation for independence (cf. [105, Section 1.3, p. 6]).
Remark 3.14 (Symmetry of Independence). In contrast to classical probability
theory, the independence of random variables for sublinear expectations is (in general)
not symmetric anymore: Suppose that X, Y : Ω→ R are random variables on a sublinear
expectation space (Ω,H, E) such that X,X2, XY 2 ∈ H with
E(|X|) > 0 = E(X) = E(−X)
E(X2) > −E(−X2)
and X ∼ Y , i.e. X and Y have the same distribution. If X ⊥⊥ Y , then
E(Y X2) = E
(
E(yX2)|y=Y
)
= E
(
Y +E(X2) + Y −E(−X2))
= E
(
Y +
(
E(X2)− E(−X2))− Y E(−X2))
= E(Y +)
(
E(X2)− E(−X2))
= 1
2
E(|Y |) (E(X2)− E(−X2)) > 0
using Y ∼ X, the identity Y + = 1
2
(|Y | + Y ), and the translation invariance (vii) and
142
3. Sublinear Expectations
homogeneity property (viii) for sublinear expectations from Lemma 3.4. If, on the other
hand, Y ⊥⊥ X, a similar calculation shows that
E(Y X2) = E
(
E(Y x2)|x=X2
)
= E
(
E(Y )X2
)
= 0,
which implies that we can have either X ⊥⊥ Y or Y ⊥⊥ X, but not both.
As a next step, we introduce the family of stable distributions and their connection to
certain nonlinear partial differential equations. Similar to classical probability theory,
stable distributions are the limiting distributions of the generalized central limit theorem
for sublinear expectations (as we will see later in Theorem 3.18).
Definition 3.15 (Stable Distributions). A d-dimensional real-valued random variable
X : Ω→ Rd on a sublinear expectation space (Ω,H, E) is said to have a stable distribution
with stability index α > 0 if
aX + bX ′ ∼ (aα + bα)1/αX
holds for all a, b ≥ 0 and independent copies X ′ : Ω → Rd, i.e. X ′ ∼ X and X ′ ⊥⊥ X.
Furthermore, stable distributions with α = 1 are also known as maximal distributions,
and stable distributions with α = 2 as (sublinear) normal distributions.
Remark 3.16 (Characterization of Stable Distributions). Suppose that a random
variable (X, Y ) : Ω→ Rd × Rd on a sublinear expectation space (Ω,H, E) is adapted to
the family T ⊂ C(Rd × Rd), that contains all continuous functions ϕ ∈ C(Rd × Rd) for
which there exists p ≥ 0 and C ≥ 0 such that
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|p + |y|p)|x− y|
holds for all x, y ∈ Rd × Rd. Moreover, assume that the stability
a(X, Y ) + b(X ′, Y ′) ∼ (
√
a2 + b2X, (a+ b)Y )
holds for all a, b ≥ 0 and independent copies (X ′, Y ′) of (X, Y ) (with respect to T ).
In particular, X is normally distributed and Y maximally distributed. One can show
(cf. [104, Proposition 4.8]) that the functions uϕ : R+ × Rd × Rd → R with
uϕ(t, x, y) := E(ϕ(x+
√
tX, y + tY ))
for (t, x, y) ∈ R+ × Rd × Rd and ϕ ∈ T are the unique (viscosity) solutions of
uϕ(t, x, y)−G (Dyuϕ(t, x, y), D2xuϕ(t, x, y)) = 0
with uϕ(0, x, y) = ϕ(x, y) for x, y ∈ Rd, where G : Rd × Sd×d → R is defined by
G(p,A) := E
(
1
2
XTAX + pTY
)
= E
(
1
2
tr(XXTA) + pTY
)
for p ∈ Rd and A ∈ Sd×d: The central idea is to establish and utilize a dynamic
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programming principle (which easily follows from the stability of (X, Y ))
uϕ(t+ s, x, y) = E(uϕ(t, x+
√
sX, y + sY ))
for t, s ≥ 0 and x, y ∈ Rd, and then exploit the regularity of uϕ : R+ × Rd × Rd → R
with Taylor’s theorem. Since the functional G : Rd× Sd×d → R is sublinear, Theorem 3.5
implies the existence of a family (bα, σα) ⊂ Rd × Sd×d such that
G(p,A) = sup
α∈A
(
bTαp+
1
2
tr(σασ
T
αA)
)
holds for all p ∈ Rd and A ∈ Sd×d. In particular, maximally distributed Y are uniquely
characterized by a bounded subset of (bα)α∈A ⊂ Rd and normally distributed X by a
bounded subset of (σα)α∈A ⊂ Sd×d via the unique solutions
uϕ(t, x) := E(ϕ(x+
√
tX))
vϕ(t, y) := E(ϕ(y + tY ))
for t ≥ 0 and x, y ∈ Rd of the Hamilton-Jacobi-Bellman equations (as in Definition 2.27)
uϕ(t, x)− sup
α∈A
(
1
2
tr(σασ
T
αD
2
xu
ϕ(t, x))
)
= 0
vϕ(t, y)− sup
α∈A
(
bTαDyv
ϕ(t, y)
)
= 0
in the viscosity sense, where uϕ(0, · ) = vϕ(0, · ) = ϕ ∈ C(Rd) such that
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|p + |y|p)|x− y|
holds for all x, y ∈ Rd with some C > 0 and p ≥ 0.
The preceding remark shows, why it is reasonable to refer to stable distributions with
α = 2 as (sublinear) normal distributions: For linear expectations, they correspond to the
classical heat equation, and therefore to classical normal distributions (with mean zero).
Similarly, linear maximal distributions (i.e. stable distributions with α = 1) correspond
to deterministic distributions (i.e. almost surely constant random variables).
Definition 3.17 (Convergence in Distribution). A sequence (Xn)n∈N of random
variable Xn : Ω
n → S on sublinear expectation spaces (Ωn,Hn, En) (adapted to a family
T of test functions) is said to converge in distribution (with respect to T ) if
E(ϕ(X)) = lim
n→∞
En(ϕ(Xn))
for all test functions ϕ ∈ T and some random variable X : Ω→ S (adapted to T ) on a
sublinear expectation space (Ω,H, E).
Although the classical tool of characteristic functions for proving a central limit theorem
for linear expectations is not readily available, Shige Peng showed in [102] that it is
possible to use regularity results for the characterizing equations from Remark 3.16
instead, in order to obtain the following central limit theorem for sublinear expectations:
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Theorem 3.18 (Central Limit Theorem & Law of Large Numbers). Suppose
that (Xn, Yn)n∈N is a sequence of random variables
(Xn, Yn) : Ω −→ Rd × Rd
on a sublinear expectation space (Ω,H, E) adapted to the family
T :=
{
ϕ ∈ C(Rd × Rd)
∣∣∣∣ ∃p ≥ 0 ∃C > 0∀x, y ∈ Rd × Rd :
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|p + |y|p)|x− y|
}
of locally Lipschitz-continuous functions with polynomially growing Lipschitz constant.
If the sequence (Xn, Yn)n∈N is independent and identically distributed, i.e.
(Xn+1, Yn+1) ⊥⊥ (Xn, Yn), . . . , (X1, Y1)
with respect to T ×T n and (Xn+1, Yn+1) ∼ (Xn, Yn) with respect to T for all n ∈ N, then
lim
n→∞
(
1√
n
n∑
k=1
Xk,
1
n
n∑
k=1
Yk
)
= (X, Y )
in distribution with respect to T , where X : Ωˆ→ Rd is a normally distributed random
variable and Y : Ωˆ→ Rd a maximally distributed random variable (adapted to T ) with
Eˆ
(
1
2
XTAX + pTY
)
= E
(
1
2
XT1 AX1 + p
TY1
)
for all p ∈ Rd and A ∈ Sd×d on a sublinear expectation space (Ωˆ, Hˆ, Eˆ).
Proof. ↪→ [104, Theorem 5.1]
It is easy to check that the connection between stable random variables and nonlinear
equations from Remark 3.16 can be extended to α ∈ (1, 2) with basically the same
arguments. The resulting characterizing equations, however, are (as one can already
see in classical probability theory) not local but nonlocal, i.e. they are partial integro-
differential instead of differential equations as in Chapter 2. Employing the appropriate
regularity theory for nonlocal equations, Erhan Bayraktar and Alexander Munk showed in
[13] that the proof of the preceding central limit theorem can be lifted to this generalized
context. The weak law of large numbers, which is contained in the proof of Theorem 3.18,
can be viewed as a special instance of this more general central limit theorem for stable
distributions. Moreover, it is interesting for applications, that Zengjing Chen recently
showed in [25], that it is also possible to prove a strong law of large numbers for sublinear
expectations using Choquet integral methods.
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Triggered by the original work [102] from Shige Peng on the generalization of the central
limit theorem to sublinear expectation spaces, numerous successful attempts were made to
obtain additional results from classical probability theory in this new context. An overview
over the recent developments in this area can be found in the draft monograph [105] from
Shige Peng. In the rest of this thesis, we restrict our attention on the study of stochastic
processes for sublinear expectations: More precisely, we will generalize the relation
between stable distributions and nonlinear nonlocal equations from Remark 3.16 in
Chapter 4, in order to construct and characterize a broad class of spatially inhomogeneous
jump processes on sublinear expectation spaces.
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Stochastic processes related to nonlinear expectations were studied and applied in the
past using a variety of different approaches, including stochastic control and game theory.
In the pioneering work [102], Shige Peng introduced an intrinsic approach to stochastic
processes for sublinear expectations (in the sense that it does a-priorily not depend
on a classical probability space) and constructed stochastic processes with continuous
paths, called G-Brownian motions, which possess independent, stationary increments and
whose marginals are the limiting distributions of the generalized central limit theorem
for sublinear expectations from Section 3.2. His main idea was to extend the strong
connection from Remark 3.16, between normal distributions for sublinear expectations
and certain nonlinear partial differential equations, from single distributions to stochastic
processes. This approach was later lifted to jump processes (for sublinear expectations)
with independent, stationary increments, called G-Le´vy processes, by Mingshang Hu and
Shige Penge in [67], and substantially advanced by Ariel Neufeld and Marcel Nutz in
[93]. In this chapter, we construct and characterize an even broader class of spatially
inhomogeneous jump processes, called Le´vy-type processes for sublinear expectations,
as a special case of Markov processes for sublinear expectations, and study related
nonlinear nonlocal equations. Such processes could be interpreted as Le´vy-type processes
under uncertainty in their characteristics and might also be referred to as G-Le´vy-type
processes for historical reasons. The related results seem to be interesting not only from
a theoretical standpoint, but also for applications in fields such as mathematical finance,
where classical Le´vy-type processes (without uncertainty) are frequently used to model
asset and bond prices: For a thorough introduction into financial modeling with jump
processes, we refer the interested reader to [31].
This chapter is organized as follows: In Section 4.1, we introduce the concept of
sublinear Markov semigroups and Markov processes for sublinear expectations, and show
how the characterization via generator equations from classical probability theory can be
extended to this generalized set-up. After that, we construct a broad class of sublinear
Markov semigroups in Section 4.2 and prove the explicit form of their generators. In
particular, we recover the construction of Le´vy processes for sublinear expectations
from [93] as a special case. In Section 4.3 and Section 4.4, we demonstrate how stochastic
integration and stochastic differential equation theory for classical probability spaces can
be lifted to sublinear expectations. Moreover, we combine the results from the first three
sections at the end of Section 4.4, in order to construct and characterize a large class of
Le´vy-type processes for sublinear expectations (with bounded coefficients).
Since we study stochastic processes with jumps, let us quickly recall the common
choice for the path space of jump processes, that we will adopt throughout this chapter,
and its associated topology, which makes it a Polish space (and henceforth separable):
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Definition 4.1 (Skorokhod Space). The (d-dimensional) Skorokhod space is the family
of right-continuous functions with finite left limits
D(R+) = D(R+;Rd)
= {ω : R+ → Rd | ∀s ∈ R+ : lim
t→s+
ω(t) = ω(s) and lim
t→s−
ω(t) ∈ Rd exists},
where limt→0− ω(t) := ω(0) for ω ∈ D(R+;Rd), and whose elements are referred to as
ca`dla`g functions (French “continue a` droite, limite a` gauche”). Furthermore, let
Dx(R+) = Dx(R+;Rd) = {ω ∈ D(R+;Rd) | ω(0) = x}
denote the subspace of all ca`dla`g functions starting at x ∈ Rd.
Lemma 4.2 (Skorokhod Topology). There exists a metrizable topology on D(R+),
called the Skorokhod topology, which makes it a Polish space (i.e. it is complete and
separable). A sequence (ωn)n∈N ⊂ D(R+) converges to ω ∈ D(R+) with respect to this
topology if and only if there exists a sequence (λn)n∈N of strictly increasing functions
λn : R+ −→ R+
with limt→∞ λn(t) =∞ such that limn→∞ supt≥0 |λn(t)− t| = 0 and
lim
n→∞
sup
t∈[0,T ]
|ωn (λn(t))− ω(t)| = 0
for all T > 0. Moreover, the corresponding Borel σ-algebra B(D(R+)) is generated by
the family (pit)t≥0 of projections pit : D(R+)→ Rd with φt(ω) = ω(t).
Proof. ↪→ [73, Chapter 6, Section 1b, p. 327], [18, Chaper 3, Section 14, p. 109]
In order to clarify the notation, let us fix what we mean, when we talk about a
stochastic process for sublinear expectations in this thesis. In accordance with our notion
of random variables from Chapter 3, we introduce stochastic processes on sublinear
expectation spaces as path mappings into the Skorokhod space:
Definition 4.3 (Stochastic Processes). A random variable X : Ω→ D(R+;Rd) on a
sublinear expectation space (Ω,H, E) is called a (d-dimensional) stochastic process for
sublinear expectations (with ca`dla`g paths). The index set R+ is referred to as time.
Remember that for sublinear expectations (as discussed in Section 3.2), we have to
pay special attention to the family of adapted test functions for a stochastic process
X : Ω −→ D(R+;Rd)
on (Ω,H, E), i.e. for which ϕ : D(R+;Rd) → R expressions of the form E(ϕ(X)) are
well-defined. As we will see in Section 4.2, this issue often causes additional nontrivial
problems for sublinear expectations compared to classical probability theory.
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4.1. Markov Processes
Markov processes are stochastic processes for which, broadly speaking, the future evolution
at any given time only depends on its current position and not on its past evolution.
These memoryless processes were first introduced in classical probability theory (for
discrete times) by Andrey Markov in [90]. During the following century, Markov processes
and related concepts were studied in detail and applied in a large variety of different
contexts. For a modern introduction into Markov processes in classical probability theory
and a concise overview of a range of different applications, we refer the interested reader
to [83] or [96, Chapter 5, p. 170] respectively.
Over the years, numerous advances were made to generalize the underlying linearity of
Markov processes and their related semigroups with various different objectives in mind.
In this section, we present an intrinsic generalization of (time-homogeneous) Markov
processes for sublinear expectations, and obtain a connection to sublinear Markov
semigroups and related generator equations similar to the classical linear theory. It is
interesting to note that the resulting sublinear Markov semigroups in this section are
closely related to Nisio semigroups, which were originally introduced in the context of
stochastic control theory by Makiko Nisio in [95]. A modern account on stochastic control
theory (for processes with continuous paths) and its connection to Nisio semigroups (of
local operators) can be found in [54].
Definition 4.4 (Markov Semigroups). A family (Tt)t≥0 of sublinear operators on H
(i.e. Tt(u+ v) ≤ Tt(u) + Tt(v) and Tt(αu) = αTt(u) for all α, t ∈ R+ and u, v ∈ H)
Tt : H −→ H
with a convex cone H of real-valued functions on Rd that contains all constant functions
(i.e. (αu+ βv) ∈ H for all α, β ∈ R+ and u, v ∈ H, as well as c ∈ H for all c ∈ R), which
satisfies the following three properties
(i) ∀t, s ≥ 0 : Tt+s = TtTs and T0 = id (Semigroup Property)
(ii) ∀u, v ∈ H ∀t ≥ 0 : u ≤ v =⇒ Tt(u) ≤ Tt(v) (Monotonicity)
(iii) ∀c ∈ R ∀t ≥ 0 : Tt(c) = c, (Preservation of Constants)
is called a sublinear Markov semigroup on H.
Lemma 4.5 (Properties of Markov Semigroups). A Markov semigroup (Tt)t≥0 on
a convex cone H of real-valued functions on Rd (that contains all constant functions)
satisfies the following basic properties:
(iv) ∀u ∈ H ∀t ≥ 0 : 0 ≤ u ≤ 1 =⇒ 0 ≤ Tt(u) ≤ 1 (Sub-Markov Property)
(v) ∀u ∈ H : supx∈Rd |Tt(u)(x)| ≤ supx∈Rd |u(x)| (Contractivity)
(vi) ∀u ∈ H ∀c ∈ R ∀t ≥ 0 : Tt(u+ c) = Tt(u) + c (Translation Invariance)
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Moreover, if H is a space of integrands on Rd (as in Definition 3.1), then the functional
H 3 u 7−→ Tt(u)(x) ∈ R
is a sublinear expectation (as in Definition 3.3) for every t ≥ 0 and x ∈ Rd.
Proof. The sub-Markov property (iv) and contractivity (v) are an obvious consequence of
the monotonicity (ii) and preservation of constants (iii). The translation invariance (vi)
can be proved exactly as for sublinear expectations in Lemma 3.4, i.e. for ϕ ∈ H, c ∈ R
and t ≥ 0 the sublinearity of Tt : H → H and the constant preservation (iii) show
Tt(ϕ) + c = Tt(ϕ)− Tt(−c) ≤ Tt(ϕ− (−c)) = Tt(ϕ+ c) ≤ Tt(ϕ) + Tt(c) = Tt(ϕ) + c.
Finally, it is easy to see from Definition 3.3 that u 7−→ Tt(u)(x) for fixed t ≥ 0 and x ∈ Rd
is (as a monotone and constant-preserving sublinear functional) a sublinear expectation,
if H is a space of integrands on Rd.
Note that the translation invariance assumption (vi) for sublinear Markov semigroups
is completely unrelated to its spatial homogeneity. The term “translation invariance” is
common in the literature on sublinear expectations (which explains why we want to use
it here) and describes a certain kind of additivity of sublinear operators.
Although our monotonicity and preservation-of-constants assumptions for sublinear
Markov semigroups in Definition 4.4 are equivalent to the sub-Markov property and
conservativeness assumption for linear operators (which are typically postulated for linear
Markov semigroups, as in [21, Section 1.1, p. 14] for example), those assumptions are
strictly stronger in case of sublinear operators. Moreover, since our Markov semigroups
are families of sublinear instead of linear operators, it is reasonable to assume that the
underlying spaces are only convex cones instead of linear spaces. In fact, it is impossible in
some important cases (as demonstrated in [98, Section 5]) to construct sublinear Markov
semigroups on a rich linear space. Nevertheless, we introduced sublinear expectations in
Chapter 3 as functionals on linear spaces, in accordance with the established literature.
In view of this discrepancy, it would be interesting to examine, if it is reasonable to
introduce sublinear expectations as functionals on convex cones instead of linear spaces.
As a next step, we propose a novel definition of Markov processes for sublinear
expectations and discuss its defining assumptions. Despite the fact, that its definition
might seem abstract at first, we provide a construction and characterization for a broad
class of such Markov processes in Section 4.4, which can be interpreted as Le´vy-type
processes under uncertainty in their characteristics and are therefore potentially valuable
for applications in mathematical finance.
Definition 4.6 (Markov Processes). A (d-dimensional) Markov process for sublinear
expectations is a stochastic process X : Ω → D(R+;Rd) on a family of sublinear
expectation spaces (Ω,H, Ex)x∈Rd together with a family of test functions T on Rd (as
in Definition 3.10) such that Xt : Ω→ Rd are adapted to T for each t ≥ 0, and such that
Ttϕ(x) := E
x(ϕ(Xt))
with t ≥ 0, ϕ ∈ T and x ∈ R defines a sublinear Markov semigroup on T .
150
4. Stochastic Processes
Remark 4.7 (Notion of Markov Processes). Note that in Definition 4.6 of Markov
processes (Xt)t≥0 for sublinear expectations, the corresponding family (Tt)t≥0 with
Ttϕ(x) = E
x(ϕ(Xt))
consists of sublinear operators such that the monotonicity (ii) and preservation of
constants (iii) from Definition 4.4 are obviously satisfied, due to the defining properties
of the sublinear expectation spaces (Ω,H, Ex)x∈R. The crucial assumptions thus stem
from the semigroup property (i) of Definition 4.4: First of all, T0 = id is equivalent to
Exϕ(X0) = T0ϕ(x) = idϕ(x) = ϕ(x)
for all x ∈ R and ϕ ∈ T , which means that X0 ∼ x under Ex or, in other words, the
process (Xt)t≥0 starts (without uncertainty) at X0 = x under Ex. Secondly, Tt+s = TtTs
for t, s ≥ 0 is equivalent to the so-called Markov property
Ex
(
ϕ(Xt+s)
)
= Tt+sϕ(x) = TtTsϕ(x) = Tt
(
y 7→ Ey(ϕ(Xs)))(x) = Ex(EXt(ϕ(Xs)))
for all x ∈ R and ϕ ∈ T , which means that the behavior of the process remains unchanged
if it is stopped at a fixed time t ≥ 0 and restarted at the stopping point Xt. Note that it
is important that Tsϕ ∈ T for all s ≥ 0 and ϕ ∈ T , in order to be able to make such
calculations rigorous.
Corollary 4.8 (Characterization of Markov Processes). Suppose that
X : Ω −→ D(R+;Rd)
is a (d-dimensional) stochastic process on a family of sublinear expectation spaces
(Ω,H, Ex)x∈R
and T is a family of test functions on Rd, such that the marginals Xt : Ω → Rd are
adapted to T for all t ≥ 0. If Ex(ϕ(X0)) = ϕ(x) for all x ∈ R and ϕ ∈ T ,(
x 7→ Ex(ϕ(Xt))) ∈ T
for all t ≥ 0 and ϕ ∈ T , as well as
Ex
(
ϕ(Xt+s)
)
= Ex
(
EXt
(
ϕ(Xs)
))
for all x ∈ R, t, s ≥ 0 and ϕ ∈ T , then (Xt)t≥0 is a Markov process for sublinear
expectations (as in Definition 4.6).
In the rest of this section, we generalize the connection between linear Markov semi-
groups and their generators (see [21, Section 1.4, p. 28] for example) to our sublinear
setting. We want to remind the reader that this connection is one of the important
reasons, why Markov processes are interesting for applications, since it allows us to
evaluate related quantities by solving the generator equation analytically or numerically.
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Definition 4.9 (Generators). Suppose that (Tt)t≥0 is a sublinear Markov semigroup
on a convex cone H of real-valued functions on Rd that contains all constant functions.
The sublinear generator A : D(A)→ H of (Tt)t≥0 is defined as
Au(x) := lim
δ↓0
Tδu(x)− T0u(x)
δ
= lim
δ↓0
Tδu(x)− u(x)
δ
for all x ∈ Rd and u ∈ D(A) ⊂ H, where
D(A) :=
{
u ∈ H
∣∣∣∣ ∃ϕ ∈ H ∀x ∈ Rd : ϕ(x) = limδ↓0 Tδu(x)− u(x)δ
}
is the domain of the sublinear operator A.
Since sublinear Markov semigroups (Tt)t≥0 are defined on arbitrary convex cones
H, it is difficult to compare our definition of sublinear generators to classical Markov
generators in general. However, if (Tt)t≥0 is a classical Feller semigroup of linear operators
(i.e. H = C∞(Rd) is the linear space of continuous functions vanishing at infinity and
lim
t↓0
‖Ttϕ− ϕ‖∞ = 0
for all ϕ ∈ H = C∞(Rd)), then the sublinear generator A : D(A)→ H coincides with the
weak or pointwise generator from the literature (cf. e.g. [21, Definition 1.32, p. 33]). It
is well-known (cf. [21, Theorem 1.33, p. 34]) that the weak generator (i.e. defined with
respect to pointwise convergence) of linear Feller semigroups coincides with the strong,
classical Markov generator (i.e. defined with respect to uniform convergence). Moreover,
[21, Theorem 2.21, p. 56] shows that C2c (Rd) ⊂ D(A) implies that the generator of a linear
Feller semigroup is a Hamilton-Jacobi-Bellman operator with measurable coefficients,
as introduced in Section 2.3 (cf. also the discussion after Definition 2.27). It seems
interesting to study, if it is possible to relate the uniform and pointwise convergence
for sublinear generators similarly, and maybe also obtain a general representation for
sublinear generators as Hamilton-Jacobi-Bellman operators. However, since those two
ideas have no direct impact on the applicability of our current results, we leave it for
future work to study if they can be generalized to our sublinear setting.
Proposition 4.10 (Generator Equations). Assume that (Tt)t≥0 is a Markov semi-
group on a convex cone H of real-valued functions on Rd containing all constant functions
and A : D(A)→ H its sublinear generator. If C∞b (Rd) ⊂ D(A) and ϕ ∈ H such that
uϕ : R+ × Rd −→ R
(t, x) 7−→ uϕ(t, x) := Ttϕ(x)
is continuous, then uϕ is a viscosity solution in (0,∞)× Rd of
∂tu
ϕ(t, x)− A(uϕ(t, · ))(x) = 0
with u(0, x) = ϕ(x) for all x ∈ Rd, in the following sense: For all ψ ∈ C∞b (R+ × Rd)
such that uϕ − ψ has a global maximum (global minimum) in (t, x) ∈ (0,∞)× Rd with
uϕ(t, x) = ψ(t, x), the inequality ∂tψ(t, x)− A(ψ(t, · ))(x) ≤ 0 (≥ 0) holds.
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Proof. First of all, since T0 = id, we find u
ϕ(0, x) = T0ϕ(x) = ϕ(x) for all x ∈ Rd.
Secondly, suppose that ψ ∈ C∞b (R+ × Rd) such that ψ(t, x) = uϕ(t, x) and uϕ − ψ has
global maximum in (t, x) ∈ (0,∞)× Rd. According to the semigroup property
ψ(t, x) = uϕ(t, x) = Ttϕ(x) = TδTt−δϕ(x) = Tδ(uϕ(t− δ, · ))(x) ≤ Tδ(ψ(t− δ, · ))(x)
holds for all δ > 0. Moreover, Taylor’s theorem implies that
ψ(t− δ, · )− ψ(t, x) = ψ(t, · )− ψ(t, x)− δ
∫ 1
0
∂tψ(t− ξδ, · ) dξ
= ψ(t, · )− ψ(t, x)− δ∂tψ(t, x) + δ(R1(·) +R2,δ(·)),
where the remainder terms are of the form R1(·) := ∂tψ(t, x)− ∂tψ(t, · ) and
R2,δ(·) :=
∫ 1
0
(∂tψ(t, · )− ∂tψ(t− ξδ, · )) dξ
for δ > 0. Combining those two facts leads to
0 ≤ Tδ(ψ(t− δ, · )− ψ(t, x))(x)
≤ Tδ(ψ(t, · )− ψ(t, x))(x)− δ∂tψ(t, x) + δ(Tδ(R1)(x) + Tδ(R2,δ)(x)),
using the subadditivity and translation invariance of Tδ : H → H for δ > 0. Hence,
∂tψ(t, x) ≤ Tδ(ψ(t, · )− ψ(t, x))(x)
δ
+ Tδ(R1)(x) + Tδ(R2,δ)(x),
which would imply the desired inequality as δ ↓ 0 using the definition of the generator
A(ψ(t, · ))(x) = lim
δ↓0
Tδ(ψ(t, · )− ψ(t, x))(x)
δ
,
if we had Tδ(R1)(x) + Tδ(R2,δ)(x)→ 0 as δ ↓ 0: According to the mean value theorem
‖Tδ(±R2,δ)‖∞ ≤ ‖R2,δ‖∞ ≤ 1
2
δ‖∂2t ψ‖∞
for all δ > 0. Moreover, since ∂tψ(t, · ) ∈ C∞b (Rd) ⊂ D(A), the definition shows
lim
δ↓0
δ−1Tδ(±R1)(x) = lim
δ↓0
Tδ(∓∂tψ(t, · ))(x)− (∓∂tψ(t, x))
δ
= A(∓∂tψ(t, · ))(x),
which implies Tδ(±R1)(x)→ 0 as δ ↓ 0. Thus, ∂tψ(t, x)− A(ψ(t, · ))(x) ≤ 0 holds.
In order to show the opposite inequality, suppose that ψ ∈ C∞b (R+ × Rd) such that
uϕ − ψ has a global minimum in (t, x) ∈ (0,∞)× Rd with uϕ(t, x) = ψ(t, x). The same
arguments as before lead to
0 ≥ Tδ(ψ(t− δ, · )− ψ(t, x))(x)
≥ Tδ(ψ(t, · )− ψ(t, x))(x)− δ∂tψ(t, x)− δ(Tδ(−R1)(x) + Tδ(−R2,δ)(x)),
which implies ∂tψ(t, x)− A(ψ(t, · ))(x) ≥ 0, by dividing by δ > 0 and sending δ ↓ 0.
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Let us compare and discuss the assumptions in the preceding statement to the results
for linear Markov semigroups: The assumption C∞b (Rd) ⊂ D(A) and the continuity of
(t, x) 7−→ Ttϕ(x)
for fixed ϕ ∈ H can be understood as a generalization of the classical Cb-Feller property
(which assumes that TtCb(Rd) ⊂ Cb(Rd) for all t ≥ 0, cf. [21, Definition 1.6, p. 19])
together with a richness condition for the domain of the extended generator (cf. [21,
Theorem 2.37, p. 68]). Moreover, if we had a comparison principle for the viscosity
solutions of the generator equation as in Corollary 2.23, we could relax the continuity
assumption to functions ϕ ∈ C∞b (Rd) with the following idea: If
(t, x) 7−→ Ttϕ(x)
was continuous for all ϕ ∈ C∞b (Rd), the current proof would actually show that the upper
and lower semicontinuous envelopes of
uψ(t, x) = Ttψ(x)
for ψ ∈ Cb(Rd) ∩H (i.e. the smallest upper or the largest lower semicontinuous function
above or below uψ : R+ × Rd → R) are viscosity sub- or supersolutions respectively. An
application of the comparison principle would therefore imply that the upper and lower
envelope coincide, which would prove that uψ : [0,∞)× Rd → R is continuous. Since we
typically have no uniqueness of viscosity solutions without a comparison principle, this
idea leads to an interesting generalization of Proposition 4.10.
As soon as the related initial value problem has at most one viscosity solution for each
initial value (e.g. due to a comparison principle), Proposition 4.10 shows that there is
a one-to-one correspondence between certain sublinear Markov semigroups and their
nonlinear nonlocal generator equations. This connection can not only be used to evaluate
related quantities for the application of Markov processes for sublinear expectations, as
advocated earlier. It also allows to derive new results for nonlinear nonlocal equations,
such as the regularity of viscosity solutions for example. We therefore deem it to be
useful on its own, to study if the connection from Proposition 4.10 can be generalized
even further, e.g. to unbounded viscosity solutions.
It is worth mentioning that similar results to Proposition 4.10 exist in the closely
related field of stochastic control theory (cf. e.g. [54, Chapter 2, Theorem 5.1, p. 72]),
but they usually assume (instead of proving) that the convergence
lim
δ→0
Tδ(ψ(t− δ, · )− ψ(t, x))(x)
δ
= ∂tψ(t, x)− A(ψ(t, · ))(x)
holds for all smooth ψ ∈ D(A), and check this convergence on a case-by-case basis for a
limited set of applications. Not only does this assumption simplify the proof substantially,
but it is also not suitable for the general connection between sublinear Markov semigroups
and their generator equations, that we want to establish here.
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4.2. Construction of Processes
One of the first important, nontrivial Markov processes for sublinear expectations related
to our setting from Section 4.1 was introduced in [102] by Shige Peng: The so-called
G-Brownian motion (Bt)t≥0 is a continuous stochastic process with independent and
stationary increments, whose generator equation (as in Proposition 4.10) is of the form
∂tu(t, x)− sup
α∈A
(
1
2
tr
(
cαD
2u(t, x)
))
= 0 (4.1)
for a family (cα)α∈A ⊂ Sd×d+ of positive semi-definite, symmetric matrices and is referred
to as G-heat equation. Shige Peng’s original approach in [102] used existence results
(based on Perron’s method, cf. Remark 2.24) for the G-heat equation to construct
[0,∞)× Rd 3 (t, x) 7−→ E (ϕ(x+Bt))
as the unique viscosity solutions uϕ : [0,∞)×Rd → R of the related initial value problem
with uϕ(0, · ) = ϕ(·) ∈ CLipb (Rd). This approach was later generalized by Mingshang Hu
and Shige Peng in [67] to nonlocal generator equations of the form
∂tu(t, x)− sup
α∈A
(
bαDu(t, x) +
1
2
tr
(
cαD
2u(t, x)
)
+
∫
Rd
(
u(t, x+ z)− u(t, x)−Du(t, x)z1|z|≤1
)
Fα(dz)
)
= 0
for a family (bα, cα, Fα)α∈A ⊂ Rd×Sd×d+ ×L(Rd) of Le´vy triplets (cf. Remark 4.17), in order
to construct stochastic jump processes with independent and stationary increments, which
they refer to as G-Le´vy processes. Unfortunately, it is a-priorily unclear how to extend this
analytical construction of the sublinear Markov semigroup (via the generator equation)
to merely measurable functions ϕ : Rd → R. However, Laurent Denis, Mingshang Hu and
Shige Peng managed to show in [40] that G-Brownian motions (Bt)t≥0 can be represented
by a standard Brownian motion (Wt)t≥0 on a classical probability space (Ω,A,P) (and
its corresponding linear expectation E), in the sense that
E (ϕ(x+Bt)) = sup
θ∈Θ
E
(
ϕ
(
x+
∫ t
0
θs dWs
))
for ϕ ∈ CLipb (Rd), where the supremum is taken over the family Θ of all Sd×d-valued
predictable integrands θ = (θt)t≥0 such that
θt(ω)θt(ω)
T ∈
⋃
α∈A
cα :=
{
cα : α ∈ A
} ⊂ Sd×d+
holds λ(dt) × P(dω)-almost everywhere for the uncertainty coefficients (cα)α∈A of the
corresponding G-heat equation as in Equation (4.1). This representation not only justifies
the interpretation of G-Brownian motions as a generalization of classical Brownian
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motions under volatility uncertainty, but it allows to extend E (ϕ(x+Bt)) to measurable
ϕ : Rd → R in a canonical way. Marcel Nutz and Ramon van Handel extended this
purely measure-theoretic idea in [98] to construct a broad class of continuous stochastic
processes for sublinear expectations. Moreover, a similar construction and representation
for G-Le´vy processes was developed in [93] by Ariel Neufeld and Marcel Nutz.
In this section, we combine and generalize the results from [93] and [98] to obtain a
measure-theoretic construction of semimartingales with jumps for sublinear expectations.
Based on this construction, we prove the existence of a large class of (spatially inhomoge-
neous) sublinear Markov semigroups, and determine the explicit form of their associated
generators in terms of integro-differential operators. Moreover, we prove a compactness
result for the corresponding uncertainty subsets, and discuss how this result relates to
the Cb-Feller property of our newly constructed sublinear Markov semigroups. In order
to fix the notation and provide a nearly self-contained presentation of our results, we
include some of the important definitions and statements for the semigroup construction
from [92] and [93] by Ariel Neufeld and Marcel Nutz. Furthermore, we recall relevant
parts of the classical semimartingale theory from the monograph [73] by Jean Jacod and
Albert Shiryaev, and adopt their notions for classical probability theory throughout this
chapter.
Definition 4.11 (Semimartingales). A stochastic process (Xt)t≥0 with ca`dla`g paths
on a classical probability space (Ω,A,P) adapted to a filtration F = (Ft)t≥0 is called a
P-F-semimartingale if there exists a ca`dla`g P-F -local martingale (Mt)t≥0 and a ca`dla`g
F -adapted bounded variation process (At)t≥0 such that
X = X0 +M + A
and M0 = A0 = 0 P-almost surely.
For the following well-known characterization of semimartingales, recall that a random
measure on R+ × Rd is a family of Borel measures (ν(ω, dt, dx))ω∈Ω on R+ × Rd with
ν(ω, {0} × Rd) = 0 for all ω ∈ Ω (cf. [73, Chapter 2, Section 1, p. 64]).
Remark 4.12 (Integral Processes). Suppose that ν is a random measure on R+×Rd
and X is a bounded variation process. If V : Ω× R+ × Rd → R and W : Ω× R+ → R
are measurable, then V ∗ ν and W ∗X denote the integral processes defined by
(V ∗ ν)(ω, t) =
∫
[0,t]×Rd
V (ω, s, x) ν(ω, ds, dx)
(W ∗X)(ω, t) =
∫
[0,t]
W (ω, s) dX(ω, s)
for (ω, t) ∈ Ω× R+, where the second integral is an (ω-wise defined) Lebesgue-Stieltjes
integral. Recall that V : Ω × R+ × Rd → R is called optional or predictable, if it is
measurable with respect to O⊗B(Rd) or P ⊗B(Rd) respectively, where O is the optional
and P the predictable σ-algebra on Ω×R+. Consequently, a random measure on R+×Rd
is referred to as optional (or predictable), if V ∗ ν is optional (or predictable) for every
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optional (or predictable) V : Ω× R+ × Rd → R. For a thorough introduction into the
topic of integration with respect to random measures and bounded variation processes,
see [73, Chapter 2, Section 1, p. 64] and [73, Chapter 1, Section 3, p. 27].
Definition 4.13 (Semimartingale Characteristics). Suppose (Xt)t≥0 is a d-dimen-
sional P-F -semimartingale and h : Rd → Rd is a truncation function (i.e. it is bounded
and Borel-measurable with h(x) ≡ x in a neighborhood of x = 0). A triplet (B,C, ν)
consisting of (cf. [73, Chapter 2, Theorem 2.42, p. 86])
• a predictable, ca`dla`g, bounded variation process B = (Bi)i≤d
• a continuous, bounded variation process C = (Ci,j)i,j≤d
• a predictable random measure ν on R+ × Rd
is called (predictable) semimartingale characteristics of (Xt)t≥0 (associated to the trun-
cation function h = (hi)i≤d), if for every bounded ϕ ∈ C2(Rd) the process
ϕ(X)− ϕ(X0)−
∑
j≤d
Djϕ(X−) ∗Bj −
1
2
∑
j,k≤d
Djkϕ(X−) ∗ Cjk
−
(
ϕ(X− + · )− ϕ(X−)−
∑
j≤d
Djϕ(X−)h
j
)
∗ ν
is a P-F -local martingale. Note that there exist slightly different notions of semimartingale
characteristics in the literature (cf. [73, Chaper 2, Remark 2.8, p. 76]), especially in terms
of the predictability of the related processes.
As a next step, we discuss the existence and uniqueness of semimartingale characteristics
using a well-known explicit construction. This construction also motivates, why it is
reasonable to refer to the three components of the characteristics (B,C, ν) as the bounded
variation part B, the diffusion part C and the jump part ν.
Remark 4.14 (Construction of Characteristics). If (Xt)t≥0 is a d-dimensional
P-F -semimartingale and h : Rd → Rd is a truncation function, then
Xˆt := Xt −
∑
s≤t
(∆Xs − h(∆Xs))
for t ≥ 0 defines a (d-dimensional) P-F -semimartingale, because the process we subtract
from (Xt)t≥0 is a F -adapted, ca`dla`g, bounded variation process. Since ∆(Xˆ) = h(∆X),
the resulting semimartingale Xˆ has bounded jumps. Therefore, it admits a unique (up
to indistinguishability) Doob-Meyer decomposition (cf. [73, Chapter 1, Section 4c, p. 43])
Xˆ = Xˆ0 + Mˆ + Aˆ
for some ca`dla`g P-F -local martingale Mˆ and some predictable, ca`dla`g, bounded variation
process Aˆ with Mˆ0 = Aˆ0 = 0. If B := Aˆ, C is the (predictable) covariation process of
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the continuous part of Mˆ (cf. [73, Chapter 1, Theorem 4.2, p. 38] or Remark 4.34) and ν
is the compensator of the random measure (cf. [73, Chapter 2, Theorem 1.8, p. 66])
µX(w; dt, dx) :=
∑
s≥01{∆Xs(ω)6=0}δ(s,∆X(s))(dt, dx)
on R+ × Rd, then (cf. [73, Chapter 2, Section 2d, p. 43]) (B,C, ν) are the unique (up to
indistinguishability) characteristics (associated to the truncation function h) of (Xt)t≥0.
The previous remark entails that only the bounded variation part B = (Bi)i≤d of the
semimartingale characteristics (B,C, ν) depends on the truncation function h : Rd → Rd.
In fact, it is easy to show (cf. [73, Chapter 2, Proposition 2.24, p. 81]) that if hˆ : Rd → Rd
is another truncation function, then
Bˆ = B + (hˆ− h) ∗ ν
for the semimartingale characteristics (Bˆ, C, ν) associated to hˆ : Rd → Rd. In the rest of
this section, we fix one truncation function h : Rd → Rd, if not stated otherwise.
Many publications on semimartingales only work with filtrations F = (Ft)t≥0 that
satisfy the usual conditions (i.e. they contain all subsets of null sets and are right
continuous in the sense that Ft+ := ∩s≥tFs = Ft holds for all t ≥ 0). The following
lemma shows how we can work with the original filtration (instead of the augmentation,
cf. Remark 4.44) and still apply results from the literature that require the usual
conditions.
Lemma 4.15 (Filtration of Semimartingales). Suppose that X : Ω→ Rd is a ca`dla`g
stochastic process on a probability space (Ω,A,P) adapted to a filtration F = (Ft)t≥0
of sub-σ-algebras of A. Let FP+ be the augmentation of F under P as in Remark 4.44.
Then X is a P-F-semimartingale if and only if X is a P-FP+-semimartingale, and the
associated semimartingale characteristics coincide P-almost surely.
Proof. ↪→ [92, Proposition 2.2]
In order to construct an analogue of semimartingales with jumps for sublinear expecta-
tions, we have to study the measurability of semimartingale characteristics (B,C, ν) with
respect to the underlying probability measure P. Before we can formalize the related
results from [92], however, we need to introduce topological structures on the set of
probability measures P(Ω) and the family of semimartingale characteristics.
Remark 4.16 (Topology on Measures). It is well-known (cf. [20, Theorem 8.9.4,
p. 213] and [20, Theorem 7.2.2, p. 74]) that if (X, d) is a separable metric space, so is the
family of bounded (non-negative) Borel measures M+b (X) with respect to the topology
associated to Cb(X)-weak convergence. More precisely, the Kantorovich-Rubinstein
metric (cf. [20, Section 8.3, p. 191])
dM+b (X)
(µ, ν) := sup
{∫
X
f(x)µ(dx)−
∫
X
f(x) ν(dx)
∣∣∣∣
f : X → R with sup
x∈X
|f(x)| ≤ 1 and sup
x 6=y
|f(x)− f(y)|
d(x, y)
≤ 1
}
for µ, ν ∈ M+b (X) generates the topology associated to the Cb(X)-weak convergence.
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In particular, the family of (Borel) probability measures on a separable metric space X
P(X) := {P ∈M+b (X) | P(X) = 1} = {P | P is a (Borel) probability measure on X}
is a separable metric space, since it is a subset of a separable metric space (cf. [62,
Theorem 2.4.1, p. 65]). Moreover, the Kantorovich-Rubinshtein metric generalizes the
Le´vy–Prokhorov metric (cf. [20, Theorem 8.3.2, p. 193]) in that
dM+b (X)
(P,Q) = inf {ε > 0 | ∀B ∈ B(X) : P(B) ≤ Q(Bε) + ε and Q(B) ≤ P(Bε) + ε}
for all P,Q ∈ P(X), where Bε := {x ∈ X : d(x,B) < ε} for B ⊂ X. On top of that,
if (X, d) is also complete, then so are M+b (X) and P(X).
Remark 4.17 (Le´vy Measures). The Kantorovich-Rubinstein metric on bounded
Borel measures from Remark 4.16 can be used to introduce a metric (and hence a
Borel-σ-algebra) on the families of Le´vy measures on Rd and R+ × Rd
L(Rd) := {ν ∈M+(Rd) | ν({0}) = 0 and ∫Rd (|x|2 ∧ 1) ν(dx) <∞}
L(R+ × Rd) := {ν ∈M+(R+ × Rd) | ν({0} × Rd) = 0
and ∀T > 0 : ν([0, T ), dx) ∈ L(Rd)}
= {ν ∈M+(R+ × Rd) | ν({0} × Rd) = ν(R+ × {0}) = 0
and ∀T > 0 : ∫
[0,T )
∫
Rd
(|x|2 ∧ 1) ν(dt, dx) <∞}
in the following way: For every ν ∈ L(Rd) and B ∈ B(Rd)
νˆ(B) :=
∫
B
(|x|2 ∧ 1) ν(dx)
defines a bounded Borel measure on Rd. It is easy to see (cf. [92, Lemma 2.3]) that
dL(Rd)(ν, µ) := dM+b (Rd)
(νˆ, µˆ)
for ν, µ ∈ L(Rd) defines a separable metric on L(Rd). In a similar manner, we assign to
every ν ∈ L(R+ × Rd) a sequence of bounded Borel measures by
νˆn(B) :=
∫
[0,n)
∫
Rd
(|x|2 ∧ 1)1B(t, x)ν(dt, dx)
for B ∈ B(R+ × Rd) and n ∈ N, and construct with
dL(R+×Rd)(ν, µ) :=
∑
n∈N
2−ndM+b (R+×Rd)(νˆn, µˆn)
for ν, µ ∈ L(R+ × Rd) a separable metric on L(R+ × Rd).
159
4. Stochastic Processes
Theorem 4.18 (Measurability of Characteristics). If (Xt)t≥0 is a ca`dla`g, Rd-valued
process on a separable metric space (Ω,B(Ω)) adapted to a filtration (Ft)t≥0 of sub-σ-
algebras of B(Ω), then the family of all probability measures P ∈ P(Ω) under which
(Xt)t≥0 is a P-F-semimartingale
Psem(Ω) = {P ∈ P(Ω) | (Xt)t≥0 is a P-F-semimartingale}
is Borel-measurable. Moreover, there exists a Borel-measurable map
Psem(Ω)× Ω× R+ −→ Rd × Sd×d+ × L(R+ × Rd)
(P, ω, t) 7−→ (BPt (ω), CPt (ω), νPt (ω))
such that (BP, CP, νP) are (predictable) semimartingale characteristics of (Xt)t≥0 under
each P ∈ Psem(Ω).
Proof. ↪→ [92, Theorem 2.5]
Remark 4.19 (Differential Characteristics). One can show (cf. [73, Chapter 2,
Proposition 2.9, p. 77]) that for every P-F-semimartingale (Xt)t≥0 there exists a pre-
dictable, increasing, locally integrable process (At)t≥0 (which is continuous if and only if
X is quasi-left-continuous, i.e. P(∆Xτ 6= 0, τ <∞) = 0 for every predictable stopping
time τ , cf. [73, Chapter 1, Definition 2.7, p. 17]) such that
(B,C, ν) dAt
holds P-almost surely. In other words, there exist predictable processes b = (bi)i≤d on Rd
and c = (ci,j)i,j≤d on Sd×d, as well as a predictable kernel F = (Ft(dx))t≥0 on (Rd,B(Rd))
given (Ω × R+) (i.e. for every t ≥ 0 the projection Ft(dx) is a random Borel measure
on Rd, and for every B ∈ B(Rd) the process (Ft(B))t≥0 is predictable) such that
(Bt, Ct, ν(dt, dx))(ω) = (bt dAt, ct dAt, Ft(dx) dAt)(ω)
holds λ(dt)× P(dω)-almost everywhere. In fact, a canonical choice for (At)t≥0 is
A =
∑
i≤d
var(Bi) +
∑
i,j≤d
var(Ci,j) +
∫
[0, • ]
∫
Rd
(1 ∧ |z|2) ν(ds, dz),
where var(·) is the bounded variation operator. For a large class of stochastic processes,
e.g. most Feller processes (cf. [21, Theorem 2.44, p. 73]), we even have
(B,C, ν) dt
P-almost surely, i.e. the semimartingale characteristics are absolutely continuous with
respect to the Lebesgue measure. In this case, triplets (b, c, F ) such that
(Bt, Ct, ν(dt, dx))(ω) = (bt dt, ct dt, Ft(dx) dt)(ω)
holds λ(dt)× P(dω)-almost everywhere are called differential characteristics of (Xt)t≥0.
Note that differential characteristics are unique up to P-indistinguishability due to the
uniqueness of (predictable) semimartingale characteristics (cf. Remark 4.14).
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The standard literature (such as [73, Chapter 2, Proposition 2.9, p. 77]) introduces
the identity ν(dt, dx) = Ft(dx) dt for differential characteristics in the weak sense that∫
[0,t]×Rd
V (ω, s, x) ν(ω, ds, dx) =
∫
[0,t]
∫
Rd
V (ω, s, x)F (ω, s, dx) ds
holds λ(dt) × P(dω)-almost surely for all measurable V : Ω × R+ × Rd → R. It is
interesting to note that this identity can equivalently be understood as Bochner integrals
for each fixed ω ∈ Ω, as discussed after Remark A.11.
Theorem 4.20 (Measurability of Differential Characteristics). If (Xt)t≥0 is a
ca`dla`g, Rd-valued process on a separable metric space (Ω,B(Ω)) adapted to a filtration
(Ft)t≥0 of sub-σ-algebras of B(Ω), then the family of all probability measures P ∈ P(Ω)
under which (Xt)t≥0 is a P-F-semimartingale with absolutely continuous characteristics
with respect to the Lebesgue measure
Pacsem(Ω) = {P ∈ Psem(Ω) | (BP, CP, νP) dt P-a.s.}
is Borel-measurable. Moreover, there exists a Borel-measurable map
Pacsem(Ω)× Ω× R+ −→ Rd × Sd×d+ × L(Rd)
(P, ω, t) 7−→ (bPt (ω), cPt (ω), F Pt (ω))
such that (bP, cP, F P) are differential characteristics of (Xt)t≥0 under each P ∈ Pacsem(Ω).
Proof. ↪→ [92, Theorem 2.6]
As announced earlier, the next step towards the existence of a large class of sublinear
Markov semigroups is the construction of an analogue for the notion of semimartingales
for sublinear expectations. However, instead of constructing a stochastic process on a
given sublinear expectation space, we are going to construct sublinear generalizations of
conditional expectations (Ext )t≥0, such that the coordinate mapping process
X : Ω× [0,∞) −→ Rd
(ω, t) 7−→ ωt
on Ω = Dx(R+;Rd) with x ∈ Rd can be interpreted as a semimartingale under uncertainty
in its characteristics. More precisely, given a measurable, set-valued function
Θ : R+ ×D(R+;Rd) −→ 2Rd×Sd×d+ ×L(Rd),
we construct sublinear operators Ext : H → H for t ≥ 0 and x ∈ Rd on a convex cone H
of measurable functions on Dx(R+;Rd), which behave like a conditional generalization
of the sublinear expectations Ex0 (ϕ(X)) = supP∈PΘx EP (ϕ(X)) for ϕ ∈ H, where the
uncertainty subsets are defined by
PΘx =
{
P ∈ Pacsem(Dx(R+))
∣∣ (bPs , cPs , F Ps )(ω) ∈ Θs(ω) λ(ds)× P(dω)-a.e.} .
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This construction suggests to interpret the coordinate mapping process (Xt)t≥0 together
with the conditional sublinear expectations (Ext )t≥0 as a generalization of semimartingales
(starting at x ∈ Rd) under uncertainty in their semimartingale characteristics. Note that
the preceding results on the measurability of the related (differential) characteristics
are applicable in this context, since the Skorokhod space D(R+;Rd) is a Polish space
according to Lemma 4.2.
We are left with the problem of how to construct sublinear generalizations of classi-
cal conditional expectations. A straightforward approach similar to the construction
of sublinear expectations from Section 3.1 – as the supremum of the classical linear
expectations (EP)P∈P for a given uncertainty subset P ⊂ P(Ω) – unfortunately leads to
the so-called aggregation problem (cf. [28, Theorem 3.16]): A-priori, it is unclear how to
construct a single measurable random variable that coincides with the supremum
“ sup
P∈P
EP (ϕ(X) | Ft) ”
P-almost surely under all P ∈ P for an uncertainty subset P ⊂ P(Ω), since classical
conditional expectations EP (ϕ(X) | Ft) are only defined P-almost surely. Shige Peng
circumvented the aggregation problem for G-Brownian motions in [102] by constructing
the related sublinear conditional expectations only for very regular functions ϕ : Ω→
R via the associated G-heat equations. However, since the evaluation of sublinear
expectations for merely measurable ϕ : Ω → R is important in many applications, we
do not follow this approach here. Instead, we develop a straightforward extension of
the construction (for continuous processes starting at the origin) from Marcel Nutz and
Ramon van Ha¨endel in [98], which is based on the following concept of regular conditional
distributions from classical probability theory:
Remark 4.21 (Non-Integrable Functions). In order to avoid cumbersome notation,
we adopt the convention that ∞−∞ := −∞ from [98]. In particular, we will work
with measurable functions ξ : Ω→ R that take values in the two-point compactification
R = R ∪ {±∞} and suppose that all (classical) conditional expectations are defined as
E(ξ|F) := E(ξ+|F)− E(ξ−|F).
This notation proves useful in the rest of this chapter, in order to state the (almost sure)
equivalence of representations without a distinction with respect to the integrability of
the related terms.
Definition 4.22 (Operations on Skorokhod Space). The concatenation ω ⊗τ ω¯ of
ca`dla`g paths ω, ω¯ ∈ D(R+) at a random time τ : D(R+)→ [0,∞] is defined as(
ω ⊗τ ω¯
)(
t
)
:= ω
(
t
)
1[0,τ(ω))
(
t
)
+
(
ω
(
τ(ω)
)
+ ω¯
(
t− τ(ω))− ω¯(0))1[τ(ω),∞)(t)
for t ≥ 0. Moreover, given ξ : D(R+)→ R, define the conditioned ξτ,ω : D(R+)→ R by
ξτ,ω(ω¯) := ξ(ω ⊗τ ω¯) (4.2)
for ω¯ ∈ D(R+), where τ : D(R+)→ [0,∞] and ω ∈ D(R+).
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Remark 4.23 (Regular Conditional Distributions). Suppose that Ω = Dx(R+) for
x ∈ Rd is equipped with the Borel-σ-algebra B(Ω) and the filtration (Ft)t≥0 generated by
the coordinate-mapping process (Xt)t≥0. One can show (cf. [19, Theorem 33.3, p. 439])
that for any probability measure P ∈ P(Ω) and any finite stopping time τ : Ω→ [0,∞),
there exists a regular conditional distribution (Pτ,ω)ω∈Ω – which means that Pτ,ω ∈ P(Ω)
for all ω ∈ Ω, the maps ω 7→ Pτ,ω(B) are Fτ -measurable for all B ∈ B(Ω) and
EPτ,ω(ξ) = E(ξ | Fτ )(ω)
holds P(dω)-almost surely for all measurable ξ : Ω→ R. According to [123, Theorem 1.3.4,
p. 34], the probability measures Pτ,ω can chosen to be concentrated on the set of paths
that coincide with ω ∈ Ω up to time τ(ω), i.e.
Pτ,ω({ω¯ ∈ Ω | ∀s ≤ τ(ω) : ω¯(s) = ω(s)}) = 1.
Hence, for every stopping time τ : Ω→ [0,∞] and ω ∈ Ω, the translation
Pτ,ω(B) := Pτ,ω(ω ⊗τ B) = Pτ,ω({ω ⊗τ ω¯ ∈ Ω | ω¯ ∈ B})
with B ∈ B(Ω) defines a probability measure on Ω such that
EPτ,ω(ξτ,ω) = EPτ,ω(ξ) = E(ξ | Fτ )(ω)
holds P(dω)-almost surely for every measurable ξ : Ω→ Rd.
The main idea from Marcel Nutz and Ramon van Ha¨endel in [98] is to use the
representation of conditional expectations via regular conditional distributions from
Remark 4.23, to define sublinear conditional expectations ω-wise. In fact, many of the
important properties of conditional expectations (excluding the aggregation or tower
property, as we will see in Theorem 4.29) can be verified ω-wise using the characterization
of measurability with respect to the canonical filtration (of the coordinate-mapping
process) as in [38, Theorem 97, p. 147]. However, although we can show that
ω 7−→ EPτ,ω(ξτ,ω)
is Borel-measurable for Borel-measurable ξ : Ω → R and fixed P ∈ P(Ω), the ω-wise
supremum over an uncountable family P ⊂ P(Ω) is in general not Borel-measurable
anymore. For that reason, we will work with the following extension of the family of
Borel-measurable functions instead, which is stable under taking pointwise suprema.
Definition 4.24 (Analytic Sets). A subset B ⊂ X of a Polish space (X, d) (i.e. a
complete, separable metric space) is called analytic if it is the image
B = Φ(B′)
of a Borel set B′ ⊂ X ′ in another Polish space (X ′, d′) under a continuous mapping
Φ : X ′ → X. The family of all analytic subsets of (X, d) is denoted by
A(X) = A(X, d) := {B ⊂ X | B is analytic}.
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Remark 4.25 (Properties of Analytics Sets). It is well-known (cf. [30, Proposi-
tion 8.2.2, p. 248]) that the family of analytic sets is stable under countable unions and
intersections, but not under complementation, i.e. in general B ∈ A(X) does not imply
that BC = X \B is analytic. Moreover, every Borel set B ∈ B(X) is obviously analytic,
and according to [30, Corollary 8.3.3, p. 258], an analytic set B ∈ A(X) is Borel if and
only if its complement BC = X \B is analytic as well. In addition, [30, Theorem 8.4.1,
p. 262] shows that every analytic set is universally measurable and hence
B(X) ⊂ A(X) ⊂ σ(A(X)) ⊂ B(X)∗ ⊂ B(X)P,
where B(X)P is the completion of B(X) under the probability measure P ∈ P(X) and
B(X)∗ = ∩P∈P(X)B(X)P
is its universal completion. In particular, it is possible to integrate σ(A(X))-measurable
functions with respect to any Borel measure P ∈ P(X), using its unique extension to the
completion B(X)P.
Definition 4.26 (Semi-Analytic Functions). A function f : X → R on a Polish
space (X, d) is called upper semi-analytic if
{f > c} = {x ∈ X | f(x) > c} ∈ A(X)
is analytic for every c ∈ R. A function f : X → R on a Polish space (X, d) is called lower
semi-analytic if (−f) is upper semi-analytic.
Remark 4.27 (Stability of Semi-Analytic Functions). Note that if a function
f : X × Y → R on Polish spaces X, Y is Borel-measurable, then
y 7−→ sup
x∈X
f(x, y)
does not have to be Borel-measurable anymore. This is closely related to the fact that
the projection piY (B) ⊂ Y of a Borel set B ⊂ X × Y does not have to be Borel anymore,
cf. [127, Chapter 18, p. 118]: Suppose that B ⊂ X × Y is one of those sets, then
f(x, y) := 1B(x, y)
with (x, y) ∈ X × Y is Borel-measurable, whereas y 7→ supx∈X f(x, y) is not, since
{y ∈ Y | supx∈Xf(x, y) > c} = ∪x∈X{y ∈ Y | f(x, y) > c}
= piY ({(x, y) ∈ X × Y | f(x, y) > c})
for c ∈ R and hence {supx∈X f(x, · ) > 0} = piY ({f > 0}) = piY (B) /∈ B(Y ). The
same arguments, together with the obvious fact that the projection of analytic sets is
analytic, shows that if f : X ×Y → R on Polish spaces X, Y is upper semi-analytic, then
y 7→ supx∈X f(x, y) is upper semi-analytic as well.
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Remark 4.28 (Assumptions on P). Suppose that Ω = Dx(R+) for some x ∈ Rd and
{P(t, ω) : (t, ω) ∈ R+ × Ω}
with P(t, ω) ⊂ P(Ω) for all t ≥ 0 and ω ∈ Ω is adapted, in that
ω|[0,t] = ω¯|[0,t] =⇒ P(t, ω) = P(t, ω¯)
for all t ≥ 0 and ω, ω¯ ∈ Ω. In particular, the uncertainty subset P := P(0, ω) does not
depend on ω ∈ Ω. In order to define a conditional sublinear expectation, we have to
impose the following assumptions on the family (P(t, ω))(t,ω)∈R+×Ω of so-called conditional
uncertainty subsets. All statements are supposed to hold for all s ≥ 0, finite stopping
times τ with τ ≥ s, paths ω¯ ∈ Ω, measures P ∈ P(s, ω¯) and resulting shifted stopping
times σ := τ s,ω¯ − s (as defined in Equation (4.2) from Definition 4.22).
(C1) (Measurability) The graph of ω 7→ P(τ(ω), ω), i.e. the set
{(ω,P) ∈ Ω×P(Ω) | ω ∈ Ω and P ∈ P(τ(ω), ω)},
is analytic.
(C2) (Invariance under Conditioning) The regular conditional distribution (as introduced
in Remark 4.23) Pσ,ω ∈ P(Ω) of P ∈ P(s, ω¯) satisfies
Pσ,ω ∈ P(τ(ω¯ ⊗s ω), ω¯ ⊗s ω)
for P-almost every ω ∈ Ω.
(C3) (Stability under Pasting) For Fσ-measurable kernels ν : Ω→ P(Ω) with
ν(ω) ∈ P(τ(ω¯ ⊗s ω), ω¯ ⊗s ω)
for P-almost every ω ∈ Ω, the measure P¯ ∈ P(Ω), defined by
P¯(B) =
∫ ∫
(1B)
σ,ω(ω˜) ν(ω)(dω˜)P(dω)
for B ∈ B(Ω) (with (1B)σ,ω as in Definition 4.22), is an element of P(s, ω¯).
Before we present the rigorous construction, let us quickly discuss the structural
assumptions (C2) and (C3) for conditional uncertainty subsets (P(t, ω))(t,w)∈R+×Ω from
Remark 4.28: If P(t, ω) = {Pt,ω} are singletons for (t, ω) ∈ R+×Ω, where Pt,ω are regular
conditional distributions (as in Remark 4.23) of one fixed P ∈ P(Ω), then (C2) and (C3)
follow from the aggregation (or tower) property of the corresponding classical conditional
expectation. In general, assumptions (C2) and (C3) intuitively suggest that
“P(t, ω) = {Pt,ω ∣∣ P ∈ P} ”
holds for (t, ω) ∈ R+ × Ω – although this identity is not well-defined, since regular
conditional distributions are only defined up to null sets. However, the following proof of
Theorem 4.29 reveals that assumptions (C2) and (C3) for general conditional uncertainty
subsets (P(t, ω))(t,w)∈R+×Ω are the reason, why the corresponding sublinear generalization
of conditional expectations satisfies the aggregation property.
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Theorem 4.29 (Sublinear Conditional Expectation). Suppose that Ωx := Dx(R+)
for x ∈ Rd and {Px(t, ω) ⊂ P(Ωx) : (t, ω) ∈ R+ × Ωx} are conditional uncertainty subsets
that satisfy all assumptions from Remark 4.28. For stopping times τ : Ωx → [0,∞) and
upper semi-analytic functions ξ : Ωx → R, the definition
Exτ (ξ)(ω) := sup
P∈Px(τ(ω),ω)
EP(ξτ(ω),ω)
with ω ∈ Ωx leads to upper semi-analytic Exτ (ξ) : Ωx → R, which are measurable with
respect to F∗τ (i.e. the universal completion of Fτ as in Remark 4.25). Moreover, for
stopping times τ, σ : Ωx → [0,∞) with σ ≤ τ , the aggregation property
Exσ(E
x
τ (ξ))(ω) = E
x
σ(ξ)(ω)
holds for all ω ∈ Ωx and upper semi-analytic functions ξ : Ωx → R.
Proof. The result is a straightforward generalization of [98, Theorem 2.3] from the space
of continuous paths starting at zero Ω = C0(R+) to the space Ω = Dx(R+) for x ∈ Rd.
A careful inspection of the proof shows that all arguments also work for probability
measures on the Skorokhod space, if we work with the path operations introduced in
Definition 4.22. In order to clarify the role of the structural assumptions (C2) and (C3)
in Remark 4.28, let us recall the arguments for the aggregation property here:
Suppose that τ, σ : Ωx → [0,∞) are stopping times with σ ≤ τ and ξ : Ωx → R is an
upper semi-analytic function. We have to show that
Exσ(E
x
τ (ξ))(ω¯) = E
x
σ(ξ)(ω¯)
holds for ω¯ ∈ Ωx. Due to the ω¯-wise definition, this is equivalent to show that
Exs (E
x
τ (ξ))(ω¯) = E
x
s (ξ)(ω¯)
holds for ω¯ ∈ Ωx and s ≤ τ(ω¯). With the notation Px(τ, ω) := Px(τ(ω), ω), we obtain
Exs (ξ)(ω¯) = sup
P∈Px(s,ω¯)
∫
ξs,ω¯(ω)P(dω) = sup
P∈Px(s,ω¯)
∫
ξ(ω¯ ⊗s ω)P(dω)
Exs (E
x
τ (ξ))(ω¯) = sup
P∈Px(s,ω¯)
∫
sup
P¯∈Px(τ,ω¯⊗sω)
∫
ξ((ω¯ ⊗s ω)⊗τ ω˜) P¯(dω˜)P(dω)
for ω¯ ∈ Ωx and s ≤ τ(ω¯). With σ := τ s,ω¯−s, the classical tower property for P ∈ Px(s, ω¯)
and the invariance under conditioning assumption (C2) lead to∫
ξ(ω¯ ⊗s ω)P(dω) =
∫ ∫
ξ(ω¯ ⊗s ω˜)Pσ,ω(dω˜)P(dω)
=
∫ ∫
ξ(ω¯ ⊗s (ω ⊗σ ω˜))Pσ,ω(dω˜)P(dω)
=
∫ ∫
ξ((ω¯ ⊗s ω)⊗τ ω˜)Pσ,ω(dω˜)P(dω)
≤
∫
sup
P¯∈Px(τ,ω¯⊗sω)
∫
ξ((ω¯ ⊗s ω)⊗τ ω˜) P¯(dω˜)P(dω),
which shows Exs (ξ)(ω¯) ≤ Exs (Exτ (ξ))(ω¯) for ω¯ ∈ Ωx and s ≤ τ(ω¯).
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Conversely, for fixed ε > 0 and ω¯ ∈ Ω, the definition of the supremum implies the
existence of νε(ω) ∈ Px(τ, ω¯ ⊗s ω) for every ω ∈ Ω such that
sup
P¯∈Px(τ,ω¯⊗sω)
∫
(ξs,ω¯)σ,ω(ω˜) P¯(dω˜) ≤ lim
ε→0
(∫
(ξs,ω¯)σ,ω(ω˜) νε(ω)(dω˜) + ε
)
holds. Hence, Fatou’s lemma and the stability assumption (C3) for P ∈ Px(s, ω¯) imply∫
sup
P¯∈Px(τ,ω¯⊗sω)
∫
(ξs,ω¯)σ,ω(ω˜) P¯(dω˜)P(dω) ≤ lim inf
ε→0
∫ ∫
(ξs,ω¯)σ,ω(ω˜) νε(ω)(dω˜)P(dω)
≤ sup
P∈Px(s,ω¯)
∫
ξs,ω¯(ω)P(dω),
which shows Exs (E
x
τ (ξ))(ω¯) ≤ Exs (ξ)(ω¯) with ω¯ ∈ Ωx and s ≤ τ(ω¯), using the identity
(ξs,ω¯)σ,ω(ω˜) = ξ((ω¯ ⊗s ω)⊗τ ω˜) from Definition 4.22.
In the following few results, we show how the general construction for sublinear
conditional expectations from Theorem 4.29 can be used to construct semimartingales
for sublinear expectations and related sublinear Markov semigroups (as in Section 4.1).
Lemma 4.30 (Regularity of x 7→ Ex(ξ)). Suppose that for every x ∈ Rd
{Px(t, ω) ⊂ P(Ωx) : (t, ω) ∈ R+ × Ωx}
are conditional uncertainty subsets on Ωx := Dx(R+;Rd) satisfying all assumptions from
Remark 4.28. If the graph of x 7→ Px is analytic, i.e.{
(x,P) ∈ Rd ×P(D(R+))
∣∣ x ∈ Rd and P|Ωx ∈ Px} ∈ A (Rd ×P(D(R+))) ,
then x 7→ Ex(ξ) := Ex(ξ|Ωx) is upper semi-analytic (with Ex := Ex0 as in Theorem 4.29)
for every upper semi-analytic function ξ : D(R+)→ R.
Proof. Using the convention from Remark 4.21, it is easy to see that for x ∈ Rd
Ex(ξ) = sup
P∈Px
EP(ξ|Dx(R+)) = sup
P∈P
EP(ξˆ(x, · )),
where ξˆ(x, ω) := ξ(ω)1Dx(R+)(ω) + (−∞)1D(R+)\Dx(R+)(ω) for (x, ω) ∈ Rd ×D(R+) and
P := {P ∈ P(D(R+)) : ∃x ∈ Rd : P|Dx(R+) ∈ Px}.
According to [16, Proposition 7.47, p. 179], the analyticity of P implies that x 7→ Ex(ξ) is
upper semi-analytic if x 7→ EP(ξˆ(x, · )) is upper semi-analytic for every P ∈ P . Moreover,
[16, Proposition 7.48, p. 180] shows that x 7→ EP(ξˆ(x, · )) for fixed P ∈ P is upper
semi-analytic if (x, ω) 7→ ξˆ(x, ω) is upper semi-analytic. Thus, it remains to show that
Rd ×D(R+) 3 (x, ω) 7→ ξˆ(x, ω) ∈ R
is upper semi-analytic:
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The construction of ξˆ : Rd ×D(R+)→ R implies that
{(x, ω) ∈ Rd ×D(R+) | ξˆ(x, ω) > c}
= {(x, ω) ∈ Rd ×D(R+) | ω ∈ Dx(R+) and ξ(ω) > c}
=
⋃
x∈Rd
(
{x} ×
(
Dx(R+) ∩ {ω ∈ D(R+) | ξ(ω) > c}
))
=
( ⋃
x∈Rd
(
{x} ×Dx(R+)
))
∩
(
Rd × {ω ∈ D(R+) | ξ(ω) > c}
)
for all c ∈ R, where Rd × {ξ > c} ⊂ Rd ×D(R+) is analytic, because ξ : D(R+)→ R is
upper semi-analytic. But ∪x∈Rd ({x} ×Dx(R+)) is also analytic, since⋃
x∈Rd
(
{x} ×Dx(R+)
)
= ψ(Rd ×D0(R+))
for the continuous map ψ : Rd ×D0(R+)→ Rd ×D(R+) with ψ(x, ω) := (x, x+ ω) for
all (x, ω) ∈ Rd ×D0(R+), which concludes the proof.
Proposition 4.31 (Admissibility of PΘ). Suppose that S := Rd × Sd×d+ × L(Rd) and
Θ : D(R+;Rd)× R+ −→ 2S = 2Rd×Sd×d+ ×L(Rd)
is a map that is adapted to the natural filtration F = (Ft)t≥0 in that{
(s, ω, θ) ∈ [0, t]×D(R+)×S
∣∣ θ ∈ Θs(ω)} ∈ B([0, t])⊗Ft ⊗ B(S)
is satisfied for all t ≥ 0. For every x ∈ Rd, the definition
PΘx (t, ω) :=
{
P ∈ Pacsem(Dx(R+))
∣∣ (bPs , cPs , F Ps )(ω) ∈ Θt+s(ω ⊗t ω) λ(ds)× P(dω)-a.e.}
for t ≥ 0 and ω ∈ Dx(R+) leads to a family
{PΘx (t, ω) : (t, ω) ∈ R+ ×Dx(R+)} that
satisfies all assumptions from Remark 4.28 and Lemma 4.30.
Proof. Suppose that τ is a finite stopping time with τ ≥ s ≥ 0, P ∈ PΘx (s, ω¯) for
some (x, ω¯) ∈ Rd × Ω, and set σ := τ s,ω¯ − s (cf. Definition 4.22). The measurability
property (C1) can be proved as in the continuous paths setting in [98, Lemma 4.5].
The following arguments for the invariance under conditioning (C2) and stability under
pasting (C3) are generalizations of [93, Corollary 3.2] and [93, Proposition 4.2] from
path-independent to path-dependent uncertainty coefficients.
First of all, we derive the invariance under conditioning (C2): According to [93,
Theorem 3.1], we have Pσ,ω ∈ Pacsem(Dx(R+)) for P-almost every ω ∈ Dx(R+) with
(bP
σ,ω
u , c
Pσ,ω
u , F
Pσ,ω
u )(ω˜) = (b
P
σ(ω)+u, c
P
σ(ω)+u, F
P
σ(ω)+u)(ω ⊗σ(ω) ω˜)
λ(du)× Pσ,ω(dω˜)-almost everywhere. Since we assume that P ∈ PΘx (s, ω¯), the inclusion
(bPu, c
P
u, F
P
u )(ω˜) ∈ Θs+u(ω¯ ⊗s ω˜)
holds λ(du)×P(dω˜)-almost everywhere. Combining these two results with the construction
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of Pσ,ω ∈ P(Dx(R+)) from P ∈ P(Dx(R+)) (as introduced in Remark 4.23) implies
that Pσ,ω ∈ Pacsem(Dx(R+)) for P-almost every ω ∈ Dx(R+) with
(bP
σ,ω
u , c
Pσ,ω
u , F
Pσ,ω
u )(ω˜) ∈ Θs+σ(ω)+u(ω¯ ⊗s (ω ⊗σ(ω) ω˜))
= Θτ(ω¯⊗sω)+u((ω¯ ⊗s ω)⊗τ(ω¯⊗sω) ω˜)
λ(du)×Pσ,ω(dω˜)-almost everywhere, i.e. Pσ,ω ∈ PΘx (τ(ω¯⊗s ω), ω¯⊗s ω) for P-almost every
ω ∈ Dx(R+), as required.
As a next step, we prove the stability-under-pasting property (C3): Suppose that
PΘx ∈ P(s, ω¯) and that P¯ ∈ P(Dx(R+)) is defined by
P¯(B) =
∫ ∫
(1B)
σ,ω(ω˜) ν(ω)(dω˜)P(dω)
for B ∈ B(Dx(R+)), where ν : Dx(Rd)→ P(Dx(Rd)) is a Fσ-measurable kernel with
ν(ω) ∈ P(τ(ω¯ ⊗s ω), ω¯ ⊗s ω)
for P-almost every ω ∈ Dx(Rd). It suffices to show that P¯ is an element of P(s, ω¯).
According to [93, Proposition 4.1] and the first half of the proof of [93, Proposition 4.2],
we have P¯ ∈ Pacsem(Dx(Rd)). Since P¯ = P on Fσ by construction and P ∈ PΘx (s, ω¯) by
assumption, we find that
{(u, ω˜) ∈ R+ ×Dx(R+) | (bP¯u, cP¯u, F P¯u )(ω˜) /∈ Θs+u(ω¯ ⊗s ω˜) for u < σ(ω˜)}
is a λ× P¯-null set. In order to show that P¯ ∈ PΘx (s, ω¯), it therefore remains to show that
B := {(u, ω˜) ∈ R+ ×Dx(R+) | (bP¯u, cP¯u, F P¯u )(ω˜) /∈ Θs+u(ω¯ ⊗s ω˜) for u ≥ σ(ω˜)}
is also a λ×P¯-null set: According to [93, Theorem 3.1], P¯σ,ω ∈ Pacsem(Dx(R+)) for P-almost
every ω ∈ Dx(R+) with differential characteristics
(bP¯
σ,ω
u , c
P¯σ,ω
u , F
P¯σ,ω
u )(ω˜) = (b
P¯
σ(ω)+u, c
P¯
σ(ω)+u, F
P¯
σ(ω)+u)(ω ⊗σ(ω) ω˜)
λ(du)× P¯σ,ω(dω˜)-almost everywhere. Hence, the identity
Bσ,ω := {(u, ω˜) ∈ R+ ×Dx(R+) | (1B(u, · ))σ,ω(ω˜) = 1}
= {(u, ω˜) ∈ R+ ×Dx(R+) | (bP¯σ,ωu , cP¯
σ,ω
u , F
P¯σ,ω
u )(ω˜) /∈ Θτ+u((ω¯ ⊗s ω)⊗τ ω˜)}
holds λ(du) × P¯σ,ω(dω˜)-almost everywhere for P-almost every ω ∈ Dx(R+), where we
used the notation Θτ (ω) := Θτ(ω)(ω). Moreover, [98, Lemma 2.7] shows that P¯σ,ω = ν(ω)
for P-almost every ω ∈ Dx(R+), which implies
(λ× ν(ω))(Bσ,ω)
= (λ× ν(ω))({(u, ω˜) ∈ R+ ×Dx(R+) | (bν(ω)u , cν(ω)u , F ν(ω)u )(ω˜) /∈ Θτ+u((ω¯ ⊗s ω)⊗τ ω˜)})
= 0
P(dω)-almost surely, using ν(ω) ∈ PΘx (τ(ω¯⊗s ω), ω¯⊗s ω) for P-almost every ω ∈ Dx(R+).
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An application of Fubini’s theorem leads to
(λ× P¯)(B) =
∫
R+
∫
Dx(R+)
∫
Dx(R+)
(1B(u, · ))σ,ω(ω˜) ν(ω)(dω˜)P(dω) du
=
∫
Dx(R+)
∫
Dx(R+)
∫
R+
1Bσ,ω(u, ω˜) du ν(ω)(dω˜)P(dω) = 0
and therefore P¯ ∈ PΘx (s, ω¯), as required.
At last, we show the validity of the measurability condition in Lemma 4.30: Note that
{(x, s, ω, θ) ∈ Rd × R+ ×D(R+)×S | ω ∈ Dx(R+)}
is a closed set and therefore Borel-measurable, and hence
B : = {(x, s, ω, θ) ∈ Rd × R+ ×D(R+)×S | ω ∈ Dx(R+) and θ /∈ Θs(ω)}
= {(x, s, ω, θ) ∈ Rd × R+ ×D(R+)×S | ω ∈ Dx(R+)} ∩
(
Rd × AC)
∈ B(Rd)⊗ B(R+)⊗ B(D(R+))⊗ B(S) = B(Rd × R+ ×D(R+)×S)
using A := {(s, ω, θ) ∈ R+×D(R+)×S | θ ∈ Θs(ω)} ∈ B(R+)⊗B(D(R+))⊗B(S) and
the separability of the related spaces (cf. [30, Proposition 8.1.7, p. 243]). In particular,
Rd × R+ ×D(R+)×Pacsem(D(R+)) 3 (x, s, ω,P) 7−→ 1B
(
x, s, ω,
(
bPs (ω), c
P
s (ω), F
P
s (ω)
))
is Borel-measurable due to Theorem 4.20, which implies that
Rd ×Pacsem(D(R+)) 3 (x,P) 7−→
∫
D(R+)
∫
R+
1B
(
x, s, ω,
(
bPs (ω), c
P
s (ω), F
P
s (ω)
))
dsP(dω)
is Borel-measurable as well, according to [16, Proposition 7.29, p. 144]. Altogether,
{(x,P) ∈ Rd ×P(D(R+)) | x ∈ Rd and P|Dx(R+) ∈ PΘx }
= {(x,P) ∈ Rd ×Pacsem(D(R+)) | P(Dx(R+)) = 1, (bPs , cPs , F Ps )(ω) ∈ Θs(ω) (λ× P)-a.e.}
= {(x,P) ∈ Rd ×Pacsem(D(R+)) |
∫ ∫
1B(x, s, ω, (b
P
s (ω), c
P
s (ω), F
P
s (ω))) dsP(dω) = 0}
is Borel-measurable and thus analytic, as required in order to apply Lemma 4.30.
Lemma 4.32 (Markov Property). Suppose that Θ¯ : Rd → 2S = 2Rd×Sd×d+ ×L(Rd) has a
Borel-measurable graph in that {(x, θ) ∈ Rd ×S | θ ∈ Θ¯(x)} ∈ B(Rd)⊗ B(S), then
Θ : D(R+;Rd)× R+ −→ 2S = 2Rd×Sd×d+ ×L(Rd)
(ω, t) 7−→ Θ(ω, t) := Θ¯(ωt)
is adapted to the natural filtration F = (Ft)t≥0 as in Proposition 4.31, Moreover, the
corresponding sublinear conditional expectation from Theorem 4.29 satisfies
Ex(EXt(ξ)) = Ex(ξ ◦ ϑt)
for every upper semi-analytic ξ : D(R+) → R, t ≥ 0 and x ∈ Rd, where (Xt)t≥0 is the
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coordinate-mapping process and ϑt : D(R+)→ D(R+) with ϑt(ω) = (ωt+s)s≥0 is the shift
operator on the path space D(R+). In particular,
Ex(EXt(ϕ(Xs))) = E
x(ϕ(Xt+s))
for all upper semi-analytic ϕ : Rd → R and x ∈ Rd.
Proof. Regarding the adaptedness, note that φt : [0, t] × D(R+) × S → Rd × S with
φt(s, ω, θ) := (ωs, θ) is obviously measurable with respect to B([0, t]) ⊗ Ft ⊗ B(S) for
every t ≥ 0, which implies that the preimage
{(s, ω, θ) ∈ [0, t]×D(R+)×S | θ ∈ Θ(ω, s)} = φ−1t
({
(x, θ) ∈ Rd ×S ∣∣ θ ∈ Θ¯(x)})
is in B([0, t])⊗Ft ⊗ B(S) for every t ≥ 0, as required.
Regarding the Markov property, note that it is easy to check that the construction
Pˆ(dωˆ) := P(dωˆ − ωt + x) for P ∈ PΘx (t, ω) ⊂ Pacsem(Dx(R+)) defines Pˆ ∈ Pacsem(Dω(t)(R+))
with differential characteristics
(bPˆs , c
Pˆ
s , F
Pˆ
s )(ωˆ) = (b
P
s , c
P
s , F
P
s )(ωˆ − ωt + x)
λ(ds)× Pˆ(dωˆ)-almost everywhere. Hence, Pˆ ∈ PΘω(t)(0, ω(t)), since the inclusion
(bPˆs , c
Pˆ
s , F
Pˆ
s )(ωˆ) = (b
P
s , c
P
s , F
P
s )(ωˆ − ωt + x) ∈ Θ(ω ⊗t (ωˆ − ωt + x), t+ s)
= Θ¯ ((ω ⊗t (ωˆ − ωt + x)) (t+ s))
= Θ¯ (ωˆs − ωˆ0 + ωt)
= Θ(ωt ⊗0 ωˆ, s)
holds λ(ds) × Pˆ(dωˆ)-almost everywhere, where ωt = ω(t) represents both the starting
point in Rd and the constant path in Dω(t)(R+). Analogously, one can show that
P(dωˆ) := Pˆ(dωˆ + ωt − x)
for Pˆ ∈ PΘω(t)(0, ω(t)) defines P ∈ PΘx (t, ω). In particular,
Ext (ξ ◦ ϑt)(ω) = sup
P∈PΘx (t,ω)
EP
(
(ξ ◦ ϑt)t,ω
)
= sup
P∈PΘx (t,ω)
∫
Ω
(ξ ◦ ϑt)(ω ⊗t ω¯)P(dω¯)
= sup
P∈PΘx (t,ω)
∫
Ω
ξ(ω¯(·)− ω¯(0) + ω(t))P(dω¯)
= sup
Pˆ∈PΘωt (0,ωt)
∫
Ω
ξ(ωˆ) Pˆ(dωˆ) = EXt(ω)(ξ)(ω),
since ϑt(ω ⊗t ω¯)(s) = (ω ⊗t ω¯)(t+ s) = ω¯(s)− ω¯(0) + ω(t). This implies
Ex(ξ ◦ ϑt) = Ex(Ext (ξ ◦ ϑt)) = Ex(EXt(ξ)),
using the aggregation property from Theorem 4.29.
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Remark 4.33 (Construction of Markov Semigroups). Suppose that the uncertainty
coefficients (bα, cα, Fα) : Rd → S := Rd × Sd×d+ × L(Rd) with α ∈ A satisfy{
(x, θ) ∈ Rd ×S
∣∣∣∣∣ θ ∈ ⋃
α∈A
(bα, cα, Fα)(x)
}
∈ B(Rd ×S).
A combination of Theorem 4.29, Lemma 4.30, Proposition 4.31 and Lemma 4.32 show
that for t ≥ 0, x ∈ Rd and bounded, upper semi-analytic ϕ : Rd → R
Ttϕ(x) := sup
P∈Px
EP(ϕ(Xt))
defines a sublinear Markov semigroup (Tt)t≥0 as in Section 4.1, where (Xt)t≥0 is the
coordinate-mapping process on D(R+;Rd) and the uncertainty subsets are given by
Px :=
{
P ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα)(ωs) λ(ds)× P(dω)-a.e.
}
.
This nontrivial construction suggests to interpret the resulting Markov semigroups
as a generalization of classical (linear) Markov semigroups under uncertainty in their
characteristics. Note, however, that P ∈ Px for x ∈ Rd are not necessarily Markovian, in
the sense that their characteristics (bPt , c
P
t , F
P
t ) are in general not a deterministic function
of the process Xt at time t ≥ 0.
Eventually, we want to apply our results from Section 4.1 to connect the sublinear
Markov semigroups in Remark 4.33 with viscosity solutions of their generator equations.
As a first step, we determine the explicit form of their sublinear generators (in terms
of integro-differential operators) under some additional regularity assumptions on the
uncertainty coefficients. The proof of this statement relies on the following intermediate
result on the regularity in time of sublinear Markov semigroups from Remark 4.33.
Remark 4.34 (Quadratic Variations). The square bracket [X, Y ] and [X] = [X,X]
denotes the quadratic (co-)variation of semimartingales X and Y as in [73, Chapter 1,
Definition 4.45, p. 51], as opposed to the angle bracket 〈X, Y 〉 and 〈X〉 = 〈X,X〉 for the
predictable quadratic (co-)variation of locally square-integrable martingales X and Y as
in [73, Chapter 1, Theorem 4.2, p. 38]. Recall that for martingales with jumps those two
notions do in general not coincide, cf. e.g. [73, Chapter 1, Theorem 4.52, p. 55].
Lemma 4.35 (Burkholder-Davis-Gundy Inequality for Increments). For every
exponent p ≥ 1 there exist constants 0 < cp ≤ Cp <∞ such that the inequalities
cp · EP
(
([X]t − [X]s)p/2
) ≤ EP( sup
u∈[s,t]
|Xu −Xs|p
)
≤ Cp · EP
(
([X]t − [X]s)p/2
)
hold for all ca`dla`g P-F-local martingales (Xt)t≥0 and every t ≥ s ≥ 0.
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Proof. It is easy to check (using its definition directly) that for every s ≥ 0 the process
(Yt)t≥0 := (Xs+t −Xs)t≥0
is a ca`dla`g P-F¯-local martingale with respect to the filtration (F¯t)t≥0 := (Fs+t)t≥0.
Hence, [110, Chapter 4, Theorem 48, p. 193] implies for p ≥ 1 the existence of constants
0 < cp ≤ Cp <∞ (independent of (Yt)t≥0) such that
cp · EP
(
[Y ]
p/2
t−s
)
≤ EP
(
sup
u∈[0,t−s]
|Yu|p
)
= EP
(
sup
u∈[s,t]
|Xu −Xs|p
)
≤ Cp · EP
(
[Y ]
p/2
t−s
)
holds for all t ≥ s. It remains to show that P([Y ]t−s = [X]t − [X]s) = 1 for t ≥ s:
According to [110, Chapter 2, Theorem 23, p. 66], we have uniform in probability
kn−1∑
i=0
(XT
n
i+1 −XTni )(Y Tni+1 − Y Tni ) −→ [X, Y ]
as n→∞, where 0 = T n0 ≤ T n1 ≤ . . . ≤ T nkn is an arbitrary sequence of stopping times
with limn→∞ T nkn =∞ and limn→∞ supi∈{1,...,kn} |T ni − T ni−1| = 0 P-almost surely. Thus,
[Xs+ • ]t−s = P - lim
n→∞
n−1∑
i=0
∣∣Xs+ i+1
n
(t−s) −Xs+ i
n
(t−s)
∣∣2
[X]t = P - lim
n→∞
(
n−1∑
i=0
∣∣X i+1
n
s −X i
n
s
∣∣2 + n−1∑
i=0
∣∣Xs+ i+1
n
(t−s) −Xs+ i
n
(t−s)
∣∣2)
[X]s = P - lim
n→∞
n−1∑
i=0
∣∣X i+1
n
s −X i
n
s
∣∣2,
which implies [Xs+ • ]t−s = [X]t − [X]s P-almost surely. In particular,
[Y ]t−s = [Xs+ • −Xs]t−s = [Xs+ • ]t−s = [X]t − [X]s
P-almost surely, using the translation invariance of the quadratic variation.
Proposition 4.36 (Continuity in Time). If P ⊂ Pacsem(D(R+;Rd)) with
sup
P∈P
(
ess supP
(s,ω)∈R+×D(R+)
(
|bPs (ω)|+ |cPs (ω)|+
∫
Rd
(|z| ∧ |z|2)F Ps (dz)(ω)
))
<∞,
then there exists a constant C > 0 (depending only on the preceding quantity and the
cutoff function h : Rd → Rd for the characteristics) such that
sup
P∈P
EP
(
sup
u∈[s,t]
|Xu −Xs|
)
≤ C (|t− s|+ |t− s|1/2)
for all t ≥ s ≥ 0.
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Proof. In order to avoid cluttered notation, we use C > 0 as a universal constant that
might change from line to line, but only depends on the bound for the characteristics
and the truncation function. According to [73, Chapter 2, Theorem 2.34, p. 84],
Xt −X0 =
∫ t
0
bPs ds+X
c,P
t +X
d,P
t +
∫ t
0
∫
Rd
(z − h(z)) µX(ds, dz)
under P ∈ P , where µX = ∑s≥0 1∆Xs 6=0δ(s,∆Xs) is the associated jump measure,
Xd,Pt =
∫ t
0
∫
Rd
h(z)
(
µX(ds, dz)− F Ps (dz)ds
)
is the purely-discontinuous and (Xc,Pt )t≥0 the continuous local martingale part. Together
with the triangle inequality, this representation allows us consider the terms separately:
The bounded variation part can be treated as
EP
(
sup
u∈[s,t]
∣∣∣∣∫ u
s
bPv dv
∣∣∣∣
)
≤ EP
(∫ t
s
∣∣bPv ∣∣ dv) ≤ C(t− s),
and the sum of the large jumps can be bounded as
EP
(
sup
u∈[s,t]
∣∣∣∣∫ u
s
∫
Rd
(z − h(z))µX(dv, dz)
∣∣∣∣
)
≤ EP
(∫ t
s
∫
Rd
|z − h(z)| µX(dv, dz)
)
≤ C · EP
(∫ t
s
∫
Rd
(|z| ∧ |z|2) F Pv (dz) dv)
≤ C(t− s),
using |z−h(z)| ≤ Ch(|z|∧ |z|2) for some constant Ch > 0 only depending on h : Rd → Rd,
and that Fs(dz)ds is the compensator of µ
X(ds, dz) in the sense of [73, Chapter 2,
Section 2, p. 66]. For the local martingale parts, an application of the Burkholder-Davis-
Gundy inequality in the form of Lemma 4.35 implies
EP
(
sup
u∈[s,t]
∣∣Xc,Pu −Xc,Ps ∣∣
)
≤ C · EP
((
[Xc,P]t − [Xc,P]s
)1/2)
= C · EP
(∣∣∣∣∫ t
s
cv dv
∣∣∣∣1/2
)
≤ C(t− s)1/2
for the continuous part, and similarly for the purely-discontinuous part
EP
(
sup
u∈[s,t]
∣∣Xd,Pu −Xd,Ps ∣∣
)
≤ C · EP
((
[Xd,P]t − [Xd,P]s
)1/2)
= C · EP
((∫ t
s
∫
Rd
|h(z)|2 F Pv (dz) dv
)1/2)
≤ C · EP
((∫ t
s
∫
Rd
(
1 ∧ |z|2) F Pv (dz) dv)1/2
)
≤ C(t− s)1/2,
using |h(z)|2 ≤ Ch(1∧|z|2) for some constant Ch > 0 only depending on h : Rd → Rd.
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Theorem 4.37 (Form of Generators). Suppose that the uncertainty coefficients
(bα, cα, Fα) : Rd −→ Rd × Sd×d+ × L(Rd)
are uniformly bounded in space and α ∈ A, i.e.
sup
α∈A
sup
x∈Rd
(
|bα(x)|+ |cα(x)|+
∫
Rd
(|z| ∧ |z|2)Fα(x, dz)
)
<∞,
and uniformly Lipschitz-continuous in α ∈ A, i.e. there exists L > 0 such that
sup
α∈A
(|bα(x)− bα(y)|+ |cα(x)− cα(y)|) ≤ L|x− y|
sup
α∈A
∣∣∣∣∫
Rd
g(z)Fα(x, dz)−
∫
Rd
g(z)Fα(y, dz)
∣∣∣∣ ≤ sup
z∈Rd\{0}
( |g(z)|
1 ∧ |z|2
)
L|x− y|
for all x, y ∈ Rd and g ∈ Cb(Rd). If Ex(·) = supP∈Px EP(·) for some uncertainty subsets
Px ⊂
{
P ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα)(ωs) λ(ds)× P(dω)-a.e.
}
that contain Pα ∈ Px for all α ∈ A and x ∈ Rd with differential characteristics
(bPαs , c
Pα
s , F
Pα
s )(ω) = (bα, cα, Fα)(ωs)
λ(ds) × Pα(dω)-almost everywhere, then Gφ(x) := limδ↓0 δ−1 (Ex(φ(Xδ))− φ(x)) con-
verges for all φ ∈ C∞b (Rd) and x ∈ Rd with limits Gφ(x) = supα∈AGαφ(x), where
Gαφ(x) := bα(x)Dφ(x) +
1
2
tr
(
cα(x)D
2φ(x)
)
+
∫
Rd
(
φ(x+ z)− φ(x)−Dφ(x)h(z)
)
Fα(x, dz).
Proof. The proof has two parts: In the first half, we will show that
lim
δ↓0
Ex(φ(Xδ))− φ(x)
δ
= lim
δ↓0
sup
P∈Px
1
δ
EP
(∫ δ
0
bPsDφ(x) ds+
1
2
∫ δ
0
tr
(
cPsD
2φ(x)
)
ds
+
∫ δ
0
∫
Rd
(
φ(x+ z)− φ(x)−Dφ(x)h(z)
)
F Ps (dz) ds
)
,
using Itoˆ’s formula for semimartingales and the regularity of the function φ ∈ C∞b (Rd).
In the second half, we will use this representation together with the structure of (Px)x∈Rd
and the regularity of x 7→ (bα, cα, Fα)(x), in order to obtain the desired result.
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First of all, [73, Chapter 2, Theorem 2.34, p. 84] shows that every semimartingale
under P has a canonical representation of the form
Xt −X0 =
∫ t
0
bPs ds+X
c,P
t +X
d,P
t +
∫ t
0
∫
Rd
(z − h(z)) µX(ds, dz)
with the associated jump measure µX =
∑
s≥0 1∆Xs 6=0δ(s,∆Xs), the purely-discontinuous
Xd,Pt =
∫ t
0
∫
Rd
h(z)
(
µX(ds, dz)− F Ps (dz)ds
)
and continuous local martingale part (Xc,Pt )t≥0. According to Itoˆ’s formula for general
semimartingales (cf. [73, Chapter 1, Theorem 4.57, p. 57]),
φ(Xδ)− φ(X0)
=
∫ δ
0
Dφ(Xs−) dXs +
1
2
∫ δ
0
D2φ(Xs−) d〈Xc,P〉s
+
∑
s≤δ
(φ(Xs)− φ(Xs−)−Dφ(Xs−)∆Xs)
=
∫ δ
0
bPsDφ(Xs−) ds+
∫ δ
0
Dφ(Xs−) d(Xc,Ps +X
d,P
s ) +
1
2
∫ δ
0
tr
(
cPs D
2φ(Xs−)
)
ds
+
∫ δ
0
∫
Rd
(
φ(Xs− + z)− φ(Xs−)−Dφ(Xs−)h(z)
)
µX(ds, dz)
under each P ∈ Pacsem(D(R+)). Note that the second term
δ 7−→
∫ δ
0
Dφ(Xs−) d(Xc,Ps +X
d,P
s )
is a local martingale (cf. [110, Chapter 2, Theorem 20, p. 63]) and even a martingale by
[110, Chapter 2, Corollary 3, p. 73], since for all t ≥ 0 and P ∈ Px
EP
([∫ •
0
Dφ(Xs−) d(Xc,Ps +X
d,P
s )
]
t
)
= EP
(∫ t
0
|Dφ(Xs−)|2 d
[
Xc,P +Xd,P
]
s
)
≤ sup
x∈Rd
|Dφ(x)|2 EP
([
Xc,P +Xd,P
]
t
)
≤ C t1/2 sup
x∈Rd
|Dφ(x)|2 <∞,
using the same line of arguments as in the proof of Proposition 4.36. Hence,
EP (φ(Xδ)− φ(X0))
= EP
(∫ δ
0
bPsDφ(Xs−) ds+
1
2
∫ δ
0
tr
(
cPsD
2φ(Xs−)
)
ds
+
∫ δ
0
∫
Rd
(
φ(Xs− + z)− φ(Xs−)−Dφ(Xs−)h(z)
)
µX(ds, dz)
)
for all P ∈ Px and δ > 0. The uniform bound for the differential characteristics together
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with the Lipschitz-continuity of Dφ and D2φ (and tr(A) ≤ d ‖A‖ for A ∈ Sd×d) imply∣∣∣∣∫ δ
0
bPsDφ(Xs−) ds−
∫ δ
0
bPsDφ(x) ds
∣∣∣∣ ≤ δ C sup
s∈[0,δ]
|Xs − x|∣∣∣∣∫ δ
0
tr
(
cPsD
2φ(Xs−)
)
ds−
∫ δ
0
tr
(
cPsD
2φ(x)
)
ds
∣∣∣∣ ≤ δ C sup
s∈[0,δ]
|Xs − x|
P-almost surely for some constant C > 0 (independent of P ∈ Px and δ > 0). Similarly,
there exists a constant C > 0 (independent of P ∈ Px and s > 0) such that
|(φ(Xs− + z)− φ(Xs−)−Dφ(Xs−)h(z))− (φ(x+ z)− φ(x)−Dφ(x)h(z))|
≤ C · |Xs− − x| · |z| · |h(z)|+ C · |Xs− − x| · |z − h(z)| ≤ C|Xs− − x|
(|z| ∧ |z|2)
using Taylor’s theorem repeatedly and |z| · |h(z)|+ |z − h(z)| ≤ Ch(|z| ∧ |z|2) for some
constant Ch > 0 only depending on h : Rd → Rd. Therefore,
EP
(∣∣∣∣ ∫ δ
0
∫
Rd
(
φ(Xs− + z)− φ(Xs−)−Dφ(Xs−)h(z)
)
µX(ds, dz)
−
∫ δ
0
∫
Rd
(
φ( x + z)− φ( x )−Dφ( x )h(z))µX(ds, dz)∣∣∣∣)
≤ C EP
(
sup
s∈[0,δ]
|Xs − x|
∫ δ
0
∫
Rd
(|z| ∧ |z|2) µX(ds, dz))
= C EP
(
sup
s∈[0,δ]
|Xs − x|
∫ δ
0
∫
Rd
(|z| ∧ |z|2) F Ps (dz)ds
)
≤ δ C EP
(
sup
s∈[0,δ]
|Xs − x|
)
with Tonelli’s theorem and the uniform bound for the characteristics. Altogether,
lim
δ↓0
Ex(φ(Xδ))− φ(x)
δ
= lim
δ↓0
sup
P∈Px
EP(φ(Xδ)− φ(x))
δ
= lim
δ↓0
sup
P∈Px
1
δ
EP
(∫ δ
0
bPsDφ(Xs−) ds+
1
2
∫ δ
0
tr
(
cPsD
2φ(Xs−)
)
ds
+
∫ δ
0
∫
Rd
(
φ(Xs− + z)− φ(Xs−)−Dφ(Xs−)h(z)
)
µX(ds, dz)
)
= lim
δ↓0
sup
P∈Px
1
δ
EP
(∫ δ
0
bPsDφ( x ) ds+
1
2
∫ δ
0
tr
(
cPsD
2φ( x )
)
ds
+
∫ δ
0
∫
Rd
(
φ( x + z)− φ( x )−Dφ( x )h(z)
)
F Ps (dz) ds
)
,
since Proposition 4.36 implies the existence of a constant C > 0 such that
sup
P∈Px
EP
(
sup
s∈[0,δ]
|Xs − x|
)
≤ C(δ + δ1/2)
holds for all δ > 0. This concludes the first half of the proof.
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For the second half, note that the structural assumptions on Px ⊂ Pacsem(Dx(R+))
together with the uniform Lipschitz-continuity of x 7→ (bα, cα, Fα)(x) imply that∫ δ
0
bPsDφ(x) ds+
1
2
∫ δ
0
tr
(
cPsD
2φ(x)
)
ds
+
∫ δ
0
∫
Rd
(
φ(x+ z)− φ(x)−Dφ(x)h(z)
)
F Ps (dz) ds
≤ sup
α∈A
(∫ δ
0
bα(Xs−)Dφ(x) ds+
1
2
∫ δ
0
tr
(
cα(Xs−)D2φ(x)
)
ds
+
∫ δ
0
∫
Rd
(
φ(x+ z)− φ(x)−Dφ(x)h(z)
)
Fα(Xs−)(dz) ds
)
≤ sup
α∈A
Gαφ(x) + δ C L sup
s∈[0,δ]
|Xs − x|
holds P-almost surely for all P ∈ Px. Similarly, we find that∫ δ
0
bPαs Dφ(x) ds+
1
2
∫ δ
0
tr
(
cPαs D
2φ(x)
)
ds
+
∫ δ
0
∫
Rd
(
φ(x+ z)− φ(x)−Dφ(x)h(z)
)
F Pαs (dz) ds
=
∫ δ
0
bα(Xs−)Dφ(x) ds+
1
2
∫ δ
0
tr
(
cα(Xs−)D2φ(x)
)
ds
+
∫ δ
0
∫
Rd
(
φ(x+ z)− φ(x)−Dφ(x)h(z)
)
Fα(Xs−)(dz) ds
≥ Gαφ(x)− δ C L sup
s∈[0,δ]
|Xs − x|
holds Pα-almost surely for all α ∈ A. Since Pα ∈ Px for all α ∈ A and x ∈ Rd, this shows
lim
δ↓0
Ex(φ(Xδ))− φ(x)
δ
= sup
α∈A
Gαφ(x)
for all φ ∈ Cb(Rd) and x ∈ Rd, using the representation from the first half and
limδ↓0Ex(sups∈[0,δ] |Xs − x|) = 0 from Proposition 4.36.
In the special case of spatially homogeneous coefficients (bα, cα, Fα)α∈A, our results allow
us to reconstruct the conclusions from [93] on Le´vy processes for sublinear expectations
(which in turn are generalizations of the findings in [67]):
Remark 4.38 (Le´vy Processes). Suppose that the coefficients
(bα, cα, Fα)α∈A ⊂ Rd × Sd×d+ × L(Rd)
are spatially homogeneous (i.e. not dependent on space) and uniformly bounded
sup
α∈A
(
|bα|+ |cα|+
∫
Rd
(|z| ∧ |z|2) Fα(dz)) <∞.
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Let (Xt)t≥0 denote the coordinate-mapping process on D(R+;Rd) and set for x ∈ Rd
Px :=
{
P ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα) ds× P(dω)-a.e.
}
.
A straightforward combination of Theorem 4.29, Lemma 4.30, Proposition 4.31 and
Lemma 4.32 shows that Ttϕ(x) := E
x(ϕ(Xt)) defines a sublinear Markov semigroup
(Tt)t≥0 on the convex cone H of bounded, upper semi-analytic functions, where
Exτ (ξ)(ω) := sup
P∈Px
EP(ξτ(ω),ω)
for upper semi-analytic functions ξ : D(R+) → R, stopping times τ : D(R+) → [0,∞]
and x ∈ Rd. Moreover, the construction of the uncertainty subsets (Px)x∈Rd and the
spatial homogeneity of the uncertainty coefficients (bα, cα, Fα)α∈A imply
Ttϕ(x) = E
x(ϕ(Xt)) = E
0(ϕ(x+Xt))
for all x ∈ Rd and upper semi-analytic ϕ : Rd → R. Hence, (Tt)t≥0 also defines a sublinear
Markov semigroup on the linear space of bounded, Lipschitz-continuous functions
CLipb (R
d) := {ϕ : Rd → R | ϕ is bounded and Lipschitz-continuous}.
Since CLipb (Rd) is a space of integrands (cf. Definition 3.1), this shows that (Xt)t≥0
is a Markov process for sublinear expectations (cf. Definition 4.6) on (Ω, Hˆ, Ex)x∈Rd
with Ω := D(R+;Rd), the linear space Hˆ of bounded, Borel-measurable functions (on
Ω = D(R+;Rd)) and T := CLipb (Rd). In this thesis, we refer to such processes (Xt)t≥0 as
Le´vy processes for sublinear expectations (whereas [67] calls them G-Le´vy processes, in
analogy to the continuous-paths G-Brownian motions from [102]).
Le´vy processes for sublinear expectations have independent and stationary increments:
The Markov property and spatial homogeneity show that
Ex
(
ϕ(Xt+h −Xt)
)
= Ex
(
EXt
(
ϕ(Xh −X0)
))
= Ex
(
Ex
(
ϕ(Xh −X0)
))
= Ex
(
ϕ(Xh −X0)
)
for ϕ ∈ CLipb (Rd), x ∈ Rd and t, h ≥ 0, i.e. Xt+h−Xt ∼ Xh−X0 with respect to CLipb (Rd)
(in terms of Definition 3.11). Similarly,
Ex
(
ϕ(Xt+h −Xt, Xt −X0)
)
= Ex
(
Ey
(
ϕ(Xh −X0, y − x)
)∣∣
y=Xt
)
= Ex
(
Ex
(
ϕ(Xh −X0, z)
)∣∣
z=Xt−X0
)
= Ex
(
Ex
(
ϕ(Xt+h −Xt, z)
)∣∣
z=Xt−X0
)
for ϕ ∈ CLipb (Rd × Rd), x ∈ Rd and t, h ≥ 0, i.e. Xt+h − Xt ⊥⊥ Xt − X0 with respect
to CLipb (Rd × Rd) (in terms of Definition 3.13). Using the same arguments iteratively,
we can show for all tn ≥ . . . ≥ t0 ≥ 0 and n ∈ N that
Xtn −Xtn−1 ⊥⊥ Xtn−2 −Xtn−3 , . . . , Xt1 −Xt0
with respect to CLipb (Rnd).
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Le´vy processes for sublinear expectations have a strong connection to their sublinear
generator equations: For fixed ϕ ∈ CLipb (Rd), define uϕ : [0,∞)× Rd → R by
uϕ(t, x) := Ttϕ(x) = E
x (ϕ(Xt)) = E
0 (ϕ(x+Xt))
for (t, x) ∈ [0,∞)× Rd. According to Proposition 4.36 and the spatial homogeneity,
(t, x) 7−→ uϕ(t, x)
is uniformly bounded by ‖ϕ‖∞ = supx∈Rd |ϕ(x)| and (global) Ho¨lder-continuous, because
|uϕ(t, x)− uϕ(s, y)| ≤ |uϕ(t, x)− uϕ(t, y)|+ |uϕ(t, y)− uϕ(s, y)|
≤ L|x− y|+ LC (|t− s|+ |t− s|1/2)
for all t, s ≥ 0 and x, y ∈ Rd (where L > 0 is the Lipschitz-constant of ϕ ∈ CLipb (Rd) and
C > 0 the Ho¨lder constant from Proposition 4.36). Since (Xt)t≥0 is a Markov process
for sublinear expectations with respect to T = CLipb (Rd), Proposition 4.10 implies that
uϕ ∈ Cb([0,∞)× Rd) is a viscosity solution in (0,∞)× Rd of the generator equation
∂tu
ϕ(t, x)− A(uϕ(t, · ))(x) = 0
for uϕ(0, · ) = ϕ(·) ∈ CLipb (Rd). Furthermore, Theorem 4.37 shows that the sublinear
generator (as introduced in Definition 4.9) is of the form
A(ψ)(x) = lim
δ↓0
Tδψ(x)− T0ψ(x)
δ
= lim
δ↓0
Ex(ψ(Xδ))− Ex(ψ(X0))
δ
= sup
α∈A
(
bαDψ(x) +
1
2
tr
(
cαD
2ψ(x)
)
+
∫
Rd
(ψ(x+ z)− ψ(x)−Dψ(x)h(z)) Fα(dz)
)
for ψ ∈ C∞b (Rd), where h : Rd → Rd is the truncation function for semimartingale char-
acteristics (cf. Definition 4.13), which is used to define the uncertainty subsets (Px)x∈Rd .
In order to apply Theorem 4.37, we have used (cf. [117, Chapter 2, Corollary 11.6, p. 63])
that there exists Pα ∈ Px for every α ∈ A such that (Xt)t≥0 is a classical Le´vy process
under Pα with Le´vy triplet (bα, cα, Fα) (with respect to h : Rd → Rd), and hence
(bPαt , c
Pα
t , F
Pα
t )(ω) = (bα, cα, Fα)
λ(dt)× Pα(dω)-almost everywhere according to [73, Chapter 4, Corollary 4.19, p. 107].
In particular, the generator equations of Le´vy processes for sublinear expectations are
Hamilton-Jacobi-Bellman equations from Section 2.3: It is easy to check that
−A(ψ)(x) = G(x,Dψ(x), D2ψ(x), ψ) := inf
α∈A
Gα(x,Dψ(x), D
2ψ(x), ψ)
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for ψ ∈ C∞b (Rd) and x ∈ Rd with the linear operators
Gα(x, p,X, φ) := −Lα(x, p,X)− Iα(x, φ)
Lα(x, p,X) := b′αp+
1
2
tr
(
σασ
T
αX
)
Iα(x, φ) :=
∫
|z|≤1
(φ(x+ z)− φ(x)−Dφ(x)z) Fα(dz)
+
∫
|z|>1
(φ(x+ z)− φ(x)) Fα(dz)
for (x, p,X, φ) ∈ Rd × Rd × Sd×d × C2b (Rd), where
b′α := bα +
∫
|z|≤1
(z − h(z)) Fα(dz)−
∫
|z|>1
h(z)Fα(dz)
and σα := c
1/2
α is the unique square root of a positive semi-definite, symmetric matrix
(cf. [89, Section 6.1.4, p. 88]). Moreover, if the tightness condition
lim
κ→0
sup
α∈A
∫
|z|≤κ
|z|2 Fα(dz) = 0
holds, the generator equation satisfies all assumptions of Remark 2.28. Thus, Corol-
lary 2.34 shows that uϕ ∈ Cb(Rd) is the unique viscosity solution in (0,∞)× Rd of
∂tu
ϕ(t, x)− sup
α∈A
(
bαDu
ϕ(t, x) +
1
2
tr
(
cαD
2uϕ(t, x)
)
+
∫
Rd
(uϕ(t, x+ z)− uϕ(t, x)−Duϕ(t, x)h(z)) Fα(dz)
)
= 0
with uϕ(0, · ) = ϕ(·) ∈ CLipb (Rd). In order to apply the comparison principle from
Corollary 2.34, we have to use Lemma 2.4, Remark 2.5 and Lemma 2.6 first, to show that
the two notions of viscosity solutions in Definition 2.1 and Proposition 4.10 coincide.
One of the main objectives for the rest of this thesis is to construct and characterize
Markov processes similar as in Remark 4.38 for spatially inhomogeneous coefficients
(bα, cα, Fα) : Rd −→ Rd × Sd×d+ × L(Rd)
with α ∈ A. In contrast to sublinear Markov semigroups for spatially homogeneous
coefficients, however, it is much more involved for general Markov semigroups (Tt)t≥0
(constructed as in Remark 4.33) to show that the functions
Ttϕ : Rd −→ R
are continuous for ϕ ∈ Cb(Rd) and t ≥ 0 – or equivalently TtCb(Rd) ⊂ Cb(Rd) for t ≥ 0,
which is referred to as the Cb-Feller property for linear Markov semigroups (cf. e.g. [21,
Definition 1.6, p. 19]). As a first step towards this objective, we obtain conditions for the
compactness of the corresponding uncertainty subsets (Px)x∈Rd ⊂ P(Ω) and relate these
findings to the Cb-Feller property of our sublinear Markov semigroups from Remark 4.33:
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Remark 4.39 (Assumptions on (bα, cα, Fα)). In order to show that the spatially
inhomogeneous uncertainty coefficients (bα, cα, Fα) : Rd → Rd×Sd×d+ ×L(Rd) with α ∈ A
lead to compact uncertainty subsets, we have to impose the following assumptions:
(D1) (Boundedness & Tightness) The uncertainty coefficients (bα, cα, Fα)α∈A are uni-
formly bounded and uniformly tight in α ∈ A and x ∈ Rd, i.e.
sup
α∈A
sup
x∈Rd
(
|bα(x)|+ |cα(x)|+
∫
Rd
(1 ∧ |z|2)Fα(x, dz)
)
<∞
lim
R→∞
sup
α∈A
sup
x∈Rd
(∫
|z|<R−1
(1 ∧ |z|2)Fα(x, dz) +
∫
|z|>R
(1 ∧ |z|2)Fα(x, dz)
)
= 0.
(D2) (Continuity) There exists a (Lipschitz) constant L > 0 such that
sup
α∈A
(|bα(x)− bα(y)|+ |cα(x)− cα(y)|) ≤ L|x− y|
sup
α∈A
∣∣∣∣∫
Rd
g(z)Fα(x, dz)−
∫
Rd
g(z)Fα(y, dz)
∣∣∣∣ ≤ sup
z∈Rd\{0}
( |g(z)|
1 ∧ |z|2
)
L|x− y|
holds for all x, y ∈ Rd and g ∈ Cb(Rd).
(D3) (Convexity & Closedness) The range of the uncertainty coefficients in α ∈ A⋃
α∈A
(bα, cα, Fα)(x) =
{
(bα, cα, Fα)(x)
∣∣ α ∈ A} ⊂ Rd × Sd×d+ × L(Rd)
is convex and closed for every x ∈ Rd.
Lemma 4.40 (Properties of Uncertainty Coefficients). Suppose that the spatially
inhomogeneous uncertainty coefficients (bα, cα, Fα) : Rd → Rd×Sd×d+ ×L(Rd) with α ∈ A
satisfy all assumptions from Remark 4.39, then
D(R+;Rd) 3 ω 7−→
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
)
s≥0
⊂ L1loc(R+;Rd × Sd×d+ × R)
is continuous, with respect to the Hausdorff distance d
L1loc
H (as introduced in Remark A.15)
on the power set of L1loc(R+;Rd × Sd×d+ × R), for every
g ∈ C := {ϕ ∈ Cb(Rd) ∣∣ ∃δ > 0 ∀z ∈ Bδ(0) : g(z) = 0} ,
where g ◦ ν := ∫Rd g(z) ν(dz) is defined for all Le´vy measures ν ∈ L(Rd). Moreover, for
every ω ∈ D(R+;Rd) the set (of locally bounded, absolutely continuous functions){∫ •
0
θs ds ∈ C(R+;Rd × Sd×d+ × R)
∣∣∣∣∣ ∀s ≥ 0 : θs ∈ ⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
}
is closed in C(R+;Rd × Sd×d+ × R) with respect to locally uniform convergence.
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Proof. For the first part, suppose that (ωn)n∈N ⊂ D(R+;Rd) such that
lim
n→∞
ωn = ω ∈ D(R+;Rd)
as in Lemma 4.2, i.e. there exists a sequence (λn)n∈N of strictly increasing functions
λn : R+ → R+ with limn→∞ supt≥0 |λn(t)− t| = limn→∞ sups≥0 |s− λ−1n (s)| = 0 and
lim
n→∞
sup
t∈[0,T ]
|ωn(λn(t))− ω(t)| = 0
for all T > 0. In particular, Ts := supn∈N λ
−1
n (s) <∞ for all s ≥ 0. Hence, for continuity
points s ∈ R+ \∆(ω) with ∆(ω) := {t ∈ R+ | ∆ωt 6= 0} we find
|ωn(s)− ω(s)| ≤ |ωn(s)− ω(λ−1n (s))|+ |ω(λ−1n (s))− ω(s)|
≤ sup
t∈[0,Ts]
|ωn(λn(t))− ω(t)|+ |ω(λ−1n (s))− ω(s)| −→ 0
as n→∞. According to continuity assumption (D2), (Lˆ|ωn(s)− ω(s)|)s≥0 dominates(
sup
α∈A
(|bα(ωns )− bα(ωs)|+ |cα(ωns )− cα(ωs)|+ |g ◦ Fα(ωns , dz)− g ◦ Fα(ωs, dz)|)
)
s≥0
with Lˆ := L
(
1 + supz∈Rd\{0}(1 ∧ |z|2)−1|g(z)|
)
<∞, which implies the pointwise conver-
gence to zero on R+ \∆(ω). Since the processes are locally bounded in s ∈ R+ (uniformly
in n ∈ N) according to boundedness assumption (D1), and since ∆(ω) ⊂ R+ is countable,
the dominated convergence theorem implies that for every T > 0∫ T
0
sup
α∈A
(|bα(ωns )− bα(ωs)|+ |cα(ωns )− cα(ωs)|+ |g ◦ Fα(ωns , dz)− g ◦ Fα(ωs, dz)|) ds
vanishes as n→∞. Hence, the definition of the Hausdorff distance implies that
dL
1
H
(⋃
α∈A
(bα, cα, g ◦ Fα)
(
ωn|[0,T ]
)
,
⋃
α∈A
(bα, cα, g ◦ Fα)
(
ω|[0,T ]
))
= max
{
sup
α∈A
inf
β∈A
dL1
(
(bα, cα, g ◦ Fα)
(
ωn|[0,T ]
)
, (bβ, cβ, g ◦ Fβ)
(
ω|[0,T ]
) )
,
sup
β∈A
inf
α∈A
dL1
(
(bα, cα, g ◦ Fα)
(
ωn|[0,T ]
)
, (bβ, cβ, g ◦ Fβ)
(
ω|[0,T ]
) )}
≤ sup
α∈A
dL1
(
(bα, cα, g ◦ Fα)
(
ωn|[0,T ]
)
, (bα, cα, g ◦ Fα)
(
ω|[0,T ]
) )
≤
∫ T
0
sup
α∈A
(|bα(ωns )− bα(ωs)|+ |cα(ωns )− cα(ωs)|+ |g ◦ Fα(ωns , dz)− g ◦ Fα(ωs, dz)| ) ds
also vanishes as n→∞ for every T > 0, as required.
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For the second part, denote by Υ : L1loc(R+;Rd × Sd×d+ × R)→ C(R+;Rd × Sd×d+ × R)
the (Bochner) integration operator from Remark A.13 with
Υ(θ) :=
∫ •
0
θs ds
for θ ∈ L1loc(R+;Rd × Sd×d+ × R). Suppose that for ω ∈ D(R+;Rd) the sequence
(Bn, Cn,Γn)n∈N ⊂ Υ
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
)
s≥0
 ⊂ C(R+;Rd × Sd×d+ × R)
is so that limn→∞(Bn, Cn,Γn) = (B,C,Γ) locally uniformly in C (R+;Rd× Sd×d+ ×R). In
order to prove the second part of the statement, it suffices to show that
(B,C,Γ) ∈ Υ
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
)
s≥0

holds. First, we prove that (B,C,Γ) is absolutely continuous: By definition, there exists
(bn, cn, γn)n∈N ⊂
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
)
s≥0
⊂ L1loc(R+;Rd × Sd×d+ × R)
such that Υ((bn, cn,Γn)) = (Bn, Cn, γn) for all n ∈ N. The uniform boundedness
assumption (D1) implies the existence of Lˆ > 0 (independent of n ∈ N) such that
|Bnt −Bns |+ |Cnt − Cns |+ |Γnt − Γns | ≤
∫ t
s
|bnu| du+
∫ t
s
|cnu| du+
∫ t
s
|γnu | du ≤ Lˆ|t− s|
holds for all t > s ≥ 0 and every n ∈ N. Since (Bn, Cn,Γn)→ (B,C,Γ) locally uniformly,
the limit (B,C,Γ) is also Lipschitz-continuous and hence absolutely continuous. The
bijectivity of Υ from L1loc(R+) onto
{ϕ ∈ C(R+) : ϕ is absolutely continuous}
(as in Remark A.13) therefore implies that (b, c, γ) := Υ−1 ((B,C,Γ)) is well-defined.
It remains to show that (b, c, γ) ∈ (∪α∈A(bα, cα, g ◦ Fα)(ωs))s≥0 holds, i.e.
λ
({
s ∈ R+
∣∣∣∣∣ (bs, cs, γs) /∈ ⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
})
= 0,
where λ is the Lebesgue measure on R: According to the boundedness assumption
(D1), the sequence (bn, cn, γn)n∈N ⊂ L1loc(R+;Rd× Sd×d+ ×R) is uniformly integrable. The
Dunford-Pettis theorem (cf. [38, Chapter 2, Theorem 25, p. 27]) thus implies the existence
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of a weakly convergent subsequence (bnk , cnk , γnk)k∈N ⊂ L1loc(R+;Rd × Sd×d+ × R). Since
the integration operator Υ is a closed operator with respect to weak convergence in
L1loc(R+) and the local uniform convergence in C(R+), and since
lim
k→∞
(Bnk , Cnk ,Γnk) = lim
k→∞
Υ((bnk , cnk , γnk)) = (B,C,Γ) = Υ((b, c, γ))
locally uniformly in C (R+), we have limk→∞(bnk , cnk , γnk) = (b, c, γ) weakly in L1loc(R+).
In particular,
lim
k→∞
m
∫ s+1/m
s
(bnku , c
nk
u , γ
nk
u ) du = m
∫ s+1/m
s
(bu, cu, γu) du
for all s ∈ R+ and m ∈ N. According to Lemma A.12,
m
∫ s+1/m
s
(bnku , c
nk
u , γ
nk
u ) du ∈ conv
 ⋃
u∈[s,s+1/m]
⋃
α∈A
(bα, cα, g ◦ Fα)(ωu)

using (bn, cn, γn)n∈N ⊂ (∪α∈A(bα, cα, g ◦ Fα)(ωs))s≥0 and therefore
m
∫ s+1/m
s
(bu, cu, γu ) du ∈ conv
 ⋃
u∈[s,s+1/m]
⋃
α∈A
(bα, cα, g ◦ Fα)(ωu)

for all s ∈ R+ and m ∈ N, since the right-hand side is closed. Lebsgue’s differentiation
theorem (cf. [119, Theorem 19.20, p. 218] or [114, Theorem 7.7, p. 138]) then leads to
λ
s ∈ R+
∣∣∣∣∣∣ (bs, cs, γs) /∈
⋂
m∈N
conv
 ⋃
u∈[s,s+1/m]
⋃
α∈A
(bα, cα, g ◦ Fα)(ωu)

 = 0,
which shows that it suffices to prove that the inclusion
⋂
m∈N
conv
 ⋃
u∈[s,s+1/m]
⋃
α∈A
(bα, cα, g ◦ Fα)(ωu)
 ⊂ ⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
holds for all s ∈ R+: The right-continuity of ω ∈ D(R+;Rd) and the uniform Lipschitz-
continuity assumption (D2) imply
⋂
m∈N
conv
 ⋃
u∈[s,s+1/m]
⋃
α∈A
(bα, cα, g ◦ Fα)(ωu)

⊂
⋂
ε>0
conv
(⋃
α∈A
(bα, cα, g ◦ Fα)
(
ωs +Bε(0)
))
⊂
⋂
ε>0
conv
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs) +BLˆε(0)
)
with some finite (Lipschitz) constant Lˆ := L
(
1 + supz∈Rd\{0}(1 ∧ |z|2)−1|g(z)|
)
< ∞.
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Since L1loc-convergence on σ-finite measure spaces implies the existence of an almost
everywhere convergent subsequence (cf. e.g. [56, Theorem 2.30, p. 61]), the convexity-
and-closedness assumption (D3) implies that⋃
α∈A
(bα, cα, g ◦ Fα)(ωs) +BLˆε(0)
are convex and closed subsets of L1loc(R+;Rd × Sd×d+ × R) for ε > 0. Therefore,
⋂
m∈N
conv
 ⋃
u∈[s,s+1/m]
⋃
α∈A
(bα, cα, g ◦ Fα)(ωu)

⊂
⋂
ε>0
conv
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs) +BLˆε(0)
)
=
⋂
ε>0
(⋃
α∈A
(bα, cα, g ◦ Fα)(ωs) +BLˆε(0)
)
=
⋃
α∈A
(bα, cα, g ◦ Fα)(ωs)
holds for all s ∈ R+, which implies the desired result.
Theorem 4.41 (Compactness of Uncertainty Subsets). Suppose that
(bα, cα, Fα) : Rd −→ Rd × Sd×d+ × L(Rd)
with α ∈ A are given (spatially inhomogeneous) uncertainty coefficients and let
Px :=
{
P ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα)(ωs) λ(ds)× P(dω)-a.e.
}
for x ∈ Rd be the corresponding uncertainty subsets. If the set K ⊂ Rd is bounded and
the boundedness-and-tightness assumption (D1) from Remark 4.39 holds, then⋃
x∈K
Px ⊂ P(D(R+;Rd))
is relatively compact (with respect to the weak convergence of probability measures).
If the set K ⊂ Rd is compact and all assumptions from Remark 4.39 hold, then⋃
x∈K
Px ⊂ P(D(R+;Rd))
is compact and sequentially compact in itself (with respect to the weak convergence of
probability measures, cf. Remark 4.16).
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Proof. Before we start, note that, since P(D(R+;Rd)) is a metric space according
to Remark 4.16, every relatively compact (compact) subset is sequentially compact
(sequentially compact in itself, respectively) and vice versa, cf. [50, Theorem 4.1.17,
p. 256]. For the first half of the statement, it therefore suffices to show that every
(Pn)n∈N ⊂
⋃
x∈K
Px ⊂ P(D(R+;Rd))
has a convergent subsequence (Pnk)k∈N (with respect to weak convergence of probability
measures) if K ⊂ Rd is bounded and the boundedness-and-tightness assumption (D1)
holds. For the second half, we have to show that the weak limit satisfies
lim
k→∞
Pnk ∈
⋃
x∈K
Px
under the additional assumptions from Remark 4.39.
Suppose now that (Pn)n∈N ⊂ ∪x∈KPx ⊂ P(D(R+;Rd)) for K ⊂ Rd bounded and let
(Bnt , C
n
t , ν
n(dt, dx)) :=
(
BPnt , C
Pn
t , ν
Pn(dt, dx)
)
=
(
bPnt , c
Pn
t , F
Pn
t (dx)
)
dt
(bnt , c
n
t , F
n
t (dx)) :=
(
bPnt , c
Pn
t , F
Pn
t (dx)
)
be the measurable (differential) characteristics (from Theorem 4.18 and Theorem 4.20)
with respect to one fixed truncation function h : Rd → R. Moreover, define
C˜n,ij := Cn,ij + (hihj) ∗ νn +
∑
s≤ •
∆Bn,is ∆B
n,j
s
for i, j ∈ {1, . . . , d} and n ∈ N, and note that C˜n is the predictable quadratic covariation
process (cf. Remark 4.34) of the truncated process Mˆ from Remark 4.14, according to
[73, Chapter 3, Theorem 2.7, p. 153]. The proof is split into three parts: In the first part,
we will show that under the boundedness-and-tightness assumption (D1)(
Pn ◦ (X,Bn, C˜n, g ∗ νn)−1
)
n∈N
is a tight sequence of probability measures (cf. [73, Chapter 6, Section 3a, p. 347]) on
the Skorokhod space D(R+;Rd × Rd × Rd×d × R) for fixed
g ∈ C := {ϕ ∈ Cb(Rd) | ϕ ≡ 0 around z = 0},
where X = (Xt)t≥0 is the coordinate-mapping process. Since tightness is equivalent to
relative compactness according to Prokhorov’s theorem (cf. e.g. [73, Chater 6, Section 3a,
p. 347]), this proves the first half of the statement. In the second part, we will prove that
all limit points of (Pn)n∈N = (Pn ◦X−1)n∈N are in Pacsem(Dx(Rd)) for some x ∈ K ⊂ Rd.
In the third part, we will show that all limit points of (Pn)n∈N are in ∪x∈KPx under the
additional (continuity and convexity) assumptions from Remark 4.39.
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In order to show that (Y n)n∈N := (X,Bn, C˜n, g∗νn)n∈N is tight with respect to (Pn)n∈N
for the first part of the proof, we will use that Y n is a Pn-semimartingale for all n ∈ N:
Note that (by assumption) Bn and Cn are not only bounded variation processes, but
even have absolutely continuous paths. Therefore, for all i, j ∈ {1, . . . , d}
C˜n,ij = Cn,ij + (hihj) ∗ νn +
∑
s≤ •
∆Bn,is ∆B
n,j
s = C
n,ij +
∫ •
0
∫
Rd
hi(z)hj(z) νn(ds, dz)
= Cn,ij +
∫ •
0
∫
Rd
hi(z)hj(z)F ns (dz) ds
is also absolutely continuous, since the second terms is Lipschitz-continuous, due to∣∣∣∣∫ t
s
∫
Rd
hi(z)hj(z)F nu (dz) du
∣∣∣∣ ≤ |t− s| sup
α∈A
sup
x∈Rd
∫
Rd
(
|hi(z)| · |hj(z)|
)
Fα(x, dz)
≤ |t− s| sup
α∈A
sup
x∈Rd
∫
Rd
C(1 ∧ |z|2)Fα(x, dz)
for all t ≥ s ≥ 0 and some C > 0 only depending on the truncation function h : Rd → Rd,
and due to the boundedness assumption (D1). Similarly, g ∗ νn is also Lipschitz, due to∣∣∣∣∫ t
s
∫
Rd
g(z)F nu (dz) du
∣∣∣∣ ≤ |t− s| sup
α∈A
sup
x∈Rd
∫
Rd
|g(z)|Fα(x, dz)
≤ |t− s| sup
α∈A
sup
x∈Rd
∫
Rd
C(1 ∧ |z|2)Fα(x, dz)
for all t ≥ s ≥ 0 and some C > 0 only depending on the function g ∈ C, and due to the
boundedness assumption (D1). This shows that the process Yn = (X,B
n, C˜n, g ◦ νn) is a
Pn-semimartingale with differential characteristics(
(bn, bn, cn + (hhT ) ◦ F n, g ◦ F n), (cn, 0, 0, 0), (F n, 0, 0, 0)) ,
using the construction of characteristics from Remark 4.14 and the fact that all bounded
variation processes are Pn-semimartingales. If the sequence (Dn)n∈N with
Dn :=
∑
i≤d
(
var(Bn,i) + Cn,ii
)
+
(
1 ∧ |z|2) ∗ νn +∑
i≤d
var(Bn,i)
+
∑
i,j≤d
var
(
Cn,ij + (hihj) ∗ νn)+∑
i≤d
var(g ∗ νn)
is C-tight (i.e. tight and all limit points are laws of continuous processes), if the origin
(Y n0 )n∈N = (X
n
0 , 0, 0, 0)n∈N is tight (in Rd × Rd × Rd×d × R) for (Pn)n∈N and if
lim
r→∞
lim sup
n→∞
Pn
(
νn
(
[0, N ]× {z ∈ Rd : |z| > r} ) > ε) = 0
for all N, ε > 0, then (Y n)n∈N is tight with respect to (Pn)n∈N according to [73, Chapter 6,
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Theorem 4.18, p. 359] and [73, Chapter 6, Remark 4.20, p. 359]. Since
Y n0 = (X
n
0 , 0, 0, 0) ∈ K × {0} × {0} × {0}
Pn-almost surely for all n ∈ N with K ⊂ Rd bounded, and since for all N, ε > 0
Pn
(
νn
(
[0, N ]× {z ∈ Rd : |z| > r} ) > ε) ≤ ε−1EPn(νn( [0, N ]× {z ∈ Rd : |z| > r} ))
= ε−1EPn
(∫ N
0
∫
Rd
1{|z|>r} Fs(dz) ds
)
≤ ε−1N sup
α∈A
sup
x∈Rd
∫
|z|>r
(
1 ∧ |z|2) Fα(x)(dz)
together with the tightness assumption (D1), it remains to show that (Dn)n∈N is C-tight:
Because Dn is a non-decreasing process for all n ∈ N (since predictable quadratic
variations and total variations are always non-decreasing), [73, Chapter 6, Proposition 3.35,
p. 354] shows that (Dn)n∈N is C-tight with respect to (Pn)n∈N if we can find a constant
C > 0 (independent of n ∈ N) such that
Dnt (ω)−Dns (ω) ≤ C(t− s)
for all t ≥ s ≥ 0 and Pn-almost every ω ∈ D(R+;Rd), or in other words (Dnt − Ct)t≥0
are (Pn-almost surely) non-decreasing processes for all n ∈ N. But this holds due to
Dnt (ω)−Dns (ω) =
∑
i≤d
(∫ t
s
∣∣bn,iu ∣∣ du+ ∫ t
s
cn,iiu du
)
+
∫ t
s
∫
Rd
(
1 ∧ |z|2) Fu(dz) du
+
∑
i≤d
∫ t
s
|bn,iu | du +
∫ t
s
∫
Rd
|g(z)| Fu(dz) du
+
∑
i,j≤d
∫ t
s
∣∣∣∣ cn,iju + ∫
Rd
(
hi(z)hj(z)
)
Fu(dz)
∣∣∣∣ du
≤ (t− s)C sup
α∈A
sup
x∈Rd
(
|bα(x)|+ |cα(x)|+
∫
Rd
(1 ∧ |z|2)Fα(x, dz)
)
for all t ≥ s ≥ 0 and some constant C > 0 depending only on the truncation functions
h : Rd → Rd and g ∈ C, and due to the boundedness assumption (D1). In particular, we
finished the first part of the proof.
For the second part, suppose that (Pnk)k∈N is a weakly convergent subsequence of
(Pn)n∈N and P := limk→∞ Pnk . Analogously to [73, Chapter 7, Section 2a, p. 394],
Corollary 1.29 shows how to construct a countable subfamily C0 ⊂ C such that for every
function g ∈ Cb(Rd) with supz∈Rd\{0}(1 ∧ |z|2)−1|g(z)| < ∞, there exists a sequence
(gn)n∈N ⊂ C0 with supn∈N supz∈Rd\{0}(1 ∧ |z|2)−1|gn(z)| <∞ and for all r > 0
lim
n→∞
sup
z∈Br(0)\{0}
(1 ∧ |z|2)−1|gn(z)− g(z)| = 0.
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The intermediate result from the first part (of this proof) implies that we can pick a
convergent subsequence (using a diagonal argument) such that(
Pnk ◦ (X,Bnk , C˜nk , g ∗ νnk)−1
)
k∈N
converges for all g ∈ C0. Denote by (B, C˜) the weak limit of (Bnk , C˜nk)k∈N with respect
to (Pnk)k∈N, and let ν be the compensator of the random measure µX with respect to P
as in [73, Chapter 2, Theorem 1.8, p. 66], then the uniqueness of weak limits leads to
Pnk ◦ (X,Bnk , C˜nk , g ∗ νnk)−1 −→ P ◦ (X,B, C˜, g ∗ ν)−1
weakly for all g ∈ C0. Hence, [73, Chapter 9, Theorem 2.4, p. 528] implies that X is a
P-semimartingale with characteristics (B,C, ν), where
Cij := Cˇij − (hihj) ∗ νn −
∑
s≤ •
∆Bis∆B
j
s .
Similar to the first part of this proof, the boundedness assumption (D1) implies that
there exists L > 0 (only depending on the truncation function h : Rd → Rd) such that
Pn (Λ(Bn) ≤ L) = 1 = Pn (Λ(Cn) ≤ L) = 1 = Pn
(
Λ(g ∗ νn) ≤ L · sup
z 6=0
|g(z)|
1 ∧ |z|2
)
holds for all n ∈ N and g ∈ C0, where the operator Λ : D(R+) → [0,∞] assigns the
optimal Lipschitz constant
Λ(ω) := sup
{ |ω(t)− ω(s)|
|t− s| : t > s ≥ 0
}
to a ca`dla`g path ω ∈ D(R+). According to Lemma A.14, the map Λ(·) is lower
semicontinuous, which implies that sets of the form {ω ∈ D(R+) : Λ(ω) ≤ L} are closed
with respect to the Skorokhod topology. Hence, we obtain
P (Λ(B) ≤ L) =
(
P ◦B−1
)
(Λ ≤ L) ≥ lim sup
k→∞
(
Pnk ◦ (Bnk)−1
)
(Λ ≤ L)
= lim sup
k→∞
Pnk (Λ(B
nk) ≤ L) = 1
using the portmanteau theorem, and similarly
P (Λ(C) ≤ L) = 1 = P
(
Λ(g ∗ ν) ≤ L · sup
z 6=0
|g(z)|
1 ∧ |z|2
)
.
The countability paired with the approximation properties of the family C0 then lead to
1 = P
(
∀g ∈ C0 : Λ(g ∗ ν) ≤ L · sup
z 6=0
|g(z)|
1 ∧ |z|2
)
≤ P
(
Λ
(
(1 ∧ |z|2) ∗ ν) ≤ L)
and P((B,C, ν) dt) = P(var(B) + var(C) + (1 ∧ |z|2) ∗ ν  dt) = 1 (cf. Remark 4.19).
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This implies P ∈ Pacsem(Dx(R+)) for some x ∈ K ⊂ Rd, and in particular
(Bt, Ct, ν(dt, dx))(ω) = (bt dt, ct dt, Ft(dx) dt)(ω)
holds λ(dt)× P(ω)-almost everywhere for the differential characteristics (bt, ct, Ft)t≥0 of
(Xt)t≥0 under P ∈ Pacsem(Dx(R+)).
For the third part of the proof, it remains to show that P ∈ ∪x∈KPx under the
additional assumptions from Remark 4.39, i.e.
(bt, ct, Ft)(ω) ∈
⋃
α∈A
(bα, cα, Fα)(ωt)
holds λ(dt)× P(dω)-almost everywhere. First of all, we are going to prove that the map
Φ : D(R+;Rd)× C(R+;Rd × Sd×d+ × R)→ {0, 1} ⊂ R defined by
Φ(ω, β, γ, ζ) := 1Υ(∪α∈A(bα,cα,g◦Fα)(ω))(β, γ, ζ)
for (ω, β, γ, ζ) ∈ D(R+;Rd) × C(R+;Rd × Sd×d+ × R) is upper semicontinuous (with
respect to the Skorokhod topology on D(R+;Rd) and the locally uniform convergence on
C(R+;Rd × Sd×d+ × R)), where
Υ : L1loc(R+;Rd × Sd×d+ × R) −→ C(R+;Rd × Sd×d+ × R)
θ 7−→ Υ(θ) :=
∫ •
0
θs ds
is the Bochner integration operator (as defined in Remark A.13) and g ∈ C0: Suppose
that (ωn, βn, γn, ζn), (ω, β, γ, ζ) ∈ D(R+;Rd)× C(R+;Rd × Sd×d+ × R) for n ∈ N with
lim
n→∞
(ωn, βn, γn, ζn) = (ω, β, γ, ζ).
On the one hand, if (β, γ, ζ) ∈ Υ (∪α∈A(bα, cα, g ◦ Fα)(ω)), then
lim sup
n→∞
Φ(ωn, βn, γn, ζn) ≤ 1 = 1Υ(∪α∈A(bα,cα,g◦Fα)(ω))(β, γ, ζ) = Φ(ω, β, γ, ζ)
holds, since indicator functions only attain values less than one. On the other hand,
if (β, γ, ζ) /∈ Υ (∪α∈A(bα, cα, g ◦ Fα)(ω)), the triangle inequality for Hausdorff distances
(cf. Remark A.15) implies
dC
(
(βn, γn, ζn) ,Υ
( ∪α∈A (bα, cα, g ◦ Fα)(ωn)))
≥ dC
(
(β, γ, ζ) ,Υ
( ∪α∈A (bα, cα, g ◦ Fα)(ω)))− dC( (βn, γn, ζn) , (β, γ, ζ))
− dCH
(
Υ
( ∪α∈A (bα, cα, g ◦ Fα)(ωn)),Υ( ∪α∈A (bα, cα, g ◦ Fα)(ω)))
for all n ∈ N. Since the Bochner integration operator Υ(·) is Lipschitz in that
dC
(
Υ(θ1),Υ(θ2)
)
=
∑
n∈N
2−n
∣∣∣∣∫ n
0
θ1(s) ds−
∫ n
0
θ2(s) ds
∣∣∣∣ ≤ dL1loc (θ1, θ2)
for all θ1, θ2 ∈ L1loc(R+), the continuity of the map ω 7→ ∪α∈A(bα, cα, g ◦ Fα)(ω) with
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respect to the Hausdorff distance d
L1loc
H from Lemma 4.40 leads to
dCH
(
Υ
( ∪α∈A (bα, cα, g ◦ Fα)(ωn)),Υ( ∪α∈A (bα, cα, g ◦ Fα)(ω)))
≤ dL1locH
(
∪α∈A (bα, cα, g ◦ Fα)(ωn),∪α∈A(bα, cα, g ◦ Fα)(ω)
)
−→ 0
as n→∞. Moreover, Υ (∪α∈A(bα, cα, g ◦ Fα)(ω)) is closed according to Lemma 4.40 and
hence (β, γ, ζ) /∈ Υ (∪α∈A(bα, cα, g ◦ Fα)(ω)) implies
dC
(
(β, γ, ζ),Υ
( ∪α∈A (bα, cα, g ◦ Fα)(ω))) > 0.
Altogether, this shows that dC ((β
n, γn, ζn),Υ (∪α∈A(bα, cα, g ◦ Fα)(ωn))) > 0 and thus
(βn, γn, ζn) /∈ Υ (∪α∈A(bα, cα, g ◦ Fα)(ωn)) for large n ∈ N, which implies
lim sup
n→∞
Φ(ωn, βn, γn, ζn) = lim sup
n→∞
1Υ(∪α∈A(bα,cα,g◦Fα)(ωn))(β
n, γn, ζn)
= 0 = 1Υ(∪α∈A(bα,cα,g◦Fα)(ω))(β, γ, ζ) = Φ(ω, β, γ, ζ).
In particular, we have proved the upper semicontinuity of (ω, β, γ, ζ) 7→ Φ(ω, β, γ, ζ).
The portmanteau theorem now implies that for all g ∈ C0
P
(
(B,C, g ∗ ν) ∈ Υ( ∪α∈A (bα, cα, g ◦ Fα)(X))) = EP(Φ(X,B,C, g ∗ ν))
≥ lim sup
k→∞
EPnk
(
Φ
(
X,Bnk , Cnk , g ∗ νnk)) = 1,
using the semicontinuity of Φ(·) and Pnk ∈ ∪x∈KPx for all k ∈ N. This shows that
(B,C, g ∗ ν) ∈ Υ
(⋃
α∈A
(bα, cα, g ◦ Fα) (X)
)
for all g ∈ C0 P-almost surely, using the countability of C0. Since Υ is bijective from
L1loc(R+) onto {ϕ ∈ C (R+) : ϕ is absolutely continuous} (cf. Remark A.13) and differen-
tial characteristics are unique up to P-indistinguishability according to Remark 4.19, this
implies that λ(dt)× P(dω)-almost everywhere
(bPt , c
P
t , g ◦ F Pt )(ω) ∈
⋃
α∈A
(bα, cα, g ◦ Fα)(ωt)
holds for all g ∈ C0. Finally, the approximation properties of C0 and an application of
the hyperplane separation theorem from Theorem A.10 (together with the convexity and
closedness of ∪α∈A(bα, cα, Fα)(x) for every x ∈ Rd) show that the inclusion
(bPt , c
P
t , F
P
t )(ω) ∈
⋃
α∈A
(bα, cα, Fα)(ωt)
holds λ(dt)× P(dω)-almost everywhere, as required. (Note that it suffices to check the
last implication for fixed (t, ω) ∈ R+ × Ω and then apply Theorem A.10.)
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As indicated earlier, we will now discuss, how the assumptions on the uncertainty
coefficients in Remark 4.39 and the compactness result in Theorem 4.41 relate to the
Cb-Feller property of the sublinear Markov semigroups (Tt)t≥0 from Remark 4.33: It is
easy to construct counterexamples, which show that the continuity of
x 7−→ Ttϕ(x) = Ex (ϕ(Xt)) = sup
P∈Px
EP (ϕ(Xt))
for all ϕ ∈ Cb(Rd) requires some form of continuity of the uncertainty coefficients
x 7−→
⋃
α∈A
(bα, cα, Fα)(x),
similar to (D2) from Remark 4.39. In order to prove the converse, i.e. the continuity of
x 7−→ Ttϕ(x) = Ex (ϕ(Xt)) = sup
P∈Px
EP (ϕ(Xt))
for all ϕ ∈ Cb(Rd) under the assumptions in Remark 4.39, it seems to be necessary to
relate the elements of the uncertainty subsets Px to the elements of Py for x ∈ Rd and
y ∈ Rd close to each other. In the special case of spatially homogeneous uncertainty
coefficients (i.e. Le´vy processes for sublinear expectations from Remark 4.17),
Py = {P ( · + (y − x)) | P ∈ Px}
holds for all x, y ∈ Rd, which allowed us to obtain related continuity results easily.
In the rest of this section, we will study the upper and lower semicontinuity (in space)
of sublinear Markov semigroups (from Remark 4.33) with spatially inhomogeneous
uncertainty coefficients (bα, cα, Fα)α∈A. In particular, we will relate the semicontinuity
to the compactness result from Theorem 4.41.
Lemma 4.42 (Upper Semicontinuity in Space). Suppose that X = (Xt)t≥0 is the
coordinate-mapping process on Ω = D(R+;Rd), and that
Px ⊂ P(Dx(R+;Rd))
for all x ∈ Rd. If ∪x∈KPx is sequentially compact in itself (with respect to weak
convergence of measures) for compact K ⊂ Rd, then
Rd 3 x 7−→ Ex (ϕ(Xt)) := sup
P∈Px
EP (ϕ(Xt)) ∈ R
is upper semicontinuous for every t ≥ 0 and ϕ ∈ USCb(Rd).
Proof. Suppose that t ≥ 0, ϕ ∈ USCb(Rd) and (xn)n∈N ⊂ Rd with limn→∞ xn = x ∈ Rd.
The definition of the supremum implies the existence of Pn ∈ Pxn for n ∈ N with
EPn (ϕ(Xt)) ≤ Exn (ϕ(Xt)) ≤ EPn (ϕ(Xt)) + n−1.
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Moreover, there exists a subsequence (Pnk)k∈N such that P := limk→∞ Pnk weakly and
lim sup
n→∞
Exn (ϕ(Xt)) = lim sup
n→∞
EPn (ϕ(Xt)) = lim
k→∞
EPnk (ϕ(Xt)) ,
because of the sequential compactness of ∪x∈KPx ⊂ P(D(R+;Rd)) with
K := {x} ∪ {xn : n ∈ N},
and the characterization of the limit superior as the largest accumulation point. In fact,
P ∈ Px = P(Dx(R+;Rd)) ∩
(⋃
y∈K
Py
)
,
since limn→∞ xn = x holds and ω 7→ X0(ω) is a continuous mapping. Altogether,
lim sup
n→∞
Exn (ϕ(Xt)) = lim
k→∞
EPnk (ϕ(Xt)) ≤ EP (ϕ(Xt)) ≤ Ex (ϕ(Xt))
by the generalized portmanteau theorem for semicontinuous functions (cf. [41, Theo-
rem 2.7.5, p. 222]), and the upper semicontinuity of ω 7→ Xt(ω).
One is lead to assume, that the relative compactness of the uncertainty subsets ∪x∈KPx
for compact K ⊂ Rd would suffice to prove the upper semicontinuity of
Rd 3 x 7−→ Ex (ϕ(Xt)) := sup
P∈Px
EP (ϕ(Xt)) ∈ R
for continuous (instead of semicontinuous in Lemma 4.42) ϕ ∈ Cb(Rd), since
Ex (ϕ(Xt)) = sup
P∈Px
EP (ϕ(Xt)) = sup
P∈Px
EP (ϕ(Xt))
for t ≥ 0 and x ∈ Rd. Here, Px ⊂ P(Dx(R+)) denotes the closure of Px with respect
to the weak convergence of measures. However, the proof of Lemma 4.42 is not easily
adapted to this generalized situation: The reason for this is, that one had to show that
lim
n→∞
Pn ◦X−1t ∈ Px ◦X−1t (4.3)
for any weakly convergent sequence (Pn)n∈N with Pn ∈ Pxn and limn→∞ xn = x. If
Px =
{
P ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα)(ωs) λ(ds)× P(dω)-a.e.
}
for (spatially inhomogeneous) uncertainty coefficients satisfying the boundedness-and-
tightness assumption (D1) from Remark 4.39, then the proof of Theorem 4.41 shows
Px ⊂ Pacsem(Dx(R+))
and limn→∞ Pn ∈ Pacsem(Dx(R+)), for convergent (Pn)n∈N with Pn ∈ Pxn and xn → x.
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The condition in Equation (4.3) hence reduces to analyzing the structure of Px in terms of
the differential characteristics (bP, cP, F P) for P ∈ Px: Under continuity assumption (D2),
a minor modification of (part three of) the proof of Theorem 4.41 shows that
(bPs , c
P
s , F
P
s )(ω) ∈ conv
(⋃
α∈A
(bα, cα, Fα)(ωs)
)
(4.4)
holds λ(ds)× P(dω)-almost everywhere for P = limn→∞ Pn with Pn ∈ Pxn and xn → x.
However, the converse inclusion, i.e. Px contains all
P ∈ Pacsem(Dx(R+;Rd))
such that Equation (4.4) holds λ(ds)× P(dω)-almost everywhere, is essentially a special
case of the martingale problem (cf. [73, Chapter 3, Section 2a, p. 152]) and does not
seem easy to prove in general.
Remark 4.43 (Lower Semicontinuity in Space). Suppose that X = (Xt)t≥0 is the
coordinate-mapping process on Ω = D(R+;Rd), and that
Px ⊂ P(Dx(R+;Rd))
for all x ∈ Rd. Dual to Lemma 4.42, we would like to prove that
Rd 3 x 7−→ Ex (ϕ(Xt)) := sup
P∈Px
EP (ϕ(Xt)) ∈ R
is lower semicontinuous for fixed t ≥ 0 and ϕ ∈ LSCb(Rd), under some additional
conditions on the uncertainty subsets Px with x ∈ Rd. In other words, we want
lim inf
n→∞
Exn (ϕ(Xt)) = lim inf
n→∞
sup
P∈Pxn
EP (ϕ(Xt)) ≥ sup
P∈Px
EP = Ex (ϕ(Xt))
for (xn)n∈N ⊂ Rd with limn→∞ xn = x. Unfortunately, it seems that the arguments for
the upper semicontinuity from Lemma 4.42 cannot be adapted to this situation: In fact,
we had to show that for every P ∈ Px there exist some Pn ∈ Pxn for n ∈ N such that
lim
n→∞
Pn ◦X−1t = P ◦X−1t
weakly (at least along a subsequence). In case the uncertainty subsets are of the form
Px =
{
P ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα)(ωs) λ(ds)× P(dω)-a.e.
}
for (spatially inhomogeneous) uncertainty coefficients, this leads naturally to the question,
if we can find Pn ∈ Pacsem(Dxn(Rd)) for a triplet of potential differential characteristics.
However, this question seems not to be easy to answer, since it is a special case of the
martingale problem (cf. [73, Chapter 3, Section 2a, p. 152]).
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In order to avoid the difficulties mentioned in the last two paragraphs (i.e. related
to the continuity of x 7→ Ex (ϕ(Xt)) for fixed ϕ ∈ Cb(Rd) and t ≥ 0), we will present
another approach to introduce spatially inhomogeneous jump-type processes for sublinear
expectations in the following two sections: We will start off with a Le´vy process (Xt)t≥0 on
a sublinear expectation space (Ω,H, E) as in Remark 4.38, construct stochastic integrals
for sublinear expectations, and solve stochastic differential equations of the form
Zxt = x+
∫ t
0
f(Zxs−) dXs
for globally Lipschitz-continuous f : Rk → Rk×d. The resulting processes (Zx)t≥0 will
be referred to as Le´vy-type processes for sublinear expectations, and generate sublinear
Markov semigroups (Tt)t≥0 by
Ttϕ(x) = E (ϕ(Z
x
t ))
on the convex cone of bounded, upper semi-analytic functions. Furthermore, we will
show that these sublinear Markov semigroups always satisfy the Cb-Feller property.
Therefore, we can establish a strong connection (similar to Remark 4.38) between
Le´vy-type processes for sublinear expectations and their associated sublinear generator
equations (based on the general theory in Section 4.1).
4.3. Stochastic Integration
Stochastic integration theory, as a general framework to define integrals of stochastic
processes with respect to stochastic processes, plays an important role in the majority
of applications of stochastic processes. The most commonly used notion (in classical
probability theory) of Itoˆ integrals and the related Itoˆ calculus for semimartingales
was originally developed by Kiyosi Itoˆ in [71]. For a historical overview of stochastic
integration theory for linear expectations and its applications in mathematical finance, we
refer the interested reader to [76]. Due to its relevance for applications in mathematical
finance, Shige Peng already included a canonical construction of stochastic integrals
(for continuous-path processes) for sublinear expectations in his original article [102] on
G-Brownian motion. This intrinsic approach was later extended to G-Le´vy processes
(with uniformly bounded Le´vy measures) by Krzysztof Paczka in [101].
In this section, we will introduce a very general notion of stochastic integrals for
sublinear expectations. Instead of generalizing Shige Peng’s intrinsic approach from
[102], which is based on the classical construction via elementary functions, we will
employ a pathwise construction of stochastic integrals from classical probability theory
due to Marcel Nutz in [97]. This will allow us to introduce stochastic integrals for a
large class of integrands driven by general stochastic processes in sublinear expectation
spaces, which are semimartingales (with jumps) for each element of the uncertainty
subset. Furthermore, we are going to study the measurability of the resulting random
variables, which will play an essential role in Section 4.4, in order to construct Le´vy-type
processes for sublinear expectations.
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Remark 4.44 (Usual Conditions). Many of the following results on classical stochas-
tic integration assume that we work with a probability space (Ω,A,P) together with
a filtration F = (Ft)t≥0 satisfying the usual conditions (or usual hypotheses): The
σ-algebras A and Ft for t ≥ 0 are complete (i.e. they contain all subsets of P-null sets)
and the filtration F is right-continuous (i.e. Ft = ∩s≥tFs for all t ≥ 0). It is easy to
check (cf. e.g. [73, Chapter 1, Section 1a, p. 2]) that every completed probability space
(Ω,AP,P) together with the augmented filtration
FP+ :=
(FPt+)t≥0 = ((∩s≥tFs)P)t≥0
satisfies the usual conditions, where AP is the completion of A under P, and P the
corresponding unique extension of P. Moreover, if X = (Xt)t≥0 is a P-F -semimartingale,
then it is also a P-FP+-semimartingale with the same characteristics, cf. Lemma 4.15.
This procedure allows us to start with a filtered probability space without the usual
conditions, by extending the space and augmenting the filtration before applying the
results from classical stochastic integration.
For some of the results in Section 4.2, it is important that we work with the original
canonical filtration generated by the stochastic process X = (Xt)t≥0, since they rely on
characterizations of the canonical filtration such as Galmarino’s test (cf. [38, Chapter 4,
Theorem 100, p. 149]). Therefore, we will strictly differentiate between the original
filtration F and its augmentation FP+ in the following two sections. However, in order
to avoid cluttered notation, we will occasionally use P for both the original probability
measure as well as its extension to the completed σ-algebra. Since the extension is
unique, this abuse of notation should not cause any confusion. Moreover, although we
have used the common notation based on the integral sign for Itoˆ integrals from classical
probability theory in some of the proofs in Section 4.2, we will use a different notation in
this section to stress the dependence on the probability measures.
Since our stochastic integrals will almost surely coincide with classical Itoˆ integrals
(for linear expectations) under each probability measure in the uncertainty subset, let us
quickly recall the notation and some important properties:
Remark 4.45 (Classical Stochastic Integration). Suppose that X = (Xt)t≥0 is a
d-dimensional P-F -semimartingale on a classical probability space (Ω,A,P) adapted to
a filtration F = (Ft)t≥0, then there exists (cf. for example [73, Chapter 3, Section 6,
p. 203] or [110, Chapter 4, p. 153]) a linear space LP(X) = LP(X;Rd) of d-dimensional
predictable processes (referred to as the family of integrable processes) and a mapping
LP(X) 3 (Ht)t≥0 7−→ JP (H,X) = (JP (H,X)t)t≥0
(referred to as stochastic integral or Itoˆ integral with respect to X) that assigns to every
integrand H = (Ht)t≥0 ∈ LP(X) a one-dimensional P-FP+-semimartingale JP (H,X), such
that the following properties hold (up to P-indistinguishability):
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(i) (Construction) For elementary functions H ∈ LP(X), i.e. integrands of the form
H = ξ01{0} +
m∑
j=1
ξj1(tj ,tj+1]
for some (deterministic) times 0 = t0 ≤ t1 < . . . < tm <∞ with m ∈ N and some
d-dimensional, Ftj -measurable random variables ξj for j ∈ {0, . . . ,m},
JP (H,X)t =
m∑
j=1
ξj
(
Xtj+1∧t −Xtj∧t
)
holds for all t ≥ 0.
(ii) (Locally Bounded Integrands) If the d-dimensional predictable process (Ht)t≥0
is locally bounded, i.e. there exists a sequence of stopping times (τn)n∈N with
limn→∞ τn =∞ P-almost surely and (Kn)n∈N ⊂ R such that
P (∀t ≥ 0 : |Hτn∧t| ≤ Kn) = 1
for all n ∈ N, then H = (Ht)t≥0 ∈ LP(X) and JP (H,X) =
∑
i≤d JP (H i, X i).
(iii) (Linearity) The stochastic integration map LP(X) 3 H 7→ JP (H,X) is linear.
Moreover, if H ∈ LP(X) ∩ LP(Y ) for two P-F-semimartingales X and Y , then
H ∈ LP(aX + bY ) and
JP (H, aX + bY ) = aJP (H,X) + bJP (H,Y )
holds for all constants a, b ∈ R.
(iv) (Localization) For all stopping times τ : Ω → [0,∞] and integrands H ∈ LP(X),
the stopped integrands H1[0,τ ] ∈ LP(X) and
JP (H,Xτ ) = JP
(
H1[0,τ ], X
)
= JP (H,X)τ
holds, where Y τ := (Yτ∧t)t≥0 for random processes Y = (Yt)t≥0.
(v) (Continuous Martingale Part & Jumps) The continuous martingale part and the
jumps of a stochastic integral are given by
(JP (H,X))C = JP
(
H,XC
)
∆JP (H,X) =
∑
i≤d
H i∆X i
for every H ∈ LP(X), where Y C is the continuous martingale part of a semimartin-
gale Y = (Yt)t≥0 as defined in [73, Chapter 1, Proposition 4.27, p. 45].
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(vi) (Associativity) If H ∈ LP (X) and K ∈ LP(JP (H,X)), then KH ∈ LP(X) and
JP (K,JP (H,X)) = JP (KH,X)
holds, where (KH)(ω) := K(ω)H(ω) for all ω ∈ Ω.
(vii) (Translation Invariance) Stochastic integrals start at the origin and are invariant
under translations of the integrator, i.e. JP (H,X)0 = 0 and
JP (H,X −X0) = JP (H,X)
for every H ∈ LP(X).
(viii) (Stability) Suppose that (Hn)n∈N ⊂ LP(X), H ∈ LP(X) and that K = (Kt)t≥0 is a
one-dimensional predictable, locally bounded process as in property (ii). If
sup
n∈N
|Hnt (ω)−Ht(ω)| ≤ Kt(ω)
and limn→∞Hnt (ω) = Ht(ω) for all (t, ω) ∈ R+ × Ω, then
sup
s≤t
|JP (Hn, X)s − JP (H,X)s | −→ 0
in P-probability for all t ≥ 0.
Lemma 4.46 (Characterization of LP(X)). Suppose that (Xt)t≥0 is a d-dimensional
P-F-semimartingale on a classical probability space (Ω,A,P) and
(Bt, Ct, ν(dt, dx)) = (bt dAt, ct dAt, Ft(dx) dAt)
is the differential representation of its characteristics with respect to a truncation function
h : Rd → Rd as in Remark 4.19. If H = (Ht)t≥0 is a predictable d-dimensional process,
then the Lebesgue-Stieltjes integral∫ t
0
(
HTs csHs +
∫
|z|≤1
(
1 ∧ |HTs z|2
)
Fs(dz)
−
∣∣∣∣∫|z|≤1,|HTs z|≤1HTs z Fs(dz)
∣∣∣∣2 ∆As
+
∣∣∣∣HTs bs + ∫ ((HTs z)1|z|≤1,|HTs z|≤1 −HTs h(z))Fs(dz)∣∣∣∣ ) dAs
is finite P-almost surely for all t ≥ 0 if and only if H ∈ LP(X).
Proof. ↪→ [73, Chapter 3, Theorem 6.30, p. 212]
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Remark 4.47 (Scalar & Matrix-Valued Integrands). If X = (Xt)t≥0 is a d-dimen-
sional P-F -semimartingale on a classical probability space (Ω,A,P), then the (classical)
stochastic integral from Remark 4.45 can be generalized to
LP(X;Rk×d) :=
{
Hˆ = (Hˆ i)i≤k : R+ × Ω→ Rk×d
∣∣∣ ∀i ∈ {1, . . . , k} : Hˆ i ∈ LP(X;Rd)}
LP(X;R) :=
{
Hˇ : R+ × Ω→ R
∣∣ ∀i ∈ {1, . . . , d} : Hˇ ∈ LP(X i;R)}
=
{
Hˇ : R+ × Ω→ R
∣∣ diag(Hˇ, . . . , Hˇ) ∈ LP(X;Rd×d)} ,
the family of matrix-valued or scalar integrable processes, by defining
JP
(
Hˆ,X
)
:=
(
JP
(
Hˆ1, X
)
, . . . ,JP
(
Hˆk, X
))T
JP
(
Hˇ,X
)
:=
(
JP
(
Hˇ,X1
)
, . . . ,JP
(
Hˇ,Xd
))T
= JP
(
diag(Hˇ, . . . , Hˇ), X
)
for Hˆ ∈ LP(X;Rk×d) and Hˇ ∈ LP(X;R). Note that the predictability assumption for
the integrands is inherited from the definitions of LP(X;Rd) and LP(X i;R), respectively.
Lemma 4.48 (Characteristics of Stochastic Integrals). If the process X = (Xt)t≥0
is a d-dimensional P-F-semimartingale on a classical probability space (Ω,A,P) with
characteristics (B,C, ν) for a truncation function h : Rd → Rd as in Definition 4.13,
H ∈ LP(X;Rk×d) is an integrable (matrix-valued) process with k ∈ N and
Bˆ := HB + (hˆ(Hz)−Hh(z)) ∗ ν
=
(∑
j≤d
H(i,j)Bj +
∫
[0, • ]
∫
Rd
(
hˆi(Hsz)−
∑
j≤d
H i,js h
j(z)
)
ν(ds, dz)
)
i≤k
Cˆ := HCHT =
( ∑
m,n≤d
H i,mCm,nHj,n
)
i,j≤k
νˆ(B) :=
∫
R+
∫
Rd
1B(s,Hsz) ν(ds, dz)
for B ∈ B(R+ × Rk), then (Bˆ, Cˆ, νˆ) are the characteristics of the P-FP+-semimartingale
JP (H,X) with respect to the truncation function hˆ : Rk → Rk.
Proof. ↪→ [73, Chapter 9, Proposition 5.3, p. 565]
In the light of the connection between the continuity of sublinear Markov semigroups
and the classical martingale problem (as discussed in Remark 4.43), it seems interesting to
note that it is possible to prove a converse of the preceding statement (cf. [73, Chapter 9,
Proposition 5.6, p. 566] for details).
We now present a result due to Marcel Nutz in [97] on the pathwise construction of
classical stochastic integrals (as defined in Remark 4.45), and show how to apply it, in
order to introduce stochastic integration for sublinear expectations. The main idea of
the proof of Marcel Nutz’s result is to combine an approximation argument for classical
stochastic integrals with medial limits:
200
4. Stochastic Processes
Theorem 4.49 (Medial Limits). Suppose that (Ω,A) is a measurable space and
A∗ = ∩P∈P(X)AP
its universal completion as in Remark 4.25 (i.e. AP is the smallest σ-algebra that contains
A and all subsets of P-null sets). If (Xn)n∈N is a sequence of A-measurable random
variables and Cantor’s continuum hypothesis holds (i.e. there exists a bijection pi : A→ R
for every uncountable A ⊂ R), then there exists a A∗-measurable
lim med
n→∞
Xn : Ω −→ R = R ∪ {±∞},
referred to as (Mokobodzki’s) medial limit of the sequence (Xn)n∈N, such that
lim med
n→∞
Xn = X
P
holds P-almost surely for every P ∈ P(Ω) with limn→∞Xn = XP in probability.
Proof. ↪→ [39, Chapter 10, Section 2, Theorem 57, p. 114]
Theorem 4.50 (Pathwise Stochastic Integration). Suppose that X = (Xt)t≥0 is
a stochastic process on a measurable space (Ω,A) adapted to a filtration F = (Ft)t≥0.
Furthermore, assume that Cantor’s continuum hypothesis holds,
P ⊂ Psem(Ω) = {P ∈ P(Ω) | (Xt)t≥0 is a P-F-semimartingale}
and that A = (At)t≥0 is a predictable (with respect to the filtration F), increasing
stochastic process with ca`dla`g paths such that
var(BP) + var(CP) +
∫
[0, • ]
∫
Rd
(1 ∧ |z|2) νP(ds, dz) A
holds P-almost surely for all P ∈ P, where (BP, CP, νP) are the characteristics of X under
P ∈ Psem(Ω) as in Definition 4.13. For every
H = (Ht)t≥0 ∈
⋂
P∈P
LP(X),
there exists a stochastic process Y = (Yt)t≥0 adapted to the P-universally augmented
filtration FP+ = (∩P∈PFPt+)t≥0 with ca`dla`g paths, such that
Y = JP (H,X)
holds P-almost surely for all P ∈ P. Moreover, the construction of the path (Yt(ω))t≥0
for any ω ∈ Ω only depends on the paths (Xt(ω))t≥0, (At(ω))t≥0 and (Ht(ω))t≥0.
Proof. ↪→ [97, Theorem 2.2]
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Definition 4.51 (Stochastic Integrals). Suppose that X = (Xt)t≥0 is a stochastic pro-
cess on a measurable space (Ω,A) adapted to a filtration F = (Ft)t≥0, and that Cantor’s
continuum hypothesis holds. For every uncertainty subset P ⊂ Pacsem(Ω) (i.e. a family
consisting of probability measures P ∈ P(Ω) such that (Xt)t≥0 is a P-F -semimartingale
with absolutely continuous characteristics, cf. Theorem 4.20) and
H = (Ht)t≥0 ∈ LP(X) := LP(X;Rd) :=
⋂
P∈P
LP(X;Rd),
the stochastic integral of the integrand (Ht)t≥0 with respect to integrator (Xt)t≥0
JP (H,X) = (JP (H,X)t)t≥0 : Ω −→ D(R+)
is defined as the stochastic process adapted to the P-universally augmented filtration
FP+ :=
(⋂
P∈P
FPt+
)
t≥0
with ca`dla`g paths (constructed by Theorem 4.50) such that
JP (H,X) = JP (H,X)
holds P-almost surely for all P ∈ P . For scalar and matrix-valued integrands
Hˆ ∈ LP(X;Rk×d) :=
⋂
P∈P
LP(X;Rk×d)
Hˇ ∈ LP(X;R1) :=
⋂
P∈P
LP(X;R1),
define the matrix-valued or scalar stochastic integral component-wise as in Remark 4.47.
It is well-known that the space of integrands LP(X) for a fixed P ∈ Psem(Ω) is the
largest class of integrands satisfying some natural conditions, cf. [29, Theorem 12.3.22,
p. 276]. Therefore, the space of integrands LP(X) for P ⊂ Pacsem(Ω) from Definition 4.51 is
maximal in a similar sense, since the stochastic integral for P coincides with the classical
stochastic integral for P (from Remark 4.45) almost surely under each P ∈ P . However,
the price for this general definition is its non-constructive nature, in that it is based on
medial limits from Theorem 4.49 and thus relies on the validity of Cantor’s continuity
hypothesis. Fortunately, Rajeeva Karandikar introduced in [80] another construction of
pathwise stochastic integrals for integrands with ca`gla`d paths (continue a` gauche, limite
a` droite - i.e. left continuous with right limits) without relying on Cantor’s continuity
hypothesis. In the rest of this section, we extend Karandikar’s result by showing that
the resulting stochastic integrals are adapted to the completed filtration (FPt )t≥0 instead
of its augmentation (FPt+)t≥0. As remarked earlier, this measurability is essential for our
construction of Le´vy-type processes in Section 4.4. Before we prove this supplement,
let us recall that almost sure limits in Polish spaces can chosen to be measurable with
respect to the original σ-algebra instead of its completion:
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Lemma 4.52 (Measurability of Limits). Suppose that (Ω,A) is a measurable space,
(S, d) is a Polish space (i.e. a complete, separable metric space) with x0 ∈ S, and that
the maps Xn : Ω→ S are A/B(S)-measurable for n ∈ N, then X : Ω→ S defined by
X(ω) :=
{
limn→∞Xn(ω) if limn→∞Xn(ω) exists
x0 otherwise
for ω ∈ Ω is A/B(S)-measurable and {ω ∈ Ω : limn→∞Xn(ω) exists} ∈ A. Moreover, if
lim
n→∞
Xn = X
P
almost surely for some probability measure P ∈ P(Ω), then XP = X almost surely.
Proof. It is easy to check that the metric d : X × X → R is continuous and thus
B(X ×X)/B(R)-measurable. Since (S, d) is separable, we know that
B(X ×X) = B(X)⊗ B(X),
cf. e.g. [46, Proposition 4.1.7, p. 119] and [46, Proposition 2.1.4, p. 31]. In particular,
d(Xn, Xm) : Ω −→ R
are A/B(R)-measurable for all m,n ∈ N. Therefore, the completeness of (S, d) implies
Ω0 :=
{
ω ∈ Ω : lim
n→∞
Xn(ω) exists
}
=
{
ω ∈ Ω : (Xn(ω))n∈N ⊂ S is Cauchy
}
=
{
ω ∈ Ω : lim sup
n→∞
sup
k∈N
d(Xn, Xn+k) = 0
}
and hence the measurability of Ω0 ⊂ Ω with respect to A. The sequence (Xˆn)n∈N with
Xˆn(ω) :=
{
Xn(ω) if ω ∈ Ω0
x0 if ω ∈ ΩC0 = Ω \ Ω0
for ω ∈ Ω and n ∈ N converges to X pointwise, i.e. limn→∞ Xˆn(ω) = X(ω) for all ω ∈ Ω.
According to [46, Theorem 4.2.2, p. 125], this implies X is A/B(X)-measurable, since
Xˆ−1n (B) =
(
Xˆ−1n (B) ∩ Ω0
)
∪
(
Xˆ−1n (B) ∩ ΩC0
)
∈
{(
X−1n (B) ∩ Ω0
) ∪∅, (X−1n (B) ∩ Ω0) ∪ ΩC0 } ⊂ A
for B ∈ B(S) and n ∈ N, using the A/B(R)-measurability of Xn : Ω → S. Finally,
if limn→∞Xn = XP almost surely for some P ∈ P(Ω), then P(Ω0) = 1 and therefore
XP = X almost surely.
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Proposition 4.53 (Measurability of Stochastic Integrals). The mappings
τmn : D(R+;Rd)×D(R+;Rd) −→ [0,∞]
Jm : D(R+;Rd)×D(R+;Rd) −→ D(R+;Rd)
are Borel-measurable with respect to the Skorokhod topology for m,n ∈ N, where
τm0 (α, β) := 0
τmn (α, β) := inf
{
t > τmn−1(α, β) :
∣∣α (t)− α (τmn−1(α, β))∣∣ > 2−m}
Jm (α, β) (t) :=
∞∑
k=0
α (τmk (α, β))
(
β(τmk+1(α, β))− β(τmk (α, β))
)
1[τmk+1(α,β),∞)(t)
+
∞∑
k=0
α (τmk (α, β))
(
β( t )− β(τmk (α, β))
)
1[τmk (α,β),τ
m
k+1(α,β))
(t)
for α, β ∈ D(R+) and t ≥ 0. Hence, the map J : D(R+)×D(R+)→ D(R+) defined by
J (α, β) :=
{
limm→∞ Jm (α, β) if limm→∞ Jm (α, β) exists
0 otherwise
is Borel-measurable as well, where the limits are taken with respect to the Skorokhod
topology. Moreover, if X = (Xt)t≥0 is a P-F-semimartingale and H = (Ht)t≥0 is a
stochastic process with ca`dla`g paths adapted to F , then
lim
n→∞
sup
t∈[0,T ]
∣∣Jm (H,X) (t)− JP (H−, X) (t)∣∣ = 0
P-almost surely for all T > 0, where H− := (Ht−)t≥0 with H0− := H0. In particular,
J (H,X) = JP (H−, X)
P-almost surely, and J (H,X) is (∪t≥0Ft)-measurable and adapted to FP = (FPt )t≥0.
Proof. Obviously, τm0 ≡ 0 are Borel-measurable for all m ∈ N. Inductively, for all T ≥ 0{
τmn < T
}
=
⋃
t∈Q∩[0,T )
({
τmn−1 < t
}
∩
{
(α, β) :
∣∣α (t)− α (τmn−1(α, β)) ∣∣ > 2−m})
is Borel-measurable (and even measurable with respect to the σ-algebra GT generated
D(R+)2 3 (α, β) 7→ (αT , βT ) = (αt∧T , βt∧T )t≥0 ∈ D(R+)2
for T ≥ 0) using the Borel-measurability (or Gt-measurability, respectively) of
D(R+)2 × R+ 3 (α, β, s) 7−→
(
α(s), β(s)
) ∈ Rd × Rd
D(R+)2 3 (α, β) 7−→
(
αt, βt, τmn−1(α, β)
)
1{τmn−1(α,β)<t} ∈ D(R+)2 × R+
as well as the right-continuity of the paths iteratively.
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In order to show that
Jm : D(R+)×D(R+) −→ D(R+)
are Borel-measurable with m ∈ N, it suffices to check that
Jm(t) : D(R+)×D(R+) −→ R
are Borel-measurable for all t ≥ 0, due to [18, Theorem 12.5, p. 134]. The maps
D(R+)2 × R+ 3 (α, β, s) 7−→
(
α(s), β(s)
) ∈ Rd × Rd
D(R+)2 3 (α, β) 7−→
(
αt, βt, τmn (α, β)
)
1{τmn (α,β)<t≤τmn+1(α,β)} ∈ D(R+)2 × R+
are Borel-measurable (and the second map even Gt-measurable), which implies that
D(R+)2 3 (α, β) 7−→
(
α
(
τmn (α, β)
)
, β
(
τmn (α, β)
))
1(τmn (α,β),τmn+1(α,β)](t) ∈ Rd × Rd
are Borel-measurable (and even Gt-measurable) for all t ≥ 0, m ∈ N and n ∈ N0.
Similarly, we can show that the other terms of
Jm (α, β) (t) =
∞∑
k=0
α
(
τmk (α, β)
)(
β(τmk+1(α, β))− β(τmk (α, β))
)
1(τmk+1(α,β),∞)(t)
+
∞∑
k=0
α
(
τmk (α, β)
)(
β( t )− β(τmk (α, β))
)
1(τmk (α,β),τ
m
k+1(α,β)]
(t)
are Borel-measurable (and even Gt-measurable) for t ≥ 0. Note that the inclusion of the
endpoints of the stochastic intervals in the indicator function changed compared to the
original definition of Jm (α, β) (t). The Borel-measurability of the limit
J : D(R+)×D(R+) −→ R
now follows from Lemma 4.52.
The P-almost sure, local uniform convergence in the second part of the statement is a
minor modification of [80, Theorem 2]: Note that we defined the limit
lim
m→∞
Jm = J
with respect to the Skorokhod topology instead of local uniform convergence. Since local
uniform convergence is stronger than Skorokhod convergence (cf. Lemma 4.2),
J (H,X) = JP (H−, X)
still holds P-almost surely. Moreover, we defined the random times τmn with “> 2−m”
instead of “≥ 2−m”, which does not cause any trouble, since the proof only relies on
sup
{∣∣α(t−)− α(τ(α, β)mk )∣∣ : t ∈ (τ(α, β)mk , τ(α, β)mk+1] } ≤ 2−m
for all α, β ∈ D(R+) and m,n ∈ N.
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It remains to show the measurability properties: The (∪t≥0Ft)-measurability of
J (H,X) : Ω −→ D(R+)
follows readily from the Borel-measurability of J : D(R+)×D(R+)→ D(R+) and the
(∪t≥0Ft)-measurability of (H,X) : Ω→ D(R+)×D(R+). Similarly, for all m ∈ N
Jm (H,X) (t) : Ω −→ R
are Ft-measurable with t ≥ 0, since Jm(t) : D(R+)×D(R+)→ R are Gt-measurable and
(H t, X t) = (Ht∧s, Xt∧s)s≥0 : Ω −→ D(R+)×D(R+)
are Ft-measurable. Finally, this implies the FPt -measurability of J (H,X) (t) : Ω → R
for t ≥ 0, since J (H,X) (t) = limm→∞ Jm (H,X) (t) holds P-almost surely.
One important consequence of Proposition 4.53 is that we can neglect the continuum
hypothesis assumption from Definition 4.51 for ca`gla`d integrands and, on top of that,
work with a version of stochastic integrals that are measurable with respect to the
original filtration ∪t≥0Ft and adapted to the completed filtration FP = (FPt )t≥0. Since all
applications of stochastic integration in Section 4.4 only concern integrands with ca`gla`d
paths, we will tacitly use the construction of Proposition 4.53 for all stochastic integrals
and, in particular, its superior measurability properties.
4.4. Stochastic Differential Equations
Stochastic differential equations (or SDEs for short) are a generalization of differential
equations based on the theory of stochastic integration. Although deterministic differential
equations related to stochastic processes were already studied earlier (e.g. by Albert
Einstein in [48]), Kiyosi Itoˆ introduced his stochastic integration theory in [71] to put
stochastic differential equations on a rigorous mathematical foundation. For a historical
account on the early history of stochastic differential equations and their applications
(with a focus on mathematical finance), we refer the interested reader to [76].
In the first half of this section, we recall well-known results for stochastic differential
equations in classical probability spaces. Moreover, we show how to generalize them
for sublinear expectations, based on our stochastic integration theory from Section 4.3.
In the second half, we demonstrate how to apply those generalized results in order to
present a novel construction for spatially inhomogeneous, sublinear Markov semigroups
and associated Markov processes for sublinear expectations, which can be interpreted as
a generalization of classical Le´vy-type processes under uncertainty in their characteristics.
In particular, we relate the resulting sublinear Markov semigroups with their sublinear
generator equations (in the spirit of Proposition 4.10), which is essential for potential
applications of this new class of stochastic processes for sublinear expectations.
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Definition 4.54 (Functional Lipschitz). Suppose that
D(Rd) := D(Rd;F) := {X : Ω→ D(R+;Rd) | X is adapted to F}
is the set of all stochastic process on an measurable space (Ω,A) with ca`dla`g paths
adapted to a filtration F = (Ft)t≥0. An operator with d, d′ ∈ N
F : D(Rd) −→ D(Rd′)
is called functional Lipschitz if Xτ− = Y
τ
− implies F (X)
τ
− = F (Y )
τ
− for all stopping times
τ : Ω→ [0,∞] and X, Y ∈ D(Rd), where Zτ− = (Z(τ∧t)−)t≥0 with Z0− := Z0 for Z ∈ D,
and if there exists a non-decreasing process K ∈ D(R) such that
sup
s≤t
|F (X)(ω)s − F (Y )(ω)s| ≤ Kt(ω) sup
s≤t
|X(ω)s − Y (ω)s|
for every t ≥ 0, ω ∈ Ω and X, Y ∈ D(Rd).
Theorem 4.55 (Classical Stochastic Differential Equations). Suppose (Xt)t≥0 is
a d-dimensional P-F-semimartingale on a classical probability space (Ω,A,P) adapted to
a filtration F = (Ft)t≥0. If Y = (Yt)t≥0 ∈ D(Rk) and F : D(Rd)→ D(Rk×d) is functional
Lipschitz, then the (classical) stochastic differential equation
Z = Y + JP (F (Z)−, X)
has a solution Z = (Zt)t≥0 ∈ D(Rk;FP+), which is unique up to P-indistinguishability.
Moreover, if (Yt)t≥0 is a P-FP+-semimartingale, so is the solution (Zt)t≥0.
Proof. ↪→ [110, Chapter 5, Theorem 7, p. 253]
Proposition 4.56 (Picard Iteration Method). Suppose (Xt)t≥0 is a d-dimensional
P-F-semimartingale on a classical probability space (Ω,A,P), Y = (Yt)t≥0 ∈ D(Rk) and
the operator F : D(Rd)→ D(Rk×d) is functional Lipschitz. If (Zn)n∈N ⊂ D(Rk;FP+) are
the Picard iterations for a starting point Z0 ∈ D(Rk;FP+), i.e. defined by
Zn := Y + JP
(
F (Zn−1)−, X
) ∈ D(Rk;FP+)
for n ∈ N, and if Z ∈ D(Rk;FP+) is the solution of the stochastic differential equation
Z = Y + JP (F (Z)−, X) ,
then limn→∞ Zn = Z uniformly on compacts in probability with respect to P, i.e.
lim
n→∞
P
(
sup
s≤t
|Zn(s)− Z(s)| > ε
)
= 0
for all t ≥ 0 and ε > 0. Moreover, if F : D(Rd)→ D(Rk×d) is uniform Lipschitz, i.e.
sup
s≤t
|F (X)(ω)s − F (Y )(ω)s| ≤ K sup
s≤t
|X(ω)s − Y (ω)s|
for every t ≥ 0, ω ∈ Ω and X, Y ∈ D(Rd) with some finite constant K > 0, then
lim
n→∞
sup
s≤t
|Zn(s)− Z(s)| = 0
P-almost surely for all t ≥ 0.
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Proof. Uniform convergence on compacts in probability for the functional Lipschitz case
is established in [110, Chapter 5, Theorem 8, p. 255]. Almost sure convergence for the
uniform Lipschitz case can be found in [17, Section 8, Theorem 8.2].
Theorem 4.57 (Equations with Uniform Lipschitz Coefficients). Suppose that
X = (Xt)t≥0 is a stochastic process with ca`dla`g paths on a measurable space (Ω,A)
adapted to a filtration F = (Ft)t≥0, that Y = (Yt)t≥0 ∈ D(Rk) and that the operator
F : D(Rd) −→ D(Rk×d)
is uniform Lipschitz (cf. Proposition 4.56). If P ⊂ Psem(Ω) (i.e. a family of probability
measures P ∈ P(Ω) such that (Xt)t≥0 is a P-F-semimartingale), then the stochastic
differential equation
Z = Y + J (F (Z), X)
has a solution in form of an A-measurable stochastic process Z = (Zt)t≥0 with ca`dla`g
paths, which is adapted to the P-universally completed filtration
FP = ( ∩P∈P FPt )t≥0.
In D(Rk;FP) the solution is unique up to P-indistinguishability, i.e. for any other
solution Z ′ ∈ D(Rk;FP), we have Z = Z ′ P-almost surely for all P ∈ P. If (Yt)t≥0 is
a P-F-semimartingale for P ∈ P, then (Zt)t≥0 is a P-FP-semimartingale. Furthermore,
if Z0 ∈ D(Rk) is A-measurable, the Picard iterations (Zn)n∈N with
Zn := Y + J (F (Zn−1), X) ∈ D(Rk;FP)
for n ∈ N converge to Z locally uniform P-almost surely for all P ∈ P, i.e.
lim
n→∞
sup
s≤t
|Zn(s)− Z(s)| = 0
P-almost surely for all t ≥ 0.
Proof. According to Proposition 4.53, the Picard iterations Zn : Ω → D(R+) are
A-measurable for all n ∈ N. Therefore, Lemma 4.52 implies that the pointwise limit
Z(ω) :=
{
limn→∞ Zn(ω) if limn→∞ Zn(ω) exists
0 otherwise
for ω ∈ Ω (with respect to the Skorokhod topology on D(R+;Rk), cf. Lemma 4.2) is
A-measurable as well. Furthermore, Proposition 4.56 shows that
lim
n→∞
sup
s≤t
|Zn(s)− Z(s)| = 0
P-almost surely for all t ≥ 0 and P ∈ P . This implies that Z is adapted to FP, since the
iterations Zn are adapted to FP for n ∈ N, and that Z is the (unique) solution of
Z = Y + JP (F (Z)−, X)
(
= Y + J (F (Z), X) )
for all P ∈ P , as required.
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Remark 4.58 (Equations with Functional Lipschitz Coefficients). Suppose that
F : D(Rd) → D(Rk×d) is only functional Lipschitz (as in Theorem 4.55) and Cantor’s
continuum hypothesis holds. It is still possible to solve the equation
Z = Y + J (F (Z), X)
with a solution Z ∈ D(Rk;FP+ ) adapted to the P-universally augmented filtration
FP+ =
(∩P∈PFPt+)t≥0
instead of the P-universally completed filtration FP , using a slightly different argument
compared to Theorem 4.57: According to the construction of the Picard iterations and
of the generalized stochastic integral in Proposition 4.53,
Zn = Y + JP
(
F (Zn−1)−, X
)
holds for all n ∈ N (by iteration) P-almost surely for each P ∈ P . Hence, Proposition 4.56
implies limn→∞ Zn =: ZP uniformly on compacts in P-probability with
ZP = Y + JP
(
F (ZP)−, X
)
for each P ∈ P . According to [97, Lemma 2.5], which is basically a lift of Mokobodzki’s
medial limit (as in Theorem 4.49) from R = R ∪ {±∞} to D(Rk) and therefore assumes
the validity of Cantor’s continuum hypothesis, there exists
Z = (Zt)t≥0 ∈ D(Rk;FP+ )
with Z = ZP P-almost surely for all P ∈ P . In particular, limn→∞ Zn = Z uniformly on
compact in P-probability for each P ∈ P and
Z = ZP = Y + JP
(
F (ZP)−)t≥0, X
)
= Y + JP (F (Z)−, X)
= Y + J (F (Z), X)
holds P-almost surely for all P ∈ P, as required. It is easy to check that the solution is
unique in D(Rk;FP+ ) up to P-indistinguishability. However, note that Z is in general
only measurable with respect to the P-universally completed filtration AP = ∩P∈PAP.
In the rest of this section, we want to use the preceding generalization of stochastic
differential equations for sublinear expectations to construct sublinear Markov semi-
groups. Since we want to use the special structure of the canonical filtration for the
coordinate-mapping process on the Skorokhod space, we need the following generalization
of Lemma 4.52 on the measurability of almost sure limits. It shows how we can apply
certain measurability results (such as [38, Theorem 97, p. 147]) to the solutions of our
generalization of stochastic differential equations for sublinear expectations, which are in
general only adapted to the completed filtration.
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Lemma 4.59 (Measurable Modifications). Suppose that (S, d) is a separable metric
space and (Ω,A,P) a probability space. If X : Ω→ S is AP/B(S)-measurable, then there
exists an A/B(S)-measurable Y : Ω→ S such that X = Y holds P-almost surely.
Proof. Since (S, d) is separable, there exists a countable base (Bn)n∈N for the topology
such that B(S) is generated by (Bn)n∈N (cf. e.g. [30, Remark D.32, p. 394]). The
AP/B(S)-measurability of X : Ω → S implies that X−1(Bn) ∈ AP, i.e. there exist
subsets of P-null sets En ∈ AP with
X−1(Bn) \ En ∈ A
for all n ∈ N. Since ∪n∈NEn ∈ AP is still a subset of a P-null set, there exists a P-null
set E ∈ A with ∪n∈NEn ⊂ E. Fix x0 ∈ S and define Y : Ω→ S by
Y (ω) := X(ω)1Ω\E(ω) + x01E(ω)
for ω ∈ Ω. The construction entails that for all n ∈ N
Y −1(Bn) =
{
X−1(Bn) ∪ E = (X−1(Bn) \ En) ∪ E ∈ A if x0 ∈ Bn
X−1(Bn) \ E = (X−1(Bn) \ En) \ E ∈ A if x0 /∈ Bn
holds. Since (Bn)n∈N is a countable base for the topology of S, i.e. every open set is
a countable union of elements in (Bn)n∈N, this implies the A/B(S)-measurability of
Y : Ω→ S. Moreover, P(E) = 0 shows that X = Y holds P-almost surely.
Proposition 4.60 (Markov Property). Assume that X = (Xt)t≥0 is a d-dimensional
Le´vy process for sublinear expectations (starting in X0 = 0) on a measurable space (Ω,A)
adapted to the filtration F = (Ft)t≥0 (as in Remark 4.38) together with the associated
uncertainty subset P ⊂ Psem(Ω) and a globally Lipschitz-continuous f : Rk → Rk×d.
Moreover, suppose for (A ∩ FPT )-measurable maps ξ : Ω→ Rk and T > 0 that
ZT,ξ : Ω −→ D(R+;Rk),
are the unique A-measurable solutions (from Theorem 4.57) of the equations
ZT,ξ = ξ + J (f(ZT,ξ), XT+ • )
adapted to the shifted P-universally completed filtration FPT+ • = (∩P∈PFPT+t)t≥0, and that
E = sup
P∈P
EP :
⋂
P∈P
L1(P) −→ R
is the sublinear expectation associated to P ⊂ Psem(Ω). For upper semi-analytic functions
ϕ : Rk → R, the functions x 7→ E (ϕ (Z0,xt )) are upper semi-analytic and
E
(
ϕ
(
Z0,xs+t
) )
= E
(
E
(
ϕ
(
Z0,yt
) )∣∣∣
y=Z0,xs
)
holds for all t, s ≥ 0.
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Proof. First of all, note that we heavily rely on the constructions of Le´vy processes and its
properties from Remark 4.38: In fact, the process X = (Xt)t≥0 is the coordinate-mapping
process on the Skorokhod space
Ω = D0(R+;Rd)
equipped with the Borel-σ-algebra A = B(D0(R+)) and its canonical filtration
Ft = σ(Xs : s ≤ t) ⊂ B(D0(R+))
for t ≥ 0. Since Z0,x : Ω→ D(R+) is A-measurable (i.e. in this case Borel-measurable)
and ϕ : Rk → R is upper semi-analytic, the composition
ϕ
(
Z0,xs+t
)
: Ω −→ R
is upper semi-analytic by [16, Lemma 7.30, p. 177]. Similar to the proof of Lemma 4.30,
[16, Proposition 7.47, p. 179] and [16, Proposition 7.48, p. 180] imply that
Rk 3 y 7−→ E (ϕ (Z0,yt )) ∈ R
is upper semi-analytic and hence is Ω 3 ω 7→ E (ϕ (Z0,yt )) |y=Z0,xs (ω) ∈ R, as a composition
with a Borel-measurable function: Here, we used that
Rk × Ω 3 (y, ω) 7−→ Z0,yt (ω) ∈ R
is upper semi-analytic for all t ≥ 0, which follows from the pathwise construction of
the solutions of stochastic differential equations from Theorem 4.57 and the Borel-
measurability with respect to (y, ω) ∈ Rk ∈ Ω of the associated Picard iterations.
The semi-analyticity of all functions now allows us to employ the properties of the
corresponding sublinear conditional expectation (Et)t≥0 as introduced in Theorem 4.29:
In fact, if we show that Z0,xs+t = Z
s,y
t |y=Z0,xs holds P-almost surely for all P ∈ P and
E
(
ϕ
(
Zs,yt
))
= E
(
ϕ
(
Z0,yt
))
E
(
Es
(
ϕ
(
Zs,yt
)∣∣∣
y=Z0,xs
))
= E
(
E
(
ϕ
(
Zs,yt
))∣∣∣
y=Z0,xs
)
for t, s ≥ 0 and x, y ∈ Rk, then the aggregation property of the sublinear conditional
expectation (as demonstrated in Theorem 4.29) implies that
E
(
ϕ
(
Z0,xs+t
))
= E
(
ϕ
(
Zs,yt
)∣∣∣
y=Z0,xs
)
= E
(
Es
(
ϕ
(
Zs,yt
)∣∣∣
y=Z0,xs
))
= E
(
E
(
ϕ
(
Zs,yt
))∣∣∣
y=Z0,xs
)
= E
(
E
(
ϕ
(
Z0,yt
))∣∣∣
y=Z0,xs
)
holds. To complete the proof, we will now show that these three premises hold:
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As indicated before, the construction of the solution (in the proof of Theorem 4.57) as
the pathwise limit of the Picard iterations implies the Borel-measurability of
Rk × Ω 3 (y, ω) 7−→ Zs,y(ω) ∈ D(R+)
for s ≥ 0. The uniqueness of solutions hence shows that Zs,y|y=Z0,xs = Zs,Z
0,x
s holds
P-almost surely for all P ∈ P . Moreover, the construction of the stochastic integral from
Proposition 4.53 implies that for every s ≥ 0 and x ∈ Rk
Z0,x
(
s+ · ) = x+ J (f(Z0,x), X) (s+ · )
= x+ J (f(Z0,x), X) (s) + J (f(Z0,x(s+ · )), X(s+ · )) ( · )
= Z0,x
(
s
)
+ J (f(Z0,x(s+ · )), X(s+ · )) ( · )
holds up to P-indistinguishability. Therefore, the uniqueness of solutions implies that
Z0,xs+t = Z
s,Z0,xs
t = Z
s,y
t
∣∣
y=Z0,xs
holds P-almost surely for all P ∈ P .
Since our stochastic integral is defined pathwise in Proposition 4.53,
Z0,x
(
Xs+ •
)
=
(
x+ J (f(Z0,x), X) )(Xs+ • ) = x+ J (f(Z0,x(Xs+ • )), Xs+ •)
entails that Z0,x (Xs+ • ) is another solution of the defining equation for Z
s,x. Note that
Z0,x
(
Xs+ •
)
: Ω −→ D(R+)
is Borel-measurable as the composition of the Borel-measurable maps Z0,x : Ω→ D(R+)
and Xs+ • : Ω→ Ω. Moreover, the FPt -measurability of Z0,x(t) implies that Z0,x(Xs+ • )(t)
is measurable with respect to σ(Xs+u : u ≤ t)P ⊂ FPs+t. The uniqueness of solutions as in
Theorem 4.57 therefore implies that
Z0,x
(
Xs+ •
)
= Xs,x
holds P-almost surely for all P ∈ P . This leads to
E
(
ϕ
(
Z0,xt
(
X
)))
= E
(
ϕ
(
Z0,xt
(
Xs+ •
)))
= E
(
ϕ
(
Zs,xt
(
X
)))
using the stationarity of the increments of the Le´vy process X, which we derived from
the Markov property and the spatial homogeneity in Remark 4.38.
According to Lemma 4.59, for every Pˇ ∈ P there exists an Fs-measurable Y Pˇ : Ω→ R
such that Z0,xs = Y
Pˇ holds Pˇ-almost surely, since Z0,xs is F Pˇs -measurable. In particular,
the definition of the completion implies that there exists
Fs 3 Ωˇ(Pˇ) ⊂
{
ωˇ ∈ Ω
∣∣∣ Z0,xs (ωˇ) = Y Pˇ(ωˇ)} ∈ F Pˇs
with Pˇ(Ωˇ(Pˇ)) = 1 for all Pˇ ∈ P. Note that since Ωˇ(Pˇ) ∈ Fs = σ(Xu : u ≤ s), where
212
4. Stochastic Processes
X = (Xt)t≥0 is the coordinate mapping process, [38, Theorem 97, p. 147] implies that
ωˇ ∈ Ωˇ(Pˇ) if and only if (ωˇs∧t)t≥0 ∈ Ωˇ(Pˇ). Similarly, Y Pˇ(ωˇ) = Y Pˇ((ωˇs∧t)t≥0) for every
ωˇ ∈ Ω due to the Fs-measurability of Y Pˇ : Ω→ R. Altogether,
Z0,xs (ωˇ ⊗s ωˆ) = Y Pˇ(ωˇ ⊗s ωˆ) = Y Pˇ(ωˇ) = Z0,xs (ωˇ)
holds for all ωˇ ∈ Ωˇ(Pˇ) and ωˆ ∈ Ω. Analogously, one can show that for every Pˆ ∈ P there
exists Ωˆ(Pˆ) ∈ σ(Xu : u ≥ s) with Pˆ(Ωˆ(Pˆ)) = 1 such that
Zs,yt (ωˇ ⊗s ωˆ) = Zs,yt (ωˆ)
holds for all ωˆ ∈ Ωˆ(Pˆ) and ωˇ ∈ Ω. Finally, these two findings imply that
E
(
Es
(
ϕ
(
Zs,yt
)∣∣∣
y=Z0,xs
))
= sup
Pˇ∈P
∫
Ω
sup
Pˆ∈P
∫
Ω
ϕ
(
Zs,yt
(
ωˇ ⊗s ωˆ
))∣∣∣
y=Z0,xs (ωˇ⊗sωˆ)
Pˆ(dωˆ) Pˇ(dωˇ)
= sup
Pˇ∈P
∫
Ω
1Ωˇ(Pˇ)(ωˇ) sup
Pˆ∈P
∫
Ω
ϕ
(
Zs,yt
(
ωˇ ⊗s ωˆ
))∣∣∣
y=Z0,xs (ωˇ⊗sωˆ)
1Ωˆ(Pˆ)(ωˆ) Pˆ(dωˆ) Pˇ(dωˇ)
= sup
Pˇ∈P
∫
Ω
sup
Pˆ∈P
∫
Ω
ϕ
(
Zs,yt
(
ωˇ ⊗s ωˆ
))∣∣∣
y=Z0,xs (ωˇ⊗sωˆ)
1Ωˆ(Pˆ)(ωˆ)1Ωˇ(Pˇ)(ωˇ) Pˆ(dωˆ) Pˇ(dωˇ)
= sup
Pˇ∈P
∫
Ω
(
sup
Pˆ∈P
∫
Ω
ϕ
(
Zs,yt
(
ωˆ
))
Pˆ(dωˆ)
)∣∣∣∣
y=Z0,xs (ωˇ)
Pˇ(dωˇ) = E
(
E
(
ϕ
(
Zs,yt
))∣∣∣
y=Z0,xs
)
using the construction of the sublinear conditional expectation from Theorem 4.29.
Proposition 4.61 (Dependence on Initial Values). Suppose that X = (Xt)t≥0 is a
d-dimensional stochastic process on a measurable space (Ω,A) with ca`dla`g paths, and
that P ⊂ Psem(Ω) such that the family of probability measures
P ◦X−1 = {P ◦X−1 ∣∣ P ∈ P} ⊂ P(D(R+;Rd))
is sequentially compact in itself and (var(BP)t)P∈P ⊂ R is tight for all t ≥ 0, where
(BP, CP, νP) are the semimartingale characteristics of X = (Xt)t≥0 with respect to P ∈ P
as in Definition 4.13. If f : Rk → Rk×d is globally Lipschitz-continuous and (Z0,xt )t≥0 the
(unique up to P-indistinguishability) solution of
Z0,x = x+ J (f(Z0,x), X)
for x ∈ Rk from Theorem 4.57, then for bounded and continuous φ : D(R+;Rk) → R
(with respect to the Skorokhod topology from Lemma 4.2) the functions
Rk 3 x 7−→ sup
P∈P
EP
(
φ
(
Z0,x
)) ∈ R
are bounded and continuous.
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Proof. Suppose that φ ∈ Cb(D(R+;Rk)) and (xn)n∈N ⊂ RK with limn→∞ xn = x. Since
sup
x∈Rk
∣∣∣∣sup
P∈P
EP
(
φ
(
Z0,x
))∣∣∣∣ ≤ sup
x∈Rk
sup
P∈P
EP
(∣∣φ (Z0,x)∣∣) ≤ sup
x∈Rk
|φ(x)| <∞,
it remains to prove the continuity of the resulting function.
For a fixed probability measure P ∈ P , [73, Chapter 9, Theorem 6.9, p. 578] shows
lim
n→∞
P ◦ (Z0,xn)−1 = P ◦ (Z0,x)−1
with respect to the weak convergence of measures (as in Remark 4.16). In particular,
EP
(
φ
(
Z0,x
))
= lim
n→∞
EP
(
φ
(
Z0,xn
)) ≤ lim inf
n→∞
sup
P∈P
EP
(
φ
(
Z0,xn
))
,
which implies the lower semicontinuity of x 7→ supP∈P EP (φ (Z0,x)).
The definition of the limit superior and the sequential compactness of P ◦X−1 lead to
lim sup
n→∞
sup
P∈P
EP
(
φ
(
Z0,xn
))
= lim
k→∞
EPnk
(
φ
(
Z0,xnk
))
for some sequence (Pnk)k∈N ⊂ P and P ∈ P such that limk→∞ Pnk ◦X−1 = P◦X−1 weakly.
According to [73, Chapter 6, Theorem 6.21, p. 382], the tightness of (var(BP)t)P∈P ⊂ R
for t ≥ 0 implies that the sequence (Pnk ◦X−1)k∈N is predictably uniformly tight. This
enables us to apply [73, Chapter 9, Theorem 6.9, p. 578], in order to obtain
lim
k→∞
Pnk ◦ (Z0,xnk )−1 = P ◦ (Z0,x)−1
with respect to weak convergence of measures. Finally, this shows that
lim sup
n→∞
sup
P∈P
EP
(
φ
(
Z0,xn
))
= lim
k→∞
EPnk
(
φ
(
Z0,xnk
))
= EP
(
φ
(
Z0,x
)) ≤ sup
P∈P
EP
(
φ
(
Z0,x
))
and hence the upper semicontinuity x 7→ supP∈P EP (φ (Z0,x)), as required.
Remark 4.62 (Le´vy-Type Processes). Suppose that (Xt)t≥0 is the d-dimensional
Le´vy process for sublinear expectations from Remark 4.38 starting at X0 = 0, which
corresponds to the uncertainty coefficients (bα, cα, Fα)α∈A ⊂ Rd× Sd×d+ ×L(Rd) such that
sup
α∈A
(
|bα|+ |cα|+
∫
Rd
(|z| ∧ |z|2) Fα(dz)) <∞,
together with the sublinear expectation E(·) := supP∈P EP(·) and the uncertainty subset
P :=
{
P ∈ Pacsem(D0(R+))
∣∣∣∣∣ (bPs , cPs , F Ps )(ω) ∈ ⋃
α∈A
(bα, cα, Fα) λ(ds)× P(dω)-a.e.
}
.
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If the function f : Rk → Rk×d is globally Lipschitz-continuous and (Zxt )t≥0 is the unique
(up to P-indistinguishability) solution of the stochastic differential equation
Zx = x+ J (f(Zx), X)
for x ∈ Rd from Theorem 4.57, then (Tt)t≥0 is a sublinear Markov semigroup on the
convex cone of bounded, upper semi-analytic functions due to Proposition 4.60, where
Ttϕ(x) := E (ϕ(Z
x))
for x ∈ Rk and ϕ : Rk → R upper semi-analytic. Further, if the tightness condition
lim
r→0
sup
α∈A
∫
|z|<r
(
1 ∧ |z|2) Fα(dz) = 0
holds, and ∪α∈A(bα, cα, Fα) ⊂ Rd×Sd×d+ ×L(Rd) is convex and closed, then Theorem 4.41
implies that ∪x∈KPx is sequentially compact in itself for all K ⊂ Rd compact. Since
var(BP)t =
∫ t
0
|bPs | ds ≤ t sup
α∈A
|bα| <∞
implies the tightness of
(
var(BP)t
)
P∈P for all t ≥ 0, Proposition 4.61 shows that (Tt)t≥0
satisfies the Cb-Feller property (i.e. TtCb(Rd) ⊂ Cb(Rd) for all t ≥ 0) under the additional
tightness and convexity assumptions. In particular, (Zt)t≥0 with
Z(x, ω) := Zx(ω)
for (x, ω) ∈ Ωˆ := Rk × D(R+;Rd) is a Markov process for sublinear expectations on
(Ωˆ, Hˆ, Eˆx)x∈Rd with the space of integrands Hˆ := {Y : Ωˆ→ R | Y is Borel-measurable},
Eˆx (Y ) := E (Y (x, · ))
for Y ∈ Hˆ and x ∈ Rk, and the family of test functions Tˆ := Cb(Rk). In this thesis, we
refer to such processes (Zt)t≥0 as Le´vy-type processes for sublinear expectations.
Fortunately, this construction (in contrast to the one from Remark 4.33, as discussed
in Remark 4.43) allows us to apply the general theory from Section 4.1 to relate the
spatially inhomogeneous, sublinear Markov semigroup to its sublinear generator equation:
Theorem 4.57 shows that Zx is a k-dimensional P-FP-semimartingale for every P ∈ P
and x ∈ Rk. Furthermore, Lemma 4.48 implies that
Pˆx ⊂
{
Pˆ ∈ Pacsem(Dx(R+))
∣∣∣∣∣ (bPˆs , cPˆs , F Pˆs )(ωˆ) ∈ ⋃
α∈A
(bˆα, cˆα, Fˆα)(ωs) λ(ds)× Pˆ(dωˆ)-a.e.
}
with the push-forward uncertainty subsets Pˆx := P ◦ (Zx)−1 and uncertainty coefficients
bˆα(x) := f(x)bα +
∫
Rd
(
hˆ (f(x)z)− f(x)h(z)
)
Fα(dz)
cˆα(x) := f(x)cαf(x)
T
Fˆα(x)(B) :=
∫
Rd
1B(f(x)z)Fα(dz)
for x ∈ Rk and Borel sets B ∈ B(Rk), where h : Rd → Rd is the truncation function for
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semimartingale characteristics in Rd and hˆ : Rk → Rk the truncation function in Rk.
Note that we tacitly used ∫ t
0
Γ(ωˆs−) ds =
∫ t
0
Γ(ωˆs) ds
for all measurable Γ : Rk → R and ωˆ ∈ D(R+;Rk), which holds since ca`dla`g paths have
at most countably many jumps. In particular, if Pα ∈ P such that X = (Xt)t≥0 is a
classical Le´vy process (cf. [117, Chapter 2, Corollary 11.6, p. 63]) for α ∈ A with
(bPαs , c
Pα
s , F
Pα
s )(ω) = (bα, cα, Fα)
λ(ds)× Pα(dω)-almost everywhere, then Pˆα := Pα ◦ (Zx)−1 ∈ Pˆx for x ∈ Rk with
(bPˆαs , c
Pˆα
s , F
Pˆα
s )(ωˆ) = (bˆα, cˆα, Fˆα)(ωs)
λ(ds)× Pˆ(dωˆ)-almost everywhere. Therefore, if the function f : Rk → Rk×d is not only
global Lipschitz-continuous but also bounded, Theorem 4.37 implies that the sublinear
generator of (Tt)t≥0 is of the form
Aˆ(ψ)(x) = lim
δ↓0
Tδψ(x)− T0ψ(x)
δ
= lim
δ↓0
Eˆx(ψ(Zδ))− Eˆx(ψ(Z0))
δ
= sup
α∈A
(
bˆα(x)Dψ(x) +
1
2
tr
(
cˆα(x)D
2ψ(x)
)
+
∫
Rd
(
ψ(x+ z)− ψ(x)−Dψ(x)hˆ(z)
)
Fˆα(dz)
)
for ψ ∈ C∞b (Rk). Note that Theorem 4.37 is applicable, since its proof does not depend
on the specific form of the given filtration. For ϕ ∈ CLipb (Rk), define uϕ : R+×Rk → R by
uϕ(t, x) := Eˆx (ϕ(Zt)) = E (ϕ(Z
x
t )) = Ttϕ(x)
for (t, x) ∈ R+ × Rk. According to Proposition 4.36, there exists C > 0 such that
|uϕ(t, x)− uϕ(s, x)| ≤ L · Eˆx (|Zt − Zs|) ≤ L · C ·
(|t− s|1/2 + |t− s|)
holds for all t, s ≥ 0 and x ∈ Rk. Since (Tt)t≥0 satisfies the Cb-Feller property (cf. the
first paragraph of this remark), we also know that
x 7−→ uϕ(t, x) = Ttϕ(x)
are continuous for all t ≥ 0. Combining these two findings shows that uϕ ∈ Cb(R+ ×Rk).
Finally, Proposition 4.10 implies that uϕ : R+ × Rk → R is a viscosity solution (in terms
of Proposition 4.10) in (0,∞)× Rk of the sublinear generator equation
∂tu
ϕ(t, x)− Aˆ(uϕ(t, · ))(x) = 0
with uϕ(0, · ) = ϕ(·) ∈ CLipb (Rk).
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As a final point, we will apply our results from Chapter 2, to show that the sublinear
generator equations of Le´vy-type processes for sublinear expectations have unique viscosity
solutions: A simple calculation entails that
−Aˆ(ψ)(x) = G(x,Dψ(x), D2ψ(x), ψ) := inf
α∈A
Gα(x,Dψ(x), D
2ψ(x), ψ)
for ψ ∈ C∞b (Rk) and x ∈ Rk with the linear operators
Gα(x, p,X, φ) := −Lα(x, p,X)− Iα(x, φ)
Lα(x, p,X) := b′α(x)p+
1
2
tr
(
σα(x)σα(x)
TX
)
Iα(x, φ) :=
∫
|z|≤1
(
φ(x+ j(x, z))− φ(x)−Dφ(x)j(x, z))Fα(dz)
+
∫
|z|>1
(
φ(x+ j(x, z))− φ(x))Fα(dz)
for (x, p,X, φ) ∈ Rk × Rk × Sk×k × C2b ((0,∞)× Rk) and α ∈ A, where j(x, z) := f(x)z,
b′α(x) := f(x)bα +
∫
|z|≤1
f(x) (z − h(z)) Fα(dz)−
∫
|z|>1
f(x)h(z)Fα(dz)
and σα(x) := f(x)c
1/2
α with the (unique) square root c
1/2
α of positive semi-definite,
symmetric matrices as in [89, Section 6.1.4, p. 88]. This shows that the sublinear
generator equation is a Hamilton-Jacobi-Bellman equation as in Definition 2.27, which
satisfies all assumptions from Remark 2.28. Therefore, Corollary 2.34 implies that
R+ × Rk 3 (t, x) 7−→ uϕ(t, x) = Eˆx (ϕ(Zt)) = E (ϕ(Zxt )) = Ttϕ(x)
is the unique viscosity solution in (0,∞)× Rk of
∂tu
ϕ(t, x)− sup
α∈A
(
f(x)bαDu
ϕ(t, x) +
1
2
tr
(
f(x)cαf(x)
TD2uϕ(t, x)
)
+
∫
Rd
(uϕ(t, x+ f(x)z)− uϕ(t, x)−Duϕ(t, x)f(x)h(z)) Fα(dz)
)
= 0
with uϕ(0, · ) = ϕ(·) ∈ CLipb (Rk). Similar as in Remark 4.38, note that, in order to apply
the comparison principle from Chapter 2, we have to use Lemma 2.4, Remark 2.5 and
Lemma 2.6, to show that the two different notions of viscosity solutions in Definition 2.1
and Proposition 4.10 coincide.
Since Le´vy-type processes for sublinear expectations are constructed in a similar way as
classical Le´vy-type processes – as solutions of a stochastic differential equation driven by
a Le´vy processes for sublinear expectations instead of a classical Le´vy processes – it seems
natural to interpret them as Le´vy-type processes under uncertainty in their characteristics.
Since classical Le´vy-type processes are used frequently in financial modeling (see [31] for an
overview), our intrinsic approach could potentially be interesting in many applications to
obtain best-case or worst-case bounds for models under uncertainty. For an introduction
and fairly complete survey on the recent developments in the theory of classical Le´vy-type
processes, we refer the interested reader to [21].
217

A. Appendix
In this chapter, we collect statements of well-known results from convex analysis and
functional analysis in the form, in which we require them in other parts of this thesis.
Note that the exposition is supposed to be neither introductory nor exhaustive.
A.1. Convex Analysis
Convex analysis is an extension of classical differential calculus to convex functions.
For a comprehensive introduction, we refer the interested reader to [111].
In this section, we will recall the strong connection between the convexity of real-valued
functions and their differentiability. Moreover, we will present an application of this
connection from Robert Jensen in [77], which plays an essential role in the viscosity
solution theory of second-order nonlinear equations.
Lemma A.1 (Stability under Supremum). If (fα)α∈A is a family of convex functions
fα : Ω −→ R
on a common, convex domain of definition Ω ⊂ Rd, then the pointwise supremum
f(x) := sup
α∈A
fα(x) ∈ R ∪ {∞}
is again a convex function on Ω.
Proof. ↪→ [111, Theorem 5.5, p. 35]
Proposition A.2 (Convexity =⇒ Continuity). Every convex function f : Ω → R
defined on an open, convex set Ω ⊂ Rd is locally Lipschitz-continuous.
Proof. ↪→ [94, Proposition 3.5.2, p. 121]
Theorem A.3 (Rademacher). Every locally Lipschitz-continuous function f : Ω→ R
defined on an open set Ω ⊂ Rd is differentiable almost everywhere, i.e. the set of points
where f is not differentiable has Lebesgue measure zero.
Proof. ↪→ [94, Theorem 3.11.1, p. 151]
Corollary A.4 (Convexity =⇒ Differentiability). Every convex function f : Ω→ R
defined on an open, convex set Ω ⊂ Rd is differentiable almost everywhere, i.e. the set of
points where f is not differentiable has Lebesgue measure zero.
Proof. This is a straightforward combination of Theorem A.3 and Proposition A.2.
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Definition A.5 (Semiconvexity). A real-valued function on Ω ⊂ Rd
f : Ω −→ R
is called semiconvex if there exists a finite constant C ≥ 0 for every convex, compactly
contained subset Ω′ ⊂ Ω such that
x 7−→ f(x) + C|x|2
defines a convex function in Ω′.
Lemma A.6 (Twice Differentiability =⇒ Semiconvexity). Every real-valued func-
tion f ∈ C2(Ω) defined on an open set Ω ⊂ Rd is semiconvex.
Proof. Suppose Ω′ ⊂ Ω is convex and compactly contained in Ω. Since the second
derivative D2f : Ω→ Sd×d is continuous and Ω′ compact, the constant
c :=
1
2
sup
x∈Ω′
‖D2f(x)‖ ≥ 0
is finite. Moreover, the Cauchy-Schwarz inequality implies〈
D2(f + c| · |2)(x)ξ, ξ〉 = 〈D2f(x)ξ, ξ〉+ 2c 〈ξ, ξ〉 ≥ (2c− ‖D2f(x)‖) |ξ|2 ≥ 0
for all ξ ∈ Rd and x ∈ Ω′, which means that D2(f + c| · |2)(x) ≥ 0 for every x ∈ Ω′.
In particular, we obtain the convexity of x 7→ f(x) + c|x|2 in Ω′, as required.
Theorem A.7 (Alexandrov). Every semiconvex function f : Ω → R defined on an
open set Ω ⊂ Rd is twice differentiable almost everywhere, i.e. there exists
Ω′ ⊂ {x ∈ Ω : f is differentiable in x}
such that Ω \ Ω′ is a Lebesgue-null set and for all x ∈ Ω′ there exists A ∈ Sd×d such that
Df(y) = Df(x) + A(y − x) + o(|y − x|)
holds as y → x.
Proof. ↪→ [94, Theorem 3.11.2, p. 154]
Lemma A.8 (Jensen). Suppose that Ω ⊂ Rd is bounded and open, and that f : Ω→ R
is Lipschitz-continuous with an interior maximum that exceeds the boundary values,
i.e. there exists x0 ∈ Ω such that
f(x0) = max
x∈Ω
f(x) > max
x∈∂Ω
f(x).
If f : Ω→ R is semiconvex in Ω and ε > 0, then there exists p ∈ Rd with |p| ≤ ε and an
interior point z ∈ Ω such that the function
x 7−→ f(x)− 〈p, x〉
has a global maximum and is twice differentiable at z ∈ Ω, i.e.
f(x) = f(z) + 〈p, x− z〉+ 1
2
〈X(x− z), (x− z)〉+ o(|x− z|2)
holds for some X ∈ Sd×d as x→ z.
Proof. ↪→ [70, Lemma 5.2]
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A.2. Functional Analysis
Functional analysis can be seen as a generalization of results from linear algebra, and
measure and integration theory from finite-dimensional to infinite-dimensional spaces.
For comprehensive introductions, we refer the interested reader to [86], [115] and [130].
In this section, we will recall the classical Hahn-Banach extension theorem and the
related separation of normed spaces by hyperplanes. Moreover, we will give a brief
overview over the Bochner integration theory (which is essentially a generalization of the
Lebesgue integration theory for functions with values in a Banach space) and discuss
its applicability for differential characteristics in Section 4.2. At last, we will recall the
definition of Hausdorff distances as a method to lift metrics to power sets.
Theorem A.9 (Hahn-Banach Extension). Let H be a real linear space, L ⊂ H a
real linear subspace, p : H → R a sublinear functional and f : L → R a linear functional
that is dominated by p (i.e. f(x) ≤ p(x) for all x ∈ L). There exists a linear functional
F : H → R
that extends f (i.e. F |L = f) and is still dominated by p (i.e. F (x) ≤ p(x) for all x ∈ H).
Proof. ↪→ [115, Theorem 3.2, p. 57]
Theorem A.10 (Hyperplane Separation). Suppose that (X, ‖ · ‖) is a real normed
space and A,B ⊂ X are disjoint, convex sets. If A is closed and B is compact, then
there exists a continuous, linear T : X → R and constants c1, c2 ∈ R such that
T (a) ≤ c1 < c2 ≤ T (b)
for all a ∈ A and b ∈ B.
Proof. ↪→ [115, Theorem 3.4, p. 59]
Remark A.11 (Bochner Integration). Suppose that (X, ‖ · ‖) is a real Banach space
and (Ω,A, µ) a finite measure space. It is possible to show (cf. [44, Chapter 2, p. 41])
that there exists a generalization of the Lebesgue integral to X-valued integrands
L1(µ;X) :=
{
f : Ω→ X ∣∣ f is strongly µ-measurable and ‖f‖ ∈ L1(µ)} ,
which is typically referred to as Bochner integral or Dunford integral, such that∫
Ω
T (f(x))µ(dx) = T
(∫
Ω
f(x)µ(dx)
)
holds for all f ∈ L1(µ;X) and continuous, linear operators T : X → R. A function
f : Ω → X is called strongly µ-measurable if there exists a sequence (fn)n∈N of Borel-
measurable functions fn : Ω→ X such that fn(Ω) ⊂ X is countable and
lim
n→∞
fn = f
µ-almost surely. In particular, if (X, ‖ · ‖) is separable, then Petti’s measurability test
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(cf. [44, Chapter 2, Section 1, Theorem 2, p. 42] and [119, Theorem 8.8, p. 61]) shows
that every Borel-measurable f : Ω→ X is strongly µ-measurable. It is possible to show
that most of the properties of the Lebesgue integral, such as the triangle inequality∥∥∥∥∫
Ω
f(x)µ(dx)
∥∥∥∥ ≤ ∫
Ω
‖f(x)‖µ(dx)
for f ∈ L1(µ;X) and dominated convergence, carry over to the Bochner integral.
In order to talk work with differential characteristics, as defined in Remark 4.19, we
would like to integrate functions taking values in L(Rd), whose topology is given by an
isometry into Mb(Rd) with respect to weak convergence of measures as in Remark 4.17.
Many publications (cf. e.g. [73, Chapter 2, Proposition 2.9, p. 77] and [21, Definition 2.43,
p. 64]) work with a notion, where a function f : [0, T ]→Mb(Rd) with T > 0 is called
integrable with integral F ∈Mb(Rd) if the equality∫ T
0
∫
Rd
ϕ(x) f(t)(dx) dt =
∫
Rd
ϕ(x)F (dx)
holds for all ϕ ∈ Cb(Rd). This corresponds to the notion of the Pettis integral as discussed
in [44, Chapter 2, Section 3, p. 52] or [124, Chapter 4, p. 45], which only requires the
weaker measurability for f : R+ →Mb(Rd) in that the mappings
t 7−→
∫
Rd
ϕ(x) f(t)(dx)
are Lebesgue-measurable for all ϕ ∈ Cb(Rd). According to [20, Section 8.3, p. 191] the
linear space Mb(Rd) with the Kantorovich-Rubinstein norm
‖µ‖Mb := sup
{∫
Rd
ϕ(x)µ(dx) : sup
x∈Rd
|ϕ(x)| ≤ 1, sup
x 6=y
|ϕ(x)− ϕ(y)|
|x− y| ≤ 1
}
is a normed space. Hence, the (topological) completion X := Mb(Rd) with respect to
‖ · ‖Mb is a Banach space. Moreover, as we have already noted in Remark 4.16, on the
convex and closed subset of non-negative, bounded Borel measures
M+b (R
d) ⊂ X,
the Kantorovich-Rubinstein norm generates the topology of weak convergence of measures,
which is separable due to the separability of the Euclidean space Rd. Therefore, Petti’s
measurability test (cf. [44, Chapter 2, Section 1, Theorem 2, p. 42]) shows that if the
function f : [0, T ]→M+b (Rd) satisfies the boundedness condition∫ T
0
‖f(t)‖Mb dt =
∫ T
0
f(t)(Rd) dt <∞,
then f : [0, T ] →M+b (Rd) is Bochner integrable if and only if t 7→
∫
Rd ϕ(x) f(t)(dx) is
Lebesgue integrable for all ϕ ∈ Cb(Rd). In particular, all integrals in Chapter 4 are not
only Pettis integrals but even Bochner integrals.
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Lemma A.12 (Range of Integrals). If (X,A, µ) is a measure space and (Y, ‖ · ‖) is
a Banach space, then for all A ∈ A with 0 < µ(A) <∞ and every f ∈ L1(X;Y )
1
µ(A)
∫
A
f(x)µ(dx) ∈ conv(f(A)),
where conv(f(A)) is the closure of the convex hull of f(A).
Proof. Suppose that y := (µ(A))−1
∫
A
f(x)µ(dx) /∈ conv(f(A)). The hyperplane separa-
tion theorem (cf. Theorem A.10) implies the existence of a continuous, linear T : Y → R
and a constant c ∈ R such that
T (z) ≤ c < T (y) = T
(
1
µ(A)
∫
A
f(x)µ(dx)
)
holds for all z ∈ conv(f(A)). In particular, the properties from Remark A.11 imply
c < T
(
1
µ(A)
∫
A
f(x)µ(dx)
)
=
1
µ(A)
∫
A
T (f(x)) µ(dx) ≤ 1
µ(A)
∫
A
c µ(dx) = c,
contradicting our assumption that y = 1
µ(A)
∫
A
f(x)µ(dx) /∈ conv(f(A)).
Remark A.13 (Absolute Continuity). A function F : R+ → X mapping into a
Banach space (X, ‖ · ‖) is called absolutely continuous if there exists
f ∈ L1loc(R+;X) := {f : R+ → X | ∀T > 0 : f |[0,T ] ∈ L1([0, T ];X)}
such that F (t) =
∫ t
0
f(s) ds for all t ≥ 0. In other words, F : R+ → X is absolutely
continuous, if F ∈ Υ(L1loc(R+;X)) with
Υ : L1loc(R+;X) −→ C(R+;X)
θ 7−→ Υ(θ) :=
∫ •
0
θs ds,
which we will refer to as the (Bochner) integration operator. A standard argument shows
that if a function F : R+ → X is absolutely continuous, then for every T > 0 and ε > 0
there exists δ > 0 such that
n∑
j=1
|F (xj)− F (yj)| ≤ ε
for every finite sequence of pairwise disjoint subintervals ((xj, yj))j≤n ⊂ [0, T ] with∑n
j=1 |xj − yj| ≤ δ and n ∈ N. (Note that [44, Chapter 1, Section 2, Theorem 1, p. 10]
implies that the previous condition is equivalent to
∫
B
f(s) ds = 0 for all Lebesgue-null
sets B ⊂ R+, which obviously holds due to the properties of the Bochner integral,
cf. [44, Chapter 2, Section 2, Corollary 5, p. 47].) Unfortunately, [44, Chapter 2,
Section 2, Example 10, p. 50] shows that the converse does not hold for arbitrary Banach
spaces (X, ‖ · ‖). Banach spaces (X, ‖ · ‖) for which the converse holds are said to have
the Radon–Nikodym property (with respect to the Lebesgue measure), and include
all reflexive Banach spaces and separable dual spaces, cf. [44, Chapter 3, Section 2,
Corollary 13, p. 76] and [44, Chapter 3, Section 3, Theorem 1, p. 79].
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The previous remark shows that we have to be careful, when we want to conclude
absolute continuity from Lipschitz-continuity for Bochner integration. Throughout this
thesis, we therefore applied this argument only for finite dimensional Banach spaces,
which are reflexive and hence have the Radon-Nikodym property. Note in particular that
even though weakly compact, convex sets have the Radon-Nikodym property according
to [15, Theorem 5.11, p. 106], we equipped the non-negative, bounded Borel measures
M+b (Rd) with the Cb(Rd)-weak convergence of measures in Remark 4.16, which is actually
the weak-* and not the weak convergence in the terms of functional analysis.
Lemma A.14 (Lipschitz Constant Map). The map Λ : D(R+;X) → [0,∞] for a
metric space (X, d) that assigns the optimal Lipschitz-continuity constant
Λ(ω) := sup
{
d(ω(t), ω(s))
|t− s| : t > s ≥ 0
}
to a ca`dla`g path ω ∈ D(R+) is lower semicontinuous with respect to the Skorokhod
topology as introduced in Lemma 4.2.
Proof. Suppose that (ωn)n∈N ⊂ D(R+;X) with limn→∞ ωn = ω ∈ D(R+;X) with respect
to the Skorokhod topology, i.e. there exists a sequence (λn)n∈N of strictly increasing
functions λn : R+ → R+ with limn→∞ supt≥0 |λn(t)− t| = 0 and
lim
n→∞
sup
t∈[0,T ]
d (ωn(λn(t)), ω(t)) = 0
for all T > 0. Hence, for t > s ≥ 0 the convergence implies
d (ω(t), ω(s))
|t− s| = limn→∞
d (ωn (λn(t)) , ωn (λn(s)))
|λn(t)− λn(s)| ≤ lim infn→∞ Λ(ω
n)
and hence Λ(ω) ≤ lim infn→∞ Λ(ωn), as required.
Remark A.15 (Hausdorff Distances). The Hausdorff distance dXH : 2
X×2X → [0,∞]
is the metric on the power set 2X of a metric space (X, d) defined by
dXH(A,B) := max
{
sup
a∈A
inf
b∈B
d(a, b), sup
b∈B
inf
a∈A
d(a, b)
}
= inf{ε > 0 | A ⊂ Bε, B ⊂ Aε}
for A,B ⊂ X, where Mε := {x ∈ X | d(x,M) ≤ ε} for subsets M ⊂ X and ε ≥ 0,
cf. e.g. [50, Problem 4.5.23, p. 298] and [112, Chapter 4, Section C, p. 117]. It is easy to
check that the following triangle inequality
d(x,A) ≤ d(x,B) + dXH(A,B)
holds for all x ∈ X and A,B ⊂ X.
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Based on the novel results from this thesis, there are a variety of possible directions for
subsequent research. In this short outlook, we collect some of the potentially promising
ideas, we stumbled upon during the creation of this thesis:
In the field of viscosity solution theory for fully nonlinear partial integro-differential
equations, it would be interesting to study comparison principles and regularity results
for general elliptic problems and problems with more general boundary conditions (in the
spirit of [74] and [11]). In particular, our general maximum principle from Section 2.2
seems to provide the correct tool to extend some of the existing results to our generalized
set-up in an easy manner. On top of that, it would be important for applications of
Le´vy-type processes for sublinear expectations, to extend some of the recent results (such
as [27]) on the numerical analysis of nonlocal equations to our generalized set-up.
In the field of nonlinear expectations, one could try to generalize our construction
of sublinear Markov semigroups to Markov-type semigroups via backwards stochastic
differential equations (based on [106]). Compared to Remark 4.62, this generalization
would correspond to path-dependent uncertainty coefficients and resulting path-dependent
nonlocal equations. Another approach could be to extend our construction of Le´vy-type
processes for sublinear expectations to unbounded uncertainty coefficients or processes
with finite lifetime (similar to the classical Markov process theory in [21]). Moreover,
one could generalize the strong connection between Le´vy-type processes and elliptical
Hamilton-Jacobi-Bellman equation to sublinear expectations using an optimal stopping
argument – imitating the relationship between classical Brownian motion and the Laplace
equation. Alternatively, one could focus on applications (such as stochastic optimal
control, stochastic game theory or financial modeling) and employ our intrinsic calculus
for stochastic processes on sublinear expectation spaces.
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