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Abstract Robotic tasks such as navigation and path planning can be greatly
enhanced by a vision system capable of providing depth perception from fast
and accurate 3D surface reconstruction. Focused on robotic welding tasks we
present a comparative analysis of a novel mathematical formulation for 3D
surface reconstruction and discuss image processing requirements for reliable
detection of patterns in the image. Models are presented for a parallel and
angled configurations of light source and image sensor. It is shown that the
parallel arrangement requires 35% fewer arithmetic operations to compute
a point cloud in 3D being thus more appropriate for real-time applications.
Experiments show that the technique is appropriate to scan a variety of
surfaces and, in particular, the intended metallic parts for robotic welding
tasks.
1 Introduction
One the main challenges in automated robotic tasks is the development of
flexible systems that can be set up quickly and easily with minimum user
intervention and can be switched over to another product line while main-
taining quality and productivity. Small and medium enterprises normally find
it difficult to invest in new technologies requiring expert knowledge and ex-
tensive human training. Addressing those issues, the MARWIN Project [8]
(Decision Making and Augmented Reality Support for Automatic Welding
Installations) funded by the EU offers a solution to human-robot interaction
by developing a cognitive welding robot where welding tasks and parame-
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ters are intuitively selected by the end-user directly from a library of CAD
models. Robot trajectories are then automatically calculated from the CAD
models and validated through fast 3D scanning of the welding scene. The role
of the user is limited to high level specification of the welding task and to the
confirmation or changing of welding parameters and sequences as suggested
by MARWIN.
This paper focuses on describing optical techniques for fast 3D reconstruc-
tion including image processing methods and a comparative analysis of sensor
configurations concerning mathematical formulation and computational re-
quirements. Optical methods for 3D surface reconstruction can be divided
into two categories: passive methods that only require images from fairly
uncontrolled illumination, and active methods that require controlled pat-
terns of light to be projected onto the scene [10]. Passive methods include
stereo vision, Shape-from-X (SfX) and Simultaneous Localization and Map-
ping (SLAM). Active methods include Time-of-Flight (ToF) and Structured
Light where surface patches are reconstructed from the geometric relation-
ships existing between the source of light and sensor devices. Our research
is focused on structured light techniques using coded and uncoded light pat-
terns (e.g. [2, 15]). The main advantages of our techniques are speed and
accuracy as a surface is scanned and reconstructed from a single 2D image
in 40ms.
Structured light techniques can take many forms; a review of current tech-
niques is provided in [11]. Salvi et al. [16] have proposed a classification
of structured patterns based on their coding strategy. For instance, we can
identify recent techniques such as the Kinect Box based on projecting dot
patterns [17], projection of a single pattern of uncoded stripes [13], coded
stripes [15], colour patterns such as in [4], and alternating stripe patterns
or phase shifting [18]. In general, structured light scanners in the literature
assume an angled configuration in which the normals from the centre of the
projector and the centre of the camera sensor meet at the calibration plane
with a number of methods being proposed for reliable pattern detection (e.g.
[1, 3, 5, 7, 12]).
In this paper we further our previous work on fast 3D reconstruction using
structured light [14] by comparing a novel configuration and corresponding
mathematical formulation where the light source and camera sensor are paral-
lel to each other against a standard angled configuration. Section 2 presents
the mathematical formulation of both sensor configurations, Section 3 dis-
cusses image processing functions, Section 4 presents experimental results
and a conclusion is presented in Section 5.
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2 The Geometry of Structured Light
The principle of operation of the MARWIN structured light scanner is to
project multiple planes of light onto the target surface whose image is
recorded by a camera. The shape of the captured pattern is combined with
the spatial relationship between the light source and the camera, to determine
the 3D position of the surface along the pattern.
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suited. It is opaque, fairly diﬀuse [34] and, apart from small features, fairly smooth and
monotone. Specular highlights (or glossiness) may occur due to the presence of oily sebum
on the skin [87], but we have not found this to be a major concern.
Various projected patterns have been considered such as dots [97], horizontal and vertical
stripes [32, 54, 101], and diagonal stripes [14]. An advantage of stripes over dots, and the
reason why we choose stripes, is that an improved sample resolution is achievable. Note that
for the camera to sense pattern deformity the stripes need to be normal (not parallel) to the
plane spanned by the camera and projector axes (this follows from the epipolar constraint
which we discuss in section 3.5.3).
For a direct and unambiguous mapping between image space and 3D space it is important to
know which captured pattern element corresponds to which projected element. Many coding
schemes have been proposed to distinguish between diﬀerent captured stripes (see [107] for
a review). Figure 2.3 shows some examples. One proposed scheme, called time-multiplexing,
projects a series of luminance patterns over time so that every recorded point is encoded by
a sequence of intensities [32, 122]. This method can be robust and accurate but, because
it requires multiple scans over time, is suitable only for motionless objects. To avoid the
need for multiple scans single static patterns have been proposed where colour [102], stripe
width [13, 81], or a combination of both [134] is used to diﬀerentiate between the recorded
stripes. An uneven distribution in stripe width, however, reduces the resolution and can cause
diﬃculties on a surface with variable depth. Colour coding can cause problems as well where
the surf ce exhibits weak or ambiguous reflecti n properties.
(a) time-multiplexing (b) colour coding (c) variable width (d) uncoded stripes
Figure 2.3: Diﬀerent coding schemes (a)–(c) which may aid in solving the
correspondence problem in a structured light scanning system.
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Fig. 1: Examples of coding schemes. From left to right: time-multiplexing,
colour coding, variable width, and uncoded stripes.
The mapping from a captured image to a 3D surface requires knowledge
of correspondences between captured patterns and projected elements. Many
coding schemes have been proposed, a review is given in [16] and a few ex-
amples are depicted in Figure 1. In order to avoid taking multiple shots as
in time-multiplexing, several coding schemes can be used based on colour
or variable width stripes. In this research we use grey-level stripes as in un-
coded stripes of Figure 1 in which every stripe has the same width allowing
a maximum resolution with a sufficiently dense pattern of stripes.
In order to proceed to the mathematical formulation, first it is necessary to
define a coordinate system; all image and surface parameters will be related
to this reference frame. We choose the coordinate system to be in relation to
the light source as shown in Figure 2: the origin is set at a known distance
from the centre of the projection. Concerning the physical arrangement, the
camera and projector can be either in parallel or angled configuration as
illustrated in Figure 3.
The problem we are trying to solve is defined as follows. Every pixel in the
image as captured by the camera needs to be mapped into 3D to the chosen
world coordinate system, also referred to as the system space. This is solved
by determining to which light plane or stripe each pixel belongs to, and then
through trigonometric relationships find the coordinates of the surface point
imaged by the pixel.
Assuming that image processing functions are available to detect stripes
and their respective indices in the image (see Section 3), the mapping from
the image sensor to a surface point is defined by the pixel location and its
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Figure 3.2: (a) We define a coordinate system in relation to the projector.
(b) Indices are assigned to planes emanating from the projector. The planes
project to evenly spaced stripes on the Y –Z plane.
Each projected stripe lies in a specific plane that originates from the projector, and the
position and shape of a certain stripe in such a plane depend on the surface it hits. Figure
3.2(b) shows the arrangement of these planes as viewed down the Y -axis. They are all parallel
to the Y -axis and their intersections with the Y –Z plane are evenly spaced. To discriminate
between the planes we assign successive indices as shown. Note that the horizontal plane
containing the projection axis (and therefore also the X-axis) has an index of 0. The distance
W between two consecutive stripes on the Y –Z plane can be measured and enables us, for
example, to write the point of intersection between the Z-axis and a plane with index n as
(0, 0,Wn) in system coordinates.
The position of the camera is fixed in system space on top of the projector, as shown in Figure
3.3. We require that:
• the central camera axis lies in the X–Z plane, and is parallel to the X-axis (therefore
also to the projector axis);
• the centre of the camera lens is at point (Dp, 0, Ds) in system space, with Ds > 0;
• and the camera is not “tilted” (rotated about its central axis) with respect to the
projector, such that any point in theX–Z plane is captured to the central image column.
30
Fig. 2: A coordinate system is defined in relation to the light source which
also defines the indices of the light planes.
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Figure 3.17: Our parallel system is shown in (a). In an angled scanning
system (b) the camera and projector axes meet at th igin.
3.5.1 Easier calibration
Suppose that for the angled system the parameters Dp, W , P and k are defined similarly to
the ones for the parallel system. The camera has to be positioned so that its central axis
intersects the system origin, forming an angle θ with the positive X-axis (see Figure 3.17(b)).
That point of intersection has to be known so that Dp can be measured. The angle θ is also
needed, and has to be measured accuractely. The calibration of the parallel system, on the
other hand, is less arduous. There is neither an angle to be measured nor an intersection
point of the camera and projector axes to be found. Also, the base of the camera may already
be parallel to the central axis, and can be useful in accurately positioning the camera parallel
to the projector.
3.5.2 Simpler calculations
For the angled system it was shown in [100] that mapping a pixel (v, h) on stripe n to its
corresponding surface point (x, y, z) can be written as:
x =
DcvP +Wn(cos θ − vP sin θ)
vP cos θ + sin θ + WnDp (cos θ − vP sin θ)
,
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Fig. 3: Left, parallel configuration; right, standard angled configuration.
corresponding stripe index. From the point of view of the image sensor as
illus rated in Figu e 4, the mapping of a pixel to its coordinates p is defined
as p = c + (0,−hPF, vPF ) [14]. Here c is the centre of the image, F is the
focal length of the camera, P is the pixel size and each pixel in the sensor
plane is a square of size PF × PF .
The mathe atical f rmulation f r the parallel configur tion as depicted by
the geometry of Figure 5 is derived entirely from trigonometric relationships
b tween the v ious measured distances [14]. The following p rameters are
defined:
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3.2.1 Image space to system space
The recorded image is generated in the sensor plane of the camera which is behind the lens
perpendicular to the camera axis. It may, for example, consists of an array of charge-coupled
device (CCD) sensors that capture light and convert it into electrical signals which are then
used to produce a digital image. We consider such an image as a matrix with M rows and N
columns containing as elements the greyscale information (integer values between 0 and 255)
of pixels. We will write (r, c) to denote the pixel at row r and column c.
Figure 3.4 illustrates how a pixel (r, c) in the image is mapped to a point p on the sensor
plane of the camera in system space. The pixel is first transformed to centred coordinates
(v, h), with
v = r − 12(M + 1) and h = c− 12(N + 1). (3.1)
Since the focal point of the camera is located at (Dp, 0, Ds) in system space, the centre of the
sensor plane is located at c = (Dp + F, 0, Ds). Here F is the focal length of the camera, as
illustrated in Figure 3.4(c). Assuming that each pixel on the sensor plane is a square of size
PF × PF , we can write the coordinates of point p as
p = c+ (0,−hPF, vPF ). (3.2)
Note that we express the pixel size specifically as PF so that F cancels in some of the
equations that follow.
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Figure 3.4: The position of a pixel in the image at row r and column c is
transformed to coordinates (v, h), and then to a point p in system space.
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Fig. 4: The position of a pixel lying on a stripe of index n in the image plane
is transformed to coordinates (h, v) then to a point p.
Fig. 5: Mapping of a surface point q from (h, v, n) in camera space to (x, y, z)
in system space. Left, side view of scanner; right: view from the top.
Ds: the distance between the camera and the projector
Dp: the distance between the projector and the system origin
W : the width between successive light planes (or stripes) in the calibra-
tion plane
P : the pixel size in the sensor plane of the camera
F : the camera focal distance
v, h: vertical and horizontal position of the pixel in camera space
x, y, z: 3D coordinates of a surface point
n: stripe index from the light source
θ, φ: angle between a light plane and its location in camera space
The expressions to compute the coordinates (x, y, z) in system space from
a pixel location (v, h) on stripe n (mapping to a point on the surface of the
scanned object) is defined by the geometry of Figure 5 as:
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x = Dp − DpDs
vPDp +Wn
(1)
y =
hPDpDs
vPDp +Wn
(2)
z =
WnDs
vPDp +Wn
(3)
The mathematical formulation for the angled configuration has originally
been described in [13]. In this case, the mapping of a pixel (v, h) on stripe n
to its corresponding surface point (x, y, z) can be written as:
x =
DcvP +Wn(cos θ − vP sin θ)
vP cos θ + sin θ + WnDp (cos θ − vP sin θ)
(4)
y = hP (Dc − x cos θ − z sin θ) (5)
z = Wn(1− x
Dp
) (6)
where the expressions for x in equation (4) can be substituted into equa-
tion (6) for z, and then into equation (5) for y, so that each is formulated as
a function of v, h and n.
The resolution in 3D space (in millimetres) for both parallel and angled
configurations are mathematically equivalent: it depends on the spacing be-
tween the projected planes, on the distance between the surface and the light
source and the dimension of the pixel space. The vertical resolution is affected
by the spacing between the projected stripes which occupies several pixels in
the image plane (the distance between two stripes). The horizontal resolution
measured along each stripe is dependent on the horizontal dimension of the
pixel space. We can formalize the resolution (δ) along the (x, y, z) dimensions
by [14]:
δx =
PD2pDs
[vPDp +Wn][(v + 1)PDp +Wn]
(7)
δy = P (Dp − x) (8)
δz =
W
Dp
(Dp − x) (9)
In practice, it is possible to process one vertex in 3D per image pixel along
each stripe (in the horizontal direction assuming that stripes are horizontal).
To illustrate the magnitude of resolution, for an IDS camera with 1280×1024
pixels calibrated at 300mm from the object’s surface, the measured pixel
dimension at the calibration plane is 240 microns. Across stripes, the peak-
and-through distance of a stripe is 5 pixels. Therefore this means that along
stripes the horizontal resolution is 240 microns (0.24mm) and across stripes
the vertical resolution is 240 × 5 = 1200 microns (1.2mm).
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It can be clearly seen from equations (1)–(6) that the mathematical formu-
lation for the parallel configuration is simpler requiring less computing cycles
than those of standard angled scanners: the parallel configuration requires 24
arithmetic operations per vertex in 3D against 37 operations for the angled
(assuming that cos θ and sin θ are pre-computed). Thus, the parallel config-
uration design is more appropriate for 3D real-time processing, as it requires
35% fewer operations than the angled configuration. In terms of mechanical
construction and calibration, both designs are equivalent; the significant dif-
ference is how the surface points (x, y, z) are calculated as described above
from the known calibrated (i.e. measured) values of extrinsic parameters Ds,
Dp, W and θ.
3 Image Processing
In order to reconstruct a surface in 3D according to the mathematical defi-
nitions in the previous section, the following steps are necessary: (1) image
noise filtering; (2) detect stripe patterns in the image; (3) index the stripes in
relation to the centre of the system; then (4) map to 3D space. The mapping
to 3D is accomplished using equations (1), (2), (3) for a parallel configuration
and equations (4), (5), (6) for an angled configuration.
Fig. 6: Left, raw image; top right, raw detail; bottom right, filtered detail.
Figure 6 shows a raw image with detail on the right (raw and filtered).
Normally images are noisy with high specularity specially if a laser-based pro-
jector is used. Image noise removal operations are required namely a median
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filter followed by a weighted mean filter. Details of raw and filtered image
are shown on the right – although it may seem less sharp, each stripe on the
bottom right has a smooth Gaussian profile making it easier to detect the
peak of each stripe with sub-pixel accuracy, which is determined as the local
maxima in the greyscale intensity values of each stripe. Once peaks or local
maxima are detected, algorithms are run (e.g. [2, 13] based on maximum
spanning tree and flood filling) to detect each stripe correctly indexing them,
where the stripe with index 0 (zero) corresponds to the light plane emanating
from the centre of the projector (the reference projected light plane). Stripes
with ascending positive indices are above the centre stripe, negative below.
With the correct indices determined, the mapping given by equations (1)–(3)
or (4)–(6) are then applied resulting in a point cloud of vertices in 3D space.
4 Experimental Results
We developed a flexible design of a compact scanner prototype with internal
adjustable mechanisms allowing it to be configured and calibrated either as
a parallel or angled configuration. To this end, we must choose a calibration
plane at an arbitrary distance from the light source (300mm was used in
this paper, albeit the calibration plane can be set at any distance between
200–800mm or until stripes are still detectable in the image) and adjust the
camera until the line perpendicular to the image sensor is either parallel to
the light source or until it intercepts the system origin at the calibration plane
as shown in Figure 3(b) for an angled configuration. Note that the calibra-
tion plane does not set the maximum distance an object can be scanned. The
limitation is due to the brightness of the projector and the reflective proper-
ties of the surface being scanned which, ultimately, will determine whether
or not stripe patterns can be detected. For instance, it is known that metal
surfaces are difficult to scan due to high levels of specular noise, requiring
special techniques and filters to be used.
The prototype depicted in Figure 7 uses an IDS UI-1241LE camera board
[6] with image size 1280 × 1024 and a Microvision PicoP laser projector [9]
with resolution 848×480 pixels, equivalent to WVGA. The MARWIN project
is concerned with 3D scanning of metallic components, and thus, tests were
carried out on the actual metallic parts used in the robotic assembly. Fur-
thermore, for a comparative analysis of scanner performance, wood and skin
surfaces were also tested. The difference between the parallel and angled con-
figurations is the number of arithmetic operations to evaluate a point cloud;
the calibration procedures are equivalent, and the 2D image processing func-
tions are the same and depend on the surface being scanned. Equally, if 3D
post-processing is required such as hole filling and smoothing, these functions
are also eqivalent for both configurations.
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Fig. 7: The compact GMPR Scanner assembly with laser projector and
CMOS camera. Dimension W ×H × L = 100× 150 × 150mm.
Fig. 8: From top to bottom: metal, wood, skin. Left column: 2D image; mid-
dle: 3D reconstructed surfaces; right: surface with texture mapping.
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Figure 8 depicts several reconstructed surfaces. As 3D reconstruction maps
a 2D pixel to its counterpart 3D vertex, texture mapping is a straightforward
process and there is no need for a post-processing texture mapping step as in
standard scanners. Due to high specularity, metallic parts require two distinct
image filtering functions namely a median followed by a weighted mean filter
to make stripes detectable. In contrast, the other surfaces only require either
a weighted mean filter or a mean filter. In terms of overall processing time
we can break down in several steps: 40ms for 2D image filtering (median
and mean filters), 40ms for calculation of a point cloud in space for the
angled configuration (26ms for the parallel configuration), and 120ms for
3D mesh pos-processing (triangulation, small hole filling, mesh repairing and
smoothing). With all the times computed, the current prototype in either
parallel or angled configuration can operate in real-time at about 5 frames
per second. If only the point cloud estimation is considered, the parallel
configuration requires 35% fewer operations per vertex as compared to the
angled one.
5 Conclusions
This paper describes research as part of the MARWIN project on 3D scan-
ning of metallic components for robotic welding tasks. The focus is on the
development of structured light scanners; a novel mathematical formulation
for a parallel configuration is presented and compared to a standard angled
arrangement of light source and image sensor. The built prototype consists
of a camera board and a laser projector mounted on a mechanism designed
for fine adjustments yielding either parallel or angled configurations. All in-
terfaces to the control computer, camera boards and projector use standard
USB connectors.
The main image processing requirement is identified as filtering images
such that pixel intensities across stripes describe a smooth Gaussian pro-
file for reliable detection of stripes peaks and throughs. Our experience has
demonstrated that for reflective surfaces such as metals, employing a median
filter followed by weighted mean filters can effective remove extremes of noise
resulting in the required Gaussian profile of pixel intensities. On less reflective
surfaces such as wood and skin tissue, a combination of mean and weighted
mean filters proved effective.
The significance of the design shown here is that it provides a simple to
build and calibrate scanner that can be used for a variety of tasks and sur-
faces. In particular, its small form factor and interfaces easily integrate within
robotic tasks, such as welding and assembly of metallic components of the
MARWIN project. Future work includes registration and fusion of scanned
welding components and tests with LED light sources in the visible and
near-infrared spectra. Furthermore, a detailed error analysis of the scanned
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surfaces is required; the focus of this paper has been on initial development
and testing of the designs for parallel and angled configurations and on the
ability to scan a variety of surfaces.
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