ABSTRACT This paper is concerned with the numerical simulations for a class of variable coefficient fractional Burgers equations with delay. The proposed numerical scheme has lower computational cost than the traditional implicit difference schemes and can recover some integrable properties of the original equations. The boundedness, unconditional stability, and the global convergence of the scheme are proved. A numerical experiment is provided to confirm the theoretical results.
I. INTRODUCTION
In this paper, we consider numerical simulations for the following variable coefficient fractional Burgers equation with delay
u(x, t) = φ(x, t), (x, t) ∈ (0, 1)
where p > 0 is a constant, D(x) is the spatially variable coefficient satisfying 0 < c 0 ≤ D(x) ≤ c 1 , smooth function φ(x, t) is the initial condition, f is the source term, s > 0 is the delay term and
where () is the gamma function [1] . In recent years, fractional differential equations provide a powerful tool to model much complicated natural phenomena
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in physics [2] , [3] , chemistry [4] , [5] and bioecology [6] , [7] . Detailed discussions about fractional differential equations can be found in [1] , [8] , and [9] . The applications of the fractional Burgers equations can be referred to [10] - [12] . The authors in [13] - [20] considered numerical methods for solving the similar problems.
Meanwhile, fractional differential equations with delay have been attracting great interest because of their applications in automatic control, population dynamics, economics, etc [21] - [24] . Especially, when α in (4) tends to 1, the models become the classical delay differential equations, which were extensionally studied, see, e.g., [25] - [29] . However, one can obtain the analytical solutions of the fractional delay differential equations only in few cases. To the best of the authors' knowledge, the references [30] - [34] are the few articles about numerical solutions of fractional partial differential equations with delay.
Besides, most of the works focused on the problems with constant coefficient. In actual applications, much complicated natural phenomena should be better modeled by using variable diffusion coefficients [35] - [39] . For example, the flow of heat in a rod is constituted by composite heat-conducting materials, which means that the diffusion coefficient may vary with space variable.
In this paper, a linearly implicit finite difference scheme is developed to solve problem (1) based on the work of Li et al. [17] , [40] . However, [17] considered a linear implicit finite difference scheme for solving the fractional Burgers equation (1) without the source term f , and the spatially variable coefficient D(x) is a constant. In the present paper, the boundedness, unconditional stability and the global convergence of the scheme are proved. It is shown that the convergence order is of O(τ +h 2 ), where τ and h are respectively the temporal and the spatial step sizes. Besides, the proposed scheme has lower computational cost than the traditional implicit finite difference schemes. A numerical test is provided to confirm the theoretical results of the scheme.
The rest of paper is organized as follows. In Section 2, a linearly implicit finite difference scheme is constructed to solve the problem (1)-(3). The boundedness, convergence and stability of the difference scheme are discussed in Section 3. The theoretical results are confirmed by numerical test in Section 4. A brief discussion of this paper is given in Section 5.
II. THE CONSTRUCTION OF THE SECOND FINITE DIFFERENCE SCHEME
Throughout the paper, we assume that (H1) D(x) is a sufficiently smooth function satisfying 0
) is a sufficiently smooth and satisfies the following Lipschitz condition [41] 
and the linear growth condition
where ε is an arbitrary real number, c 2 > 0 and c L > 0 are the constants. Let h = 1/M , τ = s/m with M and m being two positive integers. Denote
be the grid function space defined on hτ . Define
Noticing that [17] 
we can obtain that
The main advantage of the approximation is that the corresponding scheme is linear and the iterative method becomes dispensable [43] . Therefore, it needs lower computational cost than the traditional implicit finite difference schemes for u p ∂u(x,t) ∂x , such as [17] : If we use other approximations to discretize u p ∂u(x,t) ∂x , such as (u
, then the proof of boundedness and convergence can not be obtained easily. The most important reason lies in that the inner product of these terms with u k i will not be equal to 0.
In order to approximate the time fractional derivative, we introduce the following Lemmas.
Lemma 1 [42] :
where
Define the following grid function space on h :
For u, v ∈ V h,0 , we introduce the following inner products and corresponding norms
The following Lemma 3 can be easily obtained from assumption (H1).
Lemma 3: For ∀u ∈ V h,0 , we have
Considering equation (1) at the grid (x i , t k ), we have
By Lemma 1, we obtain
By Taylor expansion, we have
Substituting (9)- (11) into (8), we obtain
where C R > 0 is a constant independent of h and τ . By the initial and boundary conditions (2) and (3), we get
Replacing U k i by u k i in (12), (14) and (15), and omitting R k i , we have
III. THE BOUNDEDNESS, CONVERGENCE AND STABILITY OF THE DIFFERENCE SCHEME
Firstly, we will prove the following Theorem.
, and assumptions (H1) and (H2) hold. Then it holds that
where C is a positive constant independent of h and τ .
Proof: Multiplying both sides of (16) by hu k i and summing up for i from 1 to M − 1, we obtain
) and
From the proof of Li et al. [17] , we have
Using discrete Green formula, we have
By (6) and Cauchy-Schwarz inequality, we can obtain
Inserting (20)- (22) into (19) , and according to Lemma 2 and Lemma 3, we can obtain
+λ(
where (23) we have
Noticing that λ = τ α (2 − α), τ can be taken small enough to ensure γ 0 (24) we have
Next, we show that
by mathematical induction. Firstly, (26) holds obviously for k = 1 according to (25) . Secondly, suppose that this inequality holds for j = 1, 2, · · · , k − 1, i.e.,
Then we have
We will prove the following inequality under the condition that k − m > 0. Moreover, k − m ≤ 0 can be proved in the same way. From (25), we obtain
Thus from the above inequality, we have
The proof of Theorem 1 is completed. From Theorem 1, we can see that for any given φ l (−m ≤ l ≤ 0) and u 0 , the numerical solutions of the considered problem are bounded. Similarly to work of Li et al. [17] , we can easily obtain the stability result. Now we turn to prove the convergence result.
Firstly, we introduce the following Lemma. Lemma 4: (Discrete Sobolev's Inequality [45] ): For any discrete function u, there exist two constants C 1 and C 2 such that (12)- (15) from (16)- (18) respectively, we have
). Theorem 2: Under the same condition of Theorem 1, we have
where C is a positive constant independent of h and τ . Proof: Multiplying both sides of (27) by he k i and summing up for i from 1 to M − 1, we obtain
Similar to the proof in [17] , we can obtain that
where C p > 0 is a constant.
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Using the discrete Green formula and Lemma 3, we have
Using Cauchy-Schwarz inequality, it follows from (5) that
and
Inserting (31)- (35) into (30) yields that
where e 0 2 = 0 has been used. From (36), we have
Noticing that λ = τ α (2−α), τ can be taken small enough to guarantee p+2−λC p > 0 and δ 0 +d k−1 −1−λδ 2 −λδ 3 > 0. Let ε > max{ (13) and (37), we have
+λδ 2 e k−1 2
Next we show that
by mathematical induction. Firstly, (39) holds obviously for k = 1 according to (38) . Secondly, suppose that this conclusion holds for j = 1, 2, · · · , k − 1. That is,
Noticing that e k−m 2 = 0 when k −m ≤ 0. So we will prove the following inequality under the condition that k − m > 0. From (38) , we obtain
Thus, we have
Together with Lemma 4, the proof is completed.
IV. NUMERICAL TEST
In this section, we present an example to testify the performance of the scheme (16)- (18) . First, we define the maximum error as
and the convergence orders in time and space respectively by
Example: Consider the following problem
where D(x) = x 2 + 1, and
It is easy to verify that the exact solution of the above problem is u(x, t) = t 2+α sin(2πx).
In figures 1-2, we display the errors for h = 1/10, 1/20, 1/40, 1/80, respectively, with τ = 1/1000 and α = 0.25, 0.75. Clearly, the numerical solutions are bounded and stable, and the numerical errors become smaller and smaller when the spatial step size is refined.
In figures 3-4, we show the errors for τ = 1/20, 1/40, 1/80, 1/160, respectively, with h = 1/1000 and α = 0.25, 0.75. We can also see that the numerical solutions are bounded and stable, and the numerical errors become smaller and smaller when the temporal step size is refined.
Moreover, in Table 1 , we list the convergence orders in time and the maximum errors for α = 0.25, 0.5, 0.75, respectively, with h = 1/1000. From the results, we can see that the temporal convergence order is 1, which is coincide with the theoretical result.
Similarly, in Table 2 , we show the convergence orders in space and the maximum errors for α = 0.25, 0.5, 0.75 respectively, with τ = 1/1000. From the results, we can observe that the spatial convergence order is 2, which is also coincide with the theoretical result.
V. CONCLUSION
In this paper, we develop an implicit finite difference scheme for solving a class of variable coefficient fractional Burger equation with delay. The boundedness, unconditional stability and the convergence of the finite difference scheme were proved. The convergence order of the finite difference scheme is O(τ + h 2 ). The suggested scheme requires lower computational cost than other traditional implicit finite difference schemes. It is because that the nonlinear term u p ∂u(x,t) ∂x was approximated by a special way.
