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a b s t r a c t
A vector space partition P of a finite dimensional vector space V = V (n, q) of dimension
n over a finite field with q elements, is a collection of subspaces U1,U2, . . . ,Ut with the
property that every non zero vector of V is contained in exactly one of these subspaces.
The tail of P consists of the subspaces of least dimension d1 in P , and the length n1 of the
tail is the number of subspaces in the tail. Let d2 denote the second least dimension in P .
Two cases are considered: the integer qd2−d1 does not divide respective divides n1. In
the first case it is proved that if 2d1 > d2 then n1 ≥ qd1 + 1 and if 2d1 ≤ d2 then either
n1 = (qd2 − 1)/(qd1 − 1) or n1 > 2qd2−d1 . These lower bounds are shown to be tight and
the elements in the subspaces in tails of minimal length will constitute a subspace of V of
dimension 2d1 respectively d2.
In case qd2−d1 divides n1 it is shown that if d2 < 2d1 then n1 ≥ qd2 − qd1 + qd2−d1 and
if 2d1 ≤ d2 then n1 ≥ qd2 . The last bound is also shown to be tight.
The results considerably improve earlier found lower bounds on the length of the tail.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A vector space partition is a partition of a finite vector space V = V (n, q) of dimension n over the finite field GF(q) into
subspaces U1,U2, . . . ,Ut of V such that
V =
t⋃
i=1
Ui and Ui ∩ Uj = {0¯} if i 6= j.
The tail of a vector space partition is the set of subspaces of lowest dimension among the subspaces U1, U2, . . . ,Ut . The
length of the tail of a vector space partition is the size of the tail.
It is easy to find some vector space partitions. We give an example that illustrates some construction methods and that
also will illustrate our main result and results related to that result.
Example 1. Let p be a prime number and consider the finite field GF(pn) as a vector space V of dimension n over the finite
field GF(p). Let U be a subspace of V of dimension d. The direct productW = V ×U will then be a vector space of dimension
n+ d over GF(p). The following subspaces ofW will constitute a vector space partition P ofW :
U∞ = V × {0¯}, Uα = {(αu, u) | u ∈ U}, for α ∈ GF(pn).
The tail of P will consist of the subspaces Uα , for α ∈ GF(pn), and the length of the tail will be pn.
As each subspace Uα is isomorphic as a vector space to any d-dimensional vector space over the field GF(p), there is a
more or less trivial partition of, for example, U0 into n1 = pd−1 + 1 subspaces U0,1,U0,2, . . . ,U0,n1 of dimension 1 over
GF(p). By using this partition we get, by substituting the subspace U0 of P with these 1-dimensional subspaces of V , a new
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partition P ′ consisting of n1 subspaces of dimension 1, pn − 1 subspaces of dimension d and one subspace of dimension n.
The length of the tail of P ′ will be pd−1 + 1. We will later introduce a terminology that says that the partition P ′ is derived
from the partition P .
However, it is a difficult task to describe all partitions of a vector space in general, and even to find all possibilities for
the dimensions and the number of vector spaces of a given dimension that can appear in a vector space partition. The aim
of this note is to prove the following theorem.
Theorem 1. Let P be a partition of the finite vector space V (n, q), let n1 denote the length of the tail of P , let d1 denote the
dimension of the vector spaces in the tail of P and let d2 denote the dimension of the vector spaces of second lowest dimension.
Then
(i) if qd2−d1 does not divide n1 and if d2 < 2d1, then n1 ≥ qd1 + 1.
(ii) if qd2−d1 does not divide n1 and d2 ≥ 2d1, then either d1 divides d2 and n1 = (qd2 − 1)/(qd1 − 1) or n1 > 2qd2−d1
(iii) if qd2−d1 divides n1 and d2 < 2d1 then n1 ≥ qd2 − qd1 + qd2−d1 .
(iv) if qd2−d1 divides n1 and d2 ≥ 2d1 then n1 ≥ qd2 .
The vector space partitions constructed in Example 1 show that the conditions (ii) and (iv) of the theorem in general
cannot be improved. These two bounds, of the four bounds given in the theorem, are tight. In the last section, we will give
an example that also shows that the bound in (i) is tight.
The theorem, above, improves a result of ours in [4] where we proved that n1 ≥ (qd2 −1)/(qd1 −1) and a result of Blinco
et al. in [1] that says that if qd1 = ps, p a prime number, then n1 ≥ sp+ 1.
In our proof we will use the fact that there is a one to one correspondence between any vector space partition P and
some linear mixed perfect code C , as will be described in Section 2. This mixed perfect code C will be a subspace of some
vector space and we will be able to define the dual code of C . By considering the Fourier coefficients, as defined in Section 3,
we then will give a proof of our theorem in Section 5. In Section 6, we show that any vector space partition with a minimal
tail of length (qd2 − 1)/(qd1 − 1) will be a derived partition, like the partition P ′ in the example above. A similar result in
Section 6 will show that any vector space partition with a minimal tail of length qd1 + 1, the case (i) in the above theorem,
is a derived vector space partition, like the vector space partition will be in the Example 2 of the last section.
Let us end this section with some remarks on notation. For any vector space partition U1,U2, . . . ,Ut of the vector space
V = V (n, q)we will always assume that for i < j, dim(Ui) ≤ dim(Uj). If d1, d2, . . . , ds are the dimensions of the subspaces
in a vector space partition, then we will assume that d1 < d2 < · · · < ds. The number of subspaces in the vector space
partition of dimension di, for i = 1, 2, . . . , s, will be denoted by ni.
The general, and still unsolved, problem is for a given prime power q = pk, where p is a prime number, and a given
dimension n, find all 2s-tuples (n1, d1, n2, d2, . . . , ns, ds) for which there exists a vector space partition of V (n, q)with these
parameters. For more background, and other results on this problem, as well as some historical remarks, we refer to [1].
2. Vector space partitions and mixed perfect codes and their dual codes
Let U1,U2, . . . ,Ut constitute a vector space partition of the vector space V = V (n, q). Let the map ϕ from the direct
productW = U1 × U2 × · · · × Ut to the vector space V be defined by
ϕ : (u1, u2, . . . , ut) 7→ u1 + u2 + · · · + ut .
Herzog and Scönheim proved in [5] that the kernel of ϕ is a perfect code C , in the sense that any word ofW differs in at most
one coordinate position from a unique word of C . In the case the dimensions of the subspaces U1,U2, . . . ,Ut are not equal,
the code C will be called amixed perfect code. As C is the kernel of linear map, it follows that C will be a subspace ofW and
thus a vector space over the finite field GF(q).
Herzog and Schönheim also showed the converse statement.We very shortly describe their approach. For details, see [5].
Let C be anymixed perfect code in a direct productW of vector spaces over GF(q),W = U1×U2×· · ·×Ut . If C is a subspace
ofW then C defines a vector space structure of the union U of the vector spaces U1,U2, . . . ,Ut . The addition in U is defined
by the following rule: Let ai and aj be any two elements of Ui and Uj, respectively. As C is a perfect code, there exists an
element ak ∈ Uk and a word c of C with the elements ai, aj and ak in the coordinate positions i, j and k, respectively, and with
a zero in all other coordinate positions. The sum of ai and aj will then be defined from the relation ai + aj + ak = 0. It will,
in this case, be assumed that all vector spaces U1,U2, . . . ,Ut are subspaces of a common vector space V .
Wewill now define a dual C⊥ of a code C in a direct productW of vector spacesUi, i = 1, 2, . . . , t , of different dimensions
over the finite field GF(q). This dual code will not be uniquely defined. If the subspace Ui has dimension di over GF(q), then
Ui is the direct product of di vector spaces Ui,j, j = 1, 2, . . . , di, of dimension 1 over GF(q):
Ui = Ui,1 × Ui,2 × · · · × Ui,di .
If c¯ ∈ C equals c¯ = (c1, c2, . . . , ct) then we have that
ci = (ci,1, ci,2, . . . , ci,di) for i = 1, 2, . . . , t,
for some elements ci,j in the finite field GF(q).
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Themixed perfect code C , obtained from the vector space partitionP , may thereby be considered as a subspace C ′ of the
direct product
W ′ = U1,1 × · · · × U1,d1 × U2,1 × · · · × U2,d2 × · · · × Ut,1 × · · · × Ut,dt , (1)
of subspaces of V of dimension 1 over GF(q).
Defining the dot product in vector spaces of dimension n over GF(q), in the usual way, i.e.
(u1, u2, . . . , un) · (v1, v2, . . . , vn) = u1v1 + u2v2 + · · · + unvn,
we can define the dual space C ′⊥ of C ′:
C ′⊥ = {x¯ ∈ W ′ | x¯ · c¯ = 0 for all c¯ ∈ C ′}.
We now define C⊥ as the set of words
C⊥ = {((c1,1, . . . , c1,d1), . . . , (ct,1, . . . , c1,dt )) | (c1,1, . . . , c1,d1 , . . . , ct,1, . . . , c1,dt ) ∈ C ′⊥}.
Note that, just in the case all subspaces Ui, for i = 1, 2, . . . , t , have dimension 1, then C⊥ will be uniquely defined.
However, it will always be true that, for any subspace C of the vector spaceW
dim
q
(C)+ dim
q
(C⊥) = dim
q
(W ), (2)
or equivalently
|C | · |C⊥| = |W |. (3)
It might be confusing with the fact that the dual code is not uniquely defined but, as we always will consider every
subspaces Ui, for i = 1, 2, . . . , t , as a fixed direct product of subspaces of dimension 1 over GF(q), this will not cause any
problem in this context.
The space C⊥ will sometimes here be called a q-dual of C . In case q is a power of a prime p, i.e. q = pk for some integer
k > 1, any subspace C ofW may be considered as a vector space over GF(p). We may thus also, as above, define a p-dual
of C . In the next section, when we are concerned with Fourier coefficients, these p-duals of the mixed perfect codes, that
appears from vector space partitions, will be used.
The following notation will be used to relate coordinates in W to those in W ′. If i is a coordinate position in the set of
vectors ofW then pi({i})will denote the following set of coordinate positions for the words ofW ′:
pi({i}) = {(i, 1), (i, 2), . . . , (i, di)},
and for any subset J of {1, 2, . . . , t}we will let pi(J) = ∪i∈J pi({i}).
3. Fourier coefficients of mixed perfect codes
Let p be a prime number and consider the direct productW = Znp of n copies of the finite field Zp.1 We associate to Znp a
group algebra C[x1, x2, . . . , xn] consisting of the elements∑
u¯∈W
αu¯x
u1
1 x
u2
2 · · · xunn , u¯ = (u1, u2, . . . , un),
where αu¯ belongs to C, the set of complex numbers. The multiplication of monomials is defined by
xt11 x
t2
2 . . . x
tn
n · xs11 xs22 . . . xsnn = xr11 xr22 . . . xrnn ,
where
ri = ti + si(mod p) for i = 1, 2, . . . , n.
The addition of the polynomials in the group algebra is the usual one and the multiplication of polynomials is defined
by extending the multiplication of monomials, as defined above, by using the distributive rule. The dimension of C[x1,
x2, . . . , xn], considered as a vector space over the complex numbers, will be
dim(C[x1, x2, . . . , xn]) = |W | = pn.
We now define an orthogonal basis of this vector space.
1 An approach to the study of mixed perfect codes and their weight enumerators similar to the approach in this section can be found in [3]. The main
difference is that, there, we studied direct products of distinct rings Zq , where the distinct q’s are not necessarily prime powers. Many of the results in
this section can be derived using the methods in [3], however to get a better description of the dual vector space of a vector space and thereby using the
orthogonal polynomials we shall define, it is more convenient to consider direct products of fields Zp where p is a prime.
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Let the complex number ϑ be a primitive p-th root of unity, i.e. ϑp = 1 and ϑ t 6= 1 for t = 1, 2, . . . , p − 1. For t¯ ∈ W ,
let yt¯(x¯) denote the following element of C[x1, x2, . . . , xn]:
yt¯(x¯) = 1|W |
n∏
j=1
(1+ ϑ−tjxj + ϑ−2tjx2j + · · · + ϑ−(p−1)tjxp−1j ).
Elementary calculations, using the rule of multiplications in the group algebra C[x1, x2, . . . , xn], gives that if sj 6= tj then
(1+ ϑ−tjxj + ϑ−2tjx2j + · · · + ϑ−(p−1)tjxp−1j ) · (1+ ϑ−sjxj + ϑ−2sjx2j + · · · + ϑ−(p−1)sjxp−1j ) = 0,
and
(1+ ϑ−tjxj + ϑ−2tjx2j + · · · + ϑ−(p−1)tjxp−1j )2 = p(1+ ϑ−tjxj + ϑ−2tjx2j + · · · + ϑ−(p−1)tjxp−1j ).
This proves the following lemma:
Lemma 1. The polynomials yt¯(x¯) defined above satisfy the following relation
yt¯(x¯)ys¯(x¯) =
{
yt¯(x¯) if t¯ = s¯,
0 else.
Consider any relation∑
t¯∈W
αt¯yt¯(x¯) = 0, where αt¯ ∈ C, for t¯ ∈ W .
Multiplying both sides of the above equation by ys¯(x¯) and then applying Lemma 1 yield
αs¯ys¯(x¯) = 0.
Hence we have the following proposition:
Proposition 1. The set of polynomials yt¯(x¯), for t¯ ∈ W, constitutes a basis for the group algebraC[x1, x2, . . . , xn], considered as
a vector space over C.
Let D be any subset of the direct product S. We associate to D, the following element of C[x1, x2, . . . , xn]:
D(x¯) =
∑
c¯∈D
xc11 x
c2
2 . . . x
cn
n , c¯ = (c1, c2, . . . , cn). (4)
From Proposition 1 we get that
D(x¯) =
∑
t¯∈W
At¯(D)yt¯(x¯), (5)
for some complex numbers At¯(D), t¯ ∈ W . These numbers will be called the Fourier coefficients of the set D.
The advantage of the above considerations becomes clear when we consider the addition of sets, whereby multisets are
allowed. LetW be as above. The next lemma follows immediately from Lemma 1 and the expansion in (5).
Lemma 2. Suppose that D, E and F are multisets of W such that
D+ E = F .
Then, for all t¯ ∈ W, the Fourier coefficients At¯(D), At¯(E) and At¯(F) of the sets D, E and F respectively, satisfy the relation
At¯(D)At¯(E) = At¯(F).
3.1. Calculation of Fourier coefficients
We now consider the Eq. (5) as an equality of polynomials in the ring of polynomials over the field of complex numbers
and with indeterminates x1, x2, . . . , xn. Let ϑ denote the primitive pth root of unity as defined above. If we substitute these
indeterminates with the complex numbers
xi = ϑ si , i = 1, 2, . . . , n,
we will thus still have an equality in Eq. (5). By simple calculations with complex numbers, we get the following lemma.
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Lemma 3. For the above defined polynomials yt¯(x¯), the following is true:
yt¯(ϑ s1 , ϑ s2 , . . . , ϑ sn) =
{
1 if s¯ = (s1, s2, . . . , sn) = (t1, t2, . . . , tn) = t¯,
0 else.
From Eq. (5) we now get the following corollary.
Corollary 1. Let D be any subset of W and let D(x1, x2, . . . , xn) be defined as in Eq. (4). The Fourier coefficients At¯(D) of D may
then be calculated from the formula
As¯(D) = D(ϑ s1 , ϑ s2 , . . . , ϑ sn), s¯ = (s1, s2, . . . , sn).
For any subspace C of the vector spaceW over the finite field GF(q), its Fourier coefficients can be easily found using the
above corollary. For any s¯ ∈ C⊥ we get that
As¯(C) = C(ϑ s1 , ϑ s2 , . . . , ϑ sn) =
∑
c¯∈C
ϑ s1c1ϑ s2c2 . . . ϑ sncn =
∑
c¯∈C
ϑ s¯·c¯ =
∑
c¯∈C
ϑ0 = |C |.
For any s¯ 6∈ C⊥ we know that the set C0 of vectors of C that are orthogonal to s¯ constitutes a subspace of C
C0 = {c¯ ∈ C | c¯ · s¯ = 0}.
Let Cα denote the set of words c¯ ∈ C such that c¯ · s¯ = α. If c¯, c¯ ′ ∈ Cα then c¯ − c¯ ′ ∈ C0 and hence
|C0| = |Cα|,
for all α ∈ Zp. So, for s¯ 6∈ C⊥, and with calculations similar to those above, we get that
As¯(C) =
∑
c¯∈C
ϑ s1c1 . . . ϑ sncn =
∑
c¯∈C
ϑ s¯·c¯ =
∑
α∈Zp
∑
c¯∈Cα
ϑα = |C0|(1+ ϑ + ϑ2 + · · · + ϑp−1) = 0.
We have thus proved the following proposition.
Proposition 2. The Fourier coefficients of any subspace C of W satisfies
As¯(C) =
{|C | if s¯ ∈ C⊥,
0 else.
We note that the number of non zero Fourier coefficients of the subspace C equals the number of words in the dual space
of C . This remark will be later used in the proof of Theorem 1.
3.2. The weight enumerator of the dual of a mixed perfect code
Let W be as in Section 2. The elements of W will, below, be called words when we consider distance properties, and
vectors when they are considered as elements of a vector space. In order to simplify the notation, the set {1, 2, . . . , t} of
coordinate positions for the vectors inW will be divided into equivalence classes by the equivalence relation
i ∼ j if dim
q
(Ui) = dim
q
(Uj).
With the notation from the introduction, we will let the equivalence classes be denoted I1, I2, . . . , Is where
i ∈ Ij if and only if dim
q
(Ui) = dj,
and that nj = |Ij|, for j = 1, 2, . . . , s.
We will let the ith weight of a word c¯ = (c1, c2, . . . , ct) ∈ W be defined by
wi(c¯) = |{i ∈ Ii | ci 6= 0}|.
The weight enumerator of a mixed code, not just perfect code (as we need it for the dual code of a mixed perfect code), will
be the following polynomial in the variables z1, z2, . . . , zs:
WC (z1, z2, . . . , zs) =
∑
c¯∈C
zw1(c¯)1 z
w2(c¯)
2 · · · zws(c¯)s .
Let us also give the trivial remark that the ordinary concept weight w(c¯) of the word c¯ is connected with the ith weights by
the formula
w(c¯) = w1(c¯)+ w2(c¯)+ · · · + wt(c¯).
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Let C be a mixed perfect code that appears in connection with some vector space partition, see Section 2. In the proofs of
ourmain results,wewill use the projectionD of a dual C⊥ of C onto a subspace the direct product of spacesU1×U2×· · ·×Un1 ,
thereby considering the possible weights of the words of this projection.
Now to the calculation of the weight enumerator of C⊥. We will need the concept 1-sphere S1(0¯) around the word 0¯,
i.e. the set
S1(0¯) = {x¯ ∈ W | w(x¯) ≤ 1}.
We note that a subset C ofW is a perfect code if and only if
C + S1(0¯) = W . (6)
We will be concerned with Fourier coefficients and thus we have to consider C as a subset C ′ of the direct productW ′,
defined in Eq. (1) andwith q equal to a prime p. Let us denote bym the dimension ofW as a vector space over GF(p). A vector
t¯ ofW may be considered as a vector (orm-tuple) t¯ ′ ofW ′. Certainly C and C ′ are the same set of elements, when considered
as subsets of the vector spaceW , but with different representations of the elements in the direct productsW respectively
W ′. Similarly S1(0¯) has a representation S1(0¯)′ in the direct productW ′. The code C ′ will not be a perfect code inW ′ but the
following relation will still hold:
C ′ + S1(0¯)′ = W ′. (7)
As in the previous sections, let At¯ ′(S ′) denote the Fourier coefficient of a subset S ′ of the direct productW ′.
Proposition 3. For any mixed perfect linear code C in the direct product W = U1 × U2 × · · · × Ut ,
t¯ ∈ C⊥ \ {0¯} ⇒ At¯ ′(S1(0¯)′) = 0.
Proof. If C is a perfect 1-error correcting code inW then Eq. (7) must hold. As is easily seen from the definitions,
W ′(x1, x2, . . . , xm) = |W ′|y0¯(x1, x2, . . . , xm).
From Lemma 2 and (7) we deduce that for any t¯ ′ 6= 0,
At¯ ′(C ′) 6= 0 ⇒ At¯ ′(S1(0¯)′) = 0.
From Proposition 2, we now get the conclusion of the proposition. 
We will now calculate the Fourier coefficients of the subset S1(0¯)′ of the direct productW ′. We first observe that
S1(0¯)′(x1, x2, . . . , xm) =
s∑
j=1
∑
i∈Ij
d′j∏
ν=1
(1+ xi,ν + x2i,ν + · · · + xp−1i,ν )
− (t − 1),
where, if q = pk then d′j = kdj.
From Corollary 1 we get that
At¯ ′(S1(0¯)′) =
s∑
j=1
(nj − wj(t¯))pd′j − (t − 1).
Hence, using the facts that |W | =∑sj=1 nj(pd′j − 1)+ 1 and that t =∑sj=1 nj we get the following equality
At¯ ′(S1(0¯)′) = |W | −
s∑
j=1
wj(t¯)p
d′j .
From the above equality and Proposition 3, we obtain the following proposition.
Proposition 4. For any mixed perfect linear code C in the direct product W,
t¯ ∈ C⊥ \ {0¯} ⇒
s∑
j=1
wj(t¯)p
d′j = |W | = pm,
where m is equal to the dimension of the direct product W as a vector space over GF(p).
The following corollary will be essential in the proof of our result.
Corollary 2. Let C be the mixed perfect linear code in the direct product W and obtained from a vector space partition of V (n, q).
Then qd2−d1 dividesw1(t¯) for every t¯ ∈ C⊥ and any q-dual C⊥ of C.
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Let us also note the following fact:
Proposition 5. For any mixed perfect linear code C in W, obtained from a vector space partition of V (n, q),
|C⊥| = |V (n, q)|.
Proof. From Eq. (3), and the fact that |C | · |S1(0¯)| = |W |we obtain
|C⊥| = |S1(0¯)|.
As any non zero element of V (n, q) is contained in a unique subspace of the vector space partition, it follows directly from
the definition of a 1-sphere that |V (n, q)| = |S1(0¯)|. 
Since V (n, q) = qn, we have |C⊥| = qn.
4. A lemma
Lemma 4. Let C be the mixed perfect linear code in the direct product W and obtained from the vector space partition U1,
U2, . . . ,Ut of V (n, q), and let C⊥ be some dual code of C. For any i with 1 ≤ i ≤ t, the set
C⊥(i) = {c¯ = (c1, c2, . . . , ct) ∈ C⊥ | ci = 0}
is a subspace of C⊥ of dimension n− dimq(Ui), and for any i, j with 1 ≤ i < j ≤ t, the set
C⊥(i, j) = {c¯ = (c1, c2, . . . , ct) ∈ C⊥ | ci = 0 and cj = 0}
is a subspace of C⊥ of dimension n− dimq(Ui)− dimq(Uj).
In the proof, we will use the concept support of a word. The support of a word c¯ = (c1, c2, . . . , cn) is the set of non zero
coordinate positions, i.e.
supp(c¯) = {i | ci 6= 0}.
Proof. Wewill consider C as a subspace C ′ of a direct productW ′ = Zmp wherem =
∑t
i=1 nidik and where q = pk, for some
prime p. Observe that the dual of C was defined as the dual of C ′ inW ′.
We will use the fact that a word t¯ ′ belongs to C ′⊥ if and only if the Fourier coefficient in the expansion (5) of C ′ is non
zero. In fact, as C ′ is linear we know by Proposition 2 that the Fourier coefficient At¯ ′(C ′) will be equal to |C | if t ′ belongs to
C ′⊥. We thus get
C ′(x1, x2, . . . , xm) =
∑
t¯ ′∈W ′
At¯ ′(C ′)yt¯ ′(x1, x2, . . . , xm) =
∑
t¯ ′∈C ′⊥
|C |yt¯ ′(x1, x2, . . . , xm).
Let C (J) denote the set
C (J) = {c¯ ∈ C ′ | supp(c¯) ⊆ J}.
In the first case of the lemma, and with notation from Section 2, we will let J be equal to the subset pi({i}) of the set
{1, 2, . . . ,m} and in the second case J will be equal to the subset pi({i, j}).
The code C is a 1-error correcting code, containing the all zero word and consequently containing no words of weight
one or two. Hence, in both cases stated in the lemma, the only element in the set C (J) will be the all zero word and thus
|C (J)| = 1. (8)
If we perform the substitution
xi =
{
ai = 1 for i ∈ J,
ai = 0 else
in the above expansion of C ′(x1, x2, . . . , xm)we get, on the left hand side,
C ′(a1, a2, . . . , am) = |C (J)| = 1.
Let
AJ = {(t1, t2, . . . , tm) ∈ C ′⊥ | ti = 0 for i ∈ J}.
Note that if J = pi({i}) then the above set AJ is the set C(i)⊥ when considered as a subset ofW ′ and similar for the second
case of the lemma.
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The same substitution on the right hand side of the above Fourier expansion of C ′ will thus give the following equality
1 = |C (J)| =
∑
t¯ ′∈AJ
At¯ ′(C ′)
p|J|
pm
= |AJ | |C |pm p
|J| = |AJ | 1|C⊥|p
|J|.
Hence,
|AJ | = |C
⊥|
p|J|
.
As further |J| = dimp(Ui) respectively |J| = dimp(Ui)+ dimp(Uj), and as |C⊥| = qn the lemma follows. 
5. Proof of the theorem
Assume that U1,U2, . . . ,Un1 are the subspaces of lowest dimension d1 among the subspaces in a vector space partition
of the vector space V (n, q), where q = pk. Let C be the mixed perfect code appearing from this partition as described in
Section 2, and let C⊥ denote a dual code of C . LetW1 = U1 × U2 × · · · × Un1 and let D denote the projection of C⊥ onto a
subspace ofW1. We know from a result of Bu [2] that n1 > 1.
By Corollary 2 we know that the prime power qd2−d1 divides the weight w1(d¯) for every word d¯ of D. Hence, in the case
qd2−d1 does not divide n1, thenw1(d¯) 6= n1 for all words d¯ of D and we may conclude that every word of D contains at least
one zero coordinate. As the number of words of D by Proposition 5 equals qn, we thus get that the total number of zero
coordinates that appear in the words from D, will be at least qn. The number of zeros that thereby appear in position i will,
for each 1 ≤ i ≤ n1, and by Lemma 4, be equal to qn−d1 . It follows that the number n1 of distinct coordinate positions must
be at least qd1 , i.e. n1 ≥ qd1 . If p does not divide n1 then n1 cannot be equal to a power of p and hence n1 6= qd1 . The conclusion
must be that in fact n1 > qd1 and property (i) of the theorem is proved.
Now to the property (ii). Let D be as above.Wewill count the number of non zero coordinate positions in the set of words
of D.
By Lemma 4, the number of zeros that appear in any particular coordinate position i, where 1 ≤ i ≤ n1, will be equal
to qn−d1 . As the total number of words of D is equal to qn we may conclude that the number of non zeros that appear in
coordinate position i will be qn − qn−d1 , and the total number of non zero coordinates that appear in the set of words of D
will be equal to
n1(qn − qn−d1). (9)
On the other hand, the weights of the words of D will, by Corollary 2, be multiples of qd2−d1 . Hence, if n1 < 2qd2−d1
(compare property (ii) of Theorem 1) then the only possible non zero weight will be qd2−d1 . The set A of words of weight
zero (note that Dmight be a multiset) is, of course, a subspace of D and |D| = qa for some integer a. We get, by counting the
set of non zero coordinate positions in the words of D, that the number of non zero coordinate positions in these words will
be equal to
(qn − qa)qd2−d1 . (10)
As the numbers in Eqs. (9) and (10) are equal, we get that
n1qn−d1(qd1 − 1) = (qn−a − 1)qa+d2−d1 . (11)
Nowwewill use that fact that q is a power q = pk of a prime p. As p does not divide qd1−1, n1 or qn−a−1, the only possibility
is that
qn−d1 = qa+d2−d1 ,
which implies that n = a+ d2. Substituting this fact in Eq. (11) we get that
n1 = q
d2 − 1
qd1 − 1 .
As q is a prime power and n1 is an integer, we note that the above equality implies that d1 divides d2. The property (ii) of the
theorem is now proved.
We now treat the case when qd2−d1 divides n1.
LetD(1) denote the set of words ofD that have a zero in position 1. The number of words in the setD(1)will, by Lemma 4,
be equal to qn−d1 . From the same lemma, we also get that for each coordinate position 1 < i ≤ n1 there are precisely qn−2d1
words in the set of words D(1) that have a zero in that particular position i. The set D(1)might be amultiset andwill contain
at least one zero word. Let D′(1) denote the set of words that remains of D(1)when one zero word has been deleted. Hence,
the number of zeros that appear in the words of the set D′(1) and in the coordinate positions 2, 3, . . . , n1 will be equal to
(n1 − 1)(qn−2d1 − 1). (12)
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Each of the words of D′(1) has at least qd2−d1 zero positions. Hence the number of zero positions in the set of positions
2, 3, . . . , n1 will be at least
(qn−d1 − 1)(qd2−d1 − 1). (13)
Evaluating the expression in Eq. (12) with the substitution of n1 by qd2 − qd1 + 1 will give an integer strictly less than the
integer in Eq. (13).We thusmay conclude, as the expression in Eq. (12) is an increasing function of n1, that n1 > qd2−qd1+1.
In the case under consideration, we assumed that the integer qd2−d1 divides n1. If further d2 ≥ 2d1 then qd1 ≤ qd2−d1
and thus qd2−d1 divides no integer c in the interval qd2 − qd1 < c < qd2 . Hence, if further d2 ≥ 2d1 we may conclude that
n1 ≥ qd2 , which proves property (iv) of the theorem. In the case d2 < 2d1 then qd2−d1 divides qd1 (and divides n1 as well as
qd2 ). Hence, as n1 > qd2 − qd1 + 1, property (iii) in the theorem must be true.
The proof of Theorem 1 is now complete.
6. Vector space partitions with minimal tails
LetP be a vector space partition of the vector space V (n, q) consisting of the subspacesU1,U2, . . . ,Ut of V (n, q). Assume
that the subspace Ui in this partition has a partition into subspaces Ui,1,Ui,2, . . . ,Ui,s. The subspaces
U1,U2, . . . ,Ui−1,Ui,1,Ui,2, . . . ,Ui,s,Ui+1, . . . ,Ut ,
will then constitute another partition P ′ of V (n, q). We will say that the partition P ′ is derived from the partition P .
Let the notation be as in the previous sections.
Theorem 2. Every vector space partition of V (n, q) with a tail of a minimal length n1, where
n1 = q
d2 − 1
qd1 − 1
and such that d1 divides d2 and qd2−d1 does not divide n1, is a derived vector space partition. The union of the subspaces of
dimension d1 in the partition will constitute a subspace of dimension d2 over the finite field GF(q).
To prove this theorem, we will use the connection between vector space partitions and perfect codes, as described in
Section 2.2
We will need the concept simplex code and a lemma for the proof of this theorem.
LetW ′ = V1 × V2 × · · · × Vn be a direct product of vector spaces of dimension d over the finite field GF(q), where q is a
power of a prime p. A simplex code S of length n and order qd will, in this context, be a subspace ofW ′ with the property that
all non zero words of S have the same weightw. This integerw is called the weight of the simplex code.
Lemma 5. Let p be a prime. Then the maximal dimension of a simplex code S of length 1+ p+ p2+· · ·+ pk, order p, and whose
non zero words have weight pk is k+ 1.
Proof. The proof is by induction on the length of the simplex code S.
Let c¯ and d¯ be any two linearly independent non zero words of S. Then, for every λ ∈ GF(p), the word
c¯ + λd¯
has weight pk. The only possibility for this to be true is that d¯ has exactly pk−1 non zero coordinate positions among the zero
coordinate positions of the word c¯.
The induction step can now be taken. From above follows that the projection of S, on the set of coordinate positions in
which the word c¯ has zeros, is a simplex code of length 1 + p + p2 + · · · + pk−1 in which all words have weight pk−1.
Furthermore, the word c¯ span a subspace of S of dimension one over the finite field GF(p). 
Proof of Theorem 2. As q is a power of a prime pwe get that
qd2 = pd′2 ,
for some integer d′2.
Under the assumptions given in the theorem, the length of the tail will be n1 = (qd2 − 1)/(qd1 − 1). Each subspace in
the tail of the partition has a vector space partition into subspaces of dimension 1 over the finite field GF(p). By using this
partition of each subspace in the tail, we get a derived partition P ′′ with a tail consisting of
n′1 =
pd
′
2 − 1
p− 1 ,
2 There are several ways to prove the theorem, but as we are using methods from perfect codes in this paper, and as the author very often belongs to
that world, it is convenient and natural for us to use these methods for the proof.
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subspaces of dimension 1. In the following, we will use the fact that there exists a perfect code C ′ of that length and in p
symbols.
Let C denote the code associated with the partition P ′′ as described in Section 2. Let C1 denote the set of words
C1 = {c¯ ∈ C | supp(c¯) ⊆ {1, 2, . . . , n′1}}.
As C is a perfect code, the minimum distance of C1 will be 3 and hence C1 is a 1-error correcting code. The number of words
of C1 is thus less than or equal to the number of words of the perfect code C ′, i.e.
|C1| ≤ |C ′| = pn′1−d′2 . (14)
As C1 is a subspace of the direct productW1 = U1 × U2 × · · · × Un′1 of 1-dimensional vector spaces, we thus may conclude
that
dim
p
(C1) ≤ n′1 − d′2. (15)
Let D denote the projection of the dual code C⊥ of the code C onto the direct productW1. Any word c¯ = (c1, c2, . . . , cn′1 ,
0, 0, . . . , 0) ofW , such that the word (c1, c2, . . . , cn′1) is orthogonal to all words of D, will be orthogonal to all words of C
⊥
and thus belong to C . From the definition of the code C1 it hence follows that
D⊥ ⊆ C1.3 (16)
From the proof of Theorem 1 we adopt the property that all non zero words of D have the weight w = pd′2−1 and thus will
be a simplex code of length n′ = 1+ p+ p2 + · · · + pd′2−1 and order p. By Lemma 5 the maximal dimension of Dwill be d′2.
This implies that
dim
p
(D⊥) ≥ n′1 − d′2.
From the Eqs. (15) and (16) we thus get that
n′1 − d′2 ≤ dimp (D
⊥) ≤ dim
p
(C1) ≤ n′1 − d′2.
It follows that |C1| = pn′1−d′2 .
An elementary result in the theory of perfect codes states that if a 1-error correcting code has the same length and the
same number of elements as a perfect code of the same length then it will be a perfect code. We may thus conclude from
Eq. (14), that C1 is a perfect code. As C1 certainly is a subspace ofW1 it follows from the results of Section 2 that the union
of the subspaces appearing as components in the direct productW1 will constitute a vector space U0 of dimension pd
′
2 over
GF(p). More or less trivially, by considering the origin of the subspaces in the direct productW1, the subspace U0 will also
be a vector space of dimension qd2 over GF(q). 
Theorem 3. Any partition P of V (n, q) with a tail of the minimal length n1 = qd1 + 1, where 2d1 > d2, is a derived partition.
The union of the subspaces of P of dimension d1 will constitute a subspace of dimension 2d1 of V (n, q).
Proof. Let C denote the mixed perfect code associated to the vector space partition P and let D denote the projection of
some q-dual of C onto a subspace of the direct product U1 × U2 × · · · × Un1 of the vector spaces of dimension d1 in P .
We know by Corollary 2 that the weight of every word of D will be a multiple of qd2−d1 . We first show that every non
zero word of D has weight qd1 .
If c¯ = (c1, c2, . . . , cs) and ci = 0 then iwill here be called a zero position of c¯. We will count the number of zero positions
that appear in the set of words of D.
Let c¯ be some non zero word of D and assume that i is a non zero position of c¯. As qd2−d1 divides the weight of any non
zero word of Dwe get that there is an j 6= i such that also j is a non zero position of c¯. Let A denote the set of words of D that
have j as a zero position. From Lemma 4 we get that A will consist of qn−d1 words. Let B = D \ A and note that the word c¯
belongs to B.
Again by Lemma 4, for each ν 6= j, the position ν will be a zero position for precisely a = qn−2d1 of the words in the set
A. As by the same lemma each position ν, for 1 ≤ ν ≤ qd1 + 1, will be a zero position for d = qn−d1 words of D, we may
conclude that ν will be a zero position for b = d − a words of B. As j is no zero position for the words in the set B, we get
that the number of zero positions in the set of words Bwill be
(n1 − 1) · b = qd1(qn−d1 − qn−2d1) = qn − qn−d1 .
3 In fact the two sets are equal, which can be proved directly without the necessary considerations on the dimension of D that follows and that are
essential for the proof of the theorem.
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Now, as D consists of qn words, we get that B consists of qn − qn−d1 words and each of these words has at least one zero
position. It thus follows that each of thewordsmust have exactly one zero position, which is especially true for the generally
chosen word c¯ . We can conclude that every non zero word of D has weight qd1 .
We have thus proved that the only words of D that have two or more zero positions are the words in the multiset
consisting of the zero words of D. It hence follows, by using calculations similar to those in the proof of Lemma 4, that,
for any three distinct coordinate positions i, j and k, with 1 ≤ i < j < k ≤ qd1 + 1,
|Ci,j,k| = |{c¯ ∈ C | supp(c¯) ⊆ {i, j, k}}| = qd1 |Ci,j| = qd1 .
This implies, from the construction of C and as the minimum distance of C is three, that for any element αi ∈ Ui there is
exactly one element αj(i, k) ∈ Uj such that
αi + αj(i, k) ∈ Uk.
Again, as the minimum distance of C is equal to three, we get that
k 6= k′ H⇒ αj(i, k) 6= αj(i, k′).
As there are qd1 − 1 possibilities to choose a coordinate position
k ∈ {1, 2, . . . , qd1 + 1} \ {i, j},
we can conclude that, for any non zero αi ∈ Ui and any non zero β ∈ Uj, there is a subspace Uk, 1 ≤ k ≤ qd1 + 1, such that
αi + β ∈ Uk. 
7. Some further results
We first give an example that shows that the bound given in property (i) of Theorem 1 is also tight.
Example 2. Assume that the integer n in Example 1 is equal to n = 2(d − 1) and let V be as in that example. The finite
field GF(pn) will then have a subfield K with pd−1 elements. Let α1, α2, . . . , αn1 , where n1 = pd−1 + 1, be a set of coset
representatives of the multiplicative group of K in the multiplicative group of GF(pn). The sets αiK , for i = 1, 2, . . . , n1, will
then constitute a vector space partition of the vector space V . If we, in the vector space partitionP of Example 1, substitute
the vector space V with the above subspaces of dimension d−1, we will get a vector space partition that reaches the bound
given in condition (i) of Theorem 1.
We guess, but have not yet been able to prove, that the properties (iii) and (iv) of Theorem 1 can be substituted by one
single property:
(iii′) if qd2−d1 divides n1 then n1 = qd2 ,
and that any vector space partition with a tail of that minimal length also will be a derived partition.
We have only been concerned with the least possible length of the tail. Just as a curiosity, let us give an example of a
vector space partition with d2 6= d1 and with a tail of maximal length.
Example 3. Consider any finite vector space V = V (n, q) and let U denote a subspace of dimension 2 of V . The set of vectors
in the set V \ U can then be partitioned into 1-dimensional subspaces of V . These subspaces, together with U , will then
constitute a vector space partition of V with a tail of the maximal length
n1 = q
n − 1
q− 1 −
q2 − 1
q− 1 = q
2 q
n−2 − 1
q− 1 .
The general problemof finding all possibilities for the number ni of vector spaces of dimensions di, for i = 1, 2, . . . , t , that
may occur in a vector space partition seems difficult to solve, and we have just almost found the solution for the minimal
value of n1 of the least dimension d1. However, we are able to give one consequence of the fact that some of those with a
tail of minimal length are derived.
Theorem 4. If P is a vector space partition of V = V (n, q) with d1 < d2 < 2d1 and with a tail of the minimal length n1 =
qd1 + 1, then
n2 ≥ qd2 + 1.
The proof of this theorem will be left as an easy exercise to the interested reader.
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