Inference of the topology of gene regulatory networks from experimental data is one of the primary challenges of systems biology. In an example of a genetic network of cyclins in the yeast cell cycle, we analyzed static genome-wide location data together with microarray kinetic measurements using a recurrent neural network-based model of gene expression and a newly developed, unbiased algorithm based on evolutionary programming principles. The modeling and simulation of gene expression dynamics identified cyclin genetic networks that were active during the cell cycle. We document that because there is inherent experimental variation, it is not possible to identify a single genetic network, only a set of equivalent networks with the same probability of occurrence. Analysis of these networks showed that each target gene was controlled by only a few regulators and that the control was robust. These results led to the reformulation of the cyclin genetic network in the yeast cell cycle as previously published. The analysis shows that with the methodologies that are currently available, it is not possible to predict only one genetic network; rather, we must work with the hypothesis of multiple, equivalent networks. Chromatin immunoprecipitation (ChIP)-onchip experiments are not sufficient to predict the functional networks that are active during an investigated process. Such predictions must be considered as only potential, and their actual realization during particular cellular processes must be identified by incorporating both kinetic and other types of data.-To, C. C., Vohradsky, J. Measurement variation determines the gene network topology reconstructed from experimental data: a case study of the yeast cyclin network. FASEB J. 24, 3468 -3478 (2010). www.fasebj.org
The primary resource for information about the binding of transcription factors to the promoter regions of target genes is genome-wide location data analysis [chromatin immunoprecipitation (ChIP)-onchip]. ChIP-on-chip is a technique that combines ChIP with microarray technology. In the first step, the protein of interest is cross-linked with the DNA site to which it binds. In the next step, only these complexes are filtered out of the set of all DNA fragments, using an antibody specific to the given protein. The attached protein-DNA complexes are then reverse cross-linked, and the DNA is purified. The DNA fragments are labeled with a fluorescent tag and hybridized to a DNA chip covering the genomic region of interest. Bound DNA fragments are identified by fluorescent measurement. This method was first successfully utilized for genome-wide location analysis in the yeast Saccharomyces cerevisiae (1) (2) (3) (4) , and the data from this species are still the most complete source of information available.
Other approaches to estimating the topology of gene regulatory networks originate from the analysis of temporal microarray experiments. Such experiments record, in a period of time that covers the analyzed biological process in distinct time intervals, the levels of messenger RNAs. These time series are then analyzed by means of numerical models that model the interactions among regulators and target genes and are able to predict the topology of the network formed by the genes studied. In the past 10 yr, several approaches to the modeling of gene expression and the inference of gene regulatory networks have been published (2, 3, (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) . In contrast to static genome-wide location data, the modeling and simulation approach allows the identification of stable states in response to a condition or stimulus as well as the identification of pathways and networks that are activated in the process (10) .
The yeast cell cycle is controlled by a number of genes, and fundamental microarray experimental study of this topic on a genome-wide level has been made by Spellman et al. (18) . It has been documented (19, 20) that the transition between the stages of the cell cycle is associated with oscillations in the activity of cell division control protein 28 (CDC28)-cyclin complexes; cyclin synthesis is necessary for phase entry, and CDK-cyclin inhibition/degradation is necessary for phase exit. The G 1 and S cyclins CLN1, CLN2, and CLB5 and B-type cyclin are involved in DNA replication, CLB6 accumu-lates and associates with CDC28 in late G 1 , the B-type cyclins are involved in cell cycle progression, and CLB1-CLB4 accumulate and associate with CDC28 in G 2 and M. These CDK-cyclin complexes can be inhibited by specific cyclin-CDK inhibitors such as SIC1 and FAR1, or they can be targeted for degradation by, for example, the anaphase promoting complex (4). Simon et al. (4) , using genome-wide location data and previously reported findings, identified a transcriptional regulatory network for cyclins. We have chosen this network as a representative case of transcriptional regulation. The reasons for this choice were that the network was identified using genome-wide location analysis; the network was relatively small, comprising only 22 genes, and closed; and most of the interactions occurred within the network. The influence of unknown factors from outside the network is thus minimized. There was also a previous experiment with microarrays that measured expression by sampling relatively densely throughout the yeast cell cycle; this experiment was performed in triplicate allowing for a basic determination of the confidence limits of the measurement (21) .
It is known that the binding of a transcriptional activator to the promoter region of a gene suggests that the regulator has a controlling effect on the gene, but it is also possible that the factor does not fully or even partially control the gene. However, a time series of gene expression, which reflects the kinetics of the relationship between the target gene and its regulator, can have the same pattern for a regulator that controls gene expression and other genes that are not gene expression regulators. Because of this similarity, spurious predictions can be made when relying solely on kinetic measurements. These 2 measurements are principally independent, and their combination allows for elimination of individual drawbacks of both methods. In this study, we used both data sources to devise an approach for the modeling of gene expression kinetics that used the genome-wide location data as a constraint and was unbiased with respect to network topology inference.
MATERIALS AND METHODS

Reconstruction of genetic network
Reconstruction of the topology of the cyclins genetic network was performed using gene expression data published by Pramila et al. (21) . The triplicate experiments in the time series were averaged and used in a genetic programming scheme to find networks with the topology giving the minimal value of objective function G (see Eq. 4), using constraints given by genome-wide location data analysis. Interactions among members of the cyclin network predicted by ChIP-onchip experiments were adopted from the study of Simon et al. (4) . The topology of this network is shown in Fig. 3 , and the corresponding interaction matrix A can be found in Supplemental Fig. 2 . The principle behind genetic programming (GP) reconstruction of a genetic network is described in the Evolutionary Computation of a Genetic Network subsection in Results and Discussion. The parameters of Eq. 2 for individual connections within each network were computed using the genetic algorithm (GA; e.g., ref. 22) . Differential equation Eq. 2 was solved numerically using the Runge-Kutta algorithm. The reconstruction of the network topology and the kinetics of gene regulation used the following algorithm:
Step 1: generate a population of networks with random connections between genes, Net(i), with 1 Յ i Յ 100; with the constraint that only connections given by matrix A were allowed.
Step 2: for each network, compute the parameters P ϭ {W, b, k 1 , k d } of Eq. 2, minimizing objective function Eq. 4 using the genetic algorithm.
Step 2.1: generate a population of random parameters P i (k), 1 Յ k Յ 500, with the maximum number of generations ϭ 500; the probability of crossover, mutation, and reproduction ϭ 0.6, 0.3, and 0.1, respectively.
Step 2.2: solve Eq. 2 to calculate the value G (Eq. 4) for each P i (k) of network Net(i).
Step 2.3: update the parameters by reproduction and crossover operations to create a new generation of parameters P iϩ1 (k).
Step 2.4: loop steps 2.2 and 2.3 until convergence or a predefined number of generations is reached.
Step 2.5: the parameters P(m) resulting in a minimal value of G are selected as the best approximation of Net(i).
Step 3: using reproduction, crossover, and mutation operations, create a new generation of Net(i).
Step 4: loop steps 2 and 3 until there is no improvement in objective function G (Eq. 4) or a preset number of generations is reached.
Step. 5: sort all networks according to increasing values of objective function G.
For each of the target gene expression profiles of the cyclin network, a 5% confidence interval (see Fig. 1 ) was calculated. Both computed and experimental target gene expression profiles were compared for each connection within each of the selected networks. Connections giving computed profiles that did not fit within the confidence interval of the measured target gene expression profile were excluded. Seven networks satisfied these criteria and were selected for further analysis. Connections among the genes in each of these networks were analyzed to create Table 1 and Fig. 4 .
RESULTS AND DISCUSSION
Most of the known genetic networks have been derived from static data, such as mutagenesis that maps the causal relationships between a deleted gene and the genes influenced by this deletion or ChIP-on-chip experiments (genome-wide location data) that identify regulators that bind the promoter sequences of their target genes. In contrast, the cellular machinery driving the process of transcription is not static at all. The levels of expressed genes change over time during the processes studied. The potential interactions defined by the static measurements must therefore be reflected in the dynamics of the gene expression of both the regulators and the target gene. The dynamics of the expression of a particular gene can be recorded in temporal measurements of its expression levels in short time intervals over the period of the investigated process. If the cell cycle is such a process, then the measurements must cover all of its phases. Such measurements would then form a time series, often called an expression profile. If such profiles are measured by microarrays or real-time PCR, then a picture of the expression of a large number of genes can be obtained. If a certain regulator (or regulators) controls a specific target gene (or genes) on the transcriptional level, then a causal relationship between the expression profile of the regulator and the target must exist. This relationship can be described by a numerical model with parameters that weigh the influence of the given regulator (or regulators) on the shape and scale of the target gene's expression profile, including a reaction delay. If the regulatory interaction between the regulator (or regulators) and the target gene (or genes) exists, then such a model, and its parameters, can be computed: if such an interaction cannot exist, then such a model, and its parameters, will not be able to be found. The purpose of this study is to compare the static measurements with the analysis of gene expression profiles, allowing the discovery of the casual dynamic relationships between the regulators and the targets on the transcriptional level. This procedure can be depicted by the flow chart in Fig. 1 . The input is the network derived from static measurements, literature references, mutation experiments, or any other information about mutual interactions among genes of the selected network. This information allows the creation of a logical network of the form A and B controls C, C controls D, etc. The second input is the gene expression profiles. With the use of a dedicated numerical model, the interactions defined in the static network can be tested to determine whether they can also satisfy the requirements for coherence among the expression profiles of the regulators and targets. If the coherence does not exist, then the interaction in the static network is not confirmed and the corresponding vertex in the network is deleted. This does not mean that the interactions given in the static network are not possible, simply that they do not occur during the process for which the gene expression profiles were measured.
Measurement confidence
Any experimental measurement is inevitably subject to error. If the measurement error is normally distributed, then each point of the expression profile has a confidence interval that is calculated based on both the variation in the measurement and the number of measurements. For experimentally measured curves, the expression profile represents the average of several measurements. The average expression profile is therefore surrounded by a confidence interval belt, displayed as the gray zone in Fig. 2A . In many microarray experiments, only one measurement is made for each time point, and so such a confidence interval could GIN4  SWI6  SWI4  MCM1  1, 6  MCM1  SWI6  SWI4  MBP1  SWI6  SWI4  MBP1Ͻ  2, 7  SWI6  SWI4  3  SWI6  SWI4  MCM1  MBP1Ͻ  4, 5  SWE1  SWI6  SWI4  MBP1  1, 6  SWI6  SWI4  MBP1  SWI6  MBP1  2  SWI6  SWI4  3, 7  SWI6 4, 5
Left: genetic network of cyclins during the cell cycle computed from microarray gene expression profiles with the constraints given by genome-wide location data. The network is described by the connection of regulators (Regulators column) with a target gene (Target column). Underscore represents connections with the minimal number of vertices that still satisfy all constraints and selection criteria. Ͼ denotes a higher value of weight w in comparison with the weights of other genes in the row; Ͻ denotes a lower value of weight w in comparison with the weights of other genes in the row; 0 means that there is no connection. Nets column indicates the networks (networks 1-7) in which the corresponding combination of regulators for the given target occurred. Right: interactions predicted on the basis of ChIP-on-chip measurements as published by Simon et al. (4) . This table served as a constrained matrix used in the computation of active networks. only be estimated from the general precision of microarrays; however, in other experiments, there are multiple repeats of samples hybridized with different arrays. In our study, the confidence interval could be calculated and the gray zone of Fig. 2 could be estimated directly from the experiment. In principle, this confidence interval means that all curves that can be drawn within the confidence interval must be considered equally probable given the experimental error of the measurements as shown in Fig. 2B . When evaluating the results of kinetic modeling, all of the reconstructed expression profiles that lie within the confidence interval, such as that in Fig. 2B , must be considered equally, as do the resulting genetic networks.
Model of gene expression kinetics
The kinetics of gene expression can, in principle, be derived from kinetic equations of the individual reactions that participate in the process of transcription of a given gene. The problem is that the reactions are not completely known and the reaction constants of those that are known cannot be measured. This problem can be bypassed by modeling the observed relationships between the transcription factors that initiate gene transcription and the transcribed genes. Other components of the transcription system can be considered to be steadily available in sufficient amounts, and their contribution to the kinetics of gene transcription can be considered constant: they can therefore be included to a rate constant. The rate of gene expression can then be expressed as a function of the quantity of the transcription factors and the rate of decay of the gene product. In many biological systems, it has been observed that gene expression kinetics follow a sigmoidal curve. After an initial period, which can be called a reaction delay, the reaction rate linearly increases until saturation, at which point the rate remains constant. The theoretical bases for sigmoidal response in transcription have been thoroughly discussed by Veitia (23) . The basic assumption and limitation of this approach are that the regulation occurs on the transcriptional level: other levels are not considered.
Analogous to neural networks (8, 24) , we considered in our model that the rate of transcription of a given gene (dz/dt) was proportional to a weighted w cumulative contribution of m transcription factors y i ϭ 1..m that act as activators or repressors and degradation of the gene product (Eq. 1):
where f represents a sigmoidal transfer function, and k d z(t) is a first-order degradation function. The model of the transcriptional network has the form given in Eq. 2: where z represents the expression profile measured in k time points, e.g., by microarrays, and ẑ is an expression profile computed by solving Eq. 2.
Parameter optimization
Optimization of the parameters of Eq. 2 using the least squares minimization given by the objective function 3 led to a reconstructed expression profile ẑ. This computed expression profile was required to lie within the confidence zone of the measured expression profile z [ Fig. 2 ; confidence interval was calculated as mean Ϯ t ⅐ (s/n 1/2 ), where mean is an average of n repeats in each time point measurement, S is the standard deviation, and t is a coefficient of t distribution for ␣ϭ0.05]. Those combinations of target regulators whose reconstructed expression profile did not satisfy this goodness of fit criterion were excluded during the GP network reconstruction scheme. Therefore, all networks reconstructed from the experimental time series with ChIPon-chip measurements constraint, considered further, satisfied the goodness of fit requirements.
The values of the optimized weights w show which of the potential regulators can reconstruct the target gene expression profile and therefore, from the kinetic point of view, control the target gene. A weight close to 0 means no influence, whereas large values mean that the regulator can participate in the control of expression of the target gene.
Evolutionary computation of a genetic network
As an alternative to the computation of all possible combinations of regulator-target interactions, we chose an approach derived from evolutionary programming. In this approach, a set of genetic networks with randomly assigned regulator-target interactions is created and an objective function for each network, with l target genes and k measured time points (Eq. 4) is computed and stored:
In the next generation, a certain number of randomly chosen networks from the first generation are copied to the new generation in a process called reproduction, while others are randomly combined and included in the next generation, a procedure called crossover. A mutation randomly changes the topology of the network in the next generation. In each generation, the objective function of each network is computed and stored. This process is repeated until no improvement in the objective function value is obtained or until a preset number of generations is reached. Networks with the best objective function values are sorted according to those values, and all interactions within the network are checked to detect which of the reconstructed expression profiles ẑ fall within the measurements' confidence interval.
Although the genetic programming-based algorithm used here is combinatorially complex, it has 1 advantage over the sequential computation of all alternative connections: the parameters of all connections are optimized not only for that particular connection but also for the whole network. When using the sequential optimization of parameters, errors can propagate and accumulate for distant nodes of the network. In the case of the suggested GP algorithm, this does not happen.
Static network
In principle, a regulator's expression profile can satisfy the criterion of goodness of fit of the computed target gene's expression profile without having any relationship to the given target gene. The information necessary to evaluate whether the regulator can bind the promoter of the target gene is missing in these kinetic measurements. In such a case, additional information must be included in the network construction and evaluation process. Information about the regulatortarget promoter interaction can be obtained from ChIP-on-chip measurements, which provide an answer to the question of whether the regulator can bind the target's promoter. However, the ChIP-on-chip experiments do not provide data on whether control actually occurs during the observed biological process. Such information can be obtained from the analysis of gene expression profiles, and so the 2 methods complement each other.
ChIP-on-chip data can be coded into an interaction matrix A with regulators in columns and target genes in rows. If the interaction of target gene i and regulator j is confirmed by ChIP-on-chip measurements, then A i,j ϭ 1, and otherwise 0. This matrix is then included into the evolutionary process of the creation of random networks as a constraint that permits only the creation of interactions supported by matrix A.
Yeast cyclin network
The yeast cyclin network, exactly as published by Simon et al. (4) , was chosen as an experimental data set. Briefly, yeast strains containing a myc-tagged version of the protein of interest were grown to mid log phase, fixed with formaldehyde, and disrupted by sonication. DNA fragments cross-linked to the protein were imunoprecipitated with anti-myc antibody. After reversal of the cross-links, the DNA was amplified and labeled with fluorescent dye. Labeled DNA was hybridized to a microarray containing yeast intergenic sequences. Each experiment was run in triplicate, and a simple statistical tests assigned P values for probability of binding of the protein to the given DNA fragment to each of the protein binding site pair. Detailed protocols can be obtained at the researchers' website (http://web.wi. mit.edu/young/cellcycle). Although more data about the control of the cell cycle by cyclins, as well as data about the control among cyclins, have appeared since the publication of this study, we chose this network because it is accompanied by consistent measurements, the same for all genes investigated by these authors. Although the network may from this perspective be incomplete, for the purpose of this study it is adequate. This network, defined by Simon et al. (4) , is relatively small (22 genes) and closed: according to genome-wide location data, only 2 genes are controlled externally (MCM1 and SWI6; ref. 4 ). ChIP-on-chip measurements for this network have already been published by the authors, and gene expression profiles for the yeast cell cycle, measured in triplicate using microarrays, are available (21) .
According to the genome-wide location data of Simon et al. (4) , the cyclins genetic network consists of 22 genes (FKH1, FKH2, NDD1, MCM1, SWI5, ACE2, SWI6, SWI4, MBP1, CLN3, CLB4, CLB1, CLB2, APC1, SPO12, SIC1, FAR1, CLN2, CLN1, CLB6, GIN4, and SWE1) that are interconnected as shown in Fig. 3 .
The connections in Fig. 3 allowed the creation of an interaction matrix A, as described above, which was used as a constraint in the search for networks that utilized gene expression data and evolutionary programming (see Materials and Methods). The networks reconstructed from the gene expression data were sorted according to the value of their objective function (Eq. 4).
Data analysis
With the use of the genetic programming scheme and the model described above, with the constraints given by the ChIP-on-chip measurements, a set of alternative networks sorted by increasing objective function values was computed. The choice of genetic networks representing interactions within the cyclin network was limited by the confidence interval constraint, i.e., reconstructed target gene expression profiles had to lie within the confidence interval given by the error of measurement. This criterion was satisfied in the first 7 networks, with the exception of 3 genes (CLN3, SPO12, and FAR1) that were consistently outside of the confidence interval. These genes were considered to be controlled externally (or on a nontranscriptional level) of the cyclin network. The interactions suggested by the ChIP-on-chip experiment for these genes were thus not confirmed by the kinetic model.
Connections in the final 7 networks were analyzed, and both their common and individual features are summarized in Table 1 and Fig. 4 . The table is organized so that each of the 22 genes is listed in the first column, and their regulators are listed in the next columns. For comparison, connections suggested by ChIP-on-chip measurements are included in Table 1 (right). In some cases, the same connection between a target gene and its regulators appeared in multiple networks, whereas in other cases the connection between a target gene and its regulators differed between networks. All alternative cases are shown in Table 1 .
Analysis of Table 1 showed that genome-wide location data analysis measured only potential connections, which were, in several cases, not confirmed by the analysis of gene expression data. This lack of confirmation mainly concerned the target genes CLN3, SPO12, and FAR1, where ChIP-on-chip experiments predicted the connections CLN3Ͻ-(MCM1, SWI5, ACE2, SWI4), FKH2-ϾSPO12Ͻ-MCM1, and MCM1-ϾFAR1Ͻ-SWI6. None of these connections were confirmed when the temporal gene expression data were included in the analysis. In contrast, predictions for SIC1, which is known to be controlled by SWI5/ACE2, were confirmed. It has been reported previously that the gene products of FKH2 and MCM1 are bound to the promoters of G 2 /M-phase regulated genes, and the periodic activity is regulated by coactivator NDD1 (25, 26) : indeed, we found coordinated activity of these 3 genes (see Table 1 ). The same coordinated activity was found for the MBF complex (MBP1/SWI6), where the ChIPon-chip measurements showed that MBP1/SWI6 controls NDD1, SWI4, GIN4, CLB6, SWE1, and CLN2. These genes, except for CLB6 and GIN4, were found to be part of the alternative networks found by the presented analysis. SWI4/SWI6-forming SBF complexes, which should act together, were found by ChIP-on-chip experiments for NDD1, SWI4, CLN1/2, CLB6, and SWE1 and were confirmed to be active for CLN1/2 and SWE1 by our analysis. The previously reported transcriptional control of CLB2 by MCM1/FKH2/NDD1 (25) was confirmed as 1 of the alternative connections. In addition, the known control of SWI5 and ACE2 by MCM1/FKH2/NDD1 was confirmed. The control of CLN3 by SWI5, ACE2, and MCM1 that has been reported in the literature (25) and suggested by ChIPon-chip measurements was found in 2 of 7 final networks, but the reconstructed profile did not fully fall within the confidence interval of the measurement and was therefore excluded. This result can be explained by the accumulation of measurement errors. The control of MCM1 from outside of the cyclin network (known to be controlled by YOX1 and YHP1; ref. 25) was also confirmed here. Self control of FKH2, and the control of FKH1 by FKH2 found here, were reported previously (1, 27) .
It is necessary to emphasize that only interactions predicted by Simon et al. (4) by ChIP-on-chip measurements were considered in our analysis. Therefore, those that have been reported in the literature but that were not covered by these measurements could not appear in the results of our analysis. A brief comparison of our results with published data demonstrates what has been stated above: the analysis generates a set of alternative networks that are possible based on the static measurements and the dynamic features of the system. To determine which of these alternative networks really act during the cell cycle, it is necessary to incorporate additional information from independent measurements. It is important that the majority of the predictions made by our procedure were coherent with those found previously, confirming that the approach presented here is meaningful.
Altogether, the ChIP-on-chip experiment predicted 65 interactions, whereas the minimal network created from kinetic modeling confirmed only 28 interactions (see Table 1 and Fig. 4) . The number of regulators predicted by the genome-wide location data [FKH1, FKH2, NDD1, MCM1(o), SWI4, SWI5, SWI6(o), ACE2, MBP1, and CLN3, where (o) means that the gene was not controlled within the cyclin network] was also higher than the number predicted by modeling gene expression profiles.
Principles of regulation within the alternative networks
It is interesting to look at the expression profiles of the regulators not controlled within the cyclin network: MCM1, SWI6, and CLN3 (see Supplemental Fig. 1 ). The MCM1 profile was flat, while SWI6 and CLN3 oscillated during the cell cycle but had mutually opposite (complementary) profiles. In addition, NDD1, which is known to maintain the periodic characteristic of control in connection with MCM1 an FKH2, had an oscillatory profile. This combination is very striking and could in principle reconstruct almost any kind of oscillations found in the profiles of cyclin network genes. The previously reported activity of MCM1/ FKH2/NDD1 as a regulator complex, confirm this idea (see above).
The regions with underscores in Table 1 represent connections within the "minimal" network, i.e., a network with the minimal number of vertices that occurred in any of the 7 selected networks and that can still model the target gene expression profile within the confidence interval of the measured expression profile. Most of the connections in this minimal network were formed with 1 or 2 regulators of one target gene, with the exception of CLB2, where the gene was controlled by 3 regulators (Table 1) . It is necessary to emphasize that the other, alternative connections listed in the rows of Table 1 cannot be excluded, as all of them satisfy both the goodness of fit criteria and the genome-wide location data constraints; the reconstructed gene expression profile always lies within the confidence interval. In principle, all irreducible [irreducible means that all regulators for a given target have similar abs(w)], alternative networks must be considered. Although a single regulator can be found that satisfies the confi- dence interval requirements, multiple regulators will generate more robust transcriptional control, especially in the case of an activator and repressor, and it is therefore quite probable that this kind of control is what actually occurs in nature (8) . Nonetheless, looking closely at the values of the weights w showed that the weights of additional regulators extending the minimal network were in many cases smaller when compared with the weights of the minimal network and would actually only improve the goodness of fit of the model profile when compared to the experimental one (these genes are labeled with Ͻ in Table 1 ). When there were multiple possible regulators, usually one was dominant and the others contributed with a lower value of w, as in the case of CLN2, controlled by MCM1, SWI6, SWI4, and MBP1, where abs(w SWI6 ) was 5 times greater than the w of any of the other 3. An exception to this rule was the FKH1-ϾFKH2 pair, where FKH1 could also be controlled by FKH2 in a self-feedback loop, FKH1-ϾFKH2Ͻ-FKH2, and the weights were similar for both alternatives. In many cases, the weights of multiple regulators had similar values, and all predicted interactions had to be considered. Even for the minimal network there existed equivalent, indistinguishable alternative connections (targets CLB2 and CLN2, see Table 1 ).
Looking more closely at the genes controlled by 2 regulators (Table 1) , the target was mostly controlled in a competitive way; one regulator was the activator, the other was the repressor, and the expression profiles of the regulators were similar but shifted temporally (e.g., FKH2-FKH1, FKH2-NDD1, SWI6-MBP1, and SWI4-SWI6 profiles; see Supplemental Fig. 1 ). Such an arrangement is quite robust and can ensure precise control of the target gene. An exception can be seen in the case of the 3 regulators of CLB2, where there were 2 repressors (NDD1 and MBP1) and the alternative activators FKH2 and FKH1. A second exception was CLN2, which could be controlled by either SWI6 and SWI4 or SWI4 and MBP1 (control of CLN2 by SWI4/ MBP1 has been previously confirmed; ref. 25); all of these regulators worked as activators.
In cases where there were 3 regulators, all of them must be considered (see Table 1 ). In all cases of networks with 3 regulators, except for CLB2, a network with fewer (1 or 2) alternative regulators was able to be found.
Analysis of the results of the concomitant processing of the transcription factor binding data with kinetic modeling revealed several rules that occurred in the functioning of the gene expression regulatory network. First, it is always possible to identify a set of minimal networks, i.e., equivalent networks with the minimal number of vertices that can still correctly reconstruct experimental data. Second, even within the minimal network there exist indistinguishable alternative connections (e.g., in the control of CLB2 or CLN2) forming alternative topologies that are equivalent from the kinetic point of view. Third, for the regulation of a target gene, usually 1 or 2 regulators are sufficient to correctly interpret the experimental data. Fourth, the regulators controlling target gene expression in pairs act either as a complex or so that one is an activator and the other is a repressor, and their gene expression profiles have a similar shape but are mutually shifted temporally. This arrangement is, from the control point of view, quite robust. Fifth, although often a single regulator can be found that matches the experimental data, multiple regulators will be capable of more robust control, especially in the case of an activator and repressor pair. If such an arrangement is identified within the data's confidence level, such a case cannot be neglected even if a simpler mode of control can be found.
CONCLUSIONS
The traditional scheme for model building is as follows: suggest a model, take experimental data and load them into the model, compare the outputs with published data or other experiments, and define the reliability of the model. Here the procedure was different: we used a model already known to be able to describe experimental data (14, 17, 28) . The model was loaded with gene expression time series (expression profiles) for a chosen set of genes for which the interactions were predicted from the static measurements (ChIP-on-chip data of Simon et al.; ref. 4) . The model was then used to compute in an unbiased way, using the GP scheme, a set of networks that satisfied the kinetics of gene expression. The resulting network was comprised of both the kinetic data and static constraints. Note that the published data were already included in the process of the network inference. The only drawback in such scheme can be that the input information is either incorrect or not up to date, but this does not change anything in the process of inference of the active network that we test here. Here, as an example, we used the cyclin network as described by Simon et al. (4) . It is evident that their definition of the network does not include all information known about the cell cycle control right now. The results, therefore, must be related exactly to the experiment used here, not to additional published results. From the current point of view, some of the predictions were not confirmed by later studies, and other interactions might have been documented after the publication of their study. If required, the network can be updated any time by the inclusion of new information and recomputation of the results, but such a topic is beyond the scope of this study, which focuses on the methodology of the inference of gene expression networks, the consequences of experimental error on the gene topology hypothesis generation, and the analysis of the regulatory dynamics within the networks. Our study is not intended to be an exact identification of yeast cell cycle network: this is a topic for subsequent work.
Analyzing temporal gene expression data and incorporating the inevitable experimental error into the interpretation of the results of the analysis substantially alters one's view of the functioning of the gene expression networks that are activated during particular cellular processes. It is apparent that utilizing only genome-wide location data for the reconstruction of genetic networks leads to the reconstruction of a potential genetic network only. This network, or part of this network, has the potential to be functional during some cellular processes, but in other processes the topology that is actually utilized may be different. Some of the connections predicted by genome-wide location data cannot occur from the viewpoint of the kinetics of gene expression during the observed process. It must be emphasized that the underlying numerical model does not limit these results. Although the model that is chosen must describe relationships between all genes in the network, it must also describe the relationships consistently for all genes in the network. If some gene interactions cannot be consistently described together with the others, it is very likely that they cannot occur in practice, regardless of the chosen model. Moreover, the model used here describes the observed kinetics of gene expression and has been tested on known systems (8, 14) . The evolutionary method of network design, adopted here, is unbiased with respect to the network topology.
Incorporating the experimental error into the analysis leads to the identification of equivalent connections that are, under the given experimental error, indistinguishable. As a result, with the currently available data, it is not possible to identify a single gene expression network. Only a set of the most probable networks (within the confidence interval given by experimental error) can be identified, and the individual networks of the set must be considered as equivalent. It may happen that the identification of a single network that best fits the data occurs if, by chance, the experimental error sums to give the best fit; however, this outcome does not preclude the existence of alternative networks. It is also evident that ChIP-on-chip experiments are, in this case, not sufficient to predict functional networks that are active during an investigated process. Such predictions must be considered as only potential, and their actual realization during particular cellular processes must be identified by incorporating both dynamic data and additional experiments. A brief comparison with the literature, made in the results section, shows that the reported interactions are, for most of the cases, found among the predicted alternative connections.
The procedure presented here considers control solely on the transcriptional level. Other levels of control, primarily post-translational phosphorylation, are not considered here. As there is evidence of this kind of regulation in the yeast cell cycle, concerning some of the cyclins (in our case CLB1/2, Fig. 1 in Bahler et al.; ref. 25) , the results obtained here for such target genes could be false. According to Bahler et al. (25) , CLB2 is controlled transcriptionally by MCM1/ FKH2/NDD1 and posttranslationally by CLN1 and SIC1. Here, we found that if we consider transcriptional control, kinetic data, and ChIP-on-chip data only, CLB2 is controlled by 2 alternatives, FKH2/NDD1/MBP1 or MCM1/FKH2/NDD1, where the later is correct, but the post-translational control has indeed not been discovered. This raises the question of what influence the post-translational control has on the expression kinetics of CLB2. For CLB1, we did not find control by MCM1/FKH2/NDD1 but instead (MCM1)/FKH2/ SWI4; although this finding does not constitute proof, this difference might be accounted for by post-translational control, which is more pronounced for CLB1 than for CLB2 and deforms the transcriptional profile, which is then better modeled by FKH2 and SWI4. As post-translational control is not included in the model, it cannot be discovered here and is replaced by the best transcriptional alternative, which is (MCM1)/FKH2/ SWI4. This raises a question of the use of gene expression instead of protein expression data. Most of the work published so far, dealing with reconstruction of transcriptional regulatory networks, including this work, supposes linear relationship between the amounts of mRNA, measured using microarrays, and the amounts of the corresponding regulatory protein. Such relation has been estimated to ϳ30% of prokaryotic genes but in principle cannot be applied as general. Instead of the mRNA expression profiles used to infer transcriptional control, protein expression profiles should be used in the model. The limitation is given by experimental difficulties accompanying the measurement of most of the transcription factors, which often occur in amounts below the detection limit of current proteomic experimental devices. Although substantial progress has been made in the past years in the inference of protein expression profiles (29 -31) , their inclusion to the models of gene expression is still far from routine. Nonetheless, the approach to the inference of gene expression networks presented here can be utilized unchanged, as it is; only the regulator gene expression profile has to be replaced with protein expression profile once it is known.
Although this study was performed on a small network of merely 22 genes, this network already has properties that are common for all gene control systems. The conclusions and principles that can be drawn from this analysis are of general value and can be adopted for other genetic networks.
The principal message of this study is not the final definition of the cyclins regulatory network, but rather a warning that the static data, which are predominantly used to determine gene network topologies, are not sufficient to identify a network coherent with the dynamics of the system. Moreover, and most importantly, connections within the network are defined within the borders of experimental reliability, which can give rise to alternative, different connections, which must be considered equal. Therefore, we are not able to say that one of the alternative connections is better than the other; we must consider them all as possible. This introduces an uncertainty into the con-clusions that is, unfortunately, inevitable, and we must accept that with the inherent experimental error, and without introducing additional experiments, we are not able to get closer to the real genetic network.
