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ABSTRACT 
Striatum is the main input nucleus of basal ganglia.  Medium-spiny neurons 
(MSNs), the principal neurons of the striatum, receive convergent excitatory 
inputs from cortex and thalamus, thus “gate” the information flow to the 
basal ganglia. The activity of MSNs is further modulated by massive 
inhibition from their neighboring MSNs as well as from GABAergic 
interneurons. At corticostriatal synapses in MSNs, a potent and reliable spike 
timing-dependent plasticity (STDP) can be found. It has been suggested this 
plasticity follows an “anti-Hebbian” learning rule: pre-synaptic signals 
preceding post-synaptic action potentials (‘pre-post’ paring) induces LTD 
while post-synaptic action potentials preceding pre-synaptic signals (‘post-
pre’ paring) leads to LTP. The long-term potentiation (LTP) relies on 
NMDAR-mediated calcium influx, while the long-term depression relies on 
L-type calcium channels and endocannabinoid (eCB) dependent signaling 
pathways. The sign of STDP rule at the corticostriatal synapses appears to be 
influenced by the presence of GABAergic inputs. In addition to the role of 
synaptic interactions for modulating and controlling plasticity,  synaptic 
interactions can also give rise to “dendritic plateaus” were found in MSNs. 
Clustered activation of spines at distal dendrites, within a short temporal 
window, can evoke a long-lasting plateau potential in MSNs. It is generally 
assumed that this supra-linear integration could promote spiking in MSNs, 
however, it has not been clear how dendritic plateaus are controlled by 
excitatory and inhibitory inputs in MSNs.  
In this thesis, using biophysically detailed models of MSNs, we explored: 
(1) the possible mechanisms of GABA in STDP formation, (2) the roles of 
different NMDAR subunits in STDP formation, and (3) how dendritic 
plateaus affect the integration of excitatory and inhibitory inputs in MSNs. 
We found that in brain slices the GABA tightly controlled the polarity of 
STDP in MSNs, while blocking GABA could reverse the STDP rule from 
anti-Hebbian learning to Hebbian. Surprisingly, the model predicted that 
GABA depolarizes the dendrites during the STDP protocols and such 
depolarizing effects further change the balance between NMDA-mediated 
calcium and the calcium influx from L-type calcium channels. In “pre-post” 
parings, the GABA strength pushes the balance towards L-type calcium, 
thus promoting LTD formation. In contrast, during “post-pre” parings, the 
presence of GABA pushes the balance more towards NMDAR-mediated 
calcium, thus favoring LTP formation. Next, we identified the role of 
NMDAR subunits in LTP formation. The model predicted that the GluN2B 
subunit could broaden the timing window of LTP. We confirmed the 
prediction with experiments. At last, we investigated the functional 
importance of dendritic plateaus in MSNs. The model predicted that 
dendritic plateaus could enhance neuron-wide integration of excitatory 
inputs and promote spiking. In contrast, the impact of dendritic inhibition 
depends on a particular “spatiotemporal” window: the efficacy of dendritic 
inhibition could be dramatically increased if it is positioned close to the 
plateau initiation zone and activated within a specific timing window. 
Intriguingly, the model predicted that such branch-specific inhibition is not 
due to shutting of GABAARs, but relies on the Magnesium (Mg2+) block of 
NMDARs. We verified the mechanism with two-photon uncaging of 
glutamate and single-photon uncaging of GABA.  
To conclude, we found GABA tightly controlled the direction of STDP in 
MSNs through depolarizing effects and could effectively suppress the 
dendritic plateau in MSNs through an NMDAR Mg2+ block dependent 
mechanism.  
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1 BACKGROUND: FROM PHYSIOLOGY TO THEORY  
1.1 STRIATUM – INPUT STAGE OF BASAL GANGLIA 
The basal ganglia are subcortical nuclei which are critical for action initiation and selection 
(Tepper, Koos et al. 2004, Gittis and Kreitzer 2012).  The basal ganglia circuitry mainly 
consists of the striatum, globus pallidus external and internal, subthalamic nucleus and 
substantia nigra. As the main entrance to basal ganglia, the striatum receives massive 
glutamatergic inputs mainly from cortex and thalamus (Smith and Bolam 1990, Gerfen 1992, 
Smith, Raju et al. 2004) . The excitatory afferents to the striatum carry abundant information 
containing sensory, motor, cognitive and limbic signals (Gittis and Kreitzer 2012).  In 
addition to glutamatergic inputs, the striatum is also innervated by dense dopaminergic inputs 
from midbrain (Surmeier, Plotkin et al. 2009, Gerfen and Surmeier 2011). Dopamine is a 
critical modulator to striatal function, while loss of dopamine neurons will cause motor 
disorders, such as Parkinson’s disease (Surmeier, Plotkin et al. 2009, Gerfen and Surmeier 
2011).  
A unique feature of the striatal circuitry, in particular compared to other main regions in our 
brain, is the complete lack of glutamatergic neurons (Tepper, Koos et al. 2004, Gittis and 
Kreitzer 2012). The vast majority of neurons in the striatum are GABAergic medium spiny 
neurons (MSNs), also called spiny projection neurons (SPNs) (Tepper, Koos et al. 2004, 
Gittis and Kreitzer 2012).  MSNs account for approximately 90% of the total striatal 
populations and give rise to collateral inhibition to their surrounding MSNs, usually via 
synapses on the middle to distal dendrites of neighboring MSNs (Tepper, Koos et al. 2004, 
Gittis and Kreitzer 2012). 
The prevailing working theory of striatum (and also for the basal ganglia) is the balance 
between the direct (‘go’) and the indirect (‘no-go’) pathway (Gerfen and Surmeier 2011). 
Two main subpopulations of MSNs in the striatum give rise to two pathways via their 
projection destinations and gene expression patterns (Tepper, Koos et al. 2004, Gittis and 
Kreitzer 2012): one group of MSNs project directly to the output nuclei of basal ganglia 
(‘direct-pathway’) and mainly express D1-receptors (D1-MSNs),  while another population 
of MSNs project to intermediate part of basal ganglia (globus pallidus external) and mainly 
express D2-receptors (D2-MSNs). The direct-pathway facilitates action selections while the 
indirect-pathway opposes actions. Thus, the output of striatum (and even of the whole basal 
ganglia) could heavily reply on competition between these two pathways—the winning 
pathway would suppress its opponent (Tepper, Koos et al. 2004). However, this ‘winners-
take-all’ model has been be challenged by in vivo calcium imaging data, which showed co-
activation of direct and indirect pathways in the striatum when initiating certain actions (Cui, 
Jun et al. 2013). 
I will introduce more details regarding MSNs and the main interneurons below.  
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1.1.1 Striatal neurons 
Because MSNs are dominant with regards to numbers in the striatum, most of the cortical and 
thalamic inputs are converged onto MSN dendrites (Smith and Bolam 1990, Gerfen 1992, 
Smith, Raju et al. 2004). Thus, MSNs “gate” the information flow from cortex/thalamus to 
the basal ganglia output stages and likely are the most important neurons of basal ganglia.  
The morphological and electrophysiological features of MSNs are different from cortical and 
hippocampal pyramidal neurons which are perhaps most well studied neurons in the brain. 
Pyramidal neurons have long apical dendrites but relatively short basal dendrites.  In contrast, 
dendrites of MSNs are much shorter (~200 um), and the dendritic tree looks more like 
spherical “ball” in its natural form (Tepper, Koos et al. 2004, Wilson 2007, Gittis and 
Kreitzer 2012).  Unlike pyramidal neurons that have long primary dendrites over 100 um, 
MSNs are endowed with short primary dendrites (~10-30 um) , rapidly evolving into very 
thin dendrites (Gertler, Chan et al. 2008) ; such dendritic structure might make MSNs 
electronically more “compact” than cortical pyramidal neurons (Gertler, Chan et al. 2008) .     
Due to high density of inward-rectifier potassium channels (Kir) and A-type potassium 
channels (KA), MSNs normally display hyperpolarized resting membrane, near the K+ 
equilibrium potentials at around -80 to -90 mV, often called  “down-state” (Wilson and 
Kawaguchi 1996, Stern, Kincaid et al. 1997) .  In vivo (but under anesthesia), MSNs were 
observed to transit from the hyperpolarized “down-state” to a depolarized “up-state” (-60 to -
55 mV); it appears action potentials can only be triggered during the up-state (Wilson and 
Kawaguchi 1996, Stern, Kincaid et al. 1997, Stern, Jaeger et al. 1998). In order to achieve 
this ~20 to 30 mV “jump” between the “down-state” and “up-state”, it has been estimated 
that a large number (hundreds to thousands) of coherent inputs would be required to drive 
MSNs (Wilson and Kawaguchi 1996, Stern, Kincaid et al. 1997, Stern, Jaeger et al. 1998, 
Wolf, Moyer et al. 2005). It was recently found that activating a small number of spines in 
distal dendrites within a short timing window could induce long-lasting plateaus in the soma, 
mimicking the up-state of MSNs (Plotkin, Day et al. 2011). Such dendritic plateaus require 
much less (tens) excitatory inputs and could efficient promote MSN membrane potential 
state-transition (Plotkin, Day et al. 2011).  
The striatal interneurons are mostly GABAergic as well, which can be divided into two classes 
(Kawaguchi 1993, Gittis and Kreitzer 2012):  
• fast-spiking interneurons (FSI) expressing parvalbumin (PV)  
•  persistent and low-threshold spike (PLTS) interneurons but expressing somatostatin 
(SOM), neuropeptide Y (NPY), and nitric oxide synthase (NOS) respectively.  
In addition to GABAerigic interneurons, there are a small number of Cholinergic 
interneurons in the striatum, which release the neurotransmitter acetylcholine (ACh) and 
modulate the local GABAerigic circuitry (Witten, Lin et al. 2010, English, Ibanez-Sandoval 
et al. 2011, Oldenburg and Ding 2011).   
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1.1.2 Intrastriatal synaptic interactions 
There are couple of rules that how these GABAergic neurons target:   
• FSIs mostly target on the perisomatic regions of  MSNs (Kubota and Kawaguchi 2000, 
Straub, Saulnier et al. 2016).  
• PLTSs mostly target on the distal dendrites of MSNs (Kubota and Kawaguchi 2000, 
Straub, Saulnier et al. 2016).  
The most well studied interneurons are FSIs, which usually induce large amplitude and fast 
kinetic unitary IPSCs (uIPSC) on MSNs (Gittis, Nelson et al. 2010, Planert, Szydlowski et al. 
2010). In vitro experiments have shown that FSIs normally have much lower firing threshold 
than MSNs. The same somatic current injection only induced subthreshold depolarization in 
MSNs, but would evoke spike trains in FSIs (Gittis, Nelson et al. 2010, Planert, Szydlowski 
et al. 2010).  Therefore, cortical inputs could easily trigger a train of action potentials in FSIs. 
Since FSIs activate a train of IPSCs on MSNs and their terminals directly target on 
perisomatic areas near action potential initiation zone, it is generally believed that FSIs can 
strongly inhibit firing of MSNs and thus powerfully inhibit the striatal network (Tepper, Koos 
et al. 2004). However, it is worthy to note that IPSC trains from FSIs to MSNs display short-
term plasticity with strong depression (Planert, Szydlowski et al. 2010), suggesting that the 
influence of FSIs might not be as powerful as we previously expected.   
Compared to FSIs, PLTS interneurons mainly project to distal MSN dendrites and evoke 
relatively small amplitude and fast kinetic uIPSCs (Gittis, Nelson et al. 2010, Straub, Saulnier 
et al. 2016) .  It is not clear how PLTS interneurons modulate MSNs through GABA release. 
PLTS interneurons might modulate the output of MSNs with neuromodulations, such as 
somatostatin (SOM), neuropeptide Y (NPY) and nitric oxide (NO) (Gittis and Kreitzer 2012).  
It was recently found that a small group of interneurons, neuropeptide Y-neurogliaform 
(NPY-NGF) interneurons induce slow kinetic uIPSCs on MSNs (Ibanez-Sandoval, 
Tecuapetla et al. 2011). The NPY-NGF interneurons also target distal dendrite of MSNs 
(Ibanez-Sandoval, Tecuapetla et al. 2011). Interestingly, NPY-NGF interneurons have 
surprisingly high connectivity to local MSNs (~67-80%) (Ibanez-Sandoval, Tecuapetla et al. 
2011), suggesting they might play important roles in regulating the striatal network. 
1.1.3 Synaptic plasticity and learning in the striatum 
Synaptic strength can be modulated by pre- and/or post-synaptic activities. Early in 1949, 
Hebb proposed that “when an axon of cell A is near enough to excite a cell B and repeatedly 
or persistently takes part in firing it, some growth process or metabolic change takes place in 
one or both cells such that A’s efficiency, as one of the cells firing B, is increased” (Hebb 
1949) – a pioneering theory that defined ‘use-dependent’ changes in synaptic efficacy , also 
termed as Hebb’s rule.  In line with the Hebb’s rule, experiment evidence of long-term 
potentiation (LTP) was first discovered by applying high-frequency stimulation (HFS) to the 
pre-synaptic afferents in hippocampus (Bliss and Gardner-Medwin 1973, Bliss and Lomo 
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1973). In contrast, long-term depression (LTD) was discovered in cerebellum by low-
frequency stimulation (LFS) of parallel fibers and climbing fibers (Ito and Kano 1982). 
Today, LTP and LTD are found at many glutamatergic synapses in nearly every brain regions 
and are considered as fundamental rules for learning and memory (Siegelbaum and Kandel 
1991, Bliss and Collingridge 1993, Caporale and Dan 2008).  
Traditionally, LTP is induced by HFS while LTD is induced by LFS (with or without post-
synaptic depolarization) (Siegelbaum and Kandel 1991, Bliss and Collingridge 1993, 
Caporale and Dan 2008).  Is the temporal order of stimulation important for LTP or LTD 
induction? A novel plasticity paradigm  correlated to temporal sequences of induction 
protocols was discovered in the 90’s and was termed as “spike timing-dependent plasticity 
(STDP)” (Magee and Johnston 1997, Markram, Lubke et al. 1997, Bi and Poo 1998, 
Debanne, Gähwiler et al. 1998) . STDP is the synaptic strength determined by the relative 
timing between pre-synaptic inputs (such as EPSPs) and post-synaptic action potentials (APs) 
(Magee and Johnston 1997, Markram, Lubke et al. 1997, Bi and Poo 1998, Debanne, 
Gähwiler et al. 1998, Caporale and Dan 2008). For example, in neocortex if the excitatory 
afferent signals proceed APs (‘pre-post’), timing-dependent long-term potentiation (tLTP) 
will be induced at pyramidal neuron synapses; the reverse order between pre- and post-
synaptic signals (‘post-pre’) would induce timing-dependent long-term depression (tLTD) 
(Caporale and Dan 2008). Subsequent works further reveal that STDP widely exist at 
glutamatergic and even GABAergic synapses in our brain (Caporale and Dan 2008).  It is 
noteworthy that because STDP induction is critically dependent on the amplitude of back-
propagating action-potentials (bAPs), the location of synapses in dendrites are important 
(Froemke, Poo et al. 2005, Sjostrom and Hausser 2006, Froemke, Letzkus et al. 2010). For 
instance, dendritic locations of synapses could shape the timing-window (Froemke, Poo et al. 
2005) and even reverse the direction of plasticity when moving from the soma to distal 
dendrite (Sjostrom and Hausser 2006). Because STDP records timing of synaptic events, it 
links the “causality” in the activation protocols to the direction of STDP (potentiation or 
depression). Thus, the STDP rule expands the original “Hebb’s rule” to a wide variety of 
learning rules in our brain (Caporale and Dan 2008, Froemke, Letzkus et al. 2010), although  
the role of STDP in vivo is still in debate (Markram, Gerstner et al. 2012). Nowadays, the 
term “Hebbian-learning” appears to be more related to STDP rules.  
The cellular mechanisms underlying STDP might vary at different brain regions. In 
neocortical (Froemke, Poo et al. 2005, Nevian and Sakmann 2006) and hippocampal neurons 
(Magee and Johnston 1997),  it appears that tLTP relies on boosting of calcium influx though 
NMDARs. In contrast, tLTD is dependent on inactivation of NMDARs via calcium influx 
from voltage-sensitive calcium channels (VSCC). In other brain regions such as in barrel 
cortex , tLTD is not dependent on NMDARs , but relies on activation of postsynaptic 
metabotropic glutamate receptors (mGluR) and VSCC (Sjostrom, Turrigiano et al. 2003, 
Nevian and Sakmann 2006), which further promote the synthesis and release of 
endocannabinoid (eCB) (Hashimotodani, Ohno-Shosaku et al. 2005, Hashimotodani, Ohno-
Shosaku et al. 2007).  
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In the striatum, the most well studied plasticity is LTD induced by paring postsynaptic 
depolarization with high frequency afferent inputs (Lovinger, Tyler et al. 1993, Kreitzer and 
Malenka 2005). The induction of such LTD requires postsynaptic release of eCB (Gerdeman, 
Ronesi et al. 2002). It was suggested that the eCB-dependent LTD largely relies on boosts of 
L-type calcium (Adermark and Lovinger 2007).  Recently, STDP was also found in MSNs 
(Fino, Glowinski et al. 2005, Shen, Flajolet et al. 2008). However, the findings of STDP 
appear to be controversial. In slice preparations when GABAergic circuitry was kept as intact 
as possible, the STDP at corticostriatal synapses follows an “anti-Hebbian” rule (Fino, 
Glowinski et al. 2005): the “pre-post” paring leads to tLTD, while the reverse order of pre- 
and post-synaptic signals induces tLTP. In contrast, when GABAARs were pharmaceutically 
inhibited, “Hebbian” rule was observed in MSNs (Shen, Flajolet et al. 2008). Further 
experiments were required to explore the roles of GABA in STDP inductions in MSNs. 
Similar to tLTP in cortex, tLTP at corticostriatal synapses is dependent on NMDAR 
activation (Shen, Flajolet et al. 2008, Surmeier, Plotkin et al. 2009, Gerfen and Surmeier 
2011). On the other hand, tLTD at corticostriatal synapses relies on eCB signaling via L-type 
VSCC activation, in particular, the CaV 1.3, a low-voltage activated calcium channels. Also 
the corticostriatal plasticity is dependent on neuromodulation via e.g. dopamine (Shen, 
Flajolet et al. 2008, Surmeier, Plotkin et al. 2009, Gerfen and Surmeier 2011).  
 
1.2 NON-LINEAR DENDRITIC COMPUTATION 
1.2.1 Introduction to dendritic computation  
Traditionally, many spiking neuron models treat a single neuron as a “point-device” when 
aiming to model the spiking behavior of real neurons (Brunel et al., 2014). Examples are 
leaky integrate-and-fire (LIF) model, the generalized two-variable integrate and-fire (GIF) 
model and the exponential integrate-and-fire (EIF) model (Brunel et al., 2014). These 
simplified “point” neuron models can nicely fit complex firing patterns from diverse types of 
neurons. However, both theoretical and experimental progress in the last decade have 
proposed that a single neuron can process inputs as a multi-layer computational device, in 
which individual dendritic branches act as a functional unit (Poirazi, Brannon et al. 2003, 
Branco and Hausser 2010, Major, Larkum et al. 2013, Stuart and Spruston 2015) . In many 
brain regions, neuronal dendrites are capable of performing comprehensive computations on 
excitatory synaptic inputs (London and Hausser 2005, Losonczy and Magee 2006, Silver 
2010, Major, Larkum et al. 2013, Brunel, Hakim et al. 2014). One perhaps the most 
comprehensive hypothesis for computing mode of cortical pyramidal neurons is the “3-layer 
network” proposed by (Hausser and Mel 2003), suggesting that computations are likely 
performed in three stages: at distal dendrite, at proximal dendrite and at the soma, 
respectively. This theory was later elaborated on by direct dendritic recordings  far distal 
from the soma (Larkum, Nevian et al. 2009), and the experiments revealed “chained 
reactions” between NMDARs and ion channels: NMDA spikes evoked at distal dendrite first 
triggers ‘calcium-spikes’ by activating local calcium channels, then, during its propagation to 
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the soma, the NMDA spike is further facilitated by the “sodium spike” in the proximal 
dendrite. To conclude, the non-linear signal integration in neuronal dendrites rely on at least 
three factors: (1) non-linear properties of NMDARs, (2) boosting of ion channels, and (3) 
local input impedance due to morphology patterns.      
1.2.2  Dendritic plateaus in the striatum 
In this section, I will mainly introduce a particular dendritic nonlinearity, “dendritic 
plateaus”, which were observed in MSNs as well as in many other neurons.  
In vitro, “dendritic plateaus”  are electronic regenerative events observed in distal dendrites of 
many types of neurons, including Purkinje-cell (Campbell, Ekerot et al. 1983), spinal 
interneurons (Kiehn, Johnson et al. 1996), cortical pyramidal neurons (Takahashi and Magee 
2009) and striatal MSNs (Plotkin, Day et al. 2011), where spatiotemporally clustered inputs 
can lead to strong  depolarization in the soma, lasting for hundreds of milliseconds. In vivo 
experiments demonstrate that dendritic plateaus can amplify excitatory signals, promote 
plasticity, thus enhance neuron’s capacity of learning and information storage at particular 
branch (Lavzin, Rapoport et al. 2012, Xu, Harnett et al. 2012, Gambino, Pages et al. 2014).  
With respect to MSNs, dendritic plateaus were shown to be an efficient way to drive the cell 
membrane switching from the “down-state” to the “up-state” (Plotkin, Day et al. 2011). There 
are several factors which would affect the generation of dendritic plateaus in MSNs (Plotkin, 
Day et al. 2011): First, it was location-dependent and only clustered activation of spines in 
distal dendrites would induce plateaus, while activating clustered spines in proximal dendrite 
only gave rise to transient depolarization. Secondly, plateau potentials are NMDAR-
dependent and blocking NMDAR will completely abolish plateaus. Thirdly, it is dependent 
on T-type and R-type calcium channels, but not L-type calcium channels. Blocking T-type or 
R-type calcium channels would significantly attenuate the width of plateaus.  At last, 
dopamine differentially modulate plateaus on D1- and D2-MSNs: agonists of D1-receptors 
would prolong the duration of the plateau, while agonists of D2-receptors would shrink the 
duration of the plateau. 
 The dendritic plateau produced in MSNs appear to lack a sodium “spikelet”, a hallmark of 
NMDA spikes/plateaus observed in cortical pyramidal neurons (Schiller, Major et al. 2000). 
Due to high density of sodium channels in pyramidal neuron dendrites, synaptic excitation 
will evoke sodium transients in the dendrite – the sodium “spikelet”– preceding the plateau, 
helping to facilitate initiation of plateaus (Schiller, Major et al. 2000). In contrast, due to low 
density of sodium channels in distal MSN dendrites (Day, Wokosin et al. 2008),  the sodium 
spikelet appears to be absent in plateau potentials of MSNs (Plotkin, Day et al. 2011). The 
absence of a sodium spikelet in plateau potentials suggests that the threshold of evoking a 
plateau might be higher in MSNs than in pyramidal neurons.       
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1.2.3 Voltage-sensitivity of NMDARs  
Dendritic plateaus are generally viewed as an “augmented version” of NMDA spikes (Antic, 
Zhou et al. 2010). Understanding the intrinsic kinetics of NMDARs is critical for exploring 
the computation power of plateau potentials.  
Activation of NMDARs relies on: (1) binding to glutamate and opening of the synaptic 
channel, (2) removal of magnesium (Mg2+) ions (Antic, Zhou et al. 2010, Major, Larkum et 
al. 2013). In the first process, binding to glutamate is assumed to be instantaneous, but 
opening/closing of the synaptic channel is a slow process and independent of membrane 
voltage (Eq. 1.2). The second process—removal of Mg2+  — is also instantaneous but 
voltage-dependent (Eq. 1.3). The classic phenomenological model of NMDAR captures these 
two process (Zador, Koch et al. 1990):  
𝑔𝑔𝐾𝐾𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (𝑉𝑉, 𝑡𝑡) = 𝑔𝑔𝑘𝑘(𝑡𝑡)𝑓𝑓𝑀𝑀𝑔𝑔−𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑉𝑉)                                                                       (1.1) 
𝑔𝑔𝑘𝑘(𝑡𝑡) = 𝑁𝑁∗𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝜏𝜏1−𝜏𝜏2  (𝑒𝑒− 𝑡𝑡𝜏𝜏1 − 𝑒𝑒− 𝑡𝑡𝜏𝜏2)                                                                                                  (1.2) 
fMg_block (V)= 
1
1+ŋ[𝑀𝑀𝑔𝑔2+]𝑒𝑒−𝑟𝑟𝑟𝑟                                                                                                        (1.3) 
Here, A is the normalized constant, gmax is maximal conductance, τ1 and τ2 are 
rising/decaying time constants, respectively.  
 
 
 
 
Figure 1.  I-V curves of NMDARs.  All slopes present sum of leak conductance (gleak), active 
channels (gactive) and maximal NMDA conductance (gmaxNMDA) included in the system. Arrows 
indicate directions if the system at particular voltage would move towards or away from the fixed 
point.  Taken from (Schiller and Schiller 2001) with permission. 
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The non-linear Mg2+ blocking effect on NMDARs (Eq. 1.3) endows NMDARs with an 
intriguing feature of voltage sensitivity.  The bell-shaped “current-voltage” (I-V) curves 
revealed three types of regimes (Fig.1): “Boosting”, “Bistable” and “Self-triggering” (Schiller 
and Schiller 2001). When the maximal conductance of NMDAR (gmaxNMDA) is small, it can 
always induce “increased” EPSPs/depolarizations and quickly go back to the resting state ( 
“Boosting” state in Fig.1). Increasing the amount of gmaxNMDA will shift the I-V curves from 
boosting regions to “Bistable”. There is a “threshold” in the Bistable state (the “X” of the 
green line in Fig.1 ) which determines if NMDAR can trigger plateau potentials or not. 
Further adding gmaxNMDA will push the I-V curve into the “self-triggering” zone, where the 
NMDARs always induce self-sustained plateau potentials (Schiller and Schiller 2001).  
  
1.2.4 Impact of dendritic inhibition on the plateau potential  
 Compared to the role of dendritic plateaus, a supra-linear integration of excitatory synaptic 
inputs, little is known about how dendritic inhibition interacts with plateau potentials. A 
theoretical work on layer-5 Pyramidal neuron suggested that if GABA conductance was 
positioned in the same branch where dendritic plateaus were initiated, it would be most 
efficient to prevent the initiation of plateaus or even to collapse the plateau (Rhodes 2006). 
Moreover, the timing of GABA should be in a precise time window of 30 ms – right before 
or after the plateau was induced (Rhodes 2006).  It was suggested that the mechanism for this 
branch-specific inhibition is due to the electronic geometry of distal dendrites (Rhodes 2006).  
Similar conclusions were made in another study about dendritic inhibition on NMDA spikes 
in layer-5 Pyramidal neuron (Jadi, Polsky et al. 2012). Combing computational and 
experimental techniques, it was shown that dendritic inhibition controls the gain and 
threshold of NMDA spikes depending on its distance relative to NMDA spike initiation 
region. It appears that the authors of this paper attributed the inhibition effects to “shutting” 
via GABA channels (Jadi, Polsky et al. 2012).  
 
1.3  MODELING “REALISTIC” NEURONS  
Because building biophysically detailed MSN model is the core of this thesis, in this section, 
I will give a brief introduction to the simulation environment and key points pertinent to 
construct a “realistic” neuron model from scratch.  
1.3.1 Why we need detailed modeling? 
Biophysically detailed modeling is a powerful tool to explore dendritic computation of single 
neuron and can deepen our understanding on the computational complexity of the brain.  The 
detailed modeling aims to capture detailed biophysical features of neurons, including their 
morphological and electrophysiological properties. Integrating realistic neuron models into 
large-scale network models is expected to reconstruct complex brain circuitry (Markram, 
Muller et al. 2015).  
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The challenge in building a detailed neuron model is parameter tuning, as dozens of 
parameters in a single neuron model need to be tuned to fit a wide range of experiment data. 
Lacking data for ion channel distribution, in particular their distribution on dendrites, is one 
obstacle for constructing detailed models. The first well-known realistic model was the 
famous Purkinje-cell model made in the middle of the 90’s (De Schutter and Bower 1994). A 
growing number of realistic neuron models have been made and gathered in the public 
database “ModelDB” hosted by Yale University (Hines, Morse et al. 2004). The pioneering 
work of constructing large-scale realistic brain circuitry is the European Human Brain 
Project (HBP) (Markram, Muller et al. 2015), which will further boost the wave of detailed 
neuron modeling in the neuroscience community.  
1.3.2 Modeling tools 
The GEneral NEural SImulation System (GENESIS) (Bower and Beeman 2007) was the first 
simulator for detailed neuron models built in 1988 at Caltech, followed by NEURON (Hines 
and Carnevale 1997) and MOOSE (Ray and Bhalla 2008). Today, these tools are the most 
popular simulators in computational neuroscience community when building detailed neuron 
models. These simulators cover a wide range of functions such as building subcellular 
pathways, multi-compartment neuron model and large-scale networks. A really detailed 
neuron model contains tens of thousands differential equations, therefore the speed and 
accuracy for solving massive “coupled”  differential equations is critical for running detail 
models. Hines developed an algorithm to solve such large scale differential equations in this 
particular type of simulated neural system (Hines 1984). The Hine’s solver was implemented 
in GENESIS and NEURON. Hence, by far these two simulators have been the most efficient 
and reliable simulators for single detailed neuron or large-scale realistic neuronal network 
simulations.  
GENESIS is the main simulator used in this thesis, which can be installed in Unix/linux/Mac 
OS environment, but not for Windows system. It has a serial version and parallel version for 
single work station and parallel computers, respectively. The serial GENESIS is the core 
simulator, which takes care of all actual computations, while the parallel GENESIS 
(PGENESIS) works as an “envelope” on top of serial GENESIS. In conjunction with other 
software such as MPI or PVM, PGENESIS can support large-scale network simulations on 
supercomputers.  Further details of GENESIS simulators can be found in the on-line tutorial 
“the Book of GENESIS” (James M. Bower  and Beeman 2003).   
MOOSE (Multiscale Object-Oriented Simulation Environment) is a simulator developed 
based on GENESIS but “encapsulated” with Python programmatic interface (Ray and Bhalla 
2008). MOOSE inherits the GENESIS parser (Ray and Bhalla 2008). With its Python-
interface, it would be much easier to interact with other simulators (such as NEURON) or to 
incorporate other software in scientific community (Ray and Bhalla 2008).  NEST (NEural 
Simulation Tool) is a simulator dedicated to large-scale network of “point” neurons but can 
also be used for multi-compartment models (Gewaltig and Diesmann 2007). MUSIC is a 
standard API and can work as an interface allowing different simulators, such as NEURON, 
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MOOSE and NEST, to exchange data during runtime (Djurfeldt, Hjorth et al. 2010). STEPS 
(STochastic Engine for Pathway Simulation) is a subcellular simulation environment released 
by the European Human Brain Project (Hepburn, Chen et al. 2012).   
1.3.3 Modeling ion channels 
The classic Hodgkin-Huxley (HH) Model is a standard phenomenological model for ion 
channels (Hodgkin and Huxley 1952, Hodgkin and Huxley 1952). Taking the sodium channel 
as an example, the conventional HH formula for sodium conductance can be summarized as 
follows: 
𝐺𝐺𝑁𝑁𝑁𝑁 = 𝑔𝑔𝑁𝑁𝑁𝑁𝑔𝑔3ℎ                                                                                                            (1.4) 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
=  𝛼𝛼𝑑𝑑(𝑉𝑉) (1−𝑔𝑔) − 𝛽𝛽𝑑𝑑(𝑉𝑉)𝑔𝑔                                                                              (1.5) 
𝑑𝑑ℎ
𝑑𝑑𝑑𝑑
=  𝛼𝛼ℎ(𝑉𝑉) (1− ℎ) − 𝛽𝛽ℎ(𝑉𝑉)ℎ                                                                                    (1.6) 
𝑔𝑔∞(𝑉𝑉) =  𝛼𝛼𝑚𝑚(𝑉𝑉)𝛼𝛼𝑚𝑚(𝑉𝑉)+𝛽𝛽𝑚𝑚(𝑉𝑉)                                                                                                  (1.7) 
𝜏𝜏𝑑𝑑(𝑉𝑉) =  1𝛼𝛼𝑚𝑚(𝑉𝑉)+𝛽𝛽𝑚𝑚(𝑉𝑉)                                                                                                    (1.8) 
𝑔𝑔(𝑡𝑡) = 𝑔𝑔∞ − (𝑔𝑔∞(𝑉𝑉) −𝑔𝑔∞(𝑉𝑉0))𝑒𝑒−𝜏𝜏𝑚𝑚𝑡𝑡                                                                       (1.9)                                                                                                                                                                                                           
,where m and h stands for an activation and an inactivation gate respectively, while α(V) and 
β(V) are the voltage-dependent rate constants of the gates, which describe how the “gate” 
switches between “open” and “close” state. Eq (1.9) is the solution of Eq. (1.5). We omitted 
the equations of rate constants for the h gate, but it will be similar to Eqs. (1.8)-(1.9). In 
principle, as long as we obtain parameters for rate constants, we can fully model the 
corresponding ion channel with Eqs. (1.4)-(1.9). However, in practice, if we want to build a 
new ion channel directly from literatures, there are typically not sufficient information for 
solving α(V) and β(V) for a particular ion channel.  The most common data regarding ion 
channel kinetics found in literatures are: (1) the steady-state 𝑔𝑔∞ of gate variable m (or h ) ; 
(2) time constant 𝜏𝜏𝑑𝑑 of m (or h). These data are often represented as “sparse points” instead 
of continuous curves. Fitting sparse data with α(V) and β(V) will inevitably bring in 
unexpected errors.  In this regards, GENESIS provides a “short-cut”—“tabchannel”object— 
straight to the Eqs. (1.9) by incorporating 𝑔𝑔∞ and 𝜏𝜏𝑑𝑑 directly taken from experimental data 
(James M. Bower  and Beeman 2003).  The “tabchannel” aims to make tabulated HH model. 
Instead of using fitted α(V) and β(V) , it creates a big table and expands the table for 𝑔𝑔∞ or 
𝜏𝜏𝑑𝑑 by interpolating on the existed values, i.e. the “sparse” points reported in the literatures.  
1.3.4 Reconstructing neuron morphology  
If one cannot find desired morphology data at hand, one can always turn to e.g. 
“NeuroMorpho”, the largest on-line database that contains thousands of realistic neuronal 
morphologies and is fully open to the public (Ascoli, Donohue et al. 2007). Raw data cannot 
  11 
be imported into GENESIS directly. NeuroMorpho provides both raw data and a software 
that can “translate” raw data into GENESIS format. Some other software, such as 
“NeuronML”, have similar function. Recently, HBP and Allen institute have released large 
amount of neuronal morphology data, most of which can be found in HBP its own platforms 
or in ModelDB.    
 Morphology data need to be double-checked before it is used for simulations. For instance, 
dendritic resistance is extremely sensitive to diameters. However, due to measurement or 
tracing problem, one common problem in the raw morphology data is the inconsistency in 
thickness of dendrites—they could suddenly go too thin or too thick, which will significantly 
affect the accuracy of the model and even create artefacts.  
1.3.5 Numerical accuracy when simulating complex neuron models  
Simulators such as GENESIS adopts a list of numerical method to solve coupled differential 
equations, including Forward/Backward/Exponential Euler method, Adams-Bashforth 
Methods and Crank-Nicholson Method (James M. Bower  and Beeman 2003). These 
integration methods allow GENESIS to “approximate” solutions for differential equations at 
each time step. When the number of differential equations in the system grows large, the 
numerical accuracy of the system will become “unstable” and critically depends on the size 
of time-step (James M. Bower  and Beeman 2003). To obtain satisfying accuracy, we are 
forced to use a small time-step, which in turn makes simulations slow.  
To achieve a good trade-off between speed and accuracy, the numerical methods must be 
tested with various time-step.  Crank-Nicholson Method is an average of Forward and 
Backward Euler method (Figure. 2), thus it appears to be a good balance between simulation 
efficiency and accuracy.  
 
  
Figure 2. An illustration of Forward-, Backward-, and Crank-Nicholson method. Solid lines 
are true value while dashed lines are fitted values. “y(t)” is  the target function and “dt” is the 
time-step used in simulations. Modified from the on-line tutorials of NEURON 
(https://www.neuron.yale.edu/neuron/courses). 
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2 AIMS 
Neuronal dendrites are capable of performing comprehensive computations. Here we are 
interested in the principal neurons of the striatum, the medium-spiny neurons (MSNs) which 
lie at the entrance of basal ganglia and govern the inputs from cortex and thalamus to basal 
ganglia. The aim of this thesis is to explore how dendrites of MSNs may shape synaptic 
plasticity, and how interactions between synaptic excitation and inhibition alter the output of 
MSNs.  
The specific aims of the present thesis were:  
• To explore possible mechanisms underlying GABA-dependent control of spike 
timing-dependent plasticity (STDP) polarity in MSNs (paper I).  
 
•  To further identify how subunits of NMDARs affect STDP in MSNs (paper II). 
 
• To explore dendritic plateaus in MSNs and their computational significance for 
synaptic excitation and inhibition (paper III).  
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3 METHODS 
This thesis is a pure computational study, while all animal experiments were performed in our 
collaborators labs. Although the core of the thesis is to construct biologically “realistic” 
model for MSNs and use the models to explore synaptic integrations, the presented papers 
combine computational and experimental approaches. To better understand this work, we will 
focus on computational methodology, but also summarize experimental background briefly. 
For all MSN models in this thesis, we do not intend to distinguish D1- or D2-MSN.    
3.1 PAPER I 
3.1.1 Passive properties in the detailed MSN model 
A biophysically detailed model of MSN was developed based on previous published MSN 
model for ventral striatum (Wolf, Moyer et al. 2005). The previous MSN model (Wolf, 
Moyer et al. 2005) was coded in the NEURON simulator (Hines and Carnevale 1997), while 
the current version was implemented in the GENESIS environment (James M. Bower  and 
Beeman 2003). The model parameters were further modified to fit current experiment 
conditions in dorsal striatum. The main targeted features in this model include: (1) significant 
inward rectifications when the soma were clamped at negative potential relative to resting 
membrane potentials (-80 mV in our case). (2) the current-frequency curve of the model 
matches experimental conditions. (3) TTX-dependent bAPs. (4) More realistic calcium 
dynamics observed in dendrites.  
         
                          
The morphology of the MSN model was the same as in Wolf’s model (Wolf, Moyer et al. 
2005) (Fig.3). To conclude, the model has four primary dendrites (20 µm each), eight 
secondary dendrites (24 µm each), and 16 tertiary dendritic branches (each tertiary branch 
containing 11 compartments of 36 µm).  The additional spine areas were compensated by 
adjusting the morphology data as in previous study (Wolf, Moyer et al. 2005). The input 
resistance of the current model was tuned to be 210 MΩ ( -50 pA somatic current injection at 
the resting state) in agreement with the experiment conditions in collaborators lab. The other 
passive parameters include: specific axial resistance, 4 Ω.m in the soma/axon and 
primary/secondary dendrites, 2 Ω.m in the tertiary dendrites; specific membrane resistance, 8 
Ω.m2 for the whole cell ; Eleak = -60 mV ; membrane capacitance CF,  0.01 F/m2 .  
Figure 3. The real morphology of 
an MSN (left) and its simplified 
version (right) used in the previous 
Wolf’s model and the models in 
paper I and II. Taken from Wolf’s 
model (Wolf, Moyer et al. 2005) with 
permission. 
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3.1.2   Active properties in the detailed MSN model 
Ion channel types of the model were the same as in the published MSN model (Wolf, Moyer 
et al. 2005), including: Q-, R-, T-, N-, and L-type (both CaV1.2 and CaV1.3) calcium 
channels; fast and persistent sodium channels (Naf and NaP), fast (Kv4.2) and slow A-type 
(Kv1.2) potassium channels (KAf and KAs), inward-rectifier potassium channels (KIR), 
small-conductance calcium-dependent potassium channels (SK), and large-conductance 
calcium-dependent potassium channels (BK). The ion channel kinetics were slightly modified 
based on available literature. We adopted a calcium buffer system other than in Wolf’s model 
(Wolf, Moyer et al. 2005). The new calcium buffer model was taken from experimental 
measurements of calcium in MSNs (Carter and Sabatini 2004). Using this calcium buffering 
system, the model can reproduce the dendritic calcium dynamics reported in MSNs (Day, 
Wokosin et al. 2008). Details regarding the ion channels densities and kinetics can be found 
in the following tables: Table 1 presents the maximal conductance of non-calcium channels 
in the model, Table 2 presents the maximal permeability of calcium channels in the model 
and Table 3 shows the kinetics of all non-calcium ion channels using the HH formalism. The 
calcium channel kinetics are the same as in Wolf’s model (Wolf, Moyer et al. 2005).  
   
 
 
3.1.3 Modeling synaptic inputs 
The model contains explicitly modeled spines.  We only inserted 10-15 spines into the model 
without distorting membrane surface of the model. The spine consisted of two cylinder 
compartments: spine head ( length, 1 µm; diameter, 0.5 µm) and spine neck (length, 1 µm; 
diameter, 0.1 µm ).  Based on experimental studies (Carter and Sabatini 2004), calcium 
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channels which were experimentally verified were added onto the spine head which were 
experimentally identified, including: R-, T-, and L-type (CaV1.3 and CaV1.2) calcium 
channels. NMDA/AMPA channels were also inserted to the spine-head, with the kinetics 
taken from dorsal striatum (Chapman, Keefe et al. 2003). To keep track on the different 
calcium resources, we set up two separate calcium buffer pools in the spine head (Wolf, 
Moyer et al. 2005): “L-type calcium pool” linked to L-type (CaV1.3 and CaV1.2) calcium 
channels; “NMDA calcium pool” coupled to NMDARs and AMPARs. Note in MSNs, a 
small fraction in the AMPA influx contains calcium currents (Carter and Sabatini 2004). 
Maximal permeability of calcium channels in the spines (unit: m/s): CaT, 2.35e-8; CaR, 1.3e-
6; CaV1.2, 5.695e-8; and CaV1.3, 4.25e-7.  
 
Table 3. Ion channel kinetics 
The rates of open gates for the updated channels are given from the equation: value = 1 / (1 + exp [ (V 
– Vhalf) / Slope ] ).  α and β are the rate constants in Eqs. (1.5-1.8).  
 
 
The model in paper I contains both tonic and phasic GABAergic inputs. The tonic 
background GABA was explicitly modeled based on the available experimental data (Ade, 
Janssen et al. 2008, Santhakumar, Jones et al. 2010).  The phasic GABAergic inputs were 
modeled with the conductance (1,500 pS) based on the experimental conditions in our 
collaborator’s lab that the amplitude of phasic IPSCs were normally ~13-15 pA observed in 
the soma. Three GABAergic synapses were inserted onto the local dendritic compartment 
close to the spine and were activated 5ms after the NMDA/AMPA inputs.   
The simulation time-step was typically 5 µs for numerical accuracy purpose.  
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3.1.4 Experimental Background  
 All animal experiments were performed in our collaboration lab at College de France in 
accordance with European Union guidelines (directive 86/609/EEC).   
In brief, we took horizontal brain slices (330 µm) from OFA rats (P15-P90) of either sex. 
Patch-recordings were made in physiology conditions (34 C).  Solutions in the pipettes (5-8 
MΩ) contained (in mM): 105 K-gluconate, 30 KCl (or 127 K-gluconate and 13 KCl for 
chloride reversal potential ECl = -60 mV), 10 HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 
GTP-Na, and 0.3EGTA adjusted to pH7.35 with KOH. The other experimental conditions 
were the same as in the previous experiment (Fino, Glowinski et al. 2005).  
In the STDP protocols, EPSCs (~50-200 pA, “pre”) in MSNs were induced by stimulating 
layer 5 somatosensory cortex with a bipolar electrode. The action potential (“post”) was 
induced by injecting a 30ms step current to the soma of MSNs. The “pre” and “post” signals 
were coupled with a ∆t of -20 to +25 ms and repeated for 150 times at 1Hz.   
3.2 PAPER II 
3.2.1 Passive and active properties in the detailed MSN model 
A “sister” model of the MSN model in paper I was built in this paper. Although all animal 
experiments in paper I and II were performed by the same collaborator lab, they were 
designed as separated experiments. MSNs recorded in these two papers might vary. 
Therefore, despite the current model has identical morphology, ion channel types and calcium 
buffer as the model in paper I, we had to retune the model parameters to fit experiment 
conditions such as current-frequency curves in this paper. The difference between these two 
models might reflect variations in individual MSN physiology. Detailed ion channel 
distributions are as Table 4:  
Table 4: ion channel distributions in the MSN model 
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3.2.2 Modeling synaptic inputs 
To model different subunits of NMDARs, we took the classic double-exponential (τrise and 
τdecay) model (Eqs. 1.1-1.3) , while varying values of τdecay and  “1/ ŋ ” in the Eq. 1.3 for  
“Mg2+ block” according to experiment data (Laurie and Seeburg 1994, Monyer, Burnashev et 
al. 1994, Vicini, Wang et al. 1998). Details of the NMDA subunits parameters can be found 
in the Table 5:  
Table 5: NMDAR subunits parameters 
  
 
3.2.3 Experimental background 
Animal experiments were performed by our collaboration lab as in paper I. All experiment 
protocols were the same as in paper I except Picrotoxin (50 µM) were added in the external 
solutions throughout all experiments. 
 
3.3 PAPER III      
In this study, we constructed a new MSN model different from the models used in paper I and 
II. The major differences are: (1) we used morphology data from a real MSN, instead of using 
simplified morphological patterns in paper I and II. Using more realistic morphology might 
help to capture subtle details of synaptic integration in distal dendrites of MSNs. (2) ion 
channels densities in the dendrites were tuned to produce non-linear integration properties 
such as dendritic plateaus.   
3.3.1 Passive properties of the detailed MSN model  
We choose morphology data of a real MSN from the public database “NeuroMorpho” 
(Ascoli, Donohue et al. 2007) (cell ID, NMO_04520). The original data had 2,014 
compartments and consisted of 15 primary stems, 59 bifurcations and 133 branches with total 
dendritic length of 2,470 μm. To reduce the computing cost, we merged small “segments” in 
the original data into longer segments (Lindroos, Pieczkowski et al. 2015). Thus, we obtained 
a new model of 634 compartments but without altering its three-dimensional structure,  which 
has identical dendritic length and patterns as in the original data (Lindroos, Pieczkowski et al. 
2015).     
To account for additional surface due to a great number of spines, we used an theoretical 
formula to adjust dendritic length (l) and diameters (d) (Wolf, Moyer et al. 2005):  
 20 
𝐿𝐿 = 𝑙𝑙 ∗ 𝐹𝐹23 
𝑁𝑁 = 𝑑𝑑 ∗ 𝐹𝐹13 
Here L and D stands for adjusted length and diameter. “F” is an empirical factor. To precisely 
obtain the “F” factor for the current model, we designed two MSN models (634 
compartments) with identical morphology and passive properties: one model was covered by 
passive spines uniformly distributed from 30 µm from the soma (1 spine / µm), while the 
second model had no spines but only using “F” factors to adjust their dendritic length and 
diameters. We manually tuned “F” factor in the second model to match its output to the first 
model. In such way, we found F = 1.38 was the best value in this study. The other passive 
parameters in the model were:  specific axial resistance at 4 Ωm, specific membrane 
resistance at 1.8 Ωm2, reversal potential of leak channels at −-70 mV, and membrane 
capacitance at 0.01 F/m2. 
3.3.2 Active properties of the detailed MSN model 
The model contains a large array of ion channels, most of which were the same as in Paper I 
and II, including: fast sodium channels (NAf), fast and slow A-type potassium channels (KAf 
and KAs), Inward-Rectified potassium channels (Kir2), Delayed-rectified potassium channels 
(Kdr), T-type (Cav3.2,Cav3.3), L-type (Cav1.2, Cav1.3) and R-type (Cav2.3) calcium channels, 
and calcium-activated potassium channels (SK and BK). The newly introduced ion channels 
were two subtypes of T-type calcium channels (Iftinca, Mckay et al. 2006): Cav3.2 and 
Cav3.3. Note that the Cav3.3, a unique subtype with very slow inactivation time constant 
(~100 ms) (Iftinca, Mckay et al. 2006), was abundant in the striatum (Yunker, Sharp et al. 
2003).  The ion channels kinetics were slightly modified from those in paper I and II. In 
particular, the channel conductance, q-factors that account for temperature effects on ion 
channel kinetics and distribution were tuned to fit current experimental conditions in our 
collaborator’s lab at Stanford for this study. The calcium buffer was identical to those in 
paper I and II. All simulations were presumed to be near physiology temperature (~32 ºC).  
Details of ion channels can be found in the table 6-8:  
 
Table 6: Maximal conductance of non-calcium channels in the model (S/m2) 
name soma/axon proximal dendrite distal dendrite 
NaF 108000 292.5 97.5 
NaP  0.4 0.4 0.4 
KaF 5785.2 562.5 375 
KaS 554 22.9 22.9 
Kir 16.8 12.6 12.6 
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Kdr 21.75 7.25 7.25 
Sk 10 10 10 
Bk 500 150 150 
 
 
 
Table 7: Maximal permeability of calcium channels in the model (m/s) 
name soma/axon proximal dendrite distal dendrite spine 
N-type  5.00E-07       
R-type 6.50E-07 6.50E-07 6.50E-07 7.80E-07 
Cav3.2, T-type      1.76E-09 9.40E-09 
Cav3.3, T-type    1.76E-09 2.35E-08 
Cav1.2, L-type  8.38E-08 8.38E-08 8.38E-08   
Cav1.3, L-type  1.06E-08 1.06E-08 1.06E-08   
 
 
 
 Table 8: Ion channel kinetics summary 
The table includes: (1) Experimental references for ion channels and (2) main channel differences 
from the models in paper I and II. The rates of open gates for the updated channels are given from 
the equation: value = 1 / (1 + exp [ (V – Vhalf) / Slope ] ) 
Name Reference 
Scale 
factor Gate Tau (ms) 
Vhalf 
(mV) 
Slope 
(mV) 
Cav3.3 (Iftinca et al., 2006) 3/2 m
2 table -78.01 -5.472 
3 h table -78.3 6.5 
Cav3.2 (Iftinca et al., 2006) 
3 m  table -37.9 -6.2 
3 h table -59.2 8.8 
CaR (Foehring et al., 2000) 1 m
3 1.7 -8.46 -25.98 
3 h       
KaS (Shen et al., 2004) 2.8 m
2       
2.8 h 1/[(αα+β)*0.6 + 0.4]   
KaF (Tkatch et al., 2000) 1 
same as in our previous model  
(Evans et al., 2012) 
2 
NaF (Nobukuni Ogata and  Tatebayashi, 1990) 
2 
2 
Kdr (Migliore et al., 1999) 3 
Kir 
(Steephen and Manchanda, 
2009)   
CaN 
(Kasai and Neher, 1992;  
Churchill and Macvicar, 
1998;  
McNaughton and Randall, 
1997) 
  
  
Cav1.2 
(Kasai and Neher, 1992;  
Churchill and Macvicar, 
1998;  
Bell et al., 2001) 
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Cav1.3 
(Kasai and Neher, 1992; 
Bell et al., 2001;   
Xu and Lipscombe, 2001) 
  
  
SK (Maylie et al., 2004)   
NaP (Magistretti and Alonso, 1999) same as in our previous model 
(Paille et al., 2013) 
BK 
(Moczydlowski and Latorre, 
1983) 
 
 
 
 
 
 
Figure 4 Comparing model outputs with experiment data. A, voltage traces in response to step 
current injections. B, Injection-Frequency curves. Dashed lines are the curves obtained from a 
group of MSNs in this study. C-D, Comparison of EPSCs and EPSPs between the model and 
experiment data. 
 
3.3.3 Modeling synaptic inputs 
In this section I will introduce how to model synapses and how to design random input 
patterns.  
Synaptic receptors 
The model contains GABAA, AMPA and NMDA receptors. We follow the same formalism 
to model the receptors as in paper I and II. In brief, the conventional “dual exponential” 
function was adopted to model synaptic channel kinetics and implemented with the 
“synchan” object in GENESIS (James M. Bower  and Beeman 2003) . For GABAA and 
AMPA channels, their conductance function Gk was modeled by:  
  23 
𝐺𝐺𝐺𝐺(𝑡𝑡) = 𝑁𝑁 ∗ 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
𝜏𝜏1 − 𝜏𝜏2  (𝑒𝑒− 𝑑𝑑𝜏𝜏1 − 𝑒𝑒− 𝑑𝑑𝜏𝜏2) 
By varying τ1 and τ2, we were able to model different types of GABAergic inputs onto 
MSNs, including collateral inhibitions from neighboring MSNs, somatic inhibition from fast-
spiking interneurons and slow-GABAA inhibition likely from NPY-NGF interneurons, etc. 
NMDA receptors were modeled by adding additional “Mg-block” effects: 
                          fMg_block   =    
1
1+ŋ[𝑀𝑀𝑔𝑔2+]𝑒𝑒−𝑟𝑟𝑟𝑟                                                                           
                             [Mg2+] = 1 (mM), ŋ = 2.992, r = 0.01369 (Vargas-Caballero and Robinson 2003) 
 
 Details of modeling different types of synaptic channels can be found in the table 9:   
 
Table 9: synaptic receptor kinetics 
Synaptic channel type τ 1 (ms) τ 2 (ms) Erev (mV) 
Collateral inhibition  
(Taverna, Ilijic et al. 2008) 
1 10 - 60 
Somatic FS inhibition 
(Galarreta and Hestrin 1997) 
0.25 3.75 - 60 
Slow  GABAA Receptor 
(Ibanez-Sandoval, Tecuapetla et 
al. 2011) 
10 80 - 60 
NMDA Receptor  
(Chapman, Keefe et al. 2003) 
5.63/2 231/2 0 
AMPA Receptor 
 (Ding, Peterson et al. 2008) 
1.9 4.8 0 
 
 
We placed NMDA/AMPA receptors on both spine heads and dendrites. NMDA/AMPA 
receptors on spine heads  used gmaxNMDA = 1880 pS, gmaxAMPA = 340 pS, while the 
NMDA/AMPA receptors on dendrites were gmaxNMDA = 705 pS, gmaxAMPA = 255 pS, 
respectively. The amplitude of single EPSP recorded in the soma was from ~0.5 mV to ~0.8 
mV. The maximal conductance of all unitary  GABAergic synapses were 1,500 pS, which are 
in the range as previously reported and match our experiment observations (Planert, 
Szydlowski et al. 2010, Ibanez-Sandoval, Tecuapetla et al. 2011). 
 
Modeling Spontaneous Synaptic Activities 
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The model has 400 excitatory synapses (gmaxNMDA = 705 pS, gmaxAMPA = 255 pS) and 100 
GABAergic synapses (gmaxGABA = 1,500 pS), which is consistent with published data that 
the ratio between excitatory and inhibitory synapses is approximately 4:1 (Wilson 2007). All 
spontaneous synapses were randomly distributed over the whole cell and were activated at 1 
Hz for excitatory synapse and 0.5 Hz for inhibitory synapses. The spontaneous synaptic 
activity could elevate the membrane potential from the resting -86 mV to approx. -78 mV. 
The model is pre-run for 500 ms before inducing a plateau.  
 
Modeling High Frequency Excitatory Inputs  
To resemble specific cortical inputs to MSNs (Matyas, Sreenivasan et al. 2010), we modeled 
a group of 20 NMDA/AMPA synaptic channels (gmaxNMDA = 705 pS, gmaxAMPA = 255 pS; 
independent Poisson trains, 10 Hz ; duration, 200 ms).  We generated 1,000 groups of spatial 
patterns with the following procedure:  
• We first generated a large sample pool consisting of 100,000 random spatial patterns 
(left panel in Figure 5). In each pattern, all synapses were randomly distributed 
throughout the whole dendritic tree except in the terminal branch receiving the 
clustered inputs.  
• We plotted histograms as functions of the averaged distance to soma (along dendritic 
path) of 20 synapses.  
• Then we randomly picked 1,000 patterns (right panel in Figure 5) from the pool 
which followed uniform distribution in their distribution histogram (100 samples per 
bin, 10 bins).   
During each trial, we used distinct spatial patterns (from the selected 1,000 spatial 
patterns) and temporal patterns for the excitatory inputs.  
       
Figure 5  summary of designed spatial patterns for 20 excitatory synapses. Left, histogram of a total 
100,000 samples plotted as function of average distance along dendrite (of the 20 synapses) to the 
soma. Right, histogram of 1,000 selected samples from (A). Note the uniform distribution of the 
spatial patterns. 
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Modeling somatic inhibitory input trains 
The somatic inhibitory trains aimed to mimic inputs from FSIs (independent Poisson trains, 
30 Hz for 200 ms), which were exclusively targeted on the perisomatic region. The short-
term plasticity with depression was included in the simulated FSI inputs, in accordance with  
(Planert, Szydlowski et al. 2010). 
 
Random pattern generation in the simulations  
We used the “timetable” object in GENESIS to create all Poisson trains in our simulations. 
The generated Poisson trains were exported to files and documented in order to be back-
tracked. 
 
Simulation platform and numerical accuracy  
Both GENESIS (version 2.3 ) and PGENESIS were used as the main simulation platforms 
running in the Unix/Linux environment (Bower and Beeman 1998) . In particular, the 
PGENESIS was used for simulations with large-scale sample size and run on a super-
computer (Clay X30, ~4,000 CPUs) at PDC, KTH Royal Institute of Technology. “Crank-
Nicolson” (second order) method (Bower and Beeman 1998) was adopted throughout our 
simulations. We found high precision of running simulations even with a time step of 20-50 
µs, which was almost identical to precision of running the same simulations with 1 µs. 
Therefore, we used 20 µs (for simulation without random inputs) and 50 µs (for simulations 
with random synaptic inputs) as “time-step” in our simulations.  
  
3.3.4 Experimental background  
All animal experiments were performed by our collaboration lab at Stanford University and 
approved by Stanford University's Administrative Panel on Laboratory Animal Care.  
We used adult (5-8 weeks) C56BL6/J mice in this study. Oblique horizontal brain slices (300 
μm) containing the dorsal striatum were obtained from mice of both gender as previous 
described (Wu, Kim et al. 2015).  Electrophysiological recordings were performed at near 
physiology temperature (30 - 31°C).  The internal solution in the electrode contained: 135 
mM KCH3SO3, 5 mM KCl, 10 mM HEPES, 8 mM Na2-Phosphocreatine, 0.3 mM Na2GTP, 4 
mM MgATP, 0.1 mM CaCl2, 1 mM EGTA (pH 7.2-7.3, 285-290 mOsm). For voltage clamp 
and dual color experiments, 2 mM QX-314 Cl was added to the internal solution to prevent 
spiking. Two-photon uncaging of DNI-Glu and single-photon Rubi-GABA were carried out 
using two different lasers tuned to 730 nm and 450 nm respectively.  
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4 RESULTS AND DISCUSSION 
In this thesis, three projects were performed to explore how dendrites may affect synaptic 
plasticity and synaptic integration in striatal MSNs. 
 
4.1 GABA CONTROLS THE POLARITY OF SPIKE TIMING-DEPENDENT 
PLASTICITY (STDP) IN THE STRIATUM (PAPER I) 
Spike timing-dependent plasticity is, as explained, a plasticity rule relying on the relative 
timing between the pre-  (i.e. activation of AMPA/NMDA receptors) and post-synaptic (i.e. 
bAPs) signals (Caporale and Dan 2008). In previous published experiments without GABA 
blockers, a potent and reliable STDP rule, the ‘anti-Hebbian’ rule at corticostriatal synapses 
was found in MSNs (Fino, Glowinski et al. 2005), which is apparently opposite to the finding 
of ‘Hebbian learning’ rules at corticostriatal synapses in presence of GABA blockers (Shen, 
Flajolet et al. 2008). In this study, we aim to investigate the role of GABA in regulating 
STDP rules in the striatum.    
 
4.1.1 Inhibition of GABAARs reverses STDP polarity at corticostriatal 
synapses  
In control conditions (here defined as when GABAARs were not pharmacological inhibited in 
slices), our collaborators observed a robust anti-hebbian plasticity rules at corticostriatal 
synapses in MSNs: post-pre pairing induced LTP while pre-post pairing induced LTD (Fino, 
Glowinski et al. 2005). To determine if GABA affects the STDP rules, paired patch-clamp 
recordings  were done on two neighboring MSNs: one MSN was recorded in control 
conditions, while the other MSN was recorded with PTX inside the pipette (i-PTX) such that 
GABA effects can be restricted to the postsynaptic neuron solely (Figure 6A). Surprisingly, 
When the STDP protocols were applied to these two MSNs respectively, it was found that 
inhibiting GABAARs reversed the STDP rule from anti-Hebbian to Hebbian in the MSN 
loaded with i-PTX: post-pre pairing induced tLTD while pre-post paring induced tLTP 
(Figure 6B). By contrast, the MSN in the control condition still produced anti-Hebbian 
learning rule (Figure 6B) as previously reported (Fino, Glowinski et al. 2005).  
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Figure 6  GABA effects on the specific post-synaptic neuron were sufficient to reverse the polarity of 
STDP. A, sample traces for paired recordings on two neighboring MSNs in the presence or absence 
of external GABA blocker (e-PTX): one MSN loaded with normal intracellular solution (‘control’, top 
trace), another MSN was loaded with intracellular PTX (‘i-PTX’, 1mM, bottom trace). Right panels, 
frequency of IPSCs in the presence or absence of external GABA blocker. Note both i-PTX and e-
PTX could thus efficiently block GABAARs. B, paired recording on two neighboring MSNs (< 50µm) 
investigated with the STDP protocols. Post-pre paring induced tLTP in the MSN in the control 
condition while induced tLTD in the MSN loaded with i-PTX (top trace). In contrast, pre-post paring 
induced tLTD in the MSN in the ‘control’ condition and tLTP in the MSN loaded with i-PTX (bottom 
trace). 
 
 
4.1.2 Model predicts that GABA has a depolarizing effect during the STDP 
protocols  
The plasticity formation likely involved synapses distal in MSN dendrites. To explore 
dendritic events, we built a biophysically detailed MSN model based on a previously 
published MSN model (Wolf, Moyer et al. 2005). The model contained a large array of ion 
channels and was further tuned to fit the experiment conditions when applying the STDP 
paradigm as well as some new features from more recently published data (Figure 7A-D). 
The model could reproduce electrophysiological data (Figure 7A-B) as well as the dendritic 
calcium build up (Figure 7C-D) as in real MSNs.  We tried to apply the same STDP protocols 
to the MSN model as that used in the experiments. Here we included GABAergic inputs right 
after the ‘pre’ signals (Figure 7E) based on the assumption that the input also activated e.g. 
FSIs. Unexpectedly, the model predicted that the GABA depolarized the local dendrite, 
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instead of counteracting the signals (Figure 7E). Moreover, although the depolarizing effects 
were potent locally, they could hardly be observed in the soma (dashed lines in Figure 7E).  
 
 
Figure 7. Biophysical model predicts a depolarizing effect of GABA. A–D, Model validation. A, 
Simulated voltage trace in the soma during current step injections. B, Current-firing frequency 
relationship for an example MSN and for the model MSN. C, Simulated calcium transients recorded in 
the proximal dendrites (40 – 60 µm from the soma) before and after simulated TTX application. D, 
Simulated calcium transients in the proximal dendrites (50 – 60 µm from the soma) caused by a spike 
train (theta burst). The simulated calcium transient trace (red curve) matches the original experimental 
curve (black curve). E, Simulation of voltage sample traces during post-pre and pre-post STDP 
pairings. GABAergic inputs depolarize the membrane locally during post-pre and pre-post pairings 
(black arrows). The spine in the model is located 130 µm from the soma.  
 
4.1.3 The depolarizing effect of GABA may be due to the physiological Cl- 
reversal potential 
Based on the model prediction that GABA could give a clear depolarizing effect, we wanted 
to see if this could be supported in the experiments as well. The depolarizing effects of 
GABA can be attributed to the difference between the resting mean potential (RMP) of 
MSNs and the reversal potential of GABAARs.  To determine the reversal potential for 
GABAARs, cell-attached recordings on MSNs were performed, leaving the intracellular 
environment of MSNs as intact as possible. Then EGABA was estimated via recorded iNMDA 
and iGABA (Figure 8). The results indicated a driving force of GABAARs was 17.2 ± 7 mV 
from the measured RMP (-78 mV) and EGABA = -60.8 mV (Figure 8). The measurements 
were thus consistent with the model prediction of GABA depolarizing effects.  
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Figure 8.  Recordings of unitary NMDA currents (top traces) and GABA currents (bottom traces) at 
various holding potentials. GABA currents were obtained by cell-attached recordings. RMP is 
determined at the value indicated by the arrow on the graph. The driving force of chloride ions 
(DFGABA) through GABAARs is determined at the value indicated by the arrow via the equation: EGABA 
= DFGABA + RMP.  
 
4.1.4 The STDP induction requires different signaling pathways 
 It was reported that tLTP is dependent on NMDAR activation and tLTD relies on type-1 
cannabinoid receptor (CB1R) activation for STDP induction at cortostriatal synapses (Shen, 
Flajolet et al. 2008). However, this conclusion was made in the condition that GABAARs 
were pharmaceutically blocked (Shen, Flajolet et al. 2008).  We therefore asked if the 
presence of GABA would affect the role of these pathways. Interestingly, we found the 
signaling pathways for STDP inductions were similar in control and GABAAR blockade 
conditions (Figure 9).  When GABAARs were generally blocked by PTX, tLTP induced by 
pre-post paring required NMDAR activation and tLTD induced by post-pre pairing required 
activation of CB1Rs, in consistent with previous reported results (Shen, Flajolet et al. 2008).  
In control conditions, where GABAergic inputs were left intact, the tLTP induced by post-pre 
paring also required activation of NMDARs and the tLTD induced by pre-post pairing 
required CB1R activations. It thus appears that the presence of GABA doesn't altered the 
signaling pathways for STDP inductions.  
 
  
Figure 9.  Pharmacology of post-
pre (A) and pore-post paring (B) in 
control and GABA blockade 
conditions. AP5 is an NMDAR 
blocker and AM251 is a CB1R 
blocker.  
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4.1.5 Model predicts that depolarization by GABA alters the balance 
between different signaling pathways underlying STDP induction 
If GABA doesn't change the signaling pathways underlying STDP induction at corticostriatal 
synapses, one plausible explanation is the presence of GABA might alter the balance between 
these pathways.  It has been known that NMDAR-mediated calcium elevations are necessary 
for LTP formation (Shen, Flajolet et al. 2008), whereas endocannabinoid signaling via L-type 
VSCC activation (Shen, Flajolet et al. 2008), in particular CaV1.3 (low-voltage gated L-type 
VSCC) (Olson, Tkatch et al. 2005) are important for LTD formation. We therefore used the 
model to explore the dynamics of NMDAR-mediated calcium and L-type calcium during the 
STDP protocols.  The model predicted that due to its depolarization effects, the GABAergic 
input boosts both NMDAR-mediated calcium and L-type calcium in the dendrites (Figure 
10A-B), suggesting that perhaps a competition goes on between tLTD and tLTP formation 
and different calcium sources might alter the outcome. Finally, we investigated how 
successively increasing GABAergic inputs in the model influenced the balance between 
NMDAR and L-type VSCC-dependent calcium influxes. We found that during post-pre 
parings, the GABAergic input increased the ratio towards the NMDA calcium that favors 
LTP formation (Figure 10C); by contrast, during the pre-post pairings, the GABAergic input 
deceased the ratio towards L-type calcium that more favors LTD formation. Increasing 
GABAergic inputs strengthened these trends consistently.  In brief, the model predicted that 
presence of GABA altered the balance between different calcium resources during the STDP 
protocols.   
 
  
Figure 10. Model predicted GABA effects on L-type voltage-sensitive calcium channels (VSCC) - 
and NMDAR-dependent calcium influxes. A-B, Simulated distributions of NMDAR-dependent (A) and 
L-type VSCC-dependent (B) calcium elevations along the dendrites during STDP protocols (n = 15). 
Results are mean values of the MSN model (n=15). Insets: Example calcium traces. C-D, 
Ratio/balance between simulated NMDAR and L-type VSCC calcium (n = 15) during post-pre (C) or 
 32 
pre-post (D) parings. Arrows indicate the moving direction of the balance between NMDA- and L-type 
calcium with successively increasing strength of GABA inputs. 
 
4.1.6 Discussions – paper I  
GABAergic neurons are known to modulate the spike timing in many brain regions. It is not 
known how GABAergic inputs modulate synaptic plasticity. In the striatum, corticostriatal 
synapses in MSNs were reported to present an anti-Hebbian learning rule when GABAergic 
inputs were kept intact (Fino, Glowinski et al. 2005), in contrast to previous reported 
Hebbian-learning rule in the striatum with GABAARs pharmaceutically inhibited (Shen, 
Flajolet et al. 2008). In this study, we therefore investigated the impact of GABAARs on the 
STDP rule in striatal MSNs. We found that the presence of GABA could reverse the polarity 
of the STDP at corticostriatal synapses in MSNs, i.e. changing it from ‘anti-Hebbian’ to 
‘Hebbian’. The model predicted that GABAergic inputs coupled to the STDP protocol used 
in our collaborator’s lab depolarized distal dendrites, which further altered the balance of 
NMDA-mediated calcium (leading to LTP formation) and L-type calcium (leading to LTD 
formation). This correlation in the model is intriguing and can stimulate further hypotheses to 
be tested in experiments under different conditions. In the model we also varied different 
conditions to see what could affect the relative role of GABA and found that e.g. the 
assumption of the GABA reversal potential, the resting state level, and the timing of GABA 
inputs could influence the results. Since factors such as these might vary during in vivo 
conditions or between different in vitro paradigms, the outcomes may vary.  Interestingly, our 
findings of an anti-Hebbian learning rule similar to in vivo recordings of STDP at 
corticostriatal synapses (Schulz, Redgrave et al. 2010), where they compared slopes of EPSPs 
before and after the STDP protocol.       
The anti-Hebbian learning rule may help to detect novel cortical pattern and improve action 
selections in some way. Theoretical studies have for instance suggested that the anti-Hebbian 
rules could decorrelate the association between frequent patterns and favor selections for 
infrequent patterns (Roberts and Leen 2010). In vivo calcium imaging data have revealed that 
during sensory control of motor functions, a ‘hotspot’ in the sensory cortex gave rise to broad 
activation of entire motor and sensory cortex (Matyas, Sreenivasan et al. 2010). Any novel 
sensory pattern could be ‘drawn’ from these massive activation of cortex. When all these 
cortical activities are projected to the striatum, anti-Hebbian plasticity perhaps could first 
decorrelate sequentially activated patterns and allow novel patterns to be easily detected.     
It should of course also be noted that there exist alternative explanations to the achieved 
experimental results. In in vitro slice experiments an ongoing neuromodulation present in in 
vivo situations may be lacking or altered. For example it is not known how dopamine, 
acetylcholine, adenosine levels differed between the pre-post and post-pre inputs used. 
Timing between such inputs might significantly change the outcome (Yagishita, Hayashi-
Takagi et al. 2014, Nair, Gutierrez-Arenas et al. 2015, Nair, Bhalla et al. 2016). One should 
also acknowledge that the ‘resting state’ might not be representative of in vivo conditions, etc.    
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Finally, although the outcome in terms of LTP or LTD might be different in other 
experimental or in vivo conditions, the observation that i-PTX could alter the balance 
between LTP and LTD in intriguing and suggest that perhaps there are some completion 
going on between intracellular processes leading to LTP and LTD. For example it might be 
the case that signaling known to promote LTP can counteract the processes leading to LTD. 
For instance PKA can counteract the Gq signaling needed for endocannabinoid production 
(Shen, Plotkin et al. 2016) and also CaMKII activation might do a similar thing by inhibiting 
steps further down the cascade leading to endocannabinoid production (Shonesy, Wang et al. 
2013). If LTP and LTD processes compete it is indeed possible that a shift in the balance of 
calcium, cAMP, or some resulting balance in kinases and phosphatases could be amplified 
and affect the result. It will be a challenge to entangle such factors and understand how they 
affect synaptic plasticity during in vivo conditions.    
 
 
4.2 THE EFFECTS OF NMDA SUBUNITS ON STDP (PAPER II) 
Long-term potentiation in MSNs (LTP) relies, as already said, on NMDAR-mediated calcium 
influx (Shen, Flajolet et al. 2008). It has been reported that GluN2A and GluN2B subunits are 
abundant in the striatum (Chapman, Keefe et al. 2003). Interestingly, in Parkinson’s disease 
model, the subunits of NMDARs in the striatum are altered (Nash and Brotchie 2002).  
However, it was not well understood how subunits of NMDARs would affect the STDP in 
the striatum. In this study, we aim to investigate how GluN2 subunits impact on tLTP. Can 
small changes in calcium influx and calcium dynamics, which are expected to be a bit 
different for different compositions of the NMDA receptor, be detected and give rise to 
different outcomes? In this study we used modeling to compare how different the calcium 
influx might be and then compared with experiments in our collaborator’s lab. 
 
4.2.1 NMDAR-mediated calcium elevation is predicted to depend on the 
GluN2 subunits during the STDP protocol 
To explore the NMDAR-mediated calcium dynamics during the pre-post paring as in paper I, 
we used our biophysically detailed model of MSN again. The model in this study is a ‘sister’ 
model to the model built in paper I (same morphology and ion channel types). The ion 
channel densities were tuned to fit experiment conditions in this paper (Figure 11A-B). Also 
GABA was blocked during all STDP experiments. The GluN2 subunits (including 
GluN2A,2B,2C and 2D) differ in their decay time constants and Mg2+ affinities (table 2 in 
Method ) and the model was tuned to reproduce this. During the pre-post paring (tLTP) as in 
paper I, NMDARs were assumed to consist of two GluN1 subunits and two GluN2 subunits 
(either types of  A,B,C and D). tLTP enhanced calcium influx for all GluN2 subunits. In 
particular, the GluN2A and 2B subunits have highest elevation in normalized peak calcium 
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(increased more than 250-300%, Figure 11C). Interestingly, the calcium curve of 2B subunit 
is broader than 2A, suggesting a wider timing-window for tLTP induction.  
 
A                                           B                                                   C 
                   
Figure 11. Biophysically detailed model predicted calcium dynamics for GluN2 subunits. (A) Model 
membrane voltage traces in responding to step current currents injections. The traces were compared 
to sample traces measured from one MSN in this study. (B) current-voltage relationship of the model 
compared to experiment data taken from 25 MSNs in dorsal striatum. (C) Normalized NMDA-
mediated calcium curves with different GluN2 subunits, plotted as functions of ∆t between pre and 
post signals during the pre-post coupling.  
 
4.2.2 NR2B broadens the STDP timing windows  
To demonstrate if GluN2A and GluN2B have different timing-window during the STDP 
protocol, we performed STDP experiments in normal condition (‘control’, but here with 
GABA blocked) or in presence of ifenprodil, a selective antagonist of GluN2B. NMDARs in 
the striatum generally contain both GluN2A and GluN2B subunits (Chapman, Keefe et al. 
2003). We first coupled the pre- and post-synaptic signals with a narrow ∆t (5 ms<∆t<12 ms). 
We found that whether we blocked GluN2B or not, the tLTP could always be induced 
(Figure 12A,C-D). However, if we coupled the pre- and post-synaptic signals with a wider ∆t 
(12 ms<∆t<30 ms), blocking GluN2B (with only GluN2A left ) we failed to induce tLTP 
(Figure 12B-D).  Taken together, our experiments confirm that GluN2B subunit broadens the 
timing-window for tLTP induction.  
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Figure 12. GluN2B broadens the STDP timing window. A-B: Example experiments of  pre- and post-
signal coupling with a narrow (A) or wide (B) time interval in control and in presence of ifenprodil (10 
µM) conditions. C: Summary of experiment data in (A) and (B). Blue shading corresponds to narrow 
∆t while pink shading indicates wide ∆t.  D: Bar graphs represent the statistics in (C).  
 
4.2.3 Discussions – Paper II 
NMDA-mediated calcium is essential for tLTP formation in the striatum (Shen, Flajolet et al. 
2008) (also e.g. in paper I). However, it is not known how subunits of NMDARs shape the 
tLTP formations at corticostriatal synapses in MSNs. In this study, we investigated tLTP 
formation with different GluN2 subunits in a biophysically detailed model. The model 
predicted that during the tLTP induction, GluN2A and GluN2B subunits generate highest 
calcium elevations (normalized to base level). In particular, GluN2B induced a broad calcium 
curve as a function of inter-stimulus interval (∆t) in the tLTP protocol, suggesting a wide 
timing window between pre- and post-synaptic signals for tLTP induction. To demonstrate 
the role of GluN2B subunit, we performed the STDP experiment in control and in presence of 
GluN2B blocker. Our experiments confirmed that presence of GluN2B allow a broader 
timing-window for tLTP, while inhibiting GluN2B and leaving GluN2A alone would prevent 
tLTP formation with a wide ∆t. Thus, the balance of GluN2A and GluN2B would shape the 
STDP curves. GluN2A would narrow the STDP curve and fine tune cortical inputs, while 
GluN2B might play roles in a broader integration of cortical inputs. These findings might 
allow us to better understanding functional importance of GluN2A and GluN2B subunits in 
neural disorders such as Parkinson’s (Hallett and Standaert 2004) and Huntington’s (Li, Fan 
et al. 2003) disease model.   
Inter-stimulus interval(∆t,ms) 
 36 
 
4.3 DENDRITIC PLATEAUS SHAPE THE SPATIOTEMPORAL INTEGRATION 
WINDOW FOR BOTH EXCITATORY AND INHIBITORY INPUTS IN 
STRIATAL MSNS (PAPER III) 
A synaptic barrage could lead to strong depolarization, termed as “dendritic plateaus”, in 
striatal MSNs lasting for hundreds of milliseconds (Plotkin, Day et al. 2011). However, it is 
not known: (1) how could dendritic plateaus affect the integration of other excitatory signals 
and turn them into spikes? (2) how could dendritic inhibition shapes this plateau-dependent 
phenomena?    
To answer these questions, we have built a morphologically more realistic, biophysically 
detailed model of the MSN. The mode was tuned to fit current experimental conditions 
(Figure 4) and was able to generate dendritic plateaus similar to plateaus we induced 
experimentally via 2-phto uncaging or local electrical stimulations (Figure 13A,B). Using the 
model, we found that clustered activation of spines more distally gave rise to long-lasting 
plateau potentials. In contrast, clustered activation of spines more proximally gave rise to 
“transient” depolarization (Figure 13C), which is consistent with previous published data 
(Plotkin, Day et al. 2011) as well as in our own experiments. To conclude, the model could 
faithfully reproduce plateau potentials as in experimental data.   
 
  
Figure 13  Dendritic plateaus generated in MSN dendrites  (A) Dendritic plateau induced by 2-photon 
glutamate uncaging (Glu 2PLU). Left, a representative 2-photon image of a MSN dendrite. Red dots 
indicate the locations for uncaging (730 nm). Right, EPSPs induced by glutamate uncaging at 20 
spines at proximal or distal dendrites (0.8 ms pulses, ISI = 1 ms). (B) Dendritic plateau evoked by 
local electrical stimulation (eStim) in the presence of PTX (50 µM). Left, stimulation locations. Right, 
EPSPs induced by local eStim (2 pulses with 10 ms interval) in the proximal or distal dendrite. (C) 
Dendritic plateaus generated in a detailed MSN model with 634 compartments (left). 15 spines were 
activated (ISI = 1 ms) at either “proximal” or “distal” dendrites. Right, Example somatic voltage traces 
generated by simulation.  
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4.3.1 Dendritic plateaus enables neuron-wide integration of excitatory inputs 
To investigate how dendritic plateaus and “transient” depolarization could integrate 
excitatory inputs, we coupled clustered inputs at distal or proximal dendrites with random 
excitatory inputs (Figure 14A,B).  20 excitatory synapses were randomly distributed in the 
model to mimic ongoing cortical activities (Matyas, Sreenivasan et al. 2010), which fire at 10 
Hz and was delayed (∆text) to plateau initiation (Figure 14B). The model was also loaded with 
spontaneous synaptic noise (Figure 14A).  To avoid potential bias due to spatial locations of 
excitatory inputs, we generated a large pool of 1,000 “unbiased” spatial patterns (Method 
3.3.5) for the 20 synapses. Our simulations indicated that distal clustered inputs were able to 
integrate delayed and dispersed excitatory signals and turn them into spikes with high 
probability (e.g. ~40% even ∆text =40ms, Figure 14C). In contrast, proximally clustered 
inputs almost failed to integrate delayed excitatory signals (<5% at ∆text =40ms, Figure 14C). 
We next investigated the relationship between firing probability and average distance (to the 
soma) of 20 excitatory synapses. We found that when coupled to plateau potentials, the 
excitatory inputs distributed far away in the dendrites could generated similar firing statistics 
as those near to the soma (Figure 14D). To conclude, these data suggest that a dendritic 
plateau could broaden the spatiotemporal integration of excitatory inputs to MSNs.  
    
 
Figure 14 Dendritic plateau potential broadened spatiotemporal integration windows for excitatory 
inputs.  (A) The MSN model was loaded with background Poisson noise (grey dots, see Methods). 
Clustered inputs were activated either distally (red) or proximally (black) in the dendrites. 20 excitatory 
synapses were randomly distributed in the dendrites (purple dots). Inset: example trace of somatic 
membrane potential with high frequency input. (B) Pairing clustered and high frequency inputs 
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triggered action potentials. Upper, simulated inputs protocol: clustered inputs (red lines; proximal or 
distal) were followed by high frequency inputs (purple lines) with varied time delay (∆text). Lower, 
sample traces of modeled somatic membrane potential fluctuations with ∆text = 0 ms and 60 ms, 
respectively. (C) The firing probability resulting from high frequency inputs as a function of the time 
delay between inputs and plateau potential (∆text) (n=1,000).  The clustered spines were activated 
either distally (red) or proximally (black) as indicated in (A). The dashed line indicates the scaled firing 
probability by proximally evoked plateau.  (D) The firing probability of dendritic plateaus coupled with 
high frequency inputs at different ∆text was plotted as a function of mean distance from soma. Dashed 
lines indicate the mean distance-to-soma of inputs at proximal (I), middle (II) and distal (III) dendrite.  
 
4.3.2 Model predicted a spatiotemporal window for efficient inhibition  
How would inhibitory inputs modulate this neuro-wide integration of excitatory inputs? 
Classic theory highlighted the importance of spatial location for dendritic inhibitions (Mel and 
Schiller 2004) . It was suggested that the most efficient way for inhibition is to place the 
GABAergic synapses in the following way: (1) in the distal dendrite where clustered inputs 
were activated (location ‘a’, ‘on-spot’) (Liu 2004), (2) proximally in the activated dendrite 
(location ‘b’, ‘on-path’) (Koch, Poggio et al. 1983), (3) in the perisomatic region (soma) 
(Galarreta and Hestrin 1998), and (4) dispersed in the neighboring dendrite (location ‘c’, ‘off-
path’) (Gidon and Segev 2012).  Accordingly, we placed 1 (or 2 ) GABAA synapses 
(gmax=1,500 pS, EGABA = -60 mV) at the suggested locations . To further identify if the timing 
of inhibition is important, we varied the delay (∆tInh) between the onset of the plateau and the 
inhibitory input.  Surprisingly, we found that if GABA synapses were placed near the plateau 
initiation zone (location‘a’ in Figure 15A-B), there is a particular temporal window where the 
inhibition is most efficient. However, this temporal window seems to disappear if 
GABAergic inputs were located far away from the plateau initiation zone (Figure 15A-B). To 
identify if the spatiotemporal window for inhibition was due to the driving force of GABA, 
we next simulated dynamic current injection, mimicking unitary GABAergic IPSCs (Figure 
15C). We repeated the same simulations as in the previous scenario, but with the GABAAR 
conductance replaced by dynamic current injections. We found ‘on-spot’ current injection 
(location ‘a’) had strongest impact on firing probability and exhibited a similar temporal 
profile as seen in simulations using GABAAR conductance (Figure 15D), suggesting that 
differences in efficacy of inhibition was not caused by differences in driving forces for Cl- at 
different dendritic and somatic locations. 
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Figure 15: Spatiotemporal window of dendritic inhibition (A) The simulation scheme for timing of 
clustered, high frequency, and inhibitory inputs. In addition to background noise and high frequency 
inputs, the model MSN was loaded with additional unitary inhibitory inputs. Inhibitory synapses (1 or 2 
GABAergic synapses, gmaxGABA = 1,500 pS, EGABA= -60mV) were placed at selected locations: a 
(plateau site), b (on the same dendrite proximal to plateau site), c (off branch), and the soma. For 
each location, inhibitory synapses were activated following the induction of the plateau with a time 
delay (∆tInh). Lower inserts: example voltage traces (n = 20 ) were recorded at the “plateau site” (blue 
curves) or soma (red curves) when 2 GABAergic synapses were activated. Grey traces indicate that 
no action potential was triggered. (B) Upper: example simulated somatic voltage traces (20 trials, 
arrows indicate GABAAR activation). Lower: Firing probabilities (n = 1,000 trials per condition) were 
plotted as functions of the number and location of GABAergic inputs and the timing (∆tInh) between 
clustered inputs and unitary inhibitory input. GABAAR activation near or on the same branch where 
dendritic plateau was generated could efficiently decrease the firing probability (2 GABA@a, 1 
GABA@a). (C) The simulation procedure was the same as in (A), but GABAergic synapses were 
replaced with transient IPSC-like current injections (inset) at selected locations (a - c, soma). (D) Firing 
probabilities were plotted as a function of current injection timing.  
 
4.3.3 Possible effects of different intrastriatal inhibitory interneurons 
A unique feature of the striatum is that it is nearly purely GABAergic and completely lack 
intrinsically excitatory neurons (Tepper, Koos et al. 2004, Gittis and Kreitzer 2012) . In order 
to investigate different sources of intrastriatal inhibition, we simulated three major types of 
inhibition: (1) typical FSI-mediated perisomatic inhibition with fast kinetics (FS GABA); (2) 
dendritic inhibition with fast kinetics (fGABA) resembling lateral inhibition between MSNs; 
(3) neuropeptide Y–expressing neurogilaform (NPY-NGF) interneuron-mediated dendritic 
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inhibition with slow kinetics (sGABA) ( details for all these types of GABAARs can be found 
in table 4, Method 3.3.3 ) (Galarreta and Hestrin 1998, Taverna, Ilijic et al. 2008, Ibanez-
Sandoval, Tecuapetla et al. 2011). When modeling FSI input trains (firing at 30Hz for 200 
ms) to MSNs, we put 10 (or 20) FSI GABAAR with short-term depression plasticity (Planert, 
Szydlowski et al. 2010) on the soma (Figure 16A). In comparison, we placed two fGABA (or 
sGABA) close to the plateau initiation site (Figure 16A). Our simulation results showed that 
somatic inhibitions such as FSI input trains had relatively weak effects on suppressing the 
plateau coupled excitation (Figure 16B). In contrast, activating unitary fGABA conductance 
in the temporal window (30-40ms delayed following the plateau initiation) could more 
effectively the plateau induced spiking (Figure 16B). Noticeably, activation of two unitary 
sGABAAR strongly inhibited the plateau-dependent spiking (Figure 16B). Taken together, 
the optimal spatiotemporal window for inhibition allows dendritic inhibition to control the 
plateau-coupled excitation more effectively than somatic inhibition in the MSNs displaying 
plateaus.  
 
            
Figure 16. Dendritic VS somatic inhibtion in the striatum. (A) Distribution of synaptic inputs used for 
simulation (left, perisomatic inhibition; right, dendritic inhibition). (B) The effect of different types of 
inhibition patterns on temporal integration of excitation. Firing probability is plotted as function of 
excitation timing (∆tExt), with fixed timing for FS or dendritic inhibition. Dendritic inhibition provided 
broadened temporal tuning capacity compared to perisomatic high frequency inhibitory trains. 
 
4.3.4 Mg2+-dependent mechanism important for effective inhibitory control 
of dendritic plateaus 
What could be the mechanism that accounts for the spatiotemporal window of dendritic 
fGABA? The efficacy of the inhibitory synaptic input could be jointly determined by driving 
force of the synaptic channels and local input resistance. Our previous results indicated the 
spatiotemporal window for dendritic fGABA was not due to driving force of Cl- (Figure 
15B). Thus we focused on the possible impact of dendritic input resistance.  In order to 
capture the fine details of dendritic responsiveness, we examined the transient-state of the 
dendritic membrane potential perturbations in response to short pulses in our MSN model 
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(Figure 17A). To distinguish responsiveness to excitatory and inhibitory inputs at local 
dendritic compartments, we injected either depolarized or hyperpolarized current test pulses 
(4- 20 ms duration, 20 pA, meant to mimic IPSCs). By shifting the timing of the current 
injection with a small step (2 ms), we obtained consecutive transient states in the dendritic 
responsiveness, measured by subtracted local membrane potential perturbation (∆V) (Figure 
17B). Strikingly, we found that the ratio between the amplitude of the excitatory and the 
inhibitory perturbations (E/I) followed a bi-phasic distribution (Figure 17C), while the 
“inhibition phase” (E/I < 1) arose before the “excitation phase” (E/I > 1).  Such a temporal 
window is consistent with our previous simulation examining the effect of dendritic 
inhibition on spiking probability (Figure 15A). Interestingly, with the location gradually 
shifting away from the plateau initiation zone to the soma, the bi-phasic ratio appears to 
vanish, suggesting a spatial window for favoring inhibition.  Taken together, the bi-phasic 
ratio measured by the short pulses suggests a spatial and temporal window that could amplify 
the efficiency of inhibition, consistent with our previous observation of a spatiotemporal 
window for dendritic fGABA channels.  
What is the mechanism underlying the bi-phasic |∆V| responsiveness in the local dendrite 
after a dendritic plateau is generated? Calcium channels are known to increase the duration of 
dendritic plateaus on MSNs (Plotkin, Day et al. 2011).  We first assessed contributions of ion 
channels. However, even if we removed all ion channels in the plateau initiation branch, the 
bi-phasic |∆V| responsiveness still existed (data not shown), suggesting ion channels might 
influence on the shape of the plateau, but not affect the bi-phasic |∆V| responsiveness. In 
addition to voltage-gated ion channels, NMDAR-mediated currents are critical for plateau 
generation and dendritic non-linearity (Schiller, Major et al. 2000). We next focused on the 
role of NMDARs. To rule out contributions by ion channels, the plateau induction was 
repeated in a pure passive MSN model (Figure 17C). Interestingly, we found the bi-phasic 
distribution of  |∆V| responsiveness was very sensitive to extracellular magnesium 
concentration ( [Mg]2+ ). By varying [Mg]2+ in our model, color-coded bi-phasic E/I response 
curves faded with lowered [Mg2+] (Figure 17D). In Mg2+ free condition, the bi-phasic ratio 
completely vanished (Figure 17D)! These simulation results suggest that the Mg2+ block of 
NMDARs is the determining factor for dendritic inhibition after the dendritic plateau is 
induced. 
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Figure 17. (A) Schematic for simulation of membrane potential perturbation (|∆V|) in response to a 
short current injection (test pulse). Left, dendritic plateau was induced by activation of distal clustered 
inputs. Current injection and local membrane potential measurements were achieved by a simulated 
local patch clamp electrode. Middle, example traces of local dendritic membrane potential fluctuation 
in response to test pulse current injections: +20 pA (red) or –20 pA (blue) for 20 ms with varied timing 
(∆t). Right, subtracted traces of membrane potential perturbation. (B) Spatial profiles of the E/I ratio at 
selected locations (a: plateau site, b: proximal to the plateau site, and Soma). Note that the bi-phasic 
E/I ratio was most prominent in the distal dendrite where the plateau was generated. (C-D) Exploring 
mechanism underlying the biphasic “E/I” in a pure passive MSN model. (C) Effects of extracellular 
Mg2+ concentration ([Mg2+]) on dendritic plateaus. Left, fraction of Mg2+-unblock. Right, sample traces 
of the plateau induced by 15 synapses with different [Mg2+]. (D) Effects of [Mg2+] on the E/I ratio. Left, 
sample traces of excitatory and inhibitory |∆V| with different [Mg2+]. Right, heat-maps show E/I ratios 
under different [Mg2+]. Note that the strength of the bi-phasic E/I ratio faded when [Mg2+] approached 0 
mM. In Mg2+-free situation, the bi-phasic phenomenon vanished. The balance points (defined by E/I 
ratio = 1) could be predicted by ~20% Mg2+-unblock in different [Mg2+] conditions. 
 
4.3.5 Verification of Mg2+-dependent mechanism with uncaging of glutamate 
and GABA 
Our simulations predicted a branch-specific inhibition on the plateau-coupled excitation. In 
addition, the branch-specific inhibition is dependent on the Mg2+ block of NMDARs. 
Therefore we aimed to verify our predictions with experiments. To precisely control the 
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timing and locations for excitatory and inhibitory input patterns, our collaborators adopted 
dual color 1-photon GABA (20µM Rubi-GABA in blue lights of 450 nm ) and 2-photon 
glutamate (0.7 mM DNI-Glu in red lights of 730 nM) uncaging (Figure 18A). Compared to 
another compound MNI-Glu, DNI-Glu only mildly inhibits GABAARs (Chiovini, Turi et al. 
2014) and allow the induction of IPSCs via GABA uncaging in the presence of DNI-Glu.  
2PLU uncaging of DNI-Glu at clustered spines (pulse width = 0.8 ms, ISI = 1 ms, 20 spines) 
along the distal dendrite could generate a dendritic plateau (Figure 18B). Uncaging GABA at 
the location near plateau initiation branch (‘on branch’) strongly inhibited the plateau (Figure 
18B); by contrast, inducing IPSCs at neighboring branch (‘off branch’) only mildly attenuate 
the plateau (Figure 18B): on branch: 40 ± 3%, n = 10 dendrites/ 6 cells, off branch: 11 ± 3%, 
n = 7 dendrites/ 6 cells, Mann-Whitney, P = 0.0008. Next, the same experiments were 
performed in Mg2+ free condition. Due to removal of Mg2+ ions, a plateau potential could be 
evoked with much longer duration (ACSF: 93 ± 7 ms, n = 10; Mg2+-free: 257 ± 50 ms, n = 
12; Mann-Whitney, P = 0.0003, Figure 18C) but requiring fewer spines (10 spines). 
Moreover, the shape of plateaus looked more like NMDA EPSCs (Figure 18C), consistent 
with the previous model prediction (Figure 17C). However, uncaging GABA ‘on branch’ 
appears to have weak inhibition effects similar to uncaging GABA at ‘off-branch’ (∆duration: 
on branch: 12 ± 3 %, n = 12 dendrites/ 6 cells; off branch: 6 ± 4 %, n = 10 dendrites/ 6 cells, 
Mann-Whitney, P = 0.2766, Figure 18C). Taken together, using ex vivo uncaging experiment 
it was demonstrated that the branch-specific inhibition is not due to shunting effects of 
GABA, but indeed relied on Mg2+-block of NMDARs.  
 
 
 Figure 18. Uncaging glutamate and GABA in control and Mg-free conditions  (A) Left, experimental 
configuration illustrating locations for 2-photon glutamate uncaging (red dots: 730 nm; DNI-caged 
glutamate 700 µM) and 1-photon GABA uncaging (blue area: diameter = ~ 19 µm; 450 nm; Rubi-
GABA 20 µM). Right, uIPSCs (blue) and uEPSC (red) evoked by 1p GABA and 2p glutamate 
uncaging, respectively. (B) Left, Representative traces of dendritic plateaus induced by 2-photon 
glutamate uncaging (black) and subsequent 1-photon GABA uncaging (red) at on branch (left) or off 
branch (right) locations. Right, the effect of GABA uncaging on the duration of dendritic plateau (on 
branch: n = 10 dendrites/6 cells, off branch: n = 7 dendrites/6 cells, Mann-Whitney, p = 0.0008). (C) 
Left, representative traces of dendritic plateau potentials induced by 2-photon glutamate uncaging 
with (black) and without (red) on or off branch 1-photon GABA uncaging in Mg2+-free ACSF. Right, 
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the change of dendritic plateau duration induced by on branch GABA uncaging was not significantly 
different from that of off branch GABA uncaging in Mg2+-free ACSF (on branch: n = 12 dendrites/6 
cells, off branch: n = 10 dendrites/6 cells, Mann-Whitney, p = 0.2766).  
 
4.3.6 Discussions – Paper III   
Dendritic plateaus are long-lasting depolarizations generated by spatiotemporally clustered 
excitatory inputs at distal dendrites. In this study, we investigated: (1) how dendritic plateaus 
can help integrate later incoming excitatory signals and (2) how this plateau-coupled 
excitation is modulated by dendritic inhibition in MSNs.  The simulations predicted that the 
plateau potential greatly strengthen MSN’s capacitance of integrating temporally delayed and 
spatially “neuron-wide” excitatory signals. In contrast, model predicted a narrow 
spatiotemporal window for dendritic fast inhibition; that is, to maximize its efficacy, 
inhibition has to be close to the plateau initiation zone and activated within a particular 
timing-window. The model predicted a bi-phasic balance between excitatory and inhibitory 
responsiveness curves, which could account for the spatiotemporal effects of inhibition. 
Further, the bi-phasic ratio of dendritic responsiveness curves relies on Mg2+ block of 
NMDARs.  We demonstrated the Mg2+  block dependent branch-specific inhibition with 
uncaging glutamate and GABA experiments.  
One important concept we introduced in this study is the ‘transient’ dendritic responsiveness, 
instead of focusing on conventional ‘steady-state’ of the responsiveness. Our consideration is 
that most of the synaptic events, such as GABAA and AMPA, with fast kinetics, might cause 
transient perturbation in membrane potentials. Using a steady-state input would fail to 
capture fine details in dendritic responsiveness to fast synaptic events (Rall and Rinzel 1973, 
Rinzel and Rall 1974) . Our model predictions and experiments confirmed that transient 
perturbations were due to Mg2+  block of NMDARs, a mechanism that could not simply be 
interpreted with “classic” cable theory and GABA shunting effects.    
 Dendritic plateaus are important for the integration of excitatory inputs in the striatum. First, 
plateaus may be efficient for driving MSNs from a ‘down-state’ to an ‘up-state’, because only 
a few synapse were needed (Plotkin, Day et al. 2011)  compared to the case that hundreds of 
synapse are required if they fire randomly in a non-clustered manner (Wilson and Kawaguchi 
1996, Stern, Kincaid et al. 1997, Stern, Jaeger et al. 1998, Wolf, Moyer et al. 2005) . 
Secondly, plateaus increased the temporal window for MSNs to ‘read’ cortical information. 
At last, the plateau potential also strengthens spatial integration of cortical information in 
dendrites.  
As said, the striatum is internally inhibitory circuitry. MSNs are e.g. innervated by inhibitory 
inputs from three major inhibitory sources: PV-positive FSIs, SST-/NPY-positive LTS 
interneurons, and neighboring MSNs (Gittis and Kreitzer 2012). Although connectivity and 
synaptic strength of different striatal inhibitions have been extensively studied, their 
functional impact remain unclear. In this study, our results suggested that the neuro-wide 
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excitation evoked by plateau potentials could be controlled by only a few GABA synapses if 
they are close to the plateau initiation zone and activated with a particular timing. Activation 
of several GABAA synapses in the spatiotemporal window are much more powerful than 
perisomatic inhibition from FSIs. In addition, slow-GABAA such as the inputs from NPY-
NGF neurons are potent in suppressing the plateaus. Despite NPY-NGF interneurons are very 
few in numbers, considering the high connectivity (%60-87%) between MSNs and NPY-
NGF neurons (Ibanez-Sandoval, Tecuapetla et al. 2011, Luo, Janssen et al. 2013), NPY-NGF 
interneurons might still play a significant role in the striatum to control dendritic plateaus and 
their associated neuron-wide integration of excitatory inputs.   
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5 CONCLUSIONS AND FUTURE PERSPECTIVES 
In this thesis, we have explored non-linear signal integration in dendrites using biophysically 
detailed neuron models in close interactions with experimentalists who also helped to verify 
several model predictions.  
In paper I, we investigated how GABAergic inputs could affect the polarity of STDP at 
corticostriatal synapses in MSNs. Our results indicated GABAergic inputs depolarized the 
dendrites and the depolarization effects altered the balance of NMDA-mediated calcium and 
L-type calcium.  The depolarization effects of GABA could be attributed to differences 
between the local dendritic membrane potential and the GABAAR driving force (measured at 
approximate -60 mV via cell-attached recordings) during the STDP protocols.  One critical 
question which is not fully addressed in Paper I  is that where the GABAergic inputs come 
from. The model predicted that GABA could potently depolarize the distal dendrites but due 
to highly leaky dendrites (dense Kir channels), the depolarization effects could not be 
observed in the soma. The model also suggested that in order to create such depolarization, 
there should be sufficient amount of GABA inputs at local dendrites. What could these 
GABA inputs come from? One plausible explanation is from FSIs. During our experimental 
STDP protocols, in order to obtain ‘stable’ EPSCs ranging from 50-200 pA in recorded 
MSNs, we strongly activated cortex via electrode stimulations. The cortical stimulation didn’t 
simply evoke EPSCs in MSNs, but always triggered 1-2 spikes in FSIs that were  measured 
(data not shown). Considering one MSN could be contacted by 5-20 FSIs (Wilson 2007), it 
could receive plenty of GABAerigc inputs from FSIs. However, what is puzzling is that FSIs 
may mainly target perisomatic regions of MSNs (Tepper, Koos et al. 2004) . Recently, 
however, using optogenetic activation of FSI terminals along MSN dendrites, FSIs were 
found to also target more distal parts of MSN dendrites up to 100µm from the soma (Straub, 
Saulnier et al. 2016).  More circuitry-breaking experiments are required to identify the timing 
and location of GABAergic inputs during the STDP protocols.  Another interesting topic is 
how the tonic GABA modulate the STDP in MSNs. MSNs are fully covered by extra-
synaptic GABAARs which are the main sources to generate tonic GABA activities (Ade, 
Janssen et al. 2008). Tonic GABA differentially modulate D1- and D2-MSNs, in particular 
potently depolarizing the D2-MSN at rest (Ade, Janssen et al. 2008). Tonic GABA is 
therefore expected to impact on the polarity of STDP rules in MSNs through depolarizing 
effects.   
In paper II, we investigated the same STDP protocol as in paper I (but with GABA blocked), 
but here focused on the roles of NMDAR subunits in LTP formation. GluN2A and GluN2B 
are abundant in the striatum (Chapman, Keefe et al. 2003) and important for motor disorders 
such as Parkinson’s (Hallett and Standaert 2004) and Huntington’s disease (Li, Fan et al. 
2003).  The GluN2 subunits differ in their decay kinetics and Mg2+ block parameters, which 
are critical for dendritic plateau induction and branch-specific inhibition that were shown in 
paper III. It would be very interesting to further examine how dendritic inhibition would 
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modulate NMDA spikes/plateaus induced with different GluN2 subunits in control and 
disease model.  
In paper III, we investigated the functional importance of the dendritic plateau, a supralinear 
excitation form in MSNs. We have shown that plateau potentials could evoke neuron-wide 
integration of excitatory inputs but could be selectively inhibited by a few GABA synapses if 
they are activated in a proper spatiotemporal window. One interesting finding in this paper is 
that we demonstrated Mg2+ - block based mechanism for the branch-specific inhibition, which 
is distinct from classic GABA shunting mechanism. In many classic theoretical studies, 
exploration of GABA efficacy were based on GABA ‘shunting’—leaky ions through GABA 
channels (Rinzel and Rall 1974, Koch, Poggio et al. 1983, Gidon and Segev 2012). It is 
worthy to note that AMPA channels were the only ‘excitation’ form in those studies. Those 
classic conclusions could perhaps be revisited by taking into account the presence of 
NMDARs and Mg2+ - block based mechanism that we proposed. In the experiment 
demonstration part, we only verified the spatial location for the branch-specific inhibition, but 
didn’t check the temporal window due to limitation of experimental techniques – activation 
of GABAARs with uncaging GABA could only produce slow IPSCs. The previous 
simulations predicted that a temporal window could only be seen when fast IPSCs were 
presented. To obtain more realistic (fast) IPSCs, we will have to optogenetically evoke 
individual GABAergic terminal of particular interneuron or MSN as in (Straub, Saulnier et al. 
2016). This is an ongoing project now performed in our collaborators lab at Stanford. Our 
preliminary results are quite consistent with model predictions!   
Taken all these together, we have shown that dendrites could powerfully influence plasticity 
formation and excitation-inhibition interactions in MSNs. One intriguing thought is that if the 
theory of non-linear dendritic integration would be introduced into artificial neural works 
such as deep learning?  It has been proposed that single pyramidal neuron could even 
compute as a ‘3-layer ’ neural network (Hausser and Mel 2003), which is in sharp contrast to 
the idea of ‘point’ neuron in most popular artificial intelligence techniques, such as the 
convolution neural network in “deep learning” (Hinton, Osindero et al. 2006). The major 
challenges in merging neuroscience and deep learning lie in many aspects (Marblestone, 
Wayne et al. 2016). For example, the artificial neural works are critically dependent on a 
mechanism called “error back-propagation” which can be used to train the weights of the 
entire network (Psaltis, Sideris et al. 1988, Aleksander and Morton 1990). This mechanism, 
however, could not work well in spiking neural networks. Moreover, it is not clear how to 
design “cost function” in a more biological plausible neural network. Interestingly, a recent 
spiking neural network model provides important hints on how to apply “error back-
propagation” in the spiking neural network (Gutig 2016) and perhaps networks with detailed 
neurons. Another interesting idea is how to design Artificial General Intelligence (AGI) 
(Goertzel and Pennachin 2007). Although the current deep learning models are powerful in 
performing particular task, they appear to lack the capacitance of doing general learning, e.g. 
to learn visual information and auditory information at the same time. MSNs receive inputs 
from nearly all over cortex, thalamus and hippocampus (Tepper, Koos et al. 2004), which 
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carry abundant multi-modal information (Reig and Silberberg 2014). Will MSNs and the 
striatum be a good model system for AGI?  To conclude, to integrate up-to-date knowledge 
of neuroscience and artificial intelligence is one of the most exciting challenges in the next 
decade!   
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