To measure the transport of vibrational energy along a peptide helix, Hamm and co-workers [J. Phys. Chem. B 112, 9091 (2008)] performed time-resolved vibrational experiments, which showed that the energy transport rate increases by at least a factor of 4, when a localized C=O mode of the peptide instead of an attached chromophore is excited. This finding raises the question if coherent excitonic energy transfer between the C=O modes may be of importance for the overall energy transport in peptides. With this idea in mind, nonequilibrium molecular dynamics simulations as well as quantum-classical calculations are performed, which qualitatively reproduce the experimental findings. Moreover, the latter model (an exciton Hamiltonian whose matrix elements depend on the instantaneous positions of the peptide and solvent atoms) indeed exhibits the signatures of coherent quantum energy transport, at least within the first few picoseconds and at low temperatures. The origin of the observed decoherence, the absence of vibrational self-trapping, and the possibility of quantum interference between various transport paths are discussed in some detail.
I. INTRODUCTION
Nowadays a hotly debated question concerns the possible importance of quantum coherences for the efficiency of energy transport processes in biomolecules. 1 The discussion is fueled by beautiful femtosecond experiments on various photoactive proteins such as rhodopsin 2, 3 and light-harvesting systems, 4, 5 which have revealed long-lived (≤1 ps) vibronic coherences in real time. To function as molecular machines, moreover, proteins and nucleic acids appear to transport vibrational energy through specific pathways. 6 Already in the 1970s, Davydov proposed that this vibrational energy transport in proteins might be mediated by coupled C=O (or amide I) vibrations of the peptide chain. 7 He suggested that a nonlinear interaction between the C=O modes and hydrogen bonds that stabilize the secondary structure motifs leads to a quantum localization which manifests itself in a selftrapped exciton 8 (that originally he called soliton 9 ). Spectroscopic signatures of this phenomena have been observed for hydrogen-bonded molecular crystals at low (≤100 K) temperatures 10, 11 and (for N-H vibrations) also for model α-helices 12 and beta-sheet structures. 13 Direct energy transfer between the C=O modes of a small peptide was recently measured in real time, 14 but the process appeared to be slow (∼10 ps) compared to the picosecond life time of these modes. Coherent vibrational energy transfer has also been observed for hydrogen bond coupled OH stretch vibrations in liquid water. 15, 16 The majority of recent experimental [17] [18] [19] [20] [21] [22] [23] [24] [25] and theoretical [26] [27] [28] [29] [30] [31] [32] [33] [34] studies of the vibrational energy transport in molecules, however, have been discussed in more classical terms. For example, time-resolved vibrational a) Electronic mail: stock@physik.uni-freiburg. de. experiments and accompanying molecular dynamics (MD) simulations have monitored the transient flow of vibrational energy along a peptide 3 10 -helix (see Fig. 1 ). [21] [22] [23] [24] [25] It has been found that the energy transport is diffusive, i.e., the mean variance of the distance x of the excitation is proportional to time, x 2 ∝ t. 21 Employing either ultraviolet excitation via a synthetically attached azobenzene moiety, 21 direct pumping of localized C-D vibrations, 24 or impulsive heating of attached gold nanoparticles, 25 it has been shown that the energy transport hardly depends on the type of initial excitation. This suggests that the vibrational energy is rapidly randomized and that the process is not mode-specific. Interestingly, though, one notable exception was found: When a localized C=O mode of the peptide was pumped, the energy transport rate increased by at least a factor of 4 compared to all other excitation techniques. 22 This finding might indicate that-at least under certain conditions-coherent excitonic energy transfer between the C=O modes becomes important for the overall energy transport. This conclusion also seems to be supported by the fact that the experimental results could not be reproduced by classical MD simulations. 34 To investigate the effects of coherent quantum transport in a realistic biomolecule, we adopt two alternative approaches. To make contact with previous experimental 22 and computational 34 work, we first perform nonequilibrium MD simulations of the energy transport along the peptide. We find that the experimentally found enhancement of the transport rate following resonant excitation of a localized C=O mode can be naturally explained by these classical simulations if we assume that the experiments monitor the energy of localized C=O modes. 34 This is interesting because it suggests that the experiments-at least in principle-provide a means to directly study coherent energy transfer along the C=O modes. FIG. 1 . Structure of the photoswitchable Aib peptide used in the studies of Hamm and co-workers, (Refs. 21-23) indicating intramolecular hydrogen bonds and the labeling of the residues. To initiate energy flow along the 3 10 -helix, the C=O mode of the first or the second residues is excited impulsively.
To facilitate the study of quantum coherences, we then perform a quantum-classical study of the vibrational energy transport. To this end, we adopt a standard exciton Hamiltonian for the C=O vibrations, whose matrix elements depend (via ab initio-based models) on the instantaneous positions of the peptide and solvent atoms. The fluctuations of these positions are described through all-atom MD simulations of the system at 220 and 300 K. By solving the driven timedependent Schrödinger equation and averaging over the classical equilibrium fluctuations, we calculate the populations and coherences of the coupled C=O oscillators. On a time scale of a few picoseconds, we indeed find coherent quantum transport of vibrational energy, in particular, at low temperatures. To explain these phenomena, the possibility of constructive quantum interference and the origin of the observed decoherence are discussed.
II. THEORY AND METHODS
To account for the energy transport in the peptide helix considered in Refs. 21-23, two alternative computational approaches are adopted: a quantum-classical method (Secs. II A-II D) and nonequilibrium MD simulations (Sec. II E).
A. Model system
To describe the amide I vibrations of a peptide with N amino acids, we adopt an exciton-type model. 8, 35 It assumes that the amide I normal modes can be represented by local vibrations (e.g., the C=O stretch mode of each peptide unit), which-in a first approximation-do not interact with the remaining vibrational degrees of freedom of the peptide. 36 The Hamiltonian of the vibrational exciton model reads (n, m = 1 . . . N )
where b † n and b n are the creation and annihilation operators of the local C=O mode of the nth residue, respectively, and ε n denotes the harmonic frequency of this mode. The vibrational couplings β nm account for the interaction between the local vibrations at site n and m. Throughout this paper, we assume that at time t = 0 the system is prepared by an impulse laser pulse in a linear combination of singly excited localmode states |n . Hence we can restrict the discussion to the subspace of a single excitation (or single exciton) of model (1) and rewrite the Hamiltonian as
To account for the interaction of the C=O vibrations with the remaining degrees of freedom of the peptide and the solvent in a realistic way, we have adopted the following quantum-classical approach: (1) First, a classical MD simulation of the complete system is performed, in order to obtain the conformational structure and dynamics of the peptide as well as the fluctuations of the solvent. (2) Next, the C=O frequencies ε n and the vibrational couplings β nm are calculated for all conformational structures visited by the MD trajectory, using ab initio-based methods. (3) Assuming that the fluctuations of the peptide and the surrounding solvent molecules cause a classical time dependence of the matrix elements ε n and β nm , we solve the resulting driven timedependent Schrödinger equation and average the quantummechanical observables over the classical equilibrium fluctuations. In the following, we briefly describe these three steps of the calculation. For a more detailed description, see Refs. 37-41.
B. MD simulations
All MD simulations were performed with the GRO-MACS program suite, 42 using the GROMOS96 force field 43a1 (Ref. 43 ) to model the α-aminoisobutyric acid (Aib) peptide and the rigid all-atom model of Ref. 44 to describe the chloroform solvent. The molecular system PAZ-Aib 8 -OH, henceforth referred to as Aib peptide, consists of a photoswitchable azobenzene unit (PAZ) that is attached to an Aib peptide. The equation of motion was integrated by using a leap-frog algorithm with time step of 2 fs. We employed the particle-mesh Ewald method to treat the long-range electrostatic interaction. 45 The nonbonded interaction pair-list were updated every 10 fs using a cutoff of 1.4 nm. Bonds containing a hydrogen atom were constrained via the SHAKE (Ref. 46 ) procedure with a relative geometric tolerance of 10 −4 . Starting with a left-handed 3 10 -helical conformation, the Aib peptide was placed in an octahedral box containing ≈700 chloroform molecules. After energy minimization, the system was simulated at constant temperature and pressure (1 atm), using the Berendsen coupling 47 procedure with a coupling time of 0.1 and 0.5 ps, respectively. Production runs of 20 ns length were performed for the temperatures 220 and 300 K and all data were stored every 20 fs to monitor the subpicosecond characteristics of the C=O vibration.
C. Modeling of the C=O frequency
To calculate the instantaneous frequency ε n (t) of the local C=O modes, we make the ansatz [48] [49] [50] [51] [52] 
Here ε 0 = 1717 cm −1 denotes the C=O frequency of isolated N-methylacetamide, and δε M n , δε P n , and δε S n represent the shift of this frequency due to the interaction with the neighboring peptide units, the remaining peptide units, and the solvent, respectively. Adopting the building block model of Ref. 38 , the next-neighbor contribution δε M (t) to the C=O frequency of the nth peptide unit is given by
where ε GD C and ε GD N denote the frequencies of the C-and Nterminal local modes of isolated glycine dipeptide, respectively. Employing density functional theory calculations at the B3LYP/6-31+G(d) theoretical level, these frequencies were calculated for an equidistant map of the peptide backbone dihedral angels φ n and ψ n . 37 The frequency shifts of the remaining peptide units (δε P ) and due to the solvent atoms (δε S ) are estimated by the method of Jansen and Knoester 53 using the electric field and its gradient on the C, O, N, and H atoms. Similarly, the next-neighbor couplings β n,n±1 of the vibrational Hamiltonian were taken from a previously calculated (φ, ψ) map for glycine dipeptide, 37 while the remaining "long distance" couplings were calculated through the transition dipole coupling approximation. 54 Of the eight C=O modes of Aib 8 we only consider the six inner oscillators because the vibrations of the end groups are strongly blue-shifted and hardly couple to the amide I system.
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D. Stochastic quantum dynamics
Within a stochastic quantum-dynamical formulation, 35, 55 the fluctuations of the peptide and the surrounding solvent molecules result in a classical time-dependence of the Hamiltonian H ex (t) via its matrix elements ε n (t) and β nm (t). By expanding the vibrational wave function in the local mode basis, | (t) = n c n (t)|n , the time-dependent Schrödinger equation associated with the N -state system (2) can be written as a system of N linear differential equations (¯≡ 1)
which is readily solved by using a standard Runge-KuttaMerson scheme with adaptive step size. Alternatively, one may solve the time-dependent Schrödinger equation in the adiabatic approximation
where ω k (t) and |ψ k (t) are the instantaneous eigenvalues and eigenfunctions of H ex . Although the adiabatic approximation is not valid in the case of strongly fluctuating amide I frequencies ω k (t), 40 it is helpful in the discussion of limiting cases below.
To calculate observables measured in a standard ensemble experiment, we need to perform a statistical average . . . over the classical fluctuations. As outcome of the averaging, we define a reduced density matrix ρ(t) with elements
where c (r ) n (t) denotes the time-dependent coefficient along subtrajectory r . [That is, from the 20 ns MD trajectory we generate N r ≈ 10 6 subtrajectories of 10 ps length, by shifting the begining of each subtrajectory by 0.02 ps.] From the reduced density matrix, we can calculate the expectation value of any observableÂ of the exciton system via A(t) = TrÂρ(t). In particular, the diagonal elements of ρ(t) give the time-dependent population probabilities of local-mode states |n , P n (t) = ρ nn (t), and the off-diagonal elements ρ nm (t) account for the coherences between the states |n and |m .
It is instructive to relate the stochastic formulation to the quantum-dissipative description arising from the system-bath ansatz
where the bath is usually modeled as a sum of harmonic oscillators,
For example, Davydov's polaron model 8 considers a single bath mode q, which interacts with the exciton system via H int = q n c n |n n|. Compared to (an exact evaluation of) the system-bath ansatz, the stochastic formulation outlined above neglects the backreaction of the system to the bath. The approach is therefore not suited to describe the nonlinear effect of vibrational self-trapping. This is acceptable, though, since Hamm and co-workers showed that the nonlinear interaction of C=O modes in α-helices is not sufficient for self-trapping. 12 On the other hand, the stochastic formulation facilitates a realistic MD-based modeling of the interaction of the exciton system with the peptide and the solvent. Furthermore, it avoids well-known problems 56 associated with the usual quantumclassical treatment of the ansatz (8) , in which the exciton system is described quantum-mechanically, while the bath modes are treated classically and interact with the exciton system in a self-consistent manner.
E. Nonequilibrium approach
Alternatively, we have employed nonequilibrium MD simulations to simulate the vibrational energy transfer through the peptide. 28, 34 These calculations are well suited to compare to the experiments of Hamm and co-workers, [21] [22] [23] [24] [25] because-apart from the resonant exciton transport discussed above-they also account for the energy transfer through the Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp peptide backbone and for the T 1 relaxation in the vibrational ground state. The computational aspects of the methods have been recently described in detail 34 and are therefore only summarized briefly here.
To provide the starting structures for the nonequilibrium simulations, 400 statistically independent conformations were sampled from an equilibrium trajectory at 300 K. In order to model the infrared excitation of a local C=O group, we represent the C=O stretch vibration as a harmonic oscillator described in classical action-angle variables. 57 To obtain the initial positions and momenta of the initially excited C=O mode, we associate its action n with the initial quantum state of an oscillator, e.g., n = 1 for the first excited state, and also include its zero-point energy. By sampling the vibrational angles of the oscillator, we obtain an ensemble of positions and momenta which provides a quasiclassical representation of the quantum-mechanical n = 1 initial state of the C=O oscillator with an energy of ≈30 kJ/mol. Employing these initial conditions, we performed nonequilibrium MD simulations at constant energy (NVE ensemble) for 100 ps and saved all data every 0.02 ps.
To study biomolecular energy flow, we considered the time evolution of the kinetic energy per atom of the nth peptide unit CONH, which is obtained from the ensemble average
where E (r ) n (t) is the residue energy along trajectory r and N r = 400 denotes the number of nonequilibrium trajectories. To compare to the exciton transport calculations, we also calculated the mean kinetic energy of the local C=O modes, E CO n (t). Since the C=O vibration corresponds to a single degree of freedom with E CO n eq = 1 2 k B T , we have multiplied this energy by a factor of 3 to facilitate the direct comparison to the kinetic energy per atom E n eq = (3/2)k B T in Fig. 2 .
III. COMPUTATIONAL RESULTS
A. Nonequilibrium simulations
To make contact with previous experimental 22 and computational 34 work, we first discuss the nonequilibrium energy transport simulations of the experimentally studied peptide 3 10 -helix. [21] [22] [23] [24] [25] Assuming that the C=O mode of the first peptide residue (cf. Fig. 1 ) is pumped in its first excited vibrational state, Fig. 2(a) shows the time evolution of the mean kinetic energy per atom of the nth residue, E n (t), defined in Eq. (9) . In direct agreement with previous results, 22 , 34 the kinetic energy of the initially excited residue decays on a picosecond time scale and is transported along the peptide backbone in a sequential manner. The overall picture hardly changes if we pump the C=O mode of the second (instead of the first) residue [ Fig. 2(b) ].
To study to what extent the energy is transported along the peptide C=O modes, we next consider the mean kinetic energy content of the individual C=O modes, E CO n (t) [rather than the residue energy E n (t)]. In this case, the energy transport is found to critically depend on the kind of the excitation. Pumping the C=O mode of the first residue [ Fig. 2(c) ], the time evolution of the C=O modes along the peptide looks quite similar to the transport of the residue energy shown in Figs. 2(a) and 2(b) . Exciting the C=O mode of the second residue [ Fig. 2(d) ], on the other hand, the energy transport along the C=O modes is significantly enhanced in amplitude and speed. Apart from the adjacent residues 1 and 3, also the C=O modes of distant residues obtain a significant amount of energy. As shown below, this is because the first C=O mode is about 50 cm −1 blue-shifted to the main amide I band, 21 while the C=O frequency of the second residue is in resonance with the amide I band. Hence we find that the off-resonant excitation results in a much less effective C=O energy transfer than resonant excitation, which is expected for an exciton transport mechanism.
Two conclusions can be drawn from this. First, the fact that the residue energies E n (t) hardly change with the type of excitation indicates that excitonic energy transport plays only a minor role in the total energy transport of the peptide. This finding is in line with recent MD studies which revealed that the energy transport in peptides occurs mainly through its backbone. 34 Second, the results may also explain the experimentally found enhancement of the energy transport rate following resonant excitation of localized C=O modes. 22 We have found that in the case of nonresonant excitation, the time evolution of the C=O mode energies and the residue energies E n (t) are quite similar, while in the case of resonant excitation, the C=O mode energies propagate significantly faster than the residue energies. In experiment, Backus et al. 22 found that the measured energy transport rate increases significantly when a localized C=O mode of the peptide is pumped. Only in this case, the experimental transport rate matched the MD result, while in all other excitation schemes (such as ultraviolet excitation or impulsive heating) the experimental transport rate was only one fifth of the MD rate. This indicates that Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp the experimentally measured quantity, i.e., the temperatureinduced redshift of the amide I bleach signal, monitors the energy of localized C=O modes rather than the total energy of a peptide group. This conclusion is in line with recent theoretical considerations of Ref. 34 , which could explain the temperature dependence of the energy transport. Interestingly, this suggest that the experiments-at least in principle-provide a means to directly study coherent energy transfer along the C=O modes.
While nonequilibrium MD simulations are often valuable to directly compare to experiment, they are certainly not the method of choice to discuss the possible importance of quantum coherences in energy transport. With this end in mind, in the following we adopt the quantum-classical approach introduced in Sec. II, which is based on equilibrium MD simulations with subsequent quantum-mechanical propagation of the exciton system.
B. Characterization of the bath fluctuations
In a recent publication, 41 we have performed extensive MD simulations of the photoswitchable Aib peptide in chloroform at various temperatures. The study recovered the familiar picture of a system undergoing a dynamical transition, which below the transition temperature T g ≈ 270 K is trapped in various energy basins, while it diffuses freely between these basins above T g . For the purpose of this work, we restrict the discussion to two temperatures, 220 and 300 K. At 220 K, the systems remains throughout the 20 ns MD simulation (almost completely) in the left-handed 3 10 -helical conformation with backbone dihedral angles (φ, ψ) ≈ (−40
• ,−40 • ). At 300 K, the thermal fluctuations are larger and the system can also visit excited conformational states at (∓40
• , ∓40 • ). For the ease of interpretation, in the following we first consider the low-temperature results and subsequently discuss the roomtemperature results for specific cases.
To illustrate the main features of the model [Eqs. (2)- (4)], we first consider the statistical properties of the C=O frequencies ε n (t) and the vibrational couplings β nm (t). To this end, Fig. 3 shows the probability distribution and autocorrelation function of these quantities as obtained from the MD simulations at 220 K. The distributions of the C=O frequencies ε n (t) of the the six inner residues of the Aib peptide (n = 2, . . . , 7) are seen to overlap significantly, which facilitates an effective exciton transfer. 58 Their considerable width of 20-30 cm
reflects the strong coupling of the C=O frequencies to the motion of the peptide and solvent atoms. The frequencies ε 2 (t) and ε 7 (t) of the end groups are somewhat blueshifted. By using a laser pulse that is resonant with these frequencies, this can be exploited to prepare a (mostly) localized initial state.
To study the time scales of the bath fluctuations, we next consider the (normalized) frequency fluctuation correlation function
where δε n (t) = ε n (t) − ε n . Figure 3 can identify a femtosecond decay time (0.1 ps) with a weight of 50% and a picosecond decay time (10 ps) with a weight of 30%, which correspond to various motions of the Aib peptide in a single energy basin. Moreover, we find a nanosecond time scale which reflects transitions between conformational substates. Apart from this multiexponential decay, the correlation functions clearly exhibit an oscillatory transient with a period of ≈0.2 ps. A normal mode analysis of the MD trajectories reveals that this feature reflects peptide vibrations which include the n ↔ n + 3 hydrogen bonds that stabilize the 3 10 -helix. The vibrational period is in qualitative agreement with values (0.28 ps) found for vibrating intramolecular hydrogen bonds in organic molecules. 59 In direct correspondence to Davydov's polaron model, 8 our MD-based description thus predicts that the motion of helix-stabilizing hydrogen bonds coherently interacts with the C=O vibrations of the peptide. However, we know from experiment 12 that the relatively weak (compared to k B T ) nonlinear interaction of C=O modes in α-helices is not sufficient for self-trapping.
As an illustration of the vibrational couplings β nm , Fig.  3(b) shows their distributions for n = 2 and m = 3, . . . , 7. The quantum-chemically calculated next-neighbor couplings β 23 are distributed between −5 and 10 cm −1 with a mean of β 23 = 3.5 cm −1 . 37 The transition dipole couplings between more distant neighbors exhibit mostly negative values. We note that | β 25 | > | β 24 |, reflecting the fact that in a 3 10 helix the sites n and n ± 3 are connected by hydrogen bonds. These findings are in good agreement with the results of Ref. 60 . Figure 3(d) shows the autocorrelation functions of the vibrational couplings. The correlation functions of the quantum-chemically calculated next-neighbor couplings exhibit virtually the same decay times as the frequency correlation functions C n (t). However, we find that the weight of the nanosecond component is increased on the expense of the femtosecond component. The correlation functions of the transition dipole couplings, on the other hand, decay significantly slower with time scales of 0.6 ps (5%), 25 ps (13%), and 180 ps (82%).
To summarize, we have found that the C=O vibrations are strongly coupled to the motion of the peptide and solvent atoms. The C=O frequency fluctuations monitor the structural dynamics of the peptide over multiple time scales and also reflect the coherent motion of helix-stabilizing hydrogen bonds. At higher temperatures, similar results are obtained (data not shown). Roughly speaking, we find that at 300 K the distributions become wider (reflecting the increase of the thermal fluctuations) and that the nanosecond components of the correlation functions become more prominent (reflecting the increase of the conformational transitions).
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C. Excitonic energy transfer
To study the vibrational energy transport along the peptide chain, in the following we assume that at time t = 0 the system has been prepared in the local-mode state |2 , i.e., the first one that is in resonance with the inner C=O modes. At the simplest level of theory, we neglect the interaction of the excitonic system with the bath and consider the case of a timeindependent Hamiltonian that contains the mean frequencies ε n and couplings β nm obtained at 220 K. The resulting averaged Hamiltonian matrix (in cm −1 ) reads 
where for the sake of a better readability the elements of the lower half of the symmetric matrix were omitted. Figure 4 shows the resulting time evolution of (a) the local-mode populations P n (t) and (b) the modulus of the coherences |ρ nm (t)|. The population of the initially excited state |2 is seen to undergo pronounced oscillations with a period of ≈4 ps, which roughly reflects the Rabi frequencies (ε n −ε m ) 2 /4 + β 2 nm of the system. Due to the strong non-next neighbor couplings of the Hamiltonian (11), the population transfer does not necessarily occur in sequential order. For example, one observes a quite efficient transfer from |2 to |6 , which is also caused by the almost degenerated energies of these states. As expected, the populations as well as the coherences of the quantummechanical few-level system keep oscillating in the absence of dissipation.
In a next step, we allow the matrix elements ε n and β nm of the Hamiltonian to fluctuate according to the time evolution of the MD trajectory at 220 K. As is expected from their largely overlapping distributions [ Fig. 3(a) ], the local-mode frequencies ε n (t) are found to overlap almost entirely in the course of time (data not shown). According to their autocorrelation functions [ Fig. 3(c) ], they furthermore undergo fluctuations on femtosecond to nanosecond time scales and exhibit FIG. 4 . Time-dependent populations P n (t) (left) and coherences |ρ nm (t)| (right) of the vibrational exciton system at 220 K, assuming that at time t = 0 the system has been prepared in the first local-mode state |2 . Compared are the time evolutions obtained for (a) and (b) the isolated system, [(c) and (d)] the driven system, and [(e) and (f)] the averaged driven system. Panels (g) and (h) show averaged results for the case that the frequency of the initially excited state |2 is red-shifted by 30 cm −1 . coherent oscillations due to the motion of helix-stabilizing hydrogen bonds. When we calculate the instantaneous normal modes of the system by diagonalizing H ex (t), we find that the normal-mode frequencies ω k (t) approach each other numerous times along the trajectory. This indicates that the bath fluctuations induce strong nonadiabatic couplings between the local modes, that is, the dynamics of the exciton system and the bath cannot be separated by a BornOppenheimer-type approximation. 39, 40 Since the vibrational couplings β nm (t) fluctuate independently, we may even obtain environment-induced true crossings of the normal-mode frequencies ω k (t). In the language of electronic structure theory, these correspond to conical intersections of the adiabatic potential energy surfaces. 61 Figures 4(c) and 4(d) show the resulting evolution of the populations and the coherences, which are not yet averaged over the classical fluctuations. Compared to the simple Rabi-like oscillations of the isolated few-level system, the time evolution of the driven vibrational system is clearly more complex and somewhat damped.
When we average over the classical fluctuations according to Eq. (7), the populations and coherences become drastically damped in time, see Figs. 4(e) and 4(f) . The initially excited state |2 releases within 1 ps about 60% of its energy, Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp before it decays on a 10 ps time scale to its equilibrium population of 1/6. This initial decay is reflected in the virtually simultaneous rise of the populations of states 3-5. Furthermore, it is associated with a rapid rise and fall of the coherences, which are mostly decayed after 2 ps. Remarkably, the coherence between state |2 and the hydrogen bond connected state |5 is clearly enhanced. Representing a superposition of several eigenstates, the nonstationary initial state |2 gives rise to coherent wave-packet motion, which decoheres within 2 ps due to the interaction with the bath fluctuations.
In experiment, the excitation of a localized C=O mode (instead of a delocalized amide I normal mode) is achieved by isotope labeling of the considered C=O group. This shifts its absorption several tens of wavenumbers to the red and therefore out of resonance with the main amide I band. 40 To investigate to what extent the overall features of the excitonic transport discussed above change for such a more realistic initial condition, we have recalculated the (averaged) populations and coherences for the case that the frequency of the initially excited state |2 is red-shifted by 30 cm −1 [see Figs. 4(g) and (h)]. Although the general appearance of the populationsfast initial decay and slower subsequent decay-is similar, we find that less population is transferred in the first step due to the nonresonant excitation. Moreover, since the population differences drive the coherences, the latter are seen to live longer in this case. While the overall features of the excitonic transport are preserved, it is clear that in practice there will be a trade-off between achieving a well-localized initial state on the one hand, and an efficient energy transfer on the other hand.
D. Coherent transport
To study the origin of the rapid decoherence, we included only next-neighbor couplings β n,n±1 in the calculation. As may be expected, we obtain in this case a sequential energy transfer along the peptide chain [see Fig. 5(a) ]. Due to the decrease of the overall coupling, moreover, the energy transport is less efficient than in the case including long-distance couplings. As a second test, we performed a calculation in which only the frequencies ε n (t) were allowed to fluctuate, while the couplings were kept at their mean values. Although the overall appearance of the population dynamics is similar to the fully fluctuating case, Fig. 5(b) shows for this case damped coherent transients until ≈6 ps. Similar results are obtained when the frequencies are fixed and only the couplings fluctuate (data not shown). That is, a reduction of the time-dependent fluctuations by fixing either frequencies or couplings somewhat restores the coherent beating of the populations, but yields the same time scale and the efficiency of the overall energy transport.
To study to what extent the coherent transport depends of the time scale of the bath fluctuations, we kept both site frequencies and couplings constant for each trajectory, that is, we simply average over a static ensemble of bath frequencies. Interestingly, Fig. 5(c) shows that this static (or inhomogeneous) limit of the bath fluctuations results in a significant rise of the long-time limit of the population P 2 (∞) of the initially FIG. 5 . Time-dependent populations P n (t) of the (averaged driven) vibrational exciton system at 220 K. Shown are the cases that (a) only nextneighbor couplings β n,n±1 are considered, (b) only the frequencies ε n (t) are allowed to fluctuate while the couplings β n,m are fixed, (c) both site frequencies ε n (t) and couplings β n,m are kept constant for each trajectory, and (d) the adiabatic approximation is applied.
excited state, i.e., P 2 (∞) ≈ 1/2 instead of the equipartition value 1/6. Since the adiabatic approximation [Eq. (6) ] is exact in this limiting case, we can employ (for each trajectory) the eigenvalues ω k and eigenfunctions |ψ k of H ex to calculate the population of the second site via
where we used that c 2 (t) = 2|e −i Ht |2 = k a k e −iω k t with a k = 2|ψ k ψ k |2 . After the decay of the oscillating part at long times, we find that P 2 (∞) = k |a k | 2 is not subject to statistical redistribution but depends on the initial state and the eigenfunctions (or normal modes) |ψ k of the system. That is, by averaging over many realization of an isolated system as in Fig. 4(a) , we cannot completely redistribute the population between the sites. We note in passing that we obtain quite similar results when let both site frequencies and couplings fluctuate but nonetheless solve the time-dependent Schrödinger equation in the adiabatic approximation. Figure 5 (d) clearly demonstrates that this approximation is not valid for amide I modes, as it leads to spurious oscillations as well as to an incorrect long-lime limit of the populations [compared to the exact result in panel (a)].
It is interesting to compare the findings at 220 K to the corresponding results at room temperature. As explained in Sec. III B, at 300 K the thermal fluctuations are larger and the system can also visit excited conformational states. 41 Figure 6(a) shows the time-dependent populations P n (t) of the driven (but not yet averaged) exciton system at 300 K, using a part of the MD trajectory when the peptide is in such an excited conformational state. In contrast to the corresponding results at 220 K [ Fig. 4(c) ], we find that the population oscillates now mainly between the states |2 and |3 , but transfers only little to the remaining states. A closer analysis reveals that this is a consequence of the fact that the non-next-neighbor FIG. 6 . Time-dependent populations P n (t) of the vibrational exciton system at 300 K. Compared are the time evolutions obtained for (a) the driven system and (b) the averaged driven system. Moreover, we consider the effects of (c) restricting the peptide to its 3 10 ground-state conformation and (d) including a phenomenological life-time decay of T 1 = 1.2 ps.
couplings are significantly reduced in this partly extended (rather than all-helical) peptide conformation.
When we average over the fluctuations of the MD trajectory, the resulting populations [ Fig. 6(b) ] look qualitatively similar to the ones at 220 K [ Fig. 4(e) ]. Interestingly, however, we find that the population transfer out of the initial state is significantly reduced and that the energy transfer is almost sequential. In particular, we do not find enhanced transport between sites |2 and |5 . To learn if the latter is connected with conformational transitions that destroy the hydrogen bonds between these sites, we have averaged the population only over parts of the 300 K trajectory when the peptide is in its conformational ground state. However, the results of these simulation are virtually the same as when we include the excited peptide conformation [ Fig. 6(c) ]. This may suggest that we are in the limit of strong dephasing, where an increase of dephasing (due to the increase of temperature) results in a lowering of the overall transport efficiency. 62 A closer analysis of the coherence properties of the density matrix shows that the finding of enhanced transport at low temperatures indicates the existence of constructive quantum interference between various transport paths. 63, 64 The discussion so far has completely ignored the ultrafast population decay 1/T 1 of the C=O modes. Introducing the experimentally determined C=O lifetime of T 1 = 1.2 ps (Ref. 22) into our calculations in an empirical manner, Fig. 6(d) demonstrates that one of the main limiting processes of the C=O excitonic energy transfer in peptides is the ultrafast relaxation into the vibrational ground state. It is interesting to compare these quantum-classical results to the corresponding nonequilibrium simulation of the C=O energy transport shown in Fig. 2(d) . Roughly speaking, we find that the classical simulation yields a similar picture as the quantum calculation shown in Fig. 6(d) . This reflects the fact that the exciton Hamiltonian (2) can be mapped on a system of bilinearly coupled harmonic oscillators, 65 the classical time evolution of which is equivalent to the quantum-mechanically solution, if the correct quantum-like initial conditions are chosen. 57 Although nonlinear couplings due to the fluctuations of the bath may cause different time evolution in classical and quantum mechanics, these quantum effects are usually relatively small in the cases considered. 66 While the time scale of the transport is roughly the same in Figs. 2(a) and 6(d), we note that the classical calculation clearly transfers a higher amount of energy. For example, classically, the maximum energy obtained by the neighboring C=O group is about a third of the initial excitation energy, while quantum-mechanically it obtains less than 10%. This is due to the fact that the classical calculation overestimates the vibrational life time [typically by a factor of 2 (Refs. 28 and 66) ] and that at room temperature the energy transfer via the peptide backbone is more important than excitonic transport.
IV. CONCLUSIONS
We have studied the vibrational energy transport along a small helical peptide by using two complementary approaches, quasiclassical trajectory simulations and quantumclassical calculations. Qualitatively speaking, we have shown that the classical calculations reproduce all experimental findings of Hamm and co-workers, [21] [22] [23] also including the enhancement of the energy transport rate following resonant excitation of localized C=O modes. Despite the apparent quantum nature of the high-frequency C=O vibrations, this suggests that a classical formulation may be appropriate, because the system essentially consists of bilinearly coupled harmonic oscillators, the classical time evolution of which is equivalent to the quantum-mechanically solution. Adopting a suitable phase-space description such as the Wigner formulation, 67 all quantum properties of such a system-including coherences and the entanglement of quantum states-can be described in terms of classical trajectories.
Nonetheless, it has been found worthwhile to perform a quantum-classical study also, which focused on the energy transfer of coupled C=O vibrations of the peptide. Here we have adopted a quantum-mechanical exciton model of the peptide C=O vibrations, whose matrix elements depend via ab initio parametrized models on the classical thermal fluctuations of the peptide and solvent atoms. We have shown that the interaction of the exciton model with this "bath" results in an ultrafast decoherence, which in turn affects an equipartition of the local-mode populations on a time scale of 10 ps. We have analyzed in detail the origin of this decoherence, including the effects of the various fluctuating matrix elements, the non-next-neighbor couplings, and the temperature. Although we found that the motion of helix-stabilizing hydrogen bonds coherently interacts with the C=O vibrations (similar to Davydov's original assumption 7 ), this nonlinear coupling is clearly too small to cause vibrational selftrapping. 12 Most interestingly, we have shown that at low temperature (220 K) the transport is efficient and nonsequential, while it is significantly less efficient and almost sequential at room temperature. This effect appears to indicate the existence of constructive quantum interference, which is destroyed at higher temperature. 63 Although quantum coherence effects in vibrational energy transport are relatively small in large biomolecules at room temperature, they may be of importance for the description of bioinspired nanotechnology.
