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Summary
During the last two decades, functional renormalization group (FRG) emerged as a versatile
class of methodologies which can be used in a variety of cases, ranging from statistical
mechanics models and interacting field theories to condensed matter strongly interacting
systems. The development of FRG techniques from one hand had a methodological side –
aimed at testing different ways to handle with approximations of the functional equations –
and from the other concurred to define FRG as a method to be seriously considered to face
new and poorly/not yet understood problems. Both directions, i.e. improve and test known
techniques and proposed refinements against well known problems and concretely deal with
non-testbed problems, have motivated the work done during the PhD.
This thesis aims at present, provide details and put in perspective results obtained during
my PhD in the last three years. Many of such results have been published, in a more
synthetic way, in peer review journals, others are going to appear online soon. Some others
will probably remain only in this thesis, but together with the published material will be
instrumental to delineate a path leading to a deeper understanding and a (hopefully) clearer
presentation of potentialities and issues of the FRG method.
Chapter 1 is divided into two parts. In Section 1.1 the basic concepts of multivariate cal-
culus are summarized; indeed while field theoretical formalism generally involves functional
analysis calculation, it is found that in most of the cases no complications are introduced by
simply considering the continuous field spatial variable as the discrete index of an infinite
component vector. Even if from the mathematical point of view some of the properties that
can be demonstrated for multivariate calculus are not strictly valid in functional analysis
most of the actual theoretical physics computation are pursued in this optics and they often
yield the correct result. Section 1.2 contains the explicit derivation of the core FRG equation,
often called the Wetterich equation. This derivation is pursued in full details and, while
it will probably be boring for the expert reader, can be useful for people not familiar with
basic functional calculus and to present the notation used in the rest of the Thesis. Finally
in Section 1.3 it is reported a brief overview of the methods commonly used to treat the
Wetterich equation.
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In Chapter 2 the application of the derivative expansion to the derivation of the phase
diagram for O(N) field theories is reported. The O(N) field theory can be easily mapped
into lattice system of N components interacting spins and vice versa, as it is demonstrated in
Appendix B.1. In Section 2.1 we show the derivation of the flow equation for the effective
potential in the so-called Local Potential Approximation (LPA) for the O(N) symmetric
models. Successively, Section 2.2, we introduce Taylor expansions for the effective potential
potential, deriving the β -functions for the couplings of vector ϕ4 theories as it is done
in traditional Renormalization group approaches. It is then demonstrated that truncation
techniques are not consistent with the exact results of the Mermin-Wagner theorem, while,
when full functional form for the effective potential is retained, LPA approach can produce
the correct picture for the phase diagram of the O(N) models. In Section 2.3 we use shooting
technique to investigate the fixed point structure of LPA equations, showing explicitly how the
Mermin-Wagner theorem is recovered from the behavior of critical exponents. In that section
we also report numerical results for the critical exponents as a function of N and d and for
various universality classes, showing how, even at the simple LPA′ level, numerical accuracy
is never worse than 20%. Finally, in Section 2.4 N = 1 scalar field theories are considered
increasing the approximation level to O(∂ 2) in derivative expansion. It is demonstrated that
shooting technique can be employed also in this case leading to a full and unbiased scenario
for scalar field theories in 2 and 3 dimensions. The computational cost remains small and the
results are in very good agreement with numerical simulations in d = 3 and exact Conformal
Field Theory (CFT) result in d = 2.
In Chapter 3 the FRG approach is applied to the 2-dimensional sine-Gordon (SG) model.
This model can be exactly mapped to the Coulomb gas and it is believed to be in the same
universality class of XY model, providing a prototypical example of topological phase
transition. In the SG model the effective potential has both Z2 and periodic symmetry in the
scalar field. The FRG approach proved very useful in the case of periodic symmetries due to
the possibility to project the Wetterich equation in Fourier space. Section 3.3 is devoted to
the introduction of the c-function calculation in the FRG framework. In Section 3.4 the phase
diagram of the SG model using FRG approach is retrieved, first in the simple case of constant
frequency β and then in the scale dependent frequency case. Even at approximated level an
FRG approach maintaining the periodicity of the model yields non perturbative results with
almost constant accuracy in the whole u-β plane. In the following Section the results for the
calculation of the c-function of the SG model for all values of β are shown, and the correct
result is found in the low temperature region where numerical quantities are in agreement
with the exact ∆c = 1 CFT result in the small β case.
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Chapter 4 is devoted to the investigation of long range interactions in spin systems.
Indeed, while universal quantities are generally not influenced by the shape of the lattice
or by modifications of microscopic interactions when they are short range, LR interactions
radically modify the low energy behavior of the systems excitations introducing a non analytic
pσ momentum term alongside with the standard p2 term of SR interactions. This non trivial
effect in the scaling behavior of the system yields important effects on its phase diagram.
As a function of the parameter σ three regions exist, as shown in Section 4.1, where the
system undergoes SSB with radically different universal behaviors. In the following Sections
spatial anisotropy is introduced together with LR interactions and its influence to the critical
behavior of LR systems is investigated. The results demonstrate how LR interactions in one
spatial direction can modify the critical behavior of SR interactions in the others and they
can be used to study the physics of quantum LR rotor models.
Finally we discuss in the Conclusions possible future work and perspectives motivated
by the results presented in this PhD thesis.

Introduction
The goal of this Introduction is to provide an historical introudction to the steps leading to
the development of renormalization group (RG) concepts and to the introduction of modern
RG techniques. I finally present a synthetic summary of the results presented in the next
Chapters.
It was as early as 1920 when Wilhelm Lenz proposed to his student, Ernst Ising, a toy
model to describe ferromagnetism. The model is made up of spin variables Si = ±1 on a
lattice. The spin variables are interacting via some exchange interaction J and are in presence
of a magnetic field B. The Hamiltonian reads,
H =∑
i
BiSi+
1
2∑i, j
J(i, j)SiS j. (1)
We have written the Ising Hamiltonian in the most general form, with an exchange coupling
depending on the distance between the interacting sites. In most of the cases one assumes
that the coupling depends just on the distance between the sites: J(i, j) = J(|i− j|). The
simplest case is obtained for a square lattice with N sites in d dimensions, in which only the
nearest neighbors are interacting.
In magnetic systems where the spins tend to spontaneously align in the same direction
it is natural to choose J < 0, the case J > 0 being used to characterize antiferromagnetic
materials. In this thesis however we shall specially deal with the ferromagnetic case, which
is the one originally proposed by Lenz.
In 1925 Ernst Ising bound forever his name to this model publishing the solution of the
one dimensional case in his PhD Thesis [1]. The exact solution of the model showed no
phase transition at finite temperature, in contrast with the mean field approximation, and
Ising himself, extending this result to a general dimension d, concluded that this simple
model was not sufficient to describe the transition behavior of magnetic systems.
After more than ten years Rudolf Peierls reconsidered the Ising’s conclusion and demon-
strated that this model does exhibit phase transition at finite temperature as long as d ≥ 2 [2].
However thirty years more were necessary to recognize the universality phenomenon and to
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obtain the clue that this simple model not only develops a finite temperature phase transition
but contains, despite its simplicity, the needed ingredients to quantitatively reproduce the
critical properties of a class of physical systems [3].
The importance of the Ising model, and more in general of its generalizations including
the O(N) models, in the physics of second order phase transition is justified by its simplicity
and by the possibility to obtain a wide range of different behaviors as a function of the
dimension. For a ferromagnetic nearest neighbor Ising model we have the following results:
in d = 1 the system has only a paramagnetic phase and no phase transition occurs, in d = 2 the
system is exactly solvable [4] for vanishing magnetic field B = 0, with an exactly determined
finite temperature phase transition. In d = 3 the system can be shown to possess a finite
critical temperature, but both the critical and non critical properties shall be obtained using
approximated or numerical techniques [5–8]. For every d ≥ 4 the system still displays two
phases but its critical properties are the same of the Gaussian model and are obtained by
mean field approximation.
Guided by the theoretical investigation on the Ising model and on a large number of
experimental results, in which the critical behavior of different system showed the same
power law scaling, the physics community introduced the concept of universality, i.e. the
property of microscopically different physical systems to have the same power law behavior
for the thermodynamic quantities close to a second order phase transition.
The simplest examples of universality are provided, in fact, by the central limit theorem,
which deals with the average of independent random variables with the same probability
distribution, or by the asymptotic behaviour of Markovian random walk at large times. Both
problems concern the identification of collective properties for an infinite number of random
variables. Under certain generic conditions the asymptotic distribution for the variables is
always Gaussian, independently from the distribution of the single random variable or from
the random walk transition amplitudes. In many physical examples however the calculation
cannot be pursued explicitly, as in the previous cases, and the properties of the asymptotic
distribution remain unaccessible.
In 1937 Landau’s theory of critical phenomena was introduced to investigate continuous
phase transitions in macroscopic systems. Such theory is based on Gaussian distribution
function and non Gaussian effects can only be introduced using perturbative techniques.
However, for SR interacting systems, in space dimensions two and three, quasi-Gaussian
models do not correctly reproduce universal quantities.
The failure of Landau’s theory and of mean field approach in general in describing the
universal behavior of correlated systems lead Kenneth Wilson to introduce the notion of
Renormalization Group (RG) [9]. In the Wilson’s approach the system is described by a
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microscopic Hamiltonian, which defines the energy of the system at a given configuration of
the microscopic variable, and by an energy scale Λ. The RG method is based on the recursive
integration of short distance degrees of freedom of the system to generate a sequence of
effective low energy Hamiltonians Hk corresponding to increasing scales k−1 [10]. The
family of Hamiltonians Hk defines a RG transformation k ∈ [0,Λ] describing the evolution
from the microscopic configurational Hamiltonian HΛ to an effective low energy Hamiltonian
Hk=0. If the RG transformation has attractive fixed points, then universality of the large
distance properties can be understood since the effective Hamiltonians eventually converge
as k → 0 toward a fixed-point Hamiltonian. The basin of attraction of a given fixed point in
the space of Hamiltonians is called a universality class. It can be verified that the Gaussian
theory provides the simplest example of a fixed point, thus called Gaussian fixed point.
In the last 40 years numerous different both numerical and analytical approach have been
developed based on Wilson’s idea [8, 11–16]. In recent years RG concepts have been general-
ized and enlarged leading to the development of a very general framework to investigate the
critical and non critical quantities of many body and complex systems in the thermodynamic
limit [17–19]. This general framework is referred as Exact Renormalization Group (ERG),
Non Perturbative Renormalization Group (NPRG) or Functional Renormalization Group
(FRG). These names all underline different features of such method, it is exact since it is
based on an in principle exact equation which describe the RG transformation for a general
effective average action or Gibbs free energy [20] and it allows to reconstruct all the thermo-
dynamic quantities and the correlation functions of the system. However such exact equation
is presently impossible to solve and it is needed to resort to approximations. The method is
non perturbative in the sense that it is possible to develop approximation techniques which
do not broke down as a function of any internal parameter. It is functional since it allows to
write the RG transformation as a set of functional differential equations rather than sets of
non linear coupled differential equations in a finite parameter space.
This thesis deals with basic applications of FRG to spin systems and long range (LR)
models aiming not only at the investigation of critical properties and phase diagrams but
showing how modern RG approaches are able to retrieve and enlarge, in straightforward
way, most of the numerical and traditional results already found in literature with diverse and
costly approaches. Moreover it will be shown how basic approximations of the FRG equation
are able to capture all the qualitative universal features for the models considered, allowing to
discover new universality classes and to describe most of the traditional results with the help
of simple differential equations, whose properties are closely related with the low energy
behavior of lattice spin systems. Many conjectures and unproven relations regarding LR
models are derived using this approach and their validity is shown not to always hold exactly.
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In Chapter 1 we introduce the FRG approach, explicitly showing the derivation of the flow
equation for the effective action after giving a brief introduction on the functional formalism
which shall be used in the next chapters.
Chapter 2 is dedicated to the application of the FRG to the O(N) vector field theories.
After deriving the flow equations for these models in the Local Potential Approximation
(LPA) it is shown that functional equations are able to recover the qualitative picture for
the phase diagram of these models satisfying the Mermin-Wagner theorem, these results
being recently published [21]. A step further, in Section 2.3, the results for the critical
exponents of O(N) spin systems are given as a function of d and N, demonstrating that LPA′
approach is reliable for every value of the parameters with accuracy never lower than 20%,
these results together with the ones reported in [22] complete the numerical derivation of
the Mermin-Wagner theorem [23]. The last Section is dedicated to the application of the
shooting technique introduced in [24] to O(∂ 2) derivative expansion in scalar field theories.
The generalization of this procedure allow us to draw the phase diagram of ϕ4 scalar field
theories as a landscape in the σ -η plane, where η is the anomalous dimension associated to
each universality and σ the square renormalized mass.
Chapter 3 contains the application of FRG equation to the sine-Gordon model showing
how it is possible to recover the phase diagram for the topological phase transition and
introducing the c-function calculation in the FRG framework [25]. This chapter also reports
the numerical results obtained for the c-function in the SG model, recently published in [26].
In Chapter 4 LR interactions are introduced and the phase diagram for O(N) models in
this case is discussed. Due to the infinite range of the coupling matrix J(i, j), LR interactions
radically modify the universal behavior of O(N) models. The existence of an effective
dimension relating the universal quantities of short range and LR interacting systems is
discussed. The obtained critical exponents have been reported in [23]. Successively the
effects of anisotropy in LR systems are introduced leading to various considerations regarding
the effect of different decay law for the interactions in different systems subspaces, these
results are already available online [27] and they are relevant for the description of quantum
LR rotor models.
Finally in Chapter 5 a conclusive discussion for all the presented results is reported and
an overview of the most relevant future perspectives is given.
Chapter 1
Introduction to Functional
Renormalization Group
1.1 Field Theoretical formalism
Condensed matter and statistical physics problems are often formulated in terms of lattice
spin variables whose configuration is given by a certain Hamiltonian H. This traditional
approach is generally not followed, apart for some exceptions [28, 29], in FRG applications.
Indeed this technique has been firstly formulated in field theoretical formalism and it is still
mostly employed using effective field theory approach.
This thesis will follow the traditional field theoretical approach, then thin chapter will
serve as a bridge between the lattice Hamiltonian approach [20] and field theoretical approach.
For a more complete review of this concepts we remind the reader to [30] which contains a
fairly complete introduction to statistical field theory.
While the equivalence between lattice and field theoretical formalism can be often proved
exactly, as it is shown in the following or in appendix B.1, it is worth noting that field
theoretical approach for lattice formalism was already introduced by Lev Landau using
phenomenological arguments.
1.1.1 Multivariate random variables
Let us consider an ensemble of real random variables {φi}. We will firstly deal with a finite
number of random variables i ∈ N and successively we will assume that the results obtained
in this chapter are also valid in the case of continuous function φ(x). However, in most of
the cases, this procedure has no mathematical rigor since the transformation from discrete
to continuous variables, the so-called continuous limit, is not mathematically well defined.
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Nevertheless, from the physicist point of view, this has low impact since practical application
of functional technique has proven able to give consistent results in the study of theoretical
models. Then in the following we will pursue most of the demonstration in finite dimensional
multivariable space and then assume the mathematical results to be valid even for continuous
field theories.
The probability distribution (pdf) for the variables ensemble {φi} to be in a particu-
lar configuration (φ1, · · · ,φn) is given by P(φ1, · · · ,φn) ≡ P[φ ], these variables are said to
be interacting if the probability distribution does not decouple into the product of single
probability distributions. Every pdf should satisfy,∫
ΠidφiP[φ ] =
∫
DφP[φ ] = 1, (1.1)
the single component pdf can be defined as the marginal probability,∫
Πi ̸=ndφiP[φ ] = P(φn). (1.2)
The exact behavior of the system can be described by means of correlation functions
⟨φi1 · · ·φir⟩=
∫
DφP[φ ]φi1 · · ·φir . (1.3)
The partition function for the system is defined as the generator of all possible correlation
functions
Z[J] =
∫
DφP[φ ]e∑i Jiφi, (1.4)
where Z[J]≡ Z(J1, · · · ,Jn). Any correlation function can be obtained as,
∂ rZ[J]
∂Ji1 · · ·∂Jir
∣∣∣{Ji}=0= ⟨φi1 · · ·φir⟩, (1.5)
where Jin can be any J ∈ {Ji}. In particular we have that the microscopic variable expectation
is
⟨φi⟩= φi = ∂Z[J]∂Ji
∣∣∣{Ji}=0. (1.6)
The generator for the connected correlation functions is readily obtained as,
W [J] = log(Z[J]) . (1.7)
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We can get the expression for all possible connected correlation functions from the generating
functon W [J],
∂ rW [J]
∂Ji1 · · ·∂Jir
∣∣∣{Ji}=0= ⟨φi1 · · ·φir⟩c, (1.8)
If W [J] is a convex function of all the variables {Ji} ≡ J then its first derivative with respect
of any of them is a one valued function of J,
∂W [J]
∂Ji
∣∣∣
J
= ϕi[J], (1.9)
where obviously ϕi[0] = ϕi = ⟨φi⟩. Since all {ϕi[J]} are one valued function they can be
inverted in such a way to get the new set of functions {Ji[ϕ]}, thus we can perform the
Legendre transform of W [J] to obtain the so called effective action,
Γ[ϕ] =∑
i
Ji[ϕ]ϕi−W [J[ϕ]]. (1.10)
It should be noted that now ϕ does not indicate the ensemble of average values of the
variables φ over the initial pdf but indicates just the variable dependence of the effective
action, from here to now the average values over the initial pdf will be denoted by ϕ∗ ≡ {ϕ∗i }
while ϕ will only indicate the variable dependence of the effective action. Taking the first
derivative of the effective action Γ[ϕ] we get
∂Γ[ϕ]
∂ϕi
=∑
k
∂Jk[ϕ]
∂ϕi
ϕk +∑
k
Jk[ϕ]δk,i−∑
k
∂W [J[ϕ]]
∂Jk[ϕ]
∂Jk[ϕ]
∂ϕi
= Ji[ϕ],
(1.11)
where to get last equivalence we used the fact that
∂W [J]
∂Jk
∣∣∣
Jk=Jk[ϕ]
= ϕk, (1.12)
as it must be. Since the average values of the variables {φ} over the initial pdf was given by
equation (1.6) setting all the J variables to zero ({Ji}= 0), then correct average values for
the variables {φi} satisfy equation (1.12) with {Ji}= 0,
∂Γ[ϕ]
∂ϕi
∣∣∣
ϕ=ϕ∗
= 0 ∀ i. (1.13)
Thus the effective action is stationary at the correct values for the variables’ averages.
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Let us now introduce the formalism which will turn extremely useful in the following
calculations, rewriting the initial probability distribution function as,
P[φ ] = e−S[φ ], (1.14)
which is the definition of bare action S[φ ]. It is evident that the bare action S[φ ] plays the
same role of the Hamiltonian in lattice systems, in such a way that
S[ϕ]≡−β H[ϕ], (1.15)
latter relation between bare action and microscopic Hamiltonian is valid for classical systems
at equilibrium, since the Hamiltonian does not depend on the conjugate momenta of the
microscopic variables. However in the following the interaction between the microscopic
variables will be conveniently represented by spatial derivatives. Taking the exponential of
the effective action we obtain
e−Γ[ϕ] = e−(∑i Ji[ϕ]ϕi−W [J[ϕ]]) = e−∑i Ji[ϕ]ϕiZ[J], (1.16)
where we have used equations (1.10) and (1.7). Now we use the definition of generating
function (1.4)
e−∑i Ji[ϕ]ϕiZ[J] =
∫
DϕP[ϕ]e∑i Ji[ϕ](φi−ϕi), (1.17)
at last we use equation (1.4) and the bare action definition (1.14) to get
e−Γ[ϕ] =
∫
dϕe−S[φ ]+∑iΓi[ϕ](φi−ϕi), (1.18)
where Γi[ϕ] is a short hand notation for ∂Γ[ϕ]∂ϕi . The last thing we are left to do is a shifting
of the integration variables {φi} → {χi} with χi = (φi−ϕi). The new random variables χ
are such that ⟨χi⟩= 0 ∀ i. Finally the connection between the effective action and the bare
action is,
e−Γ[ϕ] =
∫
Dχe−S[ϕ+χ]+∑iΓi[ϕ]χi,
Γi[ϕ] =
∂Γ[ϕ]
∂ϕi
. (1.19)
Let us now consider the correct field configuration ϕ∗, defined by (1.13), which represents
the exact average of all the field components in absence of the currents {J}, latter equation
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becomes
e−Γ[ϕ
∗] =
∫
Dχe−S[ϕ∗+χ] = Z[0], (1.20)
thus we get a straightforward relation between the stationary effective action and the zero
current J = 0 partition function,
Γ[ϕ∗] =− log(Z[0]). (1.21)
Thus the exact equilibrium free energy of the system is obtained from the effective action
when evaluated in the stationary field configuration. All the connected correlation functions
can be obtained from the effective action derivatives,
∑
k
GikΓkl = δil → Gik = Γ−1ik . (1.22)
Thus the second derivative of the effective action with respect to the field is noting but the
propagator of the theory. We can construct all the connected correlations functions of the
theory as sum of diagrams where the line represents the propagator and the vertexes are given
by the n-th order derivatives of the effective action
∂ nΓ
∂ϕi1 · · ·∂ϕin
= Γi1···in. (1.23)
For the three points connected correlation function we have
⟨ϕiϕ jϕk⟩c =−∑
lmn
GilG jmGknΓlmn. (1.24)
1.1.2 Saddle point approximation
It is in general not possible to exactly pursue the integral in equation (1.4) apart for few cases.
Thus we rely on approximations, usually the convenience of field theoretical formalism, apart
its generality, is the possibility to develop various consistent approximation tools. The most
simple and popular one is the saddle point approximation, this technique is often not very
precise and cannot give precise accounts of a variety of phenomena descending from the
highly correlated distribution functions of most many body systems. However the simplicity
and versatility of this tool make it the first choice to investigate physical systems.
Saddle point approximation consists in approximating the value of the integral in equation
(1.4) with the maximum of its integrand. Then using definition (1.7) together with equation
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(1.14) we obtain the saddle point free energy
W0[J] = S[ϕ∗]−∑
i
Jiϕ∗i (1.25)
where the value ϕ∗ is defined by
∂S[ϕ]
∂ϕi
∣∣∣
ϕ∗
= Ji ∀ i (1.26)
with the obvious addition
∂ 2S[ϕ]
∂ϕi∂ϕ j
∣∣∣
ϕ∗
≥ 0 ∀ i , j. (1.27)
The effective action is readily obtained using Legendre transformation, if we redefine ϕ ≡ ϕ∗
the saddle point effective action becomes
Γ0[ϕ] = S[ϕ], (1.28)
the same result could be obtained starting from equation (1.19) using saddle point approxi-
mation.
1.1.3 Loop expansion
Saddle point approximation can be also obtained as the lowest order of perturbative ex-
pansion, or loop expansion. The main assumption of perturbative expansion is that field
configurations φ different from the field expectation ϕ give only small contribution to the
functional integral. This is equivalent to require that the fluctuation field is small compared
to the expectation value ϕ
χ
ϕ
∼ λ 12 , (1.29)
with λ ≪ 1. We can rescale the fluctuation field χ →
√
λχ , in such a way that χ ≈ O(1)
and any dependence of the actions on the fluctuation field will contain an appropriate power
of the small parameter λ . Both the effective action and the bare action can be developed in a
power series of the λ parameter,
S[ϕ+
√
λχ] = S[ϕ]+
√
λS(1)[ϕ]χ+
1
2
λS(2)[ϕ]χ2
+
1
6
√
λ
3
S(3)[ϕ]χ3+
1
24
λ 2S(4)[ϕ]χ4+O(λ
5
2 ). (1.30a)
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Γ[ϕ] = S[ϕ]+λΓ1[ϕ]+λ 2Γ2[ϕ]+O(λ 3). (1.30b)
Let us compare the latter two equation term by term in order to clarify their meaning; the
expansion for the bare action seem rather natural since it is nothing but Taylor expansion
and S(n)[ϕ]χ3 is a short hand notation for all the possible three order derivatives of the bare
action in its variables multiplied by the appropriate power of the fields. On the other hand
the expansion for the effective action can be easily justified considering the true meaning of
statement (1.12), the careful reader has probably been little disappointed by it, since the χ
are integration variable running over all possible real values, however the actual sense of that
statement is rather simple, we assume that the integral in equation (1.9) gets contribution
only from regions where (1.12) is valid due from a particular form of the integrand. Then
in the λ → 0 limit assumption (1.30b) can be satisfied only if S[ϕ+χ] has a sharp peak in
χ = 0, in such a way that the integral over the χ variables can be eliminated and saddle point
approximation, equation (1.28), becomes exact.
The remaining part of the expansion contains only integer power of the λ parameter since
the integration over the χ is over a symmetric set, then only even powers of an expansion of
the integrand in (1.9) can give contribution to the effective action.
Inserting expansions (1.30a) and (1.30b) into equation (1.9) one gets
e−S[ϕ]−λΓ1[ϕ]−λ
2Γ2[ϕ]+···
=
∫
dχe−S[ϕ]−
√
λS(1)[ϕ]χ− 12λS(2)[ϕ]χ2− 16
√
λ 3S(3)[ϕ]χ3− 124λ 2S(4)[ϕ]χ4+
√
λS(1)[ϕ]χ+λ 3/2Γ(1)1 [ϕ]χ+···
e−λΓ1[ϕ]−λ
2Γ2[ϕ]+···
=e−λΓ1[ϕ]−λ
2Γ2[ϕ]+··· =
∫
dχe−
1
2λS
(2)[ϕ]χ2− 16λ 3/2S(3)[ϕ]χ3− 124λ 2S(4)[ϕ]χ4+λ 3/2Γ
(1)
1 [ϕ]χ+···
(1.31)
Re-absorbing λ into the field χ and in the effective action, it is possible to develop the
exponential on the r.h.s. of equation (1.31) into Taylor series. Only the quadratic term,
−12S(2)[ϕ]χ2, is left in the exponential since it allows for exact integration,
e−Γ1[ϕ]−λΓ2[ϕ]+··· =
∫
dχe−
1
2 S
(2)[ϕ]χχ
[
1− 1
6
λ 1/2S(3)[ϕ]χχχ+λ 1/2Γ(1)1 [ϕ]χ
− 1
24
λS(4)[ϕ]χχχχ+λ
(1
6
S(3)[ϕ]χχχ+Γ(1)1 [ϕ]χ
)2
+ · · ·
]
. (1.32)
Finally reminding that odd terms in the field χ would not contribute since the integral is on
infinite set, we obtain the exponential of the effective action as a series in the λ parameter
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where the coefficient are Gaussian correlation function of the fluctuation fields χ ,
e−Γ1[ϕ]−λΓ2[ϕ]+··· =∫
dχe−
1
2 S
(2)[ϕ]χχ
[
1− 1
24
λS(4)[ϕ]χχχχ+λ
(1
6
S(3)[ϕ]χχχ+Γ(1)1 [ϕ]χ
)2
+O(λ 2)
]
.
(1.33)
From latter expression in the λ → 0 limit the one loop effective action is obtained
e−Γ1[ϕ] =
∫
dχe−
1
2 S
(2)[ϕ]χχ , (1.34)
The last integral is a Gaussian integral and can be performed analytically, before this we only
remind that we are using a short and notation of the type,
S(2)[ϕ]χχ ≡∑
i j
∂ 2S(ϕ1, · · · ,ϕn)
∂ϕi∂ϕ j
χiχ j. (1.35)
Thus the S(2)[ϕ] is a n by n matrix and the result of the integral yield,
e−Γ1[ϕ] =
∫
dχe−
1
2 S
(2)[ϕ]χχ =
√
detS(2)[ϕ]
−1
, (1.36)
taking the logarithm on both sides and using the well known identity logdetM = Tr logM
we get
Γ1[ϕ] =
1
2
Tr logS(2)[ϕ], (1.37)
this equation is going to have a crucial role in all our subsequent discussion then we will
often return on it.
For the moment let us notice that if we take the first order derivative with respect to any
of the fields ϕ of both sides equation (1.15) we obtain,
−∂Γ1[ϕ]
∂ϕ
e−Γ1[ϕ] =−1
2
∫
dχS(3)[ϕ]χχe−
1
2 S
(2)[ϕ]χχ ,
∂Γ1[ϕ]
∂ϕ
=
1
2
∫
dχS(3)[ϕ]χχe−
1
2 S
(2)[ϕ]χχ
e−Γ1[ϕ]
Γ(1)1 [ϕ] =
1
2
∫
dχS(3)[ϕ]χχe−
1
2 S
(2)[ϕ]χχ∫
dχe−
1
2 S
(2)[ϕ]χχ
,
Γ(1)1 [ϕ] = S
(3)[ϕ]⟨χχ⟩, (1.38)
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which rewritten in explicit notation reads
∂Γ1[ϕ]
∂ϕk
=∑
i j
∂ 3S[ϕ]
∂ϕi∂ϕ j∂ϕk
⟨χiχ j⟩=∑
i j
∂ 3S[ϕ]
∂ϕi∂ϕ j∂ϕk
Gi j[ϕ]. (1.39)
A more convenient notation is ∂Γ1[ϕ]∂ϕk = Γ
(1)
1,k[ϕ] and
∂ 3S[ϕ]
∂ϕi∂ϕ j∂ϕk
= S(3)i jk [ϕ] resulting in
Γ(1)1,k[ϕ] =∑
i j
S(3)i jk [ϕ]Gi j[ϕ]. (1.40)
The latter equation has a straightforward expression using Feynman diagrams: the S(3)i jk [ϕ]
represent a three lines vertex, while the Gi j[ϕ] represent a close line going from the open
line i of the vertex to the open line j and one line remains open since the expression must
still depend from the explicit index k. This pictorial representation is valid for every term on
the r.h.s. of equation (1.36), since all the n field correlation functions of the fluctuation field
χ are taken over a Gaussian distribution and can be obtained from all possible combination
of two point functions Gi j[ϕ], as it is stated by Wick’s theorem. Thus at the n loop order we
will have n+2 lines vertices which are nothing but the derivatives of the bare action with
respect to the fields ϕ .
It can be also shown that only one particle irreducible Feynman diagrams contribute to
the effective action, where for one particle irreducible diagrams we intend all those diagrams
that cannot be reduced to disconnected one particles diagram cutting any internal line.
1.1.4 Ising model and ϕ4 theory
Let us now show how can we apply the formalism depicted above on the case of spin systems
on lattice. In order to use the above formalism we need continuous variables, then we use
an Hubbard Stratonovic transformation to rewrite the partition function for the Ising model
as an integral over continuous fields. The partition function for the Ising Hamiltonian reads
[30]
Z = ∑
{σi}
e∑i j
β
2 Ji jσiσ j+∑i βBiσi,
σi ∈ {−1,1}.
(1.41)
where β = T−1 is the inverse temperature and B is some external magnetic field.
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The Hubbard-Stratonovich transformation reads
e∑i j
Ji j
2 σiσ j =
(
(2π)n/2
√
detK
)−1 ∫
Dϕe−∑i j ϕi
J−1i j
2 ϕ j−∑iσiϕi (1.42)
where n is the number of lattice sites and we assume the matrix J to be positively defined.
Latter transformation is an obvious consequence of gaussian integrals. It is then possible to
transform expression (1.41) and perform explicitly the sum over the spin variables {σi}
Z =
(
(2π)−n/2√
detJ
)
∑
{σi}
∫
dϕ−
1
2β ∑i j ϕiJ
−1
i j ϕ j+∑i(ϕi+βBi)σi
=
(
(2π)−n/2√
detJ
)−1 ∫
dϕ−
1
2β ∑i j ϕiJ
−1
i j ϕ j ∑
{σi}
Πie(ϕi+βBi)σi
=
(
(2π)−n/2√
detJ
)−1 ∫
dϕ−
1
2β ∑i j ϕiJ
−1
i j ϕ jΠi cosh(ϕi+βBi)
=
(
(2π)−n/2√
detJ
)−1 ∫
dϕ−
1
2β ∑i j ϕiJ
−1
i j ϕ j+∑i logcosh(ϕi+βBi). (1.43)
This is noting but an explicit variable change which maps the Ising model into a lattice field
theory
Z =
∫
dϕe−
1
2β ∑i j ϕiJ
−1
i j ϕ j+∑i logcosh(ϕi+βBi)), (1.44)
where we omitted the constant in front of the integral since it is not physically relevant. The
action of the lattice field theory corresponding to an Ising model reads
S[ϕ] =
1
2β ∑i j
ϕiJ−1i j ϕ j +∑
i
logcosh(ϕi+βBi), (1.45)
let us now try to use the zero loop approximation, the so called tree level. We identify bare
action (1.45) with zero order loop effective action Γ0[ϕ] = S[ϕ]. Now according to our
previous discussion we have that the average value of the field makes the effective action
stationary,
∂Γ0[ϕ]
∂ϕi
∣∣∣
ϕ∗
=
∂S[ϕ]
∂ϕi
∣∣∣
ϕ∗
=
1
β ∑j
J−1i j ϕ
∗
j − tanh(ϕ∗i +βBi) = 0. (1.46)
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The tree level approximation of the effective action method corresponds to the mean field
solution of the Ising model [30]. At this approximation level we can also identify
⟨σi⟩= mi = ϕ∗. (1.47)
It is always possible to go beyond mean field theory using the loop expansion technique
outlined in previous subsection.
Perturbative expansion are however not useful in presence of a phase transition. Indeed it
can be demonstrated that at the critical point of a second order phase transition assumption
(1.29) does not hold and actually all the possible field configurations contribute to the
functional integral (1.20). Perturbative techniques becomes useless in this condition and
need to be revised and regularized by means of renormalization group (RG) [30] which will
be introduced in the next section.
At this stage let us only note that we can do some clever manipulations to simplify (1.45).
Introducing the fluctuation field χ and considering the B = 0 casewe get
Z =
∫
dχe−
1
2 ∑i j(ϕ
∗
i +χi)J
−1
i j (ϕ
∗
j +χ j)+∑i logcosh(ϕ
∗
i +χi)
∝
∫
dχe
− 12 ∑i j χiJ−1i j χ j+∑i ∂
2 logcosh(ϕ)
∂ϕ2
∣∣∣
ϕ=ϕ∗
χ2i +∑i
∂4 logcosh(ϕ)
∂ϕ4
∣∣∣
ϕ=ϕ∗
χ4i
=
∫
dχe−
1
2 ∑i j χiJ
−1
i j χ j−∑i µ ′iχ2i −∑i g
′
24χ
4
i , (1.48)
where Taylor expansion of the log(cosh(φ)) term has been employed. Now we assume that
the matrix J−1i j only connects nearest neighbors. This is not generally true, even in the case
of short range Ji j, but can be considered a first approximation level in the interaction strength.
We are now ready to pass from lattice to continuous field theory.
Ji j =−Jδ⟨i j⟩,
{χi}→ χ(x),
ad∑
i
→
∫
dx,
χi+1−χi → adχ(x)dx . (1.49)
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where a is the lattice spacing and ⟨i j⟩ are nearest neighbors. Using above substitutions and
rescaling a factor βJa2 into the field definition we obtain
Z =
∫
χe−S[χ],
where
S[χ] =
∫
dx
{
1
2
∂αχ(x)∂αχ(x)+
µ
2
χ(x)2+
g
24
χ(x)4
}
(1.50)
is the action of the Ginzburg Landau model [30]. In latter formula α is a spatial index and
the summation over repeated indexes is intended.
The action (1.49) has been obtained from the exact lattice field theory of the Ising model
(1.45) taking lowest order Taylor expansion in the fluctuation field χ and discarding non
local interaction terms. These approximations have been demonstrated not to spoil the nature
of the second order phase transition and the continuous field theory model defined by action
(1.50) can be shown to be in the same universality class of the lattice Ising model. It is called
scalar ϕ4 theory.
1.2 Functional Renormalization Group
This section is aimed to introduce functional renormalization group (FRG) concepts to the
reader, for a more complete description of the method one shall look at [19, 31, 32]. The
FRG approach, which is known also as non perturbative renormalization group (NPRG) or
exact renormalization group (ERG), is formally exact and that an exact solution of its core
equation would lead to the complete partition function of the addressed system. However
it is important to remark that there is, till now, no way to get an exact solution of the FRG
equation. However the existence of an exact equation for the RG transformation allows for
various systematic approximation technique, which, as shown in the following chapter, lead
to a complete picture of second order phase transition in a unified and even simple formalism.
1.2.1 Effective action flow
Let us start with a few remarks, in previous chapter we make a large use of field theory
formalism, however now we want explain how all the formal passage above can be translated
into statistical physics. The partition function in (1.45) is, apart for obvious notation the same
partition function of statistical field theory, thus the bare action S[φ ] in the same equation
(1.45) corresponds to the microscopic system Hamiltonian H[φ ], on the same foot W [J] in
equation (1.7) is nothing but the free energy of the system, that of course will depend only on
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the external fields J, which has been referred as the currents. Finally the effective action Γ[ϕ]
is the Legendre transform of the free energy W [J] (1.10), thus it will depend on the internal
system variables φ and has all the properties of an Helmholtz free energy.
For the Ising model of the first chapter the bare action will be the microscopic Hamiltonian
appearing in (1.41) the field variables are the spin variables {σi} and the currents are the
value of the magnetic field at all lattice position {Bi}, while the field variable of the effective
action will be the magnetization {mi} which is nothing but the spin average.
We will now build a family of running effective actions Γk which depend on a parameter
k. The parameter k will represent an inverse scale k ∝ l−1 and the effective action Γk will
play the role of an effective Hamiltonian at the scale k, i.e. will give the configuration
energy of some effective variables build up to explicitly include all the fluctuations of the
real microscopic variables at a scale l′ < l.
The scale dependent effective action Γk shall satisfy
Γk=Λ[ϕ] = S[ϕ],
Γk=0 = Γ[ϕ], (1.51)
the first statement requires that the first element of our effective action flow, which we will
regard as the effective action at the microscopic scale k =Λ∝ a−1, is equal to the bare action,
while for k = 0 the flow will end in the exact effective action. These requirements lead to
two important consequences:
• The first step of the effective action flow is noting but the tree level approximation for
the effective action, i.e. the mean field. Thus our flow can be seen as an evolution of
the effective action from its most crude approximation k = Λ to the exact expression
Γ[ϕ] (notice that in the case of statistical field theory Λ ∝ a−1 is the inverse lattice
spacing while for quantum field theories Λ= ∞).
• k labels the energy scale of the effective action Γk[ϕ]. When the scale is equal to the
ultraviolet cutoff then the action Γk[ϕ] is the bare action of the model, then lowering k
means including in the action high energy modes, i.e. rapid modes p > k, leaving slow
modes p < k frozen; in the limit k→ 0 all the modes are integrated and Γk[ϕ] becomes
equal to the exact effective action.
Now we must explicitly generate this effective action flow. The basic idea of the FRG is that
we will obtain the effective action at scale k not sharply cutting the integration in equation
(1.20) or in (1.4) but slightly modifying the bare action S[φ ]→ S[φ ]+∆Sk[φ ] in such a way
that the new bare action will avoid the propagation of slow modes p < k.
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Modifying the bare action means changing the physics of the system. Indeed any bare
action allows for a particular set of field excitation φp which are characterized by a particular
momentum p and by a mass m. In statistical field theory the mass represents the inverse
correlation length m ∝ ξ−1 of the field excitations and parametrize the thermal fluctuation
of a system. For large correlation length thermal field fluctuations are relevant, since long
wavelength excitations will propagate coherently all over the system. In particular at criticality
we have that the correlation length of the excitations goes to infinity (the mass goes to zero)
then the low energy excitations, i.e. the slow modes p∼ 0, are excited by the presence of
energy fluctuations and the distribution function of the system becomes highly correlated
eventually leading to spontaneous symmetry breaking.
Thus adding an extra term ∆Sk[ϕ], which suppress the propagation of slow modes, to
the bare action is equivalent to move in the theory space from a system which is close to
criticality to a system with finite correlation length. The best way to avoid propagation
of slow mode is adding to the bare action a mass term which depends on the excitations
momentum, which should be large for low momenta p < k and vanishes for high ones p > k.
This mass term is obviously quadratic in the field
∆Sk[φ ] =
1
2
∫
ddxφ(x)Rk(∆)φ(x) (1.52)
where Rk(∆) is a function of the Laplacian. The Laplacian expression can be changed in such
a way to satisfy the covariant invariance of the model we are dealing with, for example we
can choose,
∆=−∂ 2,
∆=−(∂µ − eAµ)(∂ µ − eAµ), (1.53)
where the first choice is the common Laplacian operator while the second is the gauge
invariant operator in presence of a electromagnetic field.
Equation (1.52) can be rewritten in Fourier space,
∆Sk[φ ] =
1
2
∫
dd pφpRk(p)φp (1.54)
where φp =
∫
ddxeipxφ(x) is the Fourier transform of the field. The choice (1.52) has been
rather natural. The correlation function of the modified model with the cutoff action will
have small ranges for values of p where Rk(p) is large.
The regulator function R(∆) in Fourier space is a function of the square momentum
z = p2 and it must satisfy some crucial rquirements,
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Fig. 1.1 In panel (a) we show the traditionally employed regulator shapes as a function of
z= q2 the power law regulator Rk(z) = z−1, blue solid line, allows for analytical computation
but is diverging in q= 0 and influences substantially the quality of the results. The exponential
regulator Rk(z) = z(elog(2)z−1)−1, red solid line, does not allow analytic computation for
the β -functions but produces nicely convergent numerical integrals. The optimized (Litim)
regulator Rk(z)= (1−z)θ(1−z) produces nice analytical expression at simple approximation
levels and has very good convergence properties since it modifies the propagator only on a
small window of length k. In panel (b) the regularized propagators are shown for vanishing
mass, the physical bare propagator is shown as a gray dashed line.
1. For k = 0 we must have Rk=0(z) = 0∀z ∈ R this ensures that in the zero k limit the
effective action becomes the exact one for the original model.
2. For k = Λ we shall remove all fluctuations and we must be at tree level Γk=Λ[ϕ] =
S[ϕ] thus the regulator function should diverge for all z values Rk=Λ(z) = ∞ ∀ z ∈ R.
However it is practically easier to choose Rk=Λ(z)∼ Λ2∀z ∈R which ensures only
the condition Γk=Λ[ϕ]≃ S[ϕ].
3. For 0 < k < Λ the regulator function must be such that the rapid modes z ≫ k2 are
almost unaltered, Rk(z)≃ 0 if z≫ k2 while the slow modes z≪ k2 must have heavy
masses, Rk(z)≫ 1 if z≪ k2.
Many different choices exist for the regulator function and the results will crucially depend
on this choice. One possible criterium is for selecting Rk is making the computation as easy
as possibles . Some possible alternatives for Rk are shown in figure 1.1a for k = 1. All the
functions are such that their value for z = 0 is proportional to k2 while the typical width is of
order k2 this choice satisfies all the above requirements.
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The running effective action is defined introducing the cutoff action (1.52) into the
definition of effective action (1.20)
e−Γk[ϕ] =
∫
dχe−S[ϕ+χ]−∆Sk[χ]+
∫
ddxΓk[ϕ]χ .
One can think this is equivalent to take simply,
S[ϕ]→ S[ϕ]+∆Sk[ϕ]
this is however not the case. Indeed if we do the above substitution without any other care
we would get by equation (4.3),
Γk[ϕ] =
∫
ddxJ(x)ϕ(x)−Wk[J],
the latter equation is well behaved in the k → 0 limit since it leads to the desired property
Γk=0[ϕ] = Γ[ϕ], but do not satisfy our second requirement
lim
k→Λ
Γk[ϕ] = S[ϕ]+∆Sk[ϕ] ̸= S[ϕ].
This is a consequence of not vanishing Rk in the k → Λ limit. Then it is not sufficient to
include the regulator term (1.52) into the bare equation, but we shall also modify effective
action definition. This can be achieved transforming equation (1.10) into
Γk[ϕ]+Wk[ϕ] =
∫
ddxϕ(x)J(x)− 1
2
∫
ddxϕ(x)Rk(∆)ϕ(x), (1.55)
if we use the latter equation instead of (1.10) to compute the current J(x) we obtain,
J(x) =
δΓk[ϕ]
δϕ(x)
+
∫
ddxRk(∆)ϕ(x). (1.56)
Using latter equation rather than (1.11) and following the same derivation used for equation
(1.20) we get to equation
e−Γk[ϕ] =
∫
dχe−S[ϕ+χ]−∆Sk[χ]+
∫
ddxΓk[ϕ]χ(x), (1.57)
which is exactly the relation we were looking for. The effective action flow obtained by latter
equation fills both conditions (1.58).
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1.2.2 Exact RG equation
It is now necessary to define an RG time t =− log( kk0 ), where k0 is the initial point of the
flow and can be any value of the momentum, in general we consider the case k0 = Λ in such
a way that the flow starts at t = 0 in k = Λ and end in t = ∞ at k = 0.
From equation (1.57) we derive with respect to the RG time, ddt = ∂t
∂te−Γt [ϕ] =
∫
dχ∂t
(
−∆Sk[χ]+
∫
ddxΓk[ϕ]χ(x)
)
e−S[ϕ+χ]+∆Sk[χ]+
∫
ddxΓk[ϕ]χ(x)
−∂tΓt [ϕ] = 1
e−Γt [ϕ]
∫
dχ∂t
(
∆Sk[χ]
)
e−S[ϕ+χ]+∆Sk[χ]+
∫
ddxΓk[ϕ]χ(x)
−∂tΓt [ϕ] =−12
1
e−Γt [ϕ]
∫
dχ∂t
(∫
ddxχ(x)Rt(∆)χ(x)
)
e−S[ϕ+χ]+∆Sk[χ]+
∫
ddxΓk[ϕ]χ(x)
∂tΓt [ϕ] =
1
2
1
e−Γt [ϕ]
∫
dχ
∫
ddxχ(x)∂tRt(∆)χ(x)e−S[ϕ+χ]+∆Sk[χ]+
∫
ddxΓk[ϕ]χ(x)
∂tΓt [ϕ] =
1
2
∫
ddx∂tRt(∆)⟨χ(x)χ(x)⟩. (1.58)
First line is obtained by standard derivation, the second one is obtained by imposing that the
term proportional to χ(x) vanish, since it is integrated on a symmetric domain. The third
line descends from equation (1.52) and the derivative shall act only on the regulator function
which depends explicitly on t. However we must remind that the cutoff function depends on
the Laplacian of the field, thus when we write ∂tRt(∆) we remark that it is an operator that
acts on the two field over which the average is taken.
The derivative of the effective action with respect to the renormalization time is propor-
tional to the two point function of the fluctuation field ⟨χ(x)χ(x)⟩. As demonstrated in A.2
this is the inverse second derivative of the effective action with respect to the fields,
⟨χ(x)χ(y)⟩= G(x,y) = δ
2Γk[ϕ]
δϕ(x)δϕ(y)
−1
(1.59)
where the minus one has to be intended in matrix space and the second derivative must be
evaluated at the field value which makes the effective action stationary.
Applying latter equation to last calculation but keeping in mind that we are now using
definition (1.55) rather than (1.10) for the effective action we finally get to functional
renormalization group core equation, i.e. the Wetterich equation
∂tΓk[ϕ] =
1
2
Tr
 ∂tRt(∆)
∂ 2Γt [ϕ]
δϕδϕ +Rt(∆)
 , (1.60)
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where we replaced the integral over the field index x with the trace symbol and we substitute
the derivative in some field component δϕ(x) with the symbol of functional derivative δϕ
since we can interpret the second derivative of the effective action as a matrix in the two field
index, x and y in our case. The r.h.s. of equation (1.60) represents the trace of an operator
over the space spanned by the field indexes.
Latter equation becomes more explicit in Fourier space. Indeed spatial coordinates is only
one possible index for the field, while the equation is obviously valid whatever representation
is employed.
∂tΓt [ϕ] =
1
2
∫
ddx∂tRt(∆)⟨χ(x)χ(x)⟩
=
1
2
∫
ddx∂tRt(∆)⟨
∫ ddq
(2π)d
e−iqxχq
∫ ddq′
(2π)d
e−iq
′xχq′⟩
=
1
2
∫
ddx
∫ ddq
(2π)d
∫ ddq′
(2π)d
e−iqx∂tRt(∆)e−iq
′x⟨χqχq′⟩
=
1
2
∫
ddx
∫ ddq
(2π)d
∫ ddq′
(2π)d
e−i(q+q
′)x∂tRt(q′2)⟨χqχq′⟩
=
1
2
∫
ddq
∫ ddq′
(2π)d
δ (q+q′)∂tRt(q′2)⟨χqχq′⟩
=
1
2
∫ ddq′
(2π)d
∂tRt(q′2)⟨χ−q′χq′⟩
and equation (1.58) has been rewritten in momentum space,
∂tΓt [ϕ] =
1
2
∫ ddq
(2π)d
∂tRt(q2)⟨χ−qχq⟩. (1.61)
It is instructive to reproduce the calculation which lead to equation (1.60) from latter equation.
However to avoid excessive length we perform it for effective action definition (1.10) and
only in the final result we re-introduce modified definition (1.55).
First of all we derive a useful relation between functional derivatives,
δ
δϕq
=
∫
ddx
δϕ(x)
δϕq
δ
δϕ(x)
,
δϕ(x)
δϕq
= (2π)−d
δ
δϕq
∫
ddq′e−iq
′xϕq′ = (2π)−de−iqx,
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and thus we get
δ
δϕq
= (2π)−d
∫
ddxe−iqx
δ
δϕ(x)
, (1.62)
Let us now restart from equation (1.22) which we rewrite in the case of continuous fields,∫
ddyΓ(2)(x,y)G(y,z) = δ (x− z), (1.63)
where Γ(2)(x,y) = δ
2Γ[ϕ]
δϕ(x)δϕ(y) . From this equation we can find a relation between the Fourier
transforms,∫
ddyΓ(2)(x,y)G(y,z) = δ (x− z)∫ dd p
(2π)d
∫ dd p′
(2π)d
∫ ddq
(2π)d
∫ ddq′
(2π)d
∫
ddxeiqxeiq
′yΓ(2)(q,q′)eip
′yeipzG(p′, p) = δ (x− z)∫ dd p
(2π)d
∫ dd p′
(2π)d
∫ ddq
(2π)d
∫ ddq′
(2π)d
∫
ddxeiqxΓ(2)(q,q′)ei(p
′+q′)yeipzG(p′, p) = δ (x− z)
(2π)d
∫ dd p
(2π)d
∫ dd p′
(2π)d
∫ ddq
(2π)d
∫ ddq′
(2π)d
eiqxΓ(2)(q,q′)δ (p′+q′)eipzG(p′, p) = δ (x− z)∫ dd p
(2π)d
∫ ddq
(2π)d
∫ ddq′
(2π)d
eiqxΓ(2)(q,q′)G(−q′, p)eipz = (2π)d
∫ dd p
(2π)d
∫ ddq
(2π)d
eiqxeipzδ (q+ p)∫ ddq′
(2π)d
Γ(2)(q,q′)G(−q′, p) = (2π)dδ (q+ p),
leading to
Γ(2)(q,q′)−1 = (2π)−2dG(q,q′) (1.64)
which apart from a constant factor (2π)−d is the real space relation, even in this case the
inverse is intended in matrix notation. The correlation function G(q,q′) is the two point
function of the fields in Fourier space
G(q,q′) =
∫
ddx
∫
ddyeiqxG(x,y)eiq
′y
=
∫
ddx
∫
ddyeiqx⟨χ(x)χ(y)⟩eiq′y
= ⟨χqχq′⟩,
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while for the Γ(2)(q,q′) we have
Γ(2)(q,q′) =
∫
ddx
∫
ddyeiqxΓ(2)(x,y)eiq
′y
=
∫
ddx
∫
ddyeiqx
δ 2Γ[ϕ]
δϕ(x)δϕ(y)
eiq
′y
= (2π)2d
δ 2Γ[ϕ]
δϕ−qδϕ−q′
where the last equivalence comes from equation (1.62).
The desired relation is finally obtained(
δ 2Γ[ϕ]
δϕ−qδϕ−q?
)−1
= G(q,q′) = ⟨χqχq′⟩, (1.65)
as it happens in real space. From latter equation together with (1.61) we can rewrite equation
(1.60) in Fourier space,
∂tΓt [ϕ] =
1
2
∫ ddq
(2π)d
∂tRt(q2)
(
δ 2Γ[ϕ]
δϕqδϕ−q
+Rt(q2)
)−1
, (1.66)
which has the same form as (1.60).
The Wetterich equation (1.60) is far from being a simple equation. Indeed it is a functional
equation for Γt [ϕ] which depends in a non linear way from the Hessian of the functional
itself. The presence of the cutoff function in the non linear part guarantees that the equation
is well behaved in the ultra violet (UV) limit q → ∞ while the linear dependence in the
regulator derivative protects from infra red (IR) divergences q≃ 0. Therefore for k→ 0, due
to the structure of Rk(z) shown in figure 1.1, only the modes with q≃ k contributes to the
integral on the r.h.s. of equation (1.66) and no IR divergences appear.
Let us describe equation (1.60) in details,
1. If our microscopic Hamiltonian S[φ ] is invariant under some transformation S then
our system is symmetric under the transformation S . However it is necessary to
ensure that the FRG procedure, and thus the flow equation, is also invariant under
this transformation S. If we can find a mass term ∆Sk[ϕ] which is invariant under the
transformationS then the effective action will be symmetric at all steps of the flow. It
is not always possible to find such a symmetric regulator term, as it happens for gauge
invariance where it is in general not possible to preserve the symmetry at each flow
step.
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2. We can rewrite equation (1.60) in another convenient way
∂tΓt [ϕ] =
1
2
∂˜t Trlog
(
δ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)
, (1.67)
where the symbol ∂˜t = ∂tRt(∆) ∂∂Rt [∆] means that we derive only in the t dependence
of the cutoff function and not on that of the effective action. We can integrate latter
equation on t ′ from zero to a generic value t we get
∫ t
0
dt ′∂t ′Γt ′[ϕ] =
1
2
∫ t
0
d˜t ′∂˜t ′ Trlog
(
δ 2Γt ′[ϕ]
δϕδϕ
+Rt ′(∆)
)
Γt [ϕ]−S[ϕ] = 12 Tr log
(
δ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)
+
1
2
Tr log
(
∂ 2S[ϕ]
δϕδϕ
+R0(∆)
)
Γt [ϕ] = S[ϕ]+
1
2
Tr log
(
δ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)
,
last line is obtained since for t = 0 the k = k0 = Λ the effective action is equal to the
microscopic Hamiltonian and the regulator should diverge at all q values, or at least
should be very big. Then the last term on the right hand side of second line becomes a
field independent (even if infinite) constant and can be omitted. Equation
Γt [ϕ] = H[ϕ]+
1
2
Tr log
(δ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)
, (1.68)
is a one loop equation, indeed the term
(
δ 2Γt [ϕ]
δϕδϕ +Rt(∆)
)−1
is the full propagator Gt
of the model and the equation is equivalent to (1.33) which is the effective action at
one loop in perturbation theory. This shows that, in spite of its apparently complex
form, equation (1.60) is much more simple than perturbation theory. Indeed at n-th
order in perturbation theory it is necessary to compute n integrals, while from equation
(1.68) we need just one integral to get to an exact result.
3. As we pointed out above due to the presence of the term ∂tRt(∆) equation (1.60) is
well behaved both in the ultra violet and in the infra red limit, then we can compute
directly the flow of the couplings without worrying about possible divergences and
thus avoiding regularization which is necessary in traditional RG procedures [30].
4. One very convenient feature of the effective action flow Γk is that Rk is an IR regulator.
Then the system behaves as a finite volume system, which has no phase transition and
has a continuous effective action, i.e. Gibbs free energy. This allows us to expand the
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action in powers, without worrying about possible non analyticity of the free energy
itself. At every finite k we have that the singularities of the effective action are lowered
by the presence of the regulator and the order parameter of a phase transition builds up
smoothly from a finite value of k down to k = 0.
1.3 Approximation methods
Since equation (1.60) cannot be solved exactly it is necessary to develop approximation
procedures. FRG allows to recover within the same framework most of the approximations
traditionally employed in field theory and critical phenomena, but it also admits standard
technique to solve partial differential equations. The most common approximation methods
are:
1. Iterative solution: it is possible to solve the equation iteratively, starting from a guess
effective action Γ(0)t [ϕ] substituting it in right hand side of equation (1.60) find the new
effective action Γ(1)t [ϕ] and the proceeding self consistently to the right solution. This
approach even if, in principle, possible still lacks of practical implementations.
2. Vertex expansion: it consists in expanding the effective action in powers of the field
in a similar way as done in standard pertrbative expansions.
3. Derivative expansion: it consist in expanding the effective action in powers of the
spatial derivative of the field, i.e. the momentum. Such expansions shall contain all
possible field terms which preserve the model symmetries.
1.3.1 Vertex expansion
Let us recall the definition of n points vertex,
Γ(n)k,p1,··· ,pn =
∂ nΓk[ϕ]
∂ϕn
∣∣∣
ϕ1···ϕn
=
∂ nΓk[ϕ]
∂ϕp1 · · ·∂ϕpn
, (1.69)
where for simplicity we are using the components of the field in Fourier space. We can obtain
an infinite set of coupled equation for the vertexes defined above and from them reconstruct
the effective action. Let us consider a particular field configuration ϕ∗, usually uniform, the
effective action shall be rewritten as,
Γk[ϕ] =
∞
∑
n=0
1
n!
∫
Πni=1d piΓ
(n)
k,p1,··· ,pn
∣∣∣
ϕ∗
(ϕp1 −ϕ∗p1) · · ·(ϕpn −ϕ∗pn). (1.70)
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An equation for any vertex in latter expression is obtained by deriving equation (1.60). One
shall start from the full propagator definition,
Gk[ϕ] =
(
∂ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)−1
. (1.71)
It is better to take this calculation completely since the functional nature of equation (1.60)
can lead to misunderstandings. The term
(
∂ 2Γt [ϕ]
δϕδϕ +Rt(∆)
)−1
is an operator and it depends
on two field configurations ϕA and ϕB, these are the directions at which we evaluate the
second derivative. The trace symbol Tr(· · ·) means that we have to trace the operator over a
complete basis. Now if we take the first derivative with respect to some field state ϕC of right
hand side of equation (1.60) we must first derive the operator and then evaluate the trace of
the derivative operator this is easily done,
∂
∂ϕp
∂tΓt [ϕ] =
1
2
∂
∂ϕp
Tr
[(
∂ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)−1
∂tRt(∆)
]
∂tΓ
(1)
t,p =−
1
2
Tr
[(
∂ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)−1
Γ(3)[ϕ]
(
∂ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)−1
∂tRt(∆)
]
∂tΓ
(1)
t,p =−
1
2
Tr
[
∑
q1,q2
(
∂ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)−1
|q1⟩⟨q1|Γ(3)[ϕ]|q2⟩⟨q2|
(
∂ 2Γt [ϕ]
δϕδϕ
+Rt(∆)
)−1
∂tRt(∆)
]
∂tΓ
(1)
t,p =−
1
2
∫
dq1dq2dqGt(q,−q1)Γ(3)(q1,−q2, p)Gt(q2,−q)∂tRt(q)
where the ∑i |qi⟩⟨qi| is the complete basis of all direction with respect of which the second
derivative of the action can be evaluated.
The first vertex equation reads
∂tΓ
(1)
t,p =−
1
2
∫
dq1dq2dqGt(q,−q1)Γ(3)(q1,−q2, p)Gt(q2,−q)∂tRt(q) (1.72)
this equation has very nice pictorial form. Since Gt(q,−q1) is the full propagator it can be
represented as a thick line which carries momenta q and −q1 this line ends on the q side in
an insertion ∂tRt(q) and on the other side in a three point vertex Γ(3)(q1,−q2, p); this vertex
has three lines coming from it, one is occupied by the line propagator Gt(q,−q1) another
is joined with the propagator Gt(q2,−q), thick line, which ends on the other side in the
insertion ∂tRt(q). The third line of the vertex is left open and carries a momentum p the
result is obviously a one loop equation with an open line, as we can see in figure 1.2. Using
diagrammatic representation it is easy to calculate the equation for any vertex.
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Fig. 1.2 Diagrammatic representation of the first vertex equation, as it is clear it is a one loop
equation.
The equation for the n points vertex will depend on the the n+1 and n+2 points vertexes,
thus we get an infinite tower of coupled equations. One solution strategy is eliminating some
vertexes using physical consideration or approximation schemes. In this way one can get a
closed set of equations. In Z2 symmetric filed theory we can set all the odd vertexes to zero.
Then we can decide to neglect the 6 point vertex Γ(6)k obtaining closed equations for Γ
(4)
k and
Γ(2)k , or we can make an ansatz rewriting Γ
(6)
k as a function of Γ
(4)
k and Γ
(2)
k . In both cases the
scope is obtain a closed set of equations for the vertex functions. This kind of approximation
is equivalent to neglect some high order dependence of the effective action on the fields,
while retaining all the momentum dependence.
1.3.2 Derivative expansion
In statistical field theory we are mostly interested in the long range physics of a system
k ≃ 0, since these modes are those driving the phase transition. Then the best approximation
strategy is to drop high order momentum terms in the action, i.e. its dependence on the field
derivative, focusing on full field dependence. This is obtained in derivative expansion by
assuming the ansatz,
Γk[ϕ] =
∫
ddx
{
Uk[ϕ]+
1
2
Zk[ϕ]∂µϕ∂µϕ+O
[(
∂µφ
)4]}
, (1.73)
where we again assumed that thanks to Z2 invariance the effective action depends only on
even powers of the gradient.
One important property of derivative expansions is that we can systematically improve
the by adding further derivative terms in the ansatz. Another crucial fact is that we can
combine this approximation with the vertex approximation given in the previous paragraph.
1.3 Approximation methods 29
If we expand both equations Uk[ϕ] and Zk[ϕ] in powers of the field we get,
Uk[ϕ] = ∑
n=0
1
n!
g(2n)k ϕ(x)
2n (1.74)
Zk[ϕ] = ∑
n=0
1
n!
k(2n)k ϕ(x)
2n, (1.75)
where obviously
g(2n)k =
∂ nUk[ϕ]
∂ϕ2n
∣∣∣
ϕ∗
k(2n)k =
∂ nZk[ϕ]
∂ϕ2n
∣∣∣
ϕ∗
.
It is quite remarkable that most of the qualitative properties of the Ising model phase transition
and in general of the RG flow can be inferred even retaining just second and fourth order in
the potential Uk[ϕ] and only the zero order of the function Zk[ϕ]. Latter procedure lead to
constrain the RG flow to effective action of the form of ϕ4 theories.
Γk[ϕ] =
∫
ddx
(
1
2
g(2)k ϕ(x)
2+
g(4)k
24
ϕ(x)4+
1
2
∂µϕ∂µϕ
)
, (1.76)
Previous ansatz combined with equation (1.60) yields the running of the couplings in the
Ginzburg Landau model as it is shown in the following chapter.

Chapter 2
Application to Spin Systems
In this chapter we will consider interacting spin systems, they can be obtained as straight-
forward generalization of the Ising model introduced in the previous chapter. These models
describe a lattice of interacting N components spins of unit length.
H =∑
i j
Ji j
2
SiS j (2.1)
where the Si variables are N components vectors which satisfy the condition S2i = 1. In our
treatment we will not consider directly Hamiltonian (2.1), but we will rather consider the
equivalent O(N) field theories.
The O(N) models are probably the most celebrated field theoretical models, they have
been subject to intense investigations all along the last 50 years and are currently an important
testbed for theoretical and numerical methods. In the present chapter we will show how basic
approximations of functional renormalization are able to reproduce the full phase diagram for
O(N) field theories irrespective of the numbers of field components N and of the dimension
d at which they are studied. Also we will furnish numerical results for the critical exponents
which are found to be in good agreement with more expensive numerical techniques.
The importance of these field theoretical models in condensed matter is out of doubt,
indeed the partition function of O(N) symmetric spin systems exactly maps over O(N) field
theories. As it is shown in appendix B.1 the partition function computed from Hamiltonian
(2.1) is equivalent to the generator obtained from the action,
S[ϕ] =∑
i j
K−1i j
2
ϕiϕ j +∑
i
U(ρi) (2.2)
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where ϕi is an N component vector and ρi = 12ϕi(x)
2 is the O(N) invariant. The action (2.2)
is invariant under O(N) rotation of the components of the ϕi vectors and it is thus an O(N)
invariant theory. The inverse in (2.2) is intended in the matrix sense and the interaction
matrix Ki j = βJi j +µδi j is positively defined, see appendix B.1.
The matrix K−1 can be expanded into tailor series
K−1 =
1
µ
+
∞
∑
k=0
(−1)k J
k
µk+1
(2.3)
as long as the eigenvalues of the matrix J are smaller than µ as it is ensured by the positiveness
of the matrix K. The inverse temperature coefficient has been absorbed in the J definition.
Let us now turn on short range ferromagnetic interactions Ji j = −Jδ⟨i j⟩, where J > 0
and the Dirac’s δ -function is such that the matrix J only connects first neighboring sites.
Expression (2.3) contains all possible powers Jk, which thus connect each site with its k-th
neighbor, then using mapping in appendix B.1 we cast a SR spin system into a non local
discrete field theory. On the other hand, thanks to the universality phenomenon, we can
discard the non locality of expression (2.2) and retain only the first order term of expansion
(2.3) obtaining
S[φ ] =−J∑
⟨i j⟩
ϕiϕ j +∑
i
U(ρi). (2.4)
Latter expression describe a discrete field model with only first neighbors interactions and
has the same universal behavior of the spin system in (2.1). Indeed universal quantities do
not depend on the microscopic properties of the models such has the precise interaction form
or on the lattice shape, but only on some macroscopic features like the dimension of the
system and the symmetries of the action.
Finally thanks to the continuous limit introduced in (1.49) we obtain the continuous field
theory
S[φ ] =
∫
ddx
{
1
2
∂µϕi(x)∂µϕi(x)+U(ρ)
}
(2.5)
where the old spatial index i has been substituted with the continuous variable x and the
index i now runs over the internal field components i ∈ 1, · · · ,N. Summation over repeated
indexes is intended.
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2.1 Local Potential Approximation
In this section we will consider the Local Potential approximation (LPA) which will turn
useful to get qualitative understanding of the phase diagram of O(N) field theories. The
simplicity of this approach and the reliability of its results make it a very good alternative to
mean field approximation.
The LPA procedure works as follows: we choose a peculiar functional space parametrized
by a finite numbers of parameters or functions, this functional space will be described by
an ansatz for the effective action. Such theory space should contain both the mean field
approximation for our model and the expected final form of the effective action, in such a way
that, projecting equation (1.60) over this ansatz we find a finite set of solvable differential
equations which represents the RG flow for the theory under consideration. We choose a
simple form for the ansatz
Γk[ϕ] =
∫
ddx
{
1
2
∂µϕi(x)∂µϕi(x)+Uk(ρ)
}
, (2.6)
where summation over repeated indexes is intended. The ansatz has the same form of
action (2.5) and describes the functional space of all actions with local field content U(ρ)≡
U(ρ(x)). It corresponds to take only the lowest order approximation in the derivative
expansion Zk[ϕ] = 1 and only the second derivative of the field are present, this is due to
O(N) invariance.
In equation (1.60) it appears the trace of the inverse second derivative of the exact
effective action, this quantity can be explicitly computed for actions of the form of ansatz
(2.6). Thanks to translational invariance this computation is more easily done in Fourier
space,
∂tΓk[ϕ] =
1
2
V
(2π)d
Tr
∫ ddq
(2π)d
∂tRk(q)
(
Γ(2)i j (q,−q)+Rk(q)
)−1
, (2.7)
where the trace operator in equation (1.60) has been resolved into momentum integration
and trace over internal field indexes.
Γ(2)i j (q,−q) =
δ 2Γk[ϕ]
δϕi(q)δϕ j(−q)
∣∣∣
ϕ(x)=ϕ∗
(2.8)
is the second derivative of the effective action with respect to the field, which, due to
translational invariance, is evaluated at the homogeneous equilibrium configuration ϕ∗. Now
we shall project equation (2.7) on the finite functional space described by ansatz (2.6). If
we are in the constant field configuration ϕ(x) = ϕ∗ ∀ x where ϕ∗ is a constant, then the
derivative will vanish and the space integration yields just a constant volume factor V , thus
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the action becomes,
Γk[ϕ∗] =VUk(ρ∗). (2.9)
Using latter equation as a definition for Uk(ρ) it is possible to write a flow equation for the
local potential
∂tUk(ρ∗) =
1
V
∂tΓk[ϕ∗] =
1
2
Tr
∫ ddq
(2π)d
∂tRt(q)
(
Γ(2)i j (q,−q)+Rt(q)
)−1
, (2.10)
from here on we can forget the finite volume term. We shall now compute the theory
propagator, i.e. the effective action second derivative,
δ
δϕq
=
∫ ddx
(2π)d
e−iqx
δ
δϕ(x)
. (2.11)
Using latter equation we get the relation
Γ(2)i j (q,−q) =
∫ ddx
(2π)d
e−iqx
∫ ddx′
(2π)d
e−iq
′x′Γ(2)i j (x,x
′) (2.12)
which has to be applied to ansatz (2.7).
The second derivative with respect to the field of effective action (2.7) is,
δΓt [ϕ]
δϕi(x)δϕ j(x′)
=
δ
δϕ j(x′)
(
∆ϕi(x)+U ′k(ρ)
)
=
(−∆δi j +U ′′k (ρ))δ (x− x′), (2.13)
where
U ′′k (ρ) =
δ 2Uk(ρ)]
δϕi(x)δϕ j(x)
=U (1)(ρ)δi j +ϕiϕ jU (2)(ρ) (2.14)
and the symbol ∆ is the Laplacian operator. The presence of the term δ (x− x′) in equation
(2.13) comes from the assumption (2.6) which is local in the field. We shall now perform the
Fourier transform in equation (2.12)
Γ(2)i j (q,q
′) = (2π)−2d
∫
ddxe−iqx
∫
ddx′e−iq
′x′Γ(2)i j (x,x
′)
= (2π)−2d
∫
ddxe−iqx
∫
ddx′e−iq
′x′ (−∆+U ′′k (ρ))δ (x− x′)∣∣∣ϕ(x)=ϕ∗
= (2π)−2d
∫
ddxe−i(q+q
′)x (q′2+U ′′k (ρ))∣∣∣ϕ(x)=ϕ∗ (2.15)
= (2π)−dδ (q+q′)
(
q′2+U ′′k (ρ)
)∣∣∣
ϕ(x)=ϕ∗
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where we used the fact that the second derivative of the potential evaluated at constant field
is independent from the coordinate x. From latter equation together with relation (2.14) we
obtain the Hessian of the effective action
Γ(2)i j (q,−q) =
[(
q2+U (1)(ρ)
)
δi j +ϕiϕ jU (2)(ρ)
]∣∣∣
ϕ(x)=ϕ∗
(2.16)
In order to insert latter equation into (2.10) we shall specify the stationary state ϕ∗. Due to
rotational invariance this state can be written as
ϕ1 =
√
2ρ∗
ϕi = 0 ∀ i ̸= 1, (2.17)
indeed for ρ∗ = 0 latter vector describes a state with zero magnetization, while ρ∗ = m
2
2 ̸= 0
describe a state with finite average magnetization parallel to the 1 direction. The physical
configurations with finite magnetization in other directions can be always rewritten using
state (2.17). The flow equation for the potential reads
∂tUk(ρ∗)=
1
2
∫
ddq
(2π)d
∂tRk(q)
(
1
q2+Rk(q)+U
(1)
k (ρ∗)+2ρ∗U
(2)
k (ρ∗)
+
(N−1)
q2+Rk(q)+U
(1)
k (ρ∗)
)
.
(2.18)
Due to rotational invariance in real space of action (2.6) all the terms in the integrand of latter
equation depend just on the square modulus of the momentum q, then we can perform the
angular integral explicitly and write the integral in the variable y = q2,
∂tUk(ρ) = sd
∫
∂tRk(y)
(
1
y+Rt(y)+m2g
+
N−1
y+Rt(y)+m2m
)
yd/2−1dy (2.19)
where
sd =
2(π)d/2Γ(d/2)−1
(2π)d
, (2.20)
m2m =U
(1)(ρ), (2.21)
m2g =U
(1)(ρ)+2ρU (2)(ρ), (2.22)
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and the ∗ superscript has been omitted for convenience. We can rescale a geometrical factor
into the definition of effective action and field, thanks to the transformation
Γk[ϕ]→ ζ Γk[ϕ],
ϕ →
√
ζ ϕ, (2.23)
where imposing ζ = sd we obtain
∂tUk(ρ) =
∫
∂tRk(y)
(
1
y+Rt(y)+m2g
+
N−1
y+Rt(y)+m2m
)
yd/2−1dy. (2.24)
We shall now choose an explicit form for the cutoff function, the most typically adopted
are
Rk(y) =

y
e
y
k2
−1 exponential regulator,
k2b+2
yb power law regulator,
(k2− y)bθ(k2− y) optimized regulator,
(2.25)
where b is a free integer parameter useful when higher spatial derivatives are included in
ansatz (2.6), while, in our simple LPA case, it is sufficient to choose b = 1. It is interesting to
show the shape of the integrand in equation (2.24) in the various regulator cases listed above
(2.24), see Fig. 2.1. Fig. 2.1 shows how the presence of a typical cutoff function leads to the
decoupling of slow modes from the effective action.
The optimized (or Litim regulator) is known to yield the best possible results at lowest
order in derivative expansion and it also allow for analytic derivation of the flow equations.
We thus choose
Rk(z) = (k2− y)θ(k2− y), (2.26)
we can now perform the integral in equation (2.23) explicitly,∫
yd/2−1dy
∂tRk(y)
y+Rk(z)+m2∫
yd/2−1dy
2kθ(k2− y)
y+(k2− z)θ(k2− z)+m2∫ k2
0
yd/2−1dy
2k
y+(k2− z)+m2 (2.27)∫ k2
0
yd/2−1dy
2k
k2+m2
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Fig. 2.1 Typical integrand in equation (2.24) , as it easy to see only a window of momenta
around k contributes to the flow of the potential. The constants are k = 1 and m2g = m
2
m = 0.
and we get to the very simple expression,
∂tUk(ρ) =− k
d+2
k2+U (1)k (ρ)+2ρU
(2)
k (ρ)
− (N−1)k
d+2
k2+U (1)k (ρ)
, (2.28)
where an overall factor as been rescaled using again transformation (2.22).
Equation (2.19) describes the flow of the effective local potential under RG transformation.
In order to obtain the critical properties of the system we shall impose scale invariance of the
effective action. Indeed at the critical point the correlation length diverges and we expect
the free energy of the system to become invariant under RG transformation. We shall then
require
[Γk[ϕ]] = [k]0 , (2.29)
where the external square brackets stand for the scaling dimension of the object inside.
Assuming scale invariance of the kinetic terms in equation (2.6) one gets
[ρ] = [k]
d−2
2
[Uk] = [k]
d (2.30)
38 Application to Spin Systems
thus we define all the rescaled, or dimensionless, variables,
y˜ = q˜2 =
q2
k2
= e2tq2.
R˜k(y) = k−2Rk(y) = e2tRk(y) = y˜r(y˜).
ρ˜ = k2−dρ = e(d−2)tρ. (2.31)
U˜k = k−dUk = edtUk.
In order to rewrite equation (2.23) in terms of dimensionless variables is necessary to rewrite
the derivatives as follows
∂
∂ t
∣∣∣
ρ
=
∂
∂ t
∣∣∣
ρ˜
+(d−2)ρ˜ ∂
∂ ρ˜
, (2.32)
∂
∂ t
∣∣∣
y
=
∂
∂ t
∣∣∣
y˜
+2y˜
∂
∂ y˜
. (2.33)
Using these relations into equation (2.26) we obtain
∂tedtU˜t(ρ˜)+(2−d)ρ˜U (1)t (ρ˜) =
∫
yd/2−1dy
(
∂te−2t R˜k(y˜)+2e−2t y˜
∂ R˜t(y˜)
∂ y˜
)
y˜+Rt(y)+m2m
edt
(
∂tU˜t(ρ˜)−dU˜t(ρ˜)− (2−d)ρ˜U˜ (1)t (ρ˜)
)
=
∫
yd/2−1dy
(
∂te−2t y˜r(y˜)+2e−2t y˜∂ y˜r(y˜)∂ y˜
)
y˜+Rt(y)+m2m
edt
(
∂tU˜t(ρ˜)−dU˜t(ρ˜)− (2−d)ρ˜U˜ (1)t (ρ˜)
)
=
∫
yd/2−1dy
e−2t
(
2y˜r(y˜)−2y˜r(y˜)−2y˜2 ∂ r(y˜)∂ y˜
)
y˜+Rt(y)+m2m
edt
(
∂tU˜t(ρ˜)−dU˜t(ρ˜)− (2−d)ρ˜U˜ (1)t (ρ˜)
)
=
∫
yd/2−1dy
−2y˜2 ∂ r(y˜)∂ y˜
y˜+ R˜t(y˜)+m2m
∂tU˜t(ρ˜) = dU˜t(ρ˜)− d−22 ρ˜U˜
(1)
t (ρ˜)−
∫
y˜d/2−1dy˜
y˜2 ∂ r(y˜)∂ y˜
y˜+ R˜t(y˜)+m2m
∂tU˜t(ρ˜) = dU˜t(ρ˜)− (2−d)ρ˜U˜ (1)t (ρ˜)−
∫
y˜d/2+1dy˜
∂ r(y˜)
∂ y˜
y˜+ R˜t(y˜)+m2m
. (2.34)
where for simplicity the above calculation has been carried out with N = 1. The FRG
equation for the dimensionless potential reads
∂tU˜t(ρ˜) = dU˜t(ρ˜)− (d−2)ρ˜U˜ (1)t (ρ˜)−
∫
y˜d/2+1dy˜
(
r′(y˜)
y˜+ R˜t(y˜)+ m˜2m
+
(N−1)r′(y˜)
y˜+ R˜t(y˜)+ m˜2g
)
,
(2.35)
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while the expression in the Litim regulator case is,
∂tU˜k(ρ˜) = dU˜t(ρ˜)− (d−2)ρ˜U˜ (1)k (ρ˜)+
1
1+U˜ (1)k (ρ˜)+2ρ˜U˜
(2)
k (ρ˜)
+
N−1
1+U˜ (1)k (ρ˜)
. (2.36)
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The state introduced in (2.17) is well suited to describe phase transitions where spontaneous
symmetry breaking occurs (SSB). Indeed for ρ = 0 the state is symmetric under O(N)
rotations of the field components, while for ρ ̸= 0 the state is polarized along the first
direction, even if the action of the system (2.6) is rotational invariant. SSB is a cornerstone
concept in a variety of systems, from field theory and particle physics to statistical mechanics
and interacting lattice models. The study of the occurrence of SSB play a crucial role in the
theory of phase transitions and in the characterization of ordered phases and it highlights the
interplay between SSB and the dimensionality of the system: this interplay is customarily
expressed by defining a lower critical dimension dL for which SSB cannot occur [20].
A celebrated exact result connecting SSB and dimensionality is provided by the Mermin-
Wagner theorem [33–35]. According to the Mermin-Wagner theorem a continuous symmetry
cannot be spontaneously broken in two dimensions: dL = 2. This theorem has been formu-
lated for classical systems [33] and then extended to quantum systems [34, 35]. For magnetic
systems with continuous symmetry it rules out the possibility of having a non vanishing
magnetization at finite temperature in two dimensions, and for 2d interacting Bose gases
predicts that no Bose-Einstein condensation occurs at finite temperature [34]. As well known,
even though the Mermin-Wagner theorem rules out SSB and the existence of a local order
parameter in two dimensions, nonetheless the Berezinskii-Kosterlitz-Thouless transition may
yet occur for the U(1) symmetry and it signaled by the algebraic behaviour of correlation
functions in the low temperature phase [36].
The Mermin-Wagner theorem for the O(N)-symmetric scalar field theory states that
for N ≥ 2 in two dimensions no SSB occurs. Although originally formulated in integer
dimensions, this result was later extended to graphs with fractional dimensions [37]: in
this way one can explicitly show that for N ≥ 2 there is no SSB for d ≤ 2, with d being
real, while SSB occurs for d > 2 [38]. In [24] the study of how O(N) universality classes
depend continuously on the dimension d (and as well on N), in particular for 2 < d < 3 was
recently presented. The Ising model, i.e. the N = 1 case, is different from O(N) models
with continuous symmetry (N ≥ 2) because the symmetry is discrete: in two dimensions it
notoriously has a finite temperature phase transition [7] and it can be shown that this happens
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for d ≥ 2 with d real [39]. The large N-limit of O(N) models is also interesting because for
N → ∞ it is equivalent to the spherical model [40], which is exactly solvable [41].
In the FRG framework one has to solve an integro-differential equation valid for function-
als which is usually handled resorting to approximations. It is in general of great importance
to know "how good" are the used approximations and to test them against exact results.
An approximation commonly used is the Local Potential Approximation (LPA), in which
the wave-function renormalization and higher derivative terms in the effective action are
discarded, resulting in a vanishing anomalous dimension [19, 31, 42–45]. Furthermore, one
often treats LPA introducing further approximations via the introduction of a finite number
of couplings, defined as the Taylor coefficient of an expansion of the potential around the
zero (or the minimum) of the field, and studying their renormalization group (RG) flow.
In this section our goal is two-fold: i) from one side we aim at discussing what level
of approximation is needed to reproduce the Mermin-Wagner theorem and to show that no
SSB occurs for d ≤ 2 with d real and N ≥ 2, ii) from the other we intend to investigate
how truncation affects the occurrence or non occurrence of SSB comparing/contrasting the
obtained findings with the exact prediction of the Mermin-Wagner theorem. Our findings for
systems with continuous symmetry can be summarized as follows:
• i) LPA, when treated exactly, is enough to reproduce the Mermin-Wagner theorem;
• ii) defining the couplings as the coefficients of a Taylor expansion of the effective
potential centered in the zero, we have that, for any finite number of couplings in LPA,
SSB appears also when it should not (i.e., for d ≤ 2), and the corresponding (spurious)
Wilson-Fisher fixed points lie on the line defined by vanishing mass beta functions. On
the other hand using a Taylor expansion of the potential around the minimum we can
recover Mermin-Wagner theorem even for finite number of couplings.
For the Ising model (N = 1) the SSB occurs for d > 2, again in agreement with exact results.
We will also discuss in detail the limit N → ∞ (the spherical model), where LPA provides
exact results for the critical exponents, due to vanishing anomalous dimension (the question
of exactness of large N LPA equation was raised in [46] and then fully understood in [47]).
The solution of the RG equation (2.36) sometimes requires further approximations: e.g.,
in case of the O(N) symmetric scalar field theory the potential can be expanded in powers of
the field variable around zero (with a truncation at the power NCUT).
The Taylor expansion of the dimensionless effective potential around zero reads as
U˜k(ρ˜) =
NCUT
∑
n=1
1
n!
gn(k) ρ˜n. (2.37)
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2.2.1 The truncated O(N) model (N < ∞, NCUT < ∞)
Truncation around the zero field
Let us first demonstrate the existence of SSB in the expanded O(N) model with finite NCUT
and finite N.
Let consider to start with the simplest case: two couplings (NCUT = 2) for the Ising case
(N = 1) in d = 1. The RG flow equations for the couplings can be derived from (2.37) and
read in this case
∂tg1 =−2g1− 1π
g2
(1+g1)2
(2.38)
∂tg2 =−3g2+ 6π
g22
(1+g1)3
(2.39)
which is obtained by using the Litim regulator. Similar equations are obtained for general N,
d and NCUT (not reported here). In 2.2 the RG flow diagram obtained from equations (2.38)
and (2.39) for the 1d O(N = 1) model with two couplings (NCUT = 2) for d = 1. The model
does not have any phase transition at finite temperature [7], however a Wilson-Fisher (WF)
fixed point is clearly visible in 2.2.
-1.0 -0.8 -0.6 -0.4 -0.2 0.0
g1
g 2 Ê Gaussian
Ê Wilson Fisher
Ê Infrared
Fig. 2.2 Phase diagram of the O(N = 1) model for d = 1 dimensions obtained by the
numerical solution of the RG equations for two dimensionless couplings (NCUT = 2) using
the Litim regulator. Arrows indicate the direction of the flow. The red (dotted) line shows
the separatrix and the purple (dashed) line stands for the vanishing mass beta function curve.
The Gaussian (black), the Wilson-Fisher (green) and the IR convexity (red) fixed points are
also shown.
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The important point we want to stress is that flow diagrams similar to the one depicted
in 2.2 can be obtained for any finite N and any finite NCUT for dimensions 1 ≤ d < 4 (by
using any regulator functions). In d = 4, the WF fixed point (green dot in 2.2) merges to the
Gaussian one (black). The IR fixed point (red) appears in any dimensions and is related to
the convexity of the potential [48–52].
Although one finds similar flows for d ≤ 2 and d > 2, there is of course an important
difference between the two cases. For d ≤ 2the appearance of SSB is not allowed by the
Mermin-Wagner theorem, but 2.2 clearly signals the presence of SSB: the red curve from the
Gaussian to the WF fixed points separates the phases and the RG trajectories run to the IR
fixed point corresponds to the symmetry broken phase. (More comments on the N = 1 will
be given in the following.)
The WF fixed point is situated on the dashed purple line in 2.2 which is determined by
the vanishing mass beta function (to which we will refer as the VMB curve). Indeed, from
equations (2.38) and (2.39) one finds
g2 =−2πg1(1+g1)2 (2.40)
which depends on g1 and does not depend on higher order couplings even if NCUT is increased.
As a consequence, the VMB curve on the g1,g2 plane remains unchanged for any finite value
of NCUT. Another important observation is that any fixed point should be situated on the
VMB curve (by definition). The role of the VMB curve at LPA level was recently discussed
in [25] in connection to the FRG determination of the central charge in d = 2.
The position of the WF fixed point on the VMB curve depends on NCUT. Similar VMB
curves can be drawn for any regulator function with the same properties, as shown in 2.3
by projecting on the (g1,g2)-plane and applying the so called Litim-like regulator class.
Using the notation of Appendix B.2, this regulator class corresponds to various values of the
parameter h but with b = 1 (h = 1, b = 1 is just the Litim regulator):
r =
(
1
y
−h
)
Θ(1−hy), (2.41)
the regulator (2.39) is obtained by taking the c→ 0 limit in (B.22).
We observe that the position of the Gaussian fixed point is scheme-independent and thus
the VMB curves always start form zero and go through the scheme-dependent IR fixed point.
We found and verified that plots qualitatively similar to 2.3 are obtained for general
N and 1 ≤ d ≤ 2 (with d real): in these cases the WF fixed points corresponding to the
different regulators for increasing NCUT tend to the (respective) IR fixed points. This has to
be contrasted with the situation in d = 3 (or more generally for real d ≥ 2), as it is shown
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Fig. 2.3 Position of the WF fixed point on the VMB curves for the O(N = 1) model in
d = 1 for various values of NCUT. Different lines correspond to different regulators, i.e.
0.8 < h < 1.2 is chosen in (2.41). The solid line corresponds to h = 1, i.e. to the Litim
regulator. The IR fixed point remains unchanged if h≤ 1.
in 2.4: namely, for increasing values of NCUT the WF fixed points does not tend to the IR
ones as for d = 1, but tend to constant (non trivial) WF fixed points for d = 3, as indicated in
2.21. These non trivial WF fixed points can be computed for NCUT → ∞, i.e. treating exactly
LPA, using the spike plot method [18, 24]. Clearly, the position of these non trivial WF fixed
points depend on the choice of the regulator.
Again, the scenario presented in 2.4 is the same to what happens for general N and
2 < d < 4. In order to illustrate this we plot the dependence of g1 (2.5) and g2 (2.6) on the
truncation parameter NCUT for d = 1 and d = 3 for three different values of N.
Let us come back to our truncation (2.37) every coupling can be defined as
dnU˜k(ρ˜)
dρ˜n
∣∣∣
ρ˜=0
, (2.42)
using the same method we used above to derive the flow of the mass and of the interaction
we can find the flow equation for every coupling in the field expansion of the potential which
is nothing but an equation for the β functions,
βn =
∂ n∂tU¯k(ρ˜)
∂ ρ˜n
∣∣∣
ρ˜=0
. (2.43)
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Fig. 2.4 Position of the WF fixed point on the VMB curves for the O(N = 1) model in
d = 3 for various values of NCUT. Different lines correspond to different regulators, i.e.
0.8 < h < 1.2 is chosen in (2.41) as in 2.3. The NCUT → ∞ WF fixed point (shown for the
Litim regulator) is computed using the spike plot method [18, 24].
Using latter equation together with equation (2.36) we can compute an infinite set of tied
equation, which describe the flow of all possible couplings for a O(N) invariant theory. This
set is obviously not closed and once again different approximations rely in different way of
truncating the equations in order to get a complete set. Once this has been done it is possible
to solve the equations and obtain the fixed points{λ ∗n } and then linearize the previous system
around those fixed points. Latter procedure defines the stability matrix
Mmn =
∂βn
∂λm
∣∣∣{λ ∗n }. (2.44)
The correlation length is given by the inverse largest eigenvalue of latter matrix
ν = λ−1max. (2.45)
When we truncate the equations set obtained from equation (2.43) we obtain some spurious
effect. The most relevant is that we can have more fixed points than those that must be in our
theory, this problem is common to every polynomial truncation, where the number of zeroes
is equal to the polynomial grade and it is not that of the approximated function. Thus we
need a method to enumerate all possible fixed point in our theory space, this can be done
rather simple in FRG using the arguments of [53].
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Fig. 2.5 The g1 coordinate of the WF fixed point of the O(N) model is shown as a function
of NCUT for N = 1 (black), N = 2 (red) and N = 10 (blue) from top to bottom for d = 1 (solid
lines) and for d = 3 (dashed lines).
In summary, the results obtained for the O(N) model with finite N and finite NCUT show
the existence of SSB and a WF fixed point (distinct from the Gaussian one) for 1≤ d < 4
(with d real), but indicated that for NCUT → ∞ the symmetry broken phase disappears
(persists) for d ≤ 2 (d > 2).
It is interesting to show the results for the critical exponents ν in LPA as a function
of the truncation index NCUT. In figure 2.7 the curves are shown for different values of
the dimension d = 3,2.5,2,1 for the N = 1,2 cases, panel (a) and (b) respectively. At this
approximation level anomalous dimension effects are not included η = 0 and the results for
N = 1,2 does not show any qualitative difference in d = 2.
Truncation around the minimum
Now we will consider a Taylor expansion of the effective potential around the minimum,
U˜k(ρ˜) =
NCUT,m
∑
i=2
λk,i
i!
(ρ˜−ρ0)i, (2.46)
where NCUT,m is the truncation number around the minimum. In this case the results are
drastically different. First of all we will consider this truncation at the minimum level
NCUT,m = 2. Obviously it is possible to relate the values of the coupling defined around the
46 Application to Spin Systems
0 2 4 6 8 10
0
2
4
6
8
10
12
14
Ncut
g 2
W
F
Fig. 2.6 The g2 coordinate of the WF fixed point of the O(N) model as a function of NCUT:
as in 2.5 from top to bottom it is N = 1 (black), N = 2 (red) and N = 10 (blue) for d = 1
(solid lines) and for d = 3 (dashed lines).
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Fig. 2.7 In the figure we show the correlation length critical exponent ν as a function of the
truncation number NCUT for N = 1,2, panel (a) and (b) respectively.
zero g1 and g2 with the values of the coupling λ and the running minimum ρ0. However
these relations, which give the correct result for the WF fixed point, are not working for the
Gaussian fixed point, which is g1 = g2 = 0, but no solution of the fixed point equations for
ρ0 and λ has a vanishing ρ0.
The truncation around the minimum includes just one running coupling λk,2 ≡ λ and the
running minimum value ρ0. From equation (2.39) we can obtain flow equations for these
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two quantities [31], we report them for general real dimension d and N,
∂tρ0 = (d−2)ρ0− 3N
(1+2ρ0λ )2
(2.47)
∂tλ = λ
(
4−d− 18Nλ
(1+2ρ0λ )3
)
. (2.48)
One can look for the fixed point solutions for ρ0 and λ . In the particular case of the Ising
model (N = 1) one gets, for example, the Wilson-Fisher fixed point given by
ρ0 =
4(2d−5)2
3(d−2)3 , (2.49)
λ =
3(4−d)(d−2)3
16(2d−5)3 . (2.50)
The corresponding expression for N > 1 are very lengthy and are not reported here.
From the solution (2.49)–(2.50) one sees that the value of the minimum ρ0 is well defined
(positive) for every value of d as long as d > 2: a similar result is valid for every N.
For d > 4 the solution for λ is negative, and, again, this is true for every N. Also it should be
noted that the coupling λ , for N = 1, is diverging at d = 2.5 and turns out to be negative for
d < 2.5, thus giving an unphysical solution for d < 2.5: we know that this is not true, since
in d = 2 for N = 1 there is SSB. This is not valid in the general N case where the coupling
λ has only a maximum and is not diverging at d = 2.5 and no sign change is present at any
value of d > 2.
In 2.8 is reported the minimum value ρ0 as a function of the dimension at the WF fixed
point for various N values, the minimum diverges for d = 2 for every N in agreement with
the Mermin-Wagner theorem. In the inset the values for the coupling λ are shown. The
coupling stays finite and positive for d > 2 and N > 1, but for N = 1 it is diverging at d = 2.5
and turning negative at d < 2.5, then this truncation is not giving a reliable lower critical
dimension for the Ising model.
We expect larger values of NCUT,m do not to change the main qualitative results just
presented. This truncation, while giving the correct behavior for the SSB, cannot catch the
non interacting (Gaussian) fixed point and thus gives only a partial description of the theory
phase space. In the next sections we will show how it is possible to reproduce some of the
correct result retrieved here and to go beyond them with a simple analysis of the exact flow
equation for the effective potential (2.39).
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Fig. 2.8 Running minimum (main plot) and coupling (inset) values for the WF fixed point
in the truncation around the minimum at NCUT,m = 2 as a function of the dimension d, for
the Ising model (N = 1 black dashed curves), the XY model (N = 2 , blue solid curves), the
Heisenberg model (N = 3, red solid curves) and the N = 5 model (green solid curves). The
Ising coupling λ is the only one which is diverging and then turning negative at d = 2.5 this
is in contrast both with the well known exact solution of the Ising model in d = 2 and with
the following argument on exact solutions of equation (2.39).
2.2.2 The spherical model without truncations (N = ∞, NCUT = ∞)
In this section we consider the O(N) model in the large N limit: thus we can neglect the
terms in (2.39) which are in the order of 1/N. To see this we are going to rescale (2.39)by
the parameter N, using again transformation (2.23), one finds
∂tU˜k = (d−2)ρ˜U˜ (1)k −dU˜k +
1
1+U˜ (1)k
− 1
N
1
1+U˜ (1)k
+
1
N
1
1+U˜ (1)k +2ρ˜U˜
(2)
k
. (2.51)
By taking the limit N → ∞ the following terms remain:
∂tU˜k = (d−2)ρ˜U˜ (1)k −dU˜k +
1
1+U˜ (1)k
. (2.52)
This simplified expression represents the RG equation for the effective potential of the large
N O(N) model in arbitrary dimension. From the equation (2.52) we can extract some useful
information. First we should differentiate it by ρ in order to get an equation for the derivative
of the potential. It reads then
∂tU˜
(1)
k = (d−2)U˜ (1)k +(d−2)ρ˜U˜ (2)k −dU˜ (1)k −
U˜ (2)k
(1+U˜ (1)k )
2
. (2.53)
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Since in a physically reasonable theory the potential is bounded from below, we can assume
that this potential has a global minimum at some ρ = ρ0. For ρ0 we have the following value
for the derivatives of the potential at the fixed point: U˜ (1)k (ρ0) = 0, U˜
(2)
k (ρ0)≡ λ . Assuming
that the quartic coupling λ is finite, we have then the following equation:
0 = (d−2)ρ0λ −λ (2.54)
with the solution
ρ0 =
1
d−2 (2.55)
which determines the cases where the minimum of the potential can be found or not in the
large N case. There is SSB if the potential has the minimum at some finite ρ0 > 0: in the
case of (2.55) we can satisfy this condition for d > 2. For d < 2 we find ρ0 < 0, hence there
will be no SSB. The d = 2 case seems to be undefined, since ρ0 → ∞ in this limit. However,
if the minimum of the potential is sent to infinity one cannot define a proper minimum. The
absence of a finite minimum indicates the absence of the spontaneous symmetry breaking
for d = 2 dimensions. This can be also seen by solving equation (2.53) using the method
of characteristics. The large N limit is a frequently used technique [19] where the results
obtained can be considered as exact ones since the LPA approximation becomes exact when
N → ∞ [54].
2.2.3 Lower critical dimension
In this section we finally consider the problem of determining the lower critical dimension
for the O(N) model for a finite N but keeping the potential non truncated in LPA.
Let us first consider the N = 1 case by trying the following strategy: numerically calculate
the WF fixed point position for finite NCUT and approximate the limit NCUT → ∞. Notice
that, without knowing the exact WF fixed point positions, it is difficult for dimensions around
d = 2 to unambiguously extract from the limit of increasing NCUT the value of the non
truncated model. For this reason we determine the WF fixed point for NCUT = ∞ by using
the spike plot method [18, 24] in LPA.
The (finite NCUT) results are plotted in 2.9 where we show that the NCUT dependence
of the WF fixed points on the VMB curves (obtained for Litim regulator) depends on the
value of the dimension d: several d between d = 1 and d = 3 (including d = 2) are plotted
for N = 1. Similar plots are obtained for general value of N. The positions of the exact WF
fixed points, computed by the spike plot method, are also indicated for each case (by the
symbol X).
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2.9 clearly shows that for NCUT → ∞ the g2 coordinate of the WF fixed point tends to
a finite value for d > 2 and runs to zero for d ≤ 2: since this property is found to be valid
in LPA for general values of N, when applied to N ≥ 2 this result implies that the LPA is
enough to reproduce the content of the Mermin-Wagner theorem. For d = 2 (sixth line from
top in 2.9) one finds from the spike plot analysis that (for all N) no WF fixed point occurs:
this result is correct for N ≥ 2, but not for the Ising model (N = 1). As we will later comment,
for the Ising model in d = 2 one needs to apply LPA′ approximation.
Given the clear numerical evidence that Mermin-Wagner is well obtained in the limit of
increasing NCUT and the excellent agreement with the spike plot method findings for the WF
fixed points, we investigated and present in the following two analytical arguments valid for
the non truncated (exactly treated) LPA confirming these results.
x
x
x
x
x
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0
0
5
10
15
20
g1WF
g 2
W
F
Fig. 2.9 The figure shows the positions of the WF fixed points and the corresponding
VMB curves of the O(N = 1) model for various values of NCUT for 11 different values
of the dimension 1 ≤ d ≤ 3 having the values d = 3,2.8,2.6,2.4,2.2,2,1.8,1.6,1.4,1.2,1.
The VMB curves obtained for these dimensions are plotted from the top to the bottom in
decreasing order. For each value of d, from right one has NCUT = 2, · · · ,10. The exact WF
points are indicated by the symbol X and are obtained by the spike plot method [18, 24].
In order to consider the appearance of SSB for the O(N) model for finite N but keeping
the potential unexpanded (NCUT = ∞), let us start with the fixed point equation of (2.39):
putting ∂tu = 0 one has
dU˜k− (d−2)ρ˜U˜ (1)k =
(1− 1N )
1+U˜ (1)k
+
1
1+U˜ (1)k +2ρ˜U˜
(2)
k
. (2.56)
2.2 Truncation schemes and Mermin Wagner theorem 51
The l.h.s of the RG equation (2.56) is linear in the effective potential. The r.h.s. depends on
the effective potential and its derivatives non linearly, thus we introduce the notation
LP ≡ dU˜k− (d−2)ρ˜U˜ (1)k , (2.57)
NLP ≡ (N−1)
1+U˜ (1)k
+ 1
1+U˜ (1)k +2ρU˜
(2)
k
. (2.58)
where LP (NLP) stands for the linear (non linear) part. Let us consider the large field limit
(ρ ≫ 1) of equation (2.56). First of all we assume analyticity of the effective potential [47]
at any finite value of the field, then the potential at infinity can only either be a constant or
divergent. In the first case NLP is constant at infinity and the potential will be just a constant
at any ρ . In the second case NLP in principle may vanish or tend to a constant (eventually
zero) at infinity, thus the fixed point potential U˜k(ρ˜) must satisfy for large field the condition
LP =C, (2.59)
where C is a finite (or zero) constant to be consistently determined. Then one finds the
solution for ρ ≫ 1
U˜k(ρ˜) =
C
d
+aρ˜
d
d−2 , (2.60)
where a is a proportionality constant. Now let us differentiate the previous expression of
U˜k(ρ): this yields U˜
(1)
k (ρ˜) = a
d
d−2 ρ˜
2
d−2 , which for large ρ˜ gives a diverging quantity for
d > 2 and a zero for d < 2. In the former case we are violating the assumption that u′ is
bounded for large ρ˜ , while in the latter the constant C is zero. In both cases we find
U˜k(ρ˜) = aρ˜
d
d−2 (2.61)
for ρ˜ → ∞,
The general solution of equation (2.56), which is not a constant, can be then divided into
two parts,
U˜k(ρ˜) = f (ρ˜)+aρ˜
d
d−2 , (2.62)
where the function f (ρ) is subjected to the condition
lim
ρ˜→∞
f (ρ˜) = 0. (2.63)
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The physical Gibbs free energy F(m) can be computed from the effective potential U˜k(ρ˜)
passing from dimensionless variables to the dimensional ones [17]: one finds
F(m) = kdu(k2−dm2) = kd f (k2−dm2)+am
2d
d−2 , (2.64)
where m is the dimensional field of our model, which in the case of a spin system is the
average magnetic moment. The free energy of the system is obtained then in the k → 0 limit
of equation (2.64), where we should distinguish between three cases.
d > 2
When d > 2 the factor k2−d in the argument of the function f (ρ˜), in equation (2.64) is
diverging. However we know from the analysis of the general solution that the function f (ρ˜)
tends to a constant in the infinite limit of its argument, hence the Gibbs free energy for an
O(N) model in LPA for d > 2 reads
am
2d
d−2 , (2.65)
where a is positive and can be fixed following the procedure described in [55].
d < 2
In the case d < 2 the situation drastically changes. Indeed, the factor k2−d in the argument of
f (ρ˜) in equation (2.64) is now vanishing. The behavior of the f (ρ˜) function for vanishing
argument can be obtained from equation (2.62).
Since we know that such expression should be defined for any finite value of field ρ˜ [55],
then f (ρ˜) is diverging in zero, in order to compensate the divergence of ρ˜
d
d−2 , which has a
negative exponent in d < 2. Thus the behaviour of f (ρ˜) in the limit of vanishing arguments
is
lim
x→0
f (x) = w(x)−ax dd−2 , (2.66)
where w(x) is finite in zero. Substituting the last expression into equation (2.64) one obtains
kdw(k2−dm2), (2.67)
which is zero in the k → 0 limit.
In summary, we obtained that for d > 2 the critical free energy of a O(N) model can have
the form (2.65) or can be zero, thus the phase transition is present [18]. For d < 2 the fixed
point free energy can only be zero and no spontaneous symmetry breaking is allowed.
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d = 2
The previous argument cannot be directly used for d = 2. The numerical study of the equation
(2.56), i.e. LP = NLP, reveals in this case that for N ≥ 2 the LPA gives the Mermin-Wagner
result: indeed the solution for large field of U˜k(ρ˜) turns out to be oscillatory, therefore
correctly implying the absence of SSB and the Mermin-Wagner theorem. However, such
oscillatory solutions persist for N = 1, predicting the absence of SSB, which is clearly wrong.
To have a complete picture of the d = 2 case one should go beyond LPA: as discussed in
[24], in LPA’ the limit of the anomalous dimension η for d → 2 is vanishing provided that
N ≥ 2, and non vanishing for N = 1. This gives a clear explanation in the FRG framework of
the presence or the lack of SSB in O(N) models in d = 2. Of course, the fact that there is no
SSB for N = 2 does not imply the absence of the Berezinskii Kosterlitz-Thouless transition
[49, 56], as can be seen also in FRG treatments [22, 57, 58].
2.3 Functional solutions and anomalous dimension effects
As outlined in the previous section it is necessary to go beyond Taylor truncated solutions in
order to recover the correct phase diagram for O(N) models in d < 2 where there is no SSB
for N ≥ 2. In the present section we will show how functional solutions of (2.36) are able
to correctly reproduce all the qualitative features of the O(N) phase diagram, including the
possibility of SSB in d = 2 for discrete symmetries N < 2.
The critical points of our theory correspond to the scaling solutions of equation (2.36)
this leads to the condition,
∂tU˜t(ρ˜) = 0, (2.68)
from this equation it is easy to find all possible universality class of a scalar theory. In LPA
the anomalous dimension η is set to zero, however, as we will see, this is not a problem for
the research of critical points.
The scaling solutions for our local potential satisfy equation,
dU˜(ρ˜)− (d−2)ρ˜U˜ (1)(ρ˜)+ 1
1+U˜ (1)(ρ˜)+2ρ˜U˜ (2)(ρ˜)
+
N−1
1+U˜ (1)(ρ˜)
= 0 (2.69)
This is a non linear second order differential equation which need two initial conditions to be
solved. We call σ = U˜ (1)(0) the convexity of the potential in the origin and than we have that
the value of the potential in the origin must be U˜ (1)(0) = N/d1+σ , thus we get an infinite set of
solutions labelled by the σ parameter and depending on the dimension of our model U˜σ (ρ˜).
This can seem strange, since we expected to have just one potential which describes our
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theory at criticality, while we are left with an entire set labelled by a real index σ . However
most of the solutions for our potential blow up for a finite value of the field, those represent
solutions which are not physical since are not defined for any value of the field [18, 59].
Let us now define a function ρ˜∞(d,σ) which represents the value of the field at which the
potential U˜σ (ρ˜) blows up in dimension d.
The function ρ˜∞(d,σ) is a well defined one value function. Since at any fixed point we
shall have a potential U˜(ρ˜) finite for every real value of the field. Then the function ρ˜∞(d,σ)
will have a divergence at the value σ which represents the correct condition for the fixed
point potential. Therefore the number of divergences, or spikes, of the function ρ˜∞(d,σ) is
the number of universality classes for the model in d dimensions [18, 22, 23, 60].
The function ρ˜∞(d,σ) gives an effective representation of the phase diagram of O(N)
field theories. For d = 4 only the Gaussian fixed point is found, then, as the dimension is
lowered, at d = 3 the function develops a new spike for a negative value of σ which represent
the Wilson Fisher universality, as shown in figure 2.10. Then lowering again the dimension
we found an increasing number of universality classes which accumulate to two dimensions,
this can be retrieved with a very simple argument which allows us to compute the upper
critical dimension for any fixed point.
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Fig. 2.10 The function ρ˜∞(d,σ) in d = 3, panel (a), and d = 2.2 panel (b).
The Taylor expansion for the potential of O(N) symmetric models is given in equation
(2.37). Every dimensional coupling gi is multiplied by the power of the field ρ i, then it must
have a dimension equal to Dgi = d− i(d−2) as it must be if the effective action has to be
dimensionless and the kinetic term has no coupling in front. Any dimensional coupling will
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then scale as kDgi . For Dgi > 0 the coupling will be lowered by the renormalization procedure,
k → 0, an it will be irrelevant in the thermodynamic limit. On the other hand for negative
exponents Dgi < 0 the dimensional coupling will blow up during the flow and it will be a
relevant coupling [10]. The simple condition is obtained
d− i(d−2) = 0
d =
2i
i−1 , (2.70)
which gives the upper dimension at which the coupling gi becomes relevant, i.e. the upper
critical dimension for the ith multicritical universality class [61]. We find that for natural
n we have a sequence of dimensions dc,i starting from dc,1 = ∞, which is the upper critical
dimension of the Gaussian fixed point, and accumulating at dc,∞ = 2. In fact the n→ ∞ limit
of the sequence is exactly d = 2, where there is an infinite number of universality classes as
it can be seen from the behavior of the function ρ˜∞(d,σ) [24], figure 2.10b.
In d = 2 correlation effects are large, since all the couplings are relevant, thus the simple
LPA ansatz (2.6) cannot correctly reproduce the transition behavior. Indeed the function
ρ˜∞(d,σ) will show an infinite number of spikes. We will thus have an infinite number of
physical solutions of equation (2.36), leading to the impossibility to correctly identify the
Wilson Fisher universality, which describes traditional Z2 symmetry breaking in d = 2. It is
then convenient to introduce a new ansatz for the effective action
Γk[ϕ] =
∫
ddx
{
Zk
2
∂µϕi(x)∂µϕi(x)+Uk[ρ]
}
, (2.71)
where the running coefficient Zk is called wavefunction renormalization.
The functional space described by ansatz (2.71) is larger than the one introduced by
ansatz (2.6), since the kinetic term in the action is now allowed to renormalize with the RG
flow. This defines the LPA′ approach. It is worth noting that the coefficient Zk could be
scaled away using transformation (2.23). Then we do not expect the bare value ZΛ of the
coupling to modify the phase diagram obtained by previous arguments. On the other hand
the introduction of a running wavefunction Zk introduce a crucial effect in the description of
the critical points.
The derivation of the flow equation for Zk is given in the appendix B.3, the result in
scaled variables reads
∂tZk =
4Z2kρ0U˜
(2)(ρ0)2
(Zk +µm)2(Zk +µg)2
(2.72a)
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∂tZk =
4ρ0 Z2k
(
2ρ0U˜ (3)(ρ0)+3U˜ (2)(ρ0)
)2
(Zk +µm)4
(2.72b)
where the two results depend on wether we define the anomalous dimension as the running
of the coefficient of the momentum term in the Goldstone or massive propagator respectively
[19]. Latter equations have been obtained from (B.50a) and (B.50b) transforming to scaled
variables, as defined in (2.31) and evaluating the right hand side at ρ0, i.e. the potential
minimum defined by
U˜ (1)(ρ˜)
∣∣∣
ρ0
= 0. (2.73)
The wavefunction Zk cannot attain any finite value at the fixed point, since ρ0 ̸= 0
and Zk ̸= 0 at criticality and then the r.h.s. of flow equations (2.72) do not vanish. The
wavefunction term in (2.71) is increasing during the RG flow with a power law behavior of
the scale k, it is thus necessary to absorb its divergence into the definition of scaled field. We
redefine the dimensionless field according to
ρ˜ = Zkk2−dρ = Zke(d−2)tρ.
∂tZk
Zk
= ηk, (2.74)
where we also defined the scale dependent exponent ηk. Applying latter definition to the flow
equations (B.50a) and (B.50b) obtained in the appendix, we get
ηk =
4,ρ0U˜ (2)(ρ0)2
(1+2ρ0U˜k(ρ0))2
, (2.75a)
ηk =
4ρ0
(
2ρ0U˜ (3)(ρ0)+3U˜ (2)(ρ0)
)2
(1+2ρ0U˜k(ρ0))4
, (2.75b)
where the minimum value ρ0 has been redefined according to (2.74). At the critical point the
flow for the effective potential attains its fixed point and the ηk ≡ η quantity is fixed [31].
The actual scaling dimension of the field will be not d− 2 has expected from mean field
arguments but rather d−2+η . For this reason the exponent η is often called anomalous
dimension.
At exact level only one anomalous dimension exist and the two results in equations (2.75)
should be equal [19]. However the truncation defined by (2.71) introduce an inconsistency in
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the definition of anomalous dimension and then we have two possible results for this quantity.
The consequence of such inconsistency will be discussed in the following.
At LPA′ level the flow equation for the effective potential reads
dU˜(ρ˜)− (d−2+η)ρ˜U˜ (1)(ρ˜)+ 1+
η
d+2
1+U˜ (1)(ρ˜)+2ρ˜U˜ (2)(ρ˜)
+(N−1) 1+
η
d+2
1+U˜ (1)(ρ˜)
= 0
(2.76)
The anomalous dimension η fixes the scaling properties of the field at any particular fixed
point. In the following we will derive such quantity using equation (2.75a), leaving the
discussion of the definition (2.75b) to the next subsection.
Every solution of equation (2.76), together with its domain of attraction, represents a
different O(N) universality class [24]. For every d and N one finds a discrete set of solutions
corresponding to multi-critical potentials of increasing order, i.e. with i minima, which
describe multi-critical phase transitions (in which one needs to tune multiple parameters to
reach the critical point). For each of these it is possible to obtain the anomalous dimension
ηi(d,N) (we define η ≡ η2) as a function of d and N, by means of which we can follow the
evolution through theory space of the fixed point representing the i–th multi-critical potential
[24].
The analysis presented in [22] revealed that for d > 4 and for any N, in accordance
with the Ginzburg criterion, one finds only the Gaussian fixed point (i = 1). (See [62] for
a discussion on the possible existence of non trivial universality classes in d ≥ 4 raised by
[63]). Starting at d = 4, the upper critical dimension for O(N) models, the Wilson–Fisher
(WF) fixed points (i = 2) branch away from the Gaussian fixed point. When d = 3 these
fixed points describe the known universality classes of the Ising, XY, Heisenberg and other
models.
Approaching d = 2 one clearly observes that only the N = 1 anomalous dimension
continues to grow: for all other values of N ≥ 2 the anomalous dimension bends downward
to become zero exactly when d = 2, as shown in 2.10. As explained in [24], this non
trivial fact, not evident from the structure of equation (2.76) alone, is a manifestation of
the Mermin-Wagner theorem. We now complement this analysis with the results for the
correlation length critical exponents νi(d,N) as a function of d and N. We obtained results
for the first several multi-critical universality classes i= 2,3,4,5, .... Here we will only report
in detail the analysis for the WF and tri-critical cases (i = 2,3), and briefly comment on the
other multi-critical cases. See Fig. 2.14 for results on ν = ν2 as a function of d for various
values of N.
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Fig. 2.11 The values of the anomalous dimension η(d,N) as a function of the dimension.
2.3.1 Eigen–perturbations and Correlation length exponent
The correlation length exponent ν can be computed using coupling expansion and stability
matrix method depicted in previous section. Thanks to the presence of finite anomalous
dimension in the LPA′ the correlation length exponent in the Ising case should not diverge
as in the LPA case, shown in figure 2.7a. The results for the correlation length exponent
as a function of the dimension for various truncation index NCUT it is shown in figure 2.12.
Thanks to anomalous dimension effects the effective dimension of the field in the LPA′
case is greater than in LPA, then truncation techniques show better convergence at lower
dimension. Indeed in figure 2.13 the result for d = 2.5 is already converged for NCUT = 7,
while in figure 2.7a we were unable to get convergence even for NCUT = 10. However it
is evident from figure 2.12 that truncation procedure in d ≥ 2 do not achieve convergence
ever for large couplings number NCUT > 10, it is then convenient to introduce an alternative
functional method to compute the ν exponent in the LPA and LPA′ schemes.
The correlation length exponent νi is related to the larges negative (infrared repulsive)
eigenvalue y1,i of the linearized RG transformation by νi = 1/y1,i (we define ν ≡ ν2). In
order to calculate it, we will use the eigen–perturbation method described in [64]. As a
starting point, we expand the dimensionless effective potential as follows:
U˜k = U˜∗(ρ˜)+ ε u˜k(ρ˜)eyt , (2.77)
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Fig. 2.12 Correlation length exponent ν as a function of the dimension for various NCUT .
The curves are really close for d < 2.5 showing that truncation techniques are able to recover
consistent values for ν even when only few couplings are included. However for d ≃ 2 the
convergence seems out of reach for any treatable number of coupling.
where U˜∗(ρ˜) is a solution of the fixed point equation (2.76) and u˜k(ρ˜) is a perturbation
around the solution whose eigenvalue is y. Substituting this expression into the flow equation,
and considering only terms of first order in ε , we obtain an equation for the perturbation:
(d+ y)u˜k(ρ˜)− (d−2+η)ρ˜ u˜(1)k (ρ˜) =− (N−1)
(
1− η
d+2
)
u˜(1)k (ρ˜)
(1+U˜ (1)∗ (ρ˜))2
−
(
1− η
d+2
)
u˜(1)k (ρ˜)+2ρ˜ u˜
(2)
k (ρ˜)
(1+U˜ (1)∗ (ρ˜)+2ρ˜ U˜
(2)
∗ (ρ˜))2
.
(2.78)
In order to solve this equation we need two initial conditions. The first is obtained by noting
that the perturbation equation (2.78) is linear, so we can require the normalization condition
u˜k(0) = 1, while the second one is imposed on u˜
(1)
k (0) from continuity at zero field:
(y+d)u˜k(0) =−
(
1− ηd+2
)
N
(1+U˜ (1)∗ (0))2
u˜(1)k (0) . (2.79)
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It should be noted that in the special case N = 0 the continuity at zero field is given by
u˜k(0) = 0 and then the normalization condition should be imposed on the first derivative of
the perturbation u˜′k(0) = 1.
Now we can identify a single solution for any value of y, but we know that just a discrete
set of y values will be the ensemble of the physical eigenvalues of equation (2.76). The
supplementary condition to identify this discrete set is given on the shape of the solutions. A
generic solution of equation (2.78) in the ρ → ∞ limit behaves at leading order as:
u˜k(ρ˜) = a(y)ρ
(d−y)
(d−2+η) +b(y)eCρ
2d
d−2+η −1
, (2.80)
where a(y), b(y) are two functions of the eigenvalue y and C is a constant depending on d and
η . This shows that in the infinite field limit, the solution is a linear combination of power-law
and exponential diverging parts [64]. In order to find the discrete set of eigenvalues that we
need, we have to require the solution to grow no faster than a power-law, so the condition is
just b(y) = 0. Using this condition we found just one infrared (IR) repulsive eigenvalue for
the WF fixed point, two for the tri-critical fixed point, three for the tetra-critical fixed point
and so on, see Fig. 2.13a. In this way we were able to construct the curves shown in Figs.
2.13a, 2.13b, 2.14a, 2.14b, 2.17 and 2.18.
The proliferation of eigenvalues is due to the fact that the i–th universality class has
i−1 IR repulsive directions in theory space, and thus we have i−1 solutions with negative
eigenvalue in the perturbation equation (2.78). In the following we will denote as y j,i the
j–th eigenvalue of the i–th universality class.
As was already observed in [24], the vanishing of the anomalous dimension, when
combined with the behaviour of the νi exponents, implies that there are no continuous phase
transitions for N > 2 in d = 2. The case N = 2 is peculiar due to the presence of the Kosterlitz–
Thouless phase transition [65]; our method is not able to recover this result because of its
topological nature. Note that this will apply also to the following, and the case N = 2 is
to be understood in light of the previous remark. Consistently with this argument, here we
find that only the N = 1 model has finite correlation length exponent in two dimensions;
in all other cases, N ≥ 2, ν diverges as d → 2. This allows us to distinguish the spherical
model, related to the N → ∞ limit [66], from the Gaussian model, both having η = 0. In
the N → ∞ limit instead we recover the known exact relation ν(d,∞) = 1d−2 [64]. Fig. 2.14
shows η and y1,2 = ν−1 as function of N ∈ [−2,2.5], for the two cases d = 2 and d = 3. The
critical exponents are continuous in the whole range and in particular around N = 0; this is
an indication that the N → 0 limit, relevant to the problem of self avoiding random walks
(SAW) [67], is well defined.
2.3 Functional solutions and anomalous dimension effects 61
−2 −1 0 1 2
y
0
b(
y
)
i = 2
i = 3
i = 4
(a) Coefficient b(y).
2.0 2.5 3.0 3.5 4.0
d
0.0
0.5
1.0
1.5
2.0
ν
−1 N = 1
N = 2
N = 3
N = 4
N = 5
N = 10
N = 100
N =∞
(b) ν1 for d ∈ [2,4].
Fig. 2.13 Panel (a) estimation of the b(y) coefficient in d = 2 for N = 1 and i = 2,4,6.
The zeros of this function reproduce the discrete spectrum of the eigenvalues of the linear
perturbation of equation (2.76). Panel (b) the correlation length exponent is obtained as
ν = ymax. Correlation length critical exponent ν , for the WF universality class, as a function
of d between two and three for N = 1,2,3,4,5,10,100, from bottom to top.
These curves strictly follow the prescription of the Mermin-Wagner theorem: for N ≥ 2
both η(2,N) and y1,2(2,N) vanish, while in d = 3 they have finite values; thus O(N) models
with continuous symmetries cannot have a spontaneous symmetry breaking in two dimensions.
We remark that both exponents are necessary to distinguish between the case of no phase
transition, where we have seen both exponents vanish, and the N =∞ case where, for example
η(3,∞) vanishes but y1,2(3,∞) attains a finite nonmean field value. Our computation of
ν(d,N) thus completes the RG derivation of the Mermin-Wagner theorem started in [24]
with the analysis of η(d,N). In the limit N →−2 both exponents attain their mean field
values (namely η = 0 and ν = 1/2), where indeed the model is know to have Gaussian
critical exponents in both dimensions [68].
The functions η(d,1) and ν(d,1) can be compared with results from the bootstrap (BS)
approach [69, 70]. The anomalous dimension compares fairly well considering that our
computation is based on the solution of a single ODE, while the correlation length critical
exponent is slightly overestimated for d in the proximity of two, see Fig. 2.15. It will be
interesting to have BS results for the N > 1 cases in dimension other than three [71] and in
particular to see the emergence of the Mermin-Wagner theorem in this approach. It is worth
noting that the functions that are both universal and in principle experimentally accessible.
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Fig. 2.14 Critical exponents η and y1,2 = 1/ν as a function of N in two and three dimensions
for the WF universality class. The fact that the two dimensional curves are zero for N ≥ 2 is
a manifestation of the Mermin-Wagner theorem.
2.3.2 Alternative definition for η
In latter section we computed the universal functions η(d,N) and ν(d,N), see Figs. 2.12
and 2.13b, these results have been obtained using only the fixed point equation (2.76) and
the associated stability equation (2.78). The value of the anomalous dimension η has been
computed using definition (2.74) in self consistent procedure. It should be underlined that we
employed definition (2.74) and not (2.75) even in the N = 1 case, where definition (2.74) is
not strictly valid. Indeed the first definition has been derived using the flow of the Goldstone
excitations propagator, which are not present for discrete Z2.
For the sake of explanation we will now show the reason of choosing (2.72a) rather then
(2.72b). In figure 2.15 we plot the anomalous dimension and correlation length exponent in
the N = 1 case computed using the two alternative definitions for the anomalous dimension
(2.72a) and (2.72b), the results for the two exponents are compared with the numerically
exact quantities obtained with bootstrap technique [69]. It is evident that definition (2.72a)
performs better in the anomalous dimension case, while definition (2.72b) is more accurate
in reproducing the correlation length exponent.
In figure 2.15 we also report results obtained by truncation technique at LPA′ level and
functional LPA results for the ν exponents. In the LPA case the ν exponent is diverging in
the d → 2 limits while it is finite in the LPA′ case.
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Fig. 2.15 Critical exponents η and ν in the N = 1 case. The results have been obtained using
the two alternative definitions given in equations (2.74) and (2.75), the results are compared
with numerically exact bootstrap quantities.
2.3.3 Scaling relations and α,β ,γ,δ
Having obtained ν and η as a function of d and N, we can now use the standard scaling
relations to obtain the other critical exponents:
α = 2−νd β = ν d−2+η
2
γ = ν(2−η) δ = d+2−η
d−2+η . (2.81)
Our results are shown in Fig. 2.16 for 2 ≤ d ≤ 4 and for N = 1,2,3,4,5,10,100. The first
thing we notice is that in the large–N limit we smoothly recover the critical exponents of
the spherical model [41] α = 0, β = 12 , γ =
2
d−2 and δ =
d+2
d−2 . Our results indicate that the
N = 100 case is perfectly approximated by the spherical model, while already at N = 10
deviations from this limit are appreciable. This shows that, for that as regards critical
exponents (or related) quantities, the leading large–N estimates are quantitatively good only
for N of order 102 or larger [72].
For N = 1 and d = 2 our results can be compared with the known exact Ising critical
exponents found by Onsager and others [4, 73], the comparison can be found in table 2.1.
Quantitative agreement is not excellent, as expected by the simplicity of our approach, based
entirely on the solution of a single ODE (2.76) and the relative eigenvalue problem (2.78).
Also it should be noted that the errors of our method are found to be most relevant in this
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Fig. 2.16 Critical exponents of O(N) field theories.
Table 2.1 Ising results
Exp. 3d(BS[5]) 3d([23]) 2d(exact [7] ) 2d([23])
η 0.036 0.044 1/4 0.23
ν 0.63 0.65 1 1.33
α 0.11 0.050 0 −0.65
β 0.33 0.34 0.125 0.15
γ 1.24 1.27 1.75 2.34
δ 4.79 4.75 15 16.12
case, as it will be clear in the following. This is due to the fact that the error we commit is of
the same order of the anomalous dimension of the model considered [19, 46]. However no
other method, at present, has a similar versatility. In any case, once qualitative understanding
has been achieved, one can obtain arbitrarily good quantitative estimates by resorting to
higher orders of derivative expansion [74, 75], of which equation (2.76) represents just the
first order.
It is possible to find a better ν value in the N = 1 case using the definition (2.72b) for
the anomalous dimension rather than the (2.72a) one. This definition gives a worse value for
η(≃ 0.4), but a much better result for ν(= 1.01), as shown in figure 2.15. In table 2.1 we
2.3 Functional solutions and anomalous dimension effects 65
also show the results obtained for the three dimensional Ising model, as expected, in this case
the agreement is much better. This is again due to the fact that the derivative expansion can
be considered as an expansion in terms of the anomalous dimension: the error we commit
will then be of the order of the anomalous dimension, which is smaller in d = 3 than in d = 2.
In fact the LPA′ ansatz for the effective action neglects the dependence of the wave
function renormalization on momentum and field; this dependence is essentially governed
by the anomalous dimension of the model and it is small when the anomalous dimension
itself is small. Thus the LPA′ approximation turns out to be quite effective in these cases
[19, 46]. As a confirmation of this fact one should consider the good results obtained in the
three–dimensional case (again table 2.1) and the fact that the results become exact in the
N → ∞ limit, where in fact the anomalous dimension vanishes. As N grows our quantitative
estimates become better; we made comparisons in the cases N = 2,3,4 and higher and we
found good agreement with best known values [8]. Also our predictions are found to be
better in the case of multi critical universality classes, where the results for the anomalous
dimension are smaller than the standard WF case.
2.3.4 Tricritical universality class
In this case we have two IR repulsive eigenvalues of the linearized flow, both shown in
Fig. 2.17 for 2≤ d ≤ 3, and N = 1,2,3,4. The exponent y1,3 = 1/ν3 is the inverse correlation
length exponent; indeed at the upper tri-critical dimension, dc,3 = 3, it reaches its mean field
value y1,3 = 2. When N = 1 the exponent does not depart so much from the mean field result
as in the standard WF case. The d = 2 value we obtain is y1,3 = 1.90 to be compared with
the exact result [41] yex1,3 = 1.80, both rather close to the mean field value. In the case of
continuous symmetries (N ≥ 2) the tri-critical universality class disappears in d = 2, and
the y1,3 exponents correctly return to their mean field values for every N. The y2,3 exponent,
instead, describes the divergence of the correlation length as a function of an additional
critical parameter. At the upper tri-critical dimension the mean field result is y2,3 = 1. When
N = 1 we find in two dimensions y2,3 ≃ 0.4 which should be compared with the exact value
[41] yex2,3 = 0.8. In this case the agreement is rather low, but this is not surprising since we
know that the LPA′ approximation is rather inefficient in d = 2. However it should be noted
that even if not quantitatively correct, these results can be used to evaluate the crossover
exponent φ = y2,3y1,3 . In d = 2 this gives φ ≃ 0.2 which, despite the quantitative error, gives
a much better estimation than the ε–expansion, which provides a negative value for this
exponent at order ε2 [76]. For continuous symmetries, N ≥ 2, y2,3 vanishes in d = 2, in the
same way as the exponent y1,2 does in the WF case.
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Fig. 2.17 Critical exponents η3,y1,3,y2,3 of the tri-critical fixed points as a function of d for
N = 1,2,3,4. These exponents describe the divergence of the correlation length as a function
of the two critical parameters of the tri-critical universality class.
2.3.5 Higher multi-critical universality classes
The behaviour of the tri-critical case can be generalized to the other multi-critical universality
classes. For these classes with i > 3, we have that at the upper critical dimension, dc,i =
2+ 2i−1 [24], all the i−1 IR repulsive eigenvalues attain their mean field values. The largest
one will always be y1,i = 2, as in the standard WF case, with all the others having a mean
field value smaller than 2. For N ≥ 2 all the exponents, but the lowest one, will have different
values as a function of d < dc,i, all remaining pretty close to the mean field value, which is
eventually recovered in d = 2. Conversely the lowest eigenvalue will decrease monotonically
until it vanishes in d = 2. For N = 1 instead, all the multi-critical universality classes will
still exist in d = 2 and thus all the exponents will reach a finite non mean field value, which
will be given by the relative Conformal Field Theory (CFT) result [7].
2.3.6 The N = 0 case
Multi-critical scaling solutions are also found for N = 0, which survive in infinite number
when d → 2 [24]. A plot of ηi and νi for the first four universality classes i = 2,3,4,5 is
shown in Fig. 2.18; these are numerically very similar to those of the N = 1 cases (see [24]
and Fig. 2.14 for the WF class). This was indeed expected, judging from Fig. 2.14. In table
2.2 we compare the d = 2 exact and the d = 3 Monte Carlo (MC) results for (WF) self-
avoiding walks (SAW) [77], which correspond to the N = 0 limit of O(N) models [67], with
the results obtained from our analysis and using scaling relations: From these comparisons
we see that the N = 0 estimates are better than the N = 1 estimates, since also the N ≥ 2
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Fig. 2.18 Critical exponents in the N = 0 case. In the main plot are shown the values of νi in
the range 2≤ d ≤ 3 for the (from the bottom) WF, tri-critical, tetra-critical and penta-critical
universality classes, corresponding respectively to i= 2,3,4,5. In the inset the corresponding
values of ηi are reported (in inverted order, from top to bottom).
Table 2.2 SAW results
Exp. 3d(MC[78]) 3d(this work) 2d(exact[77]) 2d(this work)
η 0.028 0.04 5/24≃ 0.208 0.232
ν 0.587 0.597 3/4 = 0.75 0.801
α 0.239 0.210 1/2 = 0.5 0.398
β 0.302 0.310 5/64≃ 0.078 0.093
γ 1.157 1.169 43/32≃ 1.344 1.416
δ 4.837 4.769 91/5 = 18.2 16.24
estimates are so, this indicates that the (WF) Wilson–Fisher universality class is the one for
which our estimates are poorer.
In this section we reported the computation of critical exponents of O(N) universality
classes as a function of the dimension and of the number of field components. The correlation
length critical exponent ν was computed by studying the eigenvalue problem obtained
linearizing the RG flow of the running effective potential around the scaling solutions found
in [24], representing the O(N) multi-critical fixed point theories. From this and the previous
knowledge of the anomalous dimensions, all the remaining exponents α , β , γ , δ were found
using scaling relations. In particular we displayed the critical exponents for the Wilson–Fisher
and tri-critical phase transitions for general d and N.
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The critical exponents for the multi-critical classes in the N → 0 limit were firstly
investigated with LPA′ approximation. These, via the De Gennes correspondence [67], are
universal, observable quantities which can be associated to possible new phases of polymeric
systems.However this physics is yet to be observed.
We conclude this section by stressing that here we explored just the simplest realization of
our method and this alone allowed a complete qualitative understanding of O(N) universality
classes.
2.4 Landscape of scalar field theories
The aim of this section is twofold, on one side we aim at demonstrating how it is possible
to improve quantitative understanding of critical properties by enlarging the truncation
considered for the effective action ansatz. On the other side it will be shown that the solution
technique employed in latter section can be extended, with some modifications, to more
complex truncation schemes. In this section we consider a one component scalar field field
theory with a Z2 symmetry, the derivative expansion for the effective action to order ∂ 2 reads
[74]:
Γk[ϕ] =
∫
ddx
{
1
2
Zk(ϕ)(∂ϕ)2+Vk(ϕ)
}
. (2.82)
The effective potential Vk(ϕ), the wave-function renormalization function Zk(ϕ) are now
written in the field ϕ notation rather than in the invariant ρ = ϕ
2
2 since we are considering
only scalar field theories.
We derive now the flow equations for the effective potential Vk(ϕ) and for the wave-
function renormalization function Zk(ϕ), dropping the fourth order functions. The definitions
to derive the flow equations can be obtained projecting properly the Wetterich equation
(1.60),
Vk(ϕ) = Γk[ϕ]
∣∣∣
ϕ=ϕ˜
(2.83)
Zk(ϕ) = lim
p→0
1
2
d2
d p2
Γ(2)k [ϕ]
∣∣∣
ϕ=ϕ˜
(2.84)
The flow equation for the effective potential is given by:
∂tVk(ϕ)+dV (ϕ)− (d−2+η)2 ϕV
(1)(ϕ) = Q d
2
[(
R˙k−ηRk
)
Gk(ϕ)
]
, (2.85)
2.4 Landscape of scalar field theories 69
where R˙ = ∂tRk is the scale derivative of the cutoff function and the˜symbol over the ϕ field
has been omitted for convenience. The cutoff function can be expressed as,
Rk(q) = q2r(q2/k2) (2.86)
which ensures the correct dimension for the cutoff term in the action. Then in equation (2.85)
the regularized propagator at the constant field configuration ϕ is defined as:
Gk(x,ϕ) =
1
Zk(ϕ)x+V ′′k (ϕ)+ xr(x/k2)
. (2.87)
In equation (2.85) we wrote the r.h.s. as a "Q-functional” as defined in equation (B.83) of
Appendix B.3. In this section we will always write the beta functions, before a particular
cutoff shape function as been chosen, in terms of Q-functionals. In this sense a Q-functional
is a functional that maps a cutoff shape function to the explicit form of the beta function. The
anomalous dimension of the scalar field in (2.85) is defined by η =−∂t logZk(0).
This definition of the anomalous dimension is valid both in the symmetric and in the
broken phase [19]. It is a little more involved to derive the flow equation for the wave-
function renormalization function. Taking the second functional derivative of (1.60) with
respect to the fields we can readily write down the flow equation for the two-point function
of the effective action in momentum space. We have:
∂tΓ
(2)
p,−p(ϕ) =∫
q
Gq(ϕ)Γ
(3)
q,p,−q−p(ϕ)Gq+p(ϕ)Γ
(3)
q+p,−p,−q(ϕ)Gq(ϕ)∂tRq+
−1
2
∫
q
Gq(ϕ)Γ
(4)
q,p,−p,−q(ϕ)Gq(ϕ)∂tRq . (2.88)
Introducing on the r.h.s. of equation (2.86) the vertices of the effective action at order ∂ 2
and extracting the p2 terms gives, after some algebra, the following flow equation for the
wave-function renormalization function is found
∂tZk(ϕ) =−Z(2)(ϕ)d2 Q d2
[
G2
(
R˙k−ηRk
)]
+Z(1)(ϕ)22dQ d
2+1
[
G3
(
R˙k−ηRk
)]
+Z(1)(ϕ)2dQ d
2+2
[
G2Gx
(
R˙k−ηRk
)]
+Z(1)(ϕ)22Q d
2+3
[
G2Gxx
(
R˙k−ηRk
)]
+Z(1)(ϕ)V (3)(ϕ)dQ d
2
[
G3
(
R˙k−ηRk
)]
+Z(1)(ϕ)V (3)(ϕ)2dQ d
2+1
[
G2Gx
(
R˙k−ηRk
)]
+V (3)(ϕ)2dQ d
2
[
G2Gx
(
R˙k−ηRk
)]
+V (3)(ϕ)22Q d
2+1
[
G2Gxx
(
R˙k−ηRk
)]
+Z(1)(ϕ)V (3)(ϕ)4Q d
2+2
[
G2Gxx
(
R˙k−ηRk
)]
. (2.89)
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Equations (2.85) and (2.89) represent the flow equations for Vk(ϕ) and Zk(ϕ) for general
cutoff shape function at order ∂ 2 of the derivative expansion.
Once an appropriate cutoff shape function has been chosen, the integrals in (2.85) and
(2.87) can be pursued, sometimes analytically. In this way we obtain a system of partial
differential equations for Vk(ϕ) and Zk(ϕ) in the variables k and ϕ . After re-writing the flow
equations (2.87) and (2.87) in terms of the dimensionless field ϕ˜ = k
d
2−1Z−1k (ϕ0)ϕ and of
the dimensionless functions V˜k(ϕ˜) and Z˜k(ϕ˜), we can study the system
∂tV˜k(ϕ˜) = 0 ∂t Z˜k(ϕ˜) = 0 ,
to find the fixed point effective potential and fixed point wave-function renormalization
function, as we did in previous sections. It is possible, for example, to show that in d = 3
there is only one scaling solution to the latter system.
The investigation of Z2 symmetry breaking in d = 3 is not a crucial test for the derivative
expansion technique. Indeed in the context of RG approaches very good results for the critical
exponents of ϕ4 theory can be obtained using ε-expansion techniques [54]. It is in d = 2,
where every perturbative approach fails to describe correctly the various universality classes,
first constructed exactly using conformal field theory (CFT) methods [7], that the system
(2.89) reveals its non perturbative potentialities. It was shown in [79] that the system (2.90),
in d = 2, has several scaling solutions, each of which corresponds to one of the universality
classes know from CFT. It was also found in [59] that the derivative expansion (2.82) breaks
down as the anomalous dimension of the scalar field grows, making the contributions of the
neglected higher derivative terms, increasingly more important.
2.4.1 Scaling solutions
In order to solve equations (2.85) and (2.89) we shall specify the form of the cutoff function.
In this section we will again consider the optimized cutoff case
Rk(q) = (k2−q2)θ(k2−q2)
which is believed to always produce better results, rather than the power law cutoff employed
in [18]. We shall then solve equations for the optimized cutoff at the fixed point and then
compare our results with the ones obtained with the equations obtained in the power law
cases, which were already solved in [18, 59].
The main focus of this section is to show how it is possible to obtain reliable results for
the universality class of the model considered using the spikeplot method to solve the flow
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equations. As shown in previous sections this method has diverse advantages. First of all it
does not require to solve the flow for equations in function of the renormalization "time" t.
Also we solve the fixed point equations (expressions (2.85) and (2.89) with the l.h.s. equal
to zero) in their full functional form, without relying on truncations as it was done in [74].
Moreover our solution method does not need any external input as in [18, 59], where the
relaxation method was used starting from the exact spherical model solution. This approach
even if very effective is rather involved even at this order in derivative expansion and one
needs to carefully study the flow equations before the actual computation, in order to have a
qualitative pictures of the expected phase diagram.
Conversely our technique consists in solving the fixed point equations with the spikeplot
method introduced in [24]. As shown in previous section this method proves useful in the
LPA′ approximation, allowing to depict a full qualitative and in many case quantitative phase
diagram of O(N) models [22, 25].
For parity reasons we expect the following boundary conditions for the local potential
and the wave-function renormalization evaluated for vanishing fields,
V (1)(0) = 0, (2.90)
V (2)(0) = σ , (2.91)
Z(0) = 1, (2.92)
Z(1)(0) = 0. (2.93)
Conditions (2.90) and (2.93) are a direct consequence of the Z2 symmetry. The condition
(2.92) is obtained using field scale invariance to absorb a term Z(0) into the field definition.
Thus we are left with only an unspecified condition over the V (2)(0) value. In equation (2.91)
σ is some real values to be computed using the shooting method as it happens in the simpler
LPA′ case of section 2.3 [24].
At LPA′ the value of the anomalous dimension can be uniquely defined from the fixed
point potential, see (2.75). On the other hand in the present case the anomalous dimension η
is a free parameter to be chosen using the shooting method.
Let us describe the procedure in more details, we solve equations (2.85) and (2.87) in a
specified cutoff scheme for different values of σ and η . For any arbitrary point in the (η ,σ)
plane the solution will blow up at a finite value of the field, we call this finite value ϕ˜∞(σ ,η),
in analogy with ρ˜∞(d,σ) of previous section. As already explained there are some points in
which ϕ˜∞ diverges, indicating a fixed point effective action well defined at any field value.
Thus the physical fixed points in the (η ,σ) plane is indicated by a singularity of ϕ˜∞. At this
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points the solutions of the fixed point equations represent the effective action of scalar field
theories at criticality.
2.4.2 The three dimensional case
First of all we consider the case d = 3, which is the less involved since the anomalous
dimension is small. Moreover in d = 3 we have just one universality class, apart form the
non interacting gaussian fixed point. This is the standard Wilson Fisher fixed point, which
represents the critical behavior of interacting ϕ4 theories. The equations in the optimized
cutoff case (B.107) and (B.108), given in the appendix, are solved using the spikeplot method.
We shall specify four initial conditions in order to solve these two second order differential
equations, we already showed that the only independent initial condition left after an accurate
analysis of the differential system is the bare value of the dimensionless mass V˜ (2)(0) = σ we
obtain a three dimensional plot of ϕ˜∞ as a function of σ and η . The theory space of the three
dimensional Ising model emerges from the phase space of the solutions of equations (2.85)
and (2.87). In figure 2.19 the value at which the numerical solver interrupts integration φ˜∞ is
represented by colors in the plane of the initial conditions (σ ,η). Apart for the maximum in
the origin, which represents the free theory, we see a family of maxima arising along a curve
which separates the dark blue region of the severely ill defined solutions from the light green
region of intermediate solutions. The WF universality is located at the end of the line of
maxima as it is clearly seen in panel (a). It is remarkable that modifying the cutoff function
we obtain similar results for the critical exponent but different ranges for the physical values
of the coupling. In particular the equations in the optimized cutoff case develop a divergence
for σ =−1 often called spinodal instability. It is not clear wether this divergence which is
IR attractive in all directions is the physical IR fixed point or rather an artifact of the cutoff
scheme. However it has been demonstrated that it is possible to recover information over the
universal quantities studying the scaling of the solutions close to this instability [52].
Moreover we find that only the small η portion of the plane is a non trivial support for
the ϕ∞ function, which is identically zero for all η > 0.05. Thus the identification of the
Wilson Fisher universality class is unique and does not need and special analysis such as
large field expansions or relaxation methods. The results of 2.19 have been obtained solving
numerically the fixed point with a fourth order Runge-Kutta approach.
In Fig. 2.19 panel (a) it is evident that apart for the red sharp spike in σ = η = 0 another
less sharp peak occur at some finite value of the initial conditions. However this sharper
spike is part of a family of peaks branching from the Gaussian universality. It is not easy to
decide at which precise value of the (σ ,η) plane the spike actually occurs due to the errors
introduced by the finite grid. Also the three dimensional shape of the spike is rather complex
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Fig. 2.19 Spike plot in three dimension for the optimized cutoff case in panel (a). The value
of ϕ∞ in the (σ ,η) planes has two divergences: the one located at (0,0) is the Guassian
theory. The other divergence represents the Wilson Fisher universality class, which occurs at
a finite positive value of the anomalous dimension and for a negative dimensionless mass.
Contour plot of φ∞(σ ,η) in panel (b).
and it is difficult to extrapolate the correct maximum value from the results on the discrete
grid.
The red circle in the contour plot of Fig. 2.19 panel (b) represents the location of the
Wilson-Fisher universality class obtained after a careful analysis described in the following.
As it is easily seen the point is not located on one of the maxima of the function ϕ∞(σ ,η)
due to the finiteness of the two dimensional grid used to compute the landscapes of Fig. 2.19.
2.4.3 The two dimensional case
The d = 2 case is more involved, due to the infinite number of universality classes of a two
dimensional scalar theory. These universality classes correspond with the minimal models of
CFT and then the critical exponents are known exactly.
It is however important to reproduce such results even at approximate level with an
independent method. Indeed to obtain our flow equations we did not impose any further
condition rather than Z2 symmetry. Even in this oversimplified computation scheme and
without any imposition on the symmetries of the model or the shape of the solutions we
found a complete picture of the phase landscape of scalar field theories. The result for the
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Fig. 2.20 Spike plot in two dimensions for the optimized regulator case. The landscape of
scalar quantum field theories at this approximation level is quite complicated. The maxima
of ϕ∞ form mountain chains located on some special curves in the (σ ,η) plane.
landscape of interacting fixed points in two dimensional scalar field theories is reported in
figure 2.20, in the optimized cutoff scheme. It si difficult to correctly identify the exact value
of the anomalous dimension for any universality class. Indeed the maxima of ϕ˜∞ are disposed
on special lines of the (σ ,η) plane, forming spike chains.
The minimal models universality classes should be located at the tallest peak of every
chain. However it is not easy to identify the desired solution due to the infinite number of
solutions accumulating at the origins. The simplest cases are the one with largest values of
the anomalous dimension which are the furthest from the accumulation points.
In panel (a) of Fig. 2.20 the Gaussian universality appears as a infinitely tall spike located
at σ = η = 0. The two peaks chain at the extrema of the origin are the longest in the η
direction and they represent the Wilson-Fisher and tricritical universalities which have the
largest anomalous dimension values. In both these peak chains, going from η = 0 to η = ∞,
have a maxima at a finite value of the anomalous dimension which roughly corresponds to
the expected value.
The results are more clear as seen in Fig. 2.20 panel (b), we have infinitely many peak
chains starting at η = 0 and drawing sharp cuts in the (σ ,η) plane. These chains accumulate
in the origin, becoming shorter and shorter, as expected since the represent high order
universalities. Every chain is almost a straight line and posses one or few maxima (the bright
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spots in Fig. 2.20 panel (b)) at a finite value of the anomalous dimension, which roughly
corresponds with the expected value of the corresponding universality.
The presence of more then one maxima in most of the spike chains of Fig. 2.20 make
the determination of the correct maximum rather complex. Indeed we shall expect only one
singularity to emerge for any chain. However this is not the case due to the extremely complex
three dimensional structure of every chain which makes difficult to correctly represent it
using the results of the shooting technique over a finite square grid.
Moreover increasing the precision of the grid will need an exponential growing com-
putation time due to the necessity to increase accordingly the precision of the numerical
solution of the differential equations. In the following section we outline a general procedure
which allow to compute the correct value of the anomalous dimension maintaining low
computational cost.
2.4.4 The anomalous dimension
The best approach to compute the anomalous dimension of every universality class is to
reduce the problem of finding the maxima of the two dimensional surface ϕ∞(σ ,η) to the
simpler one to find the maximum of a single one dimensional chain. This is possible using
the results of Figs. 2.19 and 2.20 as a guide. First of all we fit the locations of the maxima
of a single chain in the (σ ,η) plane with a simple function, a straight line was sufficient in
most of the cases. This procedure give us an explicit expression for the maxima chain as a
function σ(η) along which we can pursue a standard one dimensional shooting technique.
Obviously the coefficients of the fit will contain errors due to the finiteness of the grid in the
landscape of Figs. 2.19 and 2.20.
The best value for the fit is obtained varying the coefficient in order to maximize the
height of the spike as it is shown in Fig. 2.21 panel (a) for the tricritical universality.
During the optimization procedure of the fit parameters it occurs that two minima are
found in the line, this is due to the complex three dimensional structure of the peaks in
the (σ ,η) plane. However as it appears from Fig. 2.20 panel (a) the highest divergence
is obtained in the case of a single peak, showing that the two peaks structure occurs only
when the fit line does not cross the singularity at the center. The optimization procedure is
straightforward since we should allow only for very small variation of the fit coefficients and
the one dimensional shooting computation is extremely fast.
Optimizing the fit coefficients to maximize the height of the peak in every chain we obtain
a one dimensional spike plot for every universality class from the standard Wilson-Fisher
case i = 2 to the esacritical universality i = 6 as it is shown in Fig. 2.19. The values, at which
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Fig. 2.21 In panel (a) we show different results for the one dimensional shooting technique
along the WF universality peak chain in two dimension, the different curves represent
different values for the chain curve fit parameters. In panel (b) the 1 dimensional spike plots
along the chains lines, with optimized fit parameters, are shown for the first six universality
classes in d = 2 (solid lines) and for the WF universality in d = 3 (dotted line).
the singularities of ϕ˜∞ occur, are in agreement with the expected values for the anomalous
dimensions.
In Fig. 2.22, panel (a), we show the results obtained for the anomalous dimensions
obtained using the shooting technique described above to solve the fixed point equations. The
results of this work (green line) are compared to the ones found in [59] and to the exact results
of CFT solutions (red line). The curve obtained here is more precise than the results found
in the power law cutoff scheme of [59], which confirms the expected better performance of
the optimized cutoff scheme. It should be also noted that, as expected, the precision of FRG
truncation scheme increases lowering the anomalous dimension values, with the esacritical
value for the η exponent reproduced up to 99% even in this rather simple approximation.
In panel (b) of Fig. 2.22 we show the potential V (ϕ) and the field dependent wavefunction
renormalization Z(ϕ) for the first six universality classes in d = 2. The solutions are shown
only for positive values of the field ϕ˜ , since the other branch can be simply obtained
using reflection symmetry. Each potential shows a number of minima i, as indicated by its
criticality order, and the corresponding wavefunction renormalization has a relative maximum
in correspondence of each minimum position.
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and Z(ϕ) in d = 2.
Fig. 2.22 n panel (a) we show the anomalous dimensions as a function of the critical index i
for the optimized (green line) and power law (blue line) cutoff case, compared to the exact
CFT results (red line). In panel (b) the solutions for the functions Z(ϕ) and V (ϕ) are shown
for the first six multicritical universalities.
The solutions shown in figure 2.22 panel (b) have been obtained solving equations (2.85)
and (2.87) with the values of η and V ′′(0) found using the shooting technique described
in Fig. 2.21. These solutions however break down at some finite value ϕ˜∞ which occurs
soon after the last minima of the fixed point potential. The asymptotic behaviors shown in
Fig. 2.22 have been computed using large field expansion of equations (2.85) and (2.87).
2.4.5 Regulator dependence
As it should be understood from above investigations. The efficiency of our shooting
technique crucially depends on the structure of the 3 dimensional surface ϕ∞(σ ,η), which
has non trivial shape only on a finite number of quasi-2 dimensional manifolds, i. e. the
lines in Fig. 2.20. It is then necessary to test wether this simplified structure is just an artifact
of our particular regulator or if it is a general result valid for equations (2.85) and (2.87)
independently from the particular form assumed by the Q-functionals.
In order to check the stability of our approach we consider another regulator form to
explicitly compute the Q-functional. The most effective choice in this perspective is the
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power law regulator already adopted in [59]
Rk(q) =
k4
q2
. (2.94)
Indeed such regulator, even if not optimal to compute numerical quantities, produces simple
results for the flow equations. Moreover the power law has a rather peculiar shape very
different from the Litim one, indeed while the last one is compact with extremely localized
derivatives the first has infinite support and it has finite derivatives at all orders.
The derivation of the flow equations in the power law cutoff case (2.94) is reported in
the appendix. We apply the same procedure already considered for the flow equations in the
Litim regulator case. Both in d = 2 and d = 3 we retrieve the expected phase structure, with
only one correlated fixed point in the first case and infinitely many solutions in d = 2, as in
Fig. 2.23. It is worth noting that in the power law regulator case the height of the peaks in the
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Fig. 2.23 Spike plot in two dimensions for the power law cutoff case. The landscape of scalar
quantum field theories at this approximation level is quite complicated. The maxima of ϕ∞
form mountain chains located on some special curves in the (σ ,η) plane.
contour plot is much smaller than in the previous case. However both in 2, Fig. 2.23 panel
(a), and 3 dimensions, panel (b), the peak chains are evident, thus demonstrating that the
structure of the ϕ˜∞(σ ,η) function, even if influenced by the regulator form, maintain a very
small non trivial support. In both the regulator cases every universality class of the theory
appears has a chain of peaks in the σ η plane.
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2.5 Conclusion
When one starts writing a thesis the first problem is choosing a suitable title. Since the
beginning of the project this thesis was aimed at exploring the possible application of the FRG
approach to Condensed Matter and Statistical Physics problems. Then the methodological
focus of the Thesis should have been clearly stated in the title of the thesis. However different
communities employ different names to indicate the same RG approach. All these names are
devised to underline a different characteristic of the approach, which in the mind of the users
is the most relevant in actual computations.
The name Exact Renormalization Group is the most traditional one and drives attention
on the Wetterich equation (1.60) which is in principle exact. The exactness of the FRG core
equation has played a crucial role in the success of the approach, indeed, even if not exactly
exploited, it is responsible for the possibility to develop tower of convergent approximation
schemes [19, 31, 32].
On the other hand the name Non-Perturbative Renormalization Group is employed to
highlight the possibility to produce non perturbative results in the FRG framework. This
is probably the most relevant property of FRG. Nevertheless it is hard to define what non
perturbative really means. An a posteriori definition consist to call non perturbative the
results which cannot be obtained using perturbative approaches. An a priori definition can
be devised as follow non perturbative techniques allow to produce numerical quantities
whose accuracy does not lowers exponentially with any of the model parameters. This
latter definition seems more compelling; indeed it has been shown in Chapter 2 that LPA′
truncation, when treated at full potential level [80], is able to reconstruct all the qualitative
picture and to furnish semi-quantitative results for the universal quantities as a function of
N and d. Thanks to the spikeplot technique outlined in [22] and fully developed in [23, 25]
we are able to draw the full picture for the phase diagram in any dimension and even in
some special limits such as the N = −2,−1,0 limits, recovering all the expected features
provided by exact computations. These results are the best evidences of the non perturbative
characteristic of derivative expansions of FRG.
While the absence of any perturbative approximations is probably the most relevant
feature of FRG, it is obtained only when derivative expansions are employed. Nevertheless
FRG approach is also used to pursue perturbative computations in Fermionic systems [32,
81]. FRG formalism profoundly simplifies the regularization of perturbative series and
brought new insight into perturbative investigations of Fermionic field theories. Then
the name Non-Perturbative Renormalization Group while emphasizes the potentialities of
derivative expansion reduces the importance of other approximation techniques, such as
vertex expansions, which however prove useful in many different context.
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In the title of this thesis it was chosen the definition Functional Renormalization Group,
since, in the opinion of the author, it is the most suitable to describe the characteristics of the
method. Indeed FRG is based on a functional RG equation (1.60) and, thanks to derivative
expansions, allows to explore functional flow equations. Only when full functional form of
the flow equations is retained it is possible to obtain qualitatively correct results, see Section
2.2.
For systems with continuous symmetry (N ≥ 2) LPA gives no SSB for d ≤ 2 and SSB
for d > 2 in agreement with the Mermin-Wagner theorem and its extension to systems with
fractional dimension; in particular, simple analytical expressions are found in the large N
limit, correctly retrieving the expected results for the spherical model. We observe that the
presented results rule out any type of SSB, not only the standard (bicritical) Wilson-Fisher
(WF) fixed point, but also all the other possible multicritical fixed points.
As a tool to assess the validity of different truncation schemes, for general N we studied
the solutions of the LPA renormalization group equations using a finite number of terms (and
different regulators), showing that SSB always occurs even where it should not (i.e. for d ≤ 2
for N ≥ 2). The SSB is signaled by WF fixed points which for any possible truncation are
shown to stay on the line defined by vanishing mass beta functions. Increasing the number
of couplings these WF fixed points tend to the infrared convexity fixed point for d ≤ 2 and
to the pertinent exact LPA WF point for d > 2. Moreover we studied the case of Taylor
expansion of the effective potential around the minimum ρ0. Even when this expansion
is truncated at lowest order NCUT,m = 2, it is possible to retrieve the correct behavior for
the Mermin-Wagner theorem, since ρ0 is diverging when d → 2. However at this order the
truncation around the minimum cannot provide the expected behavior for the N = 1 case, in
fact the coupling λ diverges at d = 2.5 and becomes negative below this threshold, even if it
is well known that in the Ising model the SSB occurs even at d = 2.
For the Ising model (N = 1) the SSB is shown to occur for d > 2 (as it should be), but not
for d = 2 (as it should not be). At variance, finding the correct results for d = 2 and N = 1,
as well as for the Ising model in 1 < d < 2, requires to go beyond LPA since the anomalous
dimension cannot be neglected: in d = 2 the LPA without truncations is sufficient to explain
the absence of SSB for N ≥ 2, but not to predict the presence of SSB for the Ising model.
To have qualitatively correct results in d = 2 valid for all N anomalous dimension effects as
introduced in LPA′ have to be considered. This has been recently shown in [22], which shows
how LPA′ is able to reproduce numerically the behaviour predicted by the Mermin-Wagner
theorem for d → 2 and N ≥ 2 (with the anomalous dimension η → 0 and the correlation
length exponent ν → ∞ [25]), and correctly predicting at the same time SSB and a finite
anomalous dimension exponent for the Ising model. We extended these results showing that
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when the anomalous dimension vanishes then no SSB transition is possible in d ≤ 2 (as it
happens for the O(N ≥ 2) models).
In Section 2.3 we reported the computation of critical exponents of O(N) universality
classes as a function of the dimension and of the number of field components. The correlation
length critical exponent ν was computed by studying the eigenvalue problem obtained
linearizing the RG flow of the running effective potential around the scaling solutions found
in [24], representing the O(N) multi-critical fixed point theories. From this and the previous
knowledge of the anomalous dimensions, all the remaining exponents α , β , γ , δ were found
using scaling relations.
In particular we displayed the critical exponents for the Wilson–Fisher and tri-critical
phase transitions for general d and N. Another result which is new to our knowledge are the
critical exponents for the multi-critical classes in the N → 0 limit. These, via the De Gennes
correspondence [67], are universal, observable quantities which can be associated to possible
new phases of polymeric systems. To the best of our knowledge, this physics is yet to be
observed.
One interesting feature which is worth mentioning is that there is a correspondence
between critical exponents of models with short range interactions in fractional dimension
and models with long range interactions in integer dimension [80]. This means that our curves
η(d,N) and ν(d,N) have direct physical interpretation, not only for systems in fractional
dimensions, but as describing the critical behaviour of models with long range interactions in
two or three dimensions. In this case our universal results could be indirectly tested in the
near future, both by numerical simulations and laboratory experiments. Further details on
this correspondence can be found in [80], see Chapter 4. By computing the function ν(d,N)
we provided the information necessary to complete the non perturbative RG scenario of
O(N) models universality classes as put forward in our previous work [24]. This constitutes
a first important example of how one can use RG equations to give precise statements on how
universality classes depend on dimension and symmetry group parameters, a general and
fundamental problem whose solution has important applications in physical model building
in both condensed matter and high energy physics.
It is worth noting that the approach here presented makes a bridge between all the known
features of the critical behavior of O(N) models. In fact, perturbative ε–expansion techniques
while providing good numerical results close to four dimensions are unable to reproduce
even the qualitative features of the models in d ≃ 2 [8]. In d = 2 it is necessary to use ad
hoc methods as CFT to obtain exact quantities. These exact results are however difficult
to connect with the d > 2 approximate results. Also other expansions based on the exact
solution of the spherical model are difficult to calculate at high orders [72] and they fail both
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in quantitative and qualitative agreement for small N values. In particular multi-critical results
are not available in 1/N expansions and are also qualitatively incorrect in ε–expansions [41],
while the approach described here gives all the qualitatively correct results even for these
models. The correctness of these findings is granted by the functional description of the
theory space of O(N) models which is developed here to full extent.
In the last section of this Chapter 2.4 we demonstrated the flexibility of the spikeplot
technique, employed for the LPA′ case in section 2.3, applying it to the O(∂ 2) ansatz of the
derivative expansion for scalar field theories. Without any external input the method can
recover the full phase diagram of the 2 dimensional scalar field theory. Every universality
class is obtained as a family of peaks of the function ϕ∞(σ ,η) in the (σ ,η) plane, see figure
2.20. Later on the height of the tallest maximum for every peak chain in the plane is used to
locate the correct values of the anomalous dimension of each universality class. The obtained
results are shown in figure 2.22a.
The method described and tested in the last section of this chapter will be particularly
useful to analyze the phase diagram of exotic field theories where no a priori information is
available, since it does not need any external input and allows to immediately visualize the
qualitative structure of the theory phase space.
Chapter 3
FRG Studies of Sine-Gordon Models
The FRG is a powerful technique to study SSB and O(N) models as discussed in Chapter 2,
but it gives indirect informations, at least in derivative expansions [82, 83], on the occurrence
of topological BKT transition in the N = 2 d = 2 case. To investigate topological transitions,
where SSB is not present, it turns convenient to apply FRG to sine-Gordon (SG) models as it
is done in the present chapter.
In the last section of Chap. 2 we compared our results for the anomalous dimension
with the exact quantities obtained by CFT. This discussion showed how FRG techniques
can reproduce, at least qualitative, the exact values found with conformal methods in a more
general framework.
Another bridge between conformal field theory (CFT) techniques and the RG description
of field theories is provided in two dimensions by the c-theorem. Far from fixed points,
Zamolodchikov’s c-theorem [84] can be used to get information on the scale-dependence of
the model. In particular the theorem states that it is always possible to construct a function
of the couplings, the so-called c-function, which monotonically decreases when evaluated
along the trajectory of the RG flow. Furthermore, at the fixed points this function assumes
the same value as the central charge of the corresponding CFT [7].
Although the c-theorem is by now a classical result, the determination of the c-function
is not straightforward and its computation far from fixed points is non-trivial even for very
well known models, so that methods as form factor perturbation theory, truncated conformal
space approach and conformal perturbation theory has been developed [85]. In d = 2 an
expression of the c-function has been obtained in the framework of form factor perturbation
theory [86] for theories away from criticality and it has been applied to the sinh-Gordon
model [85]. The sinh-Gordon model is a massive integrable scalar theory, with no phase
transitions. In [85] one finds ∆c = 1 for the sinh-Gordon theory. In a recent result [87],
the analytical continuation of the sinh-Gordon S-matrix produces a roaming phenomenon
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exhibiting ∆c = 1 and multiple plateaus of the c-function. The analytic continuation β → iβ
of the sinh-Gordon model leads to the well-known sine-Gordon (SG) model with a periodic
self interaction of the form cos(βϕ).
The SG model presents the unique feature to have a whole line of interacting fixed points
with coupling (temperature) dependent critical exponents. It is in the same universality of the
2-dimensional Coulomb gas [88] and of the 2-dimensional XY [36], thus being one of the
most relevant and studied 2-dimensional model, with applications ranging from the study
of the Kosterlitz-Thouless transition [36] to quantum integrability [89] and bosonization
[90]. In particular, for the SG model an ubiquitous issue is how to deal with the issue of
the periodicity of the field [91], which unveils and plays a crucial role for β ̸= 0. Given
the importance of the SG as a paradigmatic 2-dimensional model, the determination of the
c-function from the non-perturbative RG flow is a challenging goal, in particular to clarify
the role played by the periodicity of the field for β ̸= 0.
From the RG point of view, the determination of the behavior of the c-function is a
challenging task requiring a general non-perturbative knowledge of the RG flow. Recently
[25], an expression for the Zamolodchikov’s c-function has been derived for 2-dimensional
models in the Functional RG (FRG) framework [19, 31, 43]: resorting to an approximation
well established and studied in the FRG, the Local Potential Approximation (LPA), an
approximated and concretely computable RG flow equation for the c-function was also
written down [25]. By using this expression known results were recovered for scalar models
on some special trajectories of the Ising and SG models. For the SG model, having a
Lagrangian proportional to cos(βϕ), the determination and the integration of the c-function
was carried out for β = 0 as a massive deformation of the Gaussian fixed point [25]. Motivated
by these results, both for the Ising and SG models and for general 2-dimensional models, it
would be highly desirable to have a complete description of the c-function on general RG
trajectories.
In the present chapter we present the first numerical calculation of the c-function on the
whole RG flow phase diagram of the SG model. The goal is to determine the behavior of the
c-function, and the presence of known results (namely, ∆c = 1) helps to assess the validity of
our approach along the different flows. We also complete the description initiated in [25]
moving to more complex trajectories and showing that these cases are not a straightforward
generalization of the known results. We finally discuss the dependence of these results on the
approximation scheme used to compute FRG equations.
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3.1 Introduction to the Sine-Gordon model
Sine-Gordon type models considered in this chapter are reviewed in this section putting
emphasis on their symmetries and their phase diagrams. Symmetry considerations are
important since together with the dimensionality, they can be used to determine the phase
structure. The effective action of the sine-Gordon (SG) model contains a scalar field with
periodic self-interaction
Ssg[ϕ] =
∫
ddx
[
1
2
(∂µϕ)2+ucos(βϕ)
]
. (3.1)
where u is the Fourier amplitude and β is the frequency. In addition to the reflection (Z2)
symmetry, the action of the SG model (3.1) under the transformation
ϕ(x)→ ϕ(x)+ 2π
β
(3.2)
remains unchanged, thus, it has another discrete symmetry: is periodic in the field variable.
Due to this additional symmetry one expects changes in the phase structure compared to the
Ising model. Indeed, the SG model has two phases in d = 2 dimensions and it is known to
undergo an infinity order (topological) phase transition. The phase transition is controlled
by the frequency, i.e., its critical value β 2 = 8π separates the two phases. Let us note, both
the periodicity and the reflection symmetry have been broken spontaneously in one of the
phases of the model but this is in agreement to the Mermin-Wagner theorem since they are
discrete symmetries. Furthermore, the SG model (3.1) can be mapped onto the scalar model
with O(N = 2) symmetry in d = 2 dimensions, thus, the signature of the infinite order phase
transitions of the SG theory has been observed by the critical slowing of the running of the
coupling in the two-dimensional O(2) model [83, 92, 93].
In the next section we review some traditional results on the possible mappings between
the SG and various type of 2 dimensional and layered condensed matter systems.
3.2 Gas of Topological Defects, Spin models, Superconduc-
tivity
Various types of mappings of sine-Gordon type models exist, in the following we introduce
the ones which are most tightly connected to condensed matter physics. In this section we
follow the lines of the presentation given in [94].
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3.2.1 Ginzburg-Landau theory of superconductivity
In order to describe the phenomena of superconductivity one can use three different strategies.
The most fundamental one is the microscopic description; in case of conventional supercon-
ductors this is the celebrated BCS theory. The second opportunity is the Ginzburg–Landau
(GL) model which can be derived from the microscopic theory. The third scenario is the
electrodynamical description which is nothing but the equations of motion derived from the
corresponding GL model. These three stages work for high transition temperature super-
conductors as well (e.g. the corresponding GL theory is the so-called Lawrence-Doniach
model), however, no well-accepted (single) microscopic model is available in the literature
for high-Tc materials.
Here, we focus on the GL theory which has been developed by applying a variational
method to an assumed expansion of the free energy in powers of |ψ|2 and |∂µψ|2 where ψ is
a complex order parameter
ψ(r) = |ψ(r)|eiθ(r) ≡ ψ0(r)eiθ(r) (3.3)
(the inhomogeneous condensate of the superconducting electron pairs) and |ψ|2 represents
the local density of superconducting electron pairs (charged superfluid density). The total
free energy has the form of a field theory
F =
∫
d3r
(
α|ψ|2+ β
2
|ψ|4+ h¯
2
2m⋆
|
(
∂µ − i e⋆h¯ c A
)
ψ|2+ |B|
2
8π
)
(3.4)
where α,β and e⋆,m⋆ are parameters, A is the electromagnetic vector potential and the last
term stands for the magnetic field energy which does not depend on the material (B =∇×A).
In the absence of electromagnatic fields (A≡ 0), the total free energy becomes
F =
∫
d3r
(
αψ20 +
β
2
ψ40 +
h¯2
2m⋆
[
(∂µψ0)2+ψ20 (∂µθ)
2]) (3.5)
where the functional form of the order parameter has been substituted.
Layered GL theory – Josephson coupling
Let us first discuss the free energy functional in the absence of electromagnetic fields
(uncharged superfluid). Since a strong spatial anisotropy is a typical property of high Tc
materials the free energy functional should be discretised in one of the spatial direction which
results in a layered stucture. Another important assumption is the so-called London-limit
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Fig. 3.1 Schematic representation of the Lawrence-Doniach model with N = 2,3,4
layers which can describe the vortex properties of layered superconductors. The
planes are coupled by the Josephson coupling J ∼ 1/mc. The solid discs represent
the topological excitations of the model, the vortex-antivortex pairs. Two such
pairs belonging to neighbouring layers can form vortex loops and rings due to weak
Josephson coupling. The critical behaviour of the vortices is found to depend on the
number of layers and is again different in the limit of an infinite number of layers.
which requires that the superconducting state is homogenous in every layer, i.e., ψ0(r)≡ ψ0
is constant (does not depend on the coordinate). Let us first use the London limit, then
equation (3.5) reads as (in natural units: h¯ = c = ε0 = 1)
F =
ψ20
2m⋆
∫
d3r(∂µθ)2 (3.6)
and then apply the discertization of the z-coordinate which results in
F = sψ20
∫
d2r
(
N
∑
n=1
1
2mab
(∂µθn)2+
N−1
∑
n=1
1
2mc
(θn+1−θn)2
s2
)
. (3.7)
Here, mab and mc represent the intralayer and interlayer effective masses, s is the interlayer dis-
tance, and N stands for the total number of layers. The gradient operator is two-dimensional,
i.e., ∂µ ≡ ∂µ where µ covers the spatial coordinates µ = x,y.
The layered structure has important consequences on the phase structure. The elementary
excitations are conducting electrons in the 3d bulk model but vortex-antivortex pairs (super-
current rings with normal core) in the layered system, see 3.1. Furthermore, the phase
structure and the vortex dynamics depend on the number of layers. For a single layer N = 1,
(3.7) reduces to
F =
ψ20
2m⋆
∫
d2r(∂µθ)2 (3.8)
which is known to undergo a KTB type phase transition (strictly speaking if no spin-wave
fluctuations are taken into account). In the molecular phase the vortices-antivortices form
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closely bound pairs, in the ionised phase they dissociate into a neutral plasma. Let us note,
that this situation is related to an uncharged superfluid. For realistic description of vortex
dynamics in a single superconducting layer requires the incorporation of electromagnetic field
(charged superfluid) which will be discussed later. For a finite number of layers 1 < N < ∞
the Josephson coupling modifies the phase structure and for infinite number of layers N = ∞
one expects that equation (3.7) recovers the phase structure of the bulk model.
It constructive is to show that equation (3.7) can also be obtained by the discretised
version of (3.4) (in the absence of external fields) which is the Lawrence–Doniach model,
F = s
∫
d2r
(
N
∑
n=1
(
α|ψn|2+ β2 |ψn|
4+
|∂µψn|2
2mab
)
+
N−1
∑
n=1
|ψn+1−ψn|2
2mc s2
)
. (3.9)
and then taking it in the London-limit by introducing a complex layer-dependent order pa-
rameter as ψn(r) = ψ0,n(r) exp[iθn(r)] with real ψ0,n(r), where the θn ∈ [0,2π) are compact
variables,
F =s
∫
d2r
(
N
∑
n=1
αψ20,n+
β
2
ψ40,n+
1
2ma,b
[
(∂µψ0,n)2+ψ20,n(∂µθn)
2]
+
N−1
∑
n=1
1
s2 2mc
(ψ20,n+1+ψ
2
0,n)−
1
s2 mc
ψ0,n+1ψ0,n cos(θn+1−θn)
)
(3.10)
and in the London approximation the moduli ψ0,n are assumed to be constant and identical
in every layer (i.e. ψ0,n(r) = ψ0) which results in
F = sψ20
∫
d2r
(
N
∑
n=1
1
2mab
(∂µθn)2+
N−1
∑
n=1
1
s2 mc
[1− cos(θn+1−θn)]
)
(3.11)
and recovers equation (3.7) after expanding the cosine in Taylor series and keeping the
quadratic terms only. This is the London-type form of the Lawrence-Doniach model where
the interaction between the compact fields θn of various layers is represented by the so-called
Josephson coupling.
Layered GL theory – Magnetic coupling
Let us now turn to the analysis of the GL free energy in the presence of electromagnetic
fields. The London-type approximation of (3.5) in case of a non-vanishing vector potential A
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Fig. 3.2 Schematic representation of the vortex properties of layered superconductors
where the Josephson coupling vanishes J ∼ 1/mc = 0 and the vortices (antivortices)
of each layers are coupled by magnetic-type coupling (3.14).
reads as,
F =
ψ20
2m⋆
∫
d3r(∂µθ − e⋆A)2 (3.12)
with a compact field θ . Strong anisotropy can be taken into account by discretising (3.12) in
one spatial dimension,
F = sψ20
∫
d2r
(
N
∑
n=1
1
2mab
(∂µθn− e⋆A)2+
N−1
∑
n=1
1
2mc
(θn+1−θn)2
s2
)
. (3.13)
In the limit of infinite anisotropy, i.e., for vanishing Josephson coupling mc = ∞, the total
free energy becomes
F = sψ20
∫
d2r
(
N
∑
n=1
1
2mab
(∂µθn− e⋆A)2
)
(3.14)
where the coupling between the layers is mediated by the vector potential A which represents
a magnetic-type coupling between the vortices (antivortices) of each layers, see 3.5. The
vortex dynamics of the magnetically coupled model (3.14) depends on the number of layers
(similarly to the Josephson coupled case). For N = 1 equation (3.14) reads as
F =
ψ20
2m⋆
∫
d2r(∂µθ − e⋆A)2 (3.15)
which is known to describe a real two-dimensional superconductor, i.e., charged superfluid.
Due to the presence of the electromagnetic field, no KTB type phase transition is observed.
For finite number of layers 1 < N < ∞, the screening effect of A is partial and a model
undergoes a KTB phase transition where the transition temperature depends on the number
of layers. For N = ∞ the effect of the electromagnetic field can be neglected, thus (3.14)
recovers (3.8).
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In order to show how the layered GL theory with Josephson and magnetic couplings is
related to various sine-Gordon type scalar field theories one has to determine the so-called
gases of topological excitations which is our goal in the upcoming subsections.
3.2.2 Models in d = 2 dimensions
Uncharged superfluid
Our starting point is the partition function of the 2d–SG model which reads as (h¯ = 1)
Z2d−SG =N
∫
D [ϕ]exp
[
−
∫
d2r
(
1
2
(∂µϕ)2+ucos(β ϕ)
)]
(3.16)
where ϕ ∈ [−∞,∞] is a one-component scalar field, u is a fundamental Fourier amplitude,
and β is a dimensionless frequency. The partition function (3.16) can be identically rewritten
as the partition function of the equivalent gas of topological excitations using the following
steps. One expands the periodic piece of the partition function (3.16) in a Taylor series, and
one introduces the integer-valued charges σα = ±1 of the topological defects which are
subject to the neutrality condition ∑2να=1σα = 0,
exp
[∫
d2r ucos(βϕ)
]
=
∞
∑
ν=0
(u/2)2ν
(2ν)! ∑
σ1,...,σν=±1
2ν
∏
j=1
∫
d2r j exp
(
iβσ jϕ
)
. (3.17)
This leads to the intermediate result,
Z =N
∞
∑
ν=0
(u/2)2ν
(2ν)!
(
2ν
∏
i=1
∫
d2ri
)
∑
σ1,...,σν=±1
∫
D [ϕ]exp
[
−
∫
d2r
1
2
ϕ (−∂ 2)ϕ+ iβ ρ ϕ
]
,
(3.18)
where ∂ 2≡ ∂µ∂µ and ρ(r)=∑2να=1σαδ (r−rα). We have thus placed the 2ν vortices, labeled
by the index i, onto a two-dimensional plane (single layer). The Gaussian integration in
equation (3.18) can now be performed easily, and the inversion of −∂ 2 can be accomplished
by going to momentum space. Via a subsequent back-transformation to coordinate space, we
finally arrive at the result
Z2d−SG =
∞
∑
ν=0
(u/2)2ν
(2ν)!
(
2ν
∏
i=1
∫
d2ri
)
∑
σ1,...,σν
exp
[
− β
2
2(2π)
2ν
∑
α,γ=1
σασγ ln
(rαγ
a
)]
,
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which is equivalent to the two-dimensional Coulomb gas (2d-CG)
Z2d−CG =
∞
∑
ν=0
(z)2ν
(ν!)2
∫
d2r1 . . .
∫
d2r2ν ∑
σ1,...,σν
exp
[
− 1
2kBT
2ν
∑
α,γ
σασγ ln
(rαγ
a
)]
(3.19)
where σα = ±1 is the charge of the αth particle, z is the dimensionful fugacity, kB is the
Boltzmann constant, T is the temperature and a stands for the lattice spacing which serves
as short-distance cutoff. The interaction potential between two charges depends on their
relative distance (rαβ = |⃗rα − r⃗γ |). The frequency parameter β 2 of the 2d–SG model can be
identified as the inverse of the temperature of the equivalent Coulomb gas, β 2 ≡ 2π/(kBT )
and the Fourier amplitude plays the role of the fugacity, u∼ z.
It is generally assumed that the 2d–SG model belongs to the universality class of the two-
dimensional classical XY spin-model (if no spin wave fluctuations are taken into account)
which is given by the partition function
Z2d−XY =
∫
D [⃗S]δ (⃗S 2−1) exp
[
− 1
kBT
∑
<x,y>
(−J) S⃗x · S⃗y
]
, (3.20)
where the classical spin S⃗ is a unit-vector in the two-dimensional internal space; ∑<x,y>
stands for the sum over pairs of nearest neighbor lattice sites. Representing the classical unit
spin vector by an angle S⃗x ≡ (cos(θx),sin(θx)) the partition function of the 2D–XY model
can be written as
Z2d−XY =
∫
D [θ ]exp
[
J
kBT
∑
<x,y>
cos(θx−θy)
]
≈N
∫
D [θ ]exp
[
−
∫
d2r
(
J
2kBT
(∂µθ)2
)]
,
(3.21)
where the cosine is Taylor-expanded and the quadratic term generates ∂µθ in the continuum
limit. The higher order derivatives are neglected and the field-independent term has been
built in the normalization constantN .
The structure of equation (3.21) is similar to equation (3.16) however there is an important
difference, namely θ ∈ [0,2π] is a compact variable. In case of the 2d–XY model, the
compact nature of the field generates the topological excitations of the theory, which are the
point-like vortices. In case of the 2d–SG model, the periodic self-interaction is responsible
for the existence of the topological defects which are solitons.
Let us note, the partition function (3.21) is equivalent to the GL model (3.8) which
describes a 2d superconducting film in the absence of electromagnetic fields taken in the
London-type approximation (with J ≡ ψ20/mab). It is used to describe the vortex dynamics of
an uncharged superfluid. Moreover, the 2d–XY model can also be mapped onto the 2d–CG.
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To show this the field variable is rewritten
θ(r) = θv(r)+θsw(r) (3.22)
in terms of vortex (θv) and spin-wave (θsw) terms with the following properties∫
V
∂µ∂ µθv =
∫
∂V
∂µθv = 2π∑
i
qi,
∫
V
∂µ∂ µθsw =
∫
∂V
∂µθsw = 0, (3.23)
where the integrals are independent of the two-dimensional volume (V ) and its surface (∂V )
which is a closed contour in d = 2. The integer valued variable qi is the so-called vortex
charge (vorticity or winding number). Based on the analogy to electrostatic (where θv plays
the role of the scalar electric potential in d = 2) it is easy to show that
∂µ∂ µθv(r) = 2πρ, ρ =∑
i
qiδ (r− ri) → θv(r) =∑
i
qi ln
(
r− ri
a
)
. (3.24)
The action for the continuous XY model can be rewritten in three terms
S =− J
2kBT
[∫
d2r(∂µθv)2+
∫
d2r(∂µθsw)2+2
∫
d2r(∂µθv)(∂µθsw)
]
(3.25)
in which the last term is zero. If one neglect the second term (i.e. the spin-wave fluctuation)
than the partition function of the model form a Coulomb gas.
Therefore, the continuous version of the 2d–XY (without spin-wave fluctuation) and the
2d–SG model are dual to each other. Indeed, the two models can be mapped onto each other
by a suitable duality relation based on the Gaussian integration which inverts the coupling of
the derivative term (β 2 ∼ J/T ).
3.2.3 Models in d = 3 dimensions
The partition function of the three-dimensional sine–Gordon (3d–SG) model is
Z3d−SG =N
∫
D [ϕ]exp
[
−
∫
d3r
(
1
2
(∂µϕ)2+ucos(β ϕ)
)]
(3.26)
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where ϕ ∈ [−∞,∞] is a one-component scalar field, (∂µϕ)2 ≡ ∑3µ=1(∂µϕ)2. The partition
function of the equivalent gas of topological excitations reads as
Z3d−SG =
∞
∑
ν=0
(u/2)2ν
(2ν)!
(
2ν
∏
i=1
∫
d3ri
)
∑
σ1,...,σν=±1
exp
[
β 2
2(Ω3)
2ν
∑
α,γ
σ(rα)
1
rαγ
σ(rγ)
]
,
where Ω3 is the three-dimensional solid angle. Since the equivalence of the sine–Gordon
field theory and the Coulomb gas holds in arbitrary dimensions, the partition function (3.27)
is equivalent to the partition function of the 3d-CG
Z3d−CG =
∞
∑
ν=0
(z)2ν
(ν!)2
∫
d3r1 . . .
∫
d3r2ν
∑
σ1,...,σν=±1
exp
[
1
2kBT
2ν
∑
α,γ
σ(rα)
1
rαγ
σ(rγ)
]
(3.27)
where σα = ±1 is the charge of the αth particle, z is the dimensionful fugacity, T is
the dimensionful temperature and the interaction potential between two point-like charges
depends on their relative distance (rαβ = |⃗rα − r⃗γ |). The dimensionful frequency parameter
β 2 of the 3d–SG model can be identified as the inverse of the dimensionful temperature of
the equivalent 3d–CG, b2 ≡Ω3/(kBT ) and again the Fourier amplitude plays the role of the
fugacity, u∼ z.
The 2d–SG and the 2d–XY model belong to the same universality class, however, this is
not necessary true for the 3d counterparts since the topological defects of the XY model are
point-like objects in d = 2 but d−1 surfaces in higher dimensions, e.g. vortex lines (or loops)
in three dimensions. The partition function of the 3d–XY model taken in the continuum limit
reads as
Z3d−XY =
∫
D [θ ]exp
[
J
kBT
∑
<x,y>
cos(θx−θy)
]
≈N
∫
D [θ ]exp
[
−
∫
d3r
(
J
2kBT
(∂µθ)2
)]
,
(3.28)
where θ ∈ [0,2π]. Let us note, equation (3.28) is equivalent to the 3d GL theory of supercon-
ductivity taken in the London-type approximation in the absence of electromagnetic fields
(3.6). The partition function of the corresponding gas of topological excitations (vortex-loop
gas) is
Z3d−VLG = ∑∞ν=0
1
(ν!)
(
∏νL=1
∫
d3rL z(L)
)
∑ j(L)µ exp
[
Jπ
2kBT ∑L,L′∑α,γ j
(L)
µ (rα) U(rαγ) j
(L′)
µ (rγ)
]
(3.29)
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where the interaction potential is U(rαγ) ≈ 1/rαγ asymptotically. Here the topological
excitations are vortex lines (currents) and equation (3.29) can be considered as a Biot-Savart
law for these “topological currents” jµ(r). Although the asymptotic form of the interaction
potentials are the same for the 3d–CG and for the 3d–VLG models, the topological defects
are different, consequently, the 3d–SG and 3d–XY models belong to different universality
classes.
It has been argued that the field theory equivalent to the 3d–XY model is a QED-type
Abelian model which has the following partition function (see equation (3.11) of [Savit])
Z =N ∑
jµ
∫
D [Aµ,l]exp
[
∑
µ,ν ,l
−1
2
kBT
J
Fµν ,l Fµν ,l + i2π jµ,lAµ,l
]
. (3.30)
with integer-valued currents jµ and Fµν ,l = ∂µAν ,l−∂νAµ,l . The above QED-type quantum
field theory is not a sine–Gordon type scalar model. Therefore, one should conclude that the
3d–SG and the 3d–XY are not the dual theory of each other.
3.3 The c-function in the Framework of Functional Renor-
malization Group
An expression for the c-function in FRG was recently developed in [25]. In this section we
are going to give the guidelines of this derivation, reviewing the main results used in the next
sections.
Let us start considering an effective action Γ[ϕ,g] for a single field ϕ in curved space,
with metric gµν . We can study the behavior of this effective action under transformation of
the field and the metric:
ϕ →edϕτϕ (3.31)
gµν →e2τgµν (3.32)
where dϕ is the conformal weight of the field (dϕ = −d−2+η2 for a scalar field) while the
background metric gµν has always conformal weight 2. From the requirement that the
effective action must be invariant under the Weyl transformation (3.31)-(3.32), we obtain the
following expression for a conformal field theory (CFT) in curved space [25],
Γ[ϕ,g] = SCFT [ϕ,g]+ cSP[g]. (3.33)
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SCFT [ϕ,g] is the curved space generalization of the standard CFT action, which is recovered
in the flat space case gµν = δµν , c is the central charge of our theory and SP[g] is the Polyakov
action term which is necessary to maintain the Weyl invariance of the effective average action
in curved space.
To obtain FRG equations one has to add an infra-red (IR) cutoff term ∆Sk[ϕ,g] to the
ultra-violet (UV) action of the theory. This is a mass term which depends both on the
momentum of the excitations and on a cutoff scale k.
∆Sk[ϕ,g] =
1
2
∫
d2x
√
gϕ(x)Rk(∆)ϕ(x), (3.34)
where ∆ is the spatial Laplacian operator. The effect is to freeze the excitation of momentum
q≪ k, but leaving the excitation at q > k almost untouched. The result of this modification
of the UV action is to generate, after integrating over the field variable, a scale-dependent
effective action Γk[ϕ,g] which describes our theory at scale k. When the scale k is sent to
zero the cutoff term in the UV action vanishes and the Γk[ϕ,g] is the exact effective average
action of the theory.
The generalization of (3.33) in presence of the cutoff terms is
Γk[ϕ,g] = Sk[ϕ,g]+ ckSP[g]+ · · · , (3.35)
where ck is now the scale-dependent c-function and the dots stands from some geometrical
terms which do not depend on the field. We should now consider the case of a flat metric
with a dilaton background gµν = e2τδµν . Using the standard path integral formalism for the
effective action we can write
e−Γk[ϕ,e
2τδ ] = e−Sk[ϕ,e
2τδ ]−ckSP[e2τδ ] =∫
Dχd.b.e−SUV [ϕ+χ,e
2τδ ]−cUV SP[e2τδ ]−∆Sk[χ,e2τδ ]
(3.36)
where SUV [ϕ,g] is some UV action, cUV is the value of the c-function in the UV (which can
be equal to the central charge of some CFT if we are starting the flow from a conformal
invariant theory) and χ is the fluctuation field. The notation Dχd.b. stands for an integration
over the fluctuation field χ in the curved space of the dilaton background [25]. We can further
manipulate latter expression moving cUV on the l.h.s
e−Sk[ϕ,e
2τδ ]+(cUV−ck)SP[e2τδ ] =∫
Dχd.b.e−SUV [ϕ+χ,e
2τδ ]−∆Sk[χ,e2τδ ].
(3.37)
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The Polyakov action in the dilaton background case assumes the form
SP[g] =− 124
∫
τ∆τ, (3.38)
where τ is the dilaton field, ∆ is the laplacian operator and the integral is over an implicit
spatial variable. Substituting latter expression into (3.37) we obtain
e−Sk[ϕ,e
2τδ ]− (cUV−ck)24
∫
τ∆τ =∫
Dχd.b.e−SUV [ϕ+χ,e
2τδ ]−∆Sk[χ,e2τδ ].
(3.39)
In order to recover the usual flat metric integration we have to pursue a Weyl transformation
(3.31) for the fields ϕ and χ
e−Sk[e
dϕτϕ,e2τδ ]− (cUV−ck)24
∫
τ∆τ =∫
Dχe−SUV [e
dϕτ (ϕ+χ),e2τδ ]−∆Sk[edϕτχ,e2τδ ],
(3.40)
and now the integration measure is in flat space.
Finally deriving previous expression with respect to the logarithm of the FRG scale we
obtain that the flow of the c-function ∂tck can be extracted from the flow of the cutoff action
(3.34) by taking the coefficient of the
∫
τ∆τ term,
k∂kck = 24π⟨k∂˜k∆Sk[edϕτχ,e2τδ ]⟩
∣∣∣∫
τ∆τ
, (3.41)
which after some manipulation becomes [25]
k∂kck =−12πk∂˜kGk[τ]
∣∣∣∫
τ∆τ
. (3.42)
Equation (3.42) shows that the c-function flow is proportional to the coefficient of the
∫
τ∆τ
term in the expansion of the propagator flow k∂˜kGk[τ], also this flow has to be computed
taking into account only the k dependence of the regulator function, i.e.
k∂˜k = k∂kRk
∂
∂Rk
. (3.43)
This equation describes the exact flow of the c-function into the FRG framework.
Since it is not in general possible to solve exactly equation (1.60) and also equation (3.42)
needs to be projected into a simplified theory space to be computed numerically. In Ref. [25]
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an explicit expression for the flow equation of the c-function in the LPA scheme has been
derived with the mass cutoff
k∂kck =
[k∂kV˜ ′′k (ϕ0,k)]
2
[1+V˜ ′′k (ϕ0,k)]3
, (3.44)
with the dimensionless blocked potential V˜k(ϕ) which is evaluated at its running minimum
ϕ = ϕ0,k (i.e. the solution of V˜ ′k(ϕ) = 0). We observe that an explicit expression for the
c-function beyond LPA is not available in literature.
It should be noticed that, while (3.42) is valid for any regulator (cutoff) function, the
expression for the c-function (3.44) has been obtained by using the mass cutoff, i.e. (B.23b)
with b = 1. Other cutoff choices proved to be apparently very difficult to investigate. In the
following, we will argue that while the expression (3.44) is sufficient to obtain a qualitative
(and almost quantitative) picture of the c-function phase diagram the usage of other regulator
functions is necessary to achieve full consistency. Where it is possible we will check the
cutoff dependence of our numerical results.
3.4 RG study of the sine-Gordon model
In LPA higher derivative terms are neglected and the wave-function renormalization is set
equal to constant, i.e. Zk ≡ 1. In this case (1.60) reduces to the partial differential equation
for the dimensionless blocked potential (V˜k = k−2Vk) which has the following form in 2
dimensions
(2+ k∂k)V˜k(ϕ) =− 14π
∫ ∞
0
dy
y2 drdy
(1+ r)y+V˜ ′′k (ϕ)
. (3.45)
The SG scalar field theory is defined by the Euclidean action for d = 2
Γk[ϕ] =
∫
d2x
[
1
2
(∂µϕx)2−ucos(βϕx)
]
, (3.46)
where β and u are the dimensional couplings. Since we are interested in the FRG study of
the SG model which is periodic in the field variable, the symmetry of the action under the
transformation [57]
ϕ(x)→ ϕ(x)+A (3.47)
is to be preserved by the blocking and the potential V˜k(ϕ) must be periodic with period length
A . It is actually obvious that the blocking, i.e. the transformation given by replacing the
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derivative with respect to the scale k by a finite difference in (3.45) preserves the periodicity
of the potential [57, 95].
3.4.1 The FRG equation for the SG model for scale-independent fre-
quency.
In LPA one should look for the solution of (3.45) among the periodic function which requires
the use of a Fourier expansion. When considering a single Fourier mode, the scale-dependent
blocked potential reads
V˜k(ϕ) =−u˜k cos(βϕ), (3.48)
where β is scale-independent.
In the mass cutoff case, i.e. the power law regulator (B.23b) with b = 1, one can derive
[96] the flow equation for the Fourier amplitude of (3.48) from (3.45):
(2+ k∂k)u˜k =
1
2πβ 2u˜k
[
1−
√
1−β 4u˜2k
]
(3.49)
(see equation (21) of [96] for vanishing mass). Similarly, using the optimized regulator
(B.23c) gives
(2+ k∂k)u˜k =
1
2πβ 2u˜k
 1√
1−β 4u˜2k
−1
 . (3.50)
3.4.2 The FRG equation for the SG model for scale-dependent fre-
quency.
A very simple, but still sensible, modification to ansatz (3.46) is the inclusion of a scale
dependent frequency, which, in order to explicitly preserve periodicity, should be rather
considered as a running wave-function renormalization. The ansatz then becomes
Γk =
∫
d2x
[
1
2
zk(∂µϕx)2+Vk(ϕx)
]
, (3.51)
where the local potential contains a single Fourier mode
Vk(ϕ) =−uk cos(ϕ), (3.52)
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and the following notation has been introduced
zk ≡ 1/β 2k (3.53)
via the rescaling of the field ϕ→ϕ/βk in (3.46), where zk plays the role of a field-independent
wave-function renormalization. Then (1.60) leads to the evolution equations
k∂kVk =
1
2
∫
p
Dkk∂kRk, (3.54)
k∂kzk =P0V ′′′2k
∫
p
D2k k∂kRk
(
∂ 2Dk
∂ p2∂ p2
p2+
∂Dk
∂ p2
)
(3.55)
with Dk = 1/(zk p2 +Rk +V ′′k ) and P0 = (2π)
−1 ∫ 2π
0 dϕ is the projection onto the field-
independent subspace. The scale k covers the momentum interval from the UV cutoff Λ
to zero. It is important to stress that equations (3.54)-(3.55) are directly obtained using
power-law cutoff functions. One may expect that these equations continue to be valid for
a general cutoff provided that Rk → zkRk [19]. This substitution has been tested for O(N)
models, but its validity has been not yet discussed in the literature for the SG model.
Inserting the ansatz (3.52) into equations (3.54) and (3.55) the RG flow equations for the
coupling constants can be written as [49]
k∂kuk =
1
2π
∫
p
k∂kRk
uk
 Pk√
P2k −u2k
−1
 , (3.56)
k∂kzk =
1
2π
∫
p
k∂kRk
(
u2k p
2(∂p2Pk)2(4P2k +u
2
k)
4(P2k −u2k)7/2
−
u2kPk(∂p2Pk + p
2∂ 2p2Pk)
2(P2k −u2k)5/2
)
(3.57)
with Pk = zk p2+Rk. In general, the momentum integrals have to be performed numerically,
however in some cases analytical results are available. Indeed, by using the power-law
regulator (B.23b) with b = 1, the momentum integrals can be performed [96] and the RG
flow equations read as
(2+ k∂k)u˜k =
1
2πzku˜k
[
1−
√
1− u˜2k
]
k∂kzk =− 124π
u˜2k
[1− u˜2k ]
3
2
(3.58)
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with the dimensionless coupling u˜ = k−2u. By using the replacements
zk → 1/β 2k , (3.59a)
u˜k → β 2k u˜k, (3.59b)
and keeping the frequency scale-independent (∂kzk = 0 i.e. ∂kβ 2k = 0) one recovers the
corresponding LPA equation (3.49).
3.5 c-function of the sine-Gordon model for β = 0
In this section we discuss the case β = 0. We start by summarizing the results obtained for
the c-function of the SG model in [25]. The ansatz considered in [25] is
V˜k(ϕ) =−
m˜2k
β 2k
(cos(βkϕ)−1) , (3.60)
where the frequency βk is assumed to be scale-dependent. If one directly substitutes (3.60)
into the RG equation (3.45), then the l.h.s. of (3.45) generates non-periodic terms due to the
scale-dependence of βk. Thus, the periodicity of the model is not preserved and one can use
the Taylor expansion of the original periodic model
V˜k(ϕ)≈ 12m˜
2
kϕ
2− 1
4!
(m˜2kβ
2
k )ϕ
4. (3.61)
In this case, (3.60) is treated as a truncated Ising model and the RG equations for the coupling
constants read as
k∂km˜2k =
m˜2k [β
2
k −8π(1+ m˜2k)]
4π(1+ m˜2k)
(3.62)
k∂kβ 2k =−
1
4π
(1+4m˜2k)β
4
k
(1+ m˜2k)
2 . (3.63)
The disadvantage of the scale-dependent frequency is that the periodicity of the model is
violated changing the known phase structure of the SG model. However, the authors of [25]
were interested in the massive deformation of the Gaussian fixed point which is at β = 0
and u˜ = 0, so one has to take the limit β → 0 where the Taylor expansion represents a good
approximation for the original SG model. Indeed, in the limit β → 0, the RG equations
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(3.62), (3.63) reduce to
k∂km˜2k ≈
m˜2k [β
2
k −8π(1+ m˜2k)]
4π(1+ m˜2k)
≈−2m˜2k (3.64)
k∂kβ 2k ≈0. (3.65)
Similar flow equations for the couplings m˜2k and βk were given in [25]. The solution for the
c-function based on (3.60) is in agreement with the known exact result, i.e. at the Gaussian
UV fixed point cUV = 1 and in the IR limit cIR = 0, thus the exact result in case of the
massive deformation of the Gaussian fixed point is ∆c = 1 (∆c = cUV − cIR). The numerical
solution [25] gives ∆c = 0.998 in almost perfect agreement with the exact result.
Although the numerical result obtained for the c-function in [25] is more than satisfactory,
due to the Taylor expansion, the SG theory is considered as an Ising-type model. Thus, the
RG study of the c-function starting from the Gaussian fixed point in the Taylor expanded SG
model is essentially the same as that of the deformation of the Ising Gaussian fixed point.
So, it does not represent an independent check of (3.44). Indeed, inserting (3.64) into (3.44)
using the ansatz (3.60) one finds
k∂kck =
4m˜4k
[1+ m˜2k ]
3 (3.66)
which is identical to equation (5.3) of [25] (with a = 1) obtained for the massive deformation
of the Gaussian fixed point in the Ising model and it can be also derived from equation (5.19)
of [25] in the limit of β 2 → 0.
Therefore, it is a relevant question whether one can reproduce the numerical results
obtained for the c-function (with the same accuracy) if the SG model is treated with scale-
independent frequency (3.48), or beyond LPA, by the rescaling of the field (3.52). Also
ref. [25] treats only massive deformations of non interacting UV fixed points, then on such
trajectories only the mass coupling is running. Nevertheless the c-theorem should hold on
all trajectories, even when more couplings are present. Our aim is to demonstrate that the
derivation of [25] is valid even in these more general cases, but, due to truncation approach,
the approximated FRG phase diagram does not fulfill the requirements of the c-theorem
exactly and, therefore, only approximated results are possible.
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3.6 c-function of the sine-Gordon model on the whole flow
diagram
In this section we study the c-function of the SG model on the whole phase diagram, studying
both the scale independent wave-function renormalization and the treatment with the running
frequency.
3.6.1 Scale-independent frequency case
The definition for the SG model used in this work, i.e. (3.46), differs from (3.60) because
the frequency parameter is assumed to be scale-independent in LPA. The running of β can
only be achieved beyond LPA by incorporating a wave-function renormalization and using a
rescaling of the field variable which gives zk = 1/β 2k .
Let us first discuss the results of LPA. Equations (3.49) and (3.50) have the same qualita-
tive solution. In 3.1 we show the phase structure obtained by solving (3.50).
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Fig. 3.3 The figure shows the phase structure of the SG model obtained by the FRG equation
using Litim’s regulator in the scale-independent frequency case. The two phases are separated
by β 2c = 8π . The dashed line shows the line of IR fixed points of the broken phase.
The RG trajectories are straight lines because in LPA the frequency parameter of (3.46) is
scale independent. Above (below) the critical frequency β 2c = 8π , the line of IR fixed points
is at u˜IR = 0 (u˜IR ̸= 0). For β 2 < 8π the IR value for the Fourier amplitude depends on the
particular value of β 2 thus, one finds different IR effective theories, i.e. the corresponding
CFT depends on the frequency too.
The scaling for the c-function is the one expected from the c-theorem. It is a decreasing
function of the scale k which is constant in the UV and IR limits, see 3.1. Due to the
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Fig. 3.4 Running of the c-function obtained in the scale-independent frequency case by
solving (3.49) (dotted lines - mass cutoff) and (3.50) (dot-dashed lines - Litim cutoff)
combined with (3.44) for the SG model is plotted for various values of the frequency β 2.
From top to bottom it is β 2/π = 4,2,0.005. Due to the poor convergence properties of (3.49),
where the mass cutoff was used, the RG flow stops at some finite momentum scale and the
deep IR value of the c-function cannot be reached (dotted lines). The use of the Litim cutoff
(3.50) (dot-dashed lines) can produce us the IR constant for the c-function. However, for
very small value of β 2 the low-frequency approximation is the best choice, i.e. one has to
solve (3.68) (green line): results from different cutoff functions are indistinguishable. The
solid lines represent the results obtained with power law cutoff (b = 2), while the dashed
lines are the results with the exponential cutoff. The inset shows the results for an enlarged
theory space where higher harmonics are included in (3.52) (dot-dashed lines - Litim cutoff).
approximation of scale independent frequency β , here, the IR value of the c-function depends
on the particular initial condition for β 2. Then when we start at the Gaussian fixed points
line (c = 1), in the symmetric phase, the flow evolves towards an IR fixed point, but at this
approximation level, we have different IR fixed points which are all at different u˜ values and
consequently the ∆c values differ from the exact one. The exact result ∆c≃ 1 is obtained
only in the β → 0 limit.
We notice that equation (3.49), where the mass cutoff was used, has very poor conver-
gence properties and the flow, obtained from them, stops at some finite scale, thus the deep
IR values of the c-function cannot be reached (dashed lines in Fig. 3.4).
The use of the Litim cutoff RG equation (3.50) improves the convergence of the RG flow
but the IR results for the c-function are very far from the expected ∆c = 1, which can be
recovered only in the vanishing frequency limit. Also the inclusion of higher harmonics in
(3.52) ( inset in Fig. 3.4) does not improve this result.
It should be noted that equation (3.44) is strictly valid only in the mass cutoff case, how-
ever in Fig. 3.4 we used equation (3.44) even in the optimized cutoff case. This inconsistence
104 FRG Studies of Sine-Gordon Models
cannot be regarded as the cause for the unsatisfactory results obtained in the large β cases,
indeed we expect very small dependence of the flow trajectories upon the cutoff choice.
This small dependence on the regulator is evident from the comparison of the mass and
Litim regulator results of trajectories for the c-function in Fig. 3.4, which are very similar, at
least in the region where no convergence problems are found. This similarity justifies the
use of the mass cutoff result (3.44) with RG flow equations (3.50) obtained by the optimized
(Litim) regulator.
We also computed the c-function flow for other cutoff functions, namely the power-law
b = 2 (solid lines in Fig. 3.4) and the exponential one (dashed lines). Apart from the mass
cutoff, all the others converge to the IR fixed point. The conclusion is that there is not a
pronounced dependence of the findings on the cutoff schemes and that the constant frequency
case in not sufficient to recover the correct behavior for the c-function.
We observe that the lack of convergence observed in mass cutoff case is not present in the
small frequency limit analyzed in [25]. Indeed, expanding flow equations (3.49) and (3.50)
we get
k∂ku˜k ≈−2u˜k + u˜kβ
2
4π
≈−2u˜k, (3.67)
which is valid for vanishing frequency and it is independent of the particular choice of the
regulator function, i.e. it is the same for the mass and Litim cutoffs. Substituting (3.67) into
(3.44) using (3.48) the following equation is obtained for the c-function of the SG model:
k∂kck =
(
k∂ku˜kβ 2
)2
(1+ u˜kβ 2)
3 ≈
(−2u˜kβ 2)2
(1+ u˜kβ 2)
3 ≡
4m˜4k
[1+ m˜2k ]
3 (3.68)
where the identification m˜2k = u˜kβ
2 is used. The scale dependence of the c-function in that
case is identical to the massive deformation of the Gaussian fixed point and the corresponding
RG trajectory is indicated by the green line in 3.5.
It is important to note that for finite frequencies β 2 ̸= 0 the Taylor expanded potential
(3.61) cannot be used to determine the c-function since it violates the periodicity of the
model. In this case only equations (3.49) or (3.50) can produce reliable results.
In order to improve the LPA result for the c-function of the SG model without violating
the periodicity of the model one has to incorporate a scale-dependent frequency, i.e. a
wave-function renormalization (we refer to this approximation as z+LPA), as it is discussed
in the next subsection.
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3.6.2 The scale-dependent wave function renormalization
The inclusion of the running wave-function renormalization changes the whole picture of
the SG phase diagram, with all the u˜ ̸= 0 fixed points collapsing into a single (βk = 0, u˜ = 1)
fixed point, as it is expected from the exact CFT solution. The phase diagram obtained at
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Fig. 3.5 The flow diagram of the SG model in the scale-dependent frequency approximation.
The phase space is divided into three regions. In region I we have a line of UV repulsive
Gaussian fixed points (u¯ = 0,β 2 < 8π). Every trajectory starting in the vicinity of this line
ends in an IR attractive fixed point (purple full circle, u¯ = 1,β 2 = 0). The ∆c observed along
the trajectories of this region should be equal to 1. Region II contains a line of IR attractive
Gaussian fixed points (u¯ = 0,β 2 > 8π,) which are the end points of trajectories starting at
β 2 ≈ ∞ below the thick green line, i.e. the separatrix. Region III contains those trajectories
starting at β 2 ≈ ∞ which end in the IR attractive fixed point (purple full circle).
this approximation level is sketched in Fig. 3.5, where we evidence three different regions.
The ∆c is strictly well defined only in region I, where we start from a Gaussian fixed point
cUV = 1 and we end up on a massive IR fixed point cIR = 0. The massive IR fixed point
related to the degeneracy of the blocked action is an important feature of the exact RG flow
[48, 50, 52, 97] and it was considered in SG type models [49, 51, 98].
In region II the trajectories end in the Gaussian fixed points c = 1 but they are coming
from infinity where actually no fixed point is present. This is due to the fact that we are not
considering in our ansatz (3.51) any operator which can generate a fixed point at c > 1 and
then the trajectories ending at c = 1 are forced to start at infinity. Thus, ∆c is not defined in
this region.
Region III contains those trajectories which start at β = ∞ but end in the IR massive
fixed point at c = 0. Even in this case the ∆c is not well defined.
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In the following we are going to discuss in details the results of region I where all the
trajectories should give ∆c = 1. We shall ignore region II where the ∆c is not defined, briefly
discussing region III.
The presence of wave-function renormalization is necessary to obtain the qualitative
correct flow diagram for the SG. Note that equation (3.44) has been derived only in the case
of scale-independent kinetic term and the derivation of an equivalent expression in the case
of running wave function renormalization appears far more demanding than the calculation
sketched in Section 3.3. However, it is still possible to get a sensible result using the mapping
between the running wave-function renormalization and the running frequency βk cases (as
shown in equations (3.59a) and (3.59b)), finally obtaining equation (3.71) In other words
the equation (3.44) is valid only at LPA level, but it is still possible to apply it to the z+LPA
scheme, since, thanks to the mapping described in equations (3.59a) and (3.59b) the z+LPA
ansatz can be mapped into an LPA one.
We will then use directly the ansatz,
V˜k = u˜k cos(βkϕ) (3.69)
with no wave function renormalization present in the kinetic term. This ansatz is equivalent
to ansatz (3.51) if we rescale the field and use the relations (3.59a) and (3.59b), with the
running frequency playing the role of a wave-function renormalization.
Ansatz (3.69) is not suited to study the SG model when full periodicity has to be preserved,
indeed when we substitute it into equation (3.54) symmetry breaking terms appear. The same
happens when we substitute it into equation (3.44). However in the latter case symmetry
breaking terms are not dangerous, since we have to evaluate the expression at the potential
minimum where all the symmetry breaking terms vanish.
Proceeding in this way we obtain
k∂kck =
(β 2k k∂ku˜k +2u˜kβkk∂kβk)
2
(1+ u˜kβ 2k )3
(3.70)
where no inconsistency is present.
We still cannot use expression (3.70), since we cannot write a flow for βk due to the
non-periodic terms. To avoid these difficulties we rewrite expression (3.70) using the inverse
transformation of (3.59a) and (3.59b),
k∂kck =
(k∂ku˜k)2
(1+ u˜k)3
. (3.71)
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The last expression is fully coherent and represents the flow of the c-function in presence
of a running wave-function renormalization into the SG model; it is worth noting that the
use of transformations (3.59a) and (3.59b) gave us the possibility to derive the expression
(3.70) from equation (3.44), which was derived in [25] in the case of no-wave-function
renormalization.
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Fig. 3.6 Running of the c-function obtained in the case of scale-dependent wave-function
renormalization for the single-frequency SG model, as expected the case of small frequency
(βk=Λ < 0.1) was already very well described by the scale-independent frequency case
3.1. The inset shows the results obtained for cIR as a function of βk=Λ, these results show
lower accuracy in the large frequency limit, while they become practically exact in the limit
βk=Λ→ 0, accordingly with [25].
In the limit β 2k=Λ→ 0, the IR result of the c-function (see the inset of 3.6) tends to zero.
This implies that in the limit β 2k=Λ→ 0 the difference ∆c→ 1. The numerical result found in
this case reaches the accuracy 1≥ ∆c≥ 0.99 of the scale-independent frequency solution
(3.60) but now the periodicity of the SG model is fully preserved (which was not the case in
[25]). It should be also noted that the accurate results of Fig. 3.6 could not be obtained in the
mass cutoff framework (B.23b) with b = 1, which does not allow the flow to converge, but
our findings were obtained with the smoother b = 2 cutoff.
Fig 3.6 reports the running of the c-function for various values of the initial condition
βΛ. The final ∆c value depends on the trajectory even if it should not be at exact level. This
discrepancy shows that the flow obtained by approximated FRG procedure cannot satisfy the
exact CFT requirements for the c-function.
The discrepancy between the exact ∆c = 1 value and the actual results obtained by the
FRG approach can be used to quantify the error committed by the truncation ansatz in the
description of the exact RG trajectories.
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We observe that the results of 3.6 main and inset are obtained by using power-law
regulator with b = 2. The same computation appears to be considerably more difficult using
general cutoff functions, including the exponential one.
Let us note that for vanishing frequency the RG flow equations become regulator-
independent and that the c-function value tends to the exact result ∆c = 1. This justifies the
accuracy obtained in [25] even though the mass cutoff was used and the periodicity violated.
Finally we go on showing the results in region III. As discussed in the description of 3.5,
trajectories in region III of the SG flow diagram should not have a well defined value for the
c-function, due to the fact that those trajectories start at βk=Λ = ∞ where no real fixed point
is present.
However the numerical results obtained for those trajectories 3.7 are not so far from
∆c= 1, due to the fact that they get most of the contribution in the region where they approach
the "master trajectory" separatrix of region I i.e. the blue thick line in Fig. 3.5, which we
know to have a value ∆c≈ 1, while the portion of the trajectories close to region II get almost
zero contribute. The results of region III are also in agreement with the findings of region II
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Fig. 3.7 The flow of the c-function in Region III of the SG flow diagram 3.5, the result
is approximately ∆c = 1 due to the fact that in region III most of the contribution to the
c-function comes from the part of the trajectories very close to "master trajectory" separatrix
of region I (the blue thick line in 3.5).
(not shown) where ∆c≈ 0 for all the initial conditions.
3.7 Conclusions
In this chapter we introduced the reader to the Sine-Gordon (SG) model, showing how
the substantial difference in the symmetry content of the bare action (3.1) leads to a finite
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temperature phase transition even if in absence of spontaneous breaking of any continuous
symmetry.
In section 3.2 the importance of the SG model in condensed matter is demonstrated giving
a brief overview of some exact mappings and relations between the continuous effective field
theory described by (3.1)
In this chapter we provided an estimation of the c-function over the RG trajectories of the
sine-Gordon (SG) model in the whole parameter space. Using this result we showed that the
numerical functional RG study of the SG model with scale-dependent frequency recovers for
β 2 < 8π (region I of 3.5) the exact result ∆c = 1 with a good quantitative agreement while
preserving the periodicity, which is the peculiar symmetry of the model. We also pointed
out the dependence of this c-function calculation on the approximation level considered. For
β = 0 one retrieves directly ∆c = 1, also in the scale-independent frequency case, while for
β ̸= 0, again using scale independent frequency, we recover this result in the β 2 → 0 limit,
while increasing β 2 up to 8π in region I as a result of the used approximation the agreement
becomes worst, remaining anyway reasonably good, as shown in 3.1.
Retrieving ∆c = 1 is the SG counterpart of the computation of ∆c for the sinh-Gordon
model [85, 87]. This result can be understood by noticing that the analytical continuation
β → iβ [99] may be expected not to alter the ∆c defined in the Zamolodchikov theorem, and
that functional RG even in its crudest approximation does not spoil such correspondence for
∆c, provided that the periodicity of the SG field is correctly taken into account.
We developed a fully coherent expression for the c-function in the case of running
frequency, which gives better results in the whole region I (defined in 3.5). These results are
compatible with the exact scenario up to an accuracy of 80% in the whole region I. Such
accuracy grows to 99% in the small beta region in agreement with [25], as we discussed in
3.6.
We also noticed that for β 2 > 0 the use of the mass cutoff, as necessary to be consistent
with expression (3.44), is not possible due to bad convergence properties, and the use of
different b values or of different cutoff types is needed.
It should be noted that while the numerical results are quite accurate the exact property
that all trajectories of region I should have the same value for ∆c is not preserved by
truncations schemes (3.51) (results in 3.1) nor (3.46) (results in 3.6). Actually the β 2 → 0
limit always gives the correct result even when treated with the most rough truncation, this
result being independent from the cutoff function. At variance one needs to go to the running
frequency case to obtain reliable results for β 2 >> 0.
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Even when full periodicity in the field is maintained, the z+LPA truncation scheme is
not sufficient to recover exact results for the c-function. Indeed the quantity computed using
expression (3.44) satisfies two requirements of Zamalodchikov’s c-theorem,
1. ∂tct ≥ 0 along the flow lines,
2. ∂tct = 0 at the fixed points,
but it fails to reproduce the exact central charge of SG theory.
The final result of our calculation also depends on the chosen cutoff function and, as
already mentioned, it was not possible to use the same cutoff scheme for both the couplings
flow equations and the c-function flow (3.44). We do not expect these issues to be responsible
for the error in the fixed point value of the c-function. Modifications of the cutoff scheme in
LPA calculations have small influence on the results (around 5%) and we may expect this
property to be maintained at z+LPA level, where calculations with different cutoff functions
were not possible.
The main source of deviation from the exact result ∆c = 1 is then probably due to z+LPA
truncation in itself. We are not able to identify whether this deviation is only due to the
approximation in the c-function flow or rather to the description of the fixed point given in
z+LPA, which does not reproduce the exact central charge.
Certainly the c-function flow at z+LPA level not merely violates the exact fixed point
value of the c-function, but it is also not able to produce trajectory independent results, as
shown in 3.6. This scenario is not consistent with an unique central charge value at the SG
fixed point and it is then impossible to dig out any information about this quantity from
this approach. In this perspective it would be interesting to have an independent method to
calculate the fixed point central charge at a given truncation level.
Obviously the reproduction of the Zamalodchikov’s c-theorem should be better satisfied
increasing the truncation level considered. However it has been shown that, at LPA level, the
addition of further harmonics in the potential does not improve the results presented, while
the introduction of running frequency is crucial to achieve consistency of the phase diagram.
This situation is peculiar of the LPA truncation level. Beyond z+LPA we expect the most
relevant corrections from higher harmonics in the potential and only small variations are
expected from the introduction of higher fields derivatives in (3.51)
Finally we remark that the trajectories of the other two regions do not have a definite ∆c
value, however while region II gives results ∆c≈ 0, region III has the ∆c values close to the
ones obtained in region I 3.7, due to the fact that all the trajectories in this region merge with
the "master trajectory" separatrix of region I in the k → 0 limit.
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Using the same techniques it is possible to study interpolating models between the SG
model and the sinh-Gordon model. This investigation is currently under work.

Chapter 4
Application to Long Range Interactions
In the first chapter we introduced the reader to the concepts and methods of the FRG approach.
In the second and third chapter we showed how FRG based techniques may be used reproduce
and extend the current picture for the critical behavior of O(N) symmetric models.
In the present chapter we are going to apply the concepts and tools of previous chapters
to long range (LR) interactions, showing the capability of the FRG formalism to deal with
model of crucial importance in the description of condensed matter physics, whose are still
unknown and sometimes controversial
Among the interactions studied in the context of O(N) models LR interactions play an
important and paradigmatic role, having the form of power law decaying couplings. Apart
from the motivation per se, internal to O(N) models, another even more important reason for
such studies is given by the long lasting interest in understanding the properties of systems
with LR interactions motivated by their crucial presence in many systems ranging from
plasma physics to astrophysics and cosmology [100]. For a general O(N) model with the
power law interactions the Hamiltonian reads
H =−J
2∑i ̸= j
Si ·S j
|i− j|d+σ , (4.1)
where Si denote a unit vector with N components in the site i of a lattice in dimension d,
J is a coupling energy and d+σ is the exponent of the power law decay (we refer in the
following to cubic lattices). When σ ≤ 0 a diverging energy density is obtained and to well
define the thermodynamic limit it is necessary to rescale the coupling constant J [101]. When
σ > 0 the model may have a phase transition of the second order, in particular as a function
of the parameter σ three different regimes occur [102, 103]: (i) for σ ≤ d/2 the mean–field
approximation is valid even at the critical point; (ii) for σ greater than a critical value, σ∗,
the model has the same critical exponents of the short range (SR) model (formally, the SR
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model is obtained in the limit σ → ∞); (iii) for d/2 < σ ≤ σ∗ the system exhibits peculiar
LR critical exponents. For the Ising model in d = 1 [104–106] the value σ∗ = 1 is found,
and for σ = σ∗ a phase transition of the Berezinskii-Kosterlitz-Thouless universality class
occur [107–109] (see more references in [110]); effects of disorder were studied in [111].
Many efforts have been devoted to the determination of σ∗ and to the characterization
of the universality classes in the region d/2 < σ ≤ σ∗ for general N in dimension d ≥ 2,
which is the case we are going to consider in this chapter. In the classical paper [102] the
expression η = 2−σ was found for the critical exponent η by an ε-expansion (at order ε2)
and conjectured to be exact. This implies a discontinuity of the anomalous dimension η as a
function of the parameter σ , when σ reaches σ∗, with σ∗ = 2 [102].
A way out was proposed by Sak [103], who found η = 2−σ for all σ < σ∗ and gave
σ∗ = 2−ηSR (where ηSR is the η exponent of the SR model). This η is a continuous
function of σ and there is no correction to the canonical dimension of the field in the case of
LR interactions. Subsequent Monte Carlo (MC) results, based on MC algorithms specific
for LR interactions [112], confirmed this picture [113]. However the Sak scenario was
recently challenged by new MC results [114], suggesting that the behavior of the anomalous
dimension may be far more complicated than the one provided by Sak [103]. We should
define the critical exponent ηLR of the O(N) LR models in dimension d with power–law
exponent d+σ as
ηLR(d,σ)≡ 2−σ +δη , (4.2)
where 2−σ is the conventional result, obtained solving the LR Ising model at mean field
level [102], while δη is an eventual non mean field correction to the anomalous dimension.
In [114] it was reported that there is a non–vanishing correction δη to Sak’s result η = 2−σ
in the region d/2 < σ < σ∗ and that σ∗ = 2, as in the earliest work of Fisher, Ma and Nickel
[102]. In a subsequent work [114] the presence of a δη ̸= 0 was discussed using an ε–
expansion, and as a result the correction δη should be less than the anomalous dimension of
a SR system in dimension DBPReff ≡ 4+d−2σ (we refer to such dimension as DBPReff from the
authors of [114]). In the following we are going to show that most of the critical properties
of a LR model in dimension d with power law exponent d+σ can be inferred from those of
a SR model in the effective fractional dimension Deff ̸= DBPReff , this result being exact in the
N → ∞ limit. We also observe that the MC results recently presented for a percolation model
with LR probabilities [115] seem to agree with the findings of [114] and not with the Sak
scenario. In a very recent work new MC results for the Ising model with LR interaction in
d = 2 were presented [116]: these results evidence the presence of logarithmic corrections
into the correlation function of this kind of systems when the value of σ is very close to
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σ = 2−ηSR, implying the numerical difficulty of extracting reliable results for the critical
exponents with small error bars around σ = 2−ηSR.
The controversy about the actual value of σ∗ raised by recent MC results has not really
a compelling quantitative raison d’être: after all, for the Ising model in d = 2 the value
σ∗ = 7/4 predicted by Sak should be contrasted with σ∗ = 2 suggested in [114] (even though
the value of η at σ = 7/4 obtained in [114] is η = 0.332 and it should be contrasted with
η = 1/4 predicted by Sak). The issue raised by recent MC results is rather of principle, since
it generally questions how the LR terms (pσ ) renormalize and especially how the SR term
(p2) in the propagator is dressed by the presence of LR interactions.
4.1 FRG Approach to Long Range Effective Action
In this section we aim to clarify such issues using a functional renormalization group
approach [19, 31]. We are interested in universal quantities, and as usual we replace the
spin variables {Si} with an N–component vector field φ(x) in continuous space. We define a
scale dependent effective action Γk depending on an infrared cutoff k and on the continuous
field φ : when k → k0, where k0 is some ultraviolet scale, the effective action is equal to the
mean–field free energy of the system, while for k→ 0 it is equal to the exact free energy [19].
Our first ansatz for the effective action reads
Γk[φ ] =
∫
ddx
{
Zk∂
σ
2
µ φi∂
σ
2
µ φi+Uk(ρ)
}
, (4.3)
where the summation over repeated indexes is assumed, ρ = 12φiφi, and φi is the i–th com-
ponent of φ . The notation ∂
σ
2
µ is a compact way to intend that the inverse propagator of the
effective action (4.3) in Fourier space depends on qσ and not on q2 as in the SR case. Zk is
the wave function renormalization of the model that at this level of approximation is field
independent.
This ansatz is well justified if we analyze the bare propagator of the LR Ising model. It
is well known that at mean field level the momentum dependence of the propagator for an
Ising type system is obtained inverting the interaction matrix. In the LR case this inversion
cannot be pursued analytically but it is possible to read out a series expansion in power of
the momentum q for the propagator. This series expansion starts with a non-analytic term qσ ,
which is then the most relevant at large scales. We expect the renormalization procedure not
to generate more relevant terms and then the large scale behavior of the system should be
completely dominated by the momentum term included in ansatz (4.3). Actually one could
expect this ansatz to be incomplete in the σ ≃ 2 region where the non analytic term qσ is
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very similar to the successive analytic term q2, this problematics is fixed later in the text
introducing ansatz (4.9).
The effective potential Uk(ρ) satisfies a renormalization group flow equation [17]; in
order to obtain such flow equation in the FRG scheme it is necessary to define an infrared
cutoff function Rk(q), which plays the role of a momentum dependent mass of the excitations
[17]. This artificial mass should be vanishing for excitations with momentum q >> k while
it should prevent the propagation of low momentum q << k excitations.
Using an infrared cutoff suited for LR interactions, Rk(q) = Zk(kσ − qσ )θ(kσ − qσ ),
we obtain the flow equation for the effective potential, when this is rewritten in terms of
dimensionless variables (denoted by bars) one can find the fixed points, or scaling solutions,
U¯∗(ρ¯) by solving it [24]. The form of this flow equation is
∂tU¯k =−dU¯k(ρ¯)+(d−σ +δη)ρ¯ U¯ ′k(ρ¯)
+
σ
2
cd(N−1)
1− δηd+σ
1+U¯ ′k(ρ¯)
+
σ
2
cd
1− δηd+σ
1+U¯ ′k(ρ¯)+2ρ¯ U¯
′′
k (ρ¯)
,
(4.4)
where c−1d = (4π)
d/2Γ(d/2+1) and δη is an eventual anomalous dimension correction,
related to the flow of the wave function renormalization by δη = −∂t logZk, where t =
log(k/k0) is the RG time and k0 is the ultraviolet scale.
4.1.1 Effective fractional dimension
We start our analysis considering the case Zk = 1, which implies δη = 0. It is then possible
to show that the flow equation (4.4) for the effective potential can be put in relation with the
corresponding equation for a SR model [18, 24] in an effective fractional dimension
Deff =
2d
σ
(4.5)
(in the following we denote by capital D the dimension of the SR O(N) model). Within this
approximation it is also possible to establish a mapping between the LR correlation length
exponent νLR(d,σ) and the LR susceptibility exponent γLR(d,σ) and the equivalent SR ones
νSR(Deff) and γSR(Deff). The relation is found to be:
νLR(d,σ) =
2
σ
νSR(Deff); γLR(d,σ) = γSR(Deff) . (4.6)
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As a check, we observe that the relations (4.50) and (4.6) are satisfied exactly by the spherical
model [41]. In fact in the N → ∞ limit our approximation provides exact critical exponents
[46]. In conclusion, we can see that the LR and SR critical exponents in, respectively,
dimension d and Deff are obtained from each other: e.g., using as the two independent
SR critical exponents νSR and γSR to derive the LR ones, using (4.6) and the usual scaling
relations among critical exponents one gets all the other four LR exponents, including
ηLR = 2−σ . The equivalence between the fixed point structure of these two models can also
be seen using the spike plot technique described in [18, 24] as shown in Fig. 4.1. From this
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Fig. 4.1 Each value of Σ ≡ U¯ ′∗(0) for which we have a spike in the above figure is the
derivative at the origin of a well defined fixed point effective potential: thus every spike is
the signature of a different universality class. Solid lines represents spike plots of LR models
in dimension d with power–law exponent σ , while dashed lines represent spike plots of SR
models in dimension D = Deff = 2d/σ . The plot is for the case N = 1,2,5 and d = 2 for the
cases σ = 1.25,1.75,1.9.
analysis it follows that by varying σ at fixed d we go trough a sequence of σc,i at which new
multicritical LR universality classes appear, in a way analogous to the sequence of upper
critical dimensions found in SR models as d is varied [24]. For the Ising universality class
the lower critical decay exponent is σc,2 = d/2 in agreement with known results [102]. In
the case of a i–th multicritical model with LR interaction the lower critical decay exponent is
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found to be σc,i = d(i−1)i . Since the new fixed points branch from the Gaussian fixed point,
their analysis based on the ansatz (4.3), first term of an expansion of the effective action in
powers of the anomalous dimension, is consistent and the existence of multicritical LR O(N)
models can be extrapolated to be valid in the full theory.
To study anomalous dimension effects one has to study the equation for the effective
potential Uk in the case δη ̸= 0, i.e. when Zk in (4.3) is non–constant. One obtains the
scale derivative of the wave function renormalization from ∂tZk = limp→0 dd pσ ∂tΓ
(2)
k (p,−p)
and computes the anomalous dimension using δη = −∂t logZk. Since the flow equation
generates no non–analytic terms in p, from this definition we find δη = 0, in agreement
with Sak’s result [103], in which the anomalous dimension does not get any non mean–field
contribution. However, an anomalous dimension is present, at this approximation level, in
the SR system, thus we obtain a new dimensional equivalence:
D′eff =
[2−ηSR(D′eff)]d
σ
, (4.7)
which is in agreement with the results of the dimensional analysis performed for the Ising
model in [116] and with the arguments presented for the LR and SR Ising spin glasses in
[117]. equation (4.7) is valid for any N and it is an implicit equation, indeed one has to know
the critical exponent ηSR in fractional dimension [22, 69, 118, 119] to calculate D′eff. In the
case of a running, not field dependent, wave function renormalization we also obtain the
following relation for the critical exponent νLR:
νLR(d,σ) =
2−ηSR(D′eff)
σ
νSR(D′eff) . (4.8)
In Fig. 4.2 we compare the exact behavior for the yt = 1/νLR LR exponent in the spherical
N →∞ limit with the behavior obtained using the effective dimension D′e f f for various values
of N. In the inset of Fig. 4.2 we plot MC results from [113] and [116] together with the
results obtained by the effective dimension D′eff both at our approximation level and with the
use of high–precision estimates of the SR critical exponents in fractal dimensions from [69]
in (4.7). We expect these results to be more reliable as N grows due to the relative decrease
of anomalous dimensions effects in these cases. Relations (4.7) and (4.8) can be also used to
extend this analysis to multicritical fixed points in LR systems.
In Fig. 4.3 we plot the exponent yt for various N in three dimensions using (4.7): due to
the better performances of our approximation in three dimensions, we expect these results
to be quantitatively very reliable, when compared with future numerical simulations. The
curves of Fig. 4.2 and Fig. 4.3 are genuine universal predictions of our analysis.
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Fig. 4.2 yt = 1/νLR exponent as a function of σ in d = 2 for some values of N (from top:
N = 1,2,3,4,5,10,100). The dashed line is the analytical result obtained for the spherical
model N =∞. Inset: yt = 1/νLR vs. σ for the d = 2 LR Ising model compared with MC data
of [113] (red circles) and of [116] (blue circles). The three continuous lines represents the
estimates made using (4.8) with the numerical values of νSR(D′eff) and ηSR(D
′
eff) taken from
recent high–precision estimates in fractional dimensions [69] (top red line), from [22, 25]
where the O(N) model definition for ηSR is used (blue bottom line) and from [24] where the
Ising definition of ηSR is used instead (yellow middle line) [69].
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Fig. 4.3 yt = 1/νLR exponent as a function of σ in d = 3 for some values of N (from top:
N = 1,2,3,4,5,10,100). As in Fig. 4.2 the dashed line is the analytical result obtained for
the spherical model.
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4.1.2 Effects of the short range term
The present analysis suggests the validity of Sak’s results for the value of σ∗. On the other
hand, since the ansatz (4.3) does not contain any SR term, such approximation is not able
to describe the case σ > σ∗, in which SR interactions could become dominant. In order to
investigate these effects we enlarge our theory space and we propose the new ansatz:
Γk[φ ] =
∫
ddx
{
Zσ ,k∂
σ
2
µ φi∂
σ
2
µ φi+Z2,k∂µφi∂µφi+Uk(ρ)
}
, (4.9)
where we have both LR and SR terms in the propagator. Since a SR analytic term is already
present in the series expansion of the lattice model propagator, ansatz (4.9) is the natural
extension of the ansatz (4.3).
We need to choose a proper cutoff function for the propagator of the theory (4.9). Since
we do not know a priori which will be the dominant term for σ ≃ σ∗ we take the following
combination:
Rk(q) = Zσ ,k(kσ −qσ )θ(kσ −qσ )+Z2,k(k2−q2)θ(k2−q2) . (4.10)
The ansatz (4.9) and the cutoff choice (4.10) are consistent with the ones of the previous
analysis when LR interactions are dominant, but they are still valid when SR become
important and will allow us to study the whole σ range. This cutoff has the desired property
to not choose any term as the relevant one, it acts on both terms, assuring us to be valid in the
whole σ range. The choice (4.10) turns out to be the most simple, since it always influences
the dominant term, while only adding an irrelevant modification to the other, yet it drastically
simplifies the calculation.
We proceed deriving the flow equation for all the quantities in latter definition
∂tZ2 =
1
2
lim
p→0
d2
d p2
∂tΓ
(2)
k (p,−p) (4.11)
∂tZσ = lim
p→0
d
d pσ
∂tΓ
(2)
k (p,−p) , (4.12)
while the flow for the potential derives from the flow of the effective action evaluated at
constant fields. These equations were obtained starting from the usual Wetterich equation
[17], with the ansatz (4.9). The cutoff function is shown in equation (4.10). We derived the
equations for dimensional quantities,
∂tZσ = 0 , (4.13a)
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∂tZ2 =−
ρ0U ′′k (ρ0)
2 (σZσkσ+2Z2)2kd+2
(Zσkσ+Z2k2)2(Zσkσ+Z2k2+2ρ¯0U ′′k (ρ0))2
, (4.13b)
∂tUk(ρ) =
Z2k2− ∂tZ2d+2 + σ2 Zσ
Zσkσ +Z2k2+U ′k(ρ)+2ρU
′′
k (ρ)
+
(N−1) Z2k
2− ∂tZ2d+2 + σ2 Zσ
Zσkσ +Z2k2+U ′k(ρ)
.
(4.13c)
To further proceed we need to choose the dimension of the field with the constraint that
the effective action must be dimensionless. To properly define the dimensionless couplings,
we have two natural choices: the first one is the one we did in previous section to make
the Zσ coupling dimensionless and absorb it into the field – we refer to this choice as to
LR-dimensions. On the other hand in this case we could also follow the usual way for O(N)
models defining the field dimension to make Z2 dimensionless and then absorbing it in the
field. This will lead to the definition of a LR coupling Jσ = ZσZ2 (SR-dimensions).
The two possible choices are summarized in the following table:
Quantity SR–dimensions LR–dimensions
q kq¯ kq¯
ρ kd−2Z−12 ρ¯ k
d−σZ−1σ ρ¯
U(ρ) kdU¯(ρ¯) kdU¯(ρ¯)
Z2 Z¯2 kσ−2Z¯2
Zσ k2−σ Z¯σ Z¯σ
Physical results should be the same in both cases. If we choose SR-dimensions we find three
equations: one for the potential, one for the LR coupling and one for the anomalous dimension.
These three equations reproduce the usual O(N) models equations in the limiting case Jσ → 0.
On the other hand when we use LR-dimensions we have only two equations (since we do
not have any anomalous dimension) and we may define a SR coupling J2 = Z2/Zσ : when J2
runs to zero we recover the equations obtained for the pure LR approximation.
We conclude then that the last truncation proposed includes the results obtained in
previous ones and extends them in the whole σ range. SR-dimensions prove better to
investigate the boundary σ ≃ σ∗, due to the fact that Zσ is always constant during the flow,
while Z2 is diverging in the case of dominant SR interactions and must be absorbed in the
field.
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4.1.3 SR–Dimensions
We are going to investigate the region σ > σ∗, where we believe the p2 term to be dominant,
so we choose the SR-dimensions in order to be able to recover exactly the SR case. We
define our anomalous dimension as
η2 =− 1Z2∂tZ2 , (4.14)
(following the usual SR analysis [31]), but in addition one gets the renormalized LR coupling
defined as
Jσ =
Zσ
Z2
. (4.15)
The flow equations for the renormalized dimensionless couplings are
∂t J¯σ = (σ −2)J¯σ +η2J¯σ , (4.16a)
η2 =
(2+σ J¯σ )2ρ¯0U¯ ′′k (ρ¯0)
2
(1+ J¯σ )2(1+ J¯σ +2ρ¯0U¯ ′′k (ρ¯0))2
, (4.16b)
∂tU¯k(ρ¯) =−dU¯k(ρ¯)+(d−2+η2)ρ¯ U¯ ′k(ρ¯)
+(N−1) 1−
η2
d+2 +
σ
2 J¯σ
1+ J¯σ +U¯ ′k(ρ¯)
+
1− η2d+2 + σ2 J¯σ
1+ J¯σ +U¯ ′k(ρ¯)+2ρ¯ U¯
′′
k (ρ¯)
.
(4.16c)
Looking at equation (4.16a) we see that there are only two possibilities for the r.h.s. to vanish
and for J¯σ to attain some fixed point value J¯∗σ .
The first possibility is J¯∗σ = 0 and we are in the SR case, the second is η2 = 2−σ which
is a characteristic of the LR fixed point, a least at this approximation level. This shows that
we have no necessity to change the field dimension to study the case of a dominant LR term,
since the p2 term is still present in the LR fixed point.
In order to check these properties we turn to the approximation where we expand the potential
around its minimum:
U¯k(ρ¯) =
1
2
λk(ρ¯−κk)2 . (4.17)
Projecting the flow equation for the potential we can get the beta functions of these two
couplings which, together with the flow equation for J¯σ , form a closed set:
∂t J¯σ = (σ −2)J¯σ +η2J¯σ , (4.18a)
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Fig. 4.4 Anomalous dimension η2 and fixed point values Jσ ,∗,κ∗,λ∗ in the truncation con-
sidered in the text for the Ising model in d = 2. For σ > σ∗ ≡ 2−ηSR only the fixed point
(red line) is present characterized by η2 = ηSR and Jσ ,∗ = 0. At σ = σ∗ the LR fixed point
(blue lines) branches from the SR fixed point and then controls the critical behavior for every
σ < σ∗. Thus even in the case of both SR and LR terms in the propagator the anomalous
dimension as a function of σ is thus LR (η2 = 2−σ ) for σ < σ∗ and SR for σ > σ∗.
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η2 =
(2+σ J¯σ )2κkλ 2k
(1+ J¯σ )2(1+ J¯σ +2κkλk)2
, (4.18b)
∂tκk = − (d−2+η2)κk +3
1− η2d+2 + σ2 J¯σ
(1+ J¯σ +2κkλk)2
+
(N−1)1−
η2
d+2 +
σ
2 J¯σ
(1+ J¯σ )2
,
(4.18c)
∂tλk =(d−4+2η2)λk +18λk
1− η2d+2 + σ2 J¯σ
(1+ J¯σ +2κkλk)3
+
2λk(N−1)
1− η2d+2 + σ2 J¯σ
(1+ J¯σ )3
.
(4.18d)
As discussed SR-dimensions are well suited to study the case σ < σ∗, since Z2 is well defined
in this case and is not brought to zero by the presence of a dominant LR term. The results
for the couplings and the anomalous dimension at the fixed point is shown in Fig. 4.4. We
see that the anomalous dimension η2 follows naturally the Sak’s behavior with no possible
LR fixed point solution for σ > σ∗, however at σ = σ∗ the LR fixed point (blue lines)
appears and the value of the coupling in that point is shown. It is possible to see that the J¯σ ,∗
grows very fast when we approach σ = d/2 (which is 1 in this case since we are plotting 2
dimensional results). This coupling is actually diverging at σ = 1 since at that point the LR
fixed point merges with the Gaussian LR fixed point, which can be suitably described only in
LR-dimensions, since it has no SR term in its propagator. This has been verified for different
values of σ > σ∗, at different (also non-integer) dimensions and for various O(N) models. It
is also possible to show that the truncation of the potentials despite changing the value of
any quantity at the fixed point does not modify the qualitative behavior of the system nor the
existence of the threshold σ∗.
In Fig. 4.5 we show the critical exponents of both SR and LR fixed points obtained from
RG equations (4.18). The SR fixed point has just one repulsive direction for σ > σ∗ (the
standard Wilson–Fisher one) and the LR fixed point does not exist at all. At σ = σ∗ the
smallest attractive eigenvalue hits zero and the LR fixed point emerges from the SR fixed
point. For σ < σ∗, the SR fixed points has two repulsive directions while the LR one has just
one repulsive direction. Finally at σ = d2 the LR fixed point becomes Gaussian and for all
σ < d2 the behavior is mean field.
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From the analysis of Fig. 4.5 one clearly understands that the LR fixed point is attractive
along the direction which connects it to the SR (Wilson–Fisher) fixed point, thus for σ < σ∗
the SR fixed point becomes repulsive in the J¯σ ,k direction and the LR fixed point controls the
critical properties of the system. In the σ → σ∗ limit the LR fixed point moves towards the
SR one and finally merges with it at σ = σ∗. This structure for the phase diagram implies
that the anomalous dimension is given (as show in the left inset of Fig. 4.5) by the LR value
η2 = 2−σ for σ < 2−ηSR and by the SR value η2 = ηSR for σ > 2−ηSR, thus confirming
Sak’s scenario. It is important to stress that we are not imposing this picture by hand as one
does by considering only the pσ in the propagator. It is also important to underline that the
threshold σ∗ = 2−ηSR is also generated dynamically, with the SR anomalous dimension
appearing in it being the one pertinent to the approximation level considered. Retaining other
terms in the expansion of the effective potential would not modify the qualitative picture
described above, but will change the numerical values reported.
In the right inset of Fig. 4.5 we also show the difference between the value of ν computed
by using ansatz (4.9) and the one obtained by using the effective dimension (4.7): this result
confirms that the effective dimension relation is not exact and it gives the error done by using
it, even though the error is found to be rather small and actually less than 1% also close to
σ∗.
4.1.4 LR–Dimensions
Here for the sake of completeness we also report the results obtained using LR dimensionless
variables. In this case we renormalize the field using the wave function Zσ and we define the
SR coupling J¯2 = Z¯2/Zσ
∂tZσ = 0 , (4.19a)
∂t J¯2 = (2−σ)J¯2−
ρ¯0U¯ ′′k (ρ¯0)
2(σ +2J¯2)2
(1+ J¯2)2(1+ J¯2+2κkU¯ ′′k (ρ¯0))2
, (4.19b)
∂tUk(ρ) =−dU¯k(ρ¯)+(d−σ)ρ¯ U¯ ′k(ρ¯)+
J¯2− (2−σ)J¯2+∂t J¯2d+2 + σ2
1+ J¯2+U¯ ′k(ρ¯)+2ρ¯ U¯
′′
k (ρ¯)
+(N−1) J¯2−
(2−σ)J¯2+∂t J¯2
d+2 +
σ
2
1+ J¯2+U¯ ′k(ρ¯)
.
(4.19c)
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Fig. 4.5 The main figure shows the eigenvalues θ of the RG stability matrix in d = 2 and
N = 1 as a function of σ for the SR (red lines) and LR (blue lines) fixed points. For σ > σ∗
only the SR solution exists and two of the three exponents are independent of σ , the third
exponent describes the flow in the direction of the J¯σ coupling and it is positive, showing
that the SR fixed point is attractive in this direction. For σ < σ∗ the situation changes and the
SR fixed point has two repulsive directions (two negative exponents), while a new LR fixed
point emerges. This LR fixed point is repulsive in one single direction and has non-trivial
σ -dependent exponents (blue lines). Finally for σ < d/2 the SR and LR interacting fixed
points disappear, leaving only a LR Gaussian fixed point solution, whose exponents can be
obtained using mean field approximation on the original LR Ising model (gray dashed lines).
In the left panel we show the anomalous dimension vs σ . In the right panel we show the
difference between the ν exponent found using ansatz (4.9) and the same exponent calculated
using the effective dimension relation (4.50).
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Fig. 4.6 Anomalous dimension η2 and fixed point values J¯σ ,∗,κ∗,λ∗ in the truncation (4.9)
with LR–dimensions for the Ising model in d = 2. With this dimensional choice we are able
to describe only the σ < σ∗ region, since in the other region the coupling J¯2,k is divergent,
as can be understood from the J¯2,k plot. Also in this case, the anomalous dimension as a
function of σ is LR (η2 = 2−σ ) for σ < σ∗.
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Fig. 4.7 Eigenvalues (θ ) of the RG stability matrix as a function of σ for the LR (blue lines)
fixed points in the case of LR-dimensions for the Ising model in d = 2. In this case we are
not able to describe only the LR fixed point present when σ < σ∗ and,since RG eigenvalues
are universal quantities, they agree with SR-dimensions ones.
These equations in the J¯2 → 0 limit reproduce the results obtained for the previous approx-
imations. Thus this approximation reproduces, as expected, all the previous results in the
range σ < σ∗, but also gives information on their validity. Comparing latter equation with
(4.16c) we see that they are equal up to a term of order J¯2. In fact if we use LR-dimensions
we find coherently that J¯∗2 ̸= 0 is very small for all σ < σ∗ but in the region σ ≃ σ∗, when as
we expected the effective dimension relations are spoiled (this is shown in Fig.4.6).
We can then repeat the previous analysis. We have in this case one, very important,
difference: we are renormalizing the field with the Zσ wave function. This is consistent in
the range σ < σ∗ where LR interactions are irrelevant, while in the case of a dominant p2
interaction (σ > σ∗) we expect the Z2 wave function to be diverging. Such divergence is not
absorbed in the field as an anomalous dimension and cannot be balanced by Zσ which we
know to be constant at this approximation level. Thus this divergence will still be present
in our flow and this choice for the dimensionless coupling is not suited in the case σ > σ∗
(Fig. 4.6).
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We then investigate the case σ < σ∗ where our variable are well defined. As usual we
refer to the very simple truncation shown in equation (4.17) and we use the renormalization
time t = log(k/k0). The flow equations are:
∂t J¯2 = (2−σ)J¯2+
κkλ 2k (σ +2J¯2)
2
(1+ J¯2)2(1+ J¯2+2κkλk)2
, (4.20a)
∂tκk = − (d−σ)κk +3
J¯2− (2−σ)J¯2+∂t J¯2d+2 + σ2
(1+ J¯2+2κkλk)2
+(N−1) J¯2−
(2−σ)J¯2+∂t J¯2
d+2 +
σ
2
(1+ J¯2)2
,
(4.20b)
∂tλk = (d−2σ)λk +18λk
J¯2− (2−σ)J¯2+∂t J¯2d+2 + σ2
(1+ J¯2+2κkλk)3
+2λk(N−1)
J¯2− (2−σ)J¯2+∂t J¯2d+2 + σ2
(1+ J¯2)3
.
(4.20c)
The fixed points solutions of the couplings are reported in Fig. 4.6, where we see that only
the LR fixed points solution are present and then only the region σ < σ∗ is investigated.
In fact, as well as previous couplings showed a diverging J¯σ ,∗ for σ → 1, these couplings
show a divergence in the limit σ → σ∗ where the LR term in the propagator is vanishing.
However the results for the critical exponents, in the region where both the couplings sets are
defined, are in perfect agreement between themselves, as it should be and as it is shown in
Fig.4.7. Then using these RG equations we are able to describe in detail the structure of the
phase diagram. The anomalous dimension of LR O(N) models is still η2 = 2−σ , then for
σ > σ∗ = 2−ηSR the dimensionless coupling J¯σ ,k is always renormalized to zero, whatever
initial conditions we choose and the system behaves as if only SR interactions were present.
On the other hand when σ < σ∗ a new interacting LR fixed point branches from the SR one
and is characterized by a finite value of J¯σ ,∗.
In Fig. 4.7 we show the critical exponents of both SR and LR fixed points obtained from
RG equations. The SR fixed point has just one repulsive direction for σ > σ∗ (the standard
Wilson–Fisher one) and the LR fixed point does not exist at all. At σ = σ∗ the smallest
attractive eigenvalue hits zero and the LR fixed point emerges from the SR fixed point. For
σ < σ∗, the SR fixed points has two repulsive directions while the LR one has just one
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repulsive direction. Finally at σ = d2 the LR fixed point becomes Gaussian and for all σ <
d
2
the behavior is mean field.
From the analysis of Fig. 4.7 one clearly understands that the LR fixed point is attractive
along the direction which connects it to the SR (Wilson–Fisher) fixed point, thus for σ < σ∗
the SR fixed point becomes repulsive in the J¯σ ,k direction and the LR fixed point controls the
critical properties of the system. In the σ → σ∗ limit the LR fixed point moves towards the
SR one and finally merges with it at σ = σ∗. This structure for the phase diagram implies
that the anomalous dimension is given (as show in the left inset of Fig. 4.7) by the LR value
η2 = 2−σ for σ < 2−ηSR and by the SR value η2 = ηSR for σ > 2−ηSR, thus confirming
Sak’s scenario. It is important to stress that we are not imposing this picture by hand as one
does by considering only the pσ in the propagator. It is also important to underline that the
threshold σ∗ = 2−ηSR is also generated dynamically, with the SR anomalous dimension
appearing in it being the one pertinent to the approximation level considered. Retaining other
terms in the expansion of the effective potential would not modify the qualitative picture
described above, but will change the numerical values reported.
In the right inset of Fig. 4.7 we also show the difference between the value of ν computed
by using ansatz (4.9) and the one obtained by using the effective dimension (4.7): this result
confirms that the effective dimension relation is not exact and it gives the error done by using
it, even though the error is found to be rather small and actually less than 1% also close to σ∗.
4.2 Spatial anisotropy
Anisotropic interactions are present in a variety of physical systems. They are characterized
by the property that the interaction energy V among two constituents of the system located
in r⃗1 and r⃗2 depends on the relative distance r⃗12 = r⃗1− r⃗2 so that V (⃗r12) assumes different
values (possibly a different functional form) for r⃗12 in different directions. A typical instance
is provided by dipolar interactions [120]. For example, with a fixed direction of the dipoles,
say zˆ, as it happens for ultracold dipolar gases [121], there is repulsion if the two dipoles
have r⃗12 in the x− y plane and attraction if r⃗12 is parallel to zˆ, with V (⃗r12) ∝ 1−3cos2θ and
θ being the angle between r⃗12 and zˆ.
Anisotropy is one of the fundamental features of molecular interactions and it is re-
sponsible for phase transitions between tilted hexatic phases in liquid-crystal films [122].
Liquid crystals can be described using low energy theories [123], where the order parameter
represents the bond angle between molecules. At particular points of the phase diagram liquid
crystals are efficiently described by the so-called Lifshitz point effective action [124, 125].
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Another major example of anisotropic systems is provided by layered supercondutors.
The layered structure can be described by the Lawrence-Doniach model which has different
masses in different directions [126] (typically m∥ in the x− y plane and m⊥ in the zˆ direc-
tion). Layered systems can occur naturally or be artificially created. Examples of artificial
structures are alternating layers of graphite and alkali metals [127] or samples with layers
of different metals [128]. On the other hand naturally occurring layered supercondutors
range from compounds of transition-metal dichalcogenides layers intercalated with organic,
insulating molecules [129] to cuprates [126]. Vortex dynamics in magnetically coupled
layered superconductors were studied [95] by a multi-layer sine-Gordon type model [130].
Layered ultracold superfluids can be induced by using a deep optical lattice in one spatial
direction for fermions [131] or bosons [132].
A simple way of studying the effect of layering (and anisotropy in general) is to consider
statistical mechanics models with different couplings in different directions. A typical case
is provided by the study of the XY model in 3 dimensions with a coupling between nearest
neighbours sites i and j equal to J∥ if i, j belong to the same x− y plane and to J⊥ if i, j
belong to nearest neighbour planes in the zˆ direction [133]. This model has been studied also
in relation with layered superconductors and cuprates [134]. Depending on the value of the
ratio J⊥/J∥ the behaviour of the system can pass from being 3D to effectively 2D [133].
The main point of these and similar studies of anisotropic spin systems with SR couplings
is that far from the critical point anisotropy induces a series of very interesting effects, but
for general reasons at the critical point isotropy is restored and strictly speaking an isotropic
critical point is found for any finite value of the J⊥/J∥ ratio (different is the case of a finite
number of 2D systems). This is a consequence of the divergence of the correlation length, so
that the system does not see the anisotropy any longer at criticality. As another example, for
fermions in the BCS-BEC crossover [135] in presence of layering the anisotropy is strongly
depressed at the unitary limit [131] even though there is no phase transition, but the system
is scale invariant due to the divergence of the scattering length.
Therefore a general interesting question is to study the conditions under which one can
have genuinely anisotropic critical points. A main observation of this section is that, in pres-
ence of anisotropic LR interactions, the interplay between the divergence of the correlations
and the LR nature of the couplings may induce such anisotropic critical behaviour.
The interest in the statistical physics of systems with LR interactions is in general
motivated by a large number of possible applications, ranging from plasma physics to
astrophysics and cosmology [100, 101]. The shape of LR interactions is typically considered
as decaying as a power law of the distance r−d−σ , where r is the distance between two
elementary components of the system, d is the dimensionality and σ is a real parameter
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determining the range of the interactions. Simple considerations show that for σ < 0 the
mean-field interaction energy diverges and the system is ill defined. It is still possible to
study this case using the so-called Kac rescaling [136], leading to many interesting results
such as ensembles inequivalence and inhomogeneous ground-states [100, 137].
For σ > 0 the thermodynamics is well defined and spin systems may present in general
a phase transition at a certain critical temperature Tc. In the isotropic case, as a function
of the parameter σ , three regions are found [103]. For σ ≤ d2 the universal behavior is the
one obtained at mean-field level, for σ larger than a critical value σ∗ the system behaves
as a SR one at criticality and for d/2 < σ < σ∗ the system has peculiar non mean-field
critical exponents. The precise determination of σ∗ has been the subject of perduring interest
[80, 116]. Moreover, recent results on conformal invariance in LR systems are also available
[138]. The theoretical interest for these systems is also supported by the recent exciting
progress in the experimental realization of quantum systems with tunable LR interactions
[139–144].
The goal of present section is to introduce and study anisotropic spin models with LR
interactions having different decay exponents in different directions: σ1 in d1 dimensions
and σ2 in the remaining d2 ≡ d−d1 ones. The SR limit is provided by such decay exponents
going to infinite. Clearly, when both σ1 and σ2 go to infinity the isotropic SR limit is
retrieved, while when only one of the two – say σ2 – is diverging the model is SR in the
corresponding d2 directions. It is expected that when one of the two exponents, σ1 or σ2, is
larger than some threshold value, say σ∗1 or σ
∗
2 , the corresponding directions behave as if SR
interactions only were present at criticality.
Apart from the already mentioned interest in investigating anisotropic fixed points, three
other motivations underly our work. From one side we think it is interesting to study
a problem in which rotational invariance is broken at criticality due to the division of the
system in two subspaces, which is somehow the simplest global form in which such rotational
invariance can be broken. From the other side in a natural way quantum systems with LR
couplings are an example of the systems under study: indeed, if one considers a quantum
model in D dimensions with LR interactions or couplings, then at criticality one can map it
on a classical system in dimension d > D, with the interactions along the d−d1 remaining
directions being of SR type [145]. This is of course the generalization of what happens for
SR quantum systems: as an example in which the mapping can be worked out explicitly
[7, 146] we mention the mapping of the SR Ising chain in a transverse field on the classical
SR Ising model, with the second dimension corresponding to the imaginary time. Therefore
generically a D-dimensional quantum spin system with LR interactions can be seen as an
example of an anisotropic classical system where the interaction is LR in D dimensions
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and SR in the remaining ones. A similar situation would occur for LR quantum systems
in the models in which two extra-time dimensions are added and the time can be regarded
as a complex variable [147]. Finally, experiments of quantum systems with tunable LR
interactions provide an experimental counterpart to implement and test the results we present
in the following.
To study anisotropic LR spin systems we introduce a model, whose low energy behavior is
well described by an anisotropic Lifshitz point effective action with non analytic momentum
terms in the propagator. At variance with the usual Lifshitz point case in our system a
standard second order phase transition is found, and there is no additional external field to
tune in order to reach criticality.
Using functional renormalization group (RG) methods we study in the following the criti-
cal behavior of anisotropic LR spin systems determining the independent critical exponents
and depicting the phase diagram in the parameter space of σ1 and σ2, mostly focusing on the
case σ1,σ2 ≤ 2.
4.2.1 The model
The model we consider is a lattice spin system in dimension d, with an arbitrary number of
spin components N. The spins are classical but comments on quantum spin systems with LR
interactions will be also presented.
The interactions among the spins is LR with different exponents depending on the spatial
directions. The system is divided into two subspaces of dimension d1 and d2 with d1+d2 = d.
In the first subspace the interaction between the spins decays with the distance as a power
law with exponent d1+σ1, while in the other subspace it decays with exponent d2+σ2.
This formally amounts to write the position of a spin, r⃗ = (r1, · · · ,rd), as r⃗ ≡ r⃗∥+ r⃗⊥
with r⃗∥ = (r1, · · · ,rd1,0, · · · ,0) and r⃗⊥ = (0, · · · ,0,rd1+1, · · · ,rd). The i-th spin is located in
r⃗i = (r1,i, · · · ,rd,i), so that r⃗∥,i = (r1,i, · · · ,rd1,i,0, · · · ,0) and r⃗⊥,i = (0, · · · ,0,rd1+1,i, · · · ,rd,i)
with d = d1+d2.
Given the two spins in r⃗i and r⃗ j we define r⃗i j as r⃗i j = r⃗i − r⃗ j and similarly we put
r⃗∥,i j = r⃗∥,i− r⃗∥, j and r⃗⊥,i j = r⃗⊥,i− r⃗⊥, j. The couplings between two spins in r⃗i and r⃗ j decay
with power law exponent d1+σ1 if r⃗i j is parallel to r⃗∥,i j and with power law exponent d2+σ2
if r⃗i j is parallel to the r⃗⊥,i j direction.
The model we consider then reads
H =−∑
i ̸= j
J∥
2
S⃗i · S⃗ j
rd1+σ1∥,i j
δ (⃗r⊥,i j)−∑
i ̸= j
J⊥
2
S⃗i · S⃗ j
rd2+σ2⊥,i j
δ (⃗r∥,i j), (4.21)
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where the S⃗i are classical N component vectors (normalized to 1). The distance r∥,i j is
calculated on a d1–dimensional volume, to which both spins S⃗i and S⃗ j belong, as ensured
by the presence of the δ (⃗r⊥,i j). On the same ground r⊥,i j measures the distance between
two spins i, j belonging to the same d2–dimensional volume. Thus any spin of the model
belongs to two different subspaces, one of dimension d1 and the other of dimension d2, and
interacts only with the spins sitting on the same subspace. For example, given an Ising model
in two dimensions for variables Si = ±1, setting i ≡ (i1, i2) we are considering couplings
nonvanishing only if i1 = j1 (and interactions decaying as |i2− j2|−d2−σ2 , with d2 = 1, in
the same column) and if i2 = j2 (and interactions decaying as |i1− j1|−d1−σ1 , with d1 = 1,
in the same row).
When one of the two exponent goes is infinite the interaction becomes SR in the corre-
spondent subspace. However, in analogy with the isotropic LR case, two threshold values σ∗1
and σ∗2 exist such that for σ1 > σ
∗
1 or σ2 > σ
∗
2 the systems behaves as if only SR interactions
were present in respectively the d1 or d2 dimensional subspace.
In (4.21) we disregard for simplicity interactions between spins if their relative distance
r⃗i j is not perpendicular or parallel to r⃗⊥,i j (or r⃗∥,i j). Notice that, although it is chosen as a
simplifying assumption, this is the case for a d1 dimensional quantum spin system with LR
interactions, e.g. of transverse Ising type, when mapped to a classical system (couplings
along the imaginary time are among same column discretized points). Additional finite-range
interactions for spins of different columns or rows does not qualitatively affect our results.
To discuss a specific example, we consider the ferromagnetic quantum Ising model in
dimension D in presence of LR interactions
H =−J
2∑i̸= j
σ (z)i σ
(z)
j
|i− j|d1+σ1 −h∑i
σ (x)i , (4.22)
where σ (z),(x) are the z,x component of the quantum spin σ⃗ and J is the positive magnetic
coupling. In the thermodynamic limit a quantum spin system can be mapped onto a classical
analogue [145, 148, 149]. Thus the quantum phase transition at zero temperature of a
quantum spin system in dimension D lies in the same universality class of a classical system
in dimension d > D. Then we can map a quantum Ising model on a classical analogue in
d = D+1. A similar result is generally also valid with LR interactions and the mapping is
between the quantum Ising model described in (4.22) and the anisotropic classical model
(4.21) with d1 = D, d2 = 1 and σ2 > σ∗2 . For larger N we expect in general that a quantum
spin system in a dimension D with LR interactions decaying with exponent σ1 has a phase
transition which lies in the same universality class of the one found in the classical system
136 Application to Long Range Interactions
(4.21) with d1+d2 > D and σ2 > 2. To this respect we point out that in our treatment d1 and
d2 may be considered continuous variables.
4.2.2 Effective field theory
In order to study the critical behavior of anisotropic LR O(N) models, we introduce the
following low energy effective field theory:
S[φ ] =−
∫
ddx
(
Zσ1φi(x)∆
σ1
2
∥ φi(x)
+Zσ2φi(x)∆
σ2
2
⊥ φi(x)−U(ρ)
)
, (4.23)
where ρ = φiφi/2 and the summation over the index i ∈ [1,2, · · · ,N] is implicit. The effective
field theory in equation (4.40) is obtained by the low momentum expansion of the bare
propagator of Hamiltonian (4.21). The higher order analytic terms ∆∥ and ∆⊥ were neglected
and this expansion is valid only as long as σ1 ≤ 2 and σ2 ≤ 2.
In the following we choose the convention that σ1 < σ2. To make the presentation of the
results more compact we will also adopt the symbol ∨ standing for "or" or, according to the
context, "or respectively" .
It is worth noting that along different spatial directions physical properties essentially
differ and this difference cannot be removed by a simple rescaling of the theory. Accordingly,
the d-dimensional coordinate space is split into two subspaces Rd1 and Rd2 . Each position
vector x ≡ (x1,x2) ∈ Rd1 ×Rd2 has a d1-dimensional "parallel" component x1 and a d2-
dimensional "perpendicular" one, x2.
The laplacian operators ∆∥ and ∆⊥ act respectively in Rd1 and Rd2 . When the dimension
of one of the subspaces, say d1∨d2 [i.e., d1 or respectively d2] shrinks to zero we retrieve an
isotropic LR O(N) model in dimension d2∨d1 [i.e., d2 or respectively d1] with the upper
critical dimension d∗2,1 = 2σ2,1 [i.e., d
∗
2 = 2σ2 or respectively d
∗
1 = 2σ1] and the critical
behavior described in [80, 116].
In the following we derive general results which are valid for every value of d1, d2, σ1
and σ2, but more attention will be paid on the special cases d2 = 1 and σ2 > σ∗2 which is the
interesting case for quantum spin chains with LR interactions.
Using the notation ∨, in the special case σ1 ∨ σ2 = 2 and σ2 ∨ σ1 = 4, expression
(4.23) reduces to the fixed point effective action of a d1∨d2 axial anisotropic Lifshitz point.
However, in the standard Lifshitz point case, the SR analytic terms cannot be neglected,
outside the fixed point, as in effective action (4.23) since they are relevant with respect to the
σ2∨σ1 = 4 kinetic term. Thus the usual Lifshitz point behavior is only found in multi-critical
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universality classes, where diverse fields are at their critical value. On the other hand the
critical behavior described by the low energy action (4.23) is a standard second order one
and it is found in anisotropic LR systems for some critical value of the temperature.
4.2.3 Dimensional analysis
The scaling hypothesis for the Green function in the asymptotic long wavelength limit are
G(q1,q1) = q
−σ1+ησ1
1 G(1,q2q
−θ
1 ) = q
−σ2+ησ2
2 G(q1q
− 1θ
2 ,1) (4.24)
where ησ1 and ησ2 are the two anomalous dimensions and the anisotropy index
θ =
σ1−ησ1
σ2−ησ2
has been defined. The system possesses two different correlation lengths ξ1 and ξ2, both
diverging at the same critical temperature Tc, but following two different scaling laws:
ξ1 ∝ (T −Tc)−ν1, (4.25)
ξ2 ∝ (T −Tc)−ν2. (4.26)
The latter equations also define the correlation length exponents ν1 and ν2.
One could expect to have four independent critical exponents (ησ1,ησ2,ν1,ν2). However
in analogy with the standard anisotropic Lifshitz point treatment [150], we can derive the
following scaling relation
σ1−ησ1
σ2−ησ2
=
ν2
ν1
= θ (4.27)
which leaves us with only three independent exponents. Relation (4.27) was obtained by
generalizing the usual scaling relation for the susceptibility exponent γ . Due to spatial
anisotropy, we define two momentum scales in our renormalization procedure [151, 152]
[x1] = k−11 (4.28)
[x2] = k−12 , (4.29)
and both these scales must vanish in order to reach the thermodynamic limit.
As it will become clear in the following in order to enforce scale invariance at the critical
point we must require both kinetic terms in effective action (4.40) to have the same scaling
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Fig. 4.8 The parameter space of a LR anisotropic spin system with dimensions d1 = d2 = 1,
panel (a), and d1 = 2 and d2 = 1, panel (b).
dimension. Consequently the following relation between the two momentum scales emerges
k2 = kθ1 = k
θ , (4.30)
where k ≡ k1. The choice k ≡ k1 is arbitrary but consistent with the former choice of θ . All
the physical results in this model are evidently invariant under the simultaneous exchange
of dimensions and exponents d1 → d2 and σ1 → σ2. The last operation is equivalent to
exchanging the definitions of θ and k (k = k2 and θ → θ−1).
It is possible to develop the local potential as
U(ρ) =∑
i
λiρ i. (4.31)
where latter equations defines the couplings λi. The scaling dimensions of the field and the
couplings are expressed in terms of the general scale k,
φ = kDφ φ˜ (4.32)
λi = kDλi λ˜i, (4.33)
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with the scaling dimensions
Dφ =
d1+θd2−σ1+ησ1
2
, (4.34)
Dλi = d1+θd2− i(d1+θd2−σ1), (4.35)
In order to draw the phase diagram of the system we can rely on canonical dimension
arguments, studying the relevance of the coupling at bare level. This is equivalent to using the
Ginzburg criterion to predict the range of validity of the mean-field approximation [153]. We
then impose ησ1 = ησ2 = 0 and the system develops a non trivial ith-order critical point when
the coupling λi is relevant (i.e. diverges) in the infrared limit (k → 0). From the condition
Dλi < 0 we obtain
d1
σ1
+
d2
σ2
<
i
i−1 . (4.36)
When this condition is fulfilled the system presents i−1 universality classes, with the ith-
order universality class describing an i phases coexistence critical point [22, 25, 61]. Since
each new fixed point branches from the Gaussian one, the assumption of vanishing anomalous
dimension is consistent and the existence of multi-critical anisotropic LR O(N) universality
classes can be extrapolated to be valid in the full theory.
In the following we will focus only on the Wilson-Fisher (WF) universality class which
appears in φ4 theories. We then consider the case i = 2,
d1
σ1
+
d2
σ2
< 2, (4.37)
which is the condition for having a non mean-field second order phase transition.
When σ1 = σ2 = 2 we recover the usual lower critical dimension of the Ising model in
dimension d, i.e. 4. While the case d2 = 0 reproduces the result for a d1 dimensional LR
O(N) model, i.e. d1 < 2σ1. It is worth noting that while the numerical results we report in
the following are calculated in the specific i = 2 case, most of the analytic results are valid
even in the general i case.
4.2.4 Mean-field results
At mean-field level we have the following results for the critical exponents of the system
ησ1 = 0, ησ2 = 0,
ν1 =
1
σ1
, ν2 =
1
σ2
. (4.38)
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We remind that, for any value of σ1 ∨σ2 larger than 2, the results are reduced to the
case of only SR interactions in the subspace Rd1 ∨Rd2 . Thus the (σ1,σ2) parameter space
can be divided into four areas, as shown in figure 4.8. At the mean-field level one has two
thresholds (dashed lines) at σ1 = 2 and σ2 = 2, dividing the parameter space into four regions.
The region I (σ1 < 2, σ2 < 2) is the pure anisotropic LR region, where the saddle point of
effective action (4.23) is valid. In regions IIa∨ b the exponent σ1∨σ2 is larger than two
and the correct effective field theory is given by expression (4.40) with σ1 = 2∨σ2 = 2. In
region III both kinetic terms are irrelevant compared to the SR kinetic terms and the model
becomes equivalent to a d = d1 + d2 dimensional isotropic SR system. The shaded areas
correspond to the region where inequality (4.37) is fulfilled only for i= 1 and then mean-field
is valid. Here the region names the mean field subscript MF . In region I(σ1,σ2 < 2) the
system is LR in both subspaces. The cyan shaded area in figure 4.8a is the gaussian region
in d1 = d2 = 1 and light cyan in figure 4.8b is for d1 = 1 and d2 = 2. In region IIA∨B the
system is SR in the subspace of dimension d1∨d2 and LR in the other. It should be noted
that for the d1 = d2 = 1 case, shown in figure 4.8a, region IIA∨B are completely equivalent
since the system is invariant under the exchange of the two exponents. This is not true in
the case d1 ̸= d2, figure 4.8b where d1 = 1 and d2 = 2. Finally in region III (σ1,σ2 > 2) the
system is in the same universality class of an isotropic SR system.
The previous analysis is valid at mean-field level, but, when fluctuations are relevant,
we shall take into account the competition between analytic and non analytic momentum
terms close to the boundaries σ1∨σ2 ≈ 2. Indeed, while non analytic terms do not develop
anomalous dimensions, the SR analytic terms normally do and at the renormalized level
the boundaries of the non analytic regions σ∗1 and σ
∗
2 could be different from the canonical
dimension result σ∗1 = σ
∗
2 = 2, as it happens in usual LR systems [80, 103, 116, 154].
Regarding the case of the quantum spin Hamiltonians it is possible to use mean-field
arguments to dig out the non trivial phase transition region. Denoting the dimension of the
quantum system by D and the exponent of the decay of the coupling by D+σ1, we should
then substitute d1 = D, and σ2 = 2 into relation (4.37) to obtain
d2 < 4− 2Dσ1 . (4.39)
Then, a quantum spin system in dimension D with dynamic exponent with LR interactions
decaying with exponent σ1 develops a non trivial phase transition when equation (4.39) is
satisfied. This region is reported with the WF label in figure 4.9 for the d1 = 1 case.
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Fig. 4.9 The phase space of a LR anisotropic spin system with dimensions d1 = 1 as a
function of d2 with σ2 > σ∗2 for general σ1. The cyan shaded region represents the mean-field
validity region while in the white region WF type universality is found. The gray dashed
line is the mean-field threshold above which SR behavior is recovered. The solid colored
lines represent the dressed threshold values for the N = 1,2,3 cases in red, blue and green
respectively. The gray area is the region where we expect the critical behavior to disappear
and only a single phase i found.
4.2.5 Effective action and RG approach
To further proceed with the analysis of the critical behavior of LR anisotropic O(N) models
we use the functional RG approach [19, 31]. We should choose a reasonable ansatz for our
effective action in such a way that we can project the exact Wetterich equation [17, 18]. We
then consider the same functional form of action (4.23) including also highest order analytic
kinetic terms in order to efficiently describe the boundary regions.
Γk[φ ] =−
∫
ddx
(
Zσ1φi(x)∆
σ1
2
∥ φi(x)+φi(x)∆∥φi(x)
+Zσ2φi(x)∆
σ2
2
⊥ φi(x)+φi(x)∆⊥φi(x)−Uk(ρ)
)
, (4.40)
where the summation over repeated indices is assumed. The two wave-function renormaliza-
tion terms Zσ1,σ2 are running and we are considering anomalous dimension effects for the
analytic momentum powers, including them directly into the field scaling dimension, as in
[18].
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As already discussed in [80], the two wave-function renormalization flows vanish, since
the RG evolution of the propagator does not contain any non analytic term
k∂kZσ1 = 0, (4.41)
k∂kZσ2 = 0, (4.42)
where k is the isotropic scale already introduced in equation (4.32).
In order to extract the critical behavior of the system, we study the FRG equations in
terms of the scaled variables. We then define the scaled wave-functions Z˜σ1 and Z˜σ2 , as it
was done for the field and the couplings in equations (4.32) and (4.34).
Transforming equations (4.41) and (4.42) to scaled variables, the flow of the scaled
wave-functions is an eigen-direction of the RG evolution
k∂kZ˜σ1,σ2 = Dσ1,σ2Z˜σ1,σ2. (4.43)
In order to explicitly calculate the scaling dimension of the two wave-functions it is
necessary to define the dimension of the field. In the case of expression (4.40) we choose the
analytic kinetic terms as reference for the field dimension rather than the non analytic terms
we considered in the bare action (4.23). The dimension of the field becomes
Dφ =
d1+θd2−2+η1
2
(4.44)
where θ = 2−η12−η2 and η1, η2 are respectively the anomalous dimensions of the analytic terms
in the Rd1 and Rd2 subspaces. The assumption of two different anomalous dimensions is the
obvious consequence of anisotropy.
At the fixed point all the β functions of the scaled couplings vanish. We thus impose
Dσ1 = (2−σ1−η1) = 0 or Z˜σ1 = 0, (4.45)
Dσ2 = (2−σ2−η2) = 0 or Z˜σ2 = 0, (4.46)
where one of the conditions (4.45) shall be true to enforce the vanishing of k∂kZ˜σ1 , while the
same shall occur in conditions (4.46) to ensure k∂kZ˜σ2 = 0.
From the two equations (4.45) and (4.46) we derive the existence of two thresholds
values σ∗1 and σ
∗
2 . For σ1 < σ
∗
1 ∨σ2 < σ∗2 we have η1 = 2−σ1∨η2 = 2−σ2 and the left
condition in (4.45) ∨ (4.46) is fulfilled, conversely for σ1 > σ∗1 ∨σ2 > σ∗2 we have to impose
Z˜σ1 = 0∨ Z˜σ2 = 0. The two conditions are independent, then four regimes exist in the system,
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obtained by the four possible combinations of σ1 smaller or larger than σ∗1 and σ2 smaller or
larger than σ∗2 .
These regions have the same structure, obtained in Section 4.2.3 with naive scaling
arguments, see figure 4.8. However when we are focusing on non trivial fixed points
the competition between the renormalized couplings of different kinetic terms is ruled by
the dressed value of the scaling dimension. It is then necessary to consider renormalized
values also for the boundary lines. These lines will not be at σ1 = σ2 = 2, as in figure 4.8,
but they are now one dimensional curves with non trivial shape σ∗1 (σ2) = 2−η1(σ2) and
σ∗2 (σ1) = 2−η2(σ1).
4.2.6 The pure non analytic region
The values of σ∗1 and σ
∗
2 and their actual location could be different from the mean-field
values σ∗1 = σ
∗
2 = 2, as it happens for isotropic LR systems [103]. For the discussions in
this Section the precise values of σ∗1 and σ
∗
2 are not essential and we defer the study of σ
∗
1
and σ∗2 to Section 4.2.7. Let us focus on the case σ1 < σ
∗
1 and σ2 < σ
∗
2 where the dominant
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Fig. 4.10 In the left panel we plot the anomalous dimension in d1 = d2 = 1 for field component
numbers N = 1,2,3 respectively in red, blue, green from the top. In the right panel the
anomalous dimension in d1 = 1∨2,d2 = 2∨1 in the case σ2 > σ∗2 for the field component
numbers N = 1,2,3 respectively in red, blue, green is shown (the solid ∨ dashed lines are for
d1 = 2∨1 and d2 = 1∨2). In this case the lack of analytic term in the Rd1 subspace produces
two different results for the isotropic limit σ1 → σ∗1 between the two cases d2 = 2,1 solid
and dashed lines respectively.
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kinetic terms are non analytic. The two conditions (4.45) and (4.46) are both satisfied in their
left side. We thus have η1 = 2−σ1 and η2 = 2−σ2.
At renormalized level the two analytic kinetic terms become equal to the non analytic
ones, as it happens in the usual isotropic LR case [80]. Eventually analytic terms give only
small contributions to the numerical value of the universal quantities and will be discarded in
this Section.
We focus on the pure non analytic effective action:
Γk[φ ] =−
∫
ddx
(
Zσ1φi(x)∆
σ1
2
∥ φi(x)+φi(x)
+Zσ2φi(x)∆
σ2
2
⊥ φi(x)−Uk(ρ)
)
. (4.47)
To proceed with the functional RG calculation we introduce an infrared cutoff function
Rk(q1,q2), which plays the role of a momentum dependent mass of the excitations [17, 18].
This artificial mass should be vanishing for excitations with momentum q1∨q2 >> k, while
it should prevent the propagation of low momentum q∨q2 << k ones. We then introduce
the function
Rk(q1,q2) =
(
Zσ1(k
σ1
1 −qσ1)+Zσ2(kσ21 −qσ2)
)
θ
(
Zσ1(k
σ1
1 −qσ1)+Zσ2(kσ21 −qσ2)
)
, (4.48)
obtained by generalizing the so-called optimized cutoff [31].
With this explicit choice for the cutoff we can explicitly evaluate the form of the potential
flow equation
∂tU¯k = (d1+θd2)U¯k(ρ¯)− (d1+θd2−σ1)ρ¯ U¯ ′k(ρ¯)
− σ1
2
(N−1) 1
1+U¯ ′k(ρ¯)
− σ1
2
1
1+U¯ ′k(ρ¯)+2ρ¯ U¯
′′
k (ρ¯)
,
(4.49)
where t = − log(k/k0) is the RG time and k0 is some ultraviolet scale. For convenience
sake we removed a geometric coefficient using scaling invariance of the field [18]. The
wave-functions still obey equations (4.41) and (4.42), but, in absence of SR terms, they are
dimensionless and therefore they do not have any flow.
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Effective dimension
Comparing expression (4.49) with the one reported in [80] we have an equivalence between
the ν1 exponent of this model and the one of an isotropic LR model in dimension
deff = d1+θd2. (4.50)
From ν1 we can calculate ν2 using scaling relation (4.27), with the anisotropic index which
is stuck to its bare value θ = σ1σ2 .
Similar effective dimension results already appeared in different treatments of the
isotropic LR O(N) models [41, 80, 116] and can be recovered using standard scaling argu-
ments. Using functional RG approach such effective dimension relations appear naturally
without further assumptions, but they are valid only within our approximations [80]. Anyway
effective dimension arguments proved able to provide reasonable quantitative agreement
with numerical simulations [80, 116]. We can thus rely on them to calculate the correlations
length exponents ν1 and ν2 as a function of the two parameters σ1 and σ2.
Since the wave-function renormalization terms are not running we have ησ1 =ησ2 = 0 and
the momentum dependence of the propagator is the same at the bare and at the renormalized
level. This result is evident at this approximation level, but it is conjectured to be valid also
in the full theory as it happens for the usual LR case. In the latter case this result was verified
at higher approximation levels both in the perturbative and non perturbative RG approaches
[102, 111].
We are thus able to derive all the critical exponents in the pure LR region (region I in
figure 4.8), but since we do not know exactly the threshold values σ∗1 and σ
∗
2 we have to
extend our analysis to the mixed analytic non analytic kinetic terms ranges (regions IIA∨B).
The N = ∞ limit
For isotropic interactions the spherical model is obtained in the large components limit
N → ∞ of the O(N) spin systems. This model is exactly solvable [41] and in this limit the
approximated flow equation (4.49) provides exact universal quantities. The results for the
critical exponents are
ν1 =
σ2
σ2d1+σ1d2−σ2σ1 , (4.51)
ν2 =
σ1
σ2d1+σ1d2−σ2σ1 . (4.52)
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In the d2 → 0∨d1 → 0 limit the exponent ν1∨ν2 is reduced to the one of the spherical LR
model in dimension d1 [41], ν1 = 1d1−σ1 ∨ν2 =
1
d2−σ2 , while ν2 = θν1∨ν2 =
ν1
θ looses any
significance. Also in the σ1 = σ2 = 2 limit the expressions become equal to the exact SR
case.
Fig. 4.11 Anomalous dimension for d1 = 1 and d2 = z when σ1 = 1 and σ2 > σ∗2 for field
component numbers N = 2,3,4 respectively in blue, green, red from the top. To apply these
results to quantum spin chains one should know the exponent z and obtain the corresponding
value of η .
Due to vanishing anomalous dimension in the spherical model limit we can apply the
results of this Section even to the case of higher analytic powers in the kinetic term of, say,
the Rd2 subspace. This is the case σ2 = 2L with L ∈ N+, our results are in general not valid
in this case L ̸= 1, which is the case of the anisotropic next nearest neighbor Ising (ANNNI)
model.
In the case of the ANNNI model the fixed point is the usual axial anisotropic Lifshitz
point. It is different from the case depicted in this work, since it is a multi-critical fixed
point. Indeed next nearest neighbors interaction is sub-leading with respect to the usual SR
interaction and needs an additional external field to act on the system to become relevant.
However, we are interested only in the fixed point quantities of the ANNNI model in
order to make a consistency check of our N → ∞ results. It is then sufficient to assume to be
at the Lifshitz point and make the substitutions σ1 → 2 and σ2 → 2L ignoring the presence
of further more relevant kinetic terms. We then immediately retrieve the ANNNI case [155]:
ν1 =
L
(d1−2)L+d2 , (4.53)
ν2 =
1
(d1−2)L+d2 . (4.54)
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The ANNNI model is paradigmatic in the physics of spin systems and it would be interesting
to have results also in the N < ∞ case. This is however beyond the scope of present analysis,
since we would need to explicitly consider SR analytic terms in our ansatz (4.40). This will
be the subject of future work.
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Fig. 4.12 In panel (a) we plot the parameter space of a anisotropic LR spin system for
d1 = d2 = 1. In the cyan shaded area fluctuations are unimportant and the universal quantities
are correctly reproduced by the mean-field approximation. The solid curves are the boundary
regions σ∗1 and σ
∗
2 where the non analytic kinetic term becomes irrelevant. We show results
for N = 1,2,3 respectively in red, blue, green. The dashed lines are the mean-field results for
the boundary curves. In panel (b) we show the parameter space of the model in d1 = 2 and
d2 = 1. In light cyan shaded area fluctuations are unimportant and the universal quantities
are correctly reproduced by mean-field approximation. The solid curves are the boundary
regions σ∗1 and σ
∗
2 where the non analytic kinetic term becomes irrelevant. We then show the
boundaries in an enlarged scale, inset of panel (b).
4.2.7 The mixed regions
When one of the two exponents overcomes its threshold, say σ1 > σ∗1 ∨σ2 > σ∗2 the cor-
respondent analytic term in (4.40) becomes relevant and condition (4.45)∨(4.46) shall be
satisfied in its right side. We have then Zσ1 = 0∨Zσ2 = 0 and the system is purely analytic
in one of the two subspaces. In this case it is necessary to use ansatz (4.49) without the non
analytic term in the Rd1 ∨Rd2 subspace, since it has become irrelevant with respect to the
corresponding analytic term.
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Fig. 4.13 In panel (a) the correlation length exponents for the critical point of an anisotropic
spin system for dimensions d1 = d2 = 1 are reported. The two exponents are shown for three
values of the number of components N = 1,2,3 in panels (a), (b) and (c) respectively. For
different values of σ2 we report the behavior of the inverse exponents as a function of σ1.
Due to the SR dominant term we have now finite anomalous dimension effects. Let us
focus on the σ1 = 2 case, since the σ2 = 2 case can be obtained trivially exchanging the
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subspaces dimensions d1 ↔ d2. The flow equation for the potential becomes,
∂tU¯k =(d1+θd2)U¯k(ρ¯)− (d1+θd2−2+η)ρ¯ U¯ ′k(ρ¯)
− (N−1)
1− ηd1+2 −
2ηd2
d1σ2+2(d2+σ2)
1+U¯ ′k(ρ¯)
−
1− ηd1+2 −
2ηd2
d1σ2+2(d2+σ2)
1+U¯ ′k(ρ¯)+2ρ¯ U¯
′′
k (ρ¯)
,
(4.55)
where obviously η1 = η . The anisotropy index is now given by θ = 2−ησ2 . The anomalous
dimension is then given by
η =
f (ρ˜0,U˜ (2)(ρ˜0))(σ2d1+2d2+2σ2)
2d2 f (ρ˜0,U˜ (2)(ρ˜0)+σ2d1+2d2+2σ2
, (4.56)
where the function f (ρ˜0,U˜ (2)(ρ˜0)) is the expression for the anomalous dimension of the
correspondent SR range O(N) model
f (ρ˜0,U˜ (2)(ρ˜0)) =
4ρ˜0U˜ (2)(ρ˜0)2
(1+2ρ˜0U˜ (2)(ρ˜0))2
(4.57)
as is found in [22] after rescaling an unimportant geometric coefficient. Another possible
definition of equation (4.57) is given in [24]. The two definitions are found depending on
wether we calculate this quantity respectively from the Goldstone or the Higgs excitation
propagator. In the following we always use result (4.57) in the numerical computation of the
critical exponents.
One could be tempted to conclude that in region IIA∨B the system is equivalent to a
SR system in dimension d1 + θd2 but this is not actually the case, since the value of the
anomalous dimension η is different from the one in the isotropic case.
The results for the anomalous dimension in regions IIA∨B as a function of σ2 for the
d2 = 1,2 cases are reported in figures 4.10a and 4.10b respectively. In d = 2 the system is
exactly solvable and η = 14 , however at the lowest order in derivative expansion the isotropic
SR Ising approximated result is η ≈ 0.2336, which is shown as a gray dashed line in figures
4.10a and 4.10b. Our approximation level however is not able to recover this result, since
we are not including any SR term in the Rd1 subspace. This is not a crucial issue of the
method, indeed our result differs from the usual SR result by only 0.0058 which is smaller
than the isotropic SR approximation error |ηLPA−ηexact | ≃ 0.0164. Thus the threshold value
σ∗2 = 2−ηSR does not directly appear in our treatment, since we do not include any SR
correction to the non analytic term in the Rd2 subspace. However, for σ2 > σ∗2 isotropy is
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restored and then the anomalous dimensions in both subspaces should coincide η1 = η2. The
threshold σ∗2 is readily evaluated as σ
∗
2 = 2−η(σ∗2 ). Using the latter procedure we do not
exactly reproduce the expected boundary value in the mixed regions σ∗2 = 2−ηSR, with ηSR
the anomalous dimension of the SR isotropic case in d = d1+d2 dimensions. However, as
explained in the caption of figure 4.10, the difference between the two results is small and
the approximation of neglecting the analytic term in the Rd2 subspace appears to be very
well justified.
The results depicted in figure 4.10 can be used for a quantum spin system in the N = 1
case. In the general case N ̸= 1 case the mapping with a anisotropic LR model in region IIA
in dimension d1 ≡ D and d2 = 1 can be no longer valid and we have to turn to the general d2
case (that of course depends on the quantum LR model). We report the result as a function of
d2 in figure 4.9 for a one dimensional chain d1 = 1 with σ1 = 1.
The threshold values σ∗1 and σ
∗
2
We have now all the information necessary to identify the correct values for the boundaries.
Considering the results obtained both in the case of σ1 < σ∗1 and σ1 > σ
∗
1 we can deduce
the existence of two fixed points in the full theory described by ansatz (4.40). One of these
fixed points occurs at Zσ1 ̸= 0, while the other at Zσ1 = 0. However, this second fixed point
is unstable in region I since any infinitesimal perturbation of the Zσ1 value around zero
generates a non vanishing flow which increases Zσ1 itself.
Looking at condition (4.45) it is evident that this happens when σ1 < 2−η1. However
when σ1 > 2−η1 the non analytic term vanishes and, then, the value of η1 is actually
independent of σ1. The value of η1 is thus equal to its value in region IIb i.e. η1 = η . From
previous arguments we also deduce the threshold value σ∗1 = 2−η .
As shown in equation (4.56) the value of η is actually a function of σ2 and the boundary
between region I and IIA is a curve in the (σ1,σ2) parameter space. Applying the same
argument to the boundary between region I and IIb we can deduce that σ∗2 = 2−η(σ1). The
final picture for the phase space of our theory is depicted in figure 4.12. For d1 = d2 = 1
and N ≥ 2 the curves all terminate at the point σ1 = σ2 = 2, due to the presence of the
Mermin-Wagner theorem, which prevents symmetry breaking for SR interactions and which
is correctly described by FRG truncations[80], as is shown in figure . For N = 1 the system
shows discrete symmetry and the anisotropic region terminates at the point σ∗2 =σ
∗
1 = 2−ηSR.
In figure 4.12b we show results for N = 1,2,3 with d1 = 2 and d2 = 1 respectively in red
blue and green. In this case the boundaries are different from 2 even at the intersection
where the system behaves as an isotropic classical SR system in dimension d = d1+d2. The
difference between the anomalous dimensions in the cases N = 1,2,3 is so small that the
4.2 Spatial anisotropy 151
different boundaries cannot be distinguished. We are now able compute the correlation length
0 1 2
0
1
2
ν
−1 1
σ2 = 0.4
σ2 = 0.8
σ2 = 1.2
σ2 = 1.6
σ2 > 2.0
0 1 2
σ1
0
1
2
ν
−1 2
(a) N = 1, d1 = 2 and d2 = 1
0 1 2
0
1
2
ν
−1 1
σ2 = 0.4
σ2 = 0.8
σ2 = 1.2
σ2 = 1.6
σ2 > 2.0
0 1 2
σ1
0
1
2
ν
−1 2
(b) N = 2, d1 = 2 and d2 = 1
0 1 2
0
1
2
ν
−1 1
σ2 = 0.4
σ2 = 0.8
σ2 = 1.2
σ2 = 1.6
σ2 > 2.0
0 1 2
σ1
0
1
2
ν
−1 2
(c) N = 3, d1 = 2 and d2 = 1
Fig. 4.14 In figure 4.14a we plot the correlation length exponents for the critical point of an
anisotropic spin system with dimensions d1 = 1 and d2 = 2. The two exponents are shown
for three values of the components number N = 1,2,3 in panels (a), (b) and (c) respectively.
For different values of σ2 we report the behavior of the inverse exponents as a function of σ1.
exponents of the system for different values of σ1 and σ2. In region I we can rely on the
effective dimension relation (4.50) to compute them. Indeed, the correlation length exponent
ν1 is the same of an isotropic LR system of exponent σ1 in dimension (4.50). The correlation
length exponent ν2 is determined from ν1 using the scaling relation (4.27) with θ = σ1σ2 .
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In the regions IIA∨B the effective dimension is strictly not valid and one should in principle
compute the correlation length exponent ν1 by studying the stability equation around the
fixed points, as described in [25]. It is still possible to reintroduce the effective dimension
(4.50) neglecting the anomalous dimension terms in equation (4.49).
The procedure of neglecting the anomalous dimension in the potential flow is commonly
employed to solve FRG equations [19]. Indeed the dependence of the potential equation of
anomalous dimension is only due to small cutoff dependent coefficients, which have little
effect on the universal quantities, at least at this approximation level.
Once these coefficients are neglected, we can impose the fixed point condition ∂tU˜k = 0
and divide equation (4.49) by θ obtaining
(d2+θ ′d1)U¯k(ρ¯)− (d2+θ ′d1−σ2)ρ¯ U¯ ′k(ρ¯)
− (N−1) σ2
2+2U¯ ′k(ρ¯)
− σ2
2+2U¯ ′k(ρ¯)+4ρ¯ U¯
′′
k (ρ¯)
= 0,
(4.58)
where θ ′ = θ−1 = σ22−η in the regions IIA∨B.
It is worth noting that for d2 = z and σ2 > σ∗2 the model represents the low energy field
theory of a LR quantum spin system in dimension d1 = D. The regions IIA∨B are then the
most interesting regions. In this case the propagator is analytic in the d2 = z directions
(with z = 1 for the quantum Ising case), while the other d1 = D directions are the spatial
dimensions of the quantum system.
In figures 4.13 and 4.14 we show the results for the correlation length exponents for
various values of σ1 as a function of the exponent σ2 in dimensions d2 = 1 (figure 4.13)
and d2 = 2 (figure 4.14) with d1 = 1 in both cases in the trivial region, equation (4.37), the
relevant exponents in each subspace are independent of the presence of the other subspace
and it is ν1 = σ−11 and ν2 = σ
−1
2 . Then in the pure LR region the exponents become non
trivial curves as a function of σ1. For some value of σ1 we will cross the boundary region
σ∗1 (σ2) which is a function σ2. For σ1 > σ
∗
1 the exponents become both constant. When
σ2 > 2 we are in the region where SR interactions are dominant in the subspace Rd1 (this is
the relevant case for the quantum spin Ising system) and the exponents are shown by a solid
line. In this case the exponents are non trivial functions of σ1 for σ1 < σ∗1 = 2−ηSR, where
ηSR is the anomalous dimension of the isotropic SR system in dimension d1 + d2, while
they become constant for σ1 > σ∗1 and both equal to the correlation length exponent of the
isotropic SR systems ν1 = ν2 = νSR. These results, together with the anomalous dimensions
in the regions IIA∨B, complete the characterization of the phase diagram of LR anisotropic
spin system, showing also how a LR quantum spin system is not in general equivalent to its
SR counterpart, when σ1 < σ∗1 .
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4.3 Conclusions
We studied O(N) long range (LR) models in dimension d ≥ 2. Using the flow equation
for the effective potential alone we found that universality classes of O(N) LR models
are in correspondence with those of O(N) short range (SR) models in effective dimension
Deff = 2d/σ . We also found new multicritical potentials which are present, at fixed d, above
certain critical values of the parameter σ .
We then considered anomalous dimension effects considering also the flow of a field
independent wave function renormalization. We found δη = 0, i.e. the Sak’s result [103]
in which there are no correction to the mean–field value of the anomalous dimension. The
relation between the LR model and the SR model is now valid at the effective dimension
D′eff defined by equation (4.7), while the correlation length exponent is given according to
equation (4.8). Quantitative predictions for the exponent νLR for various values of N were as
well presented in d = 2 and d = 3.
Finally we introduced an effective action where both the SR and LR terms are present
in the propagator. This approach does not impose a priori which is the dominant coupling
in the RG flow. We showed how Sak’s result is again justified by the fixed point structure
of the model, where a LR interacting fixed point appears only if σ < σ∗ and it controls the
critical behavior of the system. An important result is that the effective dimension D′eff can
be shown to be not exact at this improved approximation level: it is possible to estimate the
error present using the effective dimension D′eff, and, also close to σ∗, this error is found to
be rather small. Given the fact that often models with an effective dimension are used to
take into account effects of long ranginess, competing interactions and disorder, we hope
that our analysis based on the action (4.9) and the estimate of the error done for the critical
exponents may call for similar analyses in a variety of other physical systems where the
effective dimension is introduced.
The final picture emerging from our analysis is the following: starting at σ = 0 and
increasing σ towards 2, we have found that for σ < d/2 only the LR Gaussian fixed point
exists and no SR terms in the fixed point propagator are present. At σ = d/2 a new interacting
fixed point emerges from the LR Gaussian one and the same happens at the values σc,i where
new LR universality classes appear (in the same way as the multicritical SR fixed points
are generated below the upper critical dimensions). Finally, when σ approaches σ∗ the LR
Wilson–Fisher fixed point merges with its SR equivalent and the LR term in the propagator
disappears for σ > σ∗: this has to be contrasted with the case σ < σ∗ where at the interacting
LR fixed points the propagator contains also a SR term. The same scenario is valid for all
multicritical fixed points, provided that the σ∗ values are computed with the corresponding
SR anomalous dimensions.
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Anisotropic LR spin systems have a rich phase diagram as a function of the two exponents
σ1 and σ2 and of the two dimensions d1,d2. In the σ1−σ2 plane two boundary curves exist,
namely σ∗1 = σ
∗
1 (σ2) and σ
∗
2 = σ
∗
2 (σ1), where the LR interactions in the subspaces Rd2 and
Rd1 become irrelevant. At mean-field level the two boundaries are straight lines, σ∗1 = σ∗2 = 2,
as shown in figure 4.8. Beyond mean-field these boundaries become non trivial curves, see
figure 4.12. At the intersection between the boundaries the system recovers both SR and
isotropic behaviors and then the intersection point is simply given by σ1 = σ2 = 2−ηSR,
with ηSR the anomalous dimension of an isotropic SR system in dimension d1+d2, as it is
found for isotropic LR systems [80, 103, 116, 116].
In the pure LR region, denoted by I in figures 4.8 and 4.12, the low energy behavior can
be described by the effective action (4.40). The field dynamics is characterized by two non
analytic powers of the momentum excitations with respectively real exponents σ1 and σ2 in
the two subspaces Rd1 and Rd2 . In this case the system universality class is equivalent to an
isotropic LR system in an effective dimension deff = d1+θd2, defined in equation (4.50).
When one of the two exponents σ1∨σ2 become larger than its threshold value σ∗1 ∨σ∗2 the
corresponding non analytic kinetic term in the effective action (4.40) becomes sub-leading
with respect to the analytic term, and LR interactions lie in the same universality of SR ones.
The system enters then in the mixed regions IIA∨B where the subspace Rd1∨d2 effectively
behaves as if only SR interactions were present.
In regions IIA∨B the system is described by the effective action (4.40) with σ1∨σ2 = 2. In
this case we can study the model with equation (4.55) and the anomalous dimension defined
by (4.56). The result for the anomalous dimension in regions IIA∨B is given in figure 4.10.
Once the anomalous dimension of the analytic term in presence of non analytic anisotropic
terms is known we can calculate the threshold curves, which are σ∗2 (σ1) = 2−η(σ1) and
σ∗1 (σ2) = 2−η(σ2), as depicted in figure 4.12.
Regions IIA∨B are relevant for our purposes, since the quantum critical points at zero
temperature of a quantum spin system with LR couplings lie in these regions. In particular
the effective action (4.40) describes the universality of a quantum spin system in dimension
d1 =D, when one of the two subspaces has dimension d1 with real exponent σ1 and the other
subspace, with dimension d2 = z contains only SR interactions.
Anisotropic LR systems have two different correlation length exponents which are
connected by scaling relation (4.27). The exponent ν1 can be obtained by studying the
stability around the fixed points of equation (4.49) in region I or of equation (4.55) in regions
IIA∨B. On the other hand ν1 is also equal to the correlation length exponent of an isotropic LR
system in dimension deff, equation (4.50). In regions IIA∨B the effective dimension relation
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(4.50) is not strictly valid, but we can reintroduce it, neglecting small anomalous dimension
terms in equation (4.55).
Using the effective dimension relations (4.50), it is possible to compute the critical
exponents for the anisotropic LR O(N) models for general values of the dimensions d1 and
d2 and for different values of the field components N. An interesting case is the one with a
one dimensionsal subspace (d1∨d2 = 1). The results are reported in Figs. 4.13 and 4.14.
The analysis of ansatz (4.40) also leads to exact results in the N → ∞ limit, where only
the correlation length exponents are different from zero in all the regions, see equations (4.51)
and (4.54). The validity of ansatz (4.40) in the N → ∞ limit also resulted in the reproduction
of the correct result for the ANNNI models, equations (4.53) and (4.54).
This work provides a step forward in the comprehension of LR interaction effects in
the critical behavior of spin systems. Since anisotropic interactions are widely present in
condensed matter systems, it would be interesting to investigate whether anisotropic LR
critical behavior could be responsible for various phase transitions occurring in presence of
multi-axial anisotropy. Our results can also be useful for the study of quantum LR systems
via the quantum-to-classical equivalence, once the dynamic critical exponent z is known.
Our work [27] also calls for further investigations of the critical behavior of anisotropic
LR systems both in the numerical simulations and in experiments, in order to confirm the
reliability of field theory description used in the last section of this chapter.
Finally it is worth noting that we focused on the description of the second order phase
transition occurring in these models, mostly studying the case σ1,σ2 ≤ 2 and therefore not
considering the standard Lifshitz point critical behavior. For σ1 or σ2 > 2 higher order
critical behavior can be found as in the standard Lifshitz point case. This very interesting
study is left for future work. It would be also interesting to study LR interactions depending
on the angle of the relative distance as for dipolar gases.

Chapter 5
Conclusions
The main focus of this thesis was on exploiting the more powerful aspects of FRG approach
and on their use to investigate non trivial aspects of spin systems and long range (LR) models
which are still not fully understood. Here we briefly remind the main findings of the thesis
and we rather comment more in detail on possible future work motivated by the presented
results.
Starting with the lowest order derivative expansion, the so-called Local Potential Ap-
proximation (LPA), and performing a series approximation around zero field a spurious
spontaneous symmetry breaking (SSB) is found for O(N) models in d ≤ 2, while the series
expansion centered in the field minimum fails in d ≲ 2.5 for N = 1, as discussed in Section
2.2 or [80], leading to difficulties in overcoming standard perturbative results at this approxi-
mation level [156]. However, when the full functional form of the potential is considered
we found no SSB in d ≤ 2 for every N, see Section 2.2. This result is in agreement with the
Mermin-Wagner theorem [33], but still do not reproduce the exact result of the N = 1 case
which, being a discrete Z2 symmetry, may undergo SSB for d ≤ 2 [157]. A step forward may
be solved introducing anomalous dimension effects, see the LPA′ scheme Section 2.3. It is
found that the number of solutions of equation (2.76) is controlled by the field dimension
∆ϕ = d−2+η with the values of the anomalous dimension η given by equation (2.75a).
The SSB disappears for ∆ϕ ≤ 0. The anomalous dimension obtained from equation (2.75a)
vanishes in d = 2 for all N ≥ 2 while it stays finite in the N < 2 case and thus the lower
critical dimension for the SSB is given by d = 2 for N ≥ 2.
The latter discussion leaves open the fate of the SSB for N < 2 and d < 2. Indeed, for
discrete symmetries, the expression (2.75a) remains finite and ∆ϕ > 0 in d = 2, so that one
could wonder about the existence of a lower critical dimension dl,c at which the SSB may
disappear also for discrete symmetries. Obviously for N = 1 it has to be 1≤ dl,c < 2 since the
Ising model is solvable for d = 1,2 (and of course no SSB occurring for d = 1). The approach
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of Section 2.3 can be easily extended in the d < 2 case and indeed it may apparently exist a
value dl,c at which η < d−2 and SSB disappears, in agreement with [158]. Nevertheless
this result should be more carefully investigated, since for the Ising model on graphs the
transition is considered to be not universal [38, 39, 159, 160] in the sense that the existence
of a finite temperature phase transition on a self similar fractal lattice is not regulated by a
single parameter, like the fractal dimension, but rather by the geometrical lattice properties
such as ramification, connectivity, lacunarity and others.
Several Monte Carlo and RG investigations exist for the SR Ising model on self-similar
fractal lattices [161–167], still the universality of the phase transition remains elusive. While
the case of fractal lattices with finite and infinite connectivity has been studied [163, 164].
Connectivity alone does not seem to be sufficient to characterize the phase transition [166],
and the role played by the spectral dimension has still to be clarified [167]. The investigation
of SSB in d < 2 for discrete symmetries and the identification (or refutation of the existence)
of a lower (spectral) dimension dl,c will be the subject of future work. The identification
of the continuous dimension d of the field theory with some quantity defined on the graph
such as fractal dimension or spectral dimension will be investigated by means of numerical
simulation on fractals or on diluted graphs and by comparison with conformal bootstrap
results [70].
The conjecture on the possible existence of a lower critical dimension dl,c > 1 opens some
interesting scenario. Indeed when ∆ϕ = 0 a Berezinskii-Kosterlitz-Thouless (BKT)-type
transition may appear. Let us consider only continuous symmetries: the Mermin-Wagner
theorem manifests itself by the vanishing of the anomalous dimension in d = 2, see Fig.
2.11b, and then ∆ϕ = 0 exactly at d = 2. It is commonly believed that for N = 2, in the
radial parametrization ϕ = ρeiθ , the amplitude fluctuations are frozen and the physics of the
O(2) model is given by the sine-Gordon (SG) model described in detail in Chapter 3. Thus
the O(2) model in d = 2 behaves effectively as a scalar model with periodic symmetry in
addition to Z2 symmetry. However the O(2) model in d = 2 is not the only one showing
BKT behavior, this also happens in the σ = d = 1 LR Ising model introduced in Chapter 4.
Our approach is not able to recover effective BKT behavior when explicit periodic symmetry
is not present, nevertheless it is evident that even in this case ∆ϕ = d−σ = 0. One possible
conjecture/work hypothesis is that BKT behavior is found in all the cases where ∆ϕ = 0
for discrete symmetries. The latter statement is in agreement with results existing in 1
dimensional models [104, 107, 109, 168], where LR Ising chains with interactions ∝ 1r2 ,
having in fact ∆ϕ = 0, are shown to undergo BKT behavior. According to this conjecture the
short range Ising model at d = dl,c could show BKT behavior. The detection of such behavior
would not only strongly confirm the validity of our conjecture but would be also numerically
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checkable on diluted graphs [169, 170]. Since, as we previuosly stated, the behaviour of
Ising systems for d < 2 call for a conclusive explaination, an intriguing aspect may be study
as future work whether the BKT transition for short range Ising models in d < 2 is possible.
The above described conjecture leaves the case of continuous symmetries aside, even
if the N = 2 vector model is commonly believed to undergo BKT behavior, it is a rather
special case, since the finite mass of amplitude excitations freeze that degree of freedom and
the O(2) model can be related to the 2 dimensional SG model. This mapping is however
not exact, moreover there have been recent results pointing to the possibility that the BKT
behavior in two component field theories is the result of a crossover phenomenon rather than
a true phase transition [82, 171]. The BKT behavior was confirmed by numerous numerical
evidences both numerically [172, 173] and experimentally [174–176]. Even if numerical
and experimental evidences can still be justified with sharp crossover behavior, it is again
necessary to reconcile such findings with analytical results. Indeed the results of [171]
question the existence of actual BKT phase transition in the O(2) model when the joined
renormalization of transverse and amplitude excitations is considered. This result will also
affect the XY spin model, which is exactly mapped into the O(2) model, appendix B.1, and
should have the same universal properties. However the XY model is believed to undergo
BKT behavior, but on this point we have to notice that formal demonstrations are carried
out for the Coulomb gas [108] which is related to the XY model only in approximate way
[177, 178].
In order to reconcile the above picture it would be determinant to extend the approach
of [82, 171] to the radial parametrization ϕ = √ρeiθ in such a way that one can employ
the approach described in Chapter 2 but including also amplitude fluctuations. The latter
procedure will have the advantage to explicitly retain periodic symmetry in the field phase
[49, 57] allowing to actual non perturbative treatment of both angular and amplitude degrees
of freedom. Since FRG approach has proven particularly suitable for the study of SG models
and their generalization, as discussed in Chapter 2, we expect that the treatment of the
resulting SG model may substantially modify of confirm the findings of [82, 171], possibly
recovering actual BKT behavior.
Whatever would be the outcome of the proposed investigation on the O(2) model, it will
probably result in a deeper understanding of BKT behavior and of the interplay between
vortex degrees of freedom and density modulations in finite systems. A natural step forward in
this direction will be to generalize the above proposed formalism to the case of 2 dimensional
interacting fermions in the continuum.
Evidences of the BKT transition have been recently found in fermionic cold atom systems
[176], where the decay of the correlation in the low temperature is in good agreement with
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the expected power law behavior. Nevertheless the value of the exponent ηBKT obtained
from the data at the temperature T = TBKT is ηexp ≃ 1.4 to be compared with the exactly
known result ηBKT = 14 . The huge mismatch between these two results has been attributed to
the non homogeneous density profile of the system due to the presence of the optical trap
[179, 180], but many points are still to be clarified since it is not clear the reason why such
effect have not been observed in trapped Bosonic systems [174]. SG-inspired approaches
could help the understanding of these complex experimental realizations while retaining the
crucial features of BKT physics.
While the above proposed approach substantially rely on Yukawa description of fermionic
interaction, a non perturbative treatment of direct fermionic interactions seems still out of
reach. Indeed most of the approaches rely on partial bosonization [181] or in perturbative
approximation of the Wetterich equation [32, 81]. However both approaches lead to serious
drawbacks. Partial bosonization is obtained by means of Hubbard–Stratonovich transforma-
tion which in many body systems is known not to yield reliable results due to the ambiguity
in the choice of the bosonic channel [182]. On the other hand perturbative approximations
of the Wetterich equation, even if substantially more stable and easily convergent, due to
the presence of the regulator function, rather than standard perturbation approaches or di-
mensional regularization technique, still yield plausible results only in the small interacting
limit.
The need to improve and extend non perturbative approaches to interacting fermion
system is quite widespread into the FRG community and various possible alternative ap-
proaches to fermionic systems have been developed. One possibility is to merge the FRG
technique with other successful technique adopted on many body systems, typical examples
are Dynamical Mean Field Theory (DMFT)+FRG approach [183] or Density Functional
Theory (DFT)+FRG approach [184–188]. The latter may be particularly important since it is
formulated in two particle formalism and it seems more suitable to construct non perturbative
approximation schemes for fermionic systems. In this perspective an interesting application
would be to combine the two particle FRG formalism in the density channel [188, 189] with
the theory of adiabatic connection [190, 191]. The obtained RG flow will not only reproduce
the known results of adiabatic connection [185], but possibly produce, due to the regulator
presence, a generalized form of adiabatic connection which will be possibly not spoiled by
the presence of phase transition.
A step further in this direction would be to rewrite in FRG language not only the usual
adiabatic connection between non interacting and interacting fermion systems [185], but
rather to use FRG approach to investigate the connection between an interacting system with
its infinitely interacting correspondent where quantum fluctuation are frozen. This strategy
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has already been exploited using DFT techniques [192], suggesting that RG flow starting at
infinite value of the coupling could yield useful results for the study of strongly interacting
fermionic systems in the lattice.
The last chapter of this thesis, Chapter 4, was dedicated to the study of LR interacting
systems using a non analytic ansatz for the effective action. In the standard isotropic case we
recovered the expected results on the critical exponents of LR O(N) spin system, helping
to clarify some existing controversies over the correct value of the anomalous dimension
of these systems. Subsequentely we introduced spatial anisotropy; these results are per
se interesting in the physics of anisotropic classical phase transition and they show how
in a correlated systems the presence of strong anisotropy in the propagator can radically
modify the phase diagram. These results should be compared to the case of weak anisotropy,
which has been shown to be irrelevant for the universal quantities [193, 194], and to the case
of anisotropic finite range interactions, which lead to multi-critical transition phenomena
[195–197]. Indeed while our formalism can be easily generalized to latter case, which will
be subject of future work, the investigation reported in Section 4.2 shows a standard second
order phase transition which is the leading critical behavior in anisotropic LR systems.
The latter picture can be employed to uncover the universal quantities of the Quantum
LR rotor model [198, 199]. Later these results will be applied to the case of critical engines
[200, 201], where fine tuning of the long range power law σ the dimension d and the number
of rotor components N could be used to increase the efficiency at finite power of the engine.
Apart from possible applications of the LR model discussed in this thesis to quantum
thermodynamics, the investigations of Chapter 4 pave the way to the application of FRG
techniques to strong LR interactions where the decay exponent is lower than the system
dimension σ < 0. In that case universal properties are not an issue, since Strong LR (SLR)
models are known to be well inside the Mean Field (MF) region [101].
SLR interacting systems have crucial importance in physics, since they describe the
physics of Newtonian and Coulomb interaction, the thermodynamics is in this case not well
defined but it can be recovered by the so called Kac’s rescaling [136]. The regularized
theory has finite interaction energies but, as the not regularized one, it is not additive, thus
the study of SLR models can be resumed into the study of non additive systems. These
systems show rather spectacular properties when the out of equilibrium is considered, such
as quasi-stationary states having lifetime diverging with the size of the system [202].
In order to deal with non equilibrium properties in SLR systems it will be necessary to
introduce the Martin-Siggia-Rose formalism [203], the so-called boundary FRG [156]. Once
this formalism will be set for the LR interactions defined in Chapter 4 it will be necessary to
extend it to the negative σ range where non additive effects appear.
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This preliminary investigation over the dynamics of SLR classical systems will be the
basis to develop and benchmark the FRG formalism in SLR dynamical systems, in such a
way to later extend the FRG framework to the dynamics of quantum systems into optical
cavities [204–206]. There the LR interactions are mediated by long lived photons trapped in
the cavity and the system shows the peculiar dynamics expected by a SLR fully interacting
classical systems. However quantum effects and the presence of dissipation are important in
those systems and they have to be explicitly included into the computation to compare the
theoretical results with numerical simulations and experiments.
FRG is a very flexible approach, which includes the theoretical insight of the RG concept
in an in principle exact scheme which helps in developing approximation schemes. However
the possibility to achieve very precise numerical results is still hindered by the complexity of
high order derivative expansion. Nevertheless the lowest order derivative expansion already
allows to catch all the qualitative features of the O(N) phase diagram. FRG technique can be
also employed to compute non universal quantities and lattice computation are available both
in the classical and in the quantum case [28, 207].
The FRG method has demonstrated crucial in the understanding of out-of equilibrium
phase transitions [208, 209] and in the investigation of frustrated spin systems [210]. Many
issues of this technique still need to be clarified and the necessity to develop more quantitative
approximation schemes has been still not be fully satisfied. Moreover the lack for a systematic
non perturbative approximation scheme for fermionic systems makes the field open to
methodological investigations on the foundations of field theory and RG concepts. This
thesis was in the stream of this line of research, and it aimed at clarifyng some of the
numerical and methodological issues of basic FRG applications while enlightening the
potentialities of non perturbative techniques.
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3.1 Schematic representation of the Lawrence-Doniach model with N = 2,3,4
layers which can describe the vortex properties of layered superconductors.
The planes are coupled by the Josephson coupling J ∼ 1/mc. The solid discs
represent the topological excitations of the model, the vortex-antivortex pairs.
Two such pairs belonging to neighbouring layers can form vortex loops and
rings due to weak Josephson coupling. The critical behaviour of the vortices
is found to depend on the number of layers and is again different in the limit
of an infinite number of layers. . . . . . . . . . . . . . . . . . . . . . . . . 87
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Appendix A
Derivations of Chapter 1
A.1 Two point connected correlation
Let us show that this is the right generator for the two point connected correlation function,
∂ 2W [J]
∂Ji∂J j
∣∣∣{Ji}=0= ∂∂J j Z
′[J]
Z[J]
∣∣∣{Ji}=0
=
1
Z[ j]
∂ 2Z[J]
∂Ji∂J j
∣∣∣{Ji}=0− 1Z[J]2 ∂Z[J]∂J j ∂Z[J]∂Ji
∣∣∣{Ji}=0
= ⟨φiφ j⟩−⟨φi⟩⟨φ j⟩
= ⟨φiφ j⟩−ϕiϕ j,
(A.1)
where we used the three equations
Z[0] = 1,
Z′[J] =
∂Z[J]
∂Ji
,
Z′[0] =W ′[0] = ⟨φi⟩= ϕi,
together with equation (1.2).
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A.2 Connected correlation functions from effective action
Let us consider the second derivatives of the free energy and of the effective action
∂ 2W [J]
∂Ji∂Jk
∣∣∣
J=0
=
∂ϕi[J]
∂Jk
∣∣∣
J=0
= ⟨φiφ j⟩−ϕiϕ j = Gik, (A.2)
∂ 2Γ[ϕ]
∂ϕi∂ϕk
∣∣∣
ϕ=ϕ∗
=
∂Ji[ϕ]
∂ϕk
∣∣∣
ϕ=ϕ∗
= Γik, (A.3)
thus if we perform the row by column product between the matrix Gik and the Hessian of the
effective action Γik we immediately obtain
∑
k
GikΓkl =
∂ϕi
∂Jk
∂Jk
∂ϕl
= δil → Γ−1ik = Gik. (A.4)
while for the three points connected correlations we have
⟨ϕiϕ jϕk⟩c =−∑
lmn
GilG jmGknΓlmn
=−∑
lmn
(∂ 2W [J]
∂Ji∂Jl
)(∂ 2W [J]
∂J j∂Jm
)(∂ 2W [J]
∂Jk∂Jn
) ∂ 3Γ
∂ϕl∂ϕm∂ϕn
=−∑
lmn
(∂ϕl
∂Ji
)(∂ϕm
∂J j
)(∂ϕn
∂Jk
) ∂ 3Γ
∂ϕl∂ϕm∂ϕn
=− ∂
3Γ[ϕ[J]]
∂Ji∂J j∂Jk
∣∣∣
J=0
=
∂ 3W [J]
∂Ji∂J j∂Jk
∣∣∣
J=0
,
where we used the fact that
∑
i
∂ϕi
∂J
∂
∂ϕi
=
∂
∂J
.
Appendix B
Derivations of Chapter 2
B.1 Spin systems as O(N) field theories
In the following we will demonstrate the equivalence between the partition function of spin
systems and O(N) field theories, we will demonstrate this equivalence for the N = 2 case,
the so called XY model, but the demonstration is easily generalized to generic N components
spin vectors, also we will only focus on the case of first neighbor interaction and we will only
comment on the case of general interaction form. We thus start from the XY Hamiltonian
HXY =−J2∑⟨i j⟩
cos
(
θi−θ j
)
, (B.1)
we will now show that this model is equivalent to a O(2) scalar field theory. First of all we
shall transform it to standard spin Hamiltonian
HXY =−J2∑⟨i j⟩
cos
(
θi−θ j
)
=−J
2∑⟨i j⟩
cos(θi)cos
(
θ j
)
+ sin(θi)sin
(
θ j
)
, (B.2)
using the trqansformation
sx = scosθ (B.3)
sy = ssinθ (B.4)
we obtain
HXY =−J2∑⟨i j⟩
(
sx,isx, j + sy,isy, j
)
, (B.5)
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and obviously s2 = 1. The partition function for such Hamiltonian can be written as
Z(β ) =
∫
DsΠ jδ
(
s2j −1
)
e−βHXY (B.6)
where Ds =Πidsx, jdsy, j. Latter expression can be rewritten as in the following
Z(β ) =
∫
Dse
βJ
2 ∑⟨i j⟩(sx,isx, j+sy,isy, j)Π jδ
(
s2j −1
)
. (B.7)
A more compact notation is
Z(β ) =
∫
e−s·
K′
2 ·sΠ jδ
(
s2j −1
)
Ds (B.8)
where s = (sx,1,sy,1, · · · ,sx,N ,sy,N) is a 2N×2N vector and N is the number of lattice sites in
our system. The matrix K′ has elements βJ on the upper and lower diagonals. We shall now
use the identity coming from the Gaussian integral,
e−s·
K′
2 ·s =
[
(2π)N
√
detK′
]−1 ∫
Dφe−φ ·
K′−1
2 ·φ−s·φ (B.9)
Latter formula is valid for positively defined matrix, which is not the case of K′. One
sufficient condition for a matrix to be positively defined is to have only positive eigenvalues.
In our case we can simply redefine the matrix as follows
K = K′+µ 1 (B.10)
where µ is an appropriately chosen constant to be determined. Latter transformation amounts
to rescale the partition function of a constant which does not affects the physical results. We
have then rewritten the partition function as
Z(β ) =
[
(2π)N
√
detK′
]−1 ∫
Dφ
∫
Dse−φ ·
K−1
2 ·φ−s·φΠ jδ
(
s2j −1
)
=
[
(2π)N
√
detK′
]−1 ∫
Dφ e−φ ·
K−1
2 ·φ+∑ j U(φ j) (B.11)
where φ j are two compnents vectot and φ is a 2N vector obtained by the external product
of the N two components vectors. U(φ) ≡U(ρ) is a function of the quadratic invariant
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ρ = φ2x +φ2y . Latter statement can be demonstrated as follows
eU(φ) =
∫
dse−sφδ
(
s2−1)= ∫ dq
2π
∫
dse−iq(s
2−1)
(
∑
j
(−1) j
j!
(φ · s) j
)
=
∫ dq
2π
eiq∑
j
(−1) j
j!
〈
(φ · s) j
〉
q
(B.12)
where both s and φ are two components vector.
〈
(φ · s) j
〉
q
is the average of s over a gaussian
distribution of variance q. Such averages depend only on the square modulus of φ due to the
properties of the Gaussian distribution. Indeed〈
(φ · s) j
〉
q
=
∫
d2se−iqs
2
(s ·φ) j =
∫ π
−π
dθ
∫ ∞
0
dsse−iqs
2
(s
√
ρ cosθ) j
=
√
ρ j
∫ π
−π
cos j θ
∫ ∞
0
dse−iqs
2
s j+1, (B.13)
where ρ = φ ·φ is the square modulus of φ and θ is the angle between the vector s and the
vector φ . The integral over the angle θ immediately shows that all the odd powers of √ρ
vanish ∫ π
−π
cos j θ =
π2(−1) j2 j+1
Γ
(
1
2 − j2
)2
Γ( j+1)
(B.14)
which vanishes for all the positive odd integers j. We are then left to conider only the case of
j ≡ 2n. Each term in the series then reduce to
∫ ∞
0
dse−iqs
2
s2n+1 = (−1)n+1 i
n+1
2
Γ(n+1)
qn+1
(B.15)
We are left with the integral
−2
2(n−1)π in+1Γ(n)
Γ
(1
2 −n
)2Γ(2n)
∫
dq
eiq
qn+1
(B.16)
Finally the last integral is
∫ ∞
−∞
dq
eiq
qn+1
= 2ie−
1
2 iπn sin(πn)Γ(−n) = (−1) n2 2iπ
n!
(B.17)
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and the potential is obtained as
eU(ρ) =∑
n
22n−1π2
Γ
(1−2n
2
)2
(2n)!
ρn (B.18)
Latter result justifies expression B.11. Let us now return to the matrix K−1
K−1 =
µ−1
1+ K
′
µ
=∑
l
µ−l−1(−1)lK′l (B.19)
Rewriting everything in terms of the N two components vector φ and in the large µ limit we
get
Z(β ) =
[
(2π)N
√
detK′
]−1 ∫
Dφ e
−β J
µ2 ∑⟨i j⟩ φiφ j+
1
µ ∑ j φ
2
j +∑ j U(φ j) (B.20)
which is an O(2) field theory.
B.2 Regulator functions
Regulator functions have already been discussed in the literature by introducing their dimen-
sionless form
Rk(p) = p2r(y), y = p2/k2, (B.21)
where r(y) is dimensionless. Various types of regulator functions can be chosen, but a
more general choice is the so called CSS regulator [211] which recovers all major types of
regulators in its appropriate limits. By using a particular normalization [56, 58] it has the
following form
rnormcss (y) =
exp[ln(2)c]−1
exp
[
ln(2)cyb
1−hyb
]
−1
θ(1−hyb), (B.22)
with the Heaviside step function θ(y) where the limits are
lim
c→0,h→1
rnormcss =
(
1
yb
−1
)
θ(1− yb), (B.23a)
lim
c→0,h→0
rnormcss =
1
yb
, (B.23b)
lim
c→1,h→0
rnormcss =
1
exp[ln(2)yb]−1 . (B.23c)
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Thus, the CSS regulator has indeed the property to recover all major types of regulators: the
Litim [212], the power-law [18] and the exponential [17] ones.
B.3 Flow equations at LPA’
In this appendix it is reported the derivation of the flow equations for the effective potential
and the wavefunction renormalization of O(N) field theory at LPA′ level. The ansatz for the
effective action is
Γ[φ ] =
∫
ddx
{
Zk∂µφi(x)∂µφi(x)+Ut(ρ)
}
(B.24)
where as usual µ = x,y,z, ρ = φi(x)φi(x)2 , and the sum over repeated indexes are implicit. The
derivative of the effective action with respect to the field reads
Γ(2)t (−p, p) = Zk p2+µg,m (B.25)
where p2 = p2x + p
2
y + p
2
z and
µm =U (1)(ρ)+2ρU (2)(ρ),
µg =U (1)(ρ). (B.26)
The index (g,m) depends if the derivation is taken in the component on the field which have
zero or non zero average.
The scale derivative of the two point function is
∂tΓ
(2)
ii (−p, p) = ∂tZk p2+∂tµ (B.27)
where the value of the µ depends on whether the index i indicates finite average field
component i = 1 or zero average field components i ̸= 1. The second derivative of the
Wetterich equation with respect to the field yields
∂tΓ
(2)
ii (−p, p) =∑
jl
∫ ddq
(2π)d
∂tRt(q)Gl(q)2Γ
(3)
i jl (ρ)
2G j(p+q), (B.28)
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for the flow of the wavefunction renormalization we can then use two definitions,
Zk =
1
2
lim
p→0
d2
d p
∂tΓ
(2)
11 (−p, p). (B.29)
Zk =
1
2
lim
p→0
d2
d p2
∂tΓ
(2)
ii (−p, p). (B.30)
depending if we define the wavefunction from the massive, i = 1, or Goldstone i ̸= 1
propagator. When we apply the derivatives on the right end side of equation (B.29) or (B.30),
they go under the integral sign and act in the only part of the integrand which depends on
p,i.e. G(p+q), thus we get,
∂tZk =
∫ ddq
(2π)d
∂tRt(q)Gg(q)2Γ(3)(ρ)2
d
d p2z
Gm(p+q)
∣∣∣
p=0
(B.31)
∂tZk =
∫ ddq
(2π)d
∂tRt(q)Gm(q)2Γ(3)(ρ)2
d2
d p2
Gm(p+q)
∣∣∣
p=0
(B.32)
The green functions are
G(p+q) =
1
Zk|p+q|2+µ+Rt(p+q) , (B.33)
It is convenient to introduce the definitions
x = (p2+q2+2pqcosθ), (B.34)
where θ is the angle between p and q. We use the equivalence
1
2
d2
d p2
=
1
2
(
d2x
d p2
d
dx
+
(
dx
d p
)2 d2
dx2
)
(B.35)
The derivatives are
dx
d p
∣∣∣
0
= 2qcosθ .
d2x
d p2
∣∣∣
0
= 2. (B.36)
We introduce the Litim regulator
Rt(q) = Zk(k2−q2)θ(k2−q2), (B.37)
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or rewriting it in the x variable,
Rt(x) = Zk(k2− x)θ(k2− x). (B.38)
We also need to compute its time derivative
∂tRt(q) =∂tZk(k2−q2)θ(k2−q2)−2Zkk2θ(k2−q2) (B.39)
Now we list the derivatives of the cutoff,
Rt,x(x)
∣∣∣
p=0
=−Zkθ(k2−q2)−Zk(kσ −q2)δ (kσ −q2− γq2z ). (B.40)
Rt,xx(x)
∣∣∣
p=0
= Zkδ (k2−q2), (B.41)
using above expressions into (B.35) we obtain that only one terms of the derivatives survive,
d
dx
G(q+ p) = Gx = 0
d2
dx2
G(q+ p) = Gxx =−G(x)2Rt,xx(x). (B.42)
The derivation now proceeds taking into account only definition (B.31) which is the one
mostly used in FRG application to O(N) models. The result for definition (B.10) is given at
last.
∂tZk =−Γ(3)(ρ)2
∫ ddq
(2π)d
Gg(q)2Gm(q)2∂tRt(q)
(
dx
d p
)2
Rt,xx(x) =
=−Γ(3)(ρ)2
∫ ddq
(2π)d
Gg(q)2Gm(q)2∂tRt(q)4q2 cosθ 2Zkδ (k2−q2). (B.43)
The expression for the Green function is,
G(q) =
1
Zkk2+µ
, (B.44)
which do not actually depend on the momentum. Expression (B.42) becomes,
∂tZk =−Γ(3)(ρ)2Gm(ρ)2Gg(ρ)2
∫ ddq
(2π)d
∂tRt(q)4q2 cosθ 2Zkδ (k2−q2). (B.45)
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Thus the calculation reduces to the integration,
−
∫ ddq
(2π)d
Zk4q2 cosθ 22Zkk2θ(k2−q2)δ (k2−q2), (B.46)
in order to explicitly pursue the integration we should pass to cilindical coordinates, for
simplicity we restrict ourselves to three dimensions d3q → qdqdθdqz and remember that
δ (x)θ(x) = δ (x)/2,
−
∫ +∞
0
qd−1dq
2π
∫ 2π
0
dθ
2π
4Z2k q
2 cosθ 2k2δ (k2−q2), (B.47)
Next steps are to integrate over the angle varibles which are not present into the eqution but
in the cosθ 2 term in (B.47), the results are
∫ 2π
0 dθ cosθ 2 = π and
∫ 2π
0 dθ = 2π . Also we
have to modify the integration tems in such a way to take the δ -function into account. The
δ -function can be trasformed according to
δ ( f (q)) =
δ (q−q0)
| f ′(q)| (B.48)
where q0 is the solution of f (q0) = 0. In our case we have
f (q) = k2−q2
f ′(q) =−2q
q0 = k (B.49)
After pursuing the integration and writing explicitly the value of Γ(3)(ρ) we obtain the result
for the flow of the Zk,
∂tZk =
4cdZ2k k
5ρ0U (2)(ρ)2
(Zkk2+µm)2(Zkk2+µg)2
(B.50a)
∂tZk =
4ρ cdZ2k k
5
(
2ρU (3)(ρ)+3U (2)(ρ)
)2
(Zkk2+µm)4
(B.50b)
where the first result has been obtained using definition (B.31) and the second using the
alternative definition (B.32). The equation for the potential can be obtained directly from the
wetterich equation when evaluated at constant fields,
∂tUt(ρ) =
1
2
∫ d3q
(2π)3
∂tRt(q)(Gm(q)+(N−1)Gg(q)) (B.51)
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again using expressions (B.43) and (B.42) we obtain,
∂tUt(ρ) =(Gm(ρ)+(N−1)Gg(ρ))12
∫ d3q
(2π)3
(∂tZk(k2−q2)−2Zkk2)θ(k2−q2). (B.52)
Everything reduce to the simple integration,
∫ d3q
(2π)3
(∂tZk(k2−q2− γq2z )−2Zkk2−Zk∂tγq2z )θ(k2−q2− γq2z ). (B.53)
which yields the result
∂tUt(ρ) =−Zkk5cd
(
1− ηd+2
Zk +µm
+(N−1)1−
η
d+2
Zk +µg
)
(B.54)
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The effective average action to the second order in the derivative expansion is given by:
Γk =
∫
x
(
1
2
Z(ϕ)∂µϕ∂ µϕ+V (ϕ)
)
, (B.55)
where V (ϕ) is the effective potential and Z(ϕ) is the generalized wave function renormaliza-
tion.
First of all we need to calculate the functional derivatives of this action. The the second
functional derivative is
Γ(2)x1x2 =
∫
ddx
{
1
2
Z(2)δ (x− x2)δ (x− x1)∂µϕ ∂ µϕ+Z(1)δ (x− x2)∂µϕ ∂ µδ (x− x1)+
+Z(1)δ (x− x1)∂µϕ ∂ µδ (x− x2)+Z ∂µδ (x− x2)∂ µδ (x− x1)+V (2)δ (x− x1)δ (x− x2)
}
,
(B.56)
The third functional derivative is
Γ(3)x1x2x3 =
∫
ddx
{
1
2
Z(3)δ (x− x3)δ (x− x2)δ (x− x1)∂µϕ ∂ µϕ+Z(2)δ (x− x2)δ (x− x1)∂µϕ ∂ µδ (x− x3)+
+Z(2)δ (x− x3)δ (x− x2)∂µϕ ∂ µδ (x− x1)+Z(2)δ (x− x3)δ (x− x1)∂µϕ ∂ µδ (x− x2)+
+Z(1)δ (x− x2)∂µδ (x− x3)∂ µδ (x− x1)+Z(1)δ (x− x1)∂µδ (x− x3)∂ µδ (x− x2)+
+Z(1)δ (x− x3)∂µδ (x− x2)∂ µδ (x− x1)+V (3)δ (x− x1)δ (x− x2)δ (x− x3)
)
.
(B.57)
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For the fourth we give it directly for constant field
Γ(4)x1x2x3x4 =
∫
ddx
{
1
2
Z(4)δ (x− x4)δ (x− x3)δ (x− x2)δ (x− x1)∂µϕ ∂ µϕ+
Z(3)δ (x− x3)δ (x− x2)δ (x− x1)∂µϕ ∂ µδ (x− x4)+
Z(3)δ (x− x4)δ (x− x2)δ (x− x1)∂µϕ ∂ µδ (x− x3)+
Z(3)δ (x− x3)δ (x− x4)δ (x− x1)∂µϕ ∂ µδ (x− x2)+
Z(3)δ (x− x4)δ (x− x2)δ (x− x3)∂µϕ ∂ µδ (x− x1)+
Z(2)δ (x− x2)δ (x− x1)∂µδ (x− x3)∂ µδ (x− x4)+
Z(2)δ (x− x2)δ (x− x1)∂µδ (x− x4)∂ µδ (x− x3)+
Z(2)δ (x− x3)δ (x− x1)∂µδ (x− x4)∂ µδ (x− x2)+
Z(2)δ (x− x2)δ (x− x3)∂µδ (x− x4)∂ µδ (x− x1)+
V (4)δ (x− x1)δ (x− x2)δ (x− x3)δ (x− x4)
}
. (B.58)
Higher functional derivatives are easely written.
Since we are interested in equilibrium constant field configuration we evaluate latter
expressions in constant field ϕ(x) = ϕ ,
Γ(2)x1x2 = Z
∫
ddx
{
∂µδ (x− x2)∂ µδ (x− x1)+V (2)δ (x− x1)δ (x− x2)
}
, (B.59)
Γ(3)x1x2x3 = Z
(1)
∫
x
{
δ (x− x2)∂µδ (x− x3)∂ µδ (x− x1)+δ (x− x1)∂µδ (x− x3)∂ µδ (x− x2)+
+δ (x− x3)∂µδ (x− x2)∂ µδ (x− x1)
}
+V (3)δ (x1− x2)δ (x1− x3) . (B.60)
Γ(4)x1x2x3x4 =
∫
ddx
{
Z(2)δ (x− x2)δ (x− x1)∂µδ (x− x3)∂ µδ (x− x4)+
Z(2)δ (x− x2)δ (x− x1)∂µδ (x− x4)∂ µδ (x− x3)+
Z(2)δ (x− x3)δ (x− x1)∂µδ (x− x4)∂ µδ (x− x2)+
Z(2)δ (x− x2)δ (x− x3)∂µδ (x− x4)∂ µδ (x− x1)+
V (4)δ (x− x1)δ (x− x2)δ (x− x3)δ (x− x4)
}
(B.61)
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It is now convenient to rewrite everything in momentum space
ϕx =
1
(2π)d
∫
ddqϕq e−ixq
ϕq =
∫
ddxϕx eixq (B.62)
The relation for the dirac δ -function becomes
δ (x) =
1
(2π)d
∫
ddqe−ixq . (B.63)
We can know calculate
Γ(2)q1q2 =
∫
ddx1ddx2Γ
(2)
x1x2 e
i(x1q1+x2q2)
=
∫
ddx1ddx2
(
∂µδ (x− x2)∂ µδ (x− x1)+V (2)δ (x− x1)δ (x− x2)
)
ei(x1q1+x2q2)
= (2π)−2d
∫
ddx1ddx2dd p1dd p2ddx
(
−Z p1 · p2+V (2)
)
eip1(x−x1) eip2(x−x2) ei(x1q1+x2q2)
= (2π)d
∫
p1 p2
(
−Z p1 · p2+V (2)
)
δ (p1−q1)δ (p2−q2)δ (p1+ p2)
= (2π)d
(
−Z q1 ·q2+V (2)
)
δ (q1+q2) . (B.64)
On the same lines we get
Γ(3)q1q2q3 = (2π)
d
[
−Z(1) (q1 ·q2+q1 ·q3+q2 ·q3)+V (3)
]
δ (q1+q2+q3) (B.65)
and
Γ(4)q1q2q3q4 = (2π)
d
[
−Z(2) (q1 ·q2+q1 ·q3+q1 ·q4+
+q2 ·q3+q2 ·q4+q3 ·q4)+V (4)
]
δ (q1+q2+q3+q4) . (B.66)
The flow equations for the potential is
∂tVt =
∫ ddq
(2π)d
G(q)Rk(q), (B.67)
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and for the two point function in the standard form is
∂tΓ
(2)
t,p,−p =
∫
ddqG(q)Γ(3)q,p,−q−pG(q+ p)Γ
(3)
q+p,−p,−qG(q)∂tRk(q)
− 1
2
∫
ddqG(q)Γ(4)q,p,−p,−qG(q)∂tRk(q) , (B.68)
where the short hands are obvious. We have
Γ(4)q,p,−p,−q = Z
(2) (q2+ p2)+V (4)
Γ(3)q,p,−q−p = Z
(1) (q2+q · p+ p2)+V (3)
Γ(3)q+p,−p,−q = Z
(1) (q2+q · p+ p2)+V (3). (B.69)
In order to evaluate the flow of the field dependent wave-function we use the definition
∂tZ(ϕ) =
1
2
lim
p→0
d2
d p2
∂tΓ
(2)
t (−p, p). (B.70)
When we apply the derivatives on the right end side of equation (B.68), they go under the
integral sign and act in the only part of the integrand which depends on p,i.e. G(p+q), thus
we get,
∂tZ(ϕ) =
1
2
∫ ddq
(2π)d
∂tRt(q)G(q)2Γ
(3)
q,p,−p−q
d2
d p2
G(p+q)Γ(3)−q,−p,p+q
∣∣∣
p=0
(B.71)
+
∫ ddq
(2π)d
∂tRt(q)G(q)2Γ
(3)
q,p,−p−qG(p+q)
d2
d p2
Γ(3)−q,−p,p+q
∣∣∣
p=0
(B.72)
+4
∫ ddq
(2π)d
∂tRt(q)G(q)2Γ
(3)
q,p,−p−q
d
d p
G(p+q)
d
d p
Γ(3)−q,−p,p+q
∣∣∣
p=0
(B.73)
+
∫ ddq
(2π)d
∂tRt(q)G(q)2G(p+q)
(
d
d p
Γ(3)−q,−p,p+q
)2 ∣∣∣
p=0
(B.74)
− 1
4
∫
ddqG(q)
d2
d p2
Γ(4)q,p,−p,−qG(q)∂tRk(q)
∣∣∣
p=0
. (B.75)
The calculation is straightforward but complex, we shall then carry it out term by term. We
then define the first term T1 as the right hand side of (B.71)
T1 =
∫ ddq
(2π)d
∂tRt(q)G(q)2Γ
(3)
q,p,−p−q
1
2
d2
d p2
G(p+q)Γ(3)−q,−p,p+q
∣∣∣
p=0
(B.76)
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with the other terms defined as in lines (B.72), (B.73), (B.74) and (B.75)
T2 = 2
∫ ddq
(2π)d
∂tRt(q)G(q)2Γ
(3)
q,p,−p−qG(p+q)
1
2
d2
d p2
Γ(3)−q,−p,p+q
∣∣∣
p=0
(B.77)
and
T3 = 2
∫ ddq
(2π)d
∂tRt(q)G(q)2Γ
(3)
q,p,−p−q
d
d p
G(p+q)
d
d p
Γ(3)−q,−p,p+q
∣∣∣
p=0
(B.78)
and
T4 =
∫ ddq
(2π)d
∂tRt(q)G(q)2G(p+q)
(
d
d p
Γ(3)−q,−p,p+q
)2 ∣∣∣
p=0
(B.79)
and
T5 =−12
∫ ddq
(2π)d
G(q)
1
2
d2
d p2
Γ(4)q,p,−p,−qG(q)∂tRk(q) . (B.80)
The most complex term to evaluate is T1 we will then left it aside for the moment. We the
pursue the evaluation of these terms in reverse order. After deriving the vertex term in (B.80)
we obtain
T5 =−Z
(2)
2
∫ ddq
(2π)d
G(q)2∂tRk(q) . (B.81)
we should then pass to spherical coordinates, integrate over the angular variables and finally
transform the integration variable accordingly to q2 = x,
T5 =−Z(2) sd4
∫
x
d
2−1 G(x)2∂tRk(x)dx =−Z(2) sd4 Q d2 [G
2R˙]. (B.82)
where we introduced the Mellin transformation,
Qm[ f ] =
∫
xm−1 f (x)dx (B.83)
and the short hand notation A˙ = ∂tA. Applying the same notation to (B.79) we obtain,
T4 = (Z(1))2
sd
2d
∫
x
d
2 ∂tRt(x)G(x)3dx = (Z(1))2
sd
2d
Q d
2+1
[G3R˙] (B.84)
while for (B.78)
T3 = (Z(1))2
2sd
d
∫
x
d
2+1∂tRt(x)G(x)2Gx(x)dx+ Z(1)V (3)
2sd
d
∫
x
d
2 ∂tRt(x)G(x)2Gx(x)dx
= (Z(1))2
2sd
d
Q d
2+2
[G2GxR˙]+Z(1)V (3)
2sd
d
Q d
2+1
[G2GxR˙] (B.85)
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and for (B.77)
T2 = (Z(1))2sd
∫
x
d
2 ∂tRt(x)G(x)3dx+Z(1)V (3)sd
∫
x
d
2−1∂tRt(x)G(x)3dx
= (Z(1))2sdQ d
2+1
[G3R˙]+Z(1)V (3)sdQ d
2
[G3R˙] (B.86)
The computation of T1 needs some more efforts, we should firstly write the Green function
form explicitly
G(p+q) =
1
Z(ϕ)|p+q|2+U (2)k (ϕ)+Rt(p+q)
, (B.87)
We can transform the derivative using the definitions
x = (p2+q2+2pqcosθ), (B.88)
We use the equivalence
1
2
d2
d p2
=
1
2
(
d2x
d p2
d
dx
+
(
dx
d p
)2 d2
dx2
)
(B.89)
The derivatives are
dx
d p
∣∣∣
0
= 2qcosθ .
d2x
d p2
∣∣∣
0
= 2. (B.90)
We can also explicitly compute the derivatives of the propagator with respect to x,
d
dx
G(q+ p) = Gx =−G(x)2(Z(ϕ)+Rt,x(x)),
d2
dx2
G(q+ p) = Gxx = 2G(x)3(Z(ϕ)+Rt,x(x))2−G(x)2Rt,xx(x). (B.91)
The same must be done for the vertexes,
1
2
d2
d p2
Γ(3)−q,−p,p+q
∣∣∣
p=0
= Z(1)(ϕ),
1
2
d2
d p2
Γ(4)−q,−p,p+q
∣∣∣
p=0
= Z(2)(ϕ). (B.92)
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We can then rewrite the T1 coefficient in the following way,
T1 =
∫ ddq
(2π)d
∂tRt(q)G(q)2
(
Z(1)x+V (3)
)2 (
Gx+2q2 cos2θGxx
)∣∣∣
p=0
. (B.93)
When evaluated in p = 0 we obtain x = q2, we then use latter relation and we rewrite the
integrals using only the x variable, we also integrate over the angular variables obtaining
T1 =
sd
2
∫
x
d
2−1dx∂tRt(x)G(x)2
(
Z(1)x+V (3)
)2(
Gx(x)+
2
d
xGxx(x)
)
= (Z(1))2
sd
2
Q d
2+2
[G2GxR˙]+ (Z(1))2
sd
d
Q d
2+3
[G2GxxR˙]+Z(1)V (3)sdQ d
2+1
[G2GxR˙]
+Z(1)V (3)
2sd
d
Q d
2+2
[G2GxxR˙]+ (V (3))2
sd
2
Q d
2
[G2GxR˙]+ (V (3))2
sd
d
Q d
2+1
[G2GxxR˙].
It should be noted that the universal quantities of the model under study are invariant under
transformations of the field and the actions, which leave the mass of the model invariant,
ϕ →Ωϕ,
Γ[ϕ]→ΩΓ[ϕ]. (B.94)
We can choice Ω= sd2d and scale out this coefficient from our flow equation. We finally obtain
for the flow equations,
∂tVk(ϕ) = Q d
2
[GR˙]
∂tZk(ϕ) =−d2 Z
(2)(ϕ)Q d
2
[G2R˙]+Z(1)(ϕ)2(2d+1)Q d
2+1
[G3R˙]+Z(1)(ϕ)2(d+4)Q d
2+2
[G2GxR˙]
+Z(1)(ϕ)22Q d
2+3
[G2GxxR˙]+Z(1)(ϕ)V (3)(ϕ)2dQ d
2
[G3R˙]
+Z(1)(ϕ)V (3)(ϕ)2(d+2)Q d
2+1
[G2GxR˙]+Z(1)(ϕ)V (3)(ϕ)4Q d
2+2
[G2GxxR˙]
+V (3)(ϕ)2dQ d
2
[G2GxR˙]+V (3)(ϕ)22Q d
2+1
[G2GxxR˙]. (B.95)
To further proceed it is necessary to specify the cutoff functions. We will focus on two
particular forms. The Litim or optimized cutoff case is
Rk(x) = Zk(k2− x)θ(k2− x)
Rk,x(x) =−Zkθ(k2− x)
Rk,xx(x) = Zkδ (k2− x)
R˙k(x) = 2Zkk2θ(k2− x)− Z˙k(k2− x)θ(k2− x). (B.96)
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while the Morris or power law regulator is written as
Rk(x) = Zk
k4
x
Rk,x(x) =−Zk k
4
x2
Rk,xx(x) = Zk
2k4
x3
R˙k(x) = Z˙k
k4
x
+Zk
4k4
x
. (B.97)
Let us start with the Litim cutoff, to give an explicit expression for equations (??) and
(B.95) it is necessary to calculate the following quantities,
Qm[GnR˙] =
∫ k2
0
xm−1dx
2Zkk2+ Z˙k(k2− x)
((Zk(ϕ)−Zk)x+Zkk2+V (2)k (ϕ))n
,
Qm[GnGxR˙] =−
∫ k2
0
xm−1dx
(2Zkk2+ Z˙k(k2− x))(Zk(ϕ)−Zk)
((Zk(ϕ)−Zk)x+Zkk2+V (2)k (ϕ))n+2
,
Qm[GnGxxR˙] =
∫ k2
0
xm−1dx
2(2Zkk2+ Z˙k(k2− x))(Zk(ϕ)−Zk)2
((Zk(ϕ)−Zk)x+Zkk2+V (2)k (ϕ))n+3
− 2Z
2
kδ (k
2− x)
((Zk(ϕ)−Zk)x+Zkk2+V (2)k (ϕ))n+2
.
(B.98)
While in the Morris case,
Qm[GnR˙] =
∫ ∞
0
xm+n−2dx
4Zkk4+ Z˙kk4
(Zk(ϕ)x2+Zkk4+U (2)(ϕ)x)n
,
Qm[GnGxR˙] =−
∫ ∞
0
xm+n−2dx
(4Zkk4+ Z˙kk4)(Zk(ϕ)x2−Zkk4)
(Zk(ϕ)x2+Zkk4+U (2)(ϕ)x)n+2
,
Qm[GnGxxR˙] = 2
∫ ∞
0
xm+n−3dx
(4Zkk4+ Z˙kk4)(Zk(ϕ)x−Zkk4)2
(Zk(ϕ)x2+Zkk4+U (2)(ϕ)x)n+3
−2
∫ k2
0
xm+n−3dx
Zkk4(4Zkk4+ Z˙kk4)
(Zk(ϕ)x2+Zkk4+U (2)(ϕ)x)n+2
. (B.99)
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B.4.1 Dimensionless variables
In order to obtain a consistent RG procedure we must consider dimensionless (or scaled)
variables, which have finite fixed point values. These are defined as
x =k2x¯.
ϕ =Z−
1
2
k k
d−2
2 ϕ˜,
Zk(ϕ) =ZkZ¯k(ϕ˜),
Rk(x) =Zkk2x˜r(x˜),
Vk(ϕ) =kdV˜k(ϕ˜),
Qm[GnR˙] =k2(m−n)Q˜m+1[G˜n
(
2r′(x˜)−η r(x˜))],
Qm[GnGxR˙] =k2(m−n−1)Q˜m+1[G˜nG˜x
(
2r′(x˜)−η r(x˜))],
Qm[GnGxxR˙] =k2(m−n)−3Q˜m+1[G˜nG˜xx
(
2r′(x˜)−η r(x˜))], (B.100)
where we used the definition η =−∂tZk/Zk.
Litim cutoff
In the Litim cutoff case we obtain for the Q˜-functionals in terms of a single threshold function
qm,n(z,v) =
∫ 1
0
x¯m−1dx¯
((z−1)x+1+ v)n , (B.101)
the three Q-functionals then read
k2(n−m)Qm[GnR˙] = (2−η)qm,n(Z˜,V˜ (2))+ηqm+1,n(Z˜,V˜ (2)),
k2(n−m+1)Qm[GnGxR˙] =
[
(2−η)qm,n+2(Z˜,V˜ (2))+ηqm+1,n+2(Z˜,V˜ (2))
]
(Z˜−1),
k2(n−m)+3Qm[GnGxxR˙] = 2
[
(2−η)qm,n+3(Z˜,V˜ (2))+ηqm+1,n+3(Z˜,V˜ (2))
]
(Z˜−1)2
− 1
Z˜+V˜ (2)
(B.102)
All the complexity of flow equations has been reduced to a single q-functional. We define
dimensionless quantities as
ϕ˜ =
√
Z0 k−(
d
2−1)ϕ, V (ϕ) = kd V˜ (ϕ˜), Z(ϕ) = Z0 Z˜(ϕ˜) (B.103)
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from which the t-derivatives follow
∂t ϕ˜ =
(
−d−2
2
√
Z0+
Z˙0
2
√
Z0
)
k−(
d
2−1)ϕ =−d−2+η
2
ϕ˜ (B.104)
∂tV = d kdV˜ + kd∂tV˜ + kdV˜ ′∂t ϕ˜
= kd
(
dV˜ +∂tV˜ − d−2+η2 ϕ˜V˜
′
)
(B.105)
∂tZ = (∂tZ0)Z˜+Z0
(
∂t Z˜+ Z˜′∂t ϕ˜
)
= Z0
(
∂t Z˜− d−2+η2 ϕ˜Z˜
′−η Z˜
)
(B.106)
In the following we work with the tilde quantities V˜ (ϕ˜) and Z˜(ϕ˜) and remove the tildes from
now on.
B.4.2 d = 2
In d = 2 and for the Litim cutoff the flow equations become
∂tV +2V − η2 ϕV
′ =
η
(Z−1) +
2(Z−1)−η(Z+V ′′)
(Z−1)2 log
(
Z+V ′′
1+V ′′
)
(B.107)
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and
∂tZ− η2 ϕ Z
′−ηZ =−Z′′
[
2(Z−1)−η(V ′′+Z)
(1+V ′′)(Z+V ′′)(Z−1) +
η
(Z−1)2 log
(
Z+V ′′
1+V ′′
)]
+(V ′′′)2
[
2−η
3
(
1
(Z+V ′′)3
− 1
(1+V ′′)3
)
− 6Z
(Z+V ′′)4
]
+Z′V ′′′
[
2(V ′′)3(4−η)
(1+V ′′)2(V ′′+Z)4
+
2(V ′′)2(Z(18−7η)+2(6−η))
3(1+V ′′)2(Z+V ′′)4
+
V ′′(2Z2(8−3η)+2Z(2−η)+4−η)
3(1+V ′′)2(Z+V ′′)4
+
2Z3(2−η)+4Z2−Z(2+η)
3(1+V ′′)2(Z+V ′′)4
]
+(Z′)2
[
− (V
′′)4 3η
(1+V ′′)(Z−1)2(Z+V ′′)4 −
(V ′′)3 3η(7Z+1)
2(1+V ′′)(Z−1)2(Z+V ′′)4
+
(V ′′)2((30−83η)Z2− (23η+60)Z+(30−2η))
6(1+V ′′)(Z−1)2(Z+V ′′)4
+
V ′′((36−47η)Z3− (25η+60)Z2+2(6+η)Z+2(6−η))
6(1+V ′′)(Z−1)2(Z+V ′′)4
+
9(2−η)Z4− (11η+36)Z3+(18+4η)Z2−2ηZ
6(1+V ′′)(Z−1)2(Z+V ′′)4
+
3η
(Z−1)3 log
(
Z+V ′′
1+V ′′
)]
(B.108)
For Morris cutoff instead the flow equations are
∂tV +2V − η2 ϕV
′ = 2
(4−η)arctanh
(√
(V ′′)2−4Z
V ′′
)
√
(V ′′)2−4Z (B.109)
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and
∂tZ− η2 ϕ Z
′−ηZ
=−2(4−η)Z′′
V
′′ arctanh
(√
(V ′′)2−4Z
V ′′
)
((V ′′)2−4Z) 32
− 1
(V ′′)2−4Z

−4(4−η)(V ′′′)2
ZV
′′(6Z+(V ′′)2)arctanh
(√
(V ′′)2−4Z
V ′′
)
((V ′′)2−4Z) 72
− Z(16Z+11(V
′′)2)
6((V ′′)2−4Z)3

+8(4−η)Z′V ′′′
((V
′′)4+2Z(V ′′)2−4Z2)arctanh
(√
(V ′′)2−4Z
V ′′
)
((V ′′)2−4Z) 72
− 5V
′′((V ′′)2−Z)
3((V ′′)2−4Z)3

+2(4−η)(Z′)2
(32ZV
′′−13(V ′′)3)arctanh
(√
(V ′′)2−4Z
V ′′
)
((V ′′)2−4Z) 72
+
11(V ′′)4+88Z(V ′′)2−288Z2
12Z((V ′′)2−4Z)3

(B.110)
B.4.3 d = 3
In d = 3 and for Litim cutoff we get
∂tV˜ +3V˜ − 1+η2 ϕ˜V˜
′ =
−3ηV ′′+2Z(3−η)−η−6
2(Z−1)2
− 3
√
V ′′+1(−ηV ′′+Z(2−η)−2)
2(Z−1)5/2 arctan
√
Z−1
V ′′+1
(B.111)
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and
∂t Z˜− 1+η2 ϕ˜Z˜
′−η Z˜ =
3Z′′
[
Z(2−3η)−2−3ηV ′′
4(Z−1)2 (V ′′+Z) −
Z(2−η)−2η−2−3ηV ′′
4(Z−1)5/2√V ′′+1 arctan
√
Z−1
V ′′+1
]
+(V ′′′)2
(V ′′−3Z+4)(3V ′′+Z+2)
8(V ′′+1)2 (V ′′+Z)3
+
η
(
2(Z+2)V ′′+3(V ′′)2+Z(3Z−4)+4
)
16(Z−1)(V ′′+1)2 (V ′′+Z)2
− (Z−1)
2 (Z ((3η−8)V ′′+η−4)+V ′′ (2(η−6)V ′′+η−16)+Z2(η−2)−6)
6(V ′′+1)3 (V ′′+Z)4
− 1
(V ′′+Z)4
+
2−2η+(η−2)Z−ηV ′′
4(Z−1)3/2 (V ′′+1)5/2
arctan
√
Z−1
V ′′+1
]
+Z′V ′′′
[
3(7η+2)V ′′−8Z(η−2)+29η−10
24(Z−1)2 (V ′′+1)2 −
(η−6)V ′′+Zη
3(V ′′+Z)4
+
η−7
6(Z(ϕ)−1)(V ′′(ϕ)+Z(ϕ))2 −
1
4(Z−1)2 (V ′′+Z)
+
−7ηV ′′−Z(η−2)−6η−2
8(Z−1)5/2 (V ′′+1)3/2
arctan
√
Z−1
V ′′+1
]
+(Z′)2
[
245η
32(Z−1)3 −
(η−7)V ′′+Z(η−1)
6(V ′′+Z)4
− 49
24(Z−1)(V ′′+Z)2
− 49(η+3)
48(Z−1)2 (V ′′+Z) −
49(5ηV ′′+Z(η−2)+4η+2)
32(Z−1)7/2√V ′′+1 arctan
√
Z−1
V ′′+1
]
(B.112)
while for Morris cutoff we get
∂tV˜ +3V˜ − 1+η2 ϕ˜V˜
′ =
4−η
8π
√
Z
(
V ′′+2
√
Z
) (B.113)
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and
∂t Z˜− 1+η2 ϕ˜Z˜
′−η Z˜ = 4−η
16π
√
Z
(
V ′′+2
√
Z
)3/2 Z′′− (4−η)
(
V ′′−18√Z)
384π
(
V ′′+2
√
Z
)7/2 (V ′′′)2
− (4−η)
(
29V ′′+38
√
Z
)
192π
√
Z
(
V ′′+2
√
Z
)7/2 Z′V ′′′
−
(4−η)
(
133
√
ZV ′′+19(V ′′)2+170Z
)
384πZ3/2
(
V ′′+2
√
Z
)7/2 (Z′)2 (B.114)
