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,
, [5, 6, 7, 8, 9, 10, 11].
, ,
, . , ,
.
, , .
, (structural design optimization) . (computational fluid
dynamics, CFD) . (aerodynamic design optimization) , CFD
$=$ 1 10 . ,
, [12, 13, 14].
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2.1
(P) , , , , $F$ .
$(P)$ minimize $f(x)$ (1)
subject to $g_{J}(x)\leq 0,$ $j=1,$ $\ldots$ , $q$
$h_{j}(x)=0,$ $j=q+1,$ $\ldots,$ $m$
$l_{i}\leq x_{i}\leq u_{i},$ $i=1,$ $\ldots,n$
, $x=(x_{1}, \cdots, x_{n})$ $n$ , $f(x)$ , $g_{j}(x)\leq 0$ $q$ .
$h_{j}(x)=0$ $m-q$ , $f,$ $gj,$ $h_{j}$ . $l_{i},$ $u_{i}$
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. , . $m$ , $U_{g}$
, $r$ $m’$ $F_{g}$ .
$U_{g}=-G \frac{m}{r},$ $F_{9}=G \frac{mm^{l}}{r^{2}}$ (2)
, $G$ .
, $x$ , $r$ . $U_{o}$ (potential
for objective) c (potential for congestion) .
o $= \frac{f(x)}{r^{p}}$ $U_{c}= \frac{1}{r^{p}}$ (3)
, , 1 . , $P>0$ 1
2 . $X=\{x_{1}, x_{2}, \cdots, x_{N}\}$ , $f(x_{i}),$ $i=1,2,$ $\cdots,$ $N$ ,
$y$ , .
$U_{o}(y)= \sum_{i}\frac{f(x_{i})}{d(x_{i},y)^{p}}$ , $U_{c}(y)= \sum_{i}\frac{1}{d(x_{1},y)^{p}}$ (4)
, $d(x, y)$ $x$ $y$ .
, $U_{o}$ , c
. $y$ $\hat{f}(y)$ , .
$f(y)$ $=$ $U_{o}(y)/U_{c}(y)$ (5)
. $X$ $x_{i}$ $x_{i}’$ . ,
,
.




Differential Evolution potential- DE .
4.1 Differential Evolution
Differential evolution (DE) (evolution strategy) , Storn and Price[l, 2]
. DE , . DE ,
, , ,
.
DE , , DE
. ,
, ,
, . , DE






DE , $DE/best/1/bin$ $DE/rand/1/\exp$
. , $DE/base/num/cross$ . (base’
. , $DE/rand/num/cross$ ,
$DE/best/num/cross$ . $num$’
. “cross” . , $DE/base/num/bin$
(binomial crossover) $Aa$ $DE/base/num/\exp$ ,
(exponential crossover) .
DE , , .
, $n$ . , . ,
. , 1+2 num
. , .
$F$ (scaling factor) . ,
$CR$(crossover factor) ,
(trial vector) . , , , .
, 1 $(num=1)$ $DE/rand/1/\exp$ .
4.2 potential DE
potential $DE/rand/1/\exp$ $[3, 4]$ .
Step0 . $N$ $x_{i}$ , $\{x_{i}, i=1,2, \cdots , N\}$
. .
Stepl . , . ,
.
$Step2$ . $x_{i}$ , 3 $x_{p1}$ . $x_{p2},$ $x_{p3}$ $x_{i}$




$Step3$ . $x’$ $x_{i}$ , $x_{1}^{new}$ . $j$ $[1, n]$
. $x_{i}^{new}$ $j$ $x’$ $j$ .
, $CR$ , $x’$
. , $x_{i}$ . , $Step2$ $Step3$
.
Step4 . , , $Step5$ .
, Step6 .





$P=GenerateN$ individuals $\{x_{i}\}$ randomly;
Evaluate $x_{i}$ , $i=1,2,$ $\cdots$ , $N$ ;
for ( $t=1$ ; ; $t++$ ) $\{$
for $(i=1;i\leq N;i++)$ $\{$
$s.t$ . $pi\neq p_{k}(j, k=1,2,3,j\neq k)$ ;
$j=aelect$ randomly from $[1, n]$ ;
, $u(O, 1)$ $[0,1]$ , $Better_{P}$ tential $(\cdot, \cdot)$ , ,




, , , [14].
, . ,
. ,
, , , Rastrigin
.
, . , $n$ .. $fi\ddagger$ Sphere
$f(x)= \sum_{i=1}^{n}x_{i}^{2},$ $-5.12\leq x_{i}\leq 5.12$ (8)
, $(0,0, \cdots, 0)$ $0$ .. $f_{2}$ : Rosenbrock
$f(x)= \sum_{:=2}^{n}\{100(x_{1}-x^{2})^{2}+(x_{i}-1)^{2}\}$ , $-2.048\leq x_{i}\leq 2.048$ (9)
, $(1, 1, \cdots, 1)$ $0$ .
$\bullet$ $f_{3}$ : ill-scaled Rosenbrock
$f(x)= \sum_{i=2}^{n}\{100(x_{1}-(ix_{i})^{2})^{2}+(ix_{*}\cdot-1)^{2}\}$, $-2.048/i\leq x_{i}\leq 2.048/i$ (10)
, $(1, \frac{1}{2}, \cdots, \frac{1}{n})$ $0$ .. $f_{4}$ ; Rastrigin NM
$f(x)=10n+ \sum_{1=1}^{n}\{x_{1}^{2}-10\cos(2\pi x_{i})\}$ , $-5.12\leq x_{i}\leq 5.12$ (11)





Func eval succ fail rate (%)
$fi$ $f_{1}$ 76,887.4 10,739.1 66,098.2 13.98
$f_{2}$ $f_{2}$ 408,749.4 17,505.7391,193.8 4.24
$f_{3}$ $f_{3}$ 400,122.5 17,292.8382,779.8 4.32
$f_{4}$ $f_{4}$ 275,101.8 14,177.8260,874.1 5.15
1 $n=2$ $fi,$ $f_{2},$ $f_{4}$ . , 1 .
52
$DE/rand/1/\exp$ $Aa$ $n=30$ , $f_{i}\sim f_{4}$ . DE ,
$N=50,$ $F=0.7,$ $CR=0.95$ , 20 $A\searrow$ . ,
, [14] , (1) 1,0 $x10^{-7}$ , (2) $fi$
$f_{2}$ $2nx10^{5},$ $f_{3}$ $5n\cross 10^{6}$ . $f_{4}$ $3nx10^{6}$ , .
, eval ,
succ , fail , rate 2 .







potential DE , . $Better_{Pot}$ $nt\dot{t}al$ ,
.
$Better_{P}$ $t\circ ntia1(x_{1}’,x_{i})\Leftrightarrow\frac{\hat{f}(x_{1}’)-\hat{f}(x_{*})}{|\hat{f}(x_{i})|}\leq\delta$ (12)
, $\delta\geq 0$ , $X$ ,
$P$ .
$\delta$ $0$ , , ,
. $\delta$ , ,
, , . , $\delta$







, * , $p=2$ .
54
3 . eval, succ,
fail, rate . obj-succ ,
, obj-fail , , obj-rate , ,
.
DE , , fl,
. 9O% , $(\delta)$
, . , $\delta=0.001$
.
4 potential DE DE . DE 1 .
potential DE DE , $f_{2},$ $f_{3}$ 15% , $fi,$ $f_{4}$ 50%
. , potential DE ,
, .
DE potential DE$(\delta=0.OO1)$ , 2







. potential DE , potential success rate . ,
20 , ,
.
potential DE DE , ,




. $fi$ , $f_{4}$
, , .
, $f_{2}$ , .
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