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NONCROSSING HYPERTREES
JON MCCAMMOND
Abstract. Hypertrees and noncrossing trees are well-established
objects in the combinatorics literature, but the hybrid notion of
a noncrossing hypertree has received less attention. In this arti-
cle I investigate the poset of noncrossing hypertrees as an induced
subposet of the hypertree poset. Its dual is the face poset of a
simplicial complex, one that can be identified with a generalized
cluster complex of type A. The first main result is that this non-
crossing hypertree complex is homeomorphic to a piecewise spher-
ical complex associated with the noncrossing partition lattice and
thus it has a natural metric. The fact that the order complex of the
noncrossing partition lattice with its bounding elements removed is
homeomorphic to a generalized cluster complex was not previously
known or conjectured.
The metric noncrossing hypertree complex is a union of unit
spheres with a number of remarkable properties: 1) the metric
subspheres and simplices in each dimension are both bijectively
labeled by the set of noncrossing hypertrees with a fixed number
of hyperedges, 2) the number of spheres containing the simplex la-
beled by the noncrossing tree τ is the same as the number simplices
in the sphere labeled by the noncrossing tree τ , and 3) among the
maximal spherical subcomplexes one finds every normal fan of a
metric realization of the simple associahedron associated to the
cluster algebra of type A. In particular, the poset of noncrossing
hypertrees and its metric simplicial complex provide a new per-
spective on familiar combinatorial objects and a common context
in which to view the known bijections between noncrossing parti-
tions and the vertices/facets of simple/simplicial associahedra.
Introduction
The properties of hypertrees are well-documented [MM96, War98,
Kal99, BMMM01, MM04, JMM06, JMM07, Cha07, Oge13] as are the
properties of noncrossing trees [Noy98, FN99, DN02, PP02, Pan03,
Hou03, CY06, SW09, LP14], but the hybrid concept of a noncrossing
hypertree has received much less attention. The poset of noncrossing
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hypertrees, viewed as an induced subposet of the better-known hyper-
tree poset has upper intervals that are Boolean lattices and thus is
(the dual of) the face lattice of a simplicial complex that I call the
noncrossing hypertree complex.1
The first main result is to identify the topology of the noncrossing
hypertree complex as that of the piecewise spherical metric simplicial
complex that is the link of the long diagonal edge in the orthoscheme
complex of the noncrossing partition lattice, which, for brevity, I re-
fer to as the noncrossing partition link. Through this connection the
noncrossing hypertree complex can be turned into a geometric object.
Theorem A (Topology and Geometry). The noncrossing hypertree
complex is naturally homeomorphic to the noncrossing partition link.
As a consequence, the piecewise spherical metric on the latter induces
a piecewise spherical metric on the former.
One way to view the noncrossing hypertree complex is as a simpler
simplicial structure on the noncrossing partition link. This simplified
metric structure has a number of remarkable properties. For example,
there is a duality between its simplices and its metric subspheres.
Theorem B (Simplices and Spheres). Every spherical simplex in the
metric noncrossing hypertree complex of any dimension is contained in
a subcomplex isometric to a unit sphere of the same dimension. In fact,
in the top dimension (and conjecturally in all dimensions) there is a
natural map from simplices to spherical subcomplexes that establishes a
bijection between these two sets.
The spheres referred to in the theorem are called special spheres.
Because the noncrossing partition link is a subcomplex of a spherical
building, its top-dimensional simplices and top-dimensional spherical
subcomplexes are sometimes called chambers and apartments, respec-
tively. In the new simplicial structure of the noncrossing hypertree
complex the top-dimensional spheres are the same as before so I still
call them apartments and I call the top-dimensional simplices in the
noncrossing hypertree complex tree chambers. They are amalgama-
tions of the original chambers in the noncrossing partition link which,
1There is an alternative encoding of noncrossing hypertrees as decompositions
of even-sided polygons into even-sided subpolygons and as such the noncrossing
hypertree complex can be identified with the generalized cluster complex of type A
with m = 2. See §3 for details. In this guise it has been studied before but different
aspects of its structure are visible when its simplex labels are viewed as noncrossing
hypertrees. In particular the homeomorphism established in Theorem A is new and
its proof relies heavily on the structure of the noncrossing hypertrees.
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for the sake of clarity, I call partition chambers. In this language The-
orem B states that the set of tree chambers and the set of apartments
in the noncrossing hypertree complex are both bijectively labeled by
noncrossing trees. The next result establishes some additional aspects
of this duality.
Theorem C (Bijections). For every noncrossing hypertree τ there is a
bijection between the number of special spheres containing the tree sim-
plex labeled τ as a top-dimensional simplex and the set of tree simplices
contained in the special sphere labeled τ . When τ is a noncrossing
tree, this means that there is a bijection between {σ | Chamber(τ) ∈
Apart(σ)}, the set of apartments containing the tree chamber labeled
τ and {σ | Chamber(σ) ∈ Apart(τ)}, the set of tree chambers in the
apartment labeled τ .
As τ varies, these numbers vary as well, from a minimum that is a
power of 2 to a maximum, conjecturally, that is a Catalan number.2
The structure of these extremal simplicial spheres is easy to describe.
The minimum value corresponds to an orthoplex, the generalization
of the octahedron also known as a cross-polytope, and the maximum
value corresponds to a simplicial associahedron.
Theorem D (Associahedra). Let τ be a noncrossing tree. If the tree
chamber labeled τ consists of a single partition chamber then the apart-
ment labeled τ is a simplicial associahedron. In addition, the variety of
simplicial associahedra produced in this way include all of the simpli-
cial associahedra that are normal fans to the type A simple associahedra
constructed by Hohlweg and Lange.
The simplicial associahedra that this theorem produces are closely
related to Reading’s c-Cambrian fans [Rea06, RS09].
Structure of the article. The first three sections establish basic
properties of the noncrossing hypertree complex and the next two sec-
tions establish basic properties of the noncrossing partition link. The
proof of Theorem A is spread over the three sections after that. Once
these foundations are in place, the remaining main theorems are proved
in the final sections.
2The Catalan numbers are the maximum values in all the cases where computer
investigation is feasible, but I do not currently have a proof that this is the maximal
value.
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Figure 1. A hypertree on 9 vertices with hyperedges
{1, 3}, {2, 3}, {3, 4, 5}, {5, 6} and {5, 7, 8, 9}.
1. Hyperforests and Hypertrees
A simple graph is a set of vertices and a collection of 2-element
subsets called edges, a forest is simple graph with no cycles, and a tree
is a connected forest. Hypergraphs, hyperforests and hypertrees are
expanded versions of these notions.
Definition 1.1 (Hypergraphs). A hypergraph is a collection of vertices,
usually identified with the first few natural numbers, and a collection
of subsets of the vertices called hyperedges where each hyperedge must
contain at least 2 elements. Familiar graph definitions are slightly mod-
ified to accommodate this change. A path of length k in a hypergraph
is an alternating sequence (v0, e1, v1, . . . , ek, vk) of vertices vi and hy-
peredges ei, starting and ending with a vertex, where each hyperedge ei
contains the vertices vi−1 and vi. Its endpoints are v0 and vk, its length
is k and paths of positive length are nontrivial. A path is simple if all
of its edges and vertices are distinct, a cycle if its endpoints are equal,
and a simple cycle if all of its edges are distinct and all of its vertices are
distinct except that its endpoints are equal. A hypergraph is connected
if every pair of vertices are the endpoints of a path, a hyperforest if
there are no nontrivial simple cycles and a hypertree if it is a connected
hyperforest. A pair of hyperedges are said to be weakly disjoint when
they have at most one vertex in common and the hyperedges of a hy-
perforest are pairwise weakly disjoint because two hyperedges with two
common vertices form a simple cycle. A hypergraph whose hyperedges
are pairwise disjoint can be viewed as a partition. It has a block for
every hyperedge and a singleton block for each vertex not contained in
any hyperedge. A hypertree is shown in Figure 1.
Although the focus of this article is noncrossing hypertrees, hyper-
forests are useful when establishing results by induction. References
to hyperforests are rare (one of few is [Knu05]) but they are definitely
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worthy studying since the naturally defined bounded graded hyperfor-
est poset includes trees, hypertrees, forests and partitions, as well as
the noncrossing versions of these objects.
Definition 1.2 (Hyperforest poset). The set of all hyperforests on a
fixed number of vertices comes equipped with a natural partial order
where σ ≤ τ if and only if every hyperedge of σ is a subset of a hyper-
edge of τ .3 The result is a bounded graded poset HFn+1 where n + 1
denotes the number of vertices. The unique minimal element is the
trivial hyperforest t with no hyperedges. The unique maximal element
has a single hyperedge containing all the vertices which, in anticipation
of its later uses, I call the Coxeter hypertree. There are two types of
covering relations. The first type adds a new edge, i.e. a hyperedge
with only 2 vertices, whose vertices belong to distinct connected com-
ponents. The second type involves replacing two hyperedges that share
a vertex with the hyperedge that is their union. This process is called
merging and its inverse is called splitting. Note that a hyperedge needs
to contain at least 3 vertices in order to be splittable. From this de-
scription of the covering relations, it is easy to show that the height of
a hyperforest τ is 2|V | − |E| − 2|C| where V is the set of vertices, E is
the set of hyperedges and C is the set of connected components.
Let τ be a hyperforest with n+1 vertices. It has height 0 if τ is the
trivial hyperforest t, |E| if τ is a forest, n if τ is a tree, 2n − |E| if τ
is a hypertree and 2n− 1 if τ is the Coxeter hypertree. The choice of
the variable n to denote the number of vertices minus one, rather than
the number of vertices itself, is not an accident or a mistake. It is a
notational irritant with potential future benefits.
Remark 1.3 (Rank). The symmetric group Symn+1 naturally acts on
R
n+1 by permuting coordinates and it also acts on the n-dimensional
subspace of vectors where the sum of the coordinates is equal to 0.
This action shows that the symmetric group Symn+1 is an example
of a finite group of euclidean isometries generated by reflections, the
reflections in this case being the transpositions (i, j) that switch the
ith and jth coordinates pointwise fixing the hyperplane defined by the
equation xi = xj . More specifically, the symmetric group Symn+1 is the
finite Coxeter group of type An, where the n indicates, among other
things, the size of the smallest reflection generating set, a number called
its rank. All of the results presented here, conjecturally at least, are
a “type A” version of a more general theory. It is with these future
3This ordering agrees with the standard ordering on partitions, but it is the dual
of the standard ordering on hypertrees found in the literature.
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Treesn+1
HTn+1
Forestsn+1
HFn+1 Partn+1
Figure 2. The poset HFn+1, its subposets Forestsn+1,
Partn+1 and HTn+1 and its subset Treesn+1.
developments in mind that the variable n is usually used to denote
the rank of the associated Coxeter group. In a currently hypothetical
general theory of hyperforests for arbitrary Coxeter groups, the set
HFn+1 of all hyperforests on n+ 1 vertices would be denoted HF(An).
The hyperforest poset and its various substructures are shown in
Figure 2. A collection of pairwise disjoint edges defines both a forest
and a partition, hence the partial overlap.
Remark 1.4 (Forests, trees and hypertrees). The forests, trees and
hypertrees inside the hyperforest poset can be identified by focusing
on the two types of covering relations. Forests are connected to the
trivial hyperforest by covering relations that add a new edge, hyper-
trees are connected to the Coxeter hypertree by covering relations that
merge two hyperedges, and trees are on the boundary between these
two subposets. Moreover, every maximal chain from the trivial hyper-
forest to the Coxeter hypertree contains exactly n covering relations
that add edges and n− 1 covering relations that merge hyperedges. If
the covering relations are labeled by the endpoints of the new edge in
the first case and the pair of merged hyperedges in the second, then
the steps along any maximal chain can be reordered so that all of the
edge additions take place before any of the hyperedge mergers and this
reordering does not change the set of labels on the covering edges. The
reordered maximal chain passes through a tree at height n with forests
below and hypertrees above.
Definition 1.5 (Hypertree poset). The set of all hypertrees on n +
1 vertices form an induced subposet HTn+1 of the hyperforest poset.
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The grading and the covering relations in this hypertree poset come
from the hyperforest poset but all covering relations are of the second
type. It is bounded above by the Coxeter hypertree and its minimal
elements are trees. Kalikow [Kal99] and Warme [War98] proved that
its size is given by the formula |HTn+1| =
∑
k(n+ 1)
k−1S(n, k), where
S(n, k) is a Stirling number of the second kind. For more information
see the sequence oeis:A030019 in the Online Encyclopedia of Integer
Sequences [Slo] and for its uses in geometric group theory, see [MM96,
BMMM01, MM04, JMM06, JMM07, Pig12] .
The degree of a vertex is the number of hyperedges containing it and
the total number of hyperedges is determined by its vertex degrees.
Proposition 1.6 (Vertex degrees). If τ is a hypertree with vertices V
and hyperedges E, then
∑
v∈V (deg(v)−1) = |E|−1. In other words, if
one expects there to be one hyperedge and vertices to have degree 1, then
the sum of the excess vertex degrees is the number of excess hyperedges.
Proof. The equation holds for the Coxeter hypertree and it is preserved
as hyperedges are split. 
The size of a hyperedge is the number of vertices it contains. For
hypertrees the number of vertices is determined by its hyperedge sizes.
Proposition 1.7 (Hyperedge sizes). For a connected hypergraph τ with
vertices V and hyperedges E,
∑
e∈E(size(e)− 1) = |V | − 1 if and only
if τ is a hypertree.
Proof. In a connected hypergraph it is possible to order the hyperedges
so that each hyperedge except the first has at least one vertex in the
union of the hyperedges earlier in the list. Thus for all connected hy-
pergraphs
∑
e∈E(size(e) − 1) ≥ |V | − 1. When τ is a hypertree each
hyperedge in this ordering has exactly one vertex with the union of
hyperedges earlier in the list and the inequality is an equality. Con-
versely, suppose τ contains is a simple cycle. When the last hyperedge
of the simple cycle is added, at least two of its vertices are not new and
the inequality is strict. 
Definition 1.8 (Partitions). Partitions form a bounded graded lat-
tice, but it is important to note that its natural grading and covering
relations are distinct from those of the hyperforest poset. A covering
relation in the partition lattice involves joining two blocks into a bigger
block, but this changes 1, 2 or 3 levels in hyperforest poset depending
on whether neither, one or both of the blocks are more than a single el-
ement. One way to identify the partitions inside the hyperforest poset
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Figure 3. A noncrossing tree and a noncrossing hypertree.
is to restrict the partial order on HFn+1 to the transitive closure of the
second type of covering relation that merge two hyperedges sharing a
vertex. The connected components in the resulting order each have
a unique maximum element that is a partition and all partitions are
maximal in their connected component. Thus the partitions index the
connected components. For each hyperforest τ , the unique partition
σ above τ in this restricted ordering is obtained from τ by iteratively
merging hyperedges with a vertex in common until no more mergers of
this type are possible. It is called the partition of τ and it is the parti-
tion determined by the connected components of τ . The map sending
hyperforests to their partitions is an example of a closure operator.
2. Noncrossing Hypertrees
This section introduces noncrossing versions of all of the combinato-
rial structures defined in §1. The key definition is that of noncrossing
and weakly noncrossing subsets of vertices of a convex polygon.
Definition 2.1 (Noncrossing subsets). Two subsets of the vertices of a
convex polygon in the plane are called noncrossing when their convex
hulls are completely disjoint and weakly noncrossing when their convex
hulls have at most one vertex, but no other points, in common.
Definition 2.2 (Noncrossing hypergraphs). A hypergraph τ whose
vertices have been identified with those of a convex polygon in the
plane is called a noncrossing hypergraph when its hyperedges, thought
of as subsets of vertices, are pairwise weakly noncrossing. A noncross-
ing tree, forest, hypertree, hyperforest, or partition is a noncrossing
hypergraph that lives in this subcategory. Note that because the hy-
peredges of a partition are completely disjoint, they are noncrossing in
the strong sense and not merely weakly noncrossing. When describing
noncrossing hypergraphs, the vertices of the convex k-gon are usually
labeled with the set [k] := {1, 2, . . . , k} where these integers are viewed
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Treesn+1 NCTreesn+1
HTn+1 NCHTn+1
Figure 4. The poset HTn+1, its subposet NCHTn+1 and
its subsets Treesn+1 and NCTreesn+1..
as representing the integers modulo k. They are placed in the order
the vertices appear in the clockwise oriented boundary of the polygon.
A noncrossing tree and noncrossing hypertree are shown in Figure 3,
and note that the noncrossing hypertree on the right is the vertex-
labeled hypertree of Figure 1 redrawn inside a regular 9-gon. The
noncrossing versions restrict the size of the various sets and posets
but their internal structure remains much the same. The relationships
among the sets Treesn+1 and NCTreesn+1 and the posets HTn+1 and
NCHTn+1 are shown in Figure 4. A similar diagram could be drawn for
all of the substructures of the hyperforest poset shown in Figure 2.
Remark 2.3 (Noncrossing trees). The size of the set NCTreesn+1 of
all noncrossing trees on n+ 1 vertices is the generalized Catalan num-
ber 1
2n+1
(
3n
n
)
, also known as the Fuß-Catalan number Cat(2) of type
An. This was proved by Noy [Noy98] and Panholzer and Prodinger
[PP02] among others. For additional information, see the sequence
oeis:A001764 in [Slo].
Definition 2.4 (Noncrossing hypertree poset). The poset NCHTn+1
of noncrossing hypertrees on n + 1 vertices is the induced subposet of
HTn+1 restricted to those hypertrees that are noncrossing. The Cox-
eter hypertree remains the maximum element, the set NCTreesn+1 of
noncrossing trees are the minimal elements, the new covering relations
are a subset of the old covering relations and the grading is as before.
The covering relations in the noncrossing hypertree poset are par-
ticularly important. Since they correspond to covering relations in the
hypertree poset, they involve merging two hyperedges that share a ver-
tex, but there are restrictions.
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{5, 6}
{5, 9}
{1, 5}
{1, 4}
{1, 3}
{2, 3}
{7, 9}
{8, 9}
Figure 5. The Hasse diagram for the hyperedge poset
of the noncrossing tree shown on the left in Figure 3. The
hyperedges in the covering relations that lie in a straight
line are locally linearly ordered by the vertex they share.
Definition 2.5 (Local linear orderings). Let v be a vertex of a non-
crossing hyperforest τ . The deg(v) hyperedges of τ that contain v have
a local linear order defined by standing at v facing towards the interior
of the polygon and linearly ordering these hyperedges as they occur
from left to right. Concretely, for distinct hyperedges e and e′ contain-
ing v, e < e′ if and only if e is to the left of e′ from the perspective of
v looking towards the interior of the polygon. Note that when two hy-
peredges sharing a vertex in a noncrossing hyperforest are merged, the
result remains a noncrossing hyperforest if and only if these hyperedges
are adjacent in the local linear ordering of their shared vertex.
These local linear orderings can be combined into a single poset
containing a lot of information.
Definition 2.6 (Hyperedge posets). Let τ be a noncrossing hyperfor-
est. The hyperedge poset of τ is a poset Poset(τ) whose elements are the
hyperedges of τ and whose partial order is the transitive closure of the
covering relations from local linear orderings of the hyperedges at each
vertex of τ . Here are two examples to help clarify the definition. The
noncrossing hypertree shown on the right in Figure 3 has an hyperedge
poset that is linear. In particular, its hyperedges are ordered as follows:
{5, 6} < {5, 7, 8, 9} < {3, 4, 5} < {1, 3} < {2, 3}. The noncrossing tree
shown on the left has a more complicated hyperedge poset whose Hasse
diagram is shown in Figure 5.
For an algebraic reason for this ordering, see Lemma 7.7. The ex-
amples illustrate key properties of hyperedge posets.
Proposition 2.7 (Hyperedge posets). For every noncrossing hyper-
tree τ , the Hasse diagram of its hyperedge poset Poset(τ), viewed as an
NONCROSSING HYPERTREES 11
undirected graph, is a tree. Similarly, the Hasse diagram of the hyper-
edge poset of a noncrossing hyperforest, viewed as an undirected graph,
is a forest. In both cases, the edges of the Hasse diagram correspond
to pairs of hyperedges that share a vertex and are adjacent in its local
linear ordering.
Proof. First note that the fact that the noncrossing hypertree τ is con-
nected means the Hasse diagram of Poset(τ) must be connected. Next,
from the way the partial order of Poset(τ) is generated, the only pos-
sible covering relations are those from the local vertex linear orders.
These are of the form described and there are deg(v) − 1 of these for
each vertex v, but by Proposiion 1.6, the total number of possible cov-
ering relations is the minimum number needed to connect the Hasse
diagram. Thus, all of the possible cover relations really are cover rela-
tions and there are none left over to make the undirected graph under-
lying the Hasse diagram anything other than a tree. For noncrossing
hyperforests consider one connected component at a time. 
The observation made in Definition 2.5 implies the following.
Proposition 2.8 (Merging hyperedges). Let τ be a noncrossing hy-
perforest and let e and e′ be two hyperedges that share a vertex. The
hyperforest τ ′ formed by merging e and e′ remains noncrossing if and
only if e and e′ are the endpoints of a covering relation in the hyper-
edge poset Poset(τ). Moreover, when τ ′ remains noncrossing, the Hasse
diagram of its hyperedge poset Poset(τ ′) is obtained from the Hasse di-
agram of Poset(τ) by shrinking the covering edge with endpoints e and
e′ and labeling the new element by the merged hyperedge.
Iteratively applying Proposition 2.8 proves the following.
Proposition 2.9 (Partition of a noncrossing hyperforest). The parti-
tion of a noncrossing hyperforest is a noncrossing partition.
Proposition 2.8 also shows that the noncrossing hypertrees above
a fixed noncrossing hypertree τ correspond exactly to those obtained
by systematically collapsing a forest of edges in the Hasse diagram of
its hyperedge post while merging the corresponding hyperedges. That
the result is independent of the order in which they are collapsed and
distinct for every distinct subset of edges in the Hasse diagram should
already be clear, but it will be crystal clear once the collapsing/merging
operation has been reinterpreted as a polygon dissection.
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Figure 6. The 15 basic noncrossing hypertrees on 5 ver-
tices. Although displayed in a horizontal strip, the hy-
pertrees on the left and the right are identical and should
be identified to create an arrangement on a cylinder. The
lines indicate inclusions between their lower hyperedges
or, equivalently, reverse inclusions between their upper
hyperedges.
3. The Noncrossing Hypertree Complex
This section establishes a bijection between noncrossing hypertrees
and certain types of polygon dissections. The noncrossing hypertrees
one step below the Coxeter hypertree are the key.
Definition 3.1 (Basic noncrossing hypertrees). A hypertree with ex-
actly two hyperedges is called a basic hypertree and the basic noncross-
ing hypertrees are easy to describe. A basic noncrossing hypertree τ is
completely determined by the vertex its two hyperedges have in com-
mon and the edge on the boundary of the polygon that is not included
in the convex hull of either hyperedge. The only restriction is that the
shared vertex cannot be an endpoint of the missing boundary edge.
Thus there are exactly (n+1)(n−1) = n2−1 basic noncrossing hyper-
trees on n+1 vertices. In each basic noncrossing hypertree, one of the
two hyperedges is below the other in its hyperedge poset and it can be
reconstructed from its lower hyperedge alone. In Figure 6 the 15 basic
noncrossing hypertrees on 5 vertices are shown ordered according the
ordering of their lower hyperedges under inclusion.
The poset of noncrossing hypertrees on a fixed number of vertices
are going to bijectively correspond to the poset of all dissections of a
polygon with twice as many vertices into even-sided subpolygons. The
easy direction is from polygon dissections to noncrossing hypertrees.
Remark 3.2 (From polygon dissections to noncrossing hypertrees).
Given such a polygonal dissection of an even-sided polygon into even-
sided subpolygons, one can create a noncrossing hypertree with half as
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Figure 7. A noncrossing hypertree on 9 vertices and
the corresponding dissection of an 18-gon into even-sided
subpolygons.
many vertices as follows. First assume that the vertices of the polygon
have been alternately colored black and white and select the convex hull
of the black vertices as the polygon for the noncrossing hypertree. The
convex hulls of the black vertices in each subpolygon are its hyperedges.
See Figure 7 for an illustration.
This construction is bijective because the process is reversible.
Remark 3.3 (From noncrossing hypertrees to polygon dissections).
Let τ be a noncrossing hypertree with hyperedge poset Poset(τ). To
create an even-sided polygon dissection of a polygon with twice as
many vertices, first add a white dot in the middle of each boundary
edge. The diagonals of the dissection correspond to the covering re-
lations of the hyperedge poset Poset(τ) as follows. Let e and e′ be
hyperedges in τ so that e < e′ is a covering relation in Poset(τ). Using
the Hasse diagram of Poset(τ) as a guide, systematically shrink all of
the other covering relations, which amounts to iteratively merging vari-
ous hyperedges. By Proposition 2.8 the end result remains noncrossing
and it now has only two hyperedges. As remarked in Definition 3.1,
this basic noncrossing hypertree is determined by the (black) vertex
the two resulting hyperedges share and the (white vertex in the mid-
dle of) the boundary edge that is missing. More concretely, for each
vertex v and for each pair of adjacent hyperedges that contain v there
is a unique midpoint of a boundary edge that is visible from v looking
between these two hyperedges. The diagonal connecting this black ver-
tex v to this visible white vertex in the middle of the boundary edge
is added. See Figure 7. Because the endpoints have different colors
the subpolygons are even-sided and these diagonals must be weakly
noncrossing because when diagonals cross their black endpoints are in
a different connected component from the black vertices between their
white endpoints, contradicting the connected nature of the hypertree.
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A polygon dissection is determined by the set of pairwise weakly
noncrossing diagonals and these sets form a poset using inclusion. The
constructions described above establish the following.
Theorem 3.4 (Noncrossing hypertrees and polygon dissections). There
is a natural order-reversing bijection between the poset of noncrossing
hypertrees on a fixed number of vertices and the poset of dissections
of an even-sided polygon with twice as many vertices into even-sided
subpolygons through the addition of pairwise noncrossing diagonals.
Under this bijection the process of merging two adjacent hyperedges
as described in Proposition 2.8 corresponds to removing a diagonal from
the dissection. Since any subset of the diagonals can be removed, the
upper intervals in the noncrossing hypertree poset are Boolean lattices
and the dual of the noncrossing hypertree poset is the face poset of a
simplicial complex.
Definition 3.5 (Noncrossing hypertree complex). The dual of the non-
crossing hypertree poset NCHTn+1 is the face lattice of an n−2 dimen-
sional simplicial complex Complex(NCHTn+1) that I call the noncross-
ing hypertree complex. It has a vertex for each of the n2 − 1 basic
noncrossing hypertrees, or equivalently, a vertex for every diagonal of
an alternately colored (2n+2)-sided polygon connecting a black vertex
and a white vertex. Two basic noncrossing hypertrees are compatible
and connected by an edge if and only if the corresponding diagonals
are weakly noncrossing. More generally there is a simplex, naturally
labeled by a noncrossing hypertree, for every collection of pairwise
compatible basic noncrossing hypertrees. The maximal simplices cor-
respond to noncrossing trees. A noncrossing tree on n + 1 vertices
has n edges, so its hyperedge poset has n vertices and n − 1 cover-
ing relations and the maximal dimensional simplices, or tree chambers
have n − 1 vertices and dimension n − 2. Table 1 shows the f -vector
and reduced euler characteristic of the noncrossing hypertree complex
for small values of n. Recall that the number fi counts the number
of i-dimensional simplices (with the dimension of the empty set being
−1). For the noncrossing hypertree complex this number is equal to
the number of noncrossing hypertrees with i+2 hyperedges. Also note
that the reduced euler characteristic of this complex is a signed Cata-
lan number. For further information see the sequence oeis:A102537
in the Online Encyclopedia of Integer Sequences.
Theorem 3.4 also means that the noncrossing hypertree complex can
be identified as a generalized cluster complex.
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n f−1 f0 f1 f2 f3 f4 f5 f6 χ˜
2 1 3 2
3 1 8 12 −5
4 1 15 55 55 14
5 1 24 156 364 273 −42
6 1 35 350 1400 2380 1428 132
7 1 48 680 4080 11628 15504 7752 −429
8 1 63 1197 9975 41895 92169 100947 43263 1430
Table 1. The f -vector and reduced euler characteristic
of Complex(NCHTn+1) for small values of n.
Remark 3.6 (Generalized cluster complexes). Generalized cluster com-
plexes are a family of simplicial complexes with one complex defined
for every finite Coxeter group and for every integer m ≥ 1. They were
introduced for types A and B by Tzanaki [Tza06] and for all types
by Fomin and Reading [FR05]. Since their introduction in 2005 they
have been studied extensively [AT06, Kra06, Tza08, AT08, FKT13].
The specific case of even-sided dissections of an even-sided polygon
corresponds to the generalized cluster complex of type A with m = 2.
Although generalized cluster complexes have already been investi-
gated, different aspects of the noncrossing hypertree complex are visible
when its simplices are labeled by noncrossing hypertrees. In particular
the homeomorphism established in §8 between the noncrossing hyper-
tree complex and the noncrossing partition link is new and its proof
relies heavily on the structure of noncrossing hypertrees.
4. Boolean Lattices, Cubes and Spheres
This section reviews how to construct a simplicial sphere from a
Boolean lattice using the geometric shapes called orthoschemes. The
material is elementary and well-known, but it is included to establish
notation for later constructions. For a more detailed treatment of or-
thoschemes and links see [BM10].
Definition 4.1 (Boolean lattices). Let S be a finite set of size n. Its
subsets under inclusion form the Boolean lattice of rank n denoted
Bool(S) or Booln when only the size of S is relevant. It contains, of
course, many subposets that are isomorphic to smaller Boolean lattices
and those with the same bounding elements are of particular interest.
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For every partition of the set S into k blocks, there is a Boolean sub-
lattice of type Boolk inside Booln whose elements are unions of blocks
of the partition. I call these special Boolean sublattices.
Definition 4.2 (Chains and weak linear orderings). If S ′ ⊂ S ′′ are
two elements in Bool(S), then the label of this pair is the set of new
elements, those in S ′′ but not in S ′. For every chain ∅ = S0 ⊂ S1 ⊂
· · · ⊂ Sk = S in Bool(S) between the bounding elements, the labels on
the adjacent elements in the chain form a partition of S. In fact, the
collection of all such chains is in bijection with the ordered partitions
of S, by which I mean a partition of S together with a linear ordering
of its blocks. An alternative way to encode an ordered partition is as
a function from S to any linearly ordered set such as the reals. The
blocks of the partition are determined by the elements with the same
image and the ordering of the blocks by the linear ordering of these
images. Such a function is called a weak linear ordering of the set S
and two such functions are considered to be the same weak linear or-
dering when they determine the same partition and the same ordering
of its blocks. A (strict) linear ordering of the set S is a weak linear
ordering where the function is injective, or equivalently the partition is
trivial. Thus chains in Bool(S) between the bounding elements bijec-
tively correspond to weak linear orderings of S and the maximal chains
in Bool(S) correspond to the strict linear orderings.
The geometry of a Boolean lattice is essentially that of a cube.
Definition 4.3 (Cubes and orthoschemes). Let S be a set with n
elements and identify the elements of S with the standard orthonormal
basis of Rn. The elements of Bool(S) can then be identified with the
2n corners of an n-dimensional cube in Rn by sending each subset of
S to the sum of the corresponding basis vectors. Thus the subset S ′ is
sent to the vector where every coordinate is 0 or 1 and the locations
of the 1’s indicating the elements in the subset. One of these points
is less than another in the ordering if and only if the vector from the
first to the second has nonnegative coordinates. For each maximal
chain, the convex hulls of the corresponding n + 1 points in Rn with
its standard euclidean geometry is a shape called an orthoscheme, or
more precisely a standard n-orthoscheme in the language of [BM10].
Figure 8 shows a 3-dimensional orthoscheme. Since there are n! ways to
linearly order the elements of S, the n-dimensional cube is subdivided
into n! standard n-orthoschemes.
The process that converts a Boolean lattice into a metric simplicial
subdivided cube can be extended to other types of posets.
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Figure 8. A 3-dimensional orthoscheme.
Definition 4.4 (Orthoscheme complex). The order complex of a poset
is the simplicial complex formed by its chains with subchains as sub-
simplices: the elements, viewed as 1-element chains are the vertices,
the 2-element chains are the edges, etc. The orthoscheme complex of
a bounded graded poset is a metric version of its order complex. The
simplex corresponding to each maximal chain is given the same metric
as on the maximal chains in the geometric version of the Boolean lat-
tice, namely, that of an orthoscheme. Concretely, the length of the edge
connecting two vertices is the square root of the difference in the levels
of the corresponding elements of the poset and, more generally, the
metric on a simplex labeled by a chain is that of the unique euclidean
simplex with these specified edge lengths.
The orthoscheme complex of a Boolean lattice is, of course, the sim-
plicially subdivided cube described in Definition 4.3. When considering
the orthoscheme complex of a poset with one or more bounding ele-
ments, the resulting space is always contractible. Thus, it is usually
more interesting topologically to consider the link of the vertex or edge
spanned by the bounding element(s) of the poset.
Definition 4.5 (Link of a poset). The link of a face of a euclidean
polytope is the spherical polytope formed by the set of unit vectors
based at a point in the interior of the face that (1) are perpendicular
to the affine span of the face and such that (2) the point plus some small
positive scalar multiple of the unit vector remains in the polytope. For
example, the link of an edge in a euclidean tetrahedron is a spherical
arc whose length is equal to the dihedral angle (in radians) along this
edge. The spherical polytope that results is independent of the point
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chosen in the interior of the face. When the euclidean polytope is
a euclidean simplex, the links are spherical simplices. The link of a
simplex in a piecewise euclidean simplicial complex is the piecewise
spherical simplicial complex formed by gluing together the spherical
simplices that are the link of this simplex in each of the euclidean
simplices that contain it as a face in the obvious fashion. See [BM10]
or [BH99] for more precise definitions. In the concrete case where P is a
bounded graded poset, the edge connecting its two bounding elements
in its orthoscheme complex is the unique longest edge and in [BM10]
we called it the long diagonal. The link of the poset P is the piecewise
spherical simplicial complex that is the link of this long diagonal edge
in its orthoscheme complex.
From this construction, the following is immediate.
Proposition 4.6 (Links and subposets). If P is a bounded graded poset
and Q is an induced subposet with the same bounding elements and the
same grading, then Link(Q) is a simplicial subcomplex of Link(P ).
The link of a Boolean lattice is a simplicial sphere also known as a
Coxeter complex of type A.
Definition 4.7 (Coxeter complex of type A). From the geometry of its
orthoscheme complex it is clear that Link(Booln) is a metric simplicial
sphere Sn−2 with n! top-dimensional simplices called chambers. That
these simplices are all isometric can be seen from the action of the sym-
metric group on Rn by permuting coordinates which acts transitively
on the standard n-orthoschemes in the cube and transitively on the
chambers in Sn−2. Because the symmetric group Symn is the Coxeter
group of type An−1, the sphere Link(Booln) is called a Coxeter complex
of type An−1 and the common shape of its chambers is a spherical sim-
plex also known as the Coxeter shape of type An−1. Also, note that
the simplices in this sphere correspond to chains in Booln between its
bounding elements and thus to weak linear orderings of the set S used
to construct Booln. In fact, the coordinates of a point can be rein-
terpreted as a function from S to the reals and thus as a weak linear
ordering of the set S. The interiors of the simplices correspond to the
sets of points in the sphere whose coordinate functions determine the
same weak linear ordering of S.
These Coxeter complexes have many simplicial subspheres.
Proposition 4.8 (Subspheres and special sublattices). Let S be a set
with n elements. For every partition σ of S with k blocks, there is a
corresponding simplicial subcomplex of Link(Booln) isometric to S
k−2.
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It has the simplicial structure of a Coxeter complex of type Ak−1 but
the metric might be slightly different. Moreover, the top-dimensional
simplices in this subsphere are precisely those correspoonding to the k!
orderings of the blocks of σ.
Proof. The partition σ determines a special Boolean sublattice of type
Boolk and the corresponding vertices of the n-cube are precisely those
living in the subspace defined by setting the coordinates xi and xj equal
if and only if i and j belong to the same block σ. The intersection of
this k-dimensional subspace with the Coxeter complex determines the
S
k−2 sphere. As a simplicial complex it is the link of Boolk but the
geometry of the subcomplex is slightly distorted when compared to the
standard Coxeter complex of this type because the embedding into Rn
depends on the number of elements in each block. The final assertion
follows from the description of simplices in terms of coordinates given
in Definition 4.7. 
The simplicial subspheres of Link(Booln) determined by a partition
in this way are called special subspheres. The following result is nearly
immediate from the construction.
Corollary 4.9 (Special subspheres). Every simplex in Link(Booln) be-
longs to a unique special subsphere of the same dimension.
Proof. Let S be the set of size n used to construct Booln. A simplex
of dimension k − 2 corresponds to an ordered partition σ of S with
k blocks and this partition then determines a special subsphere which
includes the simplex. Uniqueness follows from the explicit description
of the top-dimensional simplices in the special subsphere. 
The final remarks in this section concern the various hemispheres in
the Coxeter complex and the ways in which they intersect.
Definition 4.10 (Roots and hemispheres). Let S be a set of size n and
let Rn have a standard orthonormal basis {ǫi} indexed by the elements
i in S. The vector vij := ǫi − ǫj is called a root and the set of all
roots is the root system for Symn. The span of the root system is the
subspace Rn−1 containing the Coxeter complex Sn−2 on which Symn
acts. For each choice of i and j in S the inequality xi ≥ xj defines a
closed half-space in Rn that becomes a closed hemisphere Hij in S
n−2
characterized as the set of unit vectors in Sn−2 that form a nonobtuse
angle with the root vij . In this context, the root vij is the pole of Hij.
The hemisphere Hij is also the union of the chambers that correspond
to linear orderings of S where i occurs before j.
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Proposition 4.11 (Intersecting hemispheres). Let T be a directed tree
with vertex set S of size n and directed edges. If for each directed edge
from i to j in T , Hij is the correspondng hemisphere in Link(Bool(S))
with pole vij, then the intersection of these hemispheres is a union of
chambers that form a single spherical simplex.
Proof. Because T has no cycles, the set of poles vij is linearly indepen-
dent and because T is connected, it spans the subspace Rn−1 containing
the sphere Sn−2. In particular these roots form a basis of this root sub-
space. From this it quickly follows that the intersection of the closed
hemispheres is a spherical simplex. 
5. The Noncrossing Partition Link
This section establishes basic facts about the piecewise spherical sim-
plicial complex that I call the noncrossing partition link with an em-
phasis on its connections to spherical buildings, noncrossing hypertrees
and noncrossing hyperforests.
Definition 5.1 (Noncrossing partition link). The noncrossing parti-
tion link Link(NCPartn+1) is the link of the long diagonal edge in the
orthoscheme complex of the noncrossing partition lattice NCPartn+1
(Definition 4.4). As a simplicial complex it is the order complex of the
noncrossing partition lattice with both bounding elements removed.
The top-dimensional simplices in the noncrossing partition link are
called partition chambers.
The noncrossing partition link can also be viewed as a subcomplex of
the spherical building associated to a linear subspace poset. A spherical
building is a very special type of highly symmetric simplicial complex
with piecewise spherical metrics on its simplices. Even though the only
spherical buildings used in this article are those of type A (whose struc-
ture can be directly described without mentioning the general theory),
a few general remarks are in order.
Definition 5.2 (Spherical buildings). A spherical building, roughly
speaking, is a metric simplicial complex that can viewed as a union
of unit spheres of the same dimension where the simplicial structure
on each sphere is that of a Coxeter complex for a fixed finite Coxeter
group W . These top-dimensional spheres are called apartments and
the top-dimensions simplices are called chambers. In a building, any
two chambers belong to a common apartment and the isometry group
of the building acts transitively on its chambers and transitively on its
apartments. The type of the building is the type of the finite Coxeter
NONCROSSING HYPERTREES 21
group whose Coxeter complex is the model for the simplicial structure
on each apartment.
Since the link of a Boolean poset is a Coxeter complex of type A,
spherical buildings of type A can be constructed from posets with lots
of maximal Boolean subposets.
Definition 5.3 (Maximal Boolean subposets). Let P be a bounded
graded poset. A maximal Boolean subposet of P is a subposet Q iso-
morphic to a Boolean lattice Booln with the same bounding elements
and the same grading as P . By Proposition 4.6 each maximal Boolean
subposet corresponds to a sphere in Link(P ). This also means that any
special Boolean sublattice inside a maximal Boolean subposet inside P
gives rise to a smaller dimensional sphere inside this sphere in the link
of P .
Spherical buildings of type A are built out of linear subspaces.
Definition 5.4 (Linear subspaces). Let V be a finite dimensional vec-
tor space over a field F. The linear subspace poset Linear(V ) is the set
of all linear subspaces of V under inclusion. It is a bounded graded self-
dual poset and it has many maximal Boolean subposets. For example,
a maximal Boolean subposet of Linear(V ) can be constructed from any
basis B by taking the span of every subset of B. More precisely, this
construction depends less on the basis itself than on the lines the basis
vectors determine. The link of the linear subspace poset Linear(V ) is an
example of a spherical building of type A. Its apartments are precisely
those spheres derived from maximal Boolean subposets of Linear(V )
constructed from linearly independent spanning sets of lines. As an
example, consider the 3-dimensional vector space V over the field F2
with only two elements. The corresponding spherical building is the
Heawood graph shown in Figure 9 where every edge is a metric spher-
ical arc of length π
3
. The various combinatorial hexagons in the graph
are thus unit circles and these are its apartments.
The noncrossing partition lattice embeds into a linear subspace poset.
Remark 5.5 (Noncrossing partitions and linear subspaces). If the ver-
tices of a convex polygon are identified with the coordinates of a vector
space, then every noncrossing partition (and in fact every partition)
naturally describes a linear subspace defined by equating the coordi-
nates belonging to each nontrivial block. For example, the partition
σ = {{1, 3, 4}, {2}, {5, 6, 7, 8, 9}} is sent to the 3-dimensional subspace
of tuples (x1, x2, . . . , x9) such that x1 = x3 = x4 and x5 = x6 = x7 =
x8 = x9. This map embeds the noncrossing partition lattice NCPartn+1
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Figure 9. A spherical building of type A2. The seven
black dots correspond to the 1-dimensional subspaces of
the 3-dimensional vector space over F2 and the seven
white dots to the 2-dimensional subspaces. The edges
are meant to represent spherical arcs of length π
3
.
into the dual of the linear subspace poset Linear(Fn+1) because σ < τ
implies that the subspace associated to σ contains the subspace as-
sociated to τ . The order reversal is of little consequence since both
NCPartn+1 and Linear(F
n+1) are self-dual posets. Of more concern is
the fact that the top element, the noncrossing partition that I call the
Coxeter hypertree, is sent to a 1-dimensional subspace rather than the
trivial subspace. To remedy this intersect each subspace with the codi-
mension 1 subspace where vectors have coordinate sum 0. The new
map embeds NCPartn+1 into the dual of Linear(F
n).
This embedding means that the noncrossing partition link can be
viewed as a simplicial subcomplex of the corresponding spherical build-
ing (Proposition 4.6). In fact, Tom Brady and I noticed around 2003
that the noncrossing partition link can be viewed as a union of apart-
ments in this spherical builiding. The first published proof of this result
is in [HKS, Proposition 3.25].
Proposition 5.6 (Noncrossing apartments). The maximal Boolean
subposets of the noncrossing partition lattice, and thus the only apart-
ments contained in the noncrossing partition link, are in natural bijec-
tion with the set of noncrossing trees.
Proof. Since the apartments of the spherical building inside the non-
crossing partition lattice correspond, by definition, to its maximal
Boolean subposets, it is sufficient to focus on these. Let τ be a non-
crossing tree. For every subset of edges of τ , the resulting noncrossing
forest determines a noncrossing partition (Proposition 2.9) and these
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elements form a maximal Boolean subposet. Conversely, in any maxi-
mal Boolean subposet of NCPartn+1 there are exactly n elements that
cover the bottom element, each of which is represented by a single edge
connecting two vertices of the convex polygon. These edges are nec-
essarily weakly noncrossing because crossing edges have a join that is
higher than it should be in a maximal Boolean subposet. And since
the join of all n elements is the top element of NCPartn+1, these edges
must connect all n + 1 vertices. Since n is the minimum number of
edges needed to do so, there are none left over to form a cycle and
their union is a tree. Finally, these two procedures are inverses of each
other, thus establishing the bijection. 
Definition 5.7 (Apartments and spheres). For each noncrossing tree
τ the maximal Boolean subposet constructed in Proposition 5.6 cor-
responds to a top-dimensional sphere in the noncrossing partition link
called a noncrossing apartment and denoted Apart(τ). A similar con-
struction can be used with noncrossing hypertrees. For each noncross-
ing hypertree τ , there is a special Boolean sublattice constructed from
the noncrossing partitions that are the convex hulls of the connected
components of the noncrossing hyperforests formed by subsets of the
hyperedges of τ . And this special Boolean subposet corresponds to a
subsphere in the link called the sphere of τ and denoted Sphere(τ).
The fact that the noncrossing partition link is a union of these non-
crossing apartments will be an immediate consequence of Lemma 8.4.
The next remark relates the construction of an apartment from a non-
crossing tree to the construction of an apartment in the spherical build-
ing from a basis of the vector space. It is not needed later, but it is
included to clarify how the constructions correspond.
Remark 5.8 (Noncrossing apartments and bases). Let τ be a non-
crossing tree on n + 1 vertices. Subsets of the edges of τ determine
a maximal Boolean subposet of NCPartn+1 which is sent to a maxi-
mal Boolean subposet of Linear(Fn). Because of the order reversal of
the embedding, the lines in the vector space V = Fn that determine
the corresponding apartment come from the elements of the Boolean
subposet in NCPartn+1 covered by the top element, the noncrossing
partitions with exactly 2 blocks determined by removing a single edge
from τ . Let σe be the noncrossing partition formed when the edge e
is removed and let A and B be the blocks of sizes k and ℓ it contains.
From σe we construct a vector ve with a value of ℓ in each of the co-
ordinates associated with the k elements in block A and a value of −k
in each of the coordinates associated with the ℓ elements in block B.
This vector ve in F
n+1 has coordinate sum 0 and the line it spans is
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the image of σe under the embedding. Note that if the roles of blocks
A and B are reversed, the vector produced is −ve and the line remains
the same. The lines associated to these 2 block partitions are linearly
independent and span the subspace of vectors with coordinate sum 0.
In fact, since ve is the only vector that assigns different values to the
coordinates associated with its endpoints, its contribution to a vector
with coordinate sum 0, is determined by the difference between these
coordinate values. Subtracting off these necessary contributions leaves
a vector where all coordinates are equal and the coordinate sum is
unchanged.
6. Permutations and Reduced Products
Ever since the work of Brady and Watt [BW02] and Bessis [Bes03]
more than a decade ago, the modern way to view the noncrossing
partition lattice is as a portion of the symmetric group between the
identity and a Coxeter element with respect to reflection length, and
the proof of the homeomorphism between the noncrossing partition
link and the noncrossing hypertree complex uses these ideas. The first
step is to turn hyperedges into irreducible permutations and chains in
the noncrossing partition lattice into reduced products.
Definition 6.1 (Hyperedges and irreducible permutations). An irre-
ducible permutation is one represented by a single cycle of length 2 or
more. The name refers to the fact that these permutations are Cox-
eter elements for irreducible subroot systems of the root system of the
symmetric group. There is a map from irreducible permutations to
hyperedges that sends the permutation to the set of elements moved
by its single cycle, but it is obviously not one-to-one since (k − 1)! ir-
reducible permutations are sent to each k-element hyperedge. In the
other direction, there is an injective map that sends each hyperedge
to the unique irreducible permutation where the elements in the single
cycle are listed in the order they appear in the boundary cycle of their
convex hull when traversed clockwise. When the standard vertex la-
beling is used this corresponds to their natural linear order as integers.
Under these maps the irreducible permutation (1, 3, 5, 2) is sent to the
hyperedge {1, 2, 3, 5} and this hyperedge is sent to the permutaiton
(1, 2, 3, 5) (when the standard vertex labeling is used). The image of
the unique hyperedge in the Coxeter hypertree on n + 1 vertices with
the standard vertex labeling is the permutation c = (1, 2, . . . , n+ 1), a
notation that reflects the role of c as a Coxeter element in symmetric
group Symn+1.
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Definition 6.2 (Noncrossing permutations). If σ is a noncrossing par-
tition, the irreducible permutations of its hyperedges pairwise commute
and their well-defined product is called a noncrossing permutation.
Each noncrossing partition is identified with its noncrossing permu-
taiton. The partition σ = {{1, 3, 4}, {2}, {5, 6, 7, 8, 9}}, for example,
becomes the permutation (1, 3, 4)(5, 6, 7, 8, 9) when the standard ver-
tex order is used. With this identification, the noncrossing partition of
a noncrossing hyperforest (Proposition 2.9) can now be viewed as the
noncrossing permutation of a noncrossing hyperforest.
Definition 6.3 (Reduced products). Let W be a Coxeter group and
let R denote its set of reflections. The reflection length of a element
σ ∈ W is the length ℓR(σ) of the smallest list of reflections whose
product is σ. Some parts of the literature call this the absolute length
of σ. In the symmetric group Symn+1, the Coxeter group of type An, the
reflections are the transpositions, and in the spirit of Proposition 1.6
if you expect every cycle to have length 1 then the reflection length
of a permutation is the sum of its excess cycle lengths. A product
σ1σ2 · · ·σk = σ is called a reduced product and a reduced factorization
of σ if the reflection length ℓR(σ) of the product is equal to the sum∑k
i=1 ℓR(σi) of the reflection lengths of the factors. This leads to a
partial reflection order on the elements of W : σ′ < σ if and only if σ′
is a factor in a reduced factorization of σ.
Reduced products are the same as what Vivian Ripoll calls “block
factorizations” [Rip11, Rip12]. That term is not used here because the
word “block” might mistakenly lead one to assume that each factor
corresponds to a single block of a partition, but this is not part of the
definition and is only true when the factors are irreducible permuta-
tions. Reduced products have many easy-to-prove properties.
Proposition 6.4 (Reduced products). If σ1σ2 · · ·σk = σ is a reduced
product, then so is the portion of the factorization σiσi+1 · · ·σj = σ
′ for
all 1 ≤ i ≤ j ≤ k and so is the factorization of σ where the portion
from σi to σj is replaced by its product σ
′.
In the definition of the partial order on elements ofW , the element σ
can be required to be the first or last factor in a reduced factorization of
σ without changing the partial order because of the following easy fact
that follows from the closure of the set of reflections under conjugation.
Proposition 6.5 (Rewriting reduced products). Let σ1σ2 · · ·σk be a
reduced factorization of σ in a Coxeter group W . For any selection
1 ≤ i1 < i2 < · · · < ij ≤ k of positions there is a length k reduced
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factorization of σ whose first j factors are σi1σi2 · · ·σij and another
length k reduced reduced factorization of σ where these are the last j
factors in the factorization.
The set of permutations below the Coxeter element c in the reflection
order is exactly the set of noncrossing permutations and their poset
structure in this partial order is isomorphic to that of the noncrossing
partition lattice NCPartn+1 [BW02, Bes03]. This immediately implies
the following result.
Proposition 6.6 (Factors in reduced products). Let σ1σ2 · · ·σk be a
reduced factorization of a permutation σ. When σ is a noncrossing
permutation, every σi is a noncrossing permutation and, equivalently,
when one σi is not noncrossing, σ is not noncrossing.
Another way to state this connection between partitions and permu-
tations is that the Hasse diagram of the noncrossing partition lattice
is a portion of the Cayley graph of the symmetric group. More pre-
cisely, the Hasse diagram of the poset NCPartn+1 is the same as the
union of the directed geodesic paths from the identity to the Coxeter
element c = (1, 2, . . . , n+1) in the right Cayley graph of the symmetric
group Symn+1 generated by the set R of all reflections. In particular,
if c = r1r2 · · · rn is a reduced factorization of the Coxeter element c
into reflections, then there is a path of length n in the Hasse diagram
of NCPartn+1 from the identity element at the bottom to the Coxeter
element at the top whose edges are labeled r1, r2, . . . , rn in that or-
der. More generally, for every pair of noncrossing permutations τ < τ ′
there is a well-defined label that is the unique noncrossing permutation
σ solving the equation τσ = τ ′, and the sequence of labels on a chain
in the noncrossing partition lattice describes a reduced factorization of
the label assigned to its pair of endpoints.
Proposition 6.7 (Reduced products and chains). For every pair of
elements τ < τ ′ in the noncrossing partition lattice NCPartn+1, the
chains of length k from τ to τ ′ are in one-to-one correspondence with
the reduced factorizations of the unique element σ such that τσ = τ ′
into k factors. Concretely the chain τ = τ0 < τ1 < · · · < τk = τ
′ is
paired with the reduced factorization σ1σ2 · · ·σk = σ if and only if the
σi’s and τi’s satisfy the equations: τ0σ1 · · ·σi = τi for i = 1, . . . , k.
Proof. Given the endpoints and the σi’s one can solve for the τi’s.
Conversely, given the τi’s one can solve for the σi’s. 
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7. Reduced Products and Noncrossing Hyperforests
When the permutations of the hyperedges of a noncrossing hyper-
forest τ are multiplied together, the result depends on the order of
multiplication unless, of course, τ is a noncrossing partition whose hy-
peredge permutations pairwise commute. This section explores the
impact that this order has on the result with a goal of establishing
a bijection between noncrossing hyperforests whose hyperedges have
been “properly ordered” in a sense made precise in Definition 7.2 and
reduced products of noncrossing permutations into irreducible permu-
tations (Theorem 7.8). As a first step consider the product of two
irreducible permutations that are weakly disjoint but not disjoint.
Lemma 7.1 (Two irreducible permutations). If σ′ and σ′′ are irre-
ducible permutations whose single cycles have exactly one element in
common, then σ′σ′′ is a reduced product and the product σ is an irre-
ducible permutation. Moreover, the product σ is a noncrossing permu-
tation if and only if the factors σ′ and σ′′ are noncrossing permutations
that form a noncrossing hyperforest with 2 hyperedges where σ′ is to the
left of σ′′ when viewed from the perspective of their common vertex.
Proof. Let k + 1 and ℓ + 1 be the lengths of the nontrivial cycles of
σ′ and σ′′ respectively and let a be the element they have in com-
mon. If we write (a, b1, . . . , bk) for σ
′ and (a, c1, . . . , cℓ) for σ
′′, then
(a, b1, . . . , bk) · (a, c1, . . . , cℓ) = (a, b1, . . . , bk, c1, . . . , cℓ) = σ. All of the
assertions follow immediately from this explicit computation. 
When analyzing more complicated products it is convenient to attach
a linear ordering to the hyperforest under consideration.
Definition 7.2 (Ordered hyperforests). An ordered hyperforest is a
hyperforest τ together with a linear ordering of it hyperedges. The
product of the hyperedge permutations of τ in this prescribed order
is called the permutation of τ . This should not be confused with the
noncrossing permutation of noncrossing hyperforest which is the per-
mutation of the noncrossing partition formed from the blocks that are
its connected components. The relationship between these two per-
mutations is explained in Lemma 7.7. When the hyperforest τ is a
noncrossing hyperforest, it has a hyperedge poset (Definition 2.6) and
the ordering on τ is proper and τ is properly ordered when the lin-
ear ordering of the hyperedges of τ is a linear extension of the partial
ordering of its hyperedges recorded in its hyperedge poset.
The next result extends Lemma 7.1 to all ordered hyperforests.
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Lemma 7.3 (Ordered hyperforest permutations). The permutation of
an ordered hypertree is an irreducible permutation of all of its vertices
and the permutation of an ordered hyperforest has a cycle type deter-
mined by the sizes of its connected components. In both cases these
products are reduced products of the hyperedge permutations.
Proof. For hypertrees this follows from Lemma 7.1 and an easy induc-
tion. For hyperforests it is enough to note that the hyperedge permu-
tations in distinct connected components pairwise commute. 
The next two lemmas focus on turning a reduced product of irre-
ducible permutations into a properly ordered noncrossing hyperforest.
Lemma 7.4 (Reduced products and hyperforests). If σ1σ2 · · ·σk = σ is
a reduced factorization of a permutation into irreducible permutations,
the hyperedges of the factors form a hyperforest τ .
Proof. Let τ be the hypergraph whose hyperedges correspond to the
factors σi. For each connected component of τ , it is possible to use
Proposition 6.5 and Proposition 6.4 to find a reduced product that
only contains the factors σi corresponding to the hyperedges in this
component. Let τ ′ be the connected hypergraph with a vertex set
restricted to this component and with only these hyperedges. The
equation defining a reduced product implies that equality holds in the
equation in Proposition 1.7. Therefore τ ′ is a hypertree and τ is a
hyperforest. 
Lemma 7.5 (Weakly noncrossing and properly ordered). Let τ be an
ordered hyperforest whose vertices have been identified with the vertices
of a convex polygon in the plane. If the permutation of τ is a noncross-
ing permutation then its hyperedges are pairwise weakly noncrossing
and they are properly ordered. In particular, if the permutation of τ
is a noncrossing permutation then τ is a properly ordered noncrossing
hyperforest.
Proof. Let σ = σ1σ2 · · ·σk be the product of the hyperedge permu-
tations of τ in the specified order. By Lemma 7.3 this is a reduced
factorization of σ. By Proposition 6.5 for any two hyperedge permuta-
tions σi and σj with i < j there is another reduced factorization of σ
into k permutations where σi and σj are its first two factors. Next, in
the altered reduced factorization of σ replace σiσj with their product
σ′. The result stays reduced (Proposition 6.4) and by Proposition 6.6
σ′ must be a noncrossing permutation. Because τ is a hyperforest, the
hyperedges of σi and σj are either disjoint or have exactly one vertex
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in common. If they are disjoint, σi and σj commute, their order is ir-
relevant and the fact that σ′ is a noncrossing permutation means that
their convex hulls must be noncrossing in the strong sense of being
completely disjoint. If the hyperedges of σi and σj have a vertex in
common, then Lemma 7.1 and the fact that σ′ is noncrossing imply
that σi and σj are weakly noncrossing and properly ordered. 
The final two lemmas are used to turn a properly ordered noncrossing
hyperforest into a reduced product of irreducible permutations.
Lemma 7.6 (Proper orderings and commutations). Let τ is a prop-
erly ordered noncrossing hyperforest. If there are disjoint hyperedges in
τ that are consecutive in the ordering, then they are incomparable in
the hyperedge poset of τ and the new ordered noncrossing hyperforest
obtaining by switching the order on these two is also proper.
Proof. If e and e′ are two hyperedges of τ that are disjoint but compara-
ble in the ordering of the hyperedge poset, say with e < e′, it is because
there is a sequence of covering relations e = e0 < e1 < · · · eℓ = e
′ with
ℓ > 1. In particular, in the linear ordering of the hyperedges of τ , e and
e′ are not consecutive because e1 must occur between them. Thus dis-
joint hyperedges that are consecutive in the ordering are incomparable
in the ordering of the hyperedge poset and the rest is clear. 
The final lemma highlights the algebraic significance of being prop-
erly ordered.
Lemma 7.7 (Proper orderings and noncrossing permutations). The
permutation of a properly ordered noncrossing hyperforest is a non-
crossing permutation.
Proof. Let σ1σ2 · · ·σk = σ be the permutation of a properly ordered
noncrossing hyperforest τ with k hyperedges. When τ is a noncross-
ing partition there is nothing to prove, and note that this includes
the case where k = 1. So suppose it is true for all properly ordered
noncrossing hyperforests with fewer hyperedges and that τ is a not a
noncrossing partition. Let σi and σj be factors that do not commute
because they contain a vertex in common and select i < j so that they
are “innermost” in the sense that all other pairs of factors in the por-
tion σiσi+1 · · ·σj are disjoint and commute. Use the commutations to
reorder the factors so that σi and σj are adjacent. By Lemma 7.1 the
product σiσj is an irreducible permutation σ
′ and by Lemma 7.4 and
Lemma 7.5 the reordered factorization of σ with σ′ in place of σiσj has
factors that correspond to the hyperedges of a properly ordered non-
crossing hyperforest. By Lemma 7.1, factoring σ′ back into σi and σj
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splits the hyperedge of σ′ into a pair of properly ordered hyperedges σi
and σj . Finally, undoing the commutations only changes the ordering
and not the underlying noncrossing hyperforest and by Lemma 7.6 it
remains properly ordered. 
Theorem 7.8 (Reduced products and noncrossing hyperforests). For
each noncrossing permutation σ there is a natural bijection between
the set of reduced factorizations of σ into irreducible permutations and
the set of properly ordered noncrossing hyperforests τ with σ as its
noncrossing permutation.
Proof. Let σ1σ2 · · ·σk = σ be a reduced factorization of a noncrossing
permutation σ into irreducible permutations. By Proposition 6.6 the
factors σi are noncrossing permutations. In particular they are the per-
mutations of the hyperedges to which they correspond. By Lemma 7.4
these hyperedges are form a hyperforest τ that by Lema 7.5 is noncross-
ing and properly ordered. In the other direction let τ be a properly
ordered noncrossing hyperforest. By definition, its permutation σ is
a product of irreducible permutations, by Lemma 7.3 this product is
reduced, and by Lemma 7.7 the permutation σ is a noncrossing per-
mutation. 
The following corollary is an immediate consequence of Theorem 7.8
applied to the case where σ is the Coxeter element c and the reduced
factorizations considered have maximal length. These correspond to
maximal chains in the noncrossing partition lattice and to the top-
dimensional simplices in the noncrossing partition link that I call par-
tition chambers. Note that the labels on a maximal chain are reflections
which are automatically irreducible.
Corollary 7.9 (Chambers and noncrossing trees). The partition cham-
bers in the noncrossing partition link Link(NCPartn+1) are bijectively
labelled by properly ordered noncrossing trees on n+ 1 vertices.
Theorem 7.8 can also be used to create labels on all the simplices
in the noncrossing partition link, but the labels on arbitrary chains
between the bounding elements of the noncrossing partition lattice are
merely noncrossing permutations and not necessarily irreducible ones.
To accommodate this one can expand the set of linear orderings.
Definition 7.10 (Weak proper orderings). A weak linear ordering of
a set S was defined in Definition 4.2 as a function f from a set S
to some linearly ordered set. When the set S is replaced by a poset
P there are more distinctions to be made depending on the extent
to which the function respects the structure of the poset. When the
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function f is injective and p < p′ implies f(p) < f(p′), this is the usual
notion of a linear extension of P . When the injectivity assumption
is dropped but p < p′ still implies f(p) < f(p′) it is called a weak
linear extension of P . Finally, when the only condition satisfied is
that p ≤ p′ implies f(p) ≤ f(p′) it is called an extremely weak linear
extension of P . A weakly ordered hyperforest is a hyperforest with a
weak linear ordering of its set of hyperedges. A weakly properly ordered
noncrossing hyperforest is a weakly ordered hyperforest where the weak
ordering is a weak linear extension of its hyperedge poset.
With these definitions in place, the following is immediate.
Corollary 7.11 (Simplices and noncrossing hypertrees). The simplices
in the noncrossing partition link Link(NCPartn+1) are bijectively labelled
by weakly properly ordered noncrossing hypertrees on n + 1 vertices.
The noncrossing hypertree with a weak proper ordering of its hyper-
edges is called the standard name of the corresponding simplex in the
noncrossing partition link. As a final remark, I should note that many
of the results in this section are well-known although they are usually
stated in a very different language. They are closely related to the var-
ious results that descend from the early work of Goulden and Jackson
[GJ92], from [GP93] to the recent article by Du and Liu [DL15], that
discuss permutation factorizations using multi-noded trees, as well as
the article by Irving [Irv09] that discusses minimal transitive factor-
izations. Both of these concepts are closely related to hypertrees. The
closest match is to the article [BMN] which includes drawings of non-
crossing hypertrees.
8. Theorem A: Topology and Geometry
This section completes the proof of Theorem A by constructing a
natural homeomorphism between the noncrossing hypertree complex
and the noncrossing partition link. For the sake of readability, the
noncrossing hypertree complex Complex(NCHTn+1) is denoted C and
the noncrossing partition link Link(NCPartn+1) is denoted L throughout
this section. At this point it should be quite clear that there is some sort
of a relationship between C and L since the top-dimensional simplices
in C are labeled by noncrossing trees and the top-dimensional simplices
in L are labeled by properly ordered noncrossing trees and more general
simplices are labeled by noncrossing hypertrees and weakly properly
ordered noncrossing hypertrees. The first step in the construction of a
map from C to L is to decide where to send the vertices of C.
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Definition 8.1 (Vertex images). Recall that the (n + 1)(n− 1) basic
noncrossing hypertrees on n + 1 vertices (Definition 3.1) are the ver-
tices of the noncrossing hypertree complex C. Let τ be one of these
basic noncrossing hypertrees. Its two hyperedges have a unique proper
ordering and it thus corresponds to a unique vertex in the noncrossing
partition link. The basic noncrossing hypertree τ also corresponds to a
chain in the noncrossing partition lattice with a unique element other
than its endpoints at the bounding elements and this unique point is
the noncrossing partition corresponding to the lower hyperedge. In
particular, the ordering of basic noncrossing hypertrees in an annular
arrangement defined in Definition 3.1 and shown in Figure 6 is none
other than the ordering of the corresponding elements inside the non-
crossing partition lattice.
The other simplices in C are sent to unions of simplices in L, and
the rough idea is to send each simplex in C labeled by a noncrossing
hypertree τ to the union of the simplices in L labeled by all proper
orderings of this same noncrossing hypertree τ . What needs to be
shown is that these unions form simplicial shapes, that they overlap in
the required fashion, and that the resulting continuous map is bijective.
As an introduction to the general proof, consider the two simplicial
complexes when there are 4 vertices and both complexes are graphs.
Example 8.2 (Noncrossing hypertrees and partitions with 4 vertices).
The metric graph shown in Figure 10 can be viewed as either the non-
crossing partition link NCPart4 when the 4 white vertices of degree 2
are included, or as the noncrossing hypertree complex NCHT4 when
they are ignored. In the noncrossing partition link there are 12 vertices
and 16 edges all length π
3
and it is a subgraph of the spherical building
shown in Figure 9. When viewed as the noncrossing hypertree complex
there are only 8 vertices and 12 edges of varying lengths. The 8 edges
around the outside have length π
3
and the four diagonal edges have
length 2π
3
. The noncrossing hypertree labels for the vertices and edges
on the boundary have been drawn. The diagonal edges are labeled by
the four possible zig-zag trees. The vertical diagonal, for example, is
labeled by the tree that looks like the letter ‘Z’. The noncrossing parti-
tion labels correspond to weak proper orders on these hypertrees. For
every vertex and edge on the outside there is a unique such order and
it is always a proper order. The more interesting possibilities occur
along the diagonals edges. Let τ be the ‘Z’ tree labeling the vertical
diagonal. The diagonal edge of the ‘Z’ is below both other edges in
its hyperedge poset and thus τ has two proper orderings depending on
which of the other two edges is last, and this accounts for the two edges
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Figure 10. A graph that can be viewed as ei-
ther Link(NCPart4) or Complex(NCHT4) depending on
whether or not the white vertices are included.
of the noncrossing partition link that are amalgamated to form the sin-
gle edge in the noncrossing hypertree complex. When a weakly proper
order is chosen instead where both nondiagonal edges are last, the re-
sulting simplex is the white vertex inbetween the two edges labeled by
the proper orderings of τ .
The previous sections have discussed two distinct ways of produc-
ing a simplex in the noncrossing partition link L from a noncrossing
hypertree. The next remark compares them.
Remark 8.3 (Two procedures). Definition 5.7 described how to turn
a noncrossing hypertree τ with k hyperedges into a simplicial sphere
Sphere(τ) inside L of dimension k−2 by considering all possible order-
ings of its hyperedges. In particular, for each ordering, the hyperedges
are added one at a time and the noncrossing partition of the non-
crossing hyperforest formed by hyperedges added so far is recorded.
This essentially finds the join in the noncrossing partition lattice of
the elements corresponding to the individual hyperedges. The result-
ing chain in the noncrossing partition lattice describes a simplex in
L. The ordered noncrossing hypertree that produces this simplex can
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be considered a nonstandard name of the simplex it produces. It is
merely a name because the process of converting ordering noncrossing
hypertrees into simplices in L is far from injective. The standard name
for each simplex comes from Corollary 7.11. It creates a weakly prop-
erly ordered noncrossing hypertree τ ′ from the labels of the adjacent
elements in the chain that produces the simplex.
One consequence of Lemma 7.7 is that when τ is a properly ordered
noncrossing hypertree, the two procedures agree.
Lemma 8.4 (Proper orderings and spheres). Let τ be a noncrossing
hypertree with k hyperedges. For any proper ordering of its hyperedges,
the simplex produced as part of the construction of Sphere(τ) is the
same as the simplex whose standard label is this ordered noncrossing
hypertree. In particular, every simplex whose standard label is τ with
some proper ordering of its hyperedges belongs to Sphere(τ).
Proof. Let σ1σ2 · · ·σk = c be the reduced factorization of the Coxeter
element c that corresponds to the chain in NCPartn+1 and the sim-
plex in L labeled by the properly ordered noncrossing hypertree τ . By
Lemma 7.7 for each j the product σ1 · · ·σj is equal to the noncross-
ing permutation of the noncrossing hyperforest formed by the first j
hyperedges of τ , which means that both procedures produce the same
chain and the same simplex. 
As a consequence of Lemma 8.4, the noncrossing partition link is a
union of its noncrossing apartments. Now that the properly orderings
of a noncrossing hypertree τ live in a common sphere, it is easy to
analyze how that they fit together. The first step is to note which
simplices form hemispheres.
Lemma 8.5 (Hemispheres). Let τ be a noncrossing hypertree and let
e and e′ be hyperedges of τ . The union of the simplices in Sphere(τ)
that are constructed from the orderings of τ in which e comes before e′
form a hemisphere.
Proof. This follows immediately from the description of the hemispheres
in Definition 4.10. 
In fact, the proper orderings fit together to form a spherical simplex.
Lemma 8.6 (Proper orderings and simplices). For every noncrossing
hypertree τ , the union of the closed simplices whose standard name is τ
with a proper ordering of its hyperedges form a closed spherical simplex
inside Sphere(τ). As a consequence, the number of top-dimensional
simplices in this union is equal to the number of linear extensions of
an associated hyperedge poset Poset(τ).
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Proof. Let k be the number of hyperedges in τ . By Lemma 8.4 every
proper ordering of τ is the standard name of a simplex in Sphere(τ)
and by Lemma 8.5, the k− 1 covering relations in the hyperedge poset
of τ determine k − 1 hemispheres inside the k − 2 dimensional sphere
Sphere(τ). A proper ordering on τ produces a simplex that lives in their
intersection. In fact, any simplex in the intersection of dimension k−2
must come from a proper ordering because its position implies that
all covering relations are properly ordered. Finally, the fact that the
intersection of these hemispheres is a closed spherical simplex follows
immediately from Proposition 4.11. Note that the Hasse diagram of
the hyperedge poset Poset(τ) corresponds to the directed tree used in
the proof of Proposition 4.11. 
For each noncrossing hypertree τ let Simplex(τ) be the subcomplex
of L formed by the union of the closed simplices labeled by the proper
orderings of the hyperedges of τ . This is the (subdivided) simplex of τ
and the homeomoprhism between L and C simply removes the subdi-
visions. In the language of the literature on factorizations into cycles,
two simplices are merged if and only if they correspond to equivalent
reduced factorizations into cycles, the equivalence relation being the
one generated by permuting commuting adjacent cycles.
Remark 8.7 (Interior simplices and facets). The standard names of
the simplices of L are not merely the proper orderings of noncrossing
hypertrees, but weak proper orderings as well. Let τ be a noncrossing
hypertree. Every weak proper ordering of the hyperedges of τ can be
turned into a proper ordering by taking the noncrossing permutation
that labels each adjacent pair in the corresponding chain in NCPartn+1
and factoring it into irreducbile permutations in some order. In L this
places the simplex corresponding to the weak proper ordering in the
boundary of several simplices with proper orderings. In particular, the
weak proper ordering labels a simplex in the interior of Simplex(τ).
The simplices in the boundary of Simplex(τ), on the other hand, are
labeled by (weak) proper orderings of noncrossing hypertrees obtained
by merging hyperedges of τ .
An example should help clarify these observations.
Example 8.8 (Amalgamating simplices). Consider the noncrossing
tree τ shown in Figure 11 on the left. It has 5 vertices and 4 edges.
Its hyperedge poset, shown on the right, has the 4 edges of τ as ele-
ments and 3 covering relations. There are exactly 5 linear extensions
of this hyperedge poset, or equivalently, 5 proper orderings of τ . These
are abcd, abdc, bacd, badc and bdac. Each of these 5 labels a maximal
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Figure 11. A noncrossing tree τ with 5 vertices and 4
edges (left) and its hyperedge poset Poset(τ) (right).
chain in NCPart5 and a spherical triangle in L. Their union is shown in
Figure 12. The dotted lines and the vertex in the interior of this larger
spherical triangle have standard labels that are weak proper orderings
of τ . The sides of the triangle correspond to Simplex(τ ′) where τ ′ is one
of the three noncrossing hypertrees formed by to merging two hyper-
edges of τ as part of a covering relations in the noncrossing hypertree
poset. The vertices arise from two such mergers. The hypertrees that
label these features are included in Figure 12.
Theorem A (Topology and Geometry). The noncrossing hypertree
complex is naturally homeomorphic to the noncrossing partition link.
As a consequence, the pieceswise spherical metric on the latter induces
a piecewise spherical metric on the former.
Proof. The map between the noncrossing hypertree complex and the
noncrossing partition link begins with the vertices (Definition 8.1) and
then it proceeds up through the skeleta. When it is time to send the
simplex of C labeled by the noncrossing hypertree τ to L, the map on
its boundary has already been defined and it is sent to the boundary
of Simplex(τ) inside L (Lemma 8.6 and Remark 8.7). Simply extend
this map to the interior of the simplex labeled τ in C to the interior of
the simplex shaped subcomplex Simplex(τ) in L. By construction the
completed map is a continuous bijection and thus a homeomorphism.

One way to restate this result is that the noncrossing hypertree com-
plex is a simplicial coarsening of the noncrossing partition link. This
is similar in spirit to the polyhedral coarsening discussed by Nathan
Reading in [Rea12]. In order to distinguish between the two simplicial
structures, when both are under discussion, the simplices in L are cal-
lled partition simplices and the simplices in C are called tree simplices.
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abcd badc
bacd
abdc
bdac
Figure 12. The hyperedge poset of the tree τ shown in
Figure 11 has 5 linear extensions, or equivalently there
are 5 proper orderings of τ : abcd, abdc, bacd, badc and
bdac. Each of these 5 labels a spherical trianlge in the
noncrossing partition link NCPart5 with angles
π
2
, π
3
and
π
3
. These 5 triangles fit together as shown to form a large
spherical triangle with angle 2π
3
, 2π
3
and π
2
. The labels are
the noncrossing hypertree labels of the 3 vertices and 3
sides of the large simplex.
For example, if τ is a noncrossing hypertree, then Simplex(τ) is a sin-
gle tree simplex but it is a union of partition simplices. The relative
efficiency of C as a simplicial structure over that of L is clear once we
compare the number of vertices and chambers in each.
Remark 8.9 (Relative sizes). The noncrossing partition link L =
Link(NCPartn+1) has Catn+1 =
1
n+2
(
2n+2
n+1
)
many vertices and (n+ 1)n−1
many partition chambers. By contrast there are only (n + 1)(n − 1)
many vertices and Cat(2)(An) =
1
2n+1
(
3n
n
)
many tree chambers in the
noncrossing hypertree complex C = Complex(NCHTn+1). In other
words, exponentially many vertices and a superexponential number of
chambers are amalgamated into a quadratic number of vertices and a
mere exponential number of chambers. See Table 2.
9. Theorem B: Simplices and Spheres
This section completes the proof the Theorem B, but since each tree
simplex is labeled by a noncrossing hypertree τ and a sphere containing
38 JON MCCAMMOND
n d |V | chambers
3 1 8 12
4 2 15 55
5 3 24 273
6 4 35 1, 428
7 5 48 7, 752
8 6 63 43, 263
9 7 80 246, 675
n d |V | chambers
3 1 12 16
4 2 40 125
5 3 130 1, 296
6 4 427 16, 807
7 5 1, 428 262, 144
8 6 4, 860 4, 782, 969
9 7 16, 794 100, 000, 000
Table 2. The number of vertices and chambers for
the noncrossing hypertree complex Complex(NCHTn+1)
(left) and the noncrossing partition link Link(NCPartn+1)
(right) in low dimensions.
it inside the noncrossing partition link has already been identified for
every noncrossing hypertree τ , it suffices to show that Sphere(τ) is a
union of tree simplices and thus a subcomplex in the new cell structure.
This follows from an understanding of the process of standardizing the
names of simplices labeled by ordered hypertrees.
Lemma 9.1 (Standard names). Let τ be an ordered hypertree with hy-
peredge permutations σ1, σ2, · · · , σk where the subscripts indicates the
ordering. If τ ′ is the standard name of the simplex corresponding to τ
then τ ′ is the properly ordered noncrossing hypertree τ ′ with the same
number of hyperedges permutations σ′1, σ
′
2, . . . , σ
′
k and the same multi-
set of hyperedge sizes. Moreover, for any permutation π of k elements
such that σπ(1)σπ(2) · · ·σπ(k) is a proper ordering of the hyperedge per-
mutations of τ , the permutations σ′j in the standard name satisfy the
equations σjβj = βjσ
′
j where βj is the product of the permutations σi
with i < j that occur to the right of σj in the chosen proper ordering
of τ in the order they occur.
Proof. Let ei be the hyperedge of τ corresponding to the hyperedge
permutation σi and for each j define three permutations. Let τj , αj
and βj be the noncrossing permutations of the noncrossing hyperforests
whose hyperedges are (1) those ei with i ≤ j, (2) those ei with i < j
and σi to the left of σj in the chosen proper ordering of τ and (3)
those ei with i < j and σi to the right of σj in the chosen proper
ordering of τ , respectively. Because the order is proper, the product of
the σi’s in this order is a reduced factorization of the Coxeter element
c = τk (Lemma 7.7). Next, use Proposition 6.5 to find a new reduced
factorization whose first j factors, as a set, are the permutations σi
NONCROSSING HYPERTREES 39
with i ≤ j. Since the order in which they occur is a proper ordering
of the subhyperforest with only these j hyperedges, the product of
these j permutations in this order is τj . Similarly, the product of the
permutations that occur before and after σj in this ordering are αj and
βj, respectively. In other words τj = αjσjβj and by Proposition 6.4
this is a reduced factorization of τj . If σ
′
j is defined as the unique
permutation that solves the equation σjβj = βjσ
′
j , then τj = αjβjσ
′
j
and since αjβj is the properly ordered product of all σi with i < j, its
is equal to τj−1. Thus τj = τj−1σ
′
j . By Proposition 6.7 these labels σ
′
j
are the unique labels on the chain t = τ0 < τ1 < · · · < τk = c and the
corresponding hyperedges form a weakly properly ordered noncrossing
hypertree τ ′. But since conjugation does not change the cycle type of
a permutation, σj irreducible implies that σ
′
j is also irreducible. As a
consequence the ordering on the hyperedges on τ ′ is a proper order and
not merely weakly proper order. 
Since the new hyperedge permutations σ′j are independent of the
chosen proper ordering of τ , different proper orderings can be chosen for
each j to minimize the number of conjugations required. For example
it is sufficient to focus on inversions in the hypertree poset.
Definition 9.2 (Inversions in a partial order). Let P be a finite poset
with k elements e1, e2, . . . , ek where the subscripts indictate a linear
ordering of the elements of P . If i < j as integers but ei > ej in the
poset ordering of P then ei inverts ej .
Remark 9.3 (Fewer conjugations). Let τ be an ordered noncross-
ing hypertree with hyperedges e1, e2, . . . ek and hyperedge permutations
σ1, σ2, . . . σk where the subscripts indicate the linear order. For each j
there is a proper ordering of τ where the only hyperedges that occur
after ej are those that are above ej in the hyperedge poset of τ . By
choosing this proper order in Lemma 9.1, it is clear that the hyperedge
permutation σ′j in the standardized hypertree τ
′ satisfies the equation
σjβj = βjσ
′
j where βj is a product of the hyperedge permutations of
the hyperedges that invert ej in Poset(τ) in any order that is proper
for the noncrossing hyperforest that they form.
The number of necessary conjugations can be further reduced but
this is sufficient for our purposes.
Example 9.4 (Standard names). Let e1 = {3, 4, 5}, e2 = {5, 6},
e3 = {2, 3}, e4 = {1, 3} and e5 = {5, 7, 8, 9} be a linear ordering
of the 5 hyperedges of the noncrossing tree shown in on the right-
hand side of Figure 3. As noted in Definition 2.6 the unique proper
40 JON MCCAMMOND
1
2
3
45
1
2
3
45
6
7
8
9
1
2
3
4
5
1
2
3
45
6
7
8
9
Figure 13. The ordered noncrossing hypertree τ on the
left corresponds to the properly ordered noncrossing hy-
pertree τ ′ on the right.
ordering of these 5 hyperedges is e2 < e5 < e1 < e4 < e3. The hy-
peredge e3 is not inverted by any other hyperedge, so σ
′
3 = σ3 =
(2, 3). On the other hand, e5 is inverted by e1, e4 and e3 so β5 =
σ1σ4σ3 = (3, 4, 5)(1, 3)(2, 3) = (1, 2, 3, 4, 5) and σ
′
5 is (1, 7, 8, 9) because
(5, 7, 8, 9)(1, 2, 3, 4, 5) = (1, 2, 3, 4, 5, 7, 8, 9) = (1, 2, 3, 4, 5)(1, 7, 8, 9). In
Figure 13 the original ordered noncrossing hypertree τ is shown on
the left and the properly ordered noncrossing hypertree τ ′ to which it
corresponds is shown on the right.
Lemma 9.5 (Facets and proper orderings). If a simplex S labeled by
a properly ordered noncrossing hypertree τ has a facet F labeled by
a weak proper ordering of τ , then this facet is a facet of exactly one
other simplex S ′ with a properly ordered noncrossing tree as its label.
Moreover, the label on S ′ is another proper ordering of τ and the new
ordering differs from the old by a single transposition of the order on a
pair of hyperedges adjacent in the original ordering and incomparable
in the hyperedge poset.
Proof. Recall that when passing to a facet a pair of adjacent hyper-
edge permutations are multipled. In order for the result to be a weak
proper ordering (as opposed to an extremely weak one), the correspond-
ing hyperedges involved must be disjoint and the product of the two
permutations is a noncrossing permutation with exactly two nontriv-
ial blocks. When undoing this process, one noncrossing permutation
label is split/factored. The only way that the factored labeling can
correspond to a proper ordering of a hypertree is if the recently formed
noncrossing permutation with two nontrivial blocks is the one that is
factored and the factoring splits it into two irreducible permutations.
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There are only two such factorings. One returns to the ordering of τ
and the other to a different ordering of τ . 
From this it quickly follows that the simplicial spheres already iden-
tified in the noncrossing partition link remain simplicial spheres in the
new cell structure.
Lemma 9.6 (Union of tree simplices). Let τ and τ ′ be noncrossing
hypertrees with the same number of hyperedges. If one proper ordering
of τ ′ labels a partition simplex in Sphere(τ), then every proper ordering
of τ ′ describes a partition simplex in Sphere(τ). As a consequence, the
simplicial sphere Simplex(τ) with its k! partition simplices can be viewed
instead as a union of tree simplices.
Proof. Consider two top-dimensional partition simplices S and S ′ in
Simplex(τ ′) that share a facet F = S ∩ S ′ and assume that S is a par-
tition simplex in Sphere(τ). Note that S is necessarily top-dimensional
in Sphere(τ) because of the equality of the number of hyperedges. Since
spheres are manifolds, there is a unique simplex S ′′ in Sphere(τ) that
shares the facet F and with S, by Lemma 9.1 it is labeled by a properly
ordered noncrossing hypertree and by Lemma 9.5 S ′ and S ′′ must be
one and the same. Finally, since the union of the simplices labeled by
all of the proper orderings of τ ′ form a spherical simplex, this type of
facet-sharing adjacency can be used to conclude that all of the partition
simplices in Simplex(τ ′) lie in Sphere(τ). 
Theorem B is now immediate.
Theorem B (Simplices and Spheres). Every spherical simplex in the
metric noncrossing hypertree complex of any dimension is contained in
a subcomplex isometric to a unit sphere of the same dimension. In fact,
in the top dimension (and conjecturally in all dimensions) there is a
natural map from simplices to spherical subcomplexes that establishes a
bijection between these two sets.
Proof. The first assertion is immediate since each simplex in the non-
crossing hypertree complex is labeled by a noncrossing hypertree τ and
Sphere(τ) is a sphere inside the noncrossing partition link of the same
dimension containing the simplex labeled τ which, by Lemma 9.6, re-
mains a simplicial sphere in the simplified cell structure. Finally, by
Proposition 5.6 the apartments labeled by noncrossing trees are the
only metric spheres of this dimension inside the noncrossoing partition
link and therefore the only metric spheres of this dimension inside the
noncrossing hypertree complex. 
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The bijection established above between spheres and simplices in the
top dimension (i.e. between tree simplices and apartments) is one that
I firmly believe extends to all dimensions, but I do not currently have
a proof of this conjecture. To do so would involve two steps. The first
relatively easy step is showing that the map from simplices to spheres
sending Simplex(τ) to Sphere(τ) for each noncrossing hypertree τ is
injective. The second more difficult step would be to show that no
other metric spheres exist as subcomplexes of the metric noncrossing
hypertree complex. Both steps are true for the small values of n where
explicit checks are feasible. Since it has not been conclusively proved
that these are the only spheres in the noncrossing hypertree complex,
the known spheres deserve a name. For the remainder of the article,
the spheres of the form Sphere(τ) for some noncrossing hypertree τ are
called special spheres.
10. Theorem C: Bijections
In this section Theorem C is proved using some elementary automor-
phisms of the noncrossing hypertree complex.
Remark 10.1 (Automorphisms). Let Dih(k) denote the dihedral group
of order 2k that arises as the isometry group of a regular k-gon. The
natural automorphisms of the poset of noncrossing hypertrees NCHTk
and the noncrossing partition lattice NCPartk (and the correspond-
ing simplicial automorphisms of the noncrossing hypertree complex
Complex(NCHTk) and the noncrossing partition link Link(NCPartk) are
the automorphisms that arise from the dihedral group Dih(k) of isome-
tries of the underlying k-gon in the plane used in their definition. These
form half of the full automorphism group. The other half become visi-
ble when (the dual of) the noncrossing hypertree poset is identified with
poset of dissections of a polygon with twice as many sides into even-
sided subpolygons. The obvious automorphisms in this context form a
dihedral group Dih(2k) with twice as many elements with the previous
automorphisms being those that preserve the bipartite coloring of the
vertices as black and white. A representative new automorphism is
the rotation by 2π
2k
= π
k
. In the context of the noncrossing partition
lattice this becomes the well-known Kreweras map sending each non-
crossing permutation to its right complement. In the context of the
noncrossing hypertree poset, it sends each noncrossing hypertree τ to
its “opposite” defined by picking a proper ordrering of τ , reversing it,
and then finding the properly ordered hypertree τ ′ that corresponds to
this ordering of τ . As in the noncrossing partition context, this map is
not an involution. Doing it twice produces a hypertree τ ′′ that is a 2π
k
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rotation of τ as is easy to see from the polygon dissection viewpoint.
This is a map with many interesting properties. They are not explored
here but are worthy of further study.
The only automorphism used below is the natural one induced by a
reflection of the underlying polygon.
Lemma 10.2 (Reflection of spheres). If Refl is an involution on the
poset of noncrossing hypertrees induced by a fixed reflection of a polygon
in the plane used to define them, then for any noncrossing hypertree τ ,
Sphere(τ) and Sphere(Refl(τ)) are isomorphic as simplicial spheres and
there is a natural bijection between their top dimensional tree simplices.
Proof. This is nearly immediate since the reflection on the polygon in-
duces an automorphism of the noncrossing partition lattice that sends
the special Boolean subposet that corresponds to Sphere(τ) to the spe-
cial Boolean subposet that corresponds to Sphere(Refl(τ)). This is be-
cause the reflection of the noncrossing partition constructed from the
connected components of the noncrossing hyperforest formed by a sub-
set of hyperedges of τ is the the noncrossing partition constructed from
the connected components of the noncrossing hyperforest formed by the
corresponding subset of the reflected hyperedges of τ . 
Reflections also produce a kind of duality between simplices and
special spheres.
Lemma 10.3 (Reflections and inclusions). Let Refl be an involution
on the set of noncrossing hypertrees induced by a fixed reflection of a
polygon in the plane used to define them. If τ and τ ′ are noncrossing
hypertrees with the same number of hyperedges such that the simplex la-
beled τ ′ belongs to the sphere labeled τ , then the simplex labeled Refl(τ)
belongs the sphere labeled Refl(τ ′). In particular, for any fixed non-
crossing hypertree τ there is a bijection between the tree simplices of
top dimension inside Sphere(Refl(τ)) and the special spheres contain-
ing Simplex(τ) as a simplex of top-dimension.
Proof. When working with the reflected versions it is convenient to re-
label the vertices of the underlying polygon so that the new vertex i is
the image of i under the fixed reflection of the polygon. This makes the
two situations easier to compare. The effect that this has is that the
vertices are proceeding in the opposite direction around the boundary,
the new Coxeter element is c−1, where c is the old Coxeter element.
Similarly, the hyperedge permutations of Refl(τ) are the inverses of the
hyperedge permutations of τ and the poset Poset(Refl(τ)) is the dual of
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Poset(τ). More precisely, because of the vertex relabeling, the hyper-
edges of τ and Refl(τ) are identical, but the local linear orderings are
reversed. Moreover, if σ1σ2 · · ·σk is a reduced factorization of c coming
from a properly ordered noncrossing hypertree τ , then σ−1k · · ·σ
−1
2 σ
−1
1
is the reduced factorization of c−1 that coresponds to a proper order-
ing of the noncrossing hypertree Refl(τ) in the relabeled polygon. With
this as background, the main idea of the proof is that when the simplex
labeled τ ′ belongs to the sphere labeled τ then there are two orderings
of τ , one proper and one improper so that when Lemma 9.1 is applied
to the improper ordering on τ it leads to a proper ordering of τ ′. The
two orderings together define a permutation π of k elements, where k
is the common number of hyperedges in τ and τ ′. The subscripts of the
permutations in the corresponding reduced factorization of c−1 coming
from this corresponding proper ordering of Refl(τ ′) can be permuted
using the permutation π and the global order-reversing permutation
so that the process of standardizing this improper ordering of Refl(τ ′)
undoes precisely those conjugations that produced τ ′ from τ . Con-
cretely relabel (σ′i)
−1 as ρj with j = rev(π(i)) where rev is the function
that globally reverses the ordering on the numbers 1 through k. The
standard name that results is image of the standard name of τ in the
original proper ordering under the map Refl. 
The following is an extended concrete example that illustrates how
this relabeling causes the conjugations to be undone.
Example 10.4 (Reversing direction). This example continues working
with the ordered hypertree τ given in Example 9.4 and properly ordered
hypertree τ ′ that labels the simplex to which τ corresponds. All of the
notation established there for the hyperedge permutations is carried
over here. In particular, note that this is an instance where the tree
simplex labeled by τ ′ belongs to the sphere labeled by τ . One advantage
is that both τ and τ ′, viewed as unordered hypertrees, have a unique
proper ordering, thereby eliminating a potential source of confusion.
The factorization of c corresponding to the unique proper ordering
of the hyperedges of τ is
σ2σ5σ1σ4σ3 = (5, 6)(5, 7, 8, 9)(3, 4, 5)(1, 3)(2, 3).
Thus the permutation π used in Lemma 9.1 has π(1) = 2, π(2) = 5,
π(3) = 1, π(4) = 4 and π(5) = 3. The standardization process leads to
the reduced factorization
σ′1σ
′
2σ
′
3σ
′
4σ
′
5 = (3, 4, 5)(3, 6)(2, 3)(1, 2)(1, 7, 8, 9)
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of c corresponding to the unique proper ordering of τ ′. See Figure 13.
For the reflected hypertree Refl(τ ′), with its relabeled vertices, the
reduced factorization of c−1 is (σ′5)
−1(σ′4)
−1(σ′3)
−1(σ′2)
−1(σ′1)
−1. Con-
cretely this is the reduced product
(9, 8, 7, 1)(2, 1)(3, 2)(6, 3)(5, 4, 3) = (9, 8, 7, 6, 5, 4, 3, 2, 1)
Relabel these 5 permutations as follows. Let ρ4 = (σ
′
5)
−1 = (9, 8, 7, 1),
ρ2 = (σ
′
4)
−1 = (2, 1), ρ1 = (σ
′
3)
−1 = (3, 2), ρ5 = (σ
′
2)
−1 = (6, 3) and
ρ3 = (σ
′
1)
−1 = (5, 4, 3). The subscripts ρj = (σ
′
i)
−1 are chosen so that
j = rev(π(i)) where rev is the function that globally reverses the order-
ing on the numbers 1 through k, with k = 5 in this example. In this
case it switches 1 and 5, switches 2 and 4 and fixes 3. For example,
π(5) = 2 and rev(2) = 4 so (σ′5)
−1 is relabeled ρ4. See Figure 14.
When Lemma 9.1 is applied to this ordering ρ4ρ2ρ1ρ5ρ3 of the hyper-
edges of Refl(τ ′), ρ5 = (6, 3) is inverted by ρ3 = (5, 4, 3) so ρ
′
5 = (6, 5)
because (6, 3)(5, 4, 3) = (6, 5, 4, 3) = (5, 4, 3)(6, 5), but ρ3 and ρ1 are
not inverted at all so that ρ′3 = ρ3 = (5, 4, 3) and ρ
′
1 = ρ1 = (3, 2). The
permutation ρ2 is inverted by ρ1 so ρ
′
2 = (3, 1), because (2, 1)(3, 2) =
(3, 2, 1) = (3, 2)(3, 1). Finally, ρ4 is inverted by ρ2, ρ1 and ρ3. Thus
ρ′4 = (9, 8, 7, 6) because ρ2ρ1ρ3 = (2, 1)(3, 2)(5, 4, 3) = (5, 4, 3, 2, 1) and
(9, 8, 7, 1)(5, 4, 3, 2, 1) = (9, 8, 7, 5, 4, 3, 2, 1) = (5, 4, 3, 2, 1)(9, 8, 7, 5). A
close examination of these steps shows that they are undoing exactly
the conjugations that were done in Example 9.4. The end result of this
standardization is
ρ′1ρ
′
2ρ
′
3ρ
′
4ρ
′
5 = (3, 2)(3, 1)(5, 4, 3)(9, 8, 7, 5)(6, 5)
and this is the reduced factorization of c−1 corresponding to the unique
proper ordering of the hyperedges of Refl(τ).
These lemmas combine to prove the theorem.
Theorem C (Bijections). For every noncrossing hypertree τ there
is a bijection between the number of special spheres containing the
tree simplex labeled τ as a top-dimensional simplex and the set of
tree simplices contained in the special sphere labeled τ . When τ is
a noncrossing tree, this means that there is a bijection between the set
{σ | Chamber(τ) ∈ Apart(σ)} of apartments containing the tree cham-
ber labeled τ and the set {σ | Chamber(σ) ∈ Apart(τ)} of tree chambers
in the apartment labeled τ .
Proof. Let Refl the involution on the set of noncrossing hypertrees
induced by a fixed reflection of a polygon in the plane used to de-
fine them. Let A, C and C ′ be the set of special spheres containing
Simplex(τ) as a top-dimensional simplex, the set of top-dimensional
46 JON MCCAMMOND
1
2
3
4
5
1
2
3
4 5
6
7
8
9
1
2
3
4
5
1
2
3
4 5
6
7
8
9
Figure 14. The ordered noncrossing hypertree Refl(τ ′)
on the left that corresponds to the properly ordered non-
crossing hypertree Refl(τ) on the right.
simplices inside Sphere(τ) and the set of top-dimensional simplices in-
side Sphere(Refl(τ)). Lemma 10.3 gives a bijection between A and C ′
and Lemma 10.2 gives a bijection between C ′ and C. The final asser-
tion is merely the special case where the simplices and spheres under
discussion have the largest possible dimension. 
11. Theorem D: Associahedra
This section completes the proof of the final main theorem, Theo-
rem D, as part of an investigation of the simplicial structure of spe-
cial sphere and especially apartments. The special spheres with the
least number of tree simplices turn out to be cross polytopes and the
apartments that seem to have the most turn out to be simplicial asso-
ciahedra. The cross polytope case is considered first since it is much
easier to establish. It is also less surprising because of the following
observation.
Lemma 11.1 (Subspheres). If τ and τ ′ are noncrossing hypertrees
with k and k−1 hyperedges, respectively, such that τ > τ ′ is a covering
relation in the noncrossing hypertree poset, then the simplicial sphere
Sphere(τ) contains Sphere(τ ′) as a subcomplex and this equitorial sub-
sphere divides Sphere(τ) into two equal hemispheres. As a consequence,
the k − 1 facets of Simplex(τ) divide Sphere(τ), isometric to Sk−2, into
at least 2k−1 top dimensional tree simplices.
Proof. This is nearly immediate from the various constructions. If e
and e′ are the hyperedges labeling the endpoints of the covering relation
in Poset(τ) that are merged to form τ ′, then e and e′ share a vertex v.
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Any ordering of the hyperedges of τ ′ can be turned into a ordering of
τ in two different minimal ways by splitting the hyperedge back into e
and e′ and then breaking the tie between them by placing one before
the other. If the ordering is thought of as a map to the reals, with
the merged hyperedges being sent to a real number r, then breaking
the tie means sending e and e′ to r + ǫ and r − ǫ or to r − ǫ and
r + ǫ. The tree simplex in Sphere(τ ′) labeled by this ordering of τ ′ is
the facet between the two tree simplices in Sphere(τ) labeled by the
two associated orderings of τ . 
Let τ be a noncrossing hypertree with k hyperedges and note that
the simplicial structure determined by the intersections of the k − 1
subspheres of Sphere(τ) coming from the facets of τ is already that of
a cross-polytope. This arrangement is called a metric cross polytope
because it has additional structure: the simplicial structure is that of a
cross polytope but also every simplex lives in a metric subsphere. The
following is an easy consequence of Lemma 11.1.
Lemma 11.2 (Cross-polytopes). For each noncrossing hypertree τ
with k hyperedges, the special sphere Sphere(τ) has at least 2k−1 top-
dimensional tree simplices and when this minimum value is achieved,
the structure of Sphere(τ) is that of a metric cross-polytope.
Proof. As noted above, the simplicial structure determined by the in-
tersections of the k− 1 subspheres of Sphere(τ) coming from the facets
of τ is already that of a metric cross-polytope, dividing the sphere into
2k−1 top-dimensional simplices. Since every top-dimensional tree sim-
plex must live in one of these pieces, the inequality and the consequence
of equality are immediate. 
Many noncrossing hypertrees achieve this theoretical minimum.
Theorem 11.3 (Cross-polytopes). If τ is noncrossing hypertree with
k hyperedges such that every hyperedge is either a minimum element
or a maximum element in its hyperedge poset, then Sphere(τ) con-
tains exactly 2k−1 top-dimensional tree simplices and, as a consequence,
Sphere(τ) is a metric cross-polytope.
Proof. Since by Lemma 11.2 there are at least 2k−1 top-dimensional tree
simplices in Sphere(τ), it suffices to show that under these conditions
2k−1 is also an upper bound. If e is a hyperedge of τ that labels a max-
imum element in Poset(τ), then by Remark 9.3, it remains unchanged
by the standardization process under any ordering of the hyperedges of
τ . When e is a hyperedge that labels a minimum element in Poset(τ)
that e has degree d in the tree that is the Hasse diagram of this poset,
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then by Remark 9.3 there are at most 2d possibilities for the new hy-
peredge permutation σ′ derived from σ in the new tree created by the
standardizing process. Since the sum of the degrees of the minimal
elements in Poset(τ) is equal to k−1, the number of covering relations
it has, the total number of possible noncrossing hypertrees in Sphere(τ)
that result from the standardizing process is at most 2k−1, the product
of these choices over the various minimal elements. The final assertion
follows from Lemma 11.2. 
The noncrossing trees that satisfy this condition produce apartments
that are cross-polytopes.
Remark 11.4 (Zig-zag trees). If τ is a noncrossing tree satisfying the
hypothesis of Theorem 11.3, then τ has the structure of a single path
that zig-zags back and forth across the polygon so that every edge
has one of two possible slopes (assuming that the underlying convex
polygon is regular). The edges with one slope are the maximal ele-
ments in Poset(τ) and the edges with the other slope are the minimal
elements in Poset(τ). In addition to Apart(τ) having the fewest pos-
sible number of tree chambers, the tree chamber Chamber(τ) contains
the maximum number of partition chambers. These arise from the or-
derings known as zig-zag permutations and they correspond to linear
extensions of the zig-zag poset that is Poset(τ). The number of these
linear extensions is given by the sequence oeis:A000111 which starts
1, 1, 2, 5, 16, 61, 272, 1385, 7936, a set of numbers that also occur in the
exponential generating function for sec(x) + tan(x). For further in-
formation about zig-zag posets and zig-zag permutations see [Sta12] or
the references in listed in the Online Encyclopedia of Integer Sequences
[Slo]. In a context very closely related to the results presented here,
these numbers also appear in an article by K. Saito [Sai07].
The remainder of the section focuses on certain apartments in the
noncrossing hypertree complex that have the simplicial structure of a
simplicial associahedron. That there are at least some simplicial asso-
ciahedra in the noncrossing hypertree complex is clear because of its
identification as a generalized cluster complex of type A (Remark 3.6).
Remark 11.5 (Associahedra and generalized cluster complexes). In
their foundational article on generalized cluster complexes [FR05], Fomin
and Reading prove the generalized cluster complexes are nested in the
following sense. If Φ is a root system and m ≥ m′ are two positive in-
tegers then, in their notation, the generalized cluster complex ∆m(Φ)
contains the generalized cluster complex ∆m
′
(Φ) as a full subcomplex
determined by a subset of vertex set. In the case where m = 2, m′ = 1
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and Φ is a type A root system, this means that the noncrossing hyper-
tree complex contains a simplicial associahedron as a subcomplex.
The noncrossing trees that label apartments with a simplicial asso-
ciahedral structure are those whose simplex is as small as possible. If
the tree chamber labeled by a noncrossing tree τ contains only a single
partition chamber, it is because the hyperedge poset Poset(τ) has a
unique linear extension, which in turn means that Poset(τ) is already a
linear ordering. Two extreme cases with this property are stars where
all edges in τ share a common vertex, and border trees that consist of
all but one edge of the boundary cycle of the underlying polygon. The
full set of trees with a linear hyperedge poset can be characterized as
those whose structure is that of a caterpillar.
Definition 11.6 (Caterpillars). A noncrossing tree τ is called a cater-
pillar if the set of edges in τ that live in the boundary of the polygon
form a connected subtree. The name comes from viewing the edges
in the boundary path as its backbone and the other edges are its legs.
Stars and border trees are the extreme cases where the caterpillar has
as many or as few legs as possible. For every caterpillar and for every i,
the noncrossing partition of the hyperforest formed by the first i edges
of τ in the unique proper ordering of τ , has a single nontrivial block. In
addition, these blocks are nested so that caterpillars correspond to the
maximal chains in image of the annular poset formed by the basic hy-
pertrees (see the example shown in Figure 6) when it is interpreted as
a subposet of the noncrossing partition lattice using only the lower hy-
peredge of each basic hypertree. The number of such maximal chains,
and thus the number of caterpillars is (n + 1)2n−1. To see this pick a
starting point in the bottom level and then move to the left or to the
right at successive step.
In this language Theorem D asserts that the apartment of a cater-
pillar is a simplicial associahdron.
Theorem D (Associahedra). Let τ be a noncrossing tree. If the tree
chamber labeled τ consists of a single partition chamber, then the apart-
ment labeled τ is a simplicial associahedron. In addition, the variety of
simplicial associahedra produced in this way include all of the simpli-
cial associahedra that are normal fans to the type A simple associahedra
constructed by Hohlweg and Lange.
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Proof sketch. 4 Let τ be a catepillar and number the vertices of the
polygon as follows. Label the endpoint of the unique minimal edge in
Poset(τ) that is a leaf in τ with the number 0, and then the label the
unique vertex that belongs to the nontrivial block at stage i but not
at stage i − 1 with the number i. This numbering corresponds to the
vertex numbering used by Hohlweg and Lange in [HL07] to construct
their various realizations of the classical type A simple associahedron.
The normal fans of these simple associahedra are the c-Cambrian fans of
Reading, which have the desired structure of a simplicial associahedron
[Rea06]. The identifications of partition chambers made by Reading
ultimately correspond to the identifications of partitions chambers into
tree chambers made here. 
Now that these foundational results are in place, there are many av-
enues for future research that might be pursued. One obvious route
is to try and extend these results to the other types of finite Coxeter
groups, and another would to be re-examine earlier work relating non-
crossing partitions and associahedra to see whether the arguments can
be recast as processess that take place completely within the noncross-
ing hypertree complex and/or the noncrossing partition link. Both the
bijective maps between associahedra and noncrossing partitions and the
type-free proofs of the lattice property might benefit from this type of
re-examination.
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