A subset U of a set S with a binary operation is called avoidable if S can be partitioned into two subsets A and B such that no element of U can be written as a product of two distinct elements of A or as the product of two distinct elements of B. The avoidable sets of the bicyclic inverse semigroup are classified.
Even elements
An element (a, b) of B is called even if b is even, and odd if b is odd. Since the operation on B is written multiplicatively, it might be more appropriate, but less descriptive, to call even elements perfect squares. It is clear that a product is odd exactly when the factors have different parity. This shows that the set of odd elements is avoidable since the partition of B separating even and odd elements avoids the set off odd elements. Only special even elements of B can be in an avoidable set as the following proposition shows.
Proposition 2.1. If (a, b) ∈ B is even such that a ≥ 1, a + b ≥ 1 and b = 0 then U = {(a, b)} is unavoidable.
where α will be chosen later. Then q = r since b = 0. Also
If b ≥ 2 then let α = a − 1. It is clear that p ∈ B. Then
It is clear that p = q, and since b = −2 we have r = p. 
It is clear that p = r and since b = 2 we have p = q. In either case {p, q, r} forms a triangle in G B,U .
The following figure shows the even elements of B that are not impossible in an avoidable set:
This motivates the following notation:
By Proposition 2.1, no even element outside D ∪ E ∪ F ∪ {(0, 0)} can be in an avoidable set. In the following sections we find the avoidable sets containing each type of these even elements.
Sets containing (a, −a) ∈ D
We investigate the possibility of U being avoidable if U ∩ D = ∅.
It is clear that r, s ∈ B. We also have t ∈ B because c
It is clear that r = s. We cannot have r = t because that would imply 1 ≤ c + d = a/2 − a = −a/2 < 0, which is impossible. We cannot have s = t either because that would imply 1
It is easy to see that rs = (a, −a) ∈ U . We also have
and similar calculation shows that rt = (c, d) ∈ U . So {r, s, t} forms a triangle in G B,U .
We now consider the case when c
It is also easy to see that rs = (a, −a) ∈ U . We also have
and similar calculation shows that tr = (c, −c) ∈ U and so {r, s, t} forms a triangle in G B,U .
Proof. Since a = c we can assume, without loss of generality, that a < c. But then a 2 < c and so the result follows from the previous lemma. 
Proof. It is clear that
are different elements of B. We have
, −e = (e, −e) ∈ U, and so {r, s, t} forms a triangle in G B,U .
are different elements of B. It is easy to check that pq = (c, −c), qr = (a, −a), rs = (0, 0), ts = (c, −c) and pt = (a, −a). Thus {p, q, r, s, t} forms a cycle with odd length in G B,U .
We are going to denote the remainder of y modulo m by [y] m . Proposition 3.6. Let (a, −a) ∈ D and c be odd = 3 in this case. If (α, −α) = (x, y)(w, z) = (max{w + z, x} − z, y + z) then either w + z ≥ x and w = α or x ≥ w + z and x − z = α. In the first case we have 0 ≤ x + y ≤ w + z + y = α − α = 0 which can only happen if y = −x. In the second case we have y = −α − z = −x as well. Thus we only have to show that (x, −x)(w, z) is not in U unless the two factors are in separate classes.
Let s = (x, y) = t = (w, z) and suppose that s and t are in the same equivalence class. If st ∈ {(a, −a), (c, −c)} then either y + z = −a or y + z = −c. So we need to study the effect of the maps v → −v − a and v → −v − c on the congruence classes modulo a − c. Since a and c are congruent modulo a − c, we only need to study one of the maps. If
First consider the case when c <
If st = (c, −c) then −c = y + z = −a + (k + l)(a − c) and so k + l = 1. Hence l = 1 − k ≥ 1 and so t ∈ A which is a contradiction. If st = (a, −a) then −a = y + z = −a + (k + l)(a − c) and so k + l = 0. If k = 0 then l = 0 and so z = y. Since s = t we must have w = x = −y = −z and so t ∈ A which is a contradiction. If k < 0 then l > 0 and so t ∈ A which is again a contradiction.
Next consider the case when c = If st = (0, 0) then we must have s = (x, −x) and t = (0, x) and since s = t, we also know that x ≥ 1. Note that in this case a − c = c, a−2c 2 = 0 and
. .} and so s ∈ B while t ∈ A. Since c is odd we cannot have a = 4. If a ≥ 6 then 0 < a−2
if and only if either
So since s and t are in the same equivalence class we must have −x = − a 2 k for some positive k and so s ∈ B while t ∈ A.
Proposition 3.7. If U ∩ D = ∅ and U is maximal avoidable then U is one of the avoidable sets of Proposition 3.6.
Proof. Let (a, −a) ∈ U ∩D. If (a, −a) = (x, y) ∈ U then by Lemma 3.1, we must have y = −x. By Lemma 3.2 and Corollary 3.3 we know that x cannot be even and x ≤ 
Sets containing (0, b) ∈ F
We investigate the possibility of U being avoidable if U ∩ F = ∅. Our main tool is the fact that F = D * , which allows us to transform the results of the previous section. Proof. First, assume U is avoidable. Then U can be partitioned into two subsets A and B such that the partition avoids U . Now {A * , B * } is a partition of U * . If x, y ∈ A * and x = y then x * , y * ∈ A and so y * x * / ∈ U , which means xy = (y * x * ) * / ∈ U * . Similar argument shows that no element of U * is the product of two different elements of B * . Now if U * is avoidable then U = U * * is also avoidable by the previous argument. The second part of the proposition follows from the fact that if U and V are subsets of B then U ⊆ V exactly when U * ⊆ V * .
2 is odd. Proof. By the previous proposition, U is maximal avoidable exactly when U * is maximal avoidable. Since U ∩ F = ∅ and F * = D, we must have U * ∩ D = ∅. Hence U * is one of the maximal avoidable sets of Proposition 3.6.
Sets containing (a, 0) ∈ E
We investigate the possibility of U being avoidable if U ∩ E = ∅. Proof. Without loss of generality we can assume that a < c and so the result follows from Lemma 5.1.
Proof. Without loss of generality we can assume that
where α and β will be chosen later. Since y − x = d and x + y = f are odd and so not zero, we have p = q = r. Since x > 0, we also have r = s = t = p.
Since
and c + y − x = c + d ≥ 0, we have r ∈ B. Since a + x > a ≥ 0, we have s ∈ B. We have t ∈ B because
Since a + x > c + d + x = c + y we have rs = (c + y, −x)(a, x) = (max{a + x, c + y} − x, 0) = (a, 0) ∈ U.
Also ts = (a, −x)(a, x) = (max{a + x, a} − x, 0) = (a, 0) ∈ U.
First, assume that e + x < a. Let α = e and β = min{c, e + x} ≥ 0. Then clearly p ∈ B and since min{c, e + x} + y = min{c + y, e + x + y} = min
we must have q ∈ B. Now we have pt = (e, x)(a, −x) = (max{a − x, e} + x, 0) = (a, 0) ∈ U, qp = (min{c, e + x}, y)(e, x) = (max{e + x, min{c, e + x}} − x, y + x) = (e, f ) ∈ U, rq = (c + y, −x)(min{c, e + x}, y) = (max{min{c, e + x} + y, c + y}
and so {p, q, r, s, t} forms a cycle with odd length in G B,U . Next, assume that e + x ≥ a. We need to consider two subcases. In the first subcase we assume that e < c. Let α = 0 and β = e. It is clear that p ∈ B. Since e + y = e + x + y − x ≥ a + d > c + d ≥ 0, we have q ∈ B. It is clear that pt = (0, x)(a, −x) = (a, 0) ∈ U and pq = (0, x)(e, y) = (e, f ) ∈ U . We also have rq = (c + y, −x)(e, y) = (max{e + y, c + y}
and so {p, q, r, s, t} forms a cycle with odd length in G B,U .
In the second subcase we assume that e ≥ c. This implies that e + d ≥ c + d ≥ 0. Let α = e + y and β = c. Since
and e + y + x = e + f ≥ 0, we have p ∈ B. Since
we have q ∈ B. Since a − x > e + f − x = e + y + x − x = e + y we have pt = (e + y, x)(a, −x) = (max{a − x, e + y} + x, 0) = (a, 0) ∈ U.
Also pq = (e + y, x)(c, y) = (max{c + y, e + y} − y, f ) = (e, f ) ∈ U,
and so {p, q, r, s, t} forms a cycle with odd length in G B,U . 
Let s = (x, y) = t = (w, z) and suppose that s and t are in the same equivalence class. If st = (u, 0) then y + z = 0 and so y = 0 = z. Hence if st = (0, 0) then we must have s = (0, 0) = t which is a contradiction. If st = (a, 0) then without loss of generality we can assume that x > w and so x = a and w < a. Thus s ∈ B and t ∈ A which is a contradiction. Now assume (c, d) ∈ U and (c, f ) can be written as st or ts. Then y + z = d and so we either have y = 0 and z = d or we have y = d and z = 0. If y = 0 and z = d then t ∈ B and so we must have s ∈ B which implies that x ≥ a.
which is a contradiction. If y = d and z = 0 then s ∈ B and so we must have t ∈ B which implies w ≥ a. Hence (c, d) = (x, d)(w, 0) = (max{w, x}, d) and so c = max{w, x} ≥ w ≥ a which is a contradiction.
In case d < 0 the proof is similar but we need to replace the definition of φ by the following: 
First, we consider the case when c ≤ e. If p = (0, x), q = (x, −x), r = (c, y), s = (e + y, x), t = (e, y)
we have s, t ∈ B. Since e + y + x = e + f ≥ 0 we have s ∈ B. It is easy to see that qp = (0, 0) ∈ U and pt = (e, f ) ∈ U . We have qr = (x, −x)(c, y) = (max{c + y, x} − y, y − x) = (c, d) ∈ U, sr = (e + y, x)(c, y) = (max{c + y, e + y} − y, f ) = (e, f ) ∈ U, st = (e + y, x)(e, y) = (max{e + y, e + y} − y, f ) = (e, f ) ∈ U and so {p, q, r, s, t} forms a cycle with odd length in G B,U . Next, we consider the case when e < c. We need to consider two subcases. In the first subcase we assume that e + y ≥ 0. It is clear that
are in B and p = q = r = s = t = p. As before, we have qp = (0, 0) ∈ U , pt = (e, f ) ∈ U and rq = (c, d) ∈ U . We also have
In the second subcase we assume that e + y < 0. If
It is easy to see that tp = (0, 0) ∈ U and qp = (e, f ) ∈ U . Since c ≥ e + x we have
We also have rs = (c + y, −x)(c − x, y) = (max{c − x + y, c + y}
and so {p, q, r, s, t} forms a cycle with odd length in G B,U . Let s = (x, y) = t = (w, z) and suppose that s and t are in the same equivalence class. If st = (0, 0) then s = (x, −x) and t = (0, x). But s and t cannot be in the same equivalence class unless y = 0 = z. So s = t which is a contradiction. If st = (0, 0) then either we have y = 0 and z = d or we have y = d and z = 0. Since y = −x and so negative, y = 0 and z = d and so s ∈ A but t ∈ B which is a contradiction.
Proof. Clearly U has infinitely many elements. In particular, if d > 0 then (0, d) ∈ U and if d < 0 then (−d, d) ∈ U . If (x, y) ∈ U and y is odd then by Proposition 6.1 y = d. If (x, y) = (0, 0) but y is even then (x, y) ∈ D ∪ F ∪ E. This is impossible because then Propositions 3.7, 4.2 and 5.4 would imply that U is finite.
Conclusion
We are in position to give a full classification of the maximal avoidable sets of B. Proof. Suppose U is maximal avoidable. If U has no even elements then U is the set of part (a). So suppose U has an even element s. Then by Proposition 2.1, s = (0, 0) or s ∈ E ∪ D ∪ F. If s ∈ E ∪ D ∪ F then by Propositions 3.7, 4.2 and 5.4, U is one of the sets in parts (c,d,e,f,g). Assume s = (0, 0) and s = t ∈ U . If t is even then again t ∈ E ∪ D ∪ F and so U is one of the sets in parts (c,e,g). If U does not have any more even elements then by Proposition 6.1, U is the set in part (b).
The notion of avoidable sets can be generalized. We could call a set U of S n-avoidable if there is a partition of S into n subsets such that no element of U can be written as a product of two distinct elements of the same subset. It would be interesting to know if there are sets that are not 3-avoidable in a group or an inverse semigroup.
