The Rayleigh-Ritz method finds the stationary values, called Ritz values, of the Rayleigh quotient on a given trial subspace as approximations to eigenvalues of a Hermitian operator A. If the trial subspace is A-invariant, the Ritz values are exactly some of the eigenvalues of A. Given two subspaces X and Y of the same finite dimension, such that X is A-invariant, the absolute changes in the Ritz values of A with respect to X compared to the Ritz values with respect to Y represent the absolute eigenvalue approximation error. A recent paper [SIAM J. Matrix Anal. Appl., 30 (2008), pp. 548-559] by M. Argentati et al. bounds the error in terms of the principal angles between X and Y using weak majorization, e.g., a sharp bound is proved if X corresponds to a contiguous set of extreme eigenvalues of A. In this paper, we extend this sharp bound to dimX ≤ dimY and to the general case of an arbitrary A-invariant subspace X, which was a conjecture in this previous paper. We present our Rayleigh-Ritz majorization error bound in the context of the finite element method (FEM), and show how it can improve known FEM eigenvalue error bounds. We derive a new majorization-type convergence rate bound of subspace iterations and combine it with the previous result to obtain a similar bound for the block Lanczos method.
1. Introduction. For a given Hermitian operator A in a Euclidean space, the Rayleigh-Ritz method finds the stationary values, called Ritz values, of the Rayleigh quotient λ(x) = (x, Ax)/(x, x) on a given trial subspace as optimal, in some sense, approximations to eigenvalues of A. If the trial subspace is A-invariant, i.e., invariant with respect to A, the Ritz values are exactly some of the eigenvalues of A. Given two finite dimensional subspaces X and Y of the same dimension, such that X is A-invariant, the absolute changes in the Ritz values of A with respect to X compared to the Ritz values with respect to Y represent the absolute eigenvalue approximation error. A recent paper by Argentati et al. [1] presents a priori error bounds in terms of the principal angles between subspaces X and Y using weak majorization.
A priori error bounds for eigenvalues approximated by the Ritz values is one of the classical subjects in numerical linear algebra and approximation theory. In numerical linear algebra, such error bounds are used to estimate convergence rates of iterative methods for matrix eigenvalue problems, such as subspace iterations and (block) Lanczos methods, see, e.g., [9, 12, 14, 24] . In approximation theory, the Rayleigh-Ritz method is the most common technique of approximating eigenvalues and eigenvectors of integral and differential operators, e.g., [6, 21, 27] , and a priori error bounds characterize the approximation quality. Many bounds of this kind are known, see, e.g., [20] and references there.
A priori error bounds for eigenvalues in [20] are based on the concept of angles between subspaces-one of the major ideas n multivariate statistics, and is closely related to canonical correlations. This concept also has application in linear functional analysis and operator theory. The use of angles between subspaces for eigenvalue bounds is quite natural and may result in elegant and sharp estimates. Majorization is another classical area of mathematics with numerous applications, in particular, for estimates involving eigenvalues and singular values. We follow and refer the reader to [4, 7, 10, 11, 23] , where background and references to the original proofs can be found.
In the pioneering results of [5] , majorization is applied to bound eigenvalue errors a posteriori in the framework of angles between subspaces. A similar approach for a priori Rayleigh-Ritz error bounds is developed in [1] already mentioned above. In particular, a sharp bound is proved in [1] if X corresponds to a contiguous set of extreme eigenvalues of A. In this paper, we extend this sharp bound to the general case of an arbitrary A-invariant subspace X, improve the constants for the particular case of extreme eigenvalues, and cover the scenario where dimX ≤ dimY, in section 2. We present our Rayleigh-Ritz majorization error bound in the context of the finite element method (FEM), and show how it improves known FEM eigenvalue error bounds in section 3. In section 4, we derive a new majorization-type convergence rate bound for subspace iterations and combine it with our result of section 2 to obtain a novel majorization-type convergence rate bound for the block Lanczos method.
2. Weak Majorization Eigenvalue Error Bounds. The material of this section serves as a foundation for the rest of the paper. After a brief motivation, we formulate several theorems and conjectures on a priori majorization eigenvalue error bounds using principal angles between subspaces. Our theorems for the general case dimX ≤ dimY relatively easily follow from the corresponding statements for dimX = dimY, and we provide the needed arguments in the next subsection. The later subsections contain the more detailed proofs.
Motivation, Conjectures, and Main Results.
Here we formulate our main results and conjectures and describe related known results of [1, 16, 18, 20] that motivate the developments of the present paper. Our starting point is a bound of [18] that we describe now, after introducing basic definitions.
2.1.1. Basic definitions. Let H be a finite dimensional real or complex space, equipped with an inner product (·, ·). We denote the vector of eigenvalues of a linear Hermitian operator A : H → H by Λ(A), and keep the same notation for Hermitian matrices. We assume that the vector of eigenvalues Λ is arranged in decreasing order. We use the term "decreasing" for "nonincreasing", and "increasing" for "nondecreasing", for conciseness. Multiple eigenvalues appear in Λ repeatedly according to their multiplicities. We define singular values of a linear operator B : H → H as S(B) = Λ √ B * B , and keep the same notation for (rectangular) matrices, in which case the conjugation B * is replaced by the complex conjugate matrix transpose B H . Let A : H → H be a linear Hermitian operator. We first give a brief description of Ritz values. Let X be a (so-called "trial") subspace of H. We define the Rayleigh-Ritz operator (P X A)| X on X , where P X is the orthogonal projector onto X and (P X A)| X denotes the restriction of the operator P X A to its invariant subspace X . The eigenvalues Λ ((P X A) | X ) are called Ritz values of the operator A with respect to the subspace X . In the particular case X = span{x} for a nonzero vector x we define the Rayleigh quotient λ(x) = (x, Ax)/(x, x) = Λ ((P X A) | X ). If a trial subspace is A-invariant, the Ritz values are some of the eigenvalues of A. For two subspaces X and Y of the same dimension, such that X is A-invariant, the absolute changes in the Ritz values of A with respect to X compared to the Ritz values with respect to Y represent the absolute eigenvalue approximation error.
Second, we define principal angles between subspaces as in [16, 18] . Let P X and P Y be orthogonal projectors onto nontrivial subspaces X and Y with dimX ≤ dimY. The vector of cosines squared of principal angles from the subspace X to the subspace Y is defined by cos 2 Θ(X , Y) = Λ ↑ ((P X P Y ) | X ) , where the eigenvalues of (P X P Y )| X are rearranged in increasing order, so that the cosines are increasing, while the angles are decreasing. If dimX = dimY the definition becomes symmetric with respect to X and Y, so it gives the angles between subspaces X and Y. In the particular case X = span{x} and Y = span{y} for unit vectors x and y, vector Θ(X , Y) has only one component θ(x, y) ∈ [0, π/2], which is the acute angle between x and y defined by cos θ(x, y) = |(x, y)|.
Last, but not least, we need to introduce weak majorization. We give only the basic definition here and refer the reader to subsection 5.1 for an overview of some facts on majorization that we use. For a real vector x = [x 1 , · · · , x n ] let x ↓ be the vector obtained by rearranging the entries of x in an algebraically decreasing order, x ↓ 1 ≥ · · · ≥ x ↓ n . We say that vector y weakly (sub-)majorizes vector x and we use the notation
y ↓ i we write that vector y (strongly) majorizes vector x, which is denoted by x ≺ y. We overload the notation for scalars, e.g., 0 and 1 denote also the vectors of zeros and ones, where convenient. Vector operations are componentwise.
The Euclidean space having an orthonormal basis can be isometrically mapped into a space of vectors. In this case, let matrices X and Y with orthonormal columns span the subspaces X and Y correspondingly.
Motivation.
Let us first demonstrate that traditional inequalities are not quite adequate for bounds on Ritz values that involve angles between subspaces in order to estimate the influence of changes in a trial subspace on the Ritz values for the Rayleigh-Ritz method. Suppose we bound the vector |Λ ((P X A)| X ) − Λ ((P Y A)| Y )| of absolute values of matched distances between the decreasingly ordered Ritz values by the vector sin Θ(X , Y) of the sine of principal angles between X and Y.
Without majorization, we can compare vectors using component-wise inequalities. For example, let dimX = dimY = 2 and sin Θ(X , Y) = [1, 0] . Suppose that we had the inequality |Λ ((P
Since we set the smallest angle between X and Y to be zero, such an inequality would imply that at least one of the Ritz values for X is the same as that for Y. In reality, this is true only in exceptional cases, e.g., if the subspaces X and Y intersect in an eigenvector of A. In matrix terms, a low-rank change in the basis of the trial subspace in the Rayleigh-Ritz method typically results in changes in all Ritz values. Thus, such an inequality cannot possibly hold.
Typical known bounds for changes in the Ritz values are inequalities only bounding the largest change in the Ritz values by the largest angle between X and Y. Is it possible to take advantage of the knowledge of other angles, e.g., for the case of the low-rank perturbation in the basis, to get better bounds for the change in the Ritz values? The majorization comes to the rescue as a natural tool for such bounds.
2.1.3. Sine-based bounds for equidimensional subspaces. This is the first main result of the paper for trial subspaces of the same dimension. 
where λ min(X +Y) and λ max(X +Y) are the smallest and largest eigenvalues of the operator (P X +Y A)| X +Y , respectively. Also, if one of the subspaces is A-invariant then
If, e.g., X is A-invariant then Λ ((P X A)| X ) is a subset of eigenvalues of A counting the multiplicities, so the left-hand side of bound (2.2) represents the absolute eigenvalue approximation error in the Rayleigh-Ritz method.
We give a unified proof of both bounds of Theorem 2.1 in section 2.2.1. Our proof is shorter and simpler, but more sophisticated, compared to that used in [1] , which covers a particular case only. There are two novel key ideas in the proof. First, identity (2.13) concatenates the absolute values in the left hand side of (2.1) (or (2.2)) with the same values but with the negative sign. Second, our new generalized pinching inequality (5.2) of Theorem 5.5 accurately bounds the concatenated vector.
Bound (2.1) is proved in [18] and bound (2.2) is conjectured in [1, Conjecture 3.1], but both with a larger constant, which is the spread λ max − λ min of the spectrum of A where λ min and λ max are the smallest and largest eigenvalues of A, respectively. Bounds (2.1) and (2.2) use the smaller spread, λ max(X +Y) − λ min(X +Y) ≤ λ max − λ min , of the spectrum of the operator (P X +Y A)| X +Y . However, [18, Remark 4.1] states that these two statements are in fact equivalent. The argument of [18, Remark 4.1] is essential and used several times below. For completeness, let us reproduce it here.
In this paper, we always assume that both subspaces X and Y are finite dimensional, cf. [19] . Let us consider the finite dimensional subspace X +Y and the operator (P X +Y A)| X +Y as replacements for the original space H and the original operator A. Whether we define the Rayleigh-Ritz operator, e.g., (P X A)| X on X starting with the original space H and the operator A, or with the reduced space X +Y and the operator (P X +Y A)| X +Y , the outcome is evidently the same: (P X A)| X = (P X (P X +Y A)| X +Y )| X . Moreover, if X is A-invariant, it is also (P X +Y A)| X +Y -invariant at the same time, corresponding to the same set of eigenvalues. If this set of eigenvalues is the contiguous set of the largest eigenvalues of A, it is also the contiguous set of the largest eigenvalues of (P X +Y A)| X +Y . Thus, without loss of generality, we can substitute the space X + Y and the operator (P X +Y A)| X +Y for the space H and the operator A to improve the constants. This substitution also allows us to handle easily the case of the infinite dimensional space H as we explain later in Lemma 3.1.
2.1.4. Improved sine-based bounds for equidimensional subspaces. In the right-hand side of (2.2), we have the constant λ max(X +Y) − λ min(X +Y) . It is instructive to compare (2.2) in this respect with the following theorem, which is proved in [13] and reproduced in [6, 20] for the case dimX ≤ dimY and for the particular case dimX = dimY a different proof is then suggested in [12, 14] . We present here a slightly modified formulation to make it consistent with Theorem 2.1.
Theorem 2.2. Let dimX = dimY, operator A be Hermitian, and the A-invariant subspace X correspond to the contiguous set of the largest eigenvalues of A, then
where λ min(X +Y) is the smallest eigenvalue of the operator (P X +Y A)| X +Y .
We first notice that there is no majorization in Theorem 2.2: each term is bounded separately. Second, and most importantly, comparing the right-hand sides of (2.2) and of (2.3) we observe that in (2.2) the constant is a scalar and the angles term is a vector, while in (2.3), on the contrary, the constant multiplier is a vector and the angles term is a scalar after we take the maximum. That motivates us to search for such an improvement of Theorem 2.1 where the scalar constant factor is replaced with a vector of different constant factors.
To determine a possible formula for such a vector, let us introduce the following decreasing spread vector Spr (X +Y) = λ i(X +Y) − λ −i (X +Y) , i = 1, . . . , dimX , where λ 1(X +Y) ≥ . . . ≥ λ dimX (X +Y) and λ −1 (X +Y) ≤ . . . ≤ λ −dimX (X +Y) are the dimX largest and smallest, respectively, eigenvalues of the operator (P X +Y A)| X +Y . Since there are dim(X +Y)−dimY nonzero components in the vector Θ(X , Y), only the first dim(X + Y) − dimY components of Spr (X +Y) , which are all nonnegative, will actually be used in upcoming bounds (2.4) and (2.4) , where the component-wise products of vectors Spr (X +Y) and sin Θ(X , Y) appear in the right-hand sides.
Let us consider an extreme case example with sin Θ(X , Y) = [1, 1], i.e., uncorrelated X and Y. The largest variation in the individual Ritz values is in this case clearly bounded by the scalar value λ max(X +Y) − λ min(X +Y) of the spread of the spectrum of (P X +Y A)| X +Y , which is already used in Theorem 2.1 and which is the first component in the vector Spr (X +Y) . Now let us consider the sum of both components of the vector |Λ ((P X A)| X ) − Λ ((P Y A)| Y )|. This sum takes the largest value if X is a span of two eigenvectors of A corresponding to its largest eigenvalues, while Y is a span of two eigenvectors of A corresponding to its smallest eigenvalues. But this largest value in this example is exactly the sum of both components of the vector Spr (X +Y) . This example suggests that the vector spread Spr (X +Y) is probably the appropriate vector of constants to replace the scalar spread λ max(X +Y) − λ min(X +Y) in Theorem 2.1, and motivates the following conjecture.
Conjecture 2.1. Let X and Y be subspaces of H with dimX = dimY and operator A be Hermitian, then
If in addition one of the subspaces is A-invariant then
Since max Spr (X +Y) = λ max(X +Y) − λ min(X +Y) , bounds (2.1) and (2.2) would follow from (2.4) and (2.5), correspondingly.
In the rest of the paper, we mostly consider the invariant subspace that corresponds to the contiguous set of the largest eigenvalues of A, as in Theorem 2.2, and under this additional assumption we prove the relevant part of Conjecture 2. 
where we take into account that in this case Spr (X +Y) ≤ Λ ((P X A)| X ) − λ min(X +Y) .
2.1.5. Multiplicative bounds for equidimensional subspaces. The goal of this subsection is to formulate multiplicative analogs for the majorization-type bounds of the previous subsection, based on products rather than sums.
The definition of majorization for vectors is based on the sums of vectors components. It can also deal with the products of nonnegative vectors components using the following agreements. If for nonnegative vectors x = [x 1 , · · · , x n ] and y = [y 1 , · · · , y n ] it holds that
For strictly positive vectors these agreements follow directly from the definition of (weak) majorization.
The example of subsection 2.1.2 implies that it is impossible to bound products of changes of different Ritz values by the products of the sine of changes in the principal angles. Our multiplicative bound below uses the cosine rather than the sine to bound the relative eigenvalue error in the form of the products. It generalizes the bound
which is just an equivalent form of sine-based inequality (2.3).
2.1.6. Tangent-based bounds for equidimensional subspaces. We find in section 4 that the tangent-based weak majorization bounds appear naturally in convergence rate estimates of subspace iterations. So we also need the Rayleigh-Ritz weak majorization error bounds that contain the tangent of the principal angles in their right-hand sides. A trivial approach, using the inequality sin θ ≤ tan θ for 0 ≤ θ ≤ π/2 and taking into account that the vector sin 2 Θ(X , Y) is ordered the same way as the vector of the constants, e.g., Λ ((P X A)| X ) − λ min(X +Y) in (2.6), allows one to replace sin 2 Θ(X , Y) with tan 2 Θ(X , Y) in (2.6), but the resulting tangent-based bounds are clearly crude unless all angles are small.
Searching for a better tangent-based Rayleigh-Ritz error bounds let us turn our attention again to sine-based inequality (2.3) and transform it into the following equivalent tangent-based inequality
by using the trigonometric identity tan 2 θ = sin 2 θ/(1 − sin 2 θ). This motivates Theorem 2.5. Under the assumptions of Theorem 2.4, we have
Let us highlight again that a multiplicative majorization bound for the change in the Ritz values using the sine of the principle angles between the trial subspaces cannot hold. Thus, a similar bound using the tangent cannot hold either.
2.1.7. Bounds for non-equidimensional subspaces. In all statements we have so far assumed that dimX = dimY, but applications require the more general assumption dimX ≤ dimY, where we interpret the principal angles Θ(X , Y) as the angles from X to Y. Since we compare dimX Ritz values for the trial subspace X against dimY Ritz values for the trial subspace Y, we need either a procedure to choose dimX Ritz values out of dimY Ritz values for Y, or to state that there exist dimX Ritz values for the trial subspace Y such that our bounds hold.
Bounds (2.1) and (2.4) simply do not hold if dimX < dimY. Indeed, if dimX = 1 and Θ(X , Y) = 0 either bound (2.1) or (2.4) would imply that Λ ((P X A)| X ), which is just a single number in this case, is one of the Ritz values for the trial subspace Y, which is not true since X is arbitrary in Y.
Known results, e.g., [15, 20] , guarantee that there exist dimX Ritz values for the trial subspace Y which are good approximations for dimX eigenvalues for an Ainvariant subspace X . However, our numerical tests show that (2.2) and (2.5) fail if dimX < dimY, consistent with [20, Lemma 2.6 ]. An approach of [20, Theorem 2.7] may help to overcome the obstacle, but it is outside of the scope of this paper.
So here we consider only the case where X is A-invariant and corresponds to the contiguous set of the largest eigenvalues Λ ((P X A)| X ) of A, and dimX ≤ dimY. We approximate Λ ((P X A)| X ) using the dimX largest Ritz values-the eigenvalues of (P [13] , which we now describe, is used to extend Rayleigh-Ritz error bounds for the particular case dimX = dimY to the general case dimX ≤ dimY.
Let dimX ≤ dimY and Θ(X , Y) < π/2. We define a new subspace Z to be the orthogonal projection of X onto Y, i.e., Z = P Y X . The assumption Θ(X , Y) < π/2 implies that dimX = dimZ and Θ(X , Y) = Θ(X , Z). Now we apply the bounds above for the pair of subspaces X and Z instead of X and Y. Since Z ⊆ Y, the Courant-Fisher min-max principle evidently implies that Λ ((P Z A)| Z ) ≤ Λ dimX ((P Y A)| Y ) for the largest dimX = dimZ eigenvalues. Finally, we have λ min(X +Z) ≥ λ min(X +Y) . Several statements follow immediately by monotonicity arguments.
The following known generalization of Theorem 2.2 can be found, e.g., in [13] : Theorem 2.6. Let dimX ≤ dimY and Θ(X , Y) < π/2, the operator A be Hermitian, the A-invariant subspace X correspond to the contiguous set of the largest eigenvalues of A, and Λ dimX ((P Y A)| Y ) denote the dimX (counting the multiplicities) largest eigenvalues of ( 
2.1.8. Relative eigenvalue error bounds. Our previous results bound the absolute value of the eigenvalue error. They are all invariant with respect to shifting the operator A into A + αI for any real shift α. For eigenvalues, which are small by absolute value, it is also important to bound the relative error. In this subsection we show how new relative bounds can be easily obtained from our Theorem 2.6 and Corollary 2.2. For relative bounds the shift-invariance will of course have to be lost, and it is natural to assume that A > 0.
Let us explain how relative bounds are obtained, e.g., from Theorem 2.6. Since A > 0 we can bound λ min(X +Y) ≥ 0 in the statement of Theorem 2.6, and divide both sides of the inequality by the vector Λ ((P X A)| X ), which gives
This is already a relative bound, but only for the largest eigenvalues. We can turn the largest eigenvalues into the smallest ones by substituting A with A −1 as A > 0, but this substitution alone does not reproduce the inverse of the Rayleigh quotient since in general (x, Ax)(x, A −1 x) = 1. There is a simple fix, though. Introducing the notation (x, y) A = (x, Ay) for the A-based scalar product, we have the following trivial but crucial identity for the Rayleigh quotient,
It implies that the Rayleigh-Ritz method on a trial subspace X applied to the operator A in the original scalar product (·, ·) or to the operator A −1 in the A-based scalar product (·, ·) A gives the same Ritz vectors and the Ritz values, which are the inverses of each other. The use of the A-based scalar product changes the way we measure the angles, see [16] . Simultaneous substitutions of A with A −1 and of (·, ·) with (·, ·) A in Theorem 2.6 and Corollary 2.2 give the following relative bounds. Corollary 2.3. Let dimX ≤ dimY and Θ(X , Y) < π/2, the operator A be Hermitian and positive definite, A > 0, the A-invariant subspace X correspond to the contiguous set of the smallest eigenvalues of A, Λ dimX ((P Y A)| Y ) denote the dimX (counting the multiplicities) smallest eigenvalues of (P Y A)| Y , and Θ A (X , Y) denote the vector of angles from X to Y defined in the A-based scalar product (·, ·) A . Then
Let us highlight that bound (2.9) is not only relative but also multiplicative. We finally note that the first statement, with the sine, in Corollary 2.2 cannot be easily transformed into a relative bound since one cannot typically divide a weak majorization relation by a vector in contrast to the inequality in Theorem 2.6. It is not clear if the corresponding relative bound involving the sine actually holds.
Proofs.
In this section we provide the main proofs.
2.2.1. Proof of Theorem 2.1. We start with two important simplifications. First, by [18, Remark 4 .1] we use the subspace X + Y and the operator (P X +Y A)| X +Y as substitutions for the original space H and the original operator A keeping the same notation, without loss of generality. Second, the differences of Ritz values do not change with a shift of A, i.e., for a real α and A s = A − αI, we have, e.g.,
. So all our statements are invariant with respect to a real shift of A, which we can freely choose. Also, our bounds are invariant with respect to a real scaling of A. Thus for any real α and β = 0 we can replace A with βA − αI without loss of generality, so in the rest of the proof we assume that A is already shifted and scaled such that λ min = 0 and λ max = 1, which guarantees well defined square roots √ A and √ I − A. We now prove that
and if in addition X is A-invariant then
Concatenating positive and negative values together, we obtain
It is more convenient for us to work in the whole space, so in (2.13) we replace
using [Λ((P X A)| X ), 0, . . . , 0] = Λ(P X AP X ) and similar formulas involving Y instead of X and I − A instead of A, which all hold since A ≥ 0 and I − A ≥ 0 in this proof, so the added zeros are correctly placed.
To prove (2.11), in the first sub-vector on the right-hand side of (2.13) we swap multipliers without changing the eigenvalues and use Theorem 5.1,
and similarly for the second sub-vector on the right-hand side of (2.13),
We concatenate, as a ≺ c and b ≺ d imply [a, b| ≺ [c, d], and we obtain
(by Theorem 5.5)
Picking up only the dimX = dimY largest elements on both sides of this strong majorization statement proves the weak majorization claim (2.11), since by Theorem 5.7 the dimX = dimY largest elements of Λ(P X − P Y ) are equal to sin Θ(X , Y).
To prove (2.12) having A = P X AP X + P X ⊥ AP X ⊥ , we notice that
Here, in the second line we use the fact that the eigenvalues of the matrix product do not depend on the order of the matrix multipliers, so we transform, e.g., in the first vector, Λ(P
In the next line we independently apply Theorem 5.1 to each of the two sub-vectors.
2.2.2.
Proof of Theorem 2.3. As in the previous proof, we start with two simplifications. The first one is the same: by [18, Remark 4.1] we use the subspace X + Y and the operator (P X +Y A)| X +Y as substitutions for the original space H and the original operator A keeping the same notation, without loss of generality. Second, we choose α = min {Λ ((P X A) | X )} and assume that the shift is already applied to A, i.e., without loss of generality we assume that P X AP X is positive semidefinite and so it has a well-defined square root √ P X AP X . This shift also implies that P X ⊥ (−A)P X ⊥ is nonnegative definite and thus implies the existence of P X ⊥ (−A)P X ⊥ .
It is convenient to extend the operators' restrictions by zero to the whole space, e.g., Λ(P X AP X ) = [Λ ((P X A) | X ) , 0, . . . , 0] ≥ 0. Since dimX = dimY the number of zeros to add for X and Y is the same. We must be careful, however, as a seemingly trivial claim [Λ((P X A)| X ) − Λ((P Y A)| Y ), 0, . . . , 0] = Λ(P X AP X ) − Λ(P Y AP Y ) used in the first version of the proof of this theorem, is, in fact, wrong. The trouble here is that the components of Λ((P Y A)| Y ) may not be all nonnegative, so the added zeros are misplaced compared to Λ(P Y AP Y ).
For an A-invariant subspace X , we split A = P X AP X + P X ⊥ AP X ⊥ , and adding and subtracting Λ(
Now, we bound separately the two terms in the sum in the last two lines. We remind the reader that a ≺ b and c ≺ d imply a + c ≺ b ↓ + d ↓ for real vectors, and this holds similarly for weak majorization. We use a standard convention that algebraic operations and comparisons of real nonnegative decreasing vectors with different numbers of components is done by adding zeros at the end of the vectors to match the vectors' sizes.
We start with the first term in the sum on the right-hand side. Since both P X AP X ≥ 0 and P Y P X AP X P Y ≥ 0, we concatenate with zeros correctly and obtain
applying Theorems 5.1, 5.3, and 5.6.
Considering the second term and again using Theorem 5.1 we get
By our assumption on the shift, we have P
Adding both bounds together gives the statement of the theorem
Finally, there are dim(X +Y)−dimY nonzero components in the vector Θ(X , Y) since dim(X +Y)+dim(X ∩Y) = dimX +dimY. The first dim(X +Y)−dimY components in the vector S (P X AP X ) + S (P X ⊥ AP X ⊥ ) are the same as those in the vector Spr (X +Y) since we have redefined A such that the sum X + Y gives the whole space and shifted A such that min {Λ ((P X A) | X )} = 0 and so we have S (P X AP X ) = Λ (P X AP X ) and S (P X ⊥ AP X ⊥ ) = −Λ ↑ (P X ⊥ AP X ⊥ ) . For each component of Spr (X +Y) where λ dimX (X +Y) < λ −i (X +Y) the corresponding angle θ i (X , Y) in the vector Θ(X , Y) must be zero, so such a component of Spr (X +Y) with an index larger than dim(X +Y)−dimY can be defined arbitrarily since it is multiplied by zero.
2.2.3. Proof of Theorem 2.4. First we use exactly the same simplifications as in the beginning of the proof of Theorem 2.1 in subsection 2.2.1, so λ min(X +Y) = 0. We assume that the Euclidean space is already mapped into a space of vectors, so that we can use a matrix proof here. Let X and Y be two matrices whose columns form orthonormal bases for X and Y respectively, so we have Λ((P X A)| X ) = Λ(X H AX) and Λ((
The theorem assumptions Λ((P X A)| X ) > λ min(X +Y) and Θ(X , Y) < π/2 give Λ((P X A)| X ) ≥ Λ((P Y A)| Y ) > λ min(X +Y) by (2.3). This is equivalent in our simplified situation to Λ(X H AX) ≥ Λ(Y H AY ) > 0, so we can legitimately take the log of their ratio below. By analogy with (2.14), since X is A-invariant and P Y ⊥ AP Y ⊥ ≥ 0 because of the shift of A already made such that A ≥ 0, we have
where we denote C = X H Y . We have Λ ↑ (CC H ) = cos 2 Θ(X , Y) > 0 by definition and the theorem assumption, so both matrices C and C H are invertible and then 1 ≤ Λ ↑ (C −H C −1 ) = cos −2 Θ(X , Y). The key step is using Theorem 5.2 substituting 
If x ≺ y then φ(x) ≺ w φ(y) for any nondecreasing convex real valued function φ, see, e.g., [23, Statement 4 
which is the bound we need to prove in Theorem 2.5.
3. Application to the FEM. In this section, we extend some results of the previous section to infinite dimensional spaces, using again the approach of [17, Remark 4.1]. We apply our new majorization-type error bounds in the context of the finite element method (FEM) and compare them with the traditional results.
Generalizations for Hilbert spaces. Let H be an infinite dimensional
Hilbert space and A : H → H be a linear bounded Hermitian operator. We do not need to require that the space H is separable, or that the operator A is compact. We can even relax the boundedness assumption as we informally explain.
Let P X and P Y be orthogonal projectors onto the nontrivial finite dimensional subspaces X and Y with dimX ≤ dimY < ∞. The vector of cosines squared of dimX principal angles from X to Y is defined by cos 2 Θ(X , Y) = Λ((P X P Y )| X ). If X is A-invariant, the Ritz values Λ ((P X A) | X ) are some of the eigenvalues of A, since we assume that X is finite dimensional. Throughout the section, we use the vectors of eigenvalues Λ numerated in decreasing order only for finite dimensional operators, so the vectors have a finite number of components, as in the previous section.
To cover the case of an infinite dimensional space H, we apply [17, Remark 4.1] similarly to its use in Section 2. Assuming that both subspaces X and Y are finite dimensional, let us consider the finite dimensional subspace X + Y and the operator (P X +Y A)| X +Y as replacements to the original space H and the operator A. The Rayleigh-Ritz operator (P X A)| X on X using the original space H and the operator A is the same as using the reduced space X + Y and the operator (P X +Y A)| X +Y as we have already discussed in the Introduction.
If X is A-invariant, it is also (P X +Y A)| X +Y -invariant, corresponding to the same set of eigenvalues. If this set of eigenvalues is the contiguous set of the largest eigenvalues of A, which forms the top of the spectrum of A, then it is also the contiguous set of the largest eigenvalues of (P X +Y A)| X +Y . The latter may not be so evident in the infinite dimensional setting, so let us give and prove here the formal statement.
Lemma 3.1. For a linear bounded Hermitian operator A on an infinite dimensional Hilbert space H, let X be a nontrivial finite dimensional A-invariant subspace of H that corresponds to the top part of the spectrum of A, i.e., the smallest point of the spectrum of (P X A)| X is an upper bound for the largest point of the spectrum of (P X ⊥ A)| X ⊥ . Then for any nontrivial finite dimensional subspace Y of H the Hermitian operator (P X +Y A)| X +Y is invariant on X , and the spectrum of the restriction of (P X +Y A)| X +Y to X is the dimX largest eigenvalues of (P X +Y A)| X +Y .
Proof. The spectrum of a bounded Hermitian operator is a closed bounded set on the real line. Since X is finite dimensional, the spectrum Λ ((P X A)| X ) consists of dimX eigenvalues, counting the multiplicities. Since X is A-invariant, the spectrum Λ ((P X A)| X ) is a subset of the spectrum of A, which by the lemma assumption forms the top part of the spectrum of A. The subspace X is A-invariant by assumption and is evidently P X +Y -invariant, so it is also (P X +Y A)| X +Y -invariant and thus Λ ((P X A)| X ) is a subset of Λ ((P X +Y A)| X +Y ), counting the multiplicities, where the spectrum of (P X +Y A)| X +Y consists of dim(X + Y) eigenvalues, counting the multiplicities, since both X and Y, and thus their sum X + Y, are all finite dimensional.
The only somewhat nontrivial part of the proof is proving the final statement, that the spectrum of the restriction of (P X +Y A)| X +Y to X is the dimX largest eigenvalues of (P X +Y A)| X +Y using the lemma assumption that X is a A-invariant subspace corresponding to the top part of the spectrum of A. In other words, adding Y to X does not add any new eigenvalues above i = dimX . We already know that Λ ((P X A)| X ), on the one hand, makes up the top dimX points of the spectrum, which are eigenvalues, counting the multiplicities, of A and, on the other hand, is a subset of Λ ((P X +Y A)| X +Y ). So we only need to show that the i = dimX -th eigenvalue of (P X A)| X , which is at the same time the i-th top point of the spectrum of A, counting the multiplicity of eigenvalues, bounds above the i+1-th eigenvalue of (P X +Y A)| X +Y . But Λ ((P X +Y A)| X +Y ) is a vector of Ritz values of A on the trial subspace X + Y, so this statement follows directly from the Courant-Fisher inf-sup principle for arbitrary Hermitian (not necessarily compact) operators, see, e.g., [7, Chapter II, Section 7] and [25, Theorem XIII.1, p. 76].
The arguments above allow us to substitute the original infinite dimensional H and A with finite dimensional X +Y and (P X +Y A)| X +Y , and then to apply the theory of Section 2. In this section, we will use the infinite dimensional versions (dimH = ∞) of Corollary 2.2 (see also [13] ), Theorem 2.6, and Corollary 2.3.
The problem and the FEM description.
In the FEM context, see, e.g., [20] , the space H consists of functions. Let us consider a specific example, e.g., the clamped membrane vibration problem. It is a well known eigenvalue problem for the negative Laplacian −∆ operator in two dimensions. Let the membrane be a polygon Ω for simplicity. We introduce in the standard way the space of square Lebesgue integrable functions L 2 (Ω) in Ω, and the spaceḢ 1 (Ω) ⊂ L 2 (Ω) of functions satisfying the homogeneous Dirichlet conditions on the boundary of Ω and having square Lebesgue integrable first generalized derivatives.
We are looking for an approximation of the eigenspace X ⊂Ḣ 1 (Ω) of the Laplacian within a trial subspace Y ⊂Ḣ 1 (Ω) by the Raleigh-Ritz method. Using the simplest FEM setup, the domain Ω is triangulated according to traditional assumptions, and Y consists of all piecewise linear (on each triangle) functions satisfying the homogeneous Dirichlet conditions on the boundary. The largest linear size of the largest triangle is denoted by h.
The angles on the right-hand sides in our eigenvalue approximation error bounds characterize the approximability of the target invariant subspace X by finite element functions from Y, typically measured by Ch α , where C is a generic constant, h approaches zero, and the exponent α determines the approximability level. The approximability is determined by the type of the FEM, smoothness of functions in X , and the choice of the norm of our space H.
The standard choice is to take H =Ḣ 1 (Ω) and define our operator A as, informally speaking, the inverse to the negative Laplacian, see, e.g., [20] . Then A > 0 is compact in H and 0 < λ min(X +Y) → 0 as h → 0, so we can replace λ min(X +Y) with its lower bound 0 in Theorem 2.6 and Corollary 2.2. Let us highlight that in this context we use the H =Ḣ 1 (Ω) scalar product in the definition of the angles to bound the largest eigenvalues of A, which are the inverses to the smallest eigenvalues of the negative Laplacian. This is equivalent to Corollary 2.3 where, informally speaking, we bound the smallest eigenvalues of A = −∆ using the A-based, i.e., theḢ 1 (Ω), scalar product to define the angles and the approximability.
Alternatively, one can set H = L 2 (Ω) and apply Theorem 2.6 and Corollary 2.2 to bound the largest eigenvalues of A = ∆, taking into account that the assumption on the boundedness (from below) of A is not essential as soon as X and Y are within the domain of √ A, as λ min(X +Y) is always finite, since X + Y is finite dimensional. In this case, the approximability of X by Y is measured in L 2 (Ω), which typically results in an extra, compared to the H =Ḣ 1 (Ω) approximability, term h 2 on the right-hand side of the bounds, but at the same time λ min(X +Y) → −∞ since A is not bounded below. Typically, λ min(X +Y) behaves like −h −2 , which is cancelled by the extra L 2 approximability term h 2 , so we may not obtain anything new in this case, compared to the standard choice described in the previous paragraph.
Comparisons.
Majorization-type bound (2.10) has the following advantage compared to traditional bound (2.8), which deals with the largest angle from X to Y only, i.e., requires the approximability of the whole subspace X . Let us consider a particular case of Corollary 2.3, where dimX = 2, denoting the smallest eigenvalues Λ ((P X A)| X ) = [λ 2 , λ 1 ] of A = −∆, and let the corresponding eigenfunctions v 1 and v 2 in X be approximated by the FEM subspace Y such that sin
see [2, 3] on how to construct such examples.
Neglecting terms in the bounds that are a smaller order of magnitude when h → 0, we obtain that sin 2 Θ(X , Y) = [h 2 , 0] and that the right-hand sides are [λ 2 h 2 , λ 1 h 2 ] in (2.8) and [λ 1 h 2 , 0] in (2.10). We introduce the notation Λ dimX ((P Y A)| Y ) = [λ h 2 , λ h 1 ] for the relevant FEM Ritz values of the discrete negative Laplacian, so (2.10) implies the bound for the error in the trace:
which does not follow from (2.8) . We conclude that traditional error bound (2.8) cannot take advantage of the better approximability of function v 1 − v 2 in this example, while our new bound (2.10) can.
Our multiplicative bound (2.9) implies an even more intriguing result here:
Convergence Rate Bounds of Subspace Iterations and the Block Lanczos Method.
Our final application of the Rayleigh-Ritz error bounds of section 2 is to estimate the convergence rate of subspace iterations and the block Lanczos method. In this application, we consider a specific context, where our space H is the standard complex n-dimensional space C n of column-vectors with n complex components. The real case can be also covered with trivial modifications.
We proceed in two main steps. First, we prove new majorization-type convergence rate bounds for subspace iterations in terms of the principal angles between subspaces. Second, we assume that the Rayleigh-Ritz method is applied to subspace iterations, so we combine subspace iterations convergence rate bounds for angles with our error bounds of section 2 for eigenvalues using the Rayleigh-Ritz method. In the latter, we deal with the case of a general A-invariant subspace and then we derive an improved bound for the case of the contiguous set of several largest eigenvalues of A. We consider polynomial-type subspace iterations and show that the Chebyshev polynomials are optimal. Finally, we apply the convergence rate bound of the Chebyshev subspace iterations to the block Lanczos method. This is the standard approach, e.g., [9, 14, 24] , that is used to treat subspace iterations and the block Lanczos method, apart from our use of weak majorization, which appears to be novel in this context. We conclude the section by comparing our new majorization-type and traditional results.
Convergence Rate Bounds of Subspace Iterations.
In abstract subspace iterations, ones starts with a subspace Y of H as an initial approximation to an A-invariant subspace X of the same dimension and for a given operator F in H (called the iterative transition operator) one introduces the subspace F Y as a possibly improved approximation of X . Then the Rayleigh-Ritz method is applied to the trial subspace F Y and the Ritz pairs are considered as approximations to the corresponding eigenpairs of A. In typical practical examples of subspace iterations, F is a suitably chosen function of the operator A, e.g., F is a family of monomials of A in the classical power method. We use the same notation F both for the transition operator and for the corresponding C n×n matrix.
We first derive majorization-type convergence rate bounds for subspace iterations. We bound the principal angles between F Y and X in terms of the principal angles between Y and X and some values describing the quality of F , which we do not assume to be Hermitian. The bound below is multiplicative, involving the log function. In contrast to our previous use of the log in majorization-type bounds, here we may have a situation where there are zero values in the log vector argument, in which case we must use the interpretation of the majorization statement with the logs based on the products as described in subsection 2.1.5.
Theorem 4.1. Let dimY = dimX and assume Θ(Y, X ) < π/2. Let F be invariant on both X and on its orthogonal complement X ⊥ , and assume that (
We add zeros to the vector S ((P X ⊥ F ) | X ⊥ ) if dimX ⊥ < dimX to match the sizes. Proof. Let our Euclidean space is already mapped into a space of vectors, so that we give a matrix proof here. Let us consider a matrix X with dimX columns, which form an orthonormal basis for X , and arbitrarily complete X to a unitary matrix [X, X ⊥ ]. We choose any matrix Y with dimY columns which span Y. The matrix Y has full rank by construction, so Y H Y is nonsingular, the columns of Y (Y H Y ) −1/2 are orthonormal and span Y, and thus S X H Y (Y H Y ) −1/2 = cos Θ ↑ (Y, X ) > 0 by the definition of the angles and using the theorem assumption that Θ(Y, X ) < π/2. So the matrix X H Y has full rank, the assumptions of Theorem 5.8 are satisfied and
We now show that the matrix F Y has full rank and so dim(F Y) = dimY. We have F = P X F P X + P X ⊥ F P X ⊥ = XX H F XX H + X ⊥ X H ⊥ F X ⊥ X H ⊥ by the F -invariance assumption, which implies that X H F = X H F XX H . The operator (P X F ) | X and its matrix representation X H F X are invertible by the theorem assumption, thus the ranks of X H F Y = X H F XX H Y and X H Y are equal, so F Y has full rank.
Since
to be used in Theorem 5.8 for the pair of matrices X and F Y . By the F -invariance assumption,
We apply Theorem 5.4 with A := X H ⊥ F X ⊥ , B := T , and C := X H F X −1 , and notice that [S(T F ), 0, . . . , 0] = tan Θ(F Y, X ) and [S(T ), 0, . . . , 0] = tan Θ(Y, X ) each with the same number of zeros by Theorem 5.8. Traditional subspace iterations for computing eigenpairs of A use transition operators F that are functions of A, most commonly polynomials. The eigenvectors of A are also the eigenvectors of the operator F = f (A) corresponding to the eigenvalues f (Λ(A)). Since A is Hermitian, the operator F = f (A) is in general normal (Hermitian if f is real) and S(F ) = |f (Λ(A))| ↓ . Noticing that the A-invariance of a subspace X implies the f (A)-invariance of subspaces X and X ⊥ , and using the spectral decomposition of A, we can trivially derive specific formulas for the singular values that appear as multipliers in the convergence rate bound of Theorem 4.1.
Lemma 4.2. Let A be Hermitian, F = f (A) hold, and X be A-invariant, then
Next, we want to analyze the Rayleigh-Ritz method applied in subspace iterations, by combining our earlier tangent-based Rayleigh-Ritz error bounds with the results of Theorem 4.1 and Lemma 4.2. Specifically, we want to obtain bounds for the approximation error of eigenvalues of A corresponding to the A-invariant subspace X by the Ritz values on the trial subspace F Y generated by subspace iterations with the transition operator F = f (A) in terms of the tangent of the angles between X and the initial subspace Y and the values of f (·) from Lemma 4.2. This approach of combining the bounds is not ideal. If f (λ i ) is relatively large for an eigenvalue λ i , which is one of the components of the vector Λ ((P X A) | X ), then the corresponding eigenvector x i ∈ X is well approximated by the subspace F Y and so the eigenvalue λ i is well approximated by a corresponding Ritz value from Λ ((P Y A)| Y ). However, Theorem 4.1 only tells us in this case that some angle in Θ(X , F Y) is small without specifying that this is the angle Θ(x i , F Y) for the eigenvector x i . Having one small angle in the vector Θ(X , F Y) does not imply that one of the eigenvalues is well approximated, even though it actually is in this case. It is not known to us at present how to capture this effect in a majorization-type convergence rate bound. In the rest of the section we pursue the approach of combining the bounds.
We cannot take advantage of the multiplicative result of Theorem 4.1 directly, so we first transform it into the following additive bound
by applying a convex increasing function e t , which preserves the weak majorization, see [23, Prop. 4 .B.2., p. 109], multiplying both sides by the vector tan Θ(X , Y), and taking the square of both sides as the function t 2 is convex increasing for t ≥ 0.
The following subspace iteration convergence rate bound is rather general as it makes no assumptions on the A-invariant subspace X , and thus can be used e.g., for internal eigenvalues Λ ((P X A) | X ) and for rational functions f . Theorem 4.3. Let X and Y be subspaces of H such that dimX = dimY and Θ(X , Y) < π/2. Let the operator A be Hermitian, and let X be an A-invariant subspace. Let F = f (A) and f (Λ ((P X A) | X )) = 0. Then dim(F Y) = dimY and
Proof. The assumptions of Theorem 4.1 are satisfied, so dimY = dimF Y. The statement of the theorem-bound (4.2)-is simply our Rayleigh-Ritz error bound (2.2) applied to the pair of subspaces X and F Y, where we replace sin 2 with tan 2 , which is larger, and use (4.1) to bound the vector tan 2 Θ(X , F Y).
It is now clear that one wants to choose the function f such that it is as large as possible on Λ ((P X A) | X ) and at the same time as small as possible on Λ ((P X ⊥ A) | X ⊥ ). Practical choices of the classes of functions f are normally limited to polynomials and rational functions. The polynomials are easier to implement, since the only required operation is multiplication of a vector or a block of vectors by A. Implementation of rational functions normally requires some linear solves and thus is more computationally expensive, but on the other hand rational functions may lead to a much faster convergence of subspace iterations. In the rest of the section, we only consider polynomials for f.
Let f be a real polynomial of degree k. Ideally, we want to choose f a priori in an optimal way in order to minimize the f dependent ratio in estimate (4.2). With few exceptions, where specific distributions of eigenvalues in Λ ((P X ⊥ A) | X ⊥ ) are known, such an optimization problem is too challenging, so we follow the standard approach to simplify it. First, we assume that the A-invariant subspace X corresponds to the contiguous set of the p largest eigenvalues of A, i.e., Λ (((P X A) | X ) = [λ 1 , . . . , λ p ], and thus the A-invariant subspace X ⊥ corresponds to the contiguous set of the n − p (counting the multiplicities) smallest eigenvalues of A, i.e. Λ ((P X ⊥ A) | X ⊥ ) = [λ p+1 , . . . , λ min ]. Second, we bound the f dependent ratio as follows:
We note that the upper bound in (4.3) is a vector, since it is a ratio of a scalar and a vector. Which component of the vector do we want to minimize by choosing the optimal polynomial f ? Luckily, the optimal polynomial simultaneously minimize all the components as we see in the next theorem, inspired by [12, Lemma 2.4.1] . Theorem 4.4. Every component of the vector on the right-hand side of (4.3) is minimized in the class of real polynomials f of degree k on
where T k is the Chebyshev polynomial of the first kind defined by T k (cos θ) = cos(kθ).
With this choice of f, the vector on the right-hand side of (4.3) is
Proof. Unordered components of the vector on the right-hand side of (4.3) are
It is well known that the most important and characteristic property of Chebyshev polynomials is that the absolute value of the Chebyshev polynomial T k (x) is bounded above by 1 for x ∈ (−1, 1), and bounded below by 1 at every point outside of the interval (−1, 1), where it grows faster than the absolute value of any other polynomial of the same degree bounded above by 1 for x ∈ (−1, 1) . In our context, after mapping linearly the interval (−1, 1) into the interval (λ p+1 , λ min ), we have
as can be checked directly. The crucial observation for us here is that the optimal polynomial (4.4), which solves the problem of minimizing σ i (f ), does not depend on i, i.e., each (unordered or ordered) component of the vector on the right-hand side of (4.3) is minimized by the same polynomial (4.4). We finally note that the absolute value of the Chebyshev polynomial is monotonically increasing outside of the interval (−1, 1), so the vector [σ * p , . . . , σ * 1 ] is decreasing. Several implementations of subspace iterations based on Chebyshev polynomials are available, see, e.g., [24] for the three-term recurrence and [14] for the two-term recurrence iterative formulas. Reasonable quality bounds of λ p+1 and λ min are normally required for standard implementations. In the past two-three decades, however, subspace iterations using Chebyshev polynomials have been generally apparently replaced by the block Lanczos method in practical calculations. Nevertheless, the theory of convergence rate bounds for subspace iterations using Chebyshev polynomials is traditionally used to derive the convergence rate bounds for the block Lanczos method. We follow this tradition here in the next subsection to establish our final result.
Convergence
Rate Bounds for the Block Lanczos Method. The block Lanczos method applies the Rayleigh-Ritz procedure on the so-called block Krylov subspace K k (A, X 0 ) ≡ X 0 + AX 0 + · · · + A k X 0 , where the subspace X 0 is an initial approximation to the A-invariant subspace X . In nontrivial cases we have that dimK k (A, X 0 ) > dimX 0 = dimX , so we need Corollary 2.2. Theorem 4.5. Let dimX = dimX 0 = p, operator A be Hermitian, and let the A-invariant subspace X correspond to the contiguous set of the largest eigenvalues of A. Let Y = X 0 + AX 0 + · · · + A k X 0 and σ * i defined by (4.5), then
Proof.
For any polynomial f of degree k we have f (A)X 0 ⊆ Y by the definition of Y, so we can bound the term tan 2 Θ(X , Y) using tan 2 Θ(X , Y) ≤ tan 2 Θ(X , f (A)X 0 ). We choose f as in (4.4), so tan 2 Θ(X , f (A)X 0 ) ≤ [σ * p , . . . , σ * 1 ] tan 2 Θ(X , X 0 ) by (4.1), Lemma 4.2 with (4.3), and using Theorem 4.4 that gives (4.5). Finally, we apply the tangent bound of Corollary 2.2 to the pair of subspaces X and f (A)X 0 .
We conclude this section with a comparison of the bound of Theorem 4.5 with one of the known results that we reproduce here. On the one hand, the already known Theorem 4.6 is stronger than Theorem 4.5 in the sense that the bound is an inequality where each term is individually estimated; moreover, the error bound for the i-th eigenvalue involves the σ * i multiplier. On the other hand, Theorem 4.6 uses only the largest angle, while the weak majorization statement of Theorem 4.5 uses all angles between the target subspace X and the initial approximation X 0 . The advantage of Theorem 4.5 can be clearly seen in the situation where all p largest eigenvalues are clustered so that all σ * i , i = 1, . . . , p are nearly the same, and where the set of angles between X and X 0 contains many small values, e.g., in the extreme case where dim(X ∩ X 0 ) = p − 1 so that there is only one nonzero angle, max {Θ(X , X 0 )} , in the set Θ(X , X 0 ). In this case, all bounds in Theorem 4.6 are nearly the same as the largest bound in Theorem 4.5, while the smallest bound in Theorem 4.5 is at least p times smaller.
Appendix.
Here we collect some facts on weak majorization and angles.
Weak Majorization.
For a real vector a = [a 1 , · · · , a n ] let a ↓ be the vector obtained by rearranging the entries of a in an algebraically decreasing order, a ↓ 1 ≥ · · · ≥ a ↓ n . We denote [|a 1 |, · · · , |a n |] by |a|. We say that the vector b weakly majorizes the vector a and we use the notation [a 1 , · · · , a n ]
. . , n. If in addition the sums above for k = n are equal, b (strongly) majorizes vector a, which is denoted by a ≺ b. Two nonnegative vectors of different sizes may be compared by appending zeros to match the sizes. Care is needed to append zeros, e.g., [a, 0, . . . , 0] ↓ − [b, 0, . . . , 0] ↓ = [a − b, 0, . . . , 0] ↓ holds if real vectors a and b have the same numbers of positive and negative components in each of them, but may not hold otherwise.
The additive majorization statement x − y ≺ w z for n-vectors is equivalent to k j=1 x ij ≤ k j=1 z j + y ij , ∀k : 1 ≤ k ≤ n, ∀i j : 1 ≤ i 1 < . . . < i k ≤ n with x − y ≺ z if k = n gives the equality. By analogy, we write log x − log y ≺ w log z if k j=1 x ij ≤ k j=1 z j y ij , ∀k : 1 ≤ k ≤ n, ∀i j : 1 ≤ i 1 < . . . < i k ≤ n and write log x−log y ≺ log z if k = n gives the equality, for nonnegative vectors x, y, and z. For strictly positive vectors this follows directly from the definition of (weak) majorization.
We need several simple general facts on weak majorization: Let the real vectors a, b, and the nonnegative vector c be in decreasing order and of the same size, then a ≺ w b implies ac ≺ w bc, but the converse is not true in general. Let S(A) denote the vector of all singular values of the matrix A in decreasing order; and for A with real eigenvalues let Λ(A) denote the vector of all eigenvalues of A in decreasing order. The following theorems are mostly known, e.g., [4, 23] Theorem Proof. For square matrices (or operators within the same space) this is the classical Gelfand-Naǐmark theorem [4, Theorem III.4.5] . For non-square matrices, we simply add zero blocks to obtain square matrices and use the classical statement. Adding zero blocks only adds zero singular values and does not change the ranks. . As the right-hand sides in these majorization statements are ordered in the same manner, we can add the statements, obtaining the claim of the theorem.
We also need the following generalized pinching inequality which may be new. Theorem 5.5. For matrices A i , B, and C i , such that the products A H i BC j exist, we have
and in the case that A i = C i and B = B H , we have
Proof. We denote A = [A 1 A 2 ] and C = [C 1 C 2 ] and form the 2-by-2 block matrix
By the standard pinching inequality, e.g., [4, Problem II.5.4] , the combined singular values of the diagonal blocs of the matrix D are weakly majorized by the singular values of D. Using the fact that eigenvalues of matrix products do not depend on the order of the multipliers shows that the singular values S(D) up to zeros are the same as S
, giving (5.1). In the case that A i = C i and B = B H , the eigenvalues of the diagonal blocs of D (which are now square) are strongly majorized by the eigenvalues of D. Combining this observation with the definition of the matrix D used above proves (5.2) .
The standard pinching inequality is a particular case of Theorem 5.5 if A 1 = C 1 and A 2 = C 2 are orthoprojectors to mutually perpendicular subspaces. We note that Theorem 5.5 can be simply extended to the case of more than two terms.
Principal Angles Between
Subspaces. We need the following: Theorem 5.6. [16, Theorem 3.4] Let dimX = dimY, then we have the equalities Λ (P X P Y ⊥ P X ) = S 2 (P Y P X ⊥ ) = S 2 (P X ⊥ P Y ) = sin 2 Θ(X , Y), 0, . . . , 0 .
Theorem 5.7. [19, Theorem 2.16] If dimX = dimY = p then the first, i.e., largest, p components of the vector Λ(P X − P Y ) are given by the vector sin Θ(X , Y).
Theorem 5.8. (Inspired by [26, Chapter 5, Lemma 3.11, p. 255]). For integers n ≥ p let the matrix X ∈ C n×p have orthonormal columns and be arbitrarily completed to a unitary matrix [X, X ⊥ ]. Let the matrix Y ∈ C n×p be such that the matrix X H Y has full rank. Then the singular values S(T ) of the matrix T = X H ⊥ Y X H Y −1 satisfy tan Θ(R(Y ), R(X)) = [S(T ), 0, . . . , 0] with zeros added to match the sizes, where R(·) denotes the matrix range. Proof. Our assumption that the matrix X H Y has full rank implies that the matrix Y has full rank, i.e., dim(R(Y )) = p = dim(R(X)). We denote Z = X + X ⊥ T . The identities Conclusions. Majorization is a powerful tool that gives elegant and general error bounds for eigenvalues approximated by the Rayleigh-Ritz method. We discover several new results of this kind, including multiplicative bounds for relative errors. We apply majorization, apparently for first time, in the contexts of FEM error bounds and convergence rate bounds for subspace iterations and the block Lanczos method. Our initial results are promising and expected to lead to further development of the majorization technique for the theory of eigenvalue computations.
