Abstract-In this paper, we combine the new trust region subproblem proposed in [l] with the nonmonotone technique to propose a new algorithm for unconstrained optimization-the nonmonotone adaptive trust region method. The local and global convergence properties of the nonmonotone adaptive trust region method are proved. Its efficiency is tested by numerical results.
INTRODUCTION
Consider the following unconstrained nonlinear programming problem:
where f(x) is a twice continuously differentiable function. Throughout the paper, we use the following notations. l {zk} is a sequence of points generated by an algorithm, and fk = f(l~k), gk = g(Ick), and Hk = H(Q).
l Bk is a symmetric matrix which is either Hk or an approximation of Hk.
l & is a safely positive definite matrix based on Schnabel and Eskow [2] where A, is the trust radius. A merit function is normally used to test whether the trial step is accepted or the trust radius needs to be adjusted.
Comparing with quasi-Newton methods, trust region methods converge to a point which not only is a stationary point, but also satisfies second-order necessary conditions. Because of its strong convergence and robustness, trust region methods have been studied by many authors [4-lo] .
It is well known that the trust radius & is independent of gk and &. So, at each iterate point xk which is far from the optimum, we do not know whether the quasi-Newton step -B,'gk is feasible; even the test condition of the merit function is satisfied. This situation would decrease the efficiency of these methods. Furthermore, the choice of Ao also affects the efficiency of these methods, but there does not exist any general rule on choosing Ae.
In It is known that the objective function sequences generated by these algorithms are monotonically decreasing; i.e., f(xk) > f(xk+r), k = O,l,. . . properties are more efficient than the algorithms with monotone properties. In this paper, we combine subproblem (3) with nonmonotone technique to propose a nonmonotone adaptive trust region method and study its convergence properties.
In
The efficiency of the method is tested by the numerical results in Section 4.
The rest of the paper is organized as follows. In Section 2, we present the nonmonotone adaptive trust region method model. In Section 3, the global and local convergence properties are studied. Numerical results in Section 4 indicate that the algorithm is very efficient. Finally, some concluding remarks are addressed in Section 5.
ALGORITHM MODEL
In this section, we give a nonmonotone adaptive algorithm model. First, some definitions are given. At point x/E, we define predict reduction as
, where dk is the solution of (3). Let
where n(lc) = min{ N, k}, N 2 0 is an integer constant. Now we give our algorithm model as follows.
ALGORITHM MODEL.
Step 0.
Step 1.
Step 2.
Choose 0 < c < 1, E > 0, 1 > 77 > 0, 50 E R", a symmetric matrix Bc E R"'", an integer N 1 0. Let p = 0, k = 0. 
ANALYSIS OF CONVERGENCE
In this section, we discuss the convergence properties of the algorithm. Before we address some theoretical issues, we would like to make the following assumptions. (i) The level set L(xc) = {x 1 f(x) 5 f(xo)} is bounded for any given xc E R" and f(x) is continuously differentiable in L(xc) for any given xc E R". (ii) Matrices {Bk} are uniformly bounded. It is similar to Theorem 4 in [6] , and we can prove the following theorem. The following lemma guarantees that the nonmonotone adaptive trust region algorithm does not cycle infinitely in the inner cycle. PROOF. from the definition of the algorithm, we have that
Vk.
( 10)
Now we proceed the proof in the following two cases.
(i) k 2 N. In this case, from the definition of fi(~) and (lo), it holds that
(ii) k < N. In this case, by induction, we can prove that h(k) = fo.
So the sequence {fi(k)} is not increasing monotonically. F'rom Assumption 3.1(i) and Lemma 3.4, we know that {A} is bounded. Hence, {fi(k)} is convergent. I 
Therefore, by Assumption 3.1(i), Lemma 3.1, and (12), there exists a constant a > 0 such that predk > a?',
where pk is the value of p at which the algorithm gets out of the inner cycle at the point xk.
From Step 2, Step 3, and (13), we know that
Equation (14) and Lemma 3.5 deduce that
The definition of the algorithm implies that &(k) which corresponds to the following subproblem is unacceptable: i.e.,
On the other hand, from Lemma 3.2, Step 2, and Step 3, it is similar to the proof of (14) that we can prove Lemma 3.5 and (11) 
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Equations (19) and (21) (II-II)
@l(k) h(k) (->
It follows from the definition of fi&) that
> f (xl(k)) -f (zl(k) + &(k)
).
-(-> .
-@l(k) h(k) (18) (22)
From (22) and (23), we have that when k is sufficiently large, the following formula holds:
'do < 77 < 1.
-@l(k) h(k)
This contradicts (17) . The contradiction shows that the theorem is true. I 
Because V2f(x) is Lipschitz continuous in a neighborhood of x*, the following formula holds when k is sufficiently large:
where L is the Lipschitz constant.
Following from (25)- (27) and Bk + V'f(x*) (V2f(x*) is positive), we obtain
Thereby, when k is sufficiently large, for 0 < 71 < 1, we have
fcxk) -f (&k + (ik)
The definition of fi(k) implies that
So from the definition of the algorithm, we have that xk+l = xk + & when k is sufficiently large. Since & is acceptable, the nonmonotone adaptive trust region method is equivalent to the standard Newton method. This completes the proof. I for k sufficiently large.
NUMERICAL RESULTS
In this section, numerical results are reported on the 18 problems in [3] for both traditional trust region methods with different initial trust region radius and the adaptive trust region method proposed in [l] and the nonmonotone adaptive trust region method. All programs are written in MATLAB with double precision. The stopping criterion used is 11gkll < E, where E = 10-l'. For comparison, the quadratic subproblems are solved precisely and all of the algorithms use the same subroutine to solve the quadratic subproblems.
The traditional trust region method used here is the method described in [9] and Bk is obtained by the BFGS update. The radius of the trust region in [9] is determined as follows: In the computation, we choose 17 = 0.1, c = 0.5, and N = 2 * n, where n is the dimension of the problem. However, we found that the choice of c has little impact on the computational efficiency. The detailed results are summarized in the following Table 1 . Table 1 can be read as follows.
Column 1 represents the problem number (Prob. No.).
Column 2 shows the problem size or dimension (Prob. Size).
Columns 3-7 report the numerical results of various algorithms.
Ae denotes the initial trust radius.
In columns 3-7, I, F, and G represent the numbers of iterations, function evaluations, and gradient evaluations. 
