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DAVID LEHAVI
Abstract. Effective reconstruction formulas of a curve from its theta
hyperplanes are known since the ancients in genus 2 (where the theta
hyperplanes are Weierstrass points), and – assuming the theta hyper-
planes are ordered – in genus 3. A non-effective proof that the set of
(non-ordered) odd theta characteristic of a generic general genus curve
determine the curve was give in [CS2]. In [L2] we gave a partial solu-
tion to the effective problem in genus 4 (later completed by [CKRN]).
In this work we extend from genus 4 to 5 the first part of [L2]: the
reconstruction of the set of enveloping quadrics of a generic curve C
from its theta hyperplanes; for a generic genus 5 curve C, this data suf-
fices to reconstruct C. As a consequence we get a complete description
of the Schottky locus in genus 5 in terms of theta hyperplanes. The
computational part of the proof is a certified numerical argument.
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1. Introduction
The quest for methods of reconstructing a curve from its theta hyper-
planes goes back to the 19th and early 20th century geometers Aronhold
and Coble: in the non hyperelliptic genus 3 case, theta hyperplanes are
simply bitangents, and both Aronhold and Coble provided formulas for re-
constructing curves from certain ordered subsets of the 28 bitangents of the
curve (see [A], [Co] chapter IV, and [D] sections 6.1.2 and 6.2.2).
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2 DAVID LEHAVI
Recent years witnessed some revived interest in generalizations of this
problem from several directions: first relaxing the need for ordered theta hy-
perplanes (see [CS1], [L1]), and then generalizations to higher genus curves
(see [CS2]) and Abelian varieties (see [GS-M1], [GS-M2]). Using the fact
that [CS2] relaxed the need for ordered theta characteristic, we gave in [L2]
two results for generic genus 4 curves: An explicit construction of the en-
veloping quadric, and an explicit construction of the nodes Wirtinger cubics,
which [CKRN] used to construct the variety of enveloping cubics of C, thus
completing the reconstruction of C.
The object of this paper is to extend – in Theorem 1.1 – the first of the two
results from [L2] to genus 5. Throughout this paper we consider a generic
complex curve C of genus 5; since C is generic we assume that all its odd
theta characteristics are 1 dimensional - i.e. if θ is an odd theta characteristic
of C then dimH0(θ, C) = 1. Hence, for each odd theta characteristic θ
there exists a unique hyperplane lθ – called a theta hyperplane – in the dual
canonical system of C such that when C is identified with its canonical
image, the points in the intersection product C · lθ are all double, and the
points in 12C · lθ sum up to θ. This hyperplane is the projectivization of the
plane TθΘC ⊂ TθJC under the identification of TθJC = T0JC = H0(KC)∗.
Recall (see e.g. [D] 5.4.2), that if α is a non-trivial 2 torsion point on the
Jacobian JC, then the Steiner system ΣC,α of the pair (C,α) is defined to
be the set
{θ : 2θ = KC and dimH0(θ, C) = dimH0(θ + α,C) ≡ 1 mod 2}.
The number of theta characteristics in a Steiner system of a genus g curve
is 2g−1 · (2g−1− 1); i.e. in our case a Steiner system is comprised of 16 · 15 =
240 odd theta characteristics, out of the total of 25−1(25 − 1) = 496 odd
theta characteristics of the curve. For each pair θ, θ+α, and corresponding
theta hyperplanes lθ, lθ+α, we let q{θ,θ+α} ∈ |O|KC |∗(2)| be the image of
{lθ, lθ+α} ∈ S2|KC | under the map: S2|KC | → |O|KC |∗(2)|. We can now
state the following:
1.1. Theorem. Let C be as above, then
I2(C) =
⋂
α∈JC[2]r{0}
span({q{θ,θ+α}}θ∈ΣC,α)
We note two observations regarding this theorem: The first is that by the
Enriques-Babbage Theorem (see e.g. [ACGH] chapter VI §3), any canonical
curve is either trigonal, or is isomorphic to a plane quintic, or is cut out by
quadrics; specifically, C = ∩[q]∈I2(C)Z(q). The second is that the right hand
side of the equation in the Theorem 1.1 is phrased in terms of a principally
polarized Abelian variety; i.e. the combination of Theorem 1.1 and the
Enriques-Babbage theorem give a very geometric description of Schottky
relations.
The paper is organized as follows: In Section 2 we show how to reduce
the proof of the theorem to slightly stronger claims on a specific curve: as
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in [L2] most of the proof is done by specializing to one curve; in the case at
hand Wiman curve W 160.
Sections 3, 4 and 5 form the bulk of the algebro-geometric part of the
paper. In Section 3 we recall the definition of Wiman curve W 160, and
concretely describe a set of 160 theta characteristics on it, in the remainder
of the paper we carefully analyze these theta characteristics. In Section 4
we give partial description of the intersections of pairs of points in the set of
160 theta characteristics we found with the Steiner systems of the curve: we
show that these pairs intersect exactly 510 out of the 1023 Steiner systems,
and compute the sizes of the intersections. In Section 5 we decompose the
second symmetric tensor of the canonical system of W 160 to irreducible
representation of its automorphisms group. The most immediate gain is a
natural decomposition of the space of quadrics in the canonical system to a
direct sum of I2(W
160) and H0(2KW 160).
In Section 6 we show how to produce a certified numerical proof that a
given sum of four theta characteristics on W 160 is not 2-canonical. In a nut-
shell, we show how to certify that all the non trivial quadrics in H0(2KW 160)
– considered as the orthogonal complement of I2(W
160) – are bounded away
from zero on the sum of the theta characteristics at hand. We note that
while certified numerical arguments are not new to algebraic geometry (see
e. g. [BST], [HS], and the bertini package), they usually deal with a
harder case of assuring the existence of a true zero in the neighborhood of
an approximately computed one. The approach we take is closer in spirit to
e.g. [OS]; we simply bound values away from zero.
Finally, in Section 7 we connect the results from Section 6 with actual nu-
merical error bounds, tie it with the computation of Section 4 to completely
describe the intersections of pairs of theta characteristics found in Section 3
with all Steiner systems; then use the decomposition into irreducible repre-
sentations from section 5 to produce a certificate for the numerical compu-
tation of the dimension of the intersection in Theorem 1.1. We also provide
a witness (in the proof theoretic sense), which can be verified by s relatively
small number of “traditional” matrix rank computation over a bi-quadratic
extension of the rational numbers. It is important to note that the computer
program accompanying this paper, and described in Section 7 is an integral
part of this paper.
Sadly, unlike the theorem itself, which the present author conjectures
generalizes to higher genera, it is hard to see how the proof technique from
this paper and from [L2] will generalize to genera higher than 6; in genus 6
the obvious candidate if one wants to attempt a similar proof technique is
some curve along the Wiman-Edge pencil (see [DFL]).
Acknowledgments. The author would like to thanks T. Celik and A.
Kulkarni for many useful remarks they gave on an early draft of this pa-
per.
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2. Proving the general result by specialization
2.1. Definition (Steiner spaces). We set VC := H
0(O|KC |∗(2)), and denote
the map H0(O|KC+α|∗(2))→ H0(2KC) by i, the projection VC → H0(2KC)
by p, and the pre-image p−1iH0(O|KC+α|∗(2)) ⊂ VC by VC,α (the authors
of [CKRN] suggested to the present author to name VC,α Steiner spaces).
Finally, we denote the projectivization of a space by P.
We want to reduce Theorem 1.1, which is stated for a generic curve, to a
somewhat stronger claim about a single specific curve. To this end we use
a standard degeneration argument:
2.2. Lemma (see e.g. Corrolary 7 from [L2]). Let V/X be a vector bun-
dle over a base X, and let V1, . . .Vn be sub-bundles of V. Then the func-
tion dim〈V1|x, . . . ,Vn|x〉 is lower semi-continuous on X, and the function
dim(∩ni=1Vi|x) is upper semi-continuous on X.
Armed with the lemma we now prove the following reduction:
2.3. Proposition. To prove Theorem 1.1 it suffices to exhibit one curve C0
and a set A ⊂ JC0[2]r {0} so that
dim span({q{θ,θ+α}}θ∈ΣC0,α) = 13, for all α ∈ A,
and
dim∩α∈Aspan({q{θ,θ+α}}θ∈ΣC0,α) = 3
Proof. It is clear from Definition 2.1 that VC,α ⊃ span({q{θ,θ+α}}θ∈ΣC,α),
and that dimVC,α ≤ dim Sym2H0(KC + α) + dim IC(2); thus to prove that
VC,α and span({q{θ,θ+α}}θ∈ΣC,α) are equal it suffices to show that for the
curve C0:
dim span({q{θ,θ+α}}θ∈ΣC0,α) = dim Sym2H0(KC0 + α) + dim IC0(2)
=
(
dimH0(KC0 + α) + 1
2
)
+ (dim Sym2H0(KC0)− dimH0(2KC0))
=
(
4 + 1
2
)
+
(
5 + 1
2
)
− (4(5− 1)− (5− 1)) = 13.
The claim now follows from Lemma 2.2 
3. Odd theta characteristics of Humbert & Wiman curves
We start this section with the classical definition of Humbert curves, and
then move in 3.7 to the Wiman curve, which is a special case, with a large
automorphisms group.
3.1. Proposition-Definition (Humbert’s curves, originally defined in [H];
reference’s here are to exercise numbers in [ACGH], VI exercise batch F,
although most of the material goes either to Humbert ot to [E]; for an alter-
native to presentation to [ACGH], see [V]). Assume C is a non hyperelliptic
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genus 5 curve, then C sits on a smooth quadric if and only if is it is non
trigonal (see exe. 1, 2).
From here on assume that C is non hyperelliptic and non-trigonal. and
denote by Γ ⊂ |IC(2)| the locus of quadrics of rank ≤ 4, and by Γ′ the locus
of quadric of rank ≤ 3. Then the following properties hold:
• Γ is a plane quintic with no multiple components and at most ordi-
nary nodes, which are exactly Γ′ (see exe. 4)
• The map χ : W 14 (C)→ Γ defined by D 7→ P(Tangent coneDW 14 (C))
is a double cover, branched over Γ′. Specifically, W 14 (C)sing = {D ∈
W 14 (C) : 2D = KC} (see exe. 5, 6, 7).
• W 14 (C) is irreducible if and only if Γ is (see exe. 10).
• If C → E is a bielliptic double cover, then there is a component Σ
of W 14 (C) corresponding to the g
1
2s on E. These components project
to line components on Γ, and vice-verse. (see exe. 11, 12)
• C has five bi-elliptic pencils if and only if it has 10 semi-canonical
pencils, if and only if, after a suitable change of coordinates – called
diagonalization – |IC(2)| is spanned by three quadrics of the form
Qα =
∑4
i=0 λα,ix
2
i . (see exe. 13, 14). These are called Humbert
curves.
3.2. Notation. Let C be a Humbert curve, and assume diagonalized co-
ordinates on the canonical system. Taking indices modulo 5, denote the
semi-canonical pencil of the form ax2i−1 + bx
2
i + cx
2
i+1 by Qi, and the semi-
canonical pencil of the form ax2i−2 + bx
2
i + cx
2
i+2 by Q
′
i. Denote the five
double elliptic covers by pii : C → Ei. We will identify Pic2Ei with its im-
age in W 14 (C). Denote the points representing Qi, Q
′
i on Γ
′ ⊂ Γ ⊂ IC(2) by
[Qi], [Q
′
i]. Note that χ(Pic
2Ei)∩Γ′ = {[Qi+1], [Qi−1], [Q′i−2], [Q′i+2]}. Denote
βi := χ
−1[Q′i+2]− χ−1[Q′i−2], αi := χ−1[Q′i+2]− χ−1[Qi−1].
3.3. Proposition. Consider αi, βi as points on Pic
2Ei ⊂ W 14 (C), then any
curve isomorphism Pic2Ei → Ei, induces the same natural isomorphism
Pic0(Pic2E) = Pic0E. Moreover, this isomorphism takes α, βi to distinct
non-trivial points in PicEi[2]
Proof. The first claim follows since for any elliptic curve we have Pic0E ∼=
E as curves. As for the second claim, they are differences between one
ramification point under χ, and two other ramification points. 
3.4. Proposition (The kernel of the map
∏
Ei → JC). The map
∏
JEi →
JC is a degree 25 isogeny of principally polarized Abelian varieties, whose
kernel is generated by {βi−αi+1−αi−1}5i=1, where the indices are taken mod
5.
Proof. The inverse image of the point (e0, e1, e2, e3, e4) ∈
∏
Pic1Ei under
the map PicC → ∏i PicEi is ∏pi∗i ei. Hence the map JC → ∏ JEi is of
degree 25, hence so is the dual map
∏
JEi → JC. We now consider, for a
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given i, the points χ−1[Q′i+2], χ
−1[Q′i−2], χ
−1[Qi]. The differences between
the first two pullbacks is the image of βi under the map
∏
PicEi → PicC,
between the second and the third is the image of αi+1, and between the first
and the third the image of αi−1. Hence, the image of βi+αi+1 +αi−1 under∏
PicEi → PicC is trivial; since βi is a 2-torsion point, this statement is
equivalent to the claim in the Proposition. It remains to show that the span
of the αi is an isotropic group w.r.t. the Weil pairing, which is clear since
they are supported on different components in the product ΠEi. 
3.5. Notation. We identify the αi with their images in Pic
0C[2], and denote
by α′i the unique element whose Weil pairing with αj is non trivial if and
only if j = j′.
3.6. Proposition-Definition (“easy to describe” effective theta character-
istics). Let Ei, Ej be such that χ(Pic
2Ei) ∩ χ(Pic2Ej) = [Ql], then the χ
pullback of [Ql] is the intersection point of Pic
2Ei∩Pic2Ej with multiplicity
2. Denote this intersection point by P , and its pullbacks to Ei, Ej by pij , pji
respectively. Denote by qkij (where k = 1, . . . , 4) the points on Ei = Pic
1Ei
so that 2qkij = pij ; similarly denote by q
k′
ji the points on Ej = Pic
1Ej so that
2qk
′
ji = pji. Then:
2(pi−1i (q
k
ij) + pi
−1
j (q
k′
ji )) = pi
−1
i (pij) + pi
−1
j (pji) = 2θij = KC
Hence (pi−1i (q
k
ij) + pi
−1
j (q
k′
ji )) is an effective theta characteristic.
3.7. Proposition-Definition (Wiman curve W 160). In [W], Wiman dis-
covered a genus 5 curve (denote in [E] by W 160) whose canonical model is
the intersection of the nulls of the quadric forms:
QA :=
4∑
i=0
x2i , QB :=
4∑
i=0
ζix2i , QC :=
4∑
i=0
ζ−ix2i ,
where ζ5 = 1, ζ 6= 1. The automorphisms group of this curve is the semi-
direct product of Z52/Z2, acting by multiplying by −1 each of the coordi-
nates, and the dihedral group D5 acting on the coordinates, generated by
(x0, x1, x2, x3, x4), and (x0, x3)(x1, x2). From now on we assume that the
canonical system of the Wiman curve is endowed with these coordinates.
3.8. Proposition-Definition (The even effective theta characteristics of
W 160). Denote by φ the “golden ratio” (1 +
√
5)/2. W.l.o.g. we can assume
that ζ = exp(2pii/5), in which case
ζ + ζ = φ− 1, ζ2 + ζ2 = −φ.
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We now compute
QB+QC = 2x
2
0 + (ζ + ζ)(x
2
1 + x
2
4) + (ζ
2 + ζ
2
)(x22 + x
2
3)⇒
Q0 :=
φ
φ2 + 1
(QB +QC + φQA) =
φ
φ2 + 1
(
(2 + φ)x20 + (2φ− 1)(x21 + x24)
)
=
φ
φ2 + 1
(
(φ2 + 1)x20 + (φ+ 1/φ)(x
2
1 + x
2
4)
)
= φx20 + (x
2
1 + x
2
4),
Q′0 :=
1
φ− 3(QB +QC − (φ− 1)QA)
=
1
φ− 3
(
(2− (φ− 1))x20 + (−φ− (φ− 1))(x22 + x23)
)
= −x20 + φ(x22 + x23),
where the last equality follows since φ − 3 = 1φ − 2 = 1−2φφ . One gets the
other 8 even effective theta characteristics Qi, Q
′
i, by applying the cyclic
group (which is a subgroup of the symmetry group of the curve) on the
coordinates.
3.9. Proposition. Identify the curve W 160 with its canonical image, and
denote a := 1/
√
φ. Then the effective theta characteristics from 3.6 are
the orbit under the action Z/5Z (on the coordinates, as a subgroup of the
automorphisms group) of the 32 divisors:
(i; 1a; 0; ia, 2) + (i; 1a; 0;−ia, 2) + (i; 3; ia; 0; 4a) + (i; 3;−ia, 0; 4a),
(0; ia; 1; i; 2a) + (0; ia; 1;−i; 2a) + (i; 3; ia; 0; 4a) + (−i; 3; ia; 0; 4a),
where 1, 2, 3, 4 ∈ {−1, 1} are sign choices.
Proof. We find the first type of points by working (in the terminology of
Proposition 3.6) with i, j = 2, 3; i.e. the construction corresponding to
starting with the even theta characteristic corresponding to Q0. Recall that
Pic2E3 is the base of the cone Z(Q0)∩Z(Q′4), whereas Pic2E2 is the base of
the cone Z(Q0) ∩ Z(Q′1). We proceed to find qk32 (and later qk23). We start
by finding the ramification points of the map from Pic2E3 to the base of the
cone Z(Q0):
Assuming x0 = 0 we get
Q0 = 0 and x0 = 0 ⇔ x24 = −x21;
substituting in the equation of Q′4 we get 0 = φx21 + φx22 + x21, and the
ramification points of the map from Pic2E3 to the base of the cone Z(Q0)
are the locus of the trivial x2 discriminant; however the discriminant for x2
is 0 if and only if x1 = x2 = 0, which is non-sensical.
Hence x0 6= 0. Since we work with homogeneous equations, we may choose
x0 6= 0 arbitrarily, we set x20 = −1/φ we get, substituting in Q0:
x24 = 1− x21, ⇒ (substituting x4 in Q′4) : 0 = φx21 + φx22 − (1− x21),
where the discriminant for x2 is 0 when x2 = 0, and then
1 = φ2x21 ⇒ x1 = ±1/φ ⇒ x24 = 1− 1/φ2 = 1/φ.
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To find the pullbacks of these points to C we solve x3 in Q
′
1, giving us
0 = φx23+φ(1−1/φ2)−1/φ2 = φx23+φ(φ/φ2)−1/φ2 = φx23+1/φ⇔ x3 = ±i/φ.
The coordinates written in the statement of the Proposition are projectively
equivalent. To find qk23 we apply the symmetry switching between Q
′
4 and
Q′0; i.e. switching x1, x4 and x2, x3.
As for the other type we consider i, j = 3, 0 (i.e. the construction cor-
responding to starting with the theta character corresponding to Q′4): We
now find the ramification points of the map from E3 to the base of the cone
Z(Q′4). As before, to solve Q′4 = 0 there are two cases: similarly to the case
above, the case where x4 = 0 does not give a ramification point: indeed
assuming x4 = 0 we get 0 = x
2
1 +0+φx
2
0, and the x0 discriminant is 0 if and
only if both are 0. In the other case we set x24 = φ, and then x
2
1 = 1 − x22,
and we have to find when the x0 discriminant of 0 = 1 − x22 + φ + x20 is 0,
which happens when
x0 = 0, x
2
2 = φ
2 ⇒ x21 = −φ.
To find the pullbacks we solve Q3: 0 = φ
2 + φ+ φx23 ⇒ x23 = −φ2. To find
qk
′
03 we apply the symmetry switching Q0 and Q3; i.e. we switch between
x0, x3, and x1, x2. 
3.10. Corollary. The theta characteristic constructed above are odd and
distinct (hence there are 10× 24 of them).
Proof. It is clear that they are effective, distinct among themselves, and
distinct from the (already identified) even effective theta characteristics. 
3.11. Proposition-Definition. By construction, each of the ten 16-tuples
of theta characteristics above is a translate of one of the spaces we now
define:
Vij := PicEi[2]⊕ PicEj [2] = span(αi, αj , βi, βj)
=span(αi, αi−1 + αi+1, αj , αj−1 + αj+1)
In the case where |i− j| = 1, in which case w.l.o.g. i+ 1 = j, the last span
is span(αi, αi−1, αi+1, αi+2). In the second case w.l.o.g i + 2 = j in which
case the span is span(αi, αi−1 + αi+1, αi+2, αi+1 + αi+3).
3.12. Corollary. Recalling Notation 3.5, and taking indices mod 5, the fol-
lowing identities hold in JC[2]:
V ⊥ij =
{
span{α1, . . . α5} ⊕ span(α′i+3) for j = i+ 1
span{α1, . . . α5} ⊕ span(α′i−1 + α′i+1 + α′i+3) for j = i+ 2,
where orthogonality is w.r.t. the Weil pairing.
Proof. The orthogonality to span{α1, . . . α5} is immediate. The orthogonal-
ity of the basis elements to the last element in the respective bases is by
direct verification. 
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3.13. Notation. For each i, j denote by ηij the unique non trivial element
in the projection of V ⊥ij on the second component in the direct sum decom-
position JC[2] = span{αi}5i=1 ⊕ span{α′i}5i=1.
3.14. Corollary. For any i, j, the symplectic pairing of ηij and
∑
i αi is non
trivial.
Proof. There is an odd number of elements among α1, . . . , α5 with which
the pairing is non trivial. 
4. Subsets of Steiner systems on the Wiman curve
4.1. Notation. Denote the set of 160 odd theta characteristics we found by
O160. Denote by Oij the unique translate of Vij into O160.
The main objective of this section is to prove the following:
4.2. Proposition. Assume that A ⊂ (O1604 ) is such that ∀a ∈ O160 r A :∑
θ∈a θ 6= 2KW 160. Let R be the symmetric relation on
(
O160
2
)
defined by
θ1Rθ2 if θ1 ∪ θ2 ∈ A. Further assume that R is transitive and that it has
510 equivalent classes, then R is a partition of
(
O160
2
)
into its intersections
with the Steiner systems of W 160.
For “auxiliary” objectives, and their motivation, see 4.14.
4.3. Recall (see e.g. [D] 5.1 for a detailed overview) that for any curve C,
the set JC[2] is a 2g-dimensional symplectic space over F2 w.r.t. the Weil
pairing, and that the set of theta characteristics of C, together with θ 7→
h0(θ) mod 2, and with the addition action of JC[2] on theta characteristics,
is a corresponding affine symplectic space. Further recall that a subspace of
a linear symplectic space L ⊂ V is called isotropic if the symplectic pairing
is trivial on it, and that in this case the symplectic pairing on L induces a
symplectic pairing on L⊥/L.
4.4. Proposition. Let L be a (g−1)-dimensional isotropic subspace in a 2g
dimensional linear symplectic space over F2, then L has a unique translation
in the odd points of a 2g affine symplectic spaces.
Proof. Since L is isotropic, it induces a symplectic pairing on the 2-dimensional
(over F2) symplectic space L⊥/L. Moreover, there is a 1 : 1 correspon-
dence between such spaces and the odd points of an affine space over the
2-dimensional space L⊥/L, of which there is exactly one. 
4.5. Proposition. Let L be a maximal isotropic subspace of a 2g linear sym-
plectic space over F2; let L1, L2 be two distinct g − 1 dimensional subspaces
of L, let l1, l2 be the unique non trivial elements in the images of L1, L2 in
the 4 dimensional symplectic space (L1 ∩ L2)⊥/(L1 ∩ L2), and let l′1, l′2 be
so that l′1 · l2 = 0, l′1 · l1 = 1, l′2 · l2 = 1, l′2 · l1 = 0, where · is the symplectic
pairing induced from the symplectic pairing on the original 2g dimensional
space. Finally, let O1, O2 be the unique translates (per Proposition 4.4) of
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L1, L2 respectively into some affine 2g dimensional symplectic space over F2.
Then {x− y|x ∈ O1, y ∈ O2} is the translate of L by l′1 + l′2. Moreover, each
such difference is realized an equal number of times.
Proof. The pre-image of the unique odd point of the 2 dimensional symplec-
tic space L⊥1 /L1 (resp. L⊥2 /L2) in the 4 dimensional symplectic space (L1 ∩
L2)
⊥/(L1 ∩L2) under the natural projection is the pair {l1 + l′1 + l2, l1 + l′1}
(resp. {l2 + l′2 + l′1, l2 + l′2}). Hence, the set of differences of these two pairs
is the translate by l′1 + l′2 of the set {0, l1, l2, l1 + l2}, which is the image of
L in the quotient space (L1 ∩L2)⊥/(L1 ∩L2) under the quotient map. The
claim about the identity of the translates follows. The claim about the the
number of representative for each difference being equal follows from the
fact that the computations above were done in a quotient vector space. 
4.6. Corollary. Taking indices mod 5, and assuming {i, j} 6= {i′, j′}, the
difference set Oij − Oi′j′ lies is the translate of span{αi}5i=1 by ηij + ηi′j′,
where each element in appears 8 times as a difference.
Proof. This follows from Corollary 3.14 and Proposition 4.5 
.
4.7. Notation. Denote
γIk := α
′
k + α
′
k+1, γ
II
k := α
′
k + α
′
k+2, γ
III
k := (
∑
m
α′m)− α′k,
where we take indices modulo 5.
4.8. Proposition. Taking indices mod 5, and assuming {i, j} 6= {i′, j′}, the
sum ηij + ηi′j′ equals to:
• if j = i+ 1, j′ = i′ + 1 (and w.l.o.g. i′ − i ∈ {1, 2} mod 5),
αi+3 + αi′+3 =
{
γIi for i
′ = i+ 1
γIIi for i
′ = i+ 2
,
• if j = i+ 2, j′ = i′ + 2, (and w.l.o.g. i′ − i ∈ {1, 2} mod 5),
α′i−1 + α
′
i+1 + α
′
i+3 + α
′
i′−1 + α
′
i′+1 + α
′
i′+3 =
{
γIi for i
′ = i+ 2
γIIIi for i
′ = i+ 1,
• if j = i+ 1, j′ = i′ + 2,
α′i+3 +α
′
i′−1 +α
′
i′+1 +α
′
i′+3 =

γIi′+3 for i+ 3 = i
′ + 1
γIIi′−1(resp γ
II
i′+3) for i+ 3 = i
′ + 3 (resp. i′ − 1)
γIIIi′ (resp γ
II
i′+2) for i+ 3 = i
′ + 2 (resp. i′)
Proof. the representation as a sum of α• and α′• follows from the definition of
the ηij in Notation 3.13; the representation as γ
•◦ follows from their definition
in Notation 4.7. 
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4.9. Proposition. The difference set Oij −Oij is Vij, where each difference
is represented #Vij times; hence the difference set in
(Oij
2
)
is Vijr{0}, where
each difference is represented #Vij/2 times.
Proof. The first part holds since Oij − Oij = Vij − Vij , and Vij is a vector
space; the second part follows from symmetry. 
4.10. Notation. Denote
γIk :=αk + αk+1, γ
II
k := αk + αk+2, γ
III
k := (
∑
i
αi)− αk,
γIVk :=(
∑
i
αi)− γIk, γVk := (
∑
i
αi)− γIIk ,
where we take indices modulo 5.
4.11. Remark. The orbit of each of the γ•k (where • = I, II, II, IV or
V ) under either the automorphisms group of C, or its index 2 subgroup
generated by the rotations and sign changes on the coordinates, is the set
{γ•k′}5k′=1. Moreover, the analog property holds for αk.
Proof. These groups act on the αk via the action of dihedral group and the
cyclic group on the indices, respectively. Since
∑
i αi is fixed by these two
groups it suffices to prove the claim for γIk, γ
II
k , αi, and for these types the
claim is immediate. 
4.12. Proposition. Taking indices modulo 5, the following equalities hold:
Vi,i+1 ={0, γIi , γIi+1, γIi+4, γIIi , γIIi+2, γIIi+4, γIIIi+3, γIVi+3, γIVi+2, γVi+3, γVi+1} ∪ {αj}j 6=i+3,
Vi,i+2 ={0, αi, αi+2, γIi+3, γIIi−1, γIIi , γIIi+1, γIIIi+1, γIIIi−1, γIIIi+3, γVi , γVi+2} ∪ {γIVj }j 6=i+3.
Proof. We write all the elements of Vij in two cases, and translate them
using Notation 4.10 
4.13. Proposition. The set of differences between pairs of distinct elements
of O160 is (
∑
i αi)
⊥ r {0,∑i αi}.
Proof. In Propositions 4.8, 4.9 we showed that
∪{i,j}6={i′,j′}Oi,j −Oi′,j′ =
(∑
i
αi
)⊥
r span({αi}i)
whereas in 4.12 we showed that
∪{i,j}Oi,j −Oi,j = span({αi}i)r {(
∑
i
αi), 0}.

4.14. Sadly, this is as far as the present author managed to proceed with the
non-numerical computation of the Steiner system. It is important to note
that the requirement for the certification of the numerical part is Proposition
4.13, which is somewhat weaker than the enumerative parts of Propositions
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4.8 and 4.9; we use the later ones, as well as Corollary 4.11, for verification
purposes (see 7.9).
Proof of Proposition 4.2. By the definition of A, no members of two equiv-
alence classes of R are in the same Steiner system. Moreover, since by
Proposition 4.13
(
O160
2
)
has representatives in 510 Steiner systems, non of
the equivalent classes can break into Steiner systems. 
5. The irreducible representations of the space of quadrics of
the canonical system of the Wiman curve
5.1. Proposition. Taking indices mod 5, The decomposition of H0(2KW 160)
into irreducible representations of (Z/2)5 oD5 (where the kth copy of Z/2
acts by xk 7→ −xk) is
span({xjxj+1}5j=1), span({xjxj+2}5j=1), span(
∑
j
x2j ),
span(
∑
j
eipi/5x2j ,
∑
j
e−ipi/5x2j ), span(
∑
j
e2ipi/5x2j ,
∑
j
e−2ipi5x2j ).
Moreover, all these representations are not isomorphic; not even as projec-
tive representations.
Proof. Taking indices modulo 5, k ∈ {1, 2} and given a non trivial vector v in
span{xjxj+k}5j=1, assume that the coefficient in of xmxm+k in v is non zero,
then the sum of v with its image under xm−1 7→ −xm−1, xm+k+2 7→ −xm+k+2
is twice this coefficient times xmxm+k, and the orbit of this element under
the group spans span{xjxj+k}5j=1.
To show that these two irreducible representations (for k = 1, 2) are not
isomorphic, we consider the decomposition to −1, 1 eigen-spaces under the
action of x0 7→ −x0, x2 7→ −x2. Indeed we see that these decomposition are
span{xjxj+1}5j=1 =span{xj−1xj}3j=0 ⊕ spanx3x4,
span{xjxj+2}5j=1 =span{x3x0, x2x4} ⊕ span{x4x1, x0x2, x1x3},
i.e. thy are not isomorphic.
Finally, The group (Z/2)5 acts trivially on span({x2i }), so for this sub-
space we only have to consider the classical representation theory of dihedral
groups. 
5.2. Corollary. The projectivization of the span of the 3rd and 4th repre-
sentations in Proposition 5.1 is IW 160(2).
Proof. Direct verification. 
6. Certifying a divisor is not two-canonical
6.1. Notation. Denote the Steiner systems of C0 := W
160
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The object of this section is to provide a certification algorithm for a di-
visor in Div16(C0) to be non two-canonical, with some assumption on the
maximal multiplicity it incurs (specifically, we deal with all cases with mul-
tiplicity at most 3). By “describing the algorithm” we mean a combination
of three things: we review all the approximate computations need to be car-
ried out, give bounds on how accurate they have to be, and finally describe
how to perform the computations.
From here on we identify all the fibers of the tangent bundle of the linear
space H0(KC0)
∗ with the tangent space at 0, which is itself isomorphic to
H0(KC0)
∗.
6.2. Lemma. Let p˜ ∈ H0(KC0)∗ be a pullback of some point p ∈ C0, with a
trivial coordinate j. Then the pullback of the tangent TpC0 to H
0(KC0)
∗ is
linearly spanned by two vectors:
• The vector conj(p˜), which spans the direction of the fiber of H0(KC0)∗ →
|KC0 |∗ over p,
• and the vector whose only non trivial coordinate is j, which is unitary
orthogonal to it.
Proof. The fiber of the projection H0(KC0)
∗r{0} → |KC0 |∗ over p is {tp˜|t ∈
C}. Hence, if f is a homogeneous function on H0(KC0)∗ such that f(p˜) = 0,
then
0 =
d
dt
f(tp˜)|t=1 = 〈∇f(p˜), conj(p˜)〉.
Specifically, this holds for f = Qk.
As for the vector whose only non trivial entry is j, note that since all the
Qk are of the form
∑
aix
2
i – i.e. diagonalized – their gradients are of the
form
2(a0x0, a1x1, a2x2, a3x3, a4x4);
specifically, their j coordinate is trivial.
The orthogonality claim is immediate. 
6.3. Proposition-Definition. Let p, p˜, j as in Lemma 6.2 above. Let ui be
some basis for∇Qi(p), and let f be a homogeneous polynomial on H0(KC0)∗
so that ∇f = ∑i λiui. Define the Lagrangian L(xk, λi) := f −∑m λmum,
then f has a triple 0 on C0 at p if and only if the j, j entry of the partial
Hessian HessxiL is 0.
Proof. We use a very slight modification of the bordered Hessian argument
used in optimization: Let r(t) be an analytic function form the unit disc
in C to H0(KC0)∗, so that r(0) = p˜, and r(t) projects to C0 under the
projectivization map. Denote the gradient of r(t) by v, then applying the
chain rule we have
d
dt2
f(r(t)) = vT ·Hessxf · v +∇f · r′′(0),
where −T denote the transpose, and · denotes the coordinate-wise product
(and not the unitary bi-linear form, i.e. there is no conjugation involved).
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Likewise we get:
d
dt2
ui(r(t)) = v
T ·Hessxui · v +∇ui · r′′(0).
Since ∇f = ∑i λiui, we now have
d
dt2
f(r(t)) = vT
(
Hessxf −
∑
i
λiHessui
)
v = vTHessxL · v.
Hence the function f has a triple 0 at p if and only if the right hand side of
the above equation is 0, where v is a pullback of TpC0, which is orthogonal
to the fiber of H0(KC0)
∗ → |KC0 |∗. By Lemma 6.2, we are done. 
6.4 (Efficient computation of the j, j coefficient of the Hessian, given ∇f).
In the notations of Proposition 6.3, taking indices modulo 5, we need to
compute the value of the j, j entry of
∑
i λiHessui|p:
We may pick for ui any basis of the tangent space, specifically we can
take Qj−1, Qj , Qj+1. We now have to solve the equation
∇f = λ0∇Qj−1 + λ1∇Qj + λ2∇Qj+1.
Recalling that Qk = x
2
k−1 + φx
2
k + x
2
k+1 (for k = 0, . . . , 5), we see that only
Qj−1 (resp. Qj+1) is contributing to the j − 2 (resp j + 2) entry of the
gradient. Hence, λ0 (resp. λ2) is the j− 2 (resp. j + 2) entry of ∇f divided
by 2 times the j − 2 (resp j + 2) entry of p.
In a similar manner, we see that λ1 can be expressed either as the j − 1
coefficient of ∇f divided by 2 times the j − 1 coefficient of p, minus φλ0, or
as the j + 1 coefficient of ∇f divided by the 2 times the j + 1 coefficient of
p, minus φλ2.
6.5. Proposition. Endow Sym2H0(KC0) with the complex vector norm com-
ing from taking the monomial basis on the xi’s. Let q ∈ Sym2H0(KC0) be
a quadric which does not vanish identically on C0, Let D ∈ Div16(C0) be
the intersection divisor of Z(q) and the canonical model of C0. Assume
p ∈ A5 r {0} is a representative of some point in D ⊂ |KC0 |∗ ∼= P4, and let
p′, q′ be such that ||p− p′|| < , ||q − q′|| < δ, then the following properties
hold:
(1) ||q′(p′)|| ≤ 15 ((||p||+ )2(||q||+ δ)− ||p||2||q||).
(2) If p is a double point of D, then the norm of the unitary projection
of ∇q′(p′) on the unitary complement of span{∇Qj(p)}j is bounded
by 25 ((||p||+ )(||q||+ δ)− ||p|| · ||q||).
(3) If p is a triple point of D, and j, λi are as in 6.4, and let λ
′
i be γ
approximations of the Qj−1, Qj , Qj+1 coefficients of the projection of
q′(p′) on span{∇Qk(p)}, then the norm of Hess(q′)−
∑2
i=0 λiHessQj−1+i
at then diagonal entry j, j is bounded by
2δ + 6φγ + 50 ((||p||+ )(||q||+ δ)− ||p|| · ||q||) .
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Proof. Denote the coordinates of q, q′ by qik, q′ik, and the coordinates of p, p
′
by pi, p
′
i. As for the claim 1, observe that q
′(p′) − q(p) = ∑i≤k(q′ikp′ip′k −
qikpipk), and apply the triangle inequality.
Denote the unitary projection on the unitary complement of span{∇Qj(p)}j
by P⊥. By Lagrange multipliers, P⊥∇q = 0. Moreover, the projection of
the ith component of ∇q′(p′)−∇q(p) is given by
P⊥
(∑
k
q′ikp
′
k −
∑
k
qikpk
)
= P⊥
(∑
k
(q′ikp
′
k − qikpk)
)
.
As before, we now apply the triangle inequality; summing the results over
the five is, this proves claim 2.
Finally, denote by {λ′′i }2i=0 the Qj−1, Qj , Qj+1 coefficients of P⊥
∑
k q
′
ikp
′
k.
we have to bound the norm of the j, j entry of the 5× 5 matrix
(Hess(q′)−
2∑
i=0
λ′iHess(Qj−1+i))
=(Hess(q′)−
2∑
i=0
λ′iHess(Qj−1+i))− (Hess(q)−
2∑
i=0
λiHess(Qj−1+i))
=Hess(q′ − q)−
2∑
i=0
((λ′i − λ′′i ) + (λ′′i − λi))HessQj−1+i.
=Hess(q′ − q)−
2∑
i=0
(λ′i − λ′′i )Qj−1+i.−
2∑
i=0
(λ′′i − λi)HessQj−1+i.
We will now bound the norm of each of these three terms separately. As for
the first term any entry of Hess(q′ − q) is of norm < 2δ. Similarly, for the
second term, we note that all entries of Qm are of norm < φ, so any entry
of HessQm is of norm < 2φ. Likewise, Finally, to bound the third term we
note that
||
2∑
i=0
(λ′′i − λi)∇Qj−1+i|| < ||∇q′(p′)−∇q(p)||,
and that Qm are diagonal quadric form, so up to a factor of 2 this is also the
bound on the Hessian of the sum. Hence, any entry of the difference above
is bounded by 2(δ+3(φγ+ ||∇q′(p′)−∇q(p)||)), and we have already bound
the last term in the proof of claim 2. Hence, by Proposition-Definition 6.3,
we have proved claim 3 
Having answered the “what we have to compute” and “how accurate do
we have the compute” questions, We now move to the “how do we compute”
questions:
6.6. Proposition. Assuming {pi}ni=1 are representatives of of points in P4
(note that we now use pi to denote a point and not a coordinate of a point,
we hope that the meaning here and elsewhere is clear from the context),
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let M15 be the n × 15 matrix whose rows are the degree 2 monomials in
the coordinates of the points. Let M15 = U15D15V
†
15 be the singular value
decomposition M15, then the rows of V
†
15 corresponding to 0 singular value
– considered as quadrics over P4 in lexicographic basis – span the quadrics
which are trivial on all the pis.
Proof. the right kernel of M15 is the set of enveloping quadrics of the points,
expressed in lexicographic basis. 
6.7. Corollary. Let M be the projection of M15 on the space orthogonal
– per Proposition 5.1 and Corollary 5.2 – to IC0(2), and let M = UDV
†
be the singular value decomposition M , then the rows of V † corresponding
to 0 singular value – considered as quadrics over P4 in lexicographic basis
– span the two canonical quadrics which are trivial on all the pis, and are
orthogonal (in representation theoretic sense) to IC0(2).
Proof. This follows from Corollary 5.2. 
6.8. Remark (effective computation of gradient of a quadric). Recall that
if q =
∑
k,k′ qkk′xkxk′ is a quadric form as above, then the kth coordinate of
∇q|p is 2qkkpk +
∑
k′ 6=k qkk′p
′
k.
6.9. Corollary. Let q =
∑k1
i=1 λiqi be a sum of quadrics represented by the
kernel columns in Proposition 6.6, such that the double points of Z(q) ∩ C0
are supported on points in P4 represented by {pj}n2j=1 ⊂ C5. Let M2 be the
2n2× k1 block matrix, whose 2× k1 blocks are the dot products of the ∇qi|pj
– computed as in Remark 6.8 above – with the two vectors from Lemma 6.2,
evaluated at pj, and let M2 = U2D2V
†
2 be the singular value decomposition
of M2, then M2 has a 0 singular value, and {λi} is in the span of the rows
of V † corresponding to the 0 values.
Proof. This follows from part 2 in Proposition 6.5, and from the computation
of the tangent space in Lemma 6.2. 
6.10. Remark. The converse of Proposition 6.5 is not necessarily correct
even when D is the sum of four theta characteristics in
(
O160
4
)
and for , δ = 0.
Namely, one cannot use the opposite inequalities to deduce that the sum
of four theta characteristics in
(
O160
4
)
is 2KC0 . The argument is simply
insufficient if the four theta characteristics share a common point, and the
“tests” for single, double, and triple multiplicity all pass.
The usage of the results of Corollary 6.9 as an “input” for 6.4 makes
things even worse in this respect: it assumes a one dimensional space of
solutions.
Luckily for us, the combination of Propositions 6.5 and 4.2 show that
one can substitute exact computation in a specific case by approximate
computation in many cases.
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7. Certified numeric proof of the main theorem
7.1 (floating point representation and operations accurate). We represent
float point numbers using IEEE-754 double accuracy which has 52 bits
mantissa; i.e. representation accuracy of 2−53 ∼ 1.11 · 10−16. IEEE-754
guarantees at most half a bit error (i.e. 2−53 multiplicative error) for each
multiplication, addition, or subtraction.
7.2 (Bounding the accuracy of SVD). All the SVD decomposition we use
are accurate in the following sense: Let A be a matrix which occurs in our
program (described below), for which we compute the SVD (these matrices
sizes are at most 12×16 in Corollary 6.7, at most 8×16 in Corollary 6.9, and
at most 15×48 in verifying Corollary 5.2). Denote the output of the floating
point SVD by U,D, V , then all the entries of UU †− Id, V V †− Id are 10−14
away from 0, and all the entries of UDV †−A are 3 · 10−14 away from 0, up
to the accuracy of the multiplication, addition, and subtraction operations
describe in 7.1. See the function VerifiedZSVD in the accompanying code.
7.3 (Using the symmetry the automorphism group). One may use the sym-
metry group of the curve acting on the theta characteristics to save com-
putations. Using the entire group is somewhat tricky from a computational
point of view as the decomposition series has three terms, however, using
just the semi-direct product of the bi-elliptic involutions and the rotations
on the coordinates is reasonably easy: It is an index two subgroup of the au-
tomorphisms group, and has a two term decomposition series. This is what
we do in practice; see the functions group_mul and group_act_on_theta
in the accompanying code.
7.4. Notation. Let j, k be natural numbers; denote by jk the remainder
from division by 2 of the integer division of j by 2k. (read: the kth bit of j).
For natural J < 40, let q, j be the integer quotient and remainder of J by 8,
and denote by ptJ the rotation to the right by q of (ij0a; j1; ij2; a; 0) ∈ P4. de-
note a theta characteristic comprised of pta, ptb, ptc, ptd by P[a, b, c, d].
Once we enumerate theta characteristics in Proposition-Definition 7.5 be-
low, we denote a set of theta characteristics whose numbers are a, b, c, . . . by
[a,b,c,...].
7.5. Proposition-Definition. The following list is an enumeration of the
theta characteristics of O160:
In the group Aut(C0) orbit of q
•
30:
0:P[8, 12, 37, 39] 1:P[9, 13, 33, 35] 2:P[10, 14, 32, 34] 3:P[11, 15, 36, 38]
4:P[5, 7, 16, 20] 5:P[1, 3, 17, 21] 6:P[0, 2, 18, 22] 7:P[4, 6, 19, 23]
8:P[13, 15, 24, 28] 9:P[9, 11, 25, 29] 10:P[8, 10, 26, 30] 11:P[12, 14, 27, 31]
12:P[21, 23, 32, 36] 13:P[17, 19, 33, 37] 14:P[16, 18, 34, 38] 15:P[20, 22, 35, 39]
16:P[0, 4, 29, 31] 17:P[1, 5, 25, 27] 18:P[2, 6, 24, 26] 19:P[3, 7, 28, 30]
20:P[8, 12, 36, 38] 21:P[9, 13, 32, 34] 22:P[10, 14, 33, 35] 23:P[11, 15, 37, 39]
24:P[4, 6, 16, 20] 25:P[0, 2, 17, 21] 26:P[1, 3, 18, 22] 27:P[5, 7, 19, 23]
28:P[12, 14, 24, 28] 29:P[8, 10, 25, 29] 30:P[9, 11, 26, 30] 31:P[13, 15, 27, 31]
32:P[20, 22, 32, 36] 33:P[16, 18, 33, 37] 34:P[17, 19, 34, 38] 35:P[21, 23, 35, 39]
36:P[0, 4, 28, 30] 37:P[1, 5, 24, 26] 38:P[2, 6, 25, 27] 39:P[3, 7, 29, 31]
40:P[8, 12, 33, 35] 41:P[9, 13, 37, 39] 42:P[10, 14, 36, 38] 43:P[11, 15, 32, 34]
44:P[1, 3, 16, 20] 45:P[5, 7, 17, 21] 46:P[4, 6, 18, 22] 47:P[0, 2, 19, 23]
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48:P[9, 11, 24, 28] 49:P[13, 15, 25, 29] 50:P[12, 14, 26, 30] 51:P[8, 10, 27, 31]
52:P[17, 19, 32, 36] 53:P[21, 23, 33, 37] 54:P[20, 22, 34, 38] 55:P[16, 18, 35, 39]
56:P[0, 4, 25, 27] 57:P[1, 5, 29, 31] 58:P[2, 6, 28, 30] 59:P[3, 7, 24, 26]
60:P[8, 12, 32, 34] 61:P[9, 13, 36, 38] 62:P[10, 14, 37, 39] 63:P[11, 15, 33, 35]
64:P[0, 2, 16, 20] 65:P[4, 6, 17, 21] 66:P[5, 7, 18, 22] 67:P[1, 3, 19, 23]
68:P[8, 10, 24, 28] 69:P[12, 14, 25, 29] 70:P[13, 15, 26, 30] 71:P[9, 11, 27, 31]
72:P[16, 18, 32, 36] 73:P[20, 22, 33, 37] 74:P[21, 23, 34, 38] 75:P[17, 19, 35, 39]
76:P[0, 4, 24, 26] 77:P[1, 5, 28, 30] 78:P[2, 6, 29, 31] 79:P[3, 7, 25, 27]
, and in the group Aut(C0) orbit of q
•
32:
80:P[24, 25, 34, 37] 81:P[28, 29, 32, 39] 82:P[30, 31, 33, 38] 83:P[26, 27, 35, 36]
84:P[2, 5, 32, 33] 85:P[0, 7, 36, 37] 86:P[1, 6, 38, 39] 87:P[3, 4, 34, 35]
88:P[0, 1, 10, 13] 89:P[4, 5, 8, 15] 90:P[6, 7, 9, 14] 91:P[2, 3, 11, 12]
92:P[8, 9, 18, 21] 93:P[12, 13, 16, 23] 94:P[14, 15, 17, 22] 95:P[10, 11, 19, 20]
96:P[16, 17, 26, 29] 97:P[20, 21, 24, 31] 98:P[22, 23, 25, 30] 99:P[18, 19, 27, 28]
100:P[24, 25, 35, 36] 101:P[28, 29, 33, 38] 102:P[30, 31, 32, 39] 103:P[26, 27, 34, 37]
104:P[3, 4, 32, 33] 105:P[1, 6, 36, 37] 106:P[0, 7, 38, 39] 107:P[2, 5, 34, 35]
108:P[0, 1, 11, 12] 109:P[4, 5, 9, 14] 110:P[6, 7, 8, 15] 111:P[2, 3, 10, 13]
112:P[8, 9, 19, 20] 113:P[12, 13, 17, 22] 114:P[14, 15, 16, 23] 115:P[10, 11, 18, 21]
116:P[16, 17, 27, 28] 117:P[20, 21, 25, 30] 118:P[22, 23, 24, 31] 119:P[18, 19, 26, 29]
120:P[24, 25, 33, 38] 121:P[28, 29, 35, 36] 122:P[30, 31, 34, 37] 123:P[26, 27, 32, 39]
124:P[1, 6, 32, 33] 125:P[3, 4, 36, 37] 126:P[2, 5, 38, 39] 127:P[0, 7, 34, 35]
128:P[0, 1, 9, 14] 129:P[4, 5, 11, 12] 130:P[6, 7, 10, 13] 131:P[2, 3, 8, 15]
132:P[8, 9, 17, 22] 133:P[12, 13, 19, 20] 134:P[14, 15, 18, 21] 135:P[10, 11, 16, 23]
136:P[16, 17, 25, 30] 137:P[20, 21, 27, 28] 138:P[22, 23, 26, 29] 139:P[18, 19, 24, 31]
140:P[24, 25, 32, 39] 141:P[28, 29, 34, 37] 142:P[30, 31, 35, 36] 143:P[26, 27, 33, 38]
144:P[0, 7, 32, 33] 145:P[2, 5, 36, 37] 146:P[3, 4, 38, 39] 147:P[1, 6, 34, 35]
148:P[0, 1, 8, 15] 149:P[4, 5, 10, 13] 150:P[6, 7, 11, 12] 151:P[2, 3, 9, 14]
152:P[8, 9, 16, 23] 153:P[12, 13, 18, 21] 154:P[14, 15, 19, 20] 155:P[10, 11, 17, 22]
156:P[16, 17, 24, 31] 157:P[20, 21, 26, 29] 158:P[22, 23, 27, 28] 159:P[18, 19, 25, 30]
Proof. This is the content of the function fill_odd_theta in the accompa-
nying code. It applies the group action as in 7.3 on the odd theta charac-
teristics we got in Proposition 3.9. 
7.6. Theorem. Then intersections of
(
O160
2
)
with Steiner system are distinct
(Z/2)4 o Z/5 orbits of the sets below:
Orbits of size 5 of the following 3 sets of 48 pairs:
{[0,41],[1,40],[2,43],[3,42],[12,72],[13,73],[14,74],[15,75],[16,19],[17,18],[20,61],[21,60],
[22,63],[23,62],[32,52],[33,53],[34,54],[35,55],[36,39],[37,38],[56,59],[57,58],[76,79],[77,78],
[80,103],[81,102],[82,101],[83,100],[84,124],[85,125],[86,126],[87,127],[92,93],[94,95],
[104,144],[105,145],[106,146],[107,147],[112,113],[114,115],[120,143],[121,142],[122,141],
[123,140],[132,133],[134,135],[152,153],[154,155]}
{[0,40],[1,41],[2,42],[3,43],[8,70],[9,71],[10,68],[11,69],[12,14],[13,15],[16,17],[18,19],
[20,60], [21,61],[22,62],[23,63],[28,50],[29,51],[30,48],[31,49],[32,34],[33,35],[36,37],
[38,39],[52,54],[53,55],[56,57],[58,59],[72,74],[73,75],[76,77],[78,79],[88,149],[89,148],
[90,151],[91,150],[92,152],[93,153],[94,154],[95,155],[108,129],[109,128],[110,131],
[111,130],[112,132],[113,133],[114,134], [115,135]}
{[0,20],[1,21],[2,22],[3,23],[8,31],[9,30],[10,29],[11,28],[40,60],[41,61],[42,62],[43,63],
[48,71],[49,70],[50,69],[51,68],[84,87],[85,86],[88,130],[89,131],[90,128],[91,129],[92,112],
[93,113],[94,114],[95,115],[96,98],[97,99],[104,107],[105,106],[108,150],[109,151],[110,148],
[111,149],[116,118],[117,119],[124,127],[125,126],[132,152],[133,153],[134,154],[135,155],
[136,138],[137,139],[144,147],[145,146],[156,158],[157,159]}
Orbits of size 5 of the following 3 sets of 32 pairs:
{[8,29],[9,28],[10,31],[11,30],[48,69],[49,68],[50,71],[51,70],[80,121],[81,120],[82,123],
[83,122],[84,146],[85,147],[86,144],[87,145],[88,110],[89,111],[90,108],[91,109],[100,141],
[101,140],[102,143],[103,142],[104,126],[105,127],[106,124],[107,125],[128,150],[129,151],
[130,148],[131,149]}
{[4,67],[5,66],[6,65],[7,64],[8,50],[9,51],[10,48],[11,49],[16,38],[17,39],[18,36],[19,37],
[24,47],[25,46],[26,45],[27,44],[28,70],[29,71],[30,68],[31,69],[56,78],[57,79],[58,76],
[59,77],[92,155],[93,154],[94,153],[95,152],[112,135],[113,134],[114,133],[115,132]}
{[8,69],[9,68],[10,71],[11,70],[12,55],[13,54],[14,53],[15,52],[28,49],[29,48],[30,51],[31,50],
[32,75],[33,74],[34,73],[35,72],[80,101],[81,100],[82,103],[83,102],[92,135],[93,134],[94,133],
[95,132],[112,155],[113,154],[114,153],[115,152],[120,141],[121,140],[122,143],[123,142]}
Orbits of size 40 of the following 6 sets of 24 pairs:
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{[1,30],[3,70],[4,122],[5,102],[6,103],[7,123],[8,43],[9,21],[23,49],[24,120],[25,100],[26,101],
[27,121],[31,63],[41,48],[61,71],[88,95],[91,133],[93,108],[111,135],[113,150],[115,130],
[129,153],[149,155]}
{[9,117],[10,157],[16,142],[19,121],[29,159],[30,119],[36,141],[39,122],[49,136],[50,96],
[57,102],[58,81],[69,98],[70,138],[77,101],[78,82],[104,153],[105,134],[106,154],[107,133],
[132,147],[135,145],[144,152],[146,155]}
{[1,87],[2,104],[13,122],[14,82],[21,84],[22,107],[33,80],[34,120],[40,127],[43,144],[53,103],
[54,143],[60,124],[63,147],[73,141],[74,101],[88,96],[89,119],[90,99],[91,116],[97,128],
[98,130],[117,131],[118,129]}
{[0,50],[2,10],[11,60],[20,69],[22,29],[28,40],[42,68],[44,82],[45,142],[46,143],[47,83],
[51,62],[64,80],[65,140],[66,141],[67,81],[89,154],[90,112],[92,128],[94,148],[109,152],
[110,114],[131,134],[132,151]}
{[0,44],[1,4],[2,45],[3,5],[6,63],[7,61],[10,142],[11,83],[16,157],[18,97],[30,122],[31,103],
[37,139],[39,119],[46,62],[47,60],[50,82],[51,143],[57,138],[59,118],[70,102],[71,123],
[76,156],[78,96]}
{[10,102],[11,123],[16,138],[18,118],[20,25],[21,65],[22,24],[23,64],[26,40],[27,42],[30,82],
[31,143],[37,156],[39,96],[41,66],[43,67],[50,122],[51,103],[57,157],[59,97],[70,142],[71,83],
[76,139],[78,119]}
Orbits of size 40 of the following 6 sets of 24 pairs:
{[0,9],[2,49],[4,140],[5,80],[6,81],[7,141],[8,62],[20,30],[22,70],[24,142],[25,82],[26,83],
[27,143],[31,42],[40,71],[48,60],[88,134],[91,92],[94,111],[108,132],[112,129],[114,149],
[130,154],[150,152]}
{[4,86],[6,146],[12,31],[13,29],[14,49],[15,51],[16,131],[17,110],[25,104],[27,124],[28,53],
[30,52],[36,151],[37,90],[45,105],[47,125],[48,54],[50,55],[56,111],[57,130],[64,87],[66,147],
[76,91],[77,150]}
{[5,73],[7,33],[14,27],[15,45],[25,54],[32,65],[47,55],[48,104],[49,124],[50,125],[51,105],
[67,72],[68,106],[69,126],[70,127],[71,107],[93,119],[94,157],[97,155],[99,135],[113,117],
[114,159],[132,137],[139,152]}
{[1,131],[2,91],[8,132],[11,155],[21,89],[22,129],[28,135],[31,152],[41,110],[42,150],[49,92],
[50,115],[61,148],[62,108],[69,95],[70,112],[84,119],[85,159],[86,157],[87,117],[104,116],
[105,156],[106,158],[107,118]}
{[4,124],[6,104],[8,33],[9,73],[10,32],[11,72],[16,151],[17,90],[25,146],[27,86],[34,68],[35,70],
[36,131],[37,110],[45,147],[47,87],[56,91],[57,150],[64,125],[66,105],[69,74],[71,75],
[76,111],[77,130]}
{[1,148],[2,108],[8,92],[11,115],[21,110],[22,150],[28,95],[31,112],[41,89],[42,129],[49,132],
[50,155],[61,131],[62,91],[69,135],[70,152],[96,146],[97,125],[98,145],[99,126],[124,137],
[127,139],[136,147],[138,144]}
Proof. The function build_all_steiner in the accompanying computer
program picks a representative a := {θ1, θ2, θ3, θ4} ∈
(
O160
4
)
for each (Z/2)4o
Z/5 orbit (as explained in 7.3), and performs on it the following computa-
tion:
(1) We first runs the function maybe_two_k in the accompanying code:
Let n ≤ 16 be the number distinct points on C0 ⊂ |KC0 |∗ in the
formal sum
∑
θ∈a θ. We compute the n× 12 matrix M from Corol-
lary 6.7, and it’s SVD. The computation errors incurred are the
one coming from evaluating representatives of the points qkij (the
error incurred here is in the floating point representation of
√
φ),
computing the degree 2 monomials of coordinates of said points
which happens in the function fill_pts, decomposing to irreducible
representation as in Proposition 5.1 which happens in the function
irrep_decomp, and finally performing the SVD in Corollary 6.7. For
all the Ms we encounter, the computed singular values of M lie in
[0, 10−14] ∪ [10−2, 103].
(2) Next, if M has a computed singular value in the first segment above,
and if the number of multiple points in
∑
θ∈a θ is some n2 > 0 we run
the function maybe_two_k_at_least_double in the accompanying
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code: Let M2 be the 2n2 × k1 matrix from Corollary 6.9, then we
compute it’s SVD. The computational errors we accumulate on top
of the of the ones from the previous step come from the getting
back from irreducible representations basis to monomial basis in the
function anti_decomp, computation of the gradient as in Remark
6.8 in the function q_grad_at_pt, a dot product of two vectors of
length 5 per Lemma 6.2, and the SVD from Corollary 6.9 itself. For
all the M2s we encounter, the computed singular values of M2 lie in
[0, 10−13] ∪ [10−2, 10].
(3) Finally, If the singular values from 2 are in [0, 10−13], and p is a triple
point in
∑
θ∈a θ, then we run the function maybe_two_k_at_least_triple:
This function performs the verification in Proposition-Definition 6.3,
and in practice the computation in in 6.4. The computational errors
accumulated on top of the ones we already have come from the op-
erations in 6.4, and from a gradient computation as in Remark 6.8.
For all the computations we encounter, the difference corresponding
to the one in 3 in Proposition 6.5 is in the set [0, 10−14]∪ [10−2, 10].
Let A be the set of a’s so that either M has no singular value in the first
segment in 1, or it does but a has double points, and M2 has no singular
value in the second segment in 2, or it does, but the value computed in 3
is in the second segment. Then by Proposition 6.5, and by 7.1 and 7.2, for
all a ∈ A, ∑θ∈a θ 6= 2KC0 . The function build_all_stiener then verifies
that the conditions of Proposition 4.2 holds for A :=
(
O160
4
)
r A. Hence by
Proposition 4.2, the output of build_all_steiner is a partition of
(
O160
2
)
into it’s intersection with the Steiner systems of the curve C0. 
7.7. Proposition. For each of the last 240 Steiner system described in The-
orem 7.6, the space span{q{θ,θ+α}}θC0,α)⊥ is 2 dimensional. The projections
of this space on each of the 1st, 2nd, and 5th representations in Proposition
5.1 are non-trivial, and the projections on the 3rd and 4th representations
is trivial.
Proof. In the function build_vc_alpha_Ic2_perp in the accompanying code
we show – subject as usual to 7.1 and 7.2 – that for all partial Steiner sys-
tems, the singular values of the matrix whose rows are complex norm 1
representative of {q{θ,θ+α}}θC0,α) are in [0, 10−14] ∪ [10−2, 10]. Moreover, in
the function handle_vc_a_plus_ic2_dim_13 we show that for all the 240
partial systems above, 13 of the values are in the second segment. Since the
dimension cannot be bigger than 13, it is exactly 13.
As for the projections on the irreducible representations, it is clear from
Corollary 5.2 that the projections on the 3rd and 4th representations are
trivial. As for the other representations, we project, and compute (numeri-
cally, and subject again to 7.1) the magnitude is in the segment [0.3, 1]. 
7.8. Corollary. The intersection of the 13 dimensional VC0,α is IC0(2).
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Proof. It is orthogonal to the span of union of unitary orthogonal spaces
to the VC0,αs, which, applying the symmetry group and the second part of
Proposition 7.7, is the direct sum of the 1st, 2nd, and 5th representations
from Proposition 5.1 
Proof of the main theorem. Follows from Theorem 7.6, Corollary 7.8 and
Proposition 2.3 
Having proven the main theorem, we now move to some remarks about
implementation details:
7.9 (Why tests for our own code are important, and how we test). From a
falsifiability point of view, a software test can merely prove that the tested
piece of software is wrong, which happens if and when the test fails. Never-
theless, the “harder” the tests are, the more believable is the claim that the
software is performing its intended function. All the “framework” pieces
behind the code I wrote to prove 7.6 and 7.7 are extensively (to say the
least) tested. There is one piece which is not: the dedicated code I wrote.
The tests in my own code are the following:
• The verification discussed in 7.2.
• In the function fill_pts, we verify that the representatives of the
points composing the 160 theta characteristics evaluate to 0 on the
Qis, up to 7.1.
• In the function fill_hyperplanes we verify that the theta hyper-
planes have double zeroes on all their intersection points with the
curve, up to 7.1.
• Moving from monomial lexicographic ordering to irreducible repre-
sentations and back – as in Proposition 5.1 – are inverses of one
another up to 7.1. (this is verified only in one direction, in the
function anti_decomp).
• The partial Steiner system we get satisfy Propositions 4.8, 4.12 and
Corollary 4.11 (note that in Proposition 4.2 we used their conse-
quence: Proposition 4.13, which is far weaker). The numbers of
sizes of partial Steiner system of each size are verified in the main
program, and the way they “break” between different Oij −Oi′,j′ is
verified in the function verify_and_print_pair_structure.
• In Theorem 7.6 we show that – in Proposition 4.2 notations – the
points in A which do not have quadruple intersection with the curve
satisfy the boundaries in Proposition 6.5; whereas in order to prove
Proposition 4.2 we only have to test the points which are not in A.
Moreover, the bound used for the points in A is order of magnitudes
less than what is required by Proposition 6.5. This is verified in the
respective functions described in the proof of the theorem.
• For any R conjugacy class a in A (in the sense of Proposition 4.2),
dim
(
IC(2) + span{q{θ1,θ2}}{θ1,θ2}∈a
) ≤ 13.
This is verified in the main function.
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7.10. Remark (Supplying a “traditional” witness for the computation).
Verifying the decomposition of O160 into Steiner systems is of course easier
than finding it. However, we can do even better: In each (partial) Steiner
system, we can find pairs of pairs of theta characteristics, such that the
16 points in P4 involved are all distinct. If – on a given Steiner system –
the graph of pairs of theta characteristics connected by this property has
one connected component, a spanning tree of this graph is a witness for
the collection of pairs of theta characteristics being a Steiner system, in the
sense that each of the 16 tuples of points need only verification in the sense
of 1 in Proposition 6.5 with infinite accuracy (which can be done over finite
fields and using the Chinese remainder theorem). Below is such a witness
to one of the partial Steiner systems from Proposition 7.7, which was found
in the function print_single_tree:
{[0,9,22,70],[0,9,24,142],[0,9,25,82],[0,9,26,83],[0,9,27,143],[0,9,31,42],[0,9,88,134],
[0,9,94,111],[0,9,114,149],[0,9,130,154],[2,20,30,49],[2,24,49,142],[2,40,49,71],[2,49,91,92],
[2,49,108,132],[2,49,112,129],[2,49,150,152],[4,7,140,141],[4,20,30,140],[5,6,80,81],
[5,20,30,80],[8,20,30,62],[22,48,60,70]}.
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