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Zusammenfassung
Eingebettete Systeme werden heute in einer Vielzahl technischer Gera¨te zu de-
ren Steuerung eingesetzt, wobei sie ha¨ufig unter Echtzeitanforderungen arbeiten.
Durch ihren Einsatz ko¨nnen solche Gera¨te den steigenden Anforderungen etwa
hinsichtlich der Sicherheit oder Energieeffizienz gerecht werden, was aber dazu
fu¨hrt, dass eingebettete Systeme immer komplexer werden. Eine wesentliche Rol-
le fu¨r diese Komplexita¨tssteigerung spielt die zunehmende Vernetzung eingebet-
teter Steuereinheiten, so dass diese Systeme immer schwieriger zu beherrschen
sind. Dem wirkt man entgegen, indem man die einzelnen Komponenten eines
solchen eingebetteten Netzes mo¨glichst statisch konfiguriert und ihnen nur we-
nige Freiheitsgrade gibt. Der Ansatz, eine Steuereinheit fu¨r nur eine Aufgabe zu
verwenden, erleichtert zwar deren Entwicklung, wird aber fu¨r die Zukunft nicht
mehr zielfu¨hrend sein. Eine Dynamisierung von eingebetteten Systemen ist also
unausweichlich, wird aber durch die dort oft herrschenden Echtzeitanforderungen
stark erschwert.
Einen Ausweg aus dieser Lage bieten der Einsatz von modernen mehrfa¨digen Pro-
zessorarchitekturen sowie die Paradigmen des Autonomic Computing und Orga-
nic Computing. Autonomic und Organic Computing zielen darauf ab, den Admi-
nistrationsaufwand von komplexen Computersystemen zu reduzieren. Stattdessen
sollen Computersysteme sich mo¨glichst selbst organisieren und auf Problemsitua-
tionen mo¨glichst sinnvoll reagieren. Zuku¨nftige Computersysteme sollen dazu die
Selbst-X-Fa¨higkeiten Selbstkonfiguration, Selbstheilung, Selbstoptimierung und
Selbstschutz implementieren. Mehrfa¨dige Prozessoren stellen hier eine technische
Mo¨glichkeit fu¨r den Einsatz der Selbst-X-Fa¨higkeiten in eingebetteten Systemen
dar. Sie verfu¨gen u¨ber genug Rechenkapazita¨t, um u¨ber die eigentliche Anwen-
dung hinaus parallel noch weitere Programme ausfu¨hren zu ko¨nnen, wobei sie
durch die mehrfa¨dige Programmausfu¨hrung trotzdem den Echtzeitanforderun-
gen eingebetteter Systeme gerecht werden ko¨nnen. All das setzt aber auch einen
durchgehenden Software-Entwurf voraus, der die Anforderungen aus den Berei-
chen Echtzeit sowie Autonomic und Organic Computing beachtet.
Diese Arbeit stellt einen solchen Software-Entwurf auf Ebene einer eingebetteten
Steuereinheit vor und beru¨cksichtigt dabei bereits eine mo¨gliche Vernetzung von
Steuereinheiten. Daru¨ber hinaus wird ein Echtzeitbetriebssystem vorgestellt, das
auch den Anforderungen des Autonomic und Organic Computing gerecht wird.
Darauf aufbauend werden die Architektur und Implementierung eines Autonomic
Management pra¨sentiert, das die besonderen Anforderungen von Echtzeitsyste-
men beru¨cksichtigt. Dazu werden nicht echtzeitfa¨higer Reaktionen von der Echt-
zeitanwendungen zeitlich getrennt ausgefu¨hrt. Evaluierungen des Gesamtsystems
iv
auf einem simultan mehrfa¨digen Prozessor zeigen die Praktikabilita¨t des Ansatzes
und die damit erzielten Verbesserungen.
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1 Einleitung
Die meisten technischen Gera¨te verfu¨gen heutzutage u¨ber in sie eingebette-
te Computer, sogenannte eingebettete Systeme. Solche eingebetteten Systeme
erfu¨llen verschiedenste Aufgaben. Sie ko¨nnen der Steuerung oder U¨berwachung
des sie umgebenden Gera¨ts dienen, oder auch Aufgaben aus dem Bereich der
Daten- oder Signalverarbeitung erfu¨llen. Die Einsatzfelder von eingebetteten Sys-
temen sind sehr vielfa¨ltig. So finden sich eingebettete Systeme heute etwa in Haus-
haltsgera¨ten wie Waschmaschinen, Kommunikations- und Unterhaltungsgera¨ten
wie Mobiltelefonen, aber auch in Kraftfahrzeugen und Flugzeugen. Dem Nutzer
solcher Gera¨te ist das Vorhandensein eingebetteter Systeme oftmals verborgen.
Durch die Einbettung in den Gera¨tekontext ergeben sich fu¨r eingebettete Systeme
gegenu¨ber solchen als Computer erkennbaren PC- oder Server-Systemen u¨blicher-
weise einige Einschra¨nkungen, etwa hinsichtlich ihrer Kosten oder ihres Platzver-
brauchs. Auch mu¨ssen sie mit wenig Speicher auskommen sowie, gerade bei mobi-
len Gera¨ten, einen geringen Energieverbrauch aufweisen. Diesen Einschra¨nkungen
begegnet man dadurch, dass eingebettete Systeme bei ihrem Entwurf auf die je-
weilige Aufgabe abgestimmt werden. Oft kommen hier auch spezielle Prozessoren,
sogenannte Einchipsysteme (System-On-a-Chip, SoC ), zum Einsatz, die neben
dem eigentlichen Prozessor auch Bus, Speicher und Peripherie auf einem Chip
integrieren. Eingebettete Systeme arbeiten ha¨ufig unter Echtzeitanforderungen.
Hier ist nicht eine durchschnittliche hohe Verarbeitungsgeschwindigkeit relevant,
sondern eine zeitlich vorhersagbare Ausfu¨hrung der Anwendungen. Damit stellt
man sicher, dass das eingebettete System innerhalb vorgegebener Zeitschranken
auf Ereignisse reagieren kann.
Eingebettete Systeme werden zunehmend nicht mehr alleinstehend betrieben,
sondern die einzelnen Einheiten sind oftmals miteinander vernetzt. Heutige Fahr-
zeuge etwa ko¨nnen bis zu 80 eingebettete Steuereinheiten (Embedded Control
Units, ECUs) enthalten. Diese erfu¨llen verschiedenste Aufgaben von der Mo-
torsteuerung bis hin zur Medienwiedergabe. Verbunden sind all diese Einhei-
ten u¨ber mehrere Kommunikationsnetze, typischerweise CAN (Controller Area
Network) und FlexRay. A¨hnliche Netze finden sich in anderen Transportmitteln
wie etwa Flugzeugen, aber auch in großen Industrieanlagen. Diese Vernetzung
der Steuereinheiten kann aber zu Problemen fu¨hren. Durch die Interaktion der
Steuereinheiten untereinander ko¨nnen neue Fehler entstehen, die bei deren Ein-
zelentwurf noch nicht absehbar waren. Aufgrund dieser ho¨heren Komplexita¨t wird
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die Fehlersuche in solche einem System erheblich erschwert. Ein weiteres Problem
stellt die starke Spezialisierung der Steuereinheiten dar. Einzelne ECUs sind fu¨r
eine bestimmte Funktionalita¨t entwickelt. Fa¨llt eine solche ECU innerhalb des
Netzes aus, so geht auch deren Funktionalita¨t verloren. Gleichzeitig aber verfu¨gen
die ECUs aufgrund ihrer Auslegung fu¨r den la¨ngstmo¨glichen Ausfu¨hrungspfad oft
u¨ber freie Rechenkapazita¨ten. Falls dieser aber selten genommen wird, liegen die
u¨berschu¨ssigen Rechenkapazita¨ten die meiste Zeit brach.
Einen mo¨glichen Ausweg aus dieser Problematik bieten das Paradigma des Orga-
nic Computing und moderne mehrfa¨dige Prozessorarchitekturen. Organic Com-
puting fasst Techniken zusammen, durch die insbesondere eingebettete Systeme
selbstkonfigurierend, selbstheilend, selbstoptimierend und selbstschu¨tzend wer-
den sollen. Durch diese sogenannten Selbst-X-Fa¨higkeiten sollen sich informa-
tionstechnische Systeme wie lebende Organismen selbstorganisierend verhalten.
Die wachsende Komplexita¨t dieser Systeme soll damit beherrscht und deren Ver-
halten sogar verbessert werden. Moderne mehrfa¨dige Prozessoren ero¨ffnen durch
ihre gesteigerte Rechenleistung die Mo¨glichkeit, mehr und komplexere Anwendun-
gen auszufu¨hren, und parallel dazu das Gesamtsystem mithilfe von Techniken des
Organic Computing zu kontrollieren.
1.1 Ziele dieser Arbeit
Die vorliegende Arbeit greift das Problem der wachsenden Komplexita¨t einge-
betteter Systeme auf. Sie soll zeigen, wie Konzepte des Autonomic Computing
und Organic Computing in solche Systeme integriert werden ko¨nnen, so dass die-
se beherrschbar bleiben. Ebenso soll sie mit Hilfe dieser Konzepte eine effizien-
te Ausnutzung einzelner Steuereinheiten erreichen und die Ausfallsicherheit von
Diensten erho¨hen. Eine besondere Herausforderung sind die Echtzeitanforderun-
gen, unter denen eingebettete Systeme ha¨ufig arbeiten. Hier gilt es sicherzustel-
len, dass die verwendeten Selbstorganisationstechniken gegebenenfalls laufende
Echtzeitanwendungen in keinem Fall negativ beeinflussen ko¨nnen. Die Nutzung
geeigneter Prozessorarchitekturen ist dafu¨r eine wichtige Voraussetzung.
Diese Arbeit soll zeigen, welche konkreten Anforderungen durch den Einsatz
von Autonomic- und Organic-Computing-Techniken in dem Umfeld von einge-
betteten Echtzeitsystemen entstehen. Auf Basis dieser Anforderungen sollen ein
Echtzeitbetriebssystem sowie ein Autonomic Management fu¨r eingebettete Echt-
zeitsysteme entworfen werden. Das Echtzeitbetriebssystem garantiert dabei nicht
nur die korrekte Ausfu¨hrung von Echtzeitanwendungen, sondern bringt auch die
no¨tigen Fa¨higkeiten mit, um erfolgreich Techniken des Autonomic oder Orga-
nic Computing in einer Steuereinheit zu integrieren. Die Steuereinheit soll so
mit Selbst-X-Fa¨higkeiten ausgestattet werden. Als zugrundeliegende Hardware
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soll ein simultan mehrfa¨diger Prozessor dienen, der an heute in eingebetteten
Echtzeitsystemen genutzte Prozessoren angelehnt ist. Dieser verfu¨gt u¨ber Lei-
stungsreserven, die es erlauben, Selbst-X-Techniken auszufu¨hren ohne laufende
Echtzeitanwendungen zu beeintra¨chtigen.
1.2 Aufbau dieser Arbeit
Das na¨chste Kapitel befasst sich mit den Grundlagen fu¨r diese Arbeit. Es fu¨hrt
in die Problematik von Echtzeitsystemen und mehrfa¨digen Mikroprozessoren ein
und stellt Architekturen des Autonomic und Organic Computing vor. Zu all die-
sen Punkten definiert es Anforderungen an die Software. Abschließend wird der
Stand der Technik betrachtet, der auf die vorher definierten Anforderungen unter-
sucht wird. Kapitel 3 stellt die Architektur und Implementierung eines Echtzeit-
betriebssystems fu¨r eingebettete Systeme vor. Diese Architektur beru¨cksichtigt
insbesondere die im vorgehenden Kapitel definierten Anforderungen hinsichtlich
des Organic Computing. Kapitel 4 stellt eine Management-Architektur zur Im-
plementierung von Organic-Computing-Techniken in eingebetteten Echtzeitsyste-
men vor. Fu¨r diese wird in Kapitel 5 ein generischer Algorithmus zur Entschei-
dungsfindung entworfen und implementiert. Kapitel 6 vervollsta¨ndigt die in den
beiden vorhergehenden Kapiteln pra¨sentierte Architektur mit Beispielen fu¨r an-
wendungsspezifische Managementkomponenten. Das auf diese Weise entstandene
System wird in Kapitel 7 evaluiert. Dabei werden sowohl einzelne Management-
komponenten als auch deren Zusammenarbeit mit dem generischen Management
aus Kapitel 5 untersucht. Kapitel 8 fasst die Ergebnisse dieser Arbeit zusammen
und gibt einen Ausblick auf weitere mo¨gliche Forschungsarbeiten.
4 Einleitung
2 Grundlagen
Dieses Kapitel betrachtet die technischen Grundlagen fu¨r diese Arbeit. Es fu¨hrt
zuna¨chst das Feld eingebetteter Echtzeitsysteme ein. Daran schließt sich ein U¨ber-
blick u¨ber mehrfa¨dige Prozessoren an, der auch den fu¨r diese Arbeit verwendeten
simultan mehrfa¨digen Prozessor vorstellt. Als dritte Grundlage werden die Kon-
zepte des Autonomic und Organic Computing erla¨utert. Abschließend untersucht
es heutige Echtzeitbetriebssysteme auf ihre Fa¨higkeiten hinsichtlich des Organic
Computing.
2.1 Eingebettete Echtzeitsysteme
Als Eingebettetes System bezeichnet man einen Computer, der in ein technisches
Gera¨t eingebunden ist. Der Computer nimmt dabei Aufgaben der Steuerung,
Regelung oder U¨berwachung wahr. Falls diese Aufgaben unter Echtzeitbedingun-
gen erfu¨llt werden, spricht man von einem eingebetteten Echtzeitsystem. Dabei
wird zwischen zwei grundlegenden Arten von Echtzeitanforderungen unterschie-
den [33]:
• Harte Echtzeitanforderungen: das Ergebnis einer Berechnung muss spa¨te-
stens bis zu einem bestimmten Zeitpunkt vorliegen. Die Folgen beim Ver-
passen dieser Zeitschranke sind im Allgemeinen schwerwiegend. Zum Bei-
spiel unterliegt die Auslo¨sung des Airbags im Auto bei einem Aufprall har-
ten Echtzeitanforderungen.
• Weiche Echtzeitanforderungen: das Ergebnis einer Berechnung soll bis zu
einem bestimmten Zeitpunkt vorliegen. Falls diese Zeitschranke u¨berschrit-
ten wird, so wird das Ergebnis zwar verwendet, allerdings verringert sich
sein Nutzen. Die Dekodierung eines Videostroms etwa unterliegt weichen
Echtzeitbedingungen. Falls ein Einzelbild zu spa¨t bereitsteht, leidet zwar
die Filmqualita¨t darunter, aber der Film selbst kann trotzdem weiter dar-
gestellt werden.
Um die Einhaltung der Zeitschranken (Deadlines) garantieren zu ko¨nnen, muss es
mo¨glich sein, fu¨r die zeitkritischen Programmabschnitte eine maximale Laufzeit
anzugeben (Worst Case Execution Time, WCET ). Diese muss geringer sein als
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die Zeitschranke, die durch den Einsatzzweck vorgegeben ist. Ein Echtzeitsystem
zeichnet sich also insbesondere durch die klare Analysierbarkeit seines Zeitver-
haltens aus. Die tatsa¨chliche Verarbeitungsgeschwindigkeit ist zweitrangig. Die
Ausfu¨hrungsplattform muss aber in Abha¨ngigkeit von der WCET so dimensio-
niert werden, dass die Einhaltung der Zeitschranken garantiert ist. Ein weiteres
Ziel ist es, dass die tatsa¨chliche Ausfu¨hrungszeit mo¨glichst wenig von der berech-
neten WCET abweicht. Damit la¨sst sich eine u¨berma¨ßige Dimensionierung der
Ausfu¨hrungsplattform vermeiden, was Produktionskosten einspart. Zur Bestim-
mung der WCET gibt es zwei Herangehensweisen:
• Bei der statischen WCET-Analyse wird der la¨ngste Ausfu¨hrungspfad eines
Programms bestimmt. Dessen Laufzeit wird mittels Programmfluss- und
Maschinencodeanalyse bestimmt. In diese Berechnungen gehen auch die
Besonderheiten der zugrunde liegenden Prozessorarchitektur ein.
• Bei der messungsbasierten WCET-Analyse hingegen wird das Programm
instrumentiert und auf der Zielhardware ausgefu¨hrt. Die Instrumentierung
erzeugt bei der Ausfu¨hrung Zeitstempel, mit deren Hilfe die Ausfu¨hrungs-
zeit bestimmt werden kann. Die Ausfu¨hrungszeit ha¨ngt dabei generell von
den Eingabedaten ab. Durch eine Analyse des Programmcodes lassen sich
Eingabedatensa¨tze erzeugen, mit denen alle Programmpfade abgedeckt wer-
den.
Aus der WCET-Analyse ergeben sich dabei die Mindestanforderungen fu¨r die
Prozessorauswahl, aber auch neue Mo¨glichkeiten fu¨r Optimierungen in der Soft-
ware. Harte Echtzeitsysteme werden dabei fu¨r den schlechtesten Lastfall aus-
gelegt, so dass auch bei einem Programmpfad mit maximaler La¨nge alle Zeit-
schranken eingehalten werden. Im Normalfall sind hier die Prozessoren nicht voll
ausgelastet. Auch die Hardware muss dabei so ausgelegt sein, dass Unvorher-
sagbarkeiten bei der Laufzeitanalyse ausgeschlossen werden. Dies fu¨hrt zu Ein-
schra¨nkungen bei der Nutzung von leistungssteigernden Techniken, wie sie bei
General-Purpose-Prozessoren verbreitet sind. So ko¨nnen etwa Caches nur dann
verwendet werden, wenn einzelne Bereiche sta¨ndig exklusiv fu¨r den kritischen
Prozess reserviert sind. Andernfalls mu¨ssten bei einer WCET-Analyse fu¨r alle
Speicherzugriffe Cache-Misses angenommen werden, so dass sich fu¨r die WCET
keinerlei Straffung erga¨be. Aus a¨hnlichen Gru¨nden kann auf die Verwendung spe-
kulativer Ausfu¨hrungstechniken in der Prozessorpipeline verzichtet werden.
Die Programmierung von Echtzeitsystemen erfordert besondere Umsicht. Hier
sind drei Ziele zu erreichen:
1. die Ausfu¨hrungszeit von Programmen muss vorhersehbar und begrenzt sein,
2. das Programm muss statisch WCET-analysierbar sein, und
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3. die berechnete WCET soll mo¨glichst straff, also keine zu pessimistische
Abscha¨tzung sein.
Dies bedeutet vor allem, dass man auf viele Techniken und Konzepte verzichten
muss, die in General-Purpose-Systemen selbstversta¨ndlich eingesetzt werden. Das
Hauptziel ist es, die Dynamik der Ausfu¨hrungspfade zu minimieren, also den Pro-
grammfluss mo¨glichst von Verzweigungen (if/else) freizuhalten. An Stellen, an
denen dies nicht mo¨glich ist, sollen die einer Verzweigung folgenden Programm-
blo¨cke mo¨glichst a¨hnliche Komplexita¨t besitzen. So wird eine U¨berscha¨tzung der
WCET vermieden, die sich immer an dem la¨ngstmo¨glichen Pfad orientiert. Eben-
so scha¨dlich ist der Einsatz von Rekursionen oder Schleifen, deren Grenzen erst
zur Laufzeit bestimmt werden. Auf Algorithmen, deren Zeitverhalten von vorhe-
rigen Aufrufen abha¨ngt oder die ein vo¨llig nichtdeterministisches Zeitverhalten
haben, muss weitgehend verzichtet werden. Damit ist unter anderem zumeist die
Nutzung einer dynamischen Speicherverwaltung ausgeschlossen, wenn sie nicht
auf speziellen, echtzeitfa¨higen Algorithmen basiert. Falls mehrere Echtzeitprozes-
se untereinander Informationen austauschen mu¨ssen, so muss auch diese Kom-
munikation vollsta¨ndig deterministisch sein.
All diese Einschra¨nkungen schlagen sich auch darin nieder, dass fu¨r Echtzeit-
systeme spezielle Betriebssysteme existieren. Die Schedulingverfahren moderner
General-Purpose-Betriebssysteme erlauben typischerweise keine Vorhersage u¨ber
den zeitlichen Ablauf der Taskausfu¨hrungen. Fu¨r Echtzeitsysteme werden daher
spezielle Echtzeitbetriebssysteme (Real-Time Operating System, RTOS ) einge-
setzt, die geeignete Schedulingverfahren implementieren. Weiterhin gewa¨hrleisten
diese Echtzeitbetriebssysteme eine weitgehende Isolation gleichzeitig laufender
Anwendungen voneinander und bieten deterministische Kommunikationsmecha-
nismen fu¨r die Interprozesskommunikation. Damit wird eine gegenseitige Beein-
flussung minimiert, was wiederum die WCET-Analyse erleichtert und außerdem
die Sicherheit des Gesamtsystems erho¨ht.
Bei weichen Echtzeitsystemen sind die Anforderungen prinzipiell a¨hnlich. Da man
aber in Kauf nimmt, dass gelegentlich Deadlines verpasst werden, bestehen hier
mehr Optimierungsmo¨glichkeiten. Dadurch lassen sich bei der Auswahl und Aus-
nutzung der Hardware unter Umsta¨nden Kosten einsparen.
2.1.1 Anforderungen an ein Echtzeitbetriebssystem
Die Aufgabe eines Betriebssystems ist es, die Arbeit an einem Computersystem zu
ermo¨glichen. Es steuert die Programmausfu¨hrung und verwaltet Betriebsmittel
wie Speicher sowie Ein- und Ausgabegera¨te. Grundlegende Sicherheitsfunktiona-
lita¨ten stellt ein Betriebssystem in Form verschieden privilegierter Ausfu¨hrungs-
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modi bereit. Im Kernel Mode ist ein freier Zugriff auf alle Hardware-Ressourcen
mo¨glich, wa¨hrend im User Mode gewisse Einschra¨nkungen gelten.
Bei einem Echtzeitbetriebssystem handelt es sich um ein Betriebssystem, das fu¨r
die Ausfu¨hrung von Anwendungen mit Zeitschranken konzipiert ist. Es stellt ein
vorhersagbares Zeitverhalten zur Verfu¨gung und garantiert das Einhalten der
Zeitschranken.
Hierzu lassen sich folgende Mindestanforderungen an ein Echtzeitbetriebssystem
aufstellen:
RTOS-1 (Mehrfa¨digkeit) Das Betriebssystem ist mehrfa¨dig und unterbrech-
bar (pra¨emptiv). Die Ausfu¨hrung eines Tasks oder einer Betriebssystem-
funktion kann jederzeit zu Gunsten eines Tasks mit ho¨herer Priorita¨t un-
terbrochen werden. Dadurch stellt das Betriebssystem sicher, dass die An-
wendungsplattform auf Ereignisse innerhalb fester Zeitschranken reagieren
kann.
RTOS-2 (Echtzeitscheduling) Das Betriebssystem verfu¨gt u¨ber einen echt-
zeitfa¨higen Scheduler. Dieser stellt sicher, dass die Applikationen vorge-
gebene Zeitschranken einhalten ko¨nnen. Im einfachsten Fall implementiert
das Betriebssystem zum Beispiel ein Priorita¨tenscheduling. Aber auch der
Einsatz von zeitbasierten Schedulingtechniken wie etwa Earliest Deadline
First oder Least Laxity First (EDF, LLF) ist mo¨glich [31].
RTOS-3 (Prozesssynchronisation) Das Betriebssystem unterstu¨tzt vorher-
sagbare Synchronisationsmechanismen, die neben einem determini-
stischen Verhalten eine maximale Verweildauer in kritischen Bereichen
gewa¨hrleisten. Beim Zugriff mehrerer Tasks auf gemeinsam genutzte Res-
sourcen ermo¨glicht es die Angabe einer maximalen Wartezeit fu¨r jeden Task,
falls die Ressource aktuell durch einen anderen Task belegt ist. Außerdem
stellen die Synchronisationsmechanismen Mittel zur Vermeidung von Prio-
rita¨tsinversion und/oder Verklemmungen bereit.
RTOS-4 (Echtzeitverhalten) Das Verhalten des Betriebssystems ist be-
kannt. Dies betrifft insbesondere Interrupt-Latenzen sowie die maximalen
Ausfu¨hrungszeiten von Systemaufrufen. Diese mu¨ssen beschra¨nkt, vorher-
sagbar und unabha¨ngig von der aktuellen Systemlast sein.
Ziel dieser Anforderungen ist es, bereits auf Betriebssystemebene ein vorhersagba-
res Zeitverhalten bereitzustellen und den Anwendungsentwurf in dieser Hinsicht
zu unterstu¨tzen.
Ein weit verbreitetes Merkmal von Echtzeitbetriebssystemen ist eine Mikrokern-
Architektur (Micro Kernel, µ-Kern). Ein solcher Mikrokern verfu¨gt im Ge-
gensatz zu dem im Desktop-Bereich verbreiteten monolithischen Kernel (z.B.
2.2 Mehrfa¨dige Mikroprozessoren 9
GNU/Linux, OS/2) nur u¨ber grundlegende Funktionalita¨ten. Darunter fallen et-
wa die Speicher- und Prozessverwaltung mit Kommunikations- und Synchroni-
sationsmechanismen. Daru¨ber hinausgehende Funktionen wie etwa Gera¨tetreiber
oder der Zugriff auf Dateisysteme werden als eigene Programmbibliotheken im-
plementiert.
Dies hat den Vorteil, dass einzelne Komponenten des Betriebssystems, aber auch
der Anwendungen, separiert sind und ausgetauscht werden ko¨nnen, ohne ande-
re Teile des Systems zu beeintra¨chtigen. Insbesondere fu¨hrt der Ausfall einer
Komponente nicht zwangsla¨ufig zum Ausfall des Gesamtsystems. Gera¨tetreiber
werden bei einer µ-Kern-Architektur im nicht-privilegierten Benutzermodus aus-
gefu¨hrt. Dadurch ergibt sich eine bessere Kontrolle der Zugriffsrechte und somit
ein deutlich geringeres Sicherheitsrisiko. Außerdem erho¨ht die starke Kapselung
der einzelnen Komponenten die Analysierbarkeit des Gesamtsystems.
Eine µ-Kern-Architektur bringt aber auch einige Nachteile mit sich. So kommt es
durch den ha¨ufigen Wechsel zwischen privilegiertem und Benutzermodus zu eben-
so ha¨ufigen Kontextwechseln. Diese sind oft mit einem erheblichen Zeitaufwand
verbunden. Auch gestaltet sich die Synchronisation der einzelnen Nutzerprozes-
se oftmals als schwierig, da diese komplexe Kernel-Prozesse beno¨tigt. A¨hnlich
verha¨lt es sich sich auch mit Hardware-Zugriffen, da diese aus dem nichtprivile-
gierten Benutzermodus heraus typischerweise nicht realisierbar sind. Stattdessen
mu¨ssen hier auch spezielle Betriebssystemaufrufe bereitgestellt werden.
2.2 Mehrfa¨dige Mikroprozessoren
Mehrfa¨dige Mikroprozessoren ko¨nnen mit nur einem Prozessorkern mehrere Pro-
gramme quasi parallel bearbeiten. Dazu besitzen sie fu¨r jeden Thread einen ei-
genen Registersatz und Programmza¨hler. Von ihrer Hardwarekomplexita¨t sind
sie zwischen herko¨mmlichen einfa¨digen Prozessoren und Mehrkernprozessoren
anzusiedeln. Durch die Mehrfa¨digkeit ergibt sich eine bessere Ausnutzung der
gesamten CPU. Zwar sind moderne Prozessoren bereits mit verschiedenen Tech-
niken wie etwa Sprungvorhersage ausgestattet, um die Pipeline-Auslastung zu
erho¨hen, es hat sich aber gezeigt, dass durch mehrfa¨dige Programmausfu¨hrung
weitere Steigerungen mo¨glich sind.
• Beim Block Multithreading [1] weist der Prozessor Befehle eines Threads
u¨ber mehrere Takte der Pipeline zu (Abbildung 2.1(a)). Am Ende eines
solchen Blocks bestimmt der Scheduler, welcher Thread als na¨chstes aus-
gefu¨hrt wird. U¨blicherweise wird ein Block dann beendet, wenn sich fu¨r
diesen Thread aufgrund eines Ereignisses eine hohe Wartezeit ergibt, etwa
bei der synchronen Kommunikation in einem Netz. Die dadurch entste-
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hende Latenz wird nach einem Wechsel des Prozessorkontexts durch die
Ausfu¨hrung eines anderen Threads ausgenutzt (switch-by-event). Manche
Architekturen erlauben es auch, einen Block nach einer festen Anzahl Tak-
ten zu beenden (time-slice). In Abbildung 2.1(a) ist ein Wechsel zwischen
zwei Threads ohne jegliche Latenz dargestellt. Je nach Architektur kann
dieser Wechsel aber auch mehrere Takte Latenz erzeugen, wa¨hrend derer
der Thread-Kontext ausgetauscht wird.
• Beim Interleaved Multithreading [29] weist der Prozessor jeden Takt
eine oder mehrere Instruktionen eines anderen Threads der Pipeline zu
(Abbildung 2.1(b)). Der Prozessor muss hierbei einen Kontextwechsel ohne
jegliche Latenz erlauben. Idealerweise wird erst dann wieder ein Befehl eines
bestimmten Threads zugewiesen, wenn der vorherige die Pipeline passiert
hat. Auf diese Weise lassen sich Pipeline-Konflikte vermeiden. Um beim
Interleaved Multithreading eine effiziente Nutzung der Pipeline zu erzielen,
mu¨ssen ausreichend Threads zur Ausfu¨hrung bereitstehen.
• Simultaneous Multithreading [60] wurde als Erweiterung zur Leistungs-
steigerung in superskalaren Prozessoren entworfen. Beim Simultaneous Mul-
tithreading (SMT) kann der Prozessor in jedem Takt Befehle verschiede-
ner Threads der Pipeline zuweisen (Abbildung 2.1(c)). Damit la¨sst sich die
ho¨chste Leistungssteigerung erzielen.
ZeitZeit
(a) Block Multi-
threading
ZeitZeit
(b) Interleaved
Multithreading
ZeitZeit
(c) Simultaneous
Multithreading
Abbildung 2.1: Konzepte zum Hardware-Multithreading am Beispiel einer
zweifach-superskalaren Pipeline
2.2.1 Anforderungen fu¨r den Echtzeitbetrieb
Um ihn fu¨r Echtzeitanwendungen einsetzen zu ko¨nnen, muss ein mehrfa¨diger
Prozessor eine vorhersagbare Programmausfu¨hrung erlauben. Bezu¨glich einfa¨di-
ger Programmausfu¨hrung unterscheidet er sich damit nicht von einem herko¨mm-
lichen einfa¨digen Prozessor. Laufen allerdings mehrere Threads parallel ab und
mu¨ssen wenigstens fu¨r einen Thread Echtzeitgarantien gegeben werden, so sind
einige Punkte zu beachten:
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• Threadscheduling: Bei der Zuweisung von Instruktionen du¨rfen Echtzeit-
Threads nicht unvorhersagbar durch parallel laufende Threads beeinflusst
werden. Der Scheduler muss so arbeiten, dass vorab eine WCET-Analyse
der Anwendung mo¨glich ist. Dies stellt insbesondere beim Simultaneous
Multithreading ein Problem dar [37].
• Nutzung der Ausfu¨hrungseinheiten: Bei mehrfa¨digen Prozessoren ist
zu beachten, dass zwar der Registersatz repliziert sein kann, sich aber al-
le laufenden Threads die vorhandenen Ausfu¨hrungseinheiten teilen mu¨ssen.
Falls eine solche Ausfu¨hrungseinheit durch eine Instruktion eines niederprio-
ren Threads fu¨r mehrere Takte belegt wird, so kann dieser unter Umsta¨nden
hochpriore Threads blockieren. Beim Prozessorentwurf ist daher darauf zu
achten, dass solche Blockierungen in fester Zeit beendet werden, um ei-
ne vorhersagbare Programmausfu¨hrung zu gewa¨hrleisten. Eine mo¨gliche
Lo¨sung hierfu¨r ist etwa die Einfu¨hrung von unterbrechbaren Microcodes
fu¨r komplexe Operationen [61].
• Programmabha¨ngigkeiten auf ho¨herer Ebene: Durch die feinko¨rnig
parallele Ausfu¨hrung von Threads ko¨nnen auch auf ho¨heren Programmebe-
nen Probleme auftreten. Genannt sei hier insbesondere die Synchronisation
zwischen zwei Threads. Fu¨r einfa¨dige Programmausfu¨hrung existieren hier
Techniken, die solche kritischen Bereiche WCET-analysierbar machen, et-
wa das Priority Ceiling Protocol [56]. Bei echt paralleler Ausfu¨hrung von
Programmen sind diese Techniken aber, wenn u¨berhaupt, nur noch einge-
schra¨nkt anwendbar [27]. Der Entwickler muss dies beim Programmentwurf
beru¨cksichtigen.
2.2.2 Helper Threads
Urspru¨nglich wurde das Konzept der Helper Threads fu¨r zuku¨nftige mehrfa¨di-
ge Hochleistungsprozessoren eingefu¨hrt. Dabei werden in schneller Folge neue
Threads erzeugt, die zeitgleich mit der Hauptanwendung ausgefu¨hrt werden. Sie
ko¨nnen helfen, die Ausfu¨hrung der Hauptanwendung zu beschleunigen. Solche
Helper Threads wurden bereits zur Sprungvorhersage [10] und zur Vorhersage
von Speicheradressen [11, 32, 67] vorgeschlagen. Ebenso werden sie zur Ausnah-
mebehandlung [19, 66] und zum beschleunigten Ausfu¨hren von Schleifen [34] ge-
nutzt.
In mehrfa¨digen Prozessoren ko¨nnen Helper Threads die Pipeline-Latenzen ei-
nes Anwendungsthreads ausnutzen. Sie werden insofern zeitlich komplett isoliert
ausgefu¨hrt. Dadurch eigenen sie sich gerade auch fu¨r den Einsatz in Echtzeit-
systemen. Die eingebetteten Java-Mikrocontroller Komodo [45] und jamuth [62]
setzen Helper Threads zur Echtzeit-Speicherbereinigung und dem dynamischen
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Laden von Softwareaktualisierungen harter Echtzeit-Threads [44] ein. In Infine-
ons mehrfa¨digem Mikrocontroller TriCore 2 kann der Kontextwechsel innerhalb
des Betriebssystems durch einen Helper Thread beschleunigt werden [23].
Helper Threads werden auch im CAR-SoC-Projekt genutzt, in dessen Rahmen
diese Arbeit entstanden ist und das im na¨chsten Abschnitt erla¨utert wird.
2.2.3 Das CAR-SoC-Projekt
Das Forschungsprojekt CAR-SoC (Connective Autonomic Real-Time System
on a Chip) bescha¨ftigt sich mit der Entwicklung eines neuartigen System-on-a-
Chip (SoC), das die Anforderungen von harten Echtzeitanwendungen mit einer
mehrfa¨digen Prozessorarchitektur verbindet. Die dazu entworfene Systemsoftware
(Betriebssystem) versieht jedes einzelne CAR-SoC mit Fa¨higkeiten aus den Berei-
chen des Autonomic Computing (AC) beziehungsweise Organic Computing (OC),
um die steigende Komplexita¨t solcher eingebetteten Systeme zu bewa¨ltigen. Hier-
auf aufbauend ermo¨glicht eine Middleware, mehrere CAR-SoC-Knoten unterein-
ander zu verknu¨pfen. Auch diese Middleware implementiert AC-/OC-Techniken,
so dass letztendlich ein selbstorganisierendes Netz aus CAR-SoC-Knoten entsteht.
Den Kern eines einzelnen CAR-SoC bildet der CarCore-Prozessor. Die folgenden
Abschnitte beschreiben kurz seinen Aufbau und Funktionsweise.
2.2.3.1 Prozessorstruktur
Bei dem CarCore-Prozessor (Abbildung 2.2) handelt es sich um einen zwei-
fach superskalaren SMT-Prozessor [61, 36], welcher bina¨rkompatibel zu Infine-
ons TriCore-Architektur [17] ist. Innerhalb der einzelnen Stufen seiner Pipelines
ko¨nnen sich Befehle unterschiedlicher Threads in der Ausfu¨hrung befinden. Er ist
in der Lage, den Pipelines jeden Takt bis zu zwei Instruktionen zuzuweisen. Dazu
entha¨lt der Prozessor zwei Pipelines jeweils mit den Stufen Decode, Execute und
Write Back. Die Stufen im vorderen Teil (Instruction Fetch und Schedule) wer-
den von beiden Pipelines gemeinsam genutzt. Instruktionen werden geordnet in
die Pipeline gegeben. Falls ein Datenbefehl direkt von einem Adressbefehl gefolgt
wird, werden beide parallel in die Pipelines gegeben. Ansonsten wird die andere
Pipeline mit einem Befehl aus einem anderen Thread befu¨llt.
Die Ablaufsteuerung der Threads erfolgt in zwei Schritten, na¨mlich in der Sche-
dule-Stufe innerhalb der Pipeline sowie in einem dedizierten Thread Manager. Die
Pipeline selbst erlaubt die u¨berlappende Ausfu¨hrung von bis zu vier Threads. Da-
zu besitzt sie vier Instruction Windows, die geholte Befehle der Threads puffern
und aus denen die Schedule-Stufe die Zuweisung vornimmt. Außerdem besitzt die
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Abbildung 2.2: Architektur des CarCore-Prozessors
Pipeline je vier Adress- und Datenregistersa¨tze, zwischen denen sie ohne Latenz
umschalten kann.
Der Thread Manager erlaubt die Ausfu¨hrung von prinzipiell unbegrenzt vielen
Threads. Die Threads werden in einem eigenen Speicherbereich verwaltet, den so-
genannten Thread Control Blocks (TCBs). U¨ber diesen Bereich erfolgt die Kom-
munikation mit der Threadverwaltung des Betriebssystems. Zur Ausfu¨hrung wer-
den die TCBs in Listen fu¨r die einzelnen Threadarten verwaltet, die vom Thread
Manager gema¨ß dem Schedulingverfahren abgearbeitet werden. Er legt dabei fest,
welche Thread-Kontexte in die Pipeline geladen und ausgefu¨hrt werden.
2.2.3.2 Thread Manager
Der Scheduler von CarCore verwendet ein zeitbasiertes Schedulingverfahren, bei
dem die zur Verfu¨gung stehende Rechenzeit in Perioden gleicher La¨nge unterteilt
ist. Innerhalb einer solchen Periode ko¨nnen Threads mit den folgenden Schedu-
lingstrategien ausgefu¨hrt werden:
Dominant Time Sharing Ein DTS-Thread [37] erha¨lt fu¨r eine gegebene Anzahl
Takte innerhalb einer Periode ho¨chste Priorita¨t (Cycle Quantum). Insbe-
sondere werden seine Speicherzugriffe immer bevorzugt ausgefu¨hrt. Um da-
bei Kollisionen mit anderen DTS-Threads zu vermeiden, kann zu jeder Zeit
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maximal ein DTS-Thread aktiv sein. DTS-Threads dienen somit als Con-
tainer fu¨r Anwendungen mit harten Echtzeitanforderungen.
Periodic Instruction Quantum Fu¨r PIQ-Threads [38] versucht der Hardware-
Scheduler, langfristig einen vorgegebenen Befehlsdurchsatz zu erreichen.
Vorgegeben wird dabei die Anzahl der Befehle, die pro Periode ausgefu¨hrt
werden sollen. Tatsa¨chlich kann dieses Instruction Quantum aber nicht fu¨r
einzelne Perioden garantiert werden. Durch U¨bertragung der nicht aus-
gefu¨hrten Befehle in die folgenden Perioden wird aber versucht, zumindest
auf la¨ngere Sicht eine garantierte Rechenzeit zuzuteilen. Damit eignen sich
PIQ-Threads zur Implementierung von Anwendungen mit weichen Echt-
zeitanforderungen.
Round Robin by Instruction Quantum Die verbleibende Rechenzeit innerhalb
einer Periode wird an RRIQ-Threads vergeben. Diese werden untereinan-
der gema¨ß eines vorgegebenen Instruction Quantum gewichtet. Allerdings
wird fu¨r diese Art von Threads keinerlei Garantie bezu¨glich ihres Zeitver-
haltens abgegeben. Damit eignen sie sich nur fu¨r die Implementierung von
Anwendungen ohne Echtzeitanforderungen.
Mit diesen Schedulingverfahren bietet der CarCore die Mo¨glichkeit, harte Echt-
zeitanwendungen parallel zu anderen Anwendungen auszufu¨hren, ohne im Zeit-
verhalten von diesen beeinflusst zu werden.
2.2.3.3 Monitoring-Schnittstelle des Hardware-Schedulers
DTS-Threads dienen zur Ausfu¨hrung von harten Echtzeitanwendungen. Die fu¨r
DTS-Threads genutzte Rechenzeit kann durch Aufsummieren der Cycle-Quanta
aller DTS-Threads berechnet werden. Bei PIQ-Threads fu¨hrt diese Vorgehenswei-
se u¨ber deren Instruction Quanta zu ungenauen Ergebnissen. Da diese Threads
Latenzen anderer, parallel ablaufender Threads ausnutzen ko¨nnen, andererseits
aber aufgrund der Abfolge ihrer Instruktionen unterschiedliche Latenztakte ha-
ben, kann die Anzahl der tatsa¨chlich in einer Runde ausgefu¨hrten Befehle variie-
ren.
Als eine Schnittstelle zum Betriebssystem besitzt der Hardware-Scheduler deshalb
zwei spezielle Register, die eine genaue U¨berwachung des Laufzeitverhaltens aller
PIQ-Threads ermo¨glichen:
• EARLY SATURATION gibt die Anzahl der Takte vom Ende des letzten
PIQ-Threads der Runde bis zum tatsa¨chlichen Runden Ende an. Voraus-
setzung ist dabei, dass wirklich alle PIQ-Threads voll ausgefu¨hrt werden
konnten.
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• Konnte wenigstens einem PIQ-Thread nicht sein volles Instruction Quan-
tum zugeteilt werden, so setzt der Scheduler UNSAT QUANTUM auf
die Differenz zwischen gewu¨nschtem Instruction Quantum und tatsa¨chlich
zugeteilten Instruktionen. Die Quanta weiterer PIQ-Threads, die in der
Runde gar nicht ausgefu¨hrt werden konnten, werden dabei nicht beachtet.
2.3 Autonomic und Organic Computing
Auch im Bereich von Serversystemen haben Entwickler und Nutzer eine stei-
gende Komplexita¨t zu bewa¨ltigen. Aus diesem Grund stellte IBM im Jahr 2001
die Konzepte des Autonomic Computing vor [16]. Kephart und Chess haben die
Anforderungen an autonome Computersystem spa¨ter konkretisiert [20]. So sollen
zuku¨nftige Computersysteme die folgenden Eigenschaften besitzen:
• Selbstkonfigurierend (Self-Configuring): Die Einfu¨hrung neuer Kompo-
nenten in ein bestehendes komplexes System ist ein aufwa¨ndiger und feh-
leranfa¨lliger Prozess. Zuku¨nftige autonome Systeme fu¨hren die dabei not-
wendigen Konfigurationsarbeiten an den neuen Komponenten sowie die An-
passung des Systems selbststa¨ndig durch.
• Selbstheilend (Self-Healing): In komplexen Systemen ist die Fehleranalyse
sehr aufwa¨ndig. Mit Hilfe neuer Techniken sollen zuku¨nftige Computersy-
steme Fehler selbststa¨ndig erkennen und automatisch beseitigen.
• Selbstoptimierend (Self-Optimizing): Die Arbeitsweise des Systems wird
kontinuierlich verbessert. Dazu werden die vielen einstellbaren Parameter,
die ein solches System gewo¨hnlich bietet, zur Laufzeit u¨berwacht und auf
Verbesserungsmo¨glichkeiten untersucht. Falls solche Verbesserungsmo¨glich-
keiten gefunden werden, so werden diese selbststa¨ndig durch Umkonfigu-
rieren des Systems sowie eventuelle Verlagerung von Diensten auf andere
Knoten aktiviert.
• Selbstschu¨tzend (Self-Protecting): Zwar stellt die heutige Technik bereits
Konzepte wie Firewalls zum Schutz von Systemen bereit, die Entscheidung
u¨ber den Einsatz solcher Konzepte muss aber von Menschen getroffen wer-
den. Dabei werden auch immer nur bestimmte Teile bzw. Schnittstellen
eines Systems geschu¨tzt. Autonomic-Computing-Systeme ko¨nnen daru¨ber
hinaus das Gesamtsystem umfassend schu¨tzen. Außerdem ko¨nnen sie Pro-
bleme vorhersagen und fru¨hzeitig Maßnahmen zum Schutz davor ergreifen.
Diese Eigenschaften werden zusammenfassend als Self-CHOP-Properties oder
auch Selbst-X-Eigenschaften bezeichnet.
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Abbildung 2.3: Die MAPE-Architektur nach [20]
Als Leitfaden fu¨r die die Implementierung der Self-CHOP-Eigenschaften wurde
die MAPE-Architektur (Abbildung 2.3) vorgeschlagen. Dabei wird ein Produktiv-
system (Managed Element) um einen Autonomic Manager erweitert. Diese beiden
zusammen bilden eine Autonome Komponente (Autonomic Element). Der Auto-
nomic Manager selbst ist wiederum aus mehreren Komponenten aufgebaut. Die
Elemente Monitor, Analyze, Plan und Execute bilden eine Ru¨ckkopplungsschleife
u¨ber dem Produktivsystem und ko¨nnen auf ein gemeinsames Wissen (Knowled-
ge) zugreifen. Diese Einzelkomponenten stellen die folgenden Funktionalita¨ten
zur Verfu¨gung:
• Der Monitor u¨berwacht das Systemverhalten anhand einzelner U¨berwa-
chungspunkte.
• Die Analyze-Komponente analysiert die Rohdaten des Monitors und leitet
Aussagen u¨ber das Systemverhalten her.
• Aus diesen Aussagen berechnet die Plan-Komponente einen Plan zur Ver-
besserung des Systemverhaltens.
• Die Execute-Stufe fu¨hrt diesen Plan aus.
• Das Wissen (Knowledge) u¨ber das Produktivsystem beeinflusst das Ver-
halten der genannten Komponenten.
Einige Jahre spa¨ter wurden diese Ideen dann auch fu¨r eingebettete Systeme unter
dem Begriff des Organic Computing (OC) aufgegriffen [39]. Das Forschungsfeld
wurde dabei um den Bereich des emergenten Verhaltens erweitert. Anwendungen
hierzu werden oft durch Muster in der Natur inspiriert. Typische Vorbilder sind
hierbei Schwarminsekten wie Ameisen oder Bienen. Jedes einzelne Individuum ei-
nes solchen Schwarmes verfu¨gt nur u¨ber ein sehr begrenztes Wissen und geringe
Aktionsmo¨glichkeiten. Durch die Interaktion dieser Individuen ko¨nnen aber kom-
plexe Systeme entstehen. Dieses Verhalten ist insofern emergent, als dass es erst
durch die Interaktion zu Tage tritt. Es kann aber nicht aus den Verhaltensweisen
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Abbildung 2.4: Observer/Controller-Grundarchitektur
(a) Oberver (b) Controller
Abbildung 2.5: Generische Observer/Controller-Architektur (aus [50])
eines isolierten Individuums hergeleitet werden. Ein wichtiger Forschungsaspekt
hierbei ist es, dieses emergente Verhalten gezielt zu kontrollieren.
Richter et al. [50] stellten dazu in der Folgezeit eine Observer/Controller-
Architektur als Entwurfparadigma fu¨r OC-System auf. Die Grundidee a¨hnelt
der MAPE-Architektur des Autonomic Computing. Ein Produktivsystem (Sys-
tem under Observation/Control, SuOC ) ist in eine Ru¨ckkopplungsschleife aus
Observer und Controller eingebettet (Abbildung 2.4). Das Produktivsystem
selbst ist bereits ohne diese Einbettung voll funktionsfa¨hig. Die u¨berlagerten
Observer/Controller-Komponenten verbessern den Betrieb des Produktivsystems
etwa im Hinblick auf Ausfallsicherheit oder Anpassungsfa¨higkeit. Der Observer
sammelt hierzu Informationen u¨ber das Produktivsystem, aggregiert sie und leitet
sie an den Controller weiter. Dieser bewertet die Daten mithilfe von Zielfunktio-
nen und wa¨hlt darauf basierend Aktionen aus, mit deren Hilfe er das SuOC in
die gewu¨nschte Richtung lenkt.
Der Observer setzt sich aus mehreren Komponenten zusammen (Abbil-
dung 2.5(a)). Ein Monitor u¨berwacht relevante Attribute des SuOC und erzeugt
aus diesen Daten eine Zeitreihe. Die U¨berwachungsfrequenz wird dabei durch
das Observation Model festgelegt. Diese Daten speichert er in einer Logdatei,
die durch den Pra¨diktor oder fu¨r eine weiterfu¨hrende Analyse verwendet wer-
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den kann. Ein Pra¨prozessor leitet aus den Rohdaten weitere Informationen ab.
Er entscheidet auch, welche Daten fu¨r die weitere Verarbeitung relevant sind
und leitet diese an die Datenanalyse und den Pra¨diktor weiter. Die Analyseein-
heit kann nun verschiedene Analysemethoden auf diese Daten anwenden, etwa
Clusteranalyse oder Emergenzerkennung. Das Ergebnis dieser Berechung ist ei-
ne systemweite Beschreibung des aktuellen Zustands. Der Pra¨diktor verarbeitet
die vom Pra¨prozessor und der Analyseeinheit kommenden Daten. Sein Ziel ist
es, zuku¨nftige Systemzusta¨nde vorherzusagen, insbesondere um unerwu¨nschtes
Verhalten zu vermeiden. Diese Vorhersagen basieren auf einer Analyse fru¨herer
Systemzusta¨nde, die der Pra¨diktor fu¨r ein gegebenes Zeitfenster speichert. Der
Aggregator sammelt die Ergebnisse der Analyseeinheit, des Pra¨diktors und ge-
gebenenfalls auch Rohdaten aus dem Pra¨prozessor. Auch er speichert lokal die
Informationen vergangener Zusta¨nde. Diese nutzt er, um den aktuellen Datensatz
Filteroperationen zu unterziehen, etwa um Rausch-Effekte zu eliminieren. Die ak-
tuellen und fru¨heren Werte beschreiben den aktuellen Systemzustand sowie die
Dynamik des SuOC. Der Aggregator leitet diese Informationen an den Controller
weiter.
Auch der Controller besteht aus mehreren Komponenten (Abbildung 2.5(b)).
Einen direkten Schluss der Regelschleife stellt der Action Selector dar. Er bildet
die aus dem Observer empfangenen Daten zur Systemsituation auf die am be-
sten geeignete Aktion ab und leitet diese an das SuOC weiter. Dies ermo¨glicht
eine schnelle Reaktion auch unter Echtzeitbedingungen. Zusa¨tzlich sammelt der
Controller Informationen u¨ber ausgewa¨hlte Aktionen zu einem Zeitpunkt t sowie
die Systemzusta¨nde zu Zeitpunkten t + ∆t (∆t fest vorgegeben), um die Aus-
wirkungen der gewa¨hlten Aktionen festzuhalten. Diese evaluiert er mithilfe von
Techniken des Machine Learning, um fu¨r die Aktionen neue Fitness-Werte zu be-
rechnen. Das Adaptionsmodell passt auf Basis dieser Fitness-Werte die Zustand-
Aktion-Abbildungen des Action Selectors an. Diese Adaption kann zur Laufzeit
geschehen und durch einen modellbasierten Lernprozess unter Nutzung des Si-
mulation Model unterstu¨tzt werden. Das gesamte Verhalten des Controllers wird
durch Zielfunktionen gesteuert, die durch den Benutzer oder Entwickler vorge-
geben sind. Sie beeinflussen sowohl das Adaptionsmodul als auch die Wahl des
Observation Model.
Im einfachsten Fall wird das Gesamtsystem mit einer solchen
Observer/Controller-Komponente versehen (Abbildung 2.4). Moderne Com-
putersysteme bestehen allerdings typischerweise aus mehreren Komponenten.
Jede Einzelkomponente wird hier durch eine Observer/Controller-Komponente
u¨berwacht und geregelt. Diese Kontrolleinheiten ko¨nnen wiederum untereinander
Informationen austauschen. Dadurch ergibt sich ein verteiltes System wie in
Abbildung 2.6(a). Dieses kann noch um eine globale Observer/Controller-
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Abbildung 2.6: Modellarchitekturen mit der Observer/Controller-Architektur
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Komponente erweitert werden (Abbildung 2.6(b)), die das Verhalten des
Gesamtsystems kontrolliert.
2.3.1 Anforderungen an das Betriebssystem
Durch die Einfu¨hrung der Konzepte des Autonomic/Organic Computing in den
Bereich eingebetteter Echtzeitsysteme ergeben sich weitere Anforderungen. Zur
Realisierung von AC-/OC-Funktionalita¨ten sind zwei Implementierungsansa¨tze
denkbar. Einerseits kann die Funktionalita¨t direkt in die Anwendung integriert
werden, sofern sie echtzeitfa¨hig ist. Sollte dies nicht der Fall sein, so kann sie als se-
parater Dienst in Form eines Helper Threads implementiert werden. Hierzu muss
zuna¨chst Anforderung RTOS-2 (Echtzeitscheduling) aus Abschnitt 2.1.1 unter
Nutzung von Anforderung RTOS-1 (Mehrfa¨digkeit) wie folgt erweitert werden:
RTOS-2’ (Helper Threads) Das Betriebssystem erlaubt es, zusa¨tzliche Anwen-
dungen im vo¨lliger zeitlicher Isolation von den harten Echtzeitthreads laufen
zu lassen. Es muss also mo¨glich sein, parallel zu den Anwendungsthreads
weitere Helper Threads laufen zu lassen, ohne dass sich das Zeitverhalten
der Anwendungsthreads a¨ndert. Wie in spa¨teren Kapitel gezeigt wird, lassen
sich viele Selbstadaptionsmechanismen zwar direkt in Betriebssystemdien-
ste integrieren, dies fu¨hrt aber bei einer WCET-Analyse zwangsla¨ufig zu
ho¨heren Laufzeitabscha¨tzungen. Gerade bei aufwa¨ndigeren Techniken ist
es deshalb von Vorteil, wenn diese separat laufen und nur geringen Einfluss
auf die WCET einer Anwendung haben.
Kernpunkte jeder AC-/OC-Architektur sind zum einen die umfassende U¨berwa-
chung des Systemzustands, und zum anderen entsprechende Eingriffsmo¨glichkei-
ten. Daraus ergeben sich folgende weitere Anforderungen:
RTOS-5 (Monitoring) Das Betriebssystem stellt umfassende, feinko¨rnige Lauf-
zeitinformationen u¨ber Systemparameter und laufende Threads zur
Verfu¨gung. Aus diesen Laufzeitinformationen kann ein genaues Bild u¨ber
den aktuellen Systemzustand abgeleitet werden.
RTOS-6 (Reaktionen) Entsprechend mu¨ssen ebenso feinko¨rnige Ein-
griffsmo¨glichkeiten vorhanden sein, um das Laufzeitverhalten des
Systems gezielt zu beeinflussen. Die Art dieser Eingriffsmo¨glichkeiten
ist stark von deren Ort abha¨ngig. Diese Eingriffsmo¨glichkeiten sowie
die oben genannten Laufzeitinformationen sind Grundvoraussetzung zur
Implementierung der MAPE- oder Observer/Controller-Architektur auf
einem Produktivsystem.
RTOS-7 (Codemigration) Ein Konzept fu¨r mobilen Code ermo¨glicht das Ver-
schieben von Anwendungen zwischen Knoten in einem verteilten System. So
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kann etwa beim drohendem Ausfall einzelner Knoten die weitere Verfu¨gbar-
keit deren Dienste sichergestellt werden, indem diese auf andere, voll funk-
tionsfa¨hige Knoten verlagert werden.
RTOS-8 (Sicherheit) Geeignete Sicherheitsmaßnahmen stellen die Funkti-
onsfa¨higkeit des Gesamtsystems sicher. Diese Anforderung betrifft mehrere
Aspekte. So gilt es, Funktionssto¨rungen durch fehlerhafte Programme zu
vermeiden, indem diese mo¨glichst isoliert ausgefu¨hrt werden. So ko¨nnen
diese keine anderen parallel laufenden Anwendungen beeinflussen, wodurch
die Zuverla¨ssigkeit des Systems sichergestellt wird. Zudem muss das System
auch gegen gezielte Angriffe etwa durch Schadsoftware geschu¨tzt werden.
All diese Anforderungen beziehen sich zuna¨chst auf den inneren Aufbau des Be-
triebssystems. Gleichzeitig ist es notwendig, entsprechende Werkzeuge bereitzu-
stellen, die die Entwicklung und Nutzung der geforderten Funktionalita¨ten auf
Anwendungsebene unterstu¨tzen.
Die Funktionalita¨ten RTOS-5/Monitoring und RTOS-6/Reaktionen wer-
den idealerweise anhand einer einheitlichen Schnittstelle bereitgestellt. Das Be-
triebssystem selbst kann zuna¨chst nur Laufzeitinformationen u¨ber seine eige-
nen Komponenten liefern. Ebenso verha¨lt es sich mit den Eingriffsmo¨glichkeiten.
Deshalb ist es wichtig, von allen zusa¨tzlichen Komponenten wie Anwendungen
und Treibern die Implementierung einer solchen Schnittstelle zu fordern. Diese
Schnittstelle ist wiederum mo¨glichst allgemein zu halten, um eine breite Einsetz-
barkeit zu gewa¨hrleisten.
Die Grundvoraussetzung fu¨r RTOS-7/Codemigration ist das Vorhandensein
eines dynamischen Linkers oder Runtime Linkers. Damit kann neuer Anwen-
dungscode zur Laufzeit in ein System eingebunden werden. Diese Funktionalita¨t
ist auf Betriebssystemen, die die POSIX-Spezifikation [47] implementieren, nor-
malerweise vorhanden. Fu¨r die volle Funktionsfa¨higkeit ist es zudem no¨tig, den
Zustand einer Anwendung speichern zu ko¨nnen, um diesen zusammen mit dem
Code auf den Zielknoten zu migrieren.
Heutige Betriebssysteme fu¨r eingebettete Systeme stellen u¨blicherweise schon eine
Reihe von Sicherheitsmaßnahmen (RTOS-8/Sicherheit) zur Verfu¨gung. Diese
sind unter anderem die Nutzung von hardware-basierten Speicherschutztechni-
ken, oder, auf POSIX-basierten Systemen, der Einsatz einer Rechteverwaltung.
Abbildung 2.7 fasst die genannten Anforderung zusammen und ordnet sie den
Bereichen Echtzeit und Autonomic/Organic Computing zu. Auf dieser Basis soll
nun eine Betriebssystemarchitektur entworfen werden, welche all diese Anforde-
rungen erfu¨llt.
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Abbildung 2.7: Anforderungen an ein organisches Echtzeitbetriebssystem
2.3.2 Anforderungen an das Organic Management
Auch fu¨r ein Organic Management ergeben sich durch seinen Einsatz innerhalb
von eingebetteten Echtzeitsystemen gewisse Anforderungen.
OM-1 (Echtzeitfa¨higkeit) Die Teile des Organic Managements, die direkt mit
Anwendungen interagieren, du¨rfen deren Zeitverhalten nicht unvorherseh-
bar beeinflussen. Bei einer Integration in Echtzeitanwendungen mu¨ssen sie
auch selbst echtzeitfa¨hig sein.
OM-2 (Isolierbarkeit) Nicht echtzeitfa¨hige Teile des Organic Managements
mu¨ssen sich in zeitlicher Isolation zu den Anwendungen des Knotens
ausfu¨hren lassen. Sie mu¨ssen sich also in Form eines Helper Threads imple-
mentieren lassen.
OM-3 (Effiziente Algorithmen) Auch wenn das Management durch Anforde-
rung OM-2 zeitlich von den Anwendungen isoliert ist, steht ihm nur
begrenzte Rechenzeit zur Verfu¨gung. Insofern mu¨ssen die Management-
Algorithmen sehr laufzeiteffizient sein, um eine schnelle Reaktion zu
ermo¨glichen.
OM-4 (Nicht-negative Wirkung) In harten Echtzeitsystemen kann ein Fehlver-
halten des Systems katastrophale Folgen haben. Es muss daher sichergestellt
werden, dass das Organic Management nur solche Reaktionen auswa¨hlt,
die den aktuellen Systemzustand nicht verschlechtern. In Bezug auf An-
wendungen ohne Echtzeitanforderungen kann ein Teilausfall der Funktio-
nalita¨ten (graceful degradation) hingenommen werden, solange dadurch die
Kernfunktionalia¨t aufrechterhalten werden kann.
Anforderung OM-1 hinsichtlich der Echtzeitfa¨higkeit beru¨cksichtigt die generische
Observer/Controller-Architektur durch ihren Action Selector. Sie verzichtet aber
darauf, dies auch von den anderen Komponenten des Regelkreises zu fordern.
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Ebenso ist Anforderung OM-4 schon definiert, wird aber durch den mo¨glichen
Einsatz von Lerntechniken relativiert.
2.3.3 Entscheidungstechniken fu¨r OC-Systeme
Dieser Abschnitt stellt einige Konzepte vor, die in der Controller-Komponente von
OC-Systemen zu Aktionsauswahl und auch Weiterentwicklung der Aktionsbasis
genutzt werden.
2.3.3.1 Learning Classifier Systems
Learning Classifier Systems (LCS, [15]) bestehen aus einem Regelsatz, der lau-
fend mit Hilfe eines genetischen Algorithmus’ und einer Lernfunktionen optimiert
wird. Der Regelsatz selbst basiert im Allgemeinen auf einfachen Zeichenketten
aus wahr/falsch/egal -Werten (Symbole 1/0/#) fu¨r die Eingabe bzw. wahr/falsch-
Werten fu¨r die Ausgabe. Jede Regel ist zusa¨tzlich mit einem oder mehreren At-
tributen ausgestattet, welche von der Lernfunktion und dem genetischen Algo-
rithmus zur Weiterentwicklung der Regelpopulation benutzt werden. Die Art und
Bedeutung dieser Attribute ha¨ngt dabei von der Art des eingesetzten LCS ab. In
jedem Klassifizierungzyklus wa¨hlt das LCS basierend auf den Eingabewerten eine
geeignete Regel (
”
Classifier“) und fu¨hrt die entsprechende Aktion aus. Im Ideal-
fall bewegt sich das System damit einen Schritt auf einen Zielzustand zu. Eine
Bewertungsfunktion bewertet den Erfolg der ausgewa¨hlten Aktion. Mithilfe die-
ser Bewertung vera¨ndert das LCS die Attribute der vorher ausgewa¨hlten Regeln.
Der genetische Algorithmus fu¨hrt durch Mutation und Rekombination bestehen-
der Regeln neue Regeln in den Regelsatz (Population) ein. Alte Regeln entfernt
das LCS im Lauf der Zeit aus der Population. Wichtige Kriterien hierfu¨r sind die
Attributswerte der Regeln, die das LCS mithilfe der Lernfunktion stetig weiter-
entwickelt. Diese geben an, wie sich eine Regel in der Vergangenheit bewa¨hrt hat.
Somit werden vor allem Regeln, die dem System wenig Nutzen brachten, aus der
Population entfernt.
Der Regelsatz eines LCS stellt also die Aktionsbasis fu¨r den Action Selector dar.
Die Bewertungsfunktion dient der Evaluierung, wa¨hrend der genetische Algorith-
mus das Adaptionsmodul des Controllers repra¨sentiert. Im Bereich des Organic
Computing kommen Learning Classifier Systems unter anderem bei Scho¨ler und
Mu¨ller-Schloer [54] zum Einsatz.
Ein Vorteil von LCS ist die beschra¨nkte La¨nge des Parametersatzes. Somit la¨sst
sich die Datenbasis eines LCS sehr platzsparend implementieren. Ebenso ko¨nnen
Regeln und Zusta¨nde sehr effizient miteinander verglichen werden. Solange der
Umfang des Regelsatzes ausreichend beschra¨nkt ist, kann man auch eine ange-
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messen beschra¨nkte Laufzeit der Klassifizierung garantieren. Nachteilig fu¨r einge-
bettete Echzeitsysteme ist allerdings die zufallsorientierte Arbeitsweise des gene-
tischen Algorithmus’t. Dadurch ko¨nnen Regeln entstehen, die das Systemverhal-
ten negativ beeinflussen. Gerade in harten Echtzeitsystem muss dies aber strikt
vermieden werden. LCS erlauben nur eine schrittweise A¨nderung des Systemzu-
stands, da in jedem Klassifizierungszyklus nur eine Aktion ausgefu¨hrt wird.
2.3.3.2 Automatisierte Planer
Im Gegensatz zu LCS sind automatisierte Planer [51, 13] auch in der Lage, ganze
Aktionenfolgen herzuleiten, die ein System aus einem unerwu¨nschten Ausgangs-
zustand in mehreren Einzelschritten in den gewu¨nschten Zielzustand u¨berfu¨hren.
Die zur Verfu¨gung stehenden Aktionen mit ihren Vor- und Nachbedingungen wer-
den u¨blicherweise in entsprechenden Planersprachen wie etwa PDDL angegeben
(Planning Domain Definition Language). Im Zusammenhang mit dem aktuel-
len Zustand spannen die Aktionen einen Graphen auf. Die Knoten des Graphen
stellen dabei mo¨gliche Folgezusta¨nde dar. Die Kanten repra¨sentieren die Aktio-
nen, u¨ber die diese Zusta¨nde erreicht werden ko¨nnen. Aufgabe des Planers ist es
nun, fu¨r einen gegebenen Startzustand einen Weg durch diesen Graphen zu dem
gewu¨nschten Zielzustand zu finden. Durch den Nutzer vorgegebene Nebenbedin-
gungen ko¨nnen diese Wege zusa¨tzlich einschra¨nken.
Fu¨r die Aktionen werden Voraussetzung und Effekt meist in Form logischer For-
meln angegeben. Durch Kombination dieser Informationen mit dem aktuellen
Systemzustand kann dieser graduell gea¨ndert werden, bis der Zielzustand er-
reicht ist. Durch Nebenbedingungen kann außerdem sichergestellt werden, dass
schlechte Zusta¨nde gemieden werden. Vorteilhaft ist auch das offene Konzept,
das es ermo¨glicht, auch zur Laufzeit neue Aktionen einzufu¨gen. Allerdings sind
die Planungsprozesse im Allgemeinen sehr aufwa¨ndig, womit ein direkter Ein-
satz in leistungsbeschra¨nkten eingebetteten Systemen stark beschra¨nkt wird. Im
Bereich des Organic Computing wird ein automatisiertes Planungsverfahren fu¨r
vertrauenswu¨rdige selbstorganisierende Systeme eingesetzt [52].
Der Planungsalgorithmus selbst ist u¨ber die zugeho¨rige Beschreibungssprache
von der Problemdoma¨ne entkoppelt und damit von dieser unabha¨ngig. Insofern
sind auch Planungsalgorithmen generisch. Problematisch ist allerdings der hohe
Rechenaufwand, der fu¨r eine Planerstellung beno¨tigt wird. Fu¨r den Einsatz in
ressourcenarmen eingebetteten Echtzeitsystemen erscheinen Planer daher wenig
geeignet. Dies gilt umso mehr, wenn sie nur einen geringen Teil der Rechenleistung
des Systems in Anspruch nehmen du¨rfen.
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2.4 Aktuelle Echtzeitbetriebssysteme und
Echtzeit-Middleware
2.4.1 Choices - Ein selbstheilendes Betriebssystem
Choices (Class Hierarchical Open Interface for Custom Embedded Systems) wurde
von Campbell et al. [9] urspru¨nglich als Betriebssystem fu¨r große Multiprozessor-
systeme entworfen. Die einzelnen Knoten in solchen Systemen sind u¨blicherweise
u¨ber einen gemeinsamen Speicher oder eine schnelle Vernetzung untereinander
verbunden. Der Entwurf von Choices zielt aber auf ein deutlich gro¨ßeres Anwen-
dungsfeld ab. So soll Choices auch im Bereich eingebetteter Echtzeitsysteme zum
Einsatz kommen, wie sie im Bereich der Luftfahrt zu finden sind. Dies betrifft
nicht nur Steuerung an Bord eines Flugzeugs, sondern auch die Rechensysteme
in Flugverkehrskontrollstellen und Flugleitsystemen.
Um den Anforderungen aus den sehr verschiedenen Anwendungsbereichen ge-
recht zu werden, wurde Choices als stark anpassbares Betriebssystem entwickelt.
Kernfunktionen werden innerhalb einer Klassenhierarchie abgebildet. Einzelne
Klassen in dieser Hierarchie ko¨nnen problemspezifisch ausgewa¨hlt und kombi-
niert werden. Dadurch ist es mo¨glich, ein auf die Bedu¨rfnisse einer speziellen
Anwendung zugeschnittenes Betriebssystem bereitzustellen.
David et al. [12] nutzen Choices als Grundlage, um ein selbstheilendes Betriebs-
system zu entwickeln. Dabei wird ein problemorientierter Ansatz verfolgt. Fu¨r
verschiedene Arten von Fehlermodellen werden entsprechende Korrekturmecha-
nismen bereitgestellt.
Grundlage fu¨r alle Mechanismen bildet zum einen eine Ausnahmebehandlung, die
das Betriebssystem durch Unterstu¨tzung von C++-Ausnahmen bereitstellt. Au-
ßerdem ko¨nnen Prozessorausnahmen in entsprechende C++-Objekte abgebildet
werden. Damit werden alle Ausnahmesituationen auf eine einheitliche Schnittstel-
le abgebildet. Zum anderen setzt Choices auf die Isolation der einzelnen Software-
komponenten. Dadurch ko¨nnen sich Fehler nicht u¨ber die betroffene Komponente
hinaus fortpflanzen. Entsprechend ko¨nnen Selbstheilungsmaßnahmen auf die ein-
zelne Komponente beschra¨nkt werden. Diese Isolation ist in Choices mithilfe von
virtuellem Speicher und Speicherschutztechniken implementiert. Einzelne Kom-
ponenten werden dabei von Klassen gekapselt. Diese Wrapper besitzen u¨ber die
Klassenhierarchie von Choices die Fa¨higkeit, all jene Ausnahmen zu behandeln,
die von den Komponenten nicht gefangen werden werden ko¨nnen.
In Choices sind verschiedene Techniken zur Fehlererkennung und Systemwieder-
herstellung implementiert:
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• Code reloading: Falls Speicherinhalte durch eine fehlerhafte Programm-
ausfu¨hrung bescha¨digt werden, so werden die Daten aus einem nicht-
flu¨chtigen Speicher erneut geladen. Bescha¨digte Speicherinhalte werden er-
kannt, wenn der Prozessor eine Ausnahme aufgrund eines ungu¨ltigen Be-
fehls auslo¨st. Zusa¨tzlich ko¨nnen auch regelma¨ßige Codepru¨fungen genutzt
werden, um Speicherfehler bereits zu erkennen, bevor sie weitere Fehler
auslo¨sen.
• Component micro-rebooting: Durch einen Micro-Reboot wird eine Kompo-
nente neu initialisiert. Danach wird versucht, den Dienst der Komponente
erneut in Anspruch zu nehmen. Auf diesem Weg ko¨nnen Fehler in Daten-
strukturen innerhalb des Betriebssystemkerns behoben werden.
• Automatic service restarts: Bestimmte Dienste eines Betriebssystems sind
essentiell fu¨r die Funktionalita¨t des Systems. Falls der Ausfall eines solchen
Dienstes festgestellt wird, so wird durch seinen automatischen Neustart die
volle Funktionsfa¨higkeit des Systems sichergestellt. Choices stellt auch hier
eine entsprechende Kapselung zur Verfu¨gung. Außerdem nutzt Choices lock-
tracking, um alle Sperren verfolgen zu ko¨nnen, die eine Komponente belegt.
Dies ist notwendig, um diese im Falle eines Neustarts der Komponente auch
freigeben zu ko¨nnen.
• Watchdog-based recovery: Watchdog-Timer werden eingesetzt, um sicher-
zustellen, dass das Betriebssystem in seiner Arbeit fortschreitet. Falls der
Timer nicht regelma¨ßig durch das Betriebssystem zuru¨ckgesetzt wird, so
wird er bei seinem Ablaufen den Prozessor benachrichtigen. Dadurch wird
u¨blicherweise ein kompletter Neustart des Systems ausgelo¨st. Durch geeig-
nete Modifikation des Watchdog-Mechanismus’ wird verhindert, dass der
Inhalt das Arbeitsspeichers verloren geht. Ebenso bleibt der Zustand der
MMU erhalten. Damit kann nach einer Neuinitialisierung der regula¨re Be-
trieb fortgesetzt werden. Einzig der Zustand des letzten Prozesses, der lief,
als der Watchdog-Timer auslo¨ste, geht verloren.
• Transactional components: Die Systemkomponenten werden um ein Trans-
aktionsmodell erweitert. Fehleranfa¨llige Operationen werden durch Trans-
aktionen gekapselt. Falls eine solche Transaktion fehlschla¨gt, so kann der
vorhergehende Zustand der Komponente wiederhergestellt werden. Trans-
aktionen bieten somit im Vergleich zu dem oben genannten micro-rebooting
feinere Eingriffsmo¨glichkeiten. Durch den Transaktionsmechanismus kann
sichergestellt werden, dass wichtige Statusinformationen erhalten bleiben,
welche durch einen Micro-Reboot verlorengehen wu¨rden.
• Process-level recovery: Zuletzt ist es mo¨glich, den kompletten Zustand einer
Anwendung zu sichern. Dieser kann dann nach einem Neustart des Systems
gezielt wiederhergestellt werden. Betriebssysteminterne Zusta¨nde hingegen
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werden durch den Neustart neu initialisiert, wodurch mo¨gliche transiente
Fehler beseitigt werden.
Die genannten Funktionalita¨ten wurden fu¨r den OMAP1610 H2 von Texas In-
struments implementiert. Dabei handelt es sich um einen Prozessor fu¨r den Ein-
satz in Mobiltelefonen. Weitere Evaluierungen wurden an ARM Integrator un-
ter Zuhilfenahme von QEMU durchgefu¨hrt. Damit wurde die Praktikabilita¨t der
vorgestellten Techniken fu¨r den Einsatz in eingebetteten Systemen unter Beweis
gestellt.
Ohne Beachtung bleiben bei dieser Arbeit allerdings die besonderen Anforderun-
gen von harten Echtzeitanwendungen.
2.4.2 QNX
QNX [48] entstand 1980 als Echtzeitbetriebssystem mit Mikrokernel. Als sich der
POSIX-Standard [47] immer weiter durchsetzte, wurde der Kernel neu imple-
mentiert. Dadurch wurde eine vollsta¨ndige Kompatibilita¨t zu POSIX und SMP
(Symmetric MultiProcessing) erreicht. Seit 2001 wird das Ergebnis dieser Arbeit
unter der Bezeichnung QNX Neutrino vermarktet. Seit 2007 ist der Quellcode des
QNX-Neutrino-Kernels fu¨r die nicht-kommerzielle Nutzung o¨ffentlich verfu¨gbar.
Der Betriebssystemkern besteht nur aus wenigen Komponenten. Dabei handelt
es sich um den Prozessor-Scheduler, Mechanismen zur Interprozesskommunika-
tion, die Unterbrechungsbehandlung sowie verschiedene Zeitgeber. Alle weiteren
Dienste werden als Nutzerprozesse mit eingeschra¨nkten Rechten ausgefu¨hrt. Dies
betrifft auch Gera¨tetreiber.
Die Kommunikation zwischen zwei Nutzerprozessen findet synchron statt. Die
Interprozesskommunikation ist dabei eng an das Prozessor-Scheduling gekop-
pelt. Dadurch sind diese Kommunikationsmechanismen sehr universell einsetz-
bar. Durch seine Mikrokern-Architektur kann QNX Neutrino auch als verteiltes
Betriebssystem verwendet werden. Die dazu verwendeten Techniken werden als
Transparent Distributed Processing bezeichnet. Insbesondere handelt es sich hier-
bei um ein Protokollmodul, mit dessen Hilfe mehrere Mikrokerne innerhalb eines
Netzes verbunden werden. Dadurch werden Zugriffe auf entfernte Dienste fu¨r die
Applikationssoftware transparent gemacht.
Eine weitere Besonderheit von QNX Neutrino ist der Boot Loader. Dieser kann
ein komplettes System bestehend aus Betriebssystemkern, Gera¨tetreibern, Be-
nutzerprogrammen und -bibliotheken aus einem einzigen Abbild laden. Dies ist
insbesondere fu¨r den Entwurf eingebetteter Systeme hilfreich, da hier die kom-
plette Abbilddatei im ROM-Speicher abgelegt werden (z.B. Flash) kann, aber
keine Festplatten oder vergleichbare Techniken zur Verfu¨gung stehen.
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Der Einsatz von QNX Neutrino in symmetrischen Multiprozessorsytemen (SMP)
wird unterstu¨tzt. Mit Bound MultiProcessing (BMP) stellt QNX Neutrino eine
spezielle Schedulingtechnik bereit, die es erlaubt, ausgewa¨hlte Tasks an bestimm-
te Prozessoren zu binden. Als weitere Schedulingtechniken fu¨r einzelne Threads
werden FIFO, Server Sporadic und Round Robin angeboten.
Durch Adaptive Partitionierung wird die Echtzeitfa¨higkeit und Sicherheit des
Betriebssystems erho¨ht. Dabei wird einer Gruppe von Anwendungen eine mini-
male Prozessorleistung garantiert. Dies ist unabha¨ngig von der Systemlast und
wird selbst dann erfu¨llt, wenn gleichzeitig ho¨herpriore Threads aktiv sind. Mit
adaptiver Partitionierung ko¨nnen also Threads unter strikten Echtzeitbedingun-
gen ablaufen. Gleichzeitig werden die einzelnen Gruppen weitgehend voneinander
isoliert. Dadurch werden Beeinflussungen zwischen den Gruppen minimiert.
QNX Neutrino bietet einen einfachen Selbstheilungsmechanismus: Durch die Mi-
krokernarchitektur werden Anwendungen effizient gekapselt. Jede Anwendung
la¨uft als Server mit einem eigenen Speicherbereich. Wird versucht auf den Spei-
cher anderer Anwendung zuzugreifen, kann dies durch den Mikrokern unterbun-
den werden. Damit ko¨nnen Fehler schnell lokalisiert werden. Gleichzeitig wird
verhindert, dass Fehler das restliche System negativ beeinflussen.
QNX Neutrino ist fu¨r folgende Prozessorarchitekturen verfu¨gbar: x86, MIPS, Po-
werPC, SH-4, ARM, StrongARM und xScale.
2.4.3 VxWorks
VxWorks [65] ist ein proprieta¨res Echtzeitbetriebssystem, das von der Firma
Wind River Systems entwickelt und vertrieben wird. Es wird hauptsa¨chlich in der
Luft- und Raumfahrt eingesetzt. Aber auch Automobilhersteller und -zulieferer
nutzen es, so etwa Siemens VDO oder BMW.
VxWorks beinhaltet einen Multitasking-Kern, der sowohl pra¨emptives als auch
Round-Robin-Scheduling bietet. Optional ist auch eine Unterstu¨tzung fu¨r sym-
metrische Multiprozessorsysteme verfu¨gbar. A¨hnlich dem Bound Multiprocessing
in QNX Neutrino besteht auch hier die Mo¨glichkeit, eine Applikation an eine be-
stimmte CPU zu binden.
VxWorks bietet eine verbindungsorientierte Interprozesskommunikation. Diese
unterstu¨tzt das TIPC-Protokoll (Transparent Inter-Process Communication),
das eine ortstransparente Interprozesskommunikation innerhalb eines Rechen-
Clusters ermo¨glicht. Da diese Kommunikation auf einem offenen Standard basiert,
ko¨nnen damit auch Dienste angesprochen werden, die unter anderen Betriebssy-
stemen wie etwa Linux laufen.
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Durch den Einsatz von Speicherschutzmechanismen werden Anwendungspro-
gramme vom Betriebssystemkern getrennt. Damit wird ein grundlegender Selbst-
schutz des Kerns sowie weiterer laufender Anwendungsprogramme gewa¨hrleistet.
Zum Fehlermanagement stellt VxWorks ein entsprechendes Framework bereit,
das durch den Nutzer auf seine Bedu¨rfnisse angepasst werden kann. Damit ist
eine weitreichende Erkennung und Behandlung von Fehlern in allen Schichten
des Betriebssystems mo¨glich. Mit Hilfe der Prozessor-Abstraktionsschicht ist es
mo¨glich, VxWorks relativ einfach auf vera¨nderte und neue Hardwarearchitekturen
zu portieren. In dieser Schicht werden grundlegende Funktionalita¨ten gekapselt
und von den Eigenschaften der Hardware abstrahiert.
VxWorks ist fu¨r folgende Prozessorarchitekturen verfu¨gbar: x86, MIPS, PowerPC,
Freescale ColdFire, SH-4, ARM, StrongArm, xScale.
2.4.4 OSEK/VDX und AUTOSAR
Bei AUTOSAR [2] handelt es sich im Gegensatz zu den bisher beschriebe-
nen Betriebssystemen ausschließlich um die Spezifikation von Schnittstellen. Be-
reits im OSEK1/VDX2-Standard [43] wurde eine minimale, einheitliche Software-
Schnittstelle fu¨r Elektronikkomponenten in Automobilen entwickelt. AUTOSAR
erweitert OSEK/VDX zu einer vollsta¨ndigen Middleware-Architektur und Lauf-
zeitumgebung fu¨r Automobilanwendungen.
Die OSEK-Initiative wurde 1993 von der deutschen Automobilindustrie ins Leben
gerufen. Im Jahr 1994 traten die franzo¨sischen Automobilhersteller PSA und
Renault der Initiative bei und brachten dabei ihren eigenen Standard VDX ein.
Das Ziel beider Projekte war die Entwicklung eines Industriestandards fu¨r eine
offene Architektur fu¨r verteilte Steuereinheiten in Kraftfahrzeugen.
Der OSEK/VDX-Standard ist in mehrere Spezifikationen unterteilt. Diese bie-
ten einen Betriebssystemkern und allgemeine Schnittstellen fu¨r Kommunikatio-
nen, Netzwerkverwaltung und das Debugging. Des weiteren definiert OSEK eine
Auszeichnungssprache (Markup Language), die OSEK Implementation Language
(OIL), mit der von Anwendungen beno¨tigte Betriebssystemobjekte beschrieben
werden. Weitere Spezifikationen bescha¨ftigen sich mit Erweiterungen fu¨r zeitkri-
tische Anwendungen (Time Triggered Operating System, TTOS) und fehlertole-
rante Kommunikation (Fault Tolerant COMmunication, FTCOM).
Die HerstellerInitiative Software (HIS) [14] hat die Spezifikation fu¨r das OSEK-
Betriebssystem OSEK OS um einen speziellen Anwendungsschutz erweitert. Da-
1Offene Systeme und deren Schnittstellen fu¨r die Elektronik im Kraftfahrzeug
2Vehicle Distributive eXecutive
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mit soll verhindert werden, dass sich Anwendungen verschiedener Hersteller, die
auf demselben Knoten laufen, gegenseitig scha¨digen.
Die verschiedenen OSEK-Spezifikationen sind sehr allgemein gehalten. So ist et-
wa fu¨r die Kommunikation zwischen Anwendungen auch zwischen verschiedenen
Steuereinheiten nur ein Protokoll definiert. Keine Beachtung finden hingegen die
tatsa¨chlich eingesetzten Kommunikationstechniken wie etwa CAN oder FlexRay.
In AUTOSAR wurden das Ziel eines offenen Standards weiter verfeinert. Wie be-
reits in OSEK sollten grundlegende Systemfunktionen eine einheitliche Schnitt-
stelle bieten. Durch den zunehmenden Einsatz von elektronischen Steuereinheiten
und deren Vernetzung war es nun auch notwendig, die Skalierbarkeit der Software
zu gewa¨hrleisten. Mit Hilfe der Vernetzung sollte es außerdem mo¨glich sein, Funk-
tionen innerhalb des Fahrzeugnetzwerks zu verschieben. Eng damit verbunden
ist auch die Forderung nach der Integration und Austauschbarkeit der Software
unabha¨ngig von ihrem Hersteller. So soll vermehrt sogenannte Commercial-Off-
The-Shelf -Software (COTS Software) zum Einsatz kommen anstelle von fu¨r spe-
zielle Anwendungsfa¨lle entwickelte Software. Zuletzt soll durch AUTOSAR die
Wartbarkeit u¨ber den gesamten Produktlebenszyklus gewa¨hrleistet werden, hier
insbesondere auch das Einspielen von Softwareaktualisierungen.
Im Jahr 2003 wurde das AUTOSAR-Konsortium nach Vorgespra¨chen offiziell ge-
gru¨ndet. Die erste Spezifikation (Release 1.0) wurde 2005 vorgestellt, 2006 folgte
dann Release 2.0. Die
”
erste serientaugliche Version“ von AUTOSAR wurde im
Ma¨rz 2007 als Release 2.1 vorgestellt. Seit August 2008 ist die aktuelle Version
mit Release 3.1 verfu¨gbar. In der Zwischenzeit wurde die AUTOSAR-Schnittstelle
unter anderem von Elektrobit in deren Toolfamilie eb tresos [58] implementiert.
Abbildung 2.8 gibt einen U¨berblick u¨ber den Aufbau einer Steuereinheit.
Die AUTOSAR Software besteht aus den einzelnen anwendungsspezifischen Soft-
warekomponenten, die auf einer ECU ausgefu¨hrt werden. Diese kommunizieren
u¨ber eine einheitliche Schnittstelle (AUTOSAR Interface) mit dem AUTOSAR
Runtime Environment (RTE). Als Abstraktion dieser Kommunikation definiert
AUTOSAR den Virtual Function Bus (VFB). Diese Kommunikationspfade sind
in Abbildung 2.8 als
”
API 2 VFB & RTE relevant“gekennzeichnet. Bei der Nut-
zung des AUTOSAR Interface kann die Kommunikation zwischen zwei Kompo-
nenten auch u¨ber ein Netzwerk stattfinden. Die Transparenz dieses Vorgangs wird
durch den VFB und das RTE gewa¨hrleistet.
Die Basic Software stellt die Schnittstelle zu der konkreten ECU dar. Auf dieser
Seite werden gegenu¨ber der Laufzeitumgebungen zwei Arten von Schnittstellen
bereitgestellt. Zum Einen sind dies wiederum die standardisierten AUTOSAR
Interfaces, welche auch u¨ber das Netzwerk angesprochen werden ko¨nnen. Fu¨r
bestimmte Komponenten werden dagegen nur einfache Standardized Interfaces
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Abbildung 2.8: U¨berblick u¨ber die AUTOSAR-Architektur (aus [3])
definiert, welche meist von der verwendeten Programmiersprache abha¨ngig sind
und so nur innerhalb einer ECU angesprochen werden ko¨nnen.
Die Basic Software bietet grundlegende Dienste fu¨r die AUTOSAR Softwarekom-
ponenten an. Die Komponenten der Basic Software zerfallen in zwei Gruppen. Die
ECU Firmware mit ECU Abstraction und Complex Device Drivers muss speziell
fu¨r eine bestimmte ECU entwickelt werden, da hier die eigentlichen Hardware-
zugriffe abgewickelt werden. Diese Funktionalita¨ten werden wiederum u¨ber stan-
dardisierte Schnittstellen der Laufzeitumgebung und der Standard Software zur
Verfu¨gung gestellt. In der Standard Software werden die Komponenten Operating
System, Services, Communication und Microcontroller Abstraction zusammenge-
fasst. Diese sind von der darunterliegenden Hardware unabha¨ngig.
Neben der Bereitstellung einer einheitlichen Schnittstelle zur Softwareentwick-
lung verfolgt AUTOSAR auch die Kapselung von Funktionalita¨ten. So wird etwa
die Kommunikation zwischen einzelnen Steuereinheiten via CAN oder Flexray in
separaten Modulen definiert. Dadurch wird zum einen die Fehleranfa¨lligkeit ver-
ringert, zum anderen ergibt sich hier auch wieder eine einfachere Analysierbarkeit
wie sie fu¨r Echtzeitsysteme vonno¨ten ist.
Die bisherigen Versionen von AUTOSAR waren fu¨r den Einsatz auf einfa¨digen
Prozessoren konzipiert. Eine Nutzung mehrfa¨diger oder gar von Mehrkernprozes-
soren erweist sich als problematisch [27]. Um das Echtzeitverhalten des ho¨chst-
prioren AUTOSAR-Tasks zu erhalten, sind einige Erweiterungen an der Spe-
zifikation und ihren Hardwareanforderungen notwendig. Da der Trend im Be-
reich eingebetteter Systeme im Automobil aber auch zunehmend zum Einsatz
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von Mehrkernprozessoren geht, werden zuku¨nftige Versionen von AUTOSAR zu-
mindest eine Unterstu¨tzung fu¨r diesen Prozessortyp bieten.
Die AUTOSAR-Spezifikation fordert bereits gewisse Schutzmaßnahmen, um die
Funktionsfa¨higkeit eines Systems auch im Fehlerfall zu erhalten. Zum einen ist
dies der Einsatz von Speicherschutztechniken, wie sie in heutigen Mikroprozes-
soren standardma¨ßig integriert sind. Damit werden die Daten- und Codeberei-
che von Anwendungen, aber auch in den Adressraum abgebildete Peripherie-
gera¨te geschu¨tzt. Auftretende Schutzverletzungen mu¨ssen in einem sogenann-
ten ProtectionHook verarbeitet werden. Um das Einhalten von Zeitschranken
zu gewa¨hrleisten, wird ebenfalls eine entsprechende Unterstu¨tzung gefordert. So
mu¨ssen zum einen die Gesamtausfu¨hrungszeiten von Tasks und Interruptrouti-
nen sowie die Belegungszeiten von Ressourcen bekannt sein. Falls diese u¨ber-
schritten werden, wird wie oben eine Schutzverletzung ausgelo¨st und durch den
ProtectionHook behandelt. Zuletzt definiert AUTOSAR auch Mechanismen zum
Schutz des Betriebssystems vor schadhaften Anwendungen. Ein grundlegender
Dienstschutz war bereits in der OSEK-Spezifikation vorhanden. Dieser wird von
AUTOSAR unter anderem durch die Beseitigung undefinierten Verhaltens oder
die Einfu¨hrung
”
vertrauenswu¨rdiger Anwendungen“ erweitert.
Trumler et al. [59] haben die Erweiterung von AUTOSAR um
Selbstkonfigurations- und Selbstheilungstechniken untersucht. Dabei wurde
eine Middleware vorgestellt, welche auf der AUTOSAR-Architektur aufsetzt und
diese um die entsprechenden Selbstkonfigurations- und Selbstheilungfa¨higkeiten
erweitert. Mit Hilfe der Selbstkonfiguration werden gema¨ß einer Konfigurati-
onsbeschreibung beno¨tigte Dienste automatisch in einem Netz verteilt, so dass
eine optimale Auslastung der einzelnen Knoten erreicht wird. Die Selbstheilung
erkennt den Ausfall einzelner Knoten oder Dienste und kann die volle Funkti-
onsfa¨higkeit des Systems wiederherstellen, indem es die entfallenen Dienste auf
anderen Knoten neu startet.
2.4.5 OSA+
Bei OSA+3 [6, 7] handelt es sich um eine Middleware fu¨r verteilte Echtzeitsy-
steme. Dabei ist ein Einsatz in heterogenen Netzen vorgesehen. Der Entwurf
von OSA+ folgt dem aus dem Betriebssystementwurf bekannten Mikrokernel-
Paradigma. Der Middlewarekern bringt nur Grundfunktionalita¨ten mit sich, die
zur Verwaltung jeglicher zusa¨tzlichen Programmmodule beno¨tigt werden. Die Ge-
staltung dieser Grundfunktionalita¨ten richtet sich an der geringen Leistungsfa¨hig-
keit eingebetteter Systeme aus. Ein Einsatz mit erweiterten Funktionalita¨ten auf
leistungsfa¨higeren Systemen wird dadurch aber nicht ausgeschlossen.
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Zusa¨tzliche Programmmodule stellen ihre Funktionen in Form von Diensten zur
Verfu¨gung, weshalb man auch von einer dienstorientierten Middleware (service
oriented middleware) spricht. OSA+ unterscheidet zwei Arten von Diensten: Ba-
sic Services stellen eine Anpassung der Middleware auf eine bestimmte Hard-
und Softwareumgebung dar. Mit optionalen Extension Services wird die Funk-
tionalita¨t des Kernsystems erweitert.
Die Kommunikation der Dienste untereinander erfolgt u¨ber Jobs. OSA+ ist so
entworfen, dass es bei Vorhandensein eines Echtzeitbetriebssystems und geeig-
neter Hardware auch seine eigenen Funktionalita¨ten in Echtzeitqualita¨t anbieten
kann. Aufgrund der Mikrokernelstruktur ist der Kern von OSA+ lediglich 60 kB
groß.
Um die zeitliche Vorhersagbarkeit zu gewa¨hrleisten, nutzt OSA+ weitgehend Pre-
Allokation. Dabei werden bereits beim Laden und Initialisieren eines Dienstes
alle von diesem beno¨tigten Ressourcen reserviert. Aufgrund der hier notwendigen
Interaktionen hat dieser Vorgang ein unvorhersagbares Zeitverhalten. Sobald aber
die Initialisierung abgeschlossen ist, werden nur noch statische Operationen des
Dienstes aufgerufen, welche ein konstantes und beschra¨nktes Zeitverhalten bieten.
Wie bereits erwa¨hnt, erfolgt die Kommunikation in OSA+ u¨ber sogenannte Jobs.
Dabei sendet ein Dienst eine Anfrage an einen anderen Dienst und wartet gege-
benenfalls auf das Ergebnis. OSA+ unterstu¨tzt sowohl synchrone als auch asyn-
chrone Kommunikation. Bei synchronen Jobs ist der anfragende Dienst fu¨r die
Dauer der Antwortberechnung blockiert. Erfolgt die Anfrage dagegen u¨ber die
Primitiven zur asynchronen Kommunikation, so kann der anfragende Dienst wei-
terarbeiten und muss selbststa¨ndig eine Antwort abrufen. Fu¨r die Abarbeitung
der einzelnen Jobs nutzt OSA+ entsprechende Echtzeit-Schedulingverfahren.
Zur weiteren Unterstu¨tzung der Echtzeitfa¨higkeit ko¨nnen außerdem die
Dienstgu¨teinformationen (Quality of Service, QoS ) der Dienste verwendet wer-
den [46]. Hierzu stellt OSA+ verschiedene Dienstgu¨teklassen bereit, so etwa auch
fu¨r die Ausfu¨hrungszeit eines Dienstes. Der Dienst selbst stellt entsprechende
Wertepaare (Dienstgu¨teklasse, Wert) zur Verfu¨gung, aufgrund derer dann eine
geeignete Ausfu¨hrungsreihenfolge fu¨r einzelne Jobs festgelegt werden kann.
In manchen Situationen ist eine Rekonfiguration eines Rechenknotens oder
Dienstes notwendig. Dies kann etwa der Fall sein, falls durch eine explizite Nut-
zeranfrage ein neuer Dienst geladen werden soll, oder auch, wenn ein fehlerhafter
Dienst ersetzt werden muss. Ebenso ist eine Rekonfiguration bei regelma¨ßigen
Wartungsarbeiten wie etwa dem Einspielen von Softwareaktualisierungen no¨tig.
Dazu wurde ein spezieller Rekonfigurations-Dienst entworfen [53, 8]. Somit ist
es mo¨glich, eine Rekonfiguration als normalen Job auszufu¨hren. Somit wird der
Middleware-Kern durch die Rekonfiguration nicht blockiert. Aufgrund der Mikro-
kernstruktur wird der gesamte Code wiederum klein gehalten, da der Rekonfigu-
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rationsdienst nur auf jenen Knoten ausgefu¨hrt wird, auf denen er auch beno¨tigt
wird.
Die Rekonfiguration eines Dienstes zerfa¨llt in drei Phasen. Zuna¨chst wird die neue
Version des Dienstes geladen. In der zweiten Phase wird die laufende alte Version
durch die neue Version ersetzt. Zuletzt wird die alte Version aus dem System
entfernt. Kritisch ist hier die zweite Phase. Hier muss der Zustand der alten auf
die neue Version u¨bertragen werden.
• Die einfachste Lo¨sung ist hier, beide Dienste fu¨r die komplette Dauer des
Transfers zu blockieren. Wa¨hrend der Blockierung werden alle Daten u¨ber-
tragen, danach kann die neue Version des Dienstes ausgefu¨hrt werden. Die-
ses Vorgehen hat eine relativ hohe Ausfallzeit zur Folge.
• Eine Verku¨rzung der Ausfallzeit wird durch partielle Blockierung erreicht:
Hier wird der Zustand des Dienstes kopiert, wa¨hrend die alte Version weiter-
hin regula¨r arbeitet. In einer kurzen blockierenden Phase werden schließlich
jene Daten erneut u¨bertragen, die sich wa¨hrend des vorherigen Transfers
noch gea¨ndert haben.
• Zuletzt ermo¨glicht OSA+ auch eine nichtblockierende Rekonfiguration. Da-
bei wird eine maximale Ausfallzeit vom Benutzer vorgegeben. In einer nicht-
blockierenden Phase werden auch hier wieder alle Daten des Dienstes ko-
piert. Eine blockierende Phase zur Vervollsta¨ndigung der Daten wird hier
dann aber nur angeschlossen, falls diese U¨bertragung innerhalb der vorgege-
benen Ausfallzeit durchgefu¨hrt werden kann. Ansonsten wird der komplette
Vorgang wiederholt. Der Vorteil einer maximalen Ausfallzeit wird in diesem
Fall um den Preis einer im Allgemeinen deutlich la¨ngeren Gesamtdauer der
Rekonfiguration erkauft.
2.4.6 Vergleich
Tabelle 2.1 gibt einen kurzen U¨berblick u¨ber die in Abschnitt 2.4 vorgestellten
Arbeiten und in wie weit diese die hier definierten zusa¨tzlichen Anforderungen
bereits erfu¨llen. Dabei zeigt sich, dass zwar jede Arbeit gewisse Teile der Anfor-
derungen bereitstellt, aber noch keine allumfassende Lo¨sung verfu¨gbar ist.
Aufgrund ihrer Mikrokernstruktur unterstu¨tzen bereits mehrere der vorgestellten
Betriebssysteme Techniken zur Selbstheilung, so etwa QNX. Hier ko¨nnen anhand
der U¨berwachung kritischer Prozesse Fehler fru¨hzeitig erkannt werden. Durch die
modulare Struktur kann das Betriebssystem diese Fehler gut isolieren und die
volle Funktionsfa¨higkeit wiederherstellen.
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Den vorgestellten Betriebssystemen fehlen allerdings insbesondere die detaillierte
Ermittlung von Laufzeitinformationen (Anforderung RTOS-5/Monitoring) und
die feinko¨rnigen Eingriffsmo¨glichkeiten nach Anforderung RTOS-6/Reaktionen.
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2.4.7 Zusammenfassung zum Stand der Technik
Die vorgestellten Arbeiten zeigen, dass grundlegende Konzepte des Autonomic
und Organic Computing bereits in erheblichem Ausmaß Eingang in die Erfor-
schung und Entwicklung von eingebetteten Systemen gefunden haben. Dabei
werden aber zumeist problemspezifische Lo¨sungen entworfen.
Weit verbreitet ist die Nutzung von Speicherschutzmechanismen, um die Code-
und Datenbereiche laufender Programme vor gegenseitigem Zugriff zu schu¨tzen.
Eng damit verbunden ist die Selbstheilungstechnik, das Gesamtsystem bei Ab-
sturz eines Programms in einem funktionsfa¨higen Zustand zu halten (QNX, Ab-
schnitt 2.4.2 sowie VxWorks, Abschnitt 2.4.3). Auch die Selbstheilungsfunktio-
nen, um die Choices erweitert wurde (Abschnitt 2.4.1), greifen vor allem bei
fehlerhaften Anwendungen.
Es zeigt sich also, dass bisher das Augenmerk hauptsa¨chlich auf dem Abwenden
von negativen Ereignissen liegt. Wenig Beachtung finden dagegen Techniken, die
die Leistungsfa¨higkeit und Nutzbarkeit von Echtzeitsystemen u¨ber ein korrektes
Verhalten hinaus verbessern. Ebenso findet die zunehmende Vernetzung heuti-
ger eingebetteter Systeme noch wenig Beachtung. Durch die Vernetzung ergeben
sich zwar neue Gefahrenquellen fu¨r den Betrieb, aber auch neue Mo¨glichkeiten,
die Funktionsfa¨higkeit weiter zu erho¨hen. Die Selbst-X-Fa¨higkeiten stellen dazu
entscheidende Wegweiser dar.
2.5 Fazit
Wie bereits in Abschnitt 2.4.7 erla¨utert wurde, sind die Konzepte des Autonomic
und Organic Computing nur teilweise in aktuellen eingebetteten Systemen inte-
griert. Einen ganzheitlichen Ansatz gibt es hierfu¨r allerdings nicht. Dieses Kapitel
hat gezeigt, welche Anforderungen fu¨r eine vollsta¨ndige Umsetzung der Konzepte
an die Komponenten eines solchen Systems zu stellen sind.
Darauf aufbauend stellt das folgende Kapitel die Architektur eines Echtzeitbe-
triebssytems vor, welches fu¨r die Implementierung eines Organic Managements
in eingebetteten Systemen geeignet ist. In den darauffolgenden Kapiteln wird ein
Organic Management entworfen, das den besonderen Anforderungen eingebette-
ter Echtzeitsysteme gerecht wird.
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3 Ein Echtzeitbetriebssystem mit
Unterstu¨tzung fu¨r OC
Dieses Kapitel stellt die CAROS-Betriebssystemarchitektur [21] vor. Diese wur-
de fu¨r den Einsatz in Echtzeitsystemen entworfen. Gleichzeitig aber ist sie fu¨r
Anforderungen aus dem Bereich des Organic Computing vorbereitet. CAROS ist
fu¨r den Einsatz auf einem eingebetteten mehrfa¨digen Mikroprozessor konzipiert.
Zuna¨chst werden in Abschnitt 3.1 Anforderungen an die Architektur vorgestellt,
in Abschnitt 3.2 werden dann die konkreten Implementierungsanforderungen auf-
gefu¨hrt.
3.1 Connective Autonomic Realtime Operating
System - CAROS
Der Entwurf der CAROS-Architektur folgt den Mikrokern-Prinzipien. Der Be-
triebssystemkern entha¨lt dabei nur die no¨tigsten Grundfunktionen wie etwa den
Scheduler oder die Ressourcenverwaltung. Jede zusa¨tzliche Funktionalita¨t wird
außerhalb des Kerns als eigensta¨ndige Komponente ausgefu¨hrt, die nur die vor-
definierte Schnittstelle zum Kern benutzt. Damit ist es mo¨glich, einzelne Kom-
ponenten auszutauschen, ohne dabei die Funktionsfa¨higkeit anderer Teile des
Systems zu beeinflussen. Weiterhin fu¨hrt ein Fehler in einer Komponente nicht
automatisch zum Ausfall des Gesamtsystems. Abbildung 3.1 gibt einen U¨berblick
u¨ber den Architekturentwurf fu¨r den Betriebssystemkern und essentielle Zusatz-
komponenten.
Der Betriebssystemkern besteht aus fu¨nf Komponenten. Grundlage bilden die drei
Sa¨ulen Thread Management, dynamische Speicherverwaltung und Ressourcenma-
nagement. Thread Management und Ressourcenmanagement sind auch essentiel-
le Komponenten herko¨mmlicher Echtzeitbetriebssysteme. Die dynamische Spei-
cherverwaltung erho¨ht die Flexibilita¨t des Gesamtsystems und kann zur Imple-
mentierung komplexerer Selbst-X-Mechanismen verwendet werden. Darauf auf-
setzend befindet sich der Runtime Linker. Ein Security Manager zur Kontrolle
der Betriebssystem-Zugriffe vervollsta¨ndigt die Architektur. Um im normalen An-
wendungsbetrieb ein vorhersagbares Zeitverhalten zu garantieren, nutzt CAROS
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Abbildung 3.1: Architektur des Echtzeitbetriebssystems CAROS
ausgiebig Techniken zur Vorreservierung verschiedener Ressourcen. Der Organic
Manager selbst ist nicht Teil des Betriebssystemkerns, allerdings wird seine Im-
plementierung mit Helper Threads durch CAROS unterstu¨tzt (siehe unten). In
den folgenden Abschnitten werden die fu¨nf Teile des Betriebssystemkerns genauer
beschrieben.
3.1.1 Thread Management
3.1.1.1 Scheduler
Der wichtigste Teil der Threadverwaltung ist der Scheduler. Er muss eine echt-
zeitfa¨hige Schedulingtechnik implementieren. Diese erlaubt es zusa¨tzlich, belie-
bige Nicht-Echtzeit-Threads parallel zu Echtzeitanwendungen laufen zu lassen.
Die Funktionalita¨t und das Zeitverhalten der Echtzeitthreads darf dadurch nicht
beeinflusst werden. Dies setzt voraus, dass bereits die unterliegende Hardware
eine mehrfa¨dige Programmausfu¨hrung unterstu¨tzt.
Beim Einsatz innerhalb eines verteilten Systems soll CAROS außerdem in der
Lage sein, zur Laufzeit neue Anwendungen auf einem Knoten aufzunehmen. Die
Zeitschranken dieser Anwendungen sind bei der Integration eines Knotens al-
lerdings noch unbekannt. Deshalb muss es mo¨glich sein, verla¨ssliche Aussagen
u¨ber die Auslastung und noch freie Rechenkapazita¨t zu treffen. Nur so kann zur
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Laufzeit entschieden werden, ob die Aufnahme weiterer Anwendungen u¨berhaupt
sinnvoll ist.
Aus diesem Grund empfiehlt sich der Einsatz eines zeitbasierten Schedulingver-
fahrens. Als Beispiel soll hier das Guaranteed-Percentage-Scheduling [28] dienen.
Damit ist es mo¨glich, jedem Echtzeitthread einen konstanten Anteil an der Re-
chenzeit innerhalb einer sich wiederholenden Zeitperiode zuzuweisen. Die ver-
bleibenden Takte werden zur Ausfu¨hrung von Nicht-Echtzeitthreads und Helper
Threads verwendet. Abbildung 3.2 zeigt schematisch eine solche Periode. Zuerst
erhalten die Echtzeitthreads 1-3 ihre Rechenzeitanteile. Nach der Abarbeitung
dieser Threads sind noch 40% der Rechenzeit verfu¨gbar. Diese wird nun un-
ter drei Helper Threads gema¨ß weiterer Vorschriften wie etwa nach gewichtetem
Round Robin verteilt.
Abbildung 3.2: Die angepasste Guaranteed-Percentage-Schedulingtechnik (RT:
Real-Time, HT: non Real-Time Helper Threads)
3.1.1.2 Helper Threads
Helper Threads du¨rfen das Zeitverhalten eines laufenden harten Echtzeitthreads
nicht beeinflussen. Auf einem einfa¨digen Prozessor laufen sie in den Leerlaufzeiten
des harten Echtzeitthreads, mu¨ssen aber mit festen Kosten unterbrochen werden
ko¨nnen, sobald der harte Echtzeitthread aktiviert wird. Somit laufen die Helper
Threads nicht gleichzeitig mit dem harten Echtzeitthread und ko¨nnen so auch
nicht die u¨berwachten Threads unterbrechen.
Auf einem mehrfa¨digen Prozessor ko¨nnen Helper Threads in eigenen Thread Slots
parallel zu einem harten Echtzeitthread ausgefu¨hrt werden. Dazu wird allerdings
ein hardware-basierter Scheduler beno¨tigt, der es erlaubt ohne zusa¨tzliche Ko-
sten zwischen den einzelnen Thread Slots umzuschalten. Nur so ist es mo¨glich,
fu¨r eine parallel laufende Echtzeitanwendung ein vorhersagbares Zeitverhalten
zu garantieren. Bei softwarebasierten Schedulingverfahren mu¨ssten hingegen im-
mer gewisse Zeitkosten fu¨r jeden Kontextwechsel beru¨cksichtigt werden. Dadurch
kann sich die WCET-Abscha¨tzung der harten Echtzeitthreads erho¨hen. Helper
Threads ko¨nnen auch in gesonderten Kernen eines Mehrkernprozessors laufen.
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3.1.1.3 Synchronisation
Mechanismen zur Threadsynchronisation mu¨ssen gewo¨hnlich auch in das Sche-
duling und die Threadverwaltung eingreifen. Aus diesem Grund sind diese Tech-
niken in das Threadmanagement integriert. Bei der Implementierung ist darauf
zu achten, dass die eingesetzten Mechanismen auch fu¨r den Echtzeitbetrieb geeig-
net sind. Zur Vermeidung von Priorita¨tsinversionen oder Verklemmungen ko¨nnen
Techniken wie Priorita¨tenvererbung und Priorita¨tsgrenze [56] zum Einsatz kom-
men. Insbesondere das letztere Verfahren erfordert allerdings eine statische Konfi-
guration des Gesamtsystems, falls ein bestimmtes Zeitverhalten garantiert werden
soll.
3.1.2 Ressourcen-Management
3.1.2.1 Eigenschaften
Eine wichtige Aufgabe jedes Betriebssystems ist die Verwaltung der Hardware-
Ressourcen. Gema¨ß den Mikrokern-Prinzipien verwaltet der CAROS-Kernel nur
die wichtigsten Ressourcen direkt. In diesem Fall sind das die Rechenzeit und der
Speicher. Alle anderen Ressourcen wie etwa Peripheriegera¨te werden von einer
dedizierten Ressourcenverwaltung verwaltet. Der Zugriff auf diese Gera¨te erfolgt
durch eigene Gera¨tetreiber, welche den Mikrokern-Prinzipien folgend nicht inner-
halb des Kernel, sondern mit den eingeschra¨nkten Zugriffsrechten des User Space
ausgefu¨hrt werden. Dies betrifft sowohl die generischen read/write-Aufrufe, al-
so auch treiberspezifische I/O-Operationen. Zugriffe auf ein Gera¨t (open/close)
sowie dessen Konfiguration (ioctl) werden durch den Security Manager kontrol-
liert, der innerhalb des Kernels la¨uft.
Das Problem der gleichzeitigen Benutzung einer Ressource durch mehrere
Threads kann auf das Problem der Threadsynchronisation mittels Sperrvaria-
blen zuru¨ckgefu¨hrt werden, wofu¨r von der Threadverwaltung bereits geeignete
Maßnahmen bereitgestellt werden.
Gera¨tetreiber sind nicht statisch an den Kernel gebunden, stattdessen werden sie
wa¨hrend des Systemstarts oder zur Laufzeit mit Hilfe des Runtime Linkers gela-
den. Damit ist es mo¨glich, bei Bedarf Gera¨tetreiber zur Laufzeit auszutauschen
und zu aktualisieren.
Diesen Kriterien folgend stellt die Ressourcenverwaltung eine wichtige Grundlage
fu¨r Selbstkonfigurationstechniken dar. Die Fa¨higkeit, einen Treiber zur Laufzeit
zu ersetzen, ermo¨glicht eine hohe Adaptivita¨t des Systems.
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Die Gera¨tetreiber selbst mu¨ssen dem Betriebssystem zumindest rudimenta¨re Zu-
standsinformationen u¨ber den funktionellen Zustand bereitstellen. Um ein Orga-
nic Management besser zu unterstu¨tzen, ko¨nnen auch aufwa¨ndigere Monitoring-
Funktionen implementiert werden, welche dann genauere Informationen liefern.
3.1.2.2 U¨berlegungen zum Echtzeitverhalten
Im Allgemeinen ist die Anzahl der Treiber unbegrenzt, die durch die Ressourcen-
verwaltung unterstu¨tzt werden. Dies fu¨hrt allerdings zwangsla¨ufig zum Einsatz
dynamischer Datenstrukturen innerhalb der Verwaltung. Beim Zugriff auf solche
Strukturen kann unter Umsta¨nden kein beschra¨nktes Zeitverhalten garantiert
werden. Fu¨r die Nutzung in Echtzeit-Anwendungen muss die Ressourcenverwal-
tung den Zugriff auf die Treiber in konstanter Zeit ermo¨glichen. Art und Anzahl
der Gera¨te, die eine Anwendung nutzt, sind begrenzt und im Voraus bekannt. Die
Gera¨te-Handler ko¨nnen deshalb bereits bei der Vorbereitung der Ausfu¨hrungsum-
gebung der Anwendung bereitgestellt werden. Im Falle statisch gebundener An-
wendungen erfolgt dies bereits beim Systemstart. Die Handler von zur Laufzeit
geladenen Anwendungen werden direkt im Anschluss an den Einbindungspro-
zess bereitgestellt. Damit ko¨nnen Gera¨tezugriffe in konstanter Zeit durchgefu¨hrt
werden. Der Zugriff fu¨r Nicht-Echtzeitanwendungen kann hingegen u¨ber eine dy-
namische Namensauflo¨sung erfolgen.
3.1.3 Dynamic Memory Management
Oberstes Ziel der Speicherverwaltung ist die Trennung der laufenden Threads auf
Speicherebene. Außerdem soll sie auch Echtzeitanwendungen neue Mo¨glichkeiten
bieten, weshalb auch die Speicherverwaltung echtzeitfa¨hig sein muss. CAROS
erreicht dies durch die Einfu¨hrung einer zweischichtigen Speicherverwaltung mit
a priori -Allokation.
Die erste Ebene, die Knotenebene, weist den einzelnen Threads große Speicher-
blo¨cke zu. Diese Zuweisungen mu¨ssen durch Sperren gesichert werden, es ko¨nnen
hier also Blockierungen auftreten. Fu¨r harte Echtzeitthreads wird diese Zuwei-
sung deshalb nur einmalig bei deren Initialisierung durchgefu¨hrt und hat somit
keinen Einfluss auf deren Verhalten wa¨hrend des Echtzeitbetriebs. Die Folgen
mo¨glicher Blockierungen werden außerdem durch die echtzeitfa¨higen Synchroni-
sationstechniken des Thread Managements abgeschwa¨cht.
Die zweite Ebene, die Threadebene, weist nun dem innerhalb des Threads lau-
fenden Programm auf dessen Anforderung hin Speicher zu. Diese Zuweisung ist
blockierungsfrei, da der Speicher aus den vorher bereitgestellten großen Blo¨cken
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entnommen wird, auf welche per definitionem nur der zugeho¨rige Thread zugrei-
fen darf.
Ein weiterer Vorteil ist aus Abbildung 3.3 ersichtlich. Das Betriebssystem muss
beim Beenden eines Threads sicherstellen, dass es dessen gesamten reservier-
ten Speicher wieder freigibt. Dazu ha¨lt es die einzelnen Speicherblo¨cke eines
Threads in einer Liste (Listenzeiger LP). Wie Abbildung 3.3(a) zeigt, muss bei der
herko¨mmlichen Speicherverwaltung bei jedem kleinen Block ein solcher Listen-
zeiger angelegt werden. Im Falle der zweistufigen Verwaltung hingegen mu¨ssen
diese Zeiger nur zu den großen Blo¨cken hinzugefu¨gt werden, die auf Knotenebene
bereitgestellt werden, wie es in Abbildung 3.3(b) gezeigt wird. Bereits in diesem
einfachen Beispiel fu¨hrt dies zu einer Reduzierung des Speicherverbrauchs. Damit
wird auch der ho¨here Aufwand aufgewogen, der durch das Fu¨hren mehrerer Ver-
waltungsdatenstrukturen entsteht. Das Aufra¨umen bei Beendigung eines Threads
wird erheblich erleichtert, da nur wenige große Speicherblo¨cke freigegeben werden
mu¨ssen.
(a) Herko¨mmliche Speicherverwaltung: die Speicherblo¨cke der Threads A und B
sind vermischt
(b) Zweistufige Speicherverwaltung: die a¨ußeren Ka¨sten stellen die Blo¨cke der
Knotenverwaltung dar
Abbildung 3.3: Beispielhafte Speicherbelegung mit zwei Threads; MD: Mana-
gementdaten der Speicherverwaltung, LP: Zeiger zur Verket-
tung der Speicherliste eines Threads
3.1.4 Runtime Linker
Der Runtime Linker ist eine vielseitig eingesetzte Komponente. Zum einen ist
er die Voraussetzung, um zur Laufzeit neue Programmmodule zu laden. Er wird
aber auch von der Ressourcenverwaltung beno¨tigt, um Gera¨tetreiber zu laden.
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Der kompilierte Code solcher Module entha¨lt im Allgemeinen noch symbolische
Referenzen zu Funktionen des Betriebssystems oder anderer Module. Bei absolut
adressierten Spru¨ngen und Datenzugriffen mu¨ssen außerdem noch die Zieladres-
sen eingetragen werden, da diese von der genauen Lage des Moduls im Speicher
abha¨ngen. All diese Arbeiten werden von dem Runtime Linker u¨bernommen,
wenn ein Modul auf einen bestimmten Knoten geladen wird.
Aufgrund der symbolischen Referenzen ist der Bindungsprozess selbst nicht echt-
zeitfa¨hig, sondern ha¨ngt stark von deren Art und Anzahl sowie den zur Auflo¨sung
benutzten Datenstrukturen ab. Allerdings kann der Bindungsprozess im Hinter-
grund als Helper Thread ablaufen und so zumindest indirekt den Echtzeitbetrieb
des Systems unterstu¨tzen [44].
Aus Sicherheitsgru¨nden muss das Betriebssystem auch einen Zugriffsschutz fu¨r
dynamisch gebundene Module bereitstellen. Auf Symbole (Funktionen und Varia-
blen), die von Programmmodulen bereitgestellt werden, darf nicht global durch
alle Anwendungen auf einem Knoten zugegriffen werden ko¨nnen. Stattdessen
soll der Zugriff auf die Symbole eines Moduls zuna¨chst auf jene Anwendung
beschra¨nkt sein, die das Modul auch geladen hat. Diese Anwendung kann wie-
derum weiteren, ausgewa¨hlten Anwendungen Zugriff auf ihre Symbole gewa¨hren.
CAROS stellt dazu Namensra¨ume bereit, u¨ber welchen es Zugriffe auf Symbole
auflo¨st. Ein globaler Namensraum stellt alle Symbole der Betriebssystemschnitt-
stelle zur Verfu¨gung, kann aber auch zusa¨tzliche grundlegende Bibliothekssym-
bole enthalten. Jede Anwendung besitzt zudem einen privaten Namensraum, auf
den nur sie zugreifen kann. Auf diese Weise werden diese privaten Symbole vor
Manipulationen durch andere Anwendungen geschu¨tzt.
Zur effizienten Nutzung des Arbeitsspeichers sollte es auch eine Mo¨glichkeit ge-
ben, Programmmodule aus dem laufenden System zu entfernen. Dies betrifft ins-
besondere den Fall, in dem ein Programmmodul durch eine neuere Version ersetzt
wird, oder eine Anwendung auf einen anderen Knoten migriert wird. Der Spei-
cher, den die alte Version beziehungsweise die verschobene Anwendung belegt,
muss wieder freigegeben werden. Der Runtime Linker muss in all diesen Fa¨llen
die Konsistenz der geladenen Module sicherstellen. Insbesondere du¨rfen keine Mo-
dule entfernt werden, auf die von anderen geladenen Modulen oder Programmen
noch zugegriffen werden ko¨nnte.
3.1.5 Security Manager
Die vorgestellten Dynamisierungstechniken erlauben einen flexiblen Einsatz von
Steuereinheiten. Sie bergen aber auch das Risiko, dass das Systemverhalten zur
Laufzeit unvorhersehbar beeinflusst wird. So ist es prinzipiell mo¨glich, auf einem
Knoten unkontrolliert neue Anwendungen zu starten, was zu einer U¨berlastung
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des Prozessors und im schlimmsten Fall zum Ausfall wichtiger Anwendungen
fu¨hren kann. Ebenso kann eine zu ausgiebige oder unkontrollierte Nutzung des
Arbeitsspeichers andere Anwendungen bis zur Funktionsunfa¨higkeit beeintra¨chti-
gen.
Um solche und a¨hnliche Situationen zu vermeiden, stellt CAROS eine Rechtever-
waltung bereit. Beim Aufruf eines Betriebssystemdienstes wird zuna¨chst gepru¨ft,
ob die aufrufende Anwendung u¨berhaupt u¨ber die entsprechenden Rechte fu¨r
den Dienst verfu¨gt. Außerdem verfu¨gt der CAROS Security Manager u¨ber ein
koha¨rentes System zur Weitergabe von Rechten, etwa wenn eine Anwendung eine
andere startet.
Ein weiterer Aspekt ist die sichere Kommunikation mit anderen Knoten. Der
Kern selbst entha¨lt keine Kommunikationskomponente und kann somit nicht di-
rekt eine sichere Kommunikation mit anderen Knoten unterstu¨tzen. Stattdessen
stellt der Sicherheitsmanager mit Hilfe geeigneter Module sichere Kommunikati-
onskana¨le zur Verfu¨gung. Er verschlu¨sselt versendete Daten, um deren Manipula-
tion oder Abho¨ren zu verhindern. Außerdem kann er Kommunikationsprotokolle
implementieren, die einen Datenaustausch unter Echtzeitbedingungen erlauben.
3.2 Implementierung von CAROS
Die beschriebene CAROS-Architektur wurde auf dem CarCore-Prozessor (Ab-
schnitt 2.2.3) implementiert. Die folgenden Abschnitte beschreiben diese Imple-
mentierung und zeigen wichtige Entscheidungen auf, die wa¨hrend dieser Imple-
mentierung getroffen wurden.
3.2.1 Thread Management
Die Tatsache, dass die Zielplattform bereits einen vollwertigen Scheduler bereit-
stellt, vereinfacht die Implementierung des Thread Managements erheblich. Im
Wesentlichen stellt CAROS damit eine komfortable Schnittstelle zu den Registern
und TCBs des Hardware-Schedulers bereit. CAROS unterstu¨tzt dabei das Anle-
gen und Beenden von Threads zur Laufzeit, eine statische Konfiguration findet in
diesem Bereich nicht statt. Um trotzdem die Echtzeitfa¨higkeit zu gewa¨hrleisten,
muss die maximale Anzahl der DTS- und PIQ-Threads bei der Kompilierung fest-
gelegt werden. Fu¨r diese Threads werden alle Systemressourcen wie etwa Stack,
Threadslots etc. statisch reserviert, nur die Zuweisung erfolgt zur Laufzeit. Da-
mit kann CAROS auch fu¨r das Anlegen neuer Echtzeit-Threads eine beschra¨nkte
Ausfu¨hrungszeit garantieren.
3.2 Implementierung von CAROS 47
Synchronisation Zur Thread-Synchronisation erlaubt CAROS die Nutzung von
Sperr- und Bedingungsvariablen (Mutex, Conditional), wie sie auch im POSIX-
Standard [47] vorgesehen sind. Weitere Synchronisationsprimitive wie etwa Bar-
rieren lassen sich aus den Vorhandenen ableiten.
Auf die Integration von Priorita¨tenvererbung, wie sie etwa in OSEK und AU-
TOSAR zum Einsatz kommt, verzichtet die Implementierung. Aufgrund der
zeitbasierten Schedulingstrategie kann innerhalb der Threadklassen DTS (har-
te Echtzeit) und PIQ (weiche Echtzeit) keine Priorita¨teninversion auftreten. Ei-
ne Priorita¨teninversion entsteht normalerweise durch das Zusammenspiel von
drei Threads TH , TM , TL mit hoher, mittlerer und niedriger Priorita¨t, wie Ab-
bildung 3.4 zeigt. Die Threads TH , TL mit hoher und niedriger Priorita¨t greifen
dabei auf eine gemeinsam genutzte Ressource zu. Der mittelpriore Thread TM
hat keinerlei Interaktion mit den beiden anderen Threads. Falls nun der niedrig-
priore Thread TL die gemeinsam genutzte Ressource ha¨lt, wird TH unterbrochen,
sobald er auf dieselbe Ressource zugreifen muss. Dieser Sachverhalt ist aber be-
reits bei der Systemintegration bekannt und kann beru¨cksichtigt werden. Durch
Ereignisse zur Laufzeit kann es nun aber passieren, dass der mittelpriore Thread
TM aktiviert wird, wa¨hrend TL die Ressource ha¨lt und TH auf die Freigabe dieser
wartet. Da TM eine ho¨here Priorita¨t als TL besitzt, wird er vor diesem ausgefu¨hrt.
Damit wird aber die Freigabe der Ressource verzo¨gert und letztendlich TH von
TM blockiert, was einer Umkehrung ihrer Priorita¨ten entspricht.
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Abbildung 3.4: Zeitlicher Ablauf einer Priorita¨teninversion
Im CarCore hingegen stellt sich diese Problematik nicht. Aufgrund des zeitbasier-
ten Schedulingverfahrens (DTS und PIQ) wird auch fu¨r TL immer ein Fortschritt
garantiert, TL kann also nicht durch TM beeinflusst werden. Bei der Systemin-
tegration muss daher nur die maximale Belegungsdauer der Ressource bestimmt
werden, es ko¨nnen aber keine unvorhergesehenen Einflu¨sse durch andere Threads
auftreten.
Beeinflussungen durch Nicht-Echtzeitthreads (RRIQ) ko¨nnen dadurch allerdings
nicht ausgeschlossen werden. Deshalb muss bei der Entwicklung eines Systems
auf eine gemeinsame Nutzung derselben Ressourcen durch Echtzeit- und Nicht-
Echtzeitthreads verzichtet werden. Ebenso verhindert das zeitbasierte Scheduling
keine Verklemmungen, die durch verschachtelte Ressourcenbelegungen entstehen
ko¨nnen. Bei einer statischen Konfiguration des Systems ko¨nnen Verklemmun-
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gen durch einen geeigneten Software-Scheduler verhindert werden. Ein mit dem
Scheduler verknu¨pfter Task Filter [27] gibt nur solche Tasks zur Ausfu¨hrung frei,
die sich keine Ressourcen teilen. Dabei kann allerdings maximal ein Thread un-
ter Echtzeitbedingungen laufen. Falls dagegen wie im CarCore die gleichzeitige
Ausfu¨hrung von mehreren Echtzeitthreads mo¨glich ist, muss auf verschachtel-
te Ressourcenbelegungen verzichtet werden. Eine entsprechende Einschra¨nkung
findet sich auch in Arbeiten zur Ressourcenverwaltung in Multiprozessorsyste-
men [49, 4].
3.2.2 Dynamische Speicherverwaltung
Zur dynamischen Speicherverwaltung werden zwei Verfahren verwendet. Zum
einen ist dies der Best-Fit-Allocator von Doug Lea [30]. Dieser erlaubt eine effizi-
ente Nutzung des verwalteten Speichers mit geringer interner Fragmentierung der
bereitgestellten Blo¨cke, d.h. Speicheranforderungen werden mit Blo¨cken mo¨glichst
passender Gro¨ße beantwortet. Dieses Verfahren ist allerdings nur sehr einge-
schra¨nkt echtzeitfa¨hig, da die Laufzeit jeder Speicheranforderung und -freigabe
sehr stark von den vorherigen Anforderungen und Freigaben abha¨ngt.
Deshalb kommt als weiteres Verfahren Two-Level-Segregate-Fit (TLSF) zum Ein-
satz. Dieses Verfahren bietet eine beschra¨nkte Ausfu¨hrungszeit und ist damit
echtzeitfa¨hig [35]. Die Echtzeitfa¨higkeit wird um den Preis einer ho¨heren inter-
nen Fragmentierung erkauft, d.h. die bereitgestellten Blo¨cke sind im Allgemeinen
gro¨ßer als die Anforderung.
Beiden Verfahren ist gemein, dass der Zuweisungs- und Freigabeprozess auf ei-
nem Speicherbereich exklusiv ausgefu¨hrt werden muss. Es kann also nur eine
Instanz einer Speicherzuweisung oder -freigabe ausgefu¨hrt werden, nie aber bei-
des gleichzeitig oder in mehreren Instanzen. Problemlos ist hingegen die parallele
Ausfu¨hrung mehrerer Instanzen, wenn diese getrennte Speicherbereiche verwal-
ten.
Fu¨r die Echtzeitfa¨higkeit des Systems ergeben sich damit diese Folgen: Wie be-
reits unter 3.2.1 erla¨utert, werden die Systemressourcen fu¨r Echtzeitthreads sta-
tisch bereitgestellt. Dies gilt allerdings nicht fu¨r den Haldenspeicher (Heap) eines
Threads. Sollte es notwendig sein, einen Echtzeitthread mit der Fa¨higkeit zur dy-
namischen Speichernutzung auszustatten, so muss das Zeitverhalten der Knote-
nebene der Speicherverwaltung in die Zeit zum Anlegen des Threads einbezogen
werden. Das Anlegen eines neuen Threads ist damit grundsa¨tzlich nicht echt-
zeitfa¨hig. Zur Laufzeit hingegen garantiert CAROS die Echtzeitfa¨higkeit, indem
es Echtzeitthreads nur die Nutzung des echtzeitfa¨higen TLSF-Allokators erlaubt.
Problematisch ist es allerdings, wenn der Haldenspeicher eines Echtzeitthreads
zur Laufzeit vergro¨ßert werden muss. Hier wird auf die Knotenebene der Spei-
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cherverwaltung zugegriffen, wodurch es zu nicht vorhersagbaren Blockierungen
kommen kann. Deshalb wird fu¨r harte Echtzeitthreads bei deren Initialisierung
ein nach Maßgabe des Entwicklers ausreichend großer Block vorreserviert, eine
Erweiterung zur Laufzeit ist nicht mo¨glich.
3.2.3 Ressourcenverwaltung
Die Schnittstelle der Ressourcenverwaltung orientiert sich stark an den Vorga-
ben des POSIX-Standards [47]. CAROS stellt Funktionen zur Reservierung und
Freigabe eines Gera¨ts (open, close) sowie dessen Konfiguration (ioctl) bereit.
Die generischen I/O-Operationen read, write werden nach der Zugriffskontrolle
durch den Betriebssystemkern direkt an den Gera¨tetreiber weitergegeben.
Die Gera¨tetreiber selbst werden mit Hilfe des Runtime-Linkers geladen. Damit
ist es auch mo¨glich, einen Treiber wa¨hrend des Betriebs auszutauschen, ohne das
komplette System anhalten zu mu¨ssen.
Weiterhin bietet die Ressourcenverwaltung die Mo¨glichkeit, Gera¨tetreiber mit
einer geeigneten Selbstbeschreibung auszustatten. Falls ein angefordertes Gera¨t
nicht verfu¨gbar ist, kann der Anwendung mit Hilfe der Selbstbeschreibung ein
Ersatzgera¨t zugewiesen werden. Dadurch wird die Funktionsfa¨higkeit der An-
wendung zwar eingeschra¨nkt, aber ein Totalausfall verhindert.
3.2.4 Sicherheit
Die Zugriffsschutzfunktionalita¨t des Security Manager la¨uft u¨ber den ganzen Be-
triebssystemkern verteilt, es gibt kein dediziertes Sicherheitsmodul. Jeder Zugriff
auf den Kern wird zuna¨chst einer Rechtepru¨fung unterworfen, und nur wenn diese
erfolgreich ist, fu¨hrt der Kern den Zugriff auch aus.
Zugriffsrechte ko¨nnen jeweils fu¨r Gruppen verwandter Funktionen gesetzt werden.
So existieren etwa Gruppen fu¨r die Threadverwaltung (Anlegen und Bearbeiten
von Threads), oder die dynamische Speicherverwaltung. Eine Weitergabe von Zu-
griffsrechten an andere Threads ist nur auf Basis des Vererbungsprinzips mo¨glich,
d.h. ein Thread kann nur solche Rechte weitergeben, die er auch selbst besitzt.
3.2.5 Runtime-Linker
Grundlage fu¨r mobilen Code und Gera¨tetreiber sind die Objektdateien (.o), die
mit den TriCore-Compilern generiert werden ko¨nnen. Weder der TriCore-GCC
noch der TriCore-Compiler von Tasking unterstu¨tzen die Erstellung dynamischer
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Bibliotheken (.so). Um ein geeignetes Format der Objektdateien sicherzustellen,
bietet CAROS spezielle Header-Dateien fu¨r den Entwurf von Applikationen oder
Gera¨tetreibern an.
Der Runtime-Linker erstellt aus diesen Objektdateien ein lauffa¨higes Speicher-
abbild des Codes. Dieses wird dann von weiteren Verwaltungskomponenten wie
etwa der Ressourcenverwaltung in den Betrieb eingebunden.
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Abbildung 3.5: Runtime-Linker mit seinen Modulen und deren Interaktion mit
dem Betriebssystemkern
Der Runtime-Linker selbst kann von Anwendungsseite aus nicht direkt genutzt
werden. Wie Abbildung 3.5 zeigt, stellt er drei Komponenten Application Mana-
ger, Module Manager und Driver Manager als Schnittstellen zur Verfu¨gung. Der
Linker selbst nutzt stark die dynamische Speicherverwaltung, da der endgu¨lti-
ge Speicherbedarf eines Programmmoduls erst wa¨hrend des Bindungsprozesses
feststeht. Eine statische Speicherallokation erga¨be hier keinen Sinn. Der Applica-
tion Manager bietet ein spezielles Framework, das es erlaubt Anwendungen zur
Laufzeit anzuhalten, auf andere Knoten zu verlagern und dort deren Ausfu¨hrung
fortzusetzen [22]. Damit erho¨ht er die Adaptionsfa¨higkeit eines verteilten Systems
von CAROS-Knoten. Er arbeitet dabei eng mit der Threadverwaltung zusammen,
die in Form von Threads Container fu¨r die Anwendungen bereitstellt. Der Modu-
le Manager verwaltet Programmmodule, die einer oder mehreren Anwendungen
Funktionalita¨ten zur Verfu¨gung stellen, aber nicht als eigensta¨ndige Anwendung
ausgefu¨hrt werden. Der Driver Manager la¨dt Gera¨tetreiber und bindet diese in
die Ressourcenverwaltung ein.
3.3 Fazit
Die CAROS-Architektur sowie deren Implementierung in der hier vorgestell-
ten Form bilden die Grundlage fu¨r die Integration von Autonomic/Organic-
Computing-Techniken in eingebetteten Echtzeitsystemen. Den Anforderungen
an ein Echtzeitbetriebssystem (Abschnitt 2.1.1) tra¨gt CAROS vor allem durch
sein Thread Management Rechnung. Es erlaubt eine mehrfa¨dige Programm-
ausfu¨hrung unter Verwendung eines echtzeitfa¨higen Schedulingverfahrens. Dazu
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nutzt es das DTS-Scheduling des CarCore-Prozessors. Ebenso stellt CAROS vor-
hersagbare Synchronisationsmechanismen zur Verfu¨gung. Der CAROS-Mikrokern
ist so entworfen, dass sein Zeitverhalten vorab bestimmt werden kann. Wo dies
nicht mo¨glich ist, kann die entsprechende Funktionalita¨t abgetrennt von der Echt-
zeitanwendung in Form eines Helper Threads ausgefu¨hrt werden, was auch eine
Anforderungen aus Sicht des Autonomic/Organic Managements ist. Auch die
weiteren Anforderungen bezu¨glich der Integration von AC-/OC-Techniken erfu¨llt
CAROS. Die Kernel-Komponenten sind so entworfen, dass sie ein Autonomic Ma-
nagement mit aktuellen Statusinformationen versorgen ko¨nnen, und sie erlauben
auch entsprechende Eingriffe in ihr Verhalten. Der Runtime Linker bietet die not-
wendige Unterstu¨tzung fu¨r Codemigration, so dass ein Autonomic Management
innerhalb eines verteilten Systems Anwendungen zwischen Knoten verschieben
kann. Zuletzt verfu¨gt CAROS auch u¨ber Sicherheitsmaßnahmen, die die Funkti-
onsfa¨higkeit des Gesamtsystems sicherstellen ko¨nnen. Diese sind das zeitbasierte
Schedulingverfahren und die zweischichtige dynamische Speicherverwaltung zur
Isolation der Anwendungen, sowie der Security Manager, der insbesondere die
Kernelzugriffe der Anwendungen kontrolliert. Damit bildet CAROS die Grund-
lage fu¨r die Implementierung eines Autonomic Managements.
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4 Zweischichtige
Management-Architektur
Dieses Kapitel behandelt den Entwurf einer grundlegenden Architektur fu¨r ein
Autonomic Management in eingebetteten Echtzeitsystemen [24]. Diese Architek-
tur baut auf den Grundarchitekturen fu¨r Autonomic Computing und Organic
Computing (Kapitel 2) auf. Basierend auf verschiedenen Entwurfsmustern wird
ein Kommunikationsmodell fu¨r das Autonomic Management entworfen.
Im Rahmen der Anwendungsbereiche dieser Arbeit, also insbesondere im Bereich
der Automobil-Elektronik, mu¨ssen verschiedene Randbedingungen beachtet wer-
den, die durch Einschra¨nkungen der Hardware sowie aus besonderen Anforde-
rungen der Anwendungen entstehen. Insbesondere gilt fu¨r harte Echtzeitanwen-
dungen, dass diese in keinem Fall ihre Zeitschranken verpassen du¨rfen. Jegliche
AC-/OC-Management-Funktionalita¨t darf also das Zeitverhalten der Hauptan-
wendung nicht in unvorhersagbarer Weise beeinflussen.
Die Microcontroller und die Software sind im Allgemeinen mo¨glichst gut aufeinan-
der abgestimmt, um eine mo¨glichst hohe Auslastung des Prozessors zu erreichen
und die Kosten niedrig zu halten. Da aber in harten Echtzeitanwendungen die
Worst Case Execution Time maßgeblich fu¨r die Dimensionierung eines Prozes-
sors ist, und die WCET im allgemeinen nicht voll ausgenutzt wird, kann man
davon ausgehen, dass ein kleiner Anteil der Rechenzeit fu¨r andere Aufgaben zur
Verfu¨gung steht. Dies kann dann auch ein AC-/OC-Management sein, welches die
Echtzeitarbeit eines solchen Systems unterstu¨tzt. Dazu muss es schnelle Reaktio-
nen mit festem Zeitaufwand bereitstellen. Dieser Zeitaufwand muss außerdem
eine niedrige obere Schranke (im Sinne von ausgefu¨hrten CPU-Takten) besitzen.
Die Reflexe von Lebewesen erfu¨llen a¨hnliche Aufgaben. Sie erlauben eine schnelle
Reaktion, gewo¨hnlich um in bestimmten Situationen Schaden von dem Lebewe-
sen abzuwenden. Als Beispiel sei hier der Reflex des Augenlids genannt, durch
den der Augapfel vor Schmutz und Austrocknung geschu¨tzt wird. Verschiedene
Reflexe unterscheiden sich in der Art, wie der auslo¨sende Reiz in eine entspre-
chende Reaktion umgesetzt wird. Aber allen ist gemeinsam, dass diese Umsetzung
automatisch und ohne bewusstes Nachdenken erfolgt.
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Erst im Anschluss an die Reflexhandlung, wenn u¨berhaupt, u¨bernimmt der be-
wusste Teil des Gehirns und fu¨hrt eine genauere Analyse der Situation durch.
Dabei werden dann umfangreichere Umgebungsinformationen ausgewertet. Auf
diesem Weg wird eine leistungsfa¨higere und weitsichtigere Reaktion abgeleitet,
die mo¨glicherweise auch die zuvor ausgefu¨hrte Reaktion revidiert.
4.1 Grundarchitektur
Auch in einem eingebetteten System steht der Systemu¨berwachung eine große
Anzahl von Sensordaten zur Verfu¨gung. Gleichzeitig gibt es viele Punkte, an de-
nen mit entsprechenden Reaktionen in das Systemverhalten eingegriffen werden
kann. Die vollsta¨ndige Auswertung aller Sensordaten und Parameter gestaltet
sich allerdings als zu aufwa¨ndig. Oft ist es schon mo¨glich, basierend auf einem
relativ kleinen Parametersatz eine geeignete Lo¨sung fu¨r ein bestehendes Pro-
blem zu finden, wie die Parallele der Reflexhandlung in der Natur zeigt. Bes-
sere Lo¨sungen mo¨gen bei der Betrachtung einer gro¨ßeren Parametermenge zwar
durchaus denkbar sein. Durch den Einsatz komplexer Planungs- oder Lernalgo-
rithmen wu¨rde sich allerdings die Reaktionszeit betra¨chtlich und mo¨glicherweise
ohne obere Schranke erho¨hen.
Das folgende Beispiel soll diese Idee verdeutlichen. In der Ausgangssituation u¨ber-
wacht ein Watchdog-Dienst eine weiche Echtzeitanwendungen auf ihren Fort-
schritt. Falls er nun wiederholte U¨berschreitungen der Deadline feststellt, sind
verschiedene Gegenmaßnahmen denkbar. Die einfachste Lo¨sung ist, den Rechen-
zeitanteil des Anwendungsthreads zu erho¨hen. Dazu mu¨ssten nur zwei Parameter
u¨berwacht werden: das Zeitverhalten der Anwendung (Verpassen der Deadlines),
sowie die aktuell von allen Echtzeitanwendungen belegte Rechenzeit des Pro-
zessors. Weiterhin ist nur ein Parameter von der Reaktion betroffen, eben der
Rechenzeitanteil des Anwendungsthreads. Eine weitere Lo¨sung ist es, die Taktfre-
quenz des Prozessors zu erho¨hen. Damit wu¨rde allerdings auch die Leistungsauf-
nahme des Prozessors beeinflusst sowie mo¨glicherweise das Zeitverhalten anderer
Anwendungen, was den zu betrachtenden Parametersatz schon vergro¨ßern wu¨rde.
Zuletzt ko¨nnen auch die Systemu¨berwachungsdaten mehrerer ECUs zusammen-
gefu¨hrt werden. Auf Grundlage dieser Daten ist es mo¨glich, u¨ber eine Verlagerung
der Anwendung auf eine leistungssta¨rkere ECU mit mehr freier Rechenzeit zu
entscheiden. Insbesondere fu¨r die letzte Lo¨sung muss aber eine deutlich gro¨ßere
Datenbasis ausgewertet werden.
Aus diesem Grund sollen Selbstverwaltungsentscheidungen auf zwei Ebenen ge-
troffen werden (siehe Abbildung 4.1). Auf der unteren Ebene sind kompakte
Verwaltungseinheiten (Modulmanager) direkt an einzelne Hardware- oder Soft-
warekomponenten angebunden. Diese Modulmanager arbeiten auf einem kleinen
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Parametersatz und enthalten nur einen kleinen und beschra¨nkten Regelsatz. Sie
besitzen Aktoren, die wiederum direkt auf den angebundenen Hardware- oder
Softwarekomponenten arbeiten. Durch diesen Aufbau ko¨nnen die Modulmana-
ger ihre Entscheidungen schnell sowie innerhalb eines nach oben beschra¨nkten
Zeitraums treffen. Diese Modulmanager entsprechen den Reflexen in der Natur,
welche ebenfalls nur einen oder wenige Reize zu ihrer Auslo¨sung beno¨tigen, und
dafu¨r eine schnelle Reaktion liefern. Solche einfachen Modulmanager lassen sich
so entwerfen, dass sie ihren Reflex in beschra¨nkter Zeit ausfu¨hren. Je nach Art
und Anwendung ko¨nnen solche Modulmanager direkt in Echtzeitanwendungen
integriert werden. Damit ist die gesamte Schicht des Modulmanagements echt-
zeitfa¨hig.
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Abbildung 4.1: Zweischichtige OC-Management Architektur; die lokale Mana-
gementkomponente ganz rechts implementiert keinen eigenen
Planer, sondern muss vom Globalen Manager verwaltet wer-
den
Nachdem ein Modulmanager seine Reaktion ausgefu¨hrt hat oder falls er keine
geeignete Reaktion fu¨r einen bestimmten Zustand finden kann, fu¨hrt er eine Vor-
auswertung der u¨berwachten Parameter durch und gibt diese Daten weiter an
den Knotenmanager. Durch die Vorauswertung werden alle Daten aus der Sys-
temu¨berwachung in eine gemeinsame Doma¨ne abgebildet. Dadurch ko¨nnen der
Knotenmanager und die ihm innewohnenden Algorithmen mo¨glichst generisch
entworfen werden. Des weiteren stellen die Modulmanager dem Knotenmanager
ihre Aktoren bereit, mit denen dieser Reaktionen ausfu¨hren kann.
Der Knotenmanager fu¨hrt die U¨berwachungsinformationen aller Modulmanager
zusammen, wie dies auch im Gehirn von Lebewesen geschieht. Er u¨bernimmt
die Kontrolle, wenn eine globale Sicht auf alle Module notwendig ist, um ei-
ne Entscheidung zu treffen. Dazu sind nun mehrere Techniken denkbar. Zum
einen ko¨nnten ein Klassifizierungssystem oder generische Regeln eingesetzt wer-
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den. Aber auch mit Hilfe eines Planers ko¨nnen komplexe Reaktionsfolgen herge-
leitet werden. Durch den Einsatz einer dieser Techniken leitet der Knotenmanager
die notwendigen Reaktionen fu¨r den aktuellen Systemzustand her und fu¨hrt diese
dann mit Hilfe der von den Modulmanagern bereitgestellten Aktoren aus.
Es ist auch mo¨glich, dass ein Modulmanager keine eigene Entscheidungsinstanz
implementiert. In Abbildung 4.1 ist dies der Modulmanager am rechten Rand. In
einem solchen Fall wird eine Entscheidung immer vom Knotenmanager getroffen.
Ebenso ko¨nnen Modulmanager als Monitore mit Vorauswertung (MA- -) oder
reine Aktoren (- - -E) implementiert werden. Reine Monitore (M- - -) sind da-
gegen nicht mo¨glich, da immer eine Vorauswertung hinsichtlich der generischen
Schnittstelle des Knotenmangers notwendig ist (linker Modulmanager).
4.2 Kommunikation
Zwischen globalem und lokalem Management findet ein Informationsfluss in zwei
Richtungen statt. Die Modulmanager liefern dem Knotenmanager Informatio-
nen u¨ber den aktuellen Systemzustand. Umgekehrt teilt der Knotenmanager den
Modulmanagern mit, welche Reaktionen ausgefu¨hrt werden sollen.
• Erfassung des Systemzustands: Die Modulmanager fu¨hren bereits eine
Vorauswertung der gesammelten Daten durch. Dabei bilden sie die verschie-
denen Parameterwerte auf eine gemeinsame Doma¨ne ab. So kann zum einen
die Kommunikationsschnittstelle zwischen den beiden Verwaltungsebenen
sehr schlank gehalten werden, und zum anderen kann der Knotenmanager
Messdaten, die aus verschiedenen Doma¨nen stammen, direkt miteinander
vergleichen ohne deren Herkunft beachten zu mu¨ssen.
• Reaktionen: In Gegenrichtung teilt der Knotenmanager seine Entschei-
dungen den einzelnen Modulmanagern mit. Diese fu¨hren dann die Reaktion
mit Hilfe ihrer assoziierten Aktoren aus. Ebenso kann das globale Manage-
ment bestimmte Reaktionen auch direkt ausfu¨hren, sofern dies unter dem
Blickwinkel des Zeitverhaltens vertretbar ist.
Wie man leicht erkennen kann, sind die beiden Informationsflu¨sse zumindest teil-
weise voneinander abha¨ngig: dem Ableiten und Auslo¨sen von Reaktionen muss
immer eine vorherige Beobachtung des Systemzustands vorausgehen.
4.2.1 Monitore und Aktoren
Es gibt verschiedene Ansa¨tze, Monitore und Aktoren zu implementieren. Die
Art der Implementierung hat wiederum Einfluss auf die Auswahl eines Kommu-
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nikationsmodells. Im Folgenden werden deshalb zuna¨chst die unterschiedlichen
Implementierungsarten fu¨r Monitore und Aktoren diskutiert.
4.2.1.1 Monitore
Zur Implementierung eines Monitors existieren die folgenden Konzepte:
Instrumentierung der Anwendung Der Monitor wird direkt in den Code der
Anwendung integriert. Dieser Ansatz eignet sich besonders dann, wenn das
Zeitverhalten der Anwendung u¨berwacht werden soll. Dabei ist aber auch
das Zeitverhalten des Monitors zu beachten, das sich direkt auf das Zeit-
verhalten der Anwendung auswirkt.
Separater Dienst Dabei la¨uft der Monitor in einem eigenen Thread unabha¨ngig
von der Hauptanwendung des Knotens. Diese Methode kann etwa bei der
Funktionsu¨berwachung einer Applikation zum Einsatz kommen.
Expliziter Aufruf durch Manager Der Globale Manager fordert Statusinforma-
tionen explizit an. Sie werden also nicht wie bei den anderen genannten Me-
thoden selbststa¨ndig von den Modulmanagern erstellt. Besonders geeignet
ist dieser Ansatz, wenn die Statusinformationen auf einfachen Systempara-
metern basieren, z.B. das Auslesen der Taktfrequenz oder des Batteriezu-
stands.
Welches Konzept man letztendlich fu¨r einen bestimmten Monitor wa¨hlt, ha¨ngt
stark von der Art und Komplexita¨t des Monitors ab. Die genannten Beispiele
geben aber eine grobe Richtlinie.
4.2.1.2 Aktoren
Grundsa¨tzlich stehen zur Implementierung von Aktoren die gleichen Prinzipien
zur Verfu¨gung wie bei Monitoren.
Instrumentierung der Anwendung Reaktionen werden direkt als Teil der An-
wendung ausgefu¨hrt. Hierunter fa¨llt etwa das Anpassen bestimmter Pro-
grammparameter. Dabei ist der Einfluss der Reaktionen auf das Zeitver-
halten der Anwendung zu beachten.
Separater Dienst Hier sind auch aufwa¨ndige Reaktionen mo¨glich, da durch ge-
eignete Schedulingverfahren die Beeinflussung anderer Threads nahezu aus-
geschlossen werden kann. Auf diesem Weg kann etwa die Verlagerung einer
Anwendung auf einen anderen Knoten durchgefu¨hrt werden.
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Expliziter Aufruf durch Manager Im Gegensatz zu den beiden erstgenannten
Prinzipien stellen sich hier keine Synchronisationsprobleme. Der Einfluss auf
das Zeitverhalten der Anwendung ist ebenfalls minimal. Allerdings ko¨nnen
sich Verzo¨gerungen in der Abarbeitung des globalen Managements ergeben,
falls die Ausfu¨hrungszeit einer Reaktion unbeschra¨nkt ist.
Bei allen Arten von Reaktionen ist zu beru¨cksichtigen, dass sie sich gegebenenfalls
mit anderen, parallel ablaufenden Anwendungen synchronisieren mu¨ssen. Dies
kann das Zeitverhalten der Reaktion entsprechend stark beeinflussen.
Die Wege, Monitore und Aktoren zu implementieren, sind also vielfa¨ltig. Wie man
sieht, ha¨ngt die Auswahl eines bestimmten Wegs immer auch von der Art des Mo-
nitors bzw. Aktors ab. Eine Betrachtung grundlegender Kommunikationsmuster
wird hier weitere Einsichten liefern.
4.2.2 Synchronita¨t und Kommunikationsmuster
Als na¨chstes stellt sich die Frage, inwieweit Statusmeldung und Reaktion zeitlich
zusammenha¨ngen. Eine synchrone Reaktion liegt dann vor, wenn der Empfang
einer Statusmeldung in direktem zeitlichen Zusammenhang zur Herleitung einer
Reaktion steht. Wenn dagegen keine direkte zeitliche Korrelation zwischen diesen
beiden Ereignissen herrscht, liegt eine asynchrone Reaktion vor. Dabei fa¨llt auf,
dass die genannten Wege zur Implementierung von Monitoren und Aktoren je-
weils eine synchrone oder asynchrone Reaktion begu¨nstigen. A¨hnliches gilt auch
bei der Betrachtung mo¨glicher Kommunikationsmuster.
Fu¨r die Kommunikation zwischen zwei Partnern existieren zwei grundlegende
Entwurfsmuster. Zum einen ist dies das ereignisbasierte Observer-Pattern, zum
anderen das Konzept des Polling. Beim Observer-Pattern (Abbildung 4.2(a)) liegt
die aktive Rolle bei der Quelle, den Monitoren. Diese benachrichtigen die Senke,
den Globalen Manager, u¨ber das Vorliegen neuer Statusmeldungen. In a¨hnlicher
Weise arbeitet auch das Publish-Subscribe-Konzept. Ein Publisher, im vorliegen-
den Fall also ein Modulmonitor, vero¨ffentlicht eine Liste von Ereignissen, u¨ber
die er Bericht erstatten kann. Ein Subscriber, hier also die Monitorkomponen-
te des Globalen Managers, wa¨hlt aus dieser Liste jene Ereignisse aus, bei deren
Auftreten er informiert werden soll und abonniert diese beim Publisher. Der
Kommunikationsaufwand wird dadurch minimiert. Allerdings stellt sich die Fra-
ge, wann der Globale Manager mit der Herleitung einer Reaktion beginnen soll.
Er empfa¨ngt die Meldungen der Modulmanager zu unterschiedlichen Zeiten. Es
ist vom Aufwand her aber nicht vertretbar, fu¨r jede einzelne empfangene Mel-
dung einen Managementzyklus auszulo¨sen. Gleichzeitig ist es aber auch nicht
sinnvoll, zu lange mit einer Reaktion zu warten, da dann mo¨glicherweise eine
falsche Korrelation der empfangenen Meldungen angenommen wird.
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AAA A
(a) Systemu¨berwachung gema¨ß
dem Observer-Entwurfsmuster
Monitor
(b) Systemu¨berwachung durch
Polling
Abbildung 4.2: Entwurfsmuster zum Kommunikationsfluss innerhalb des zwei-
schichtigen Autonomic Managements
Beim Einsatz von Polling (Abbildung 4.2(b)) stellt sich diese Frage nicht, da
hier immer die Statusnachrichten aller Monitore zu einem Zeitpunkt abgefragt
werden. Die Meldungen der Monitore beziehen sich also alle auf den gleichen
Zeitpunkt. Aufgrund des gleichzeitigen Empfangs der Statusnachrichten ist eine
synchrone Reaktion mo¨glich. Nachteilig wirkt sich hier der hohe Kommunikati-
onsaufwand aus. Der Globale Manager als aktiver Teil der Kommunikation muss
jeden Monitor abfragen, unabha¨ngig davon, ob an diesem aktuell u¨berhaupt re-
levante Meldungen vorliegen.
4.2.3 Hybrides Kommunikationsmodell
Auf Basis der vorausgehenden Diskussion erscheint der Einsatz eines hybriden
Kommunikationsmodells sinnvoll. Dieses zielt darauf ab, einerseits die Kommu-
nikation zwischen den Architekturschichten zu minimieren, aber gleichzeitig auch
gro¨ßtmo¨gliche Synchronita¨t bei der Reaktion zu bieten. Dazu werden fu¨r den Glo-
balen Manager zwei Modi eingefu¨hrt:
• Im Modus GM async sind nur die Modulmanager aktiv (Abbildung 4.3
links). Deren Monitorkomponenten senden bei Bedarf Statusnachrichten
an den Monitor des Globalen Managers. Dieser akkumuliert die Status-
nachrichten zuna¨chst und lo¨st beim U¨berschreiten einer kritischen Schranke
einen Moduswechesl nach GM sync aus.
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• Der Wechsel in den Modus GM sync aktiviert nun auch die restlichen
Komponenten Analyse, Planerstellung, Reaktion des Globalen Managers
(Abbildung 4.3 rechts). Die Monitorkomponente fragt nun aktiv alle regi-
strierten Modulmanager ab. Auf Basis der gesammelten Daten leitet der
Globale Manager eine Reaktion her und wendet diese auf das u¨berwachte
System an. Nach Abschluss wechselt der Globale Manager wieder zuru¨ck in
den Modus GM async.
GMsync
Monitor
GM async
AAA A
Kritischer Zustand
beobachtet
Reaktion
ausgeführt
Abbildung 4.3: Zustandsu¨berga¨nge des hybriden Kommunikationsmodells
Solange also im Produktivsystem alle Vorga¨nge geregelt ablaufen, ist die zusa¨tzli-
che Rechenlast durch das globale Management minimal. Erst wenn ein kritischer
Zustand eintritt, nimmt das globale Management seine Arbeit auf. Die Definition,
wann der Zustand kritisch ist, liegt dabei in der Hand des Benutzers und ha¨ngt
auch von der Art des gewa¨hlten Kommunikationsprotokolls ab. Er kann sich an
der Anzahl der akkumulierten Statusmeldungen, aber auch an einer mo¨glichen
Gewichtung dieser Meldungen orientieren. Kapitel 5 wird diesen Punkt noch ge-
nauer betrachten.
4.2.4 Zusammenarbeit mit einer Middleware
Die vorgestellte Management-Architektur bezieht sich zuna¨chst nur auf einen
einzelnen Knoten. Mehrere Knoten innerhalb eines verteilten Systems sind u¨bli-
cherweise durch eine Middleware miteinander verbunden. Diese kann ihrerseits
weitere Techniken bereitstellen, um die Funktionsfa¨higkeit des gesamten Netzes
zu verbessern. In manchen Fa¨llen ist es damit notwendig, dass das globale Auto-
nomic Management der Middleware mit den Managern auf den einzelnen Knoten
interagiert.
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Eine solche Interaktion ist ohne Erweiterung der zweischichtigen Management-
Architektur mo¨glich. Der Knotenmanager stellt bereits eine generische Schnitt-
stelle zur Kommunikation mit den einzelnen Modulmanagern bereit. Das
Middleware-Management kann nun selbst einen solchen Modulmanager bereit-
stellen, welcher in geeigneter Weise Statusinformationen und Reaktionen bereit-
stellt. Ebenso kann die Middleware von den Modulmanagern Zustandsinforma-
tionen abfragen, um daraus eigene Entscheidungen herzuleiten. Dabei muss sie
sich aber mit dem Knotenmanager abstimmen.
Eine weitere Schnittstelle fu¨r eine Beeinflussung durch die Middleware stellt
die Wissensbasis des Knotenmanagers dar. Hier werden u¨blicherweise gewisse
Planungs- und Reaktionsstrategien durch den Benutzer vorgegeben. Aber auch
die Middleware kann diese Strategien gema¨ß ihren eigenen Vorgaben aba¨ndern
und auf die aktuelle Situation im Netz anpassen.
4.3 Fazit
Der hier vorgestellte Architekturansatz greift die Architekturen des Autonomic
und Organic Computing auf. Aufgrund der Trennung in Modul- und Knoten-
manager a¨hnelt sie der verteilten Observer/Controller-Architektur mit u¨berge-
ordneter Regelschleife (Abbildung 2.6(b), Abschnitt 2.3). Sie verzichtet aber
bewusst auf eine Interaktion zwischen den Modulmanagern, da diese zusa¨tzli-
chen Abha¨ngigkeiten deren allgemeine Einsetzbarkeit reduzieren wu¨rde. Die echt-
zeitfa¨hige Reaktion, die die Observer/Controller-Architektur durch den Action
Selector bereitstellt, wird hier durch die Modulmanager erreicht. Anders als in der
Observer/Controller-Architektur verfu¨gt der Globale Manager nicht u¨ber einen
Pra¨prozessor. Stattdessen wird die Vorauswertung der Monitordaten bereits in
den Modulmanagern vorgenommen. Dadurch kann das globale Management u¨ber
eine einheitliche Schnittstelle angesprochen werden.
Man mag einwerfen, dass es zielfu¨hrender wa¨re, problemspezifische komplexe Mo-
dulmanager zu entwerfen und auf einen globalen Manager zu verzichten. Aus
dieser Herangehensweise ergeben sich allerdings verschiedene Probleme etwa fu¨r
das Zeitverhalten der Anwendungen. Da komplexere Modulmanager zwangsla¨ufig
auf einem gro¨ßeren Parametersatz arbeiten, fu¨hrt dies auch zu einer ho¨heren
Komplexita¨t bei deren Entscheidungsfindung und damit zu einer gro¨ßeren Lauf-
zeit der Entscheidungsfindung, da jeder zusa¨tzliche Parameter die Dimension des
Problems erho¨ht. Ein anderer Punkt sind die hohen Entwicklungskosten. Die
genannten komplexen Modulmanager behandeln Spezialfa¨lle im Hinblick auf ih-
ren Parametersatz. So muss fu¨r jede neue Anwendung auch ein neuer Satz Mo-
dulmanager entwickelt werden, die Wiederverwendbarkeit der Modulmanager ist
hier aufgrund ihrer Spezifita¨t als eher gering einzuscha¨tzen. Im Gegensatz dazu
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ko¨nnen die hier geforderten Modulmanager leicht wiederverwendet werden, da
sie sich per definitionem auf ein in sich abgeschlossenes austauschbares Modul
beziehen, z.B. eine einzelne Hardwarekomponente. Das Zeitverhalten einer An-
wendung wird hier weit weniger beeinflusst, da die Dimension des Problems (der
Parametersatz) kleiner ist. Der Einsatz problemspezifischer Lo¨sungsansa¨tze, wie
er etwa von David et al. [12] fu¨r das Betriebssystem Choices vorgestellt wurde, ist
aber trotzdem nicht ausgeschlossen. Einzige Maßgabe dafu¨r ist, dass sich ein sol-
cher Lo¨sungsansatz mit vertretbarem Aufwand innerhalb eines Modulmanagers
umsetzen la¨sst.
Die Lo¨sung komplexer Probleme erfolgt im Globalen Manager mit Hilfe ei-
nes generischen Regelsystems a¨hnlich der Controller-Komponente der Obser-
ver/Controller-Architektur. Die Anwendungsspezifita¨t ergibt sich hier aus der
Kombination der Modulmanager sowie den durch den Entwickler vorgegebenen
Strategien. Das Verfahren selbst aber wird durch die Art der Anwendung nicht
beeinflusst. Einen Ansatz fu¨r ein generisches Regelsystem stellt das na¨chste Ka-
pitel vor.
5 Generisches Management
Das folgende Kapitel befasst sich mit dem Entwurf eines generischen Manage-
ment-Konzepts fu¨r die in Kapitel 4 vorgestellte zweischichtige Management-
Architektur. Wie bereits in Abschnitt 4.3 dargelegt wurde, ist auf globaler Ebene
die Nutzung eines generischen Algorithmus’ zielfu¨hrend, da dieser unabha¨ngig
von der Problemdoma¨ne vielfach eingesetzt werden kann. Der Algorithmus ori-
entiert sich an dem Konzept der generischen Programmierung wie etwa dem
Einsatz von Templates in C++, die jeweils fu¨r eine Klasse von Problemen ei-
ne allgemeine Lo¨sung bereitstellen. Diese Lo¨sung ist unabha¨ngig vom konkreten
Einsatzgebiet. Dementsprechend stellt der hier entworfene Algorithmus ein all-
gemeines Werkzeug dar, um zu gegebenen Systemzusta¨nden eine angemessene
Reaktion herzuleiten. Das in dieser Arbeit betrachtete Umfeld der eingebetteten
Echtzeitsysteme stellt dabei einige zusa¨tzliche Anforderungen an einen solchen
Algorithmus. Da eingebettete Echtzeitsysteme im Allgemeinen beschra¨nkt hin-
sichtlich ihrer Ressourcen sind, muss der Algorithmus entsprechend ressourcen-
schonend implementiert werden ko¨nnen. Dies betrifft zum einen die Datenbasis,
auf der der Algorithmus arbeitet. Fu¨r diese ist eine mo¨glichst speichereffiziente
Darstellung vonno¨ten. Ebenso muss der Algorithmus mo¨glichst effizient mit der
Rechenzeit umgehen. Er darf parallel ablaufende Echtzeitanwendungen nicht be-
einflussen. Zudem soll er nur einen geringen Anteil der zur Verfu¨gung stehenden
Rechenzeit beanspruchen. Zuletzt muss sichergestellt sein, dass die hergeleiteten
Reaktionen das Verhalten des Systems nicht in unvorhersehbarer und insbeson-
dere nicht in negativer Weise beeinflussen.
5.1 Klassifizierung fu¨r eingebettete Echtzeitsysteme
Wie bereits in Abschnitt 2.3.3 erla¨utert wurde, weisen die dort betrachteten Tech-
niken zur Lo¨sung komplexer Probleme einige entscheidende Nachteile bezu¨glich
ihres Einsatzes in eingebetteten Echtzeitsystemen auf. Learning Classifier Sy-
stems ko¨nnen aufgrund des zufallsorientierten genetischen Algorithmus’ nicht
immer eine geeignete Reaktion garantieren. Der Einsatz automatische Planer
hingegen ist im Allgemeinen mit einem hohen Rechenaufwand verbunden. Un-
ter anderen Aspekten eignen sie sich wiederum sehr gut fu¨r dieses Einsatzgebiet.
Learning Classifier Systems arbeiten mit einer sehr effizienten Zustandsdarstel-
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lung. Automatische Planer beachten auch immer die Auswirkungen von Aktionen,
so dass sie eine positive Wirkung garantieren ko¨nnen. Der Entwurf einer dyna-
mischen Klassifizierung fu¨r eingebettete Echtzeitsysteme (Dynamic Classification
for Embedded Real-Time systems, DCERT) zielt darauf ab, diese positiven Eigen-
schaften zu vereinigen und dabei die Nachteile der zugrundeliegenden Techniken
zu vermeiden. Ein wichtiges Ziel ist dabei ein mo¨glichst geringer Ressourcenver-
brauch bezu¨glich der Speichernutzung und des Rechenaufwands. Dazu u¨bernimmt
DCERT die Zustandsdarstellung der Learning Classifier Systems, welche in ei-
nem geringen Speicherverbrauch resultiert und einen effizienten Vergleich von
Zusta¨nden erlaubt. In Anlehnung an automatische Planer betrachtet DCERT
aber auch genau die Auswirkungen, die eine mo¨gliche Aktion auf das System hat
und stellt so sicher, dass es das Systemverhalten nicht negativ beeinflusst.
Die Kommunikation von DCERT mit den Modulmanagern erfolgt u¨ber zwei
Schnittstellen. Monitore (Abschnitt 5.1.1) liefern aktuelle Statusinformationen
u¨ber die mit ihnen verbundenen Systemkomponenten. Aufgrund dieser Nachrich-
ten wa¨hlt DCERT geeignete Aktoren (Abschnitt 5.1.2) aus, um auf den aktuellen
Systemzustand einzuwirken. Die Kommunikation selbst erfolgt in Form abstrak-
ter Statusnachrichten. Die folgenden Abschnitte erla¨utern diese Komponenten
aus Sicht von DCERT sowie deren Zusammenarbeit bei der Problemlo¨sung.
5.1.1 Monitore
Die Monitore der Modulmanager haben direkten Zugriff auf die Rohwerte der
von ihnen u¨berwachten Systemparameter. Sie abstrahieren diese Rohwerte in ein
allgemeines Format und leiten diese Informationen bei Bedarf an DCERT wei-
ter. DCERT erkennt in diesen Informationen Misssta¨nde und wa¨hlt geeignete
Reaktionen aus. Das folgende Beispiel 5.1 zeigt einige Mo¨glichkeiten, welche Sy-
stemkomponenten u¨berwacht werden ko¨nnen.
Beispiel 5.1 (U¨berwachte Systemparameter) In einem eingebetteten Sys-
tem ko¨nnen u¨blicherweise unter anderem folgende Parameter u¨berwacht werden:
Prozessor Der Prozessor eines Systems bietet zwei Parameter, die durch entspre-
chende Monitore u¨berwacht werden ko¨nnen. Zum einen ist dies die Taktfre-
quenz. Moderne Prozessoren bieten die Mo¨glichkeit, ihre Taktfrequenz der
aktuellen Rechenlast anzupassen. Mit der Taktfrequenz kann u¨blicherweise
auch die Versorgungsspannung vera¨ndert werden, wodurch sich erhebliche
Energieeinsparungen erzielen lassen.
Zum anderen kann ein Monitor auch die Auslastung des Prozessors be-
obachten. Gerade in Echtzeitsystemen muss eine U¨berlastung des Prozes-
sors vermieden werden, damit die Echtzeitanwendungen ihre Zeitschranken
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nicht verpassen. Bei Verwendung eines zeitbasierten Schedulingverfahrens
kann die Prozessorauslastung in Form der reservierten Rechenzeit angege-
ben werden.
Batterie Auch an der Batterie bzw. Stromversorgung eines eingebetteten Systems
ko¨nnen mindestens zwei Parameter u¨berwacht werden. Naheliegend ist hier
zuna¨chst die verbleibende Restenergie in der Batterie, die entscheidenden
Einfluss auf die la¨ngerfristige Funktionsfa¨higkeit des Systems hat. Wichtig
ist auch die aktuelle Leistungsaufnahme, da sie die Lebensdauer der Batterie
entscheidend beeinflussen kann. Hierbei ist zu beru¨cksichtigen, dass eine
hohe Leistungsaufnahme die aus der Batterie entnehmbare Energiemenge
u¨berproportional reduziert. Die Nominalkapazita¨t einer Batterie wird fu¨r
eine bestimmte Entladerate C angegeben. Venis [63] konnte zeigen, dass
sich die entnehmbare Energiemenge fu¨r eine Batterie um 10% erho¨ht, wenn
die Batterie stattdessen mit einer Rate von C/5 entladen wird.
Peripherie Anwendungen sind meistens auf das Vorhandensein von bestimm-
ten Peripheriegera¨ten angewiesen. Deren Funktionsstatus von Peripherie-
gera¨ten kann entweder bina¨r (funktioniert/nicht) oder, sofern sinnvoll, in
einem kontinuierlichen Spektrum (Quality of Service, QoS) angegeben wer-
den.
Software Auch einzelne Softwarekomponenten ko¨nnen das Systemverhalten be-
einflussen. So darf ein Migrationsdienst etwa nur begrenzt Anwendungen
starten, um die Funktionsfa¨higkeit des Knoten nicht einzuschra¨nken.
Die meisten der Parameter in Beispiel 5.1 nehmen ihre Werte in einem mehr oder
weniger kontinuierlichen Spektrum an. Zur Weiterverarbeitung durch DCERT
mu¨ssen diese Werte stark diskretisiert werden. Im Allgemeinen sind fu¨r eine Re-
aktionsentscheidung nicht die konkreten Werte der Parameter relevant, sondern
nur, ob der Parameter gewisse Schwellen u¨ber- oder unterschreitet. Dieser Sach-
verhalt la¨sst sich mit einfachen booleschen Variablen darstellen.
Definition 5.2 (DCERT-Statusparameter) Ein Statusparameter wird
mit pi bezeichnet. Er kann als Statusnachricht die Werte 0 und 1 anneh-
men (pi ∈ {0, 1}). Die Menge aller Statusparameter innerhalb eines Systems ist
Π = {pi0, pi1, pi2, . . . pin}.
Die Art und Weise, wie ein Statusparameter pi aus den Rohdaten erzeugt wird,
ist in den Modulmanagern festgelegt. Im Allgemeinen kann pi als wahr/falsch-
evaluierbare Aussage aufgefasst werden. Das folgende Beispiel 5.3 verdeutlicht
den Einsatz von Statusparametern.
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Beispiel 5.3 (DCERT-Statusparameter) Dieses Beispiel benutzt Monitore
fu¨r folgende Systemkomponenten
• Taktfrequenz
• Scheduler
• Batterie, Energieverbrauch
• Migrationsdienst
Hieraus lassen sich die folgenden einfachen Statusnachrichten ableiten:
pi Beschreibung
fmax Taktfrequenz ist maximal
fmin Taktfrequenz ist minimal
phigh viel u¨berschu¨ssige Rechenkapazita¨t
plow zu wenig Rechenkapazita¨t
bhigh Batterie ist fast voll
blow Batterie ist fast leer
chigh Leistungsaufnahme zu hoch
clow Leistungsaufnahme sehr niedrig
ea Anwendung a kann auf anderen Knoten verschoben werden
i Migrationsanfrage von anderem Knoten liegt vor
Bei den genannten Parametern fa¨llt auf, dass einige direkt als Beschreibung ei-
nes mo¨glichen Missstands aufgefasst werden ko¨nnen, wie etwa die Auslastung
des Prozessors. Hieraus la¨sst sich oft direkt auf eine oder mehrere mo¨gliche Re-
aktionen schließen. Im Fall der U¨berlastung des Prozessors wa¨re dies etwa die
Erho¨hung der Taktfrequenz, aber auch das Verlagern von Applikationen auf we-
niger stark belastete Rechenknoten. Andere Parameter hingegen ko¨nnen wertfrei
betrachtet werden, das heißt, aus ihrer Betrachtung allein kann nicht auf einen
Missstand geschlossen werden. Ein solcher Parameter ist der Zustand der Taktfre-
quenz, die innerhalb von der Hardware vorgegebener Schranken vera¨ndert werden
kann. Aber auch dieser Parameter kann die Reaktionsauswahl beeinflussen. So ist
ein Erho¨hen der Taktfrequenz nur dann mo¨glich, wenn sie im aktuellen Zustand
noch niedriger als ihr Maximalwert ist. In diesem Sinne stellt also der Zustand
der Taktfrequenz eine wichtige Vorbedingung fu¨r die Aktion Taktfrequenz erho¨hen
dar.
Parameter, die einen zu beseitigenden Missstand darstellen, werden als Trigger-
parameter bezeichnet. Sie geben an, ob das Ausfu¨hren bestimmter Aktionen in
einem gegebenen Zustand sinnvoll ist, ob also die Aktion eine Zustandsverbesse-
rung nach sich zieht. Sie sind u¨blicherweise nicht an bestimmte Aktoren gebun-
den, sondern ko¨nnen durchaus als Auslo¨ser fu¨r mehrere verschiedene Aktionen
fungieren.
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Definition 5.4 (Triggerparameter) Ein Statusparameter τ , der einen
Missstand darstellt, wird als Triggerparameter bezeichnet. Die Menge aller
Triggerparameter eines Systems ist T = {τ0, τ1, . . . τm}, T ⊂ Π. Zusa¨tzlich
muss fu¨r alle τk ∈ T eine Gewichtsfunktion w(τk) mit folgenden Eigenschaften
definiert sein:
• τk = 0 ⇔ w(τk) = 0 ∀ k ≤ m
• τk = 1 ⇔ w(τk) 6= 0 ∀ k ≤ m
• i 6= k, τi 6= 0, τk 6= 0 ⇔ w(τi) < w(τk) ∨˙ w(τi) > w(τk) ∀ i, k < m
Aufgrund dieser Definition sind Triggerparameter somit geeignet, eine Bewertung
des aktuellen Systemzustands durchzufu¨hren. Das folgende Beispiel 5.5 gibt einen
kurzen U¨berblick u¨ber die Auswahl von Triggerparametern.
Beispiel 5.5 (Triggerparameter) Nicht alle der in Beispiel 5.3 definierten
Zusta¨nde erfordern eine direkte Reaktion. So hat etwa der Zustand der Taktfre-
quenz zwar Einfluss auf das Systemverhalten, weist aber nicht auf einen mo¨glichen
Missstand hin. Dieser wird durch den Zustand plow dargestellt. Dieses Beispiel
beschreibt ein batteriebetriebenes Echtzeitsystem, bei dem die Funktionsfa¨higkeit
an ho¨chster Stelle steht. Folgende Zusta¨nde werden deshalb als Triggerparame-
ter definiert, das heißt, bei ihrem Auftreten ist eine Reaktion des Managements
notwendig:
Parameter Gewicht Erkla¨rung
plow 8 Sobald zu wenig Rechenzeit zur Verfu¨gung steht, kann
die Funktionsfa¨higkeit des Systems nicht mehr garantiert
werden. Dieser Missstand ist daher dringend zu beseiti-
gen.
blow 4 Bei einem niedrigen Batteriestand kann die Funkti-
onsfa¨higkeit des Gera¨ts nur noch fu¨r einen kurzen Zeit-
raum aufrecht erhalten werden. Hier mu¨ssen geeigne-
te Sicherheitsroutinen sowie gegebenenfalls eine kontrol-
lierte Abschaltung des Gera¨ts eingeleitet werden.
chigh 2 Eine hohe Leistungsaufnahme beeinflusst die Lebensdau-
er der Batterie und somit auch die Funktionsfa¨higkeit
des Systems negativ.
i 1 Falls von anderen Knoten eines verteilten Systems Mi-
grationsanfragen vorliegen, so mu¨ssen diese beantwortet
werden.
Die Gewichte w der Statusparameter wurden hier in exponentieller Ordnung be-
legt. Hieraus ergibt sich ein Vorteil fu¨r die effiziente Implementierung mittels
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Bitstrings, wie in Abschnitt 5.2.1 genauer besprochen. Die Ordnung der Trigger-
parameter ist implizit durch deren Gewichte gegeben.
Aufgrund ihrer Definition stellen Triggerparameter eine kanonische Schwelle fu¨r
den Moduswechsel der internen Kommunikation in Abschnitt 4.2.3 dar. Das Auf-
treten einer Triggernachricht kann den globalen Manager aufwecken, so dass die-
ser aktiv Statusnachrichten von allen Monitoren sammelt. Dies ist sinnvoll, da
beim Auftreten einer Triggernachricht ein negativer Einfluss auf das Gesamtsys-
tem zu befu¨rchten ist.
Zur weiteren Arbeit mit Triggerparametern wird noch die folgende Definition
beno¨tigt:
Definition 5.6 (Gewicht einer Triggermenge) Das Gewicht einer Menge
aus Triggerzusta¨nden U ⊂ T berechnet sich als Summe der Einzelgewichte ih-
rer Zusta¨nde:
w(U) =
∑
τ∈U
w(τ)
5.1.2 Aktoren
Aktoren stellen mo¨gliche Reaktionen auf bestimmte Systemzusta¨nde bereit. Die
Auswahl eines Aktors erfolgt durch DCERT auf Basis des aktuellen Systemzu-
stands, sowie den folgenden Eigenschaften von Aktoren. Die Auswahl eines Aktors
zur Reaktion muss sich an mehreren Aspekten orientieren. Zuna¨chst muss seine
Ausfu¨hrung im aktuellen Zustand mo¨glich und sinnvoll sein. Außerdem muss die
Reaktion zu angemessenen Kosten erfolgen ko¨nnen. Dazu werden Aktoren wie
folgt definiert:
Definition 5.7 (Aktor) Ein Aktor A ist ein 4-Tupel A = (a, C, U, s) mit fol-
genden Elementen:
• a bezeichnet die Aktion, die durch A ausgefu¨hrt werden kann;
• C ⊂ Π bezeichnet die notwendigen Voraussetzungen fu¨r die Ausfu¨hrung von
a, wie sie bereits unter 5.1.1 erwa¨hnt wurden;
• die Triggermenge U ⊂ T fasst all jene Misssta¨nde in Form von Trigger-
parametern zusammen, die a auslo¨sen ko¨nnen und die durch a beeinflusst
werden (siehe ebenfalls 5.1.1); zudem soll gelten C ∩ U = ∅, ein Trigger
darf also nicht gleichzeitig Voraussetzung sein;
• Der Kostenskalawert s stellt ein abstraktes Maß fu¨r die Komplexita¨t und
tatsa¨chlichen Kosten von a dar.
5.1 Klassifizierung fu¨r eingebettete Echtzeitsysteme 69
Die Menge C der Voraussetzungen eines Aktors zeigt auf, wann seine Ausfu¨hrung
mo¨glich ist. Die Elemente U und s eines Aktors bilden sein Verhalten und seine
Wirkung auf das System ab. Die Triggermenge U umfasst jene Statusparameter,
bei deren Auftreten die Ausfu¨hrung von a sinnvoll ist. Implizit bedeutet dies,
dass der Aktor A versucht, die vorhandenen Triggerzusta¨nde aus U zu beseitigen.
Der Kostenskalawert s wird beno¨tigt, wenn DCERT eine Auswahl zwischen zwei
Aktoren mit a¨hnlichen Triggermengen treffen muss. Seine Behandlung wird in
Abschnitt 5.1.3 erla¨utert.
Beispiel 5.8 (Aktoren) Dieses Beispiel stellt zwei Aktoren zur Vera¨nderung
der Taktfrequenz vor. Dazu werden die Statusparameter aus Beispiel 5.5 verwen-
det.
IncFreqActor DecFreqActor
a Erho¨hen der Taktfrequenz f um ∆f Senken der Taktfrequenz f um ∆f
C {¬fmax,¬blow} {¬fmin}
f kann erho¨ht werden (f < fmax) f kann gesenkt werden (f > fmin)
U {plow} {chigh, blow, phigh}
Anwendung bei niedriger Rechenlei-
stung, Energieaufnahme erho¨ht sich
Anwendung bei zu hoher Ener-
gieaufnahme, verfu¨gbare Rechenlei-
stung sinkt
s sinc = 1 sdec = 1
Der Kostenskalawert der beiden Aktoren ist sehr niedrig, da es sich bei der
Vera¨nderung der Taktfrequenz typischerweise um eine sehr einfache Aktion han-
delt.
Weitere zwei Aktoren ko¨nnen durch den dynamischen Linker des Betriebssystems
bereitgestellt werden:
ImmigrationActor EmigrationActor
a Empfang und Ausfu¨hrung eines
Dienstes auf dem Knoten
Verlagerung eines Dienstes auf
einen anderen Knoten
C {¬plow ∨ (bhigh, fmax)} {ea}
Ausreichend Rechenzeit vorhanden
oder erzeugbar
ein verlagerbarer Dienst la¨uft auf
diesem Knoten
U {i} {plow}
Ein Dienst wartet auf seine Einla-
gerung
Zu hohe Knotenlast
s srec = 10 ssend = 10
Das Empfangen oder Versenden einer Anwendung ist mit erheblichem Aufwand
verbunden, deshalb wird diesen beiden Aktionen ein deutlich ho¨herer Kostenska-
lawert zugewiesen.
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Die Festlegung der einzelnen Elemente der Aktoren erfolgt durch den Entwick-
ler. Voraussetzungen CA und Triggermenge UA lassen sich im Allgemeinen rela-
tiv leicht aus der Aktion herleiten. Bei der Festlegung der Kostenskalawerte ist
der Entwickler dagegen zuna¨chst keinerlei Einschra¨nkungen unterworfen. Hier ist
einzig darauf zu achten, dass die Bewertungen unterschiedlicher Aktionen unter-
einander in einem angemessenen Verha¨ltnis stehen. Insofern ist eine Festlegung
der Kostenskalawerte erst bei der Integration eines Systems sinnvoll.
5.1.3 Entscheidungsfindung
Wie in Abschnitt 4.2.3 bereits dargestellt wurde, ist der globale Manager im Nor-
malbetrieb inaktiv. Das Auftreten eines Triggerzustands lo¨st die Entscheidungs-
findung aus. Der globale Manager wechselt hierauf in den synchronen Modus und
ruft aktiv die Statusnachrichten aller registrierten Modulmanager ab. Mit Hilfe
der im Folgenden dargestellten Entscheidungslogik findet der globale Manager
eine Reaktion unter den verfu¨gbaren Aktoren, um vorherrschende Misssta¨nde zu
beseitigen. Dabei beachtet er gegebenenfalls weitere Rahmenbedingungen wie et-
wa die Minimierung der Kosten oder der negativen Seiteneffekte, aber auch die
Dauer, u¨ber die ein Missstand bereits anha¨lt. Grundlage fu¨r all diese Entschei-
dungen ist der aktuelle Weltzustand:
Definition 5.9 (Weltzustand) St ⊂ Π heißt Weltzustand zum Zeitpunkt t.
St entha¨lt die Statusmeldungen aller Monitore, die diese zum Zeitpunkt t melden.
Beispiel 5.10 (Weltzustand) Seien Π und T wie in den Beispielen 5.3
und 5.5. St = {fmax, phigh, chigh, i} beschreibt einen Zustand, in dem
• die Taktfrequenz maximal ist,
• der Prozessor u¨ber viel freie Rechenzeit verfu¨gt,
• die Leistungsaufnahme des Prozessors sehr hoch ist, und
• wenigstens eine Migrationsanfrage von einem anderen Knoten vorliegt.
Falls der aktuelle Weltzustand kritisch ist, also wenigstens einen Triggerparameter
entha¨lt, so ist es die Aufgabe von DCERT, eine Reaktion auf diesen Zustand zu
finden. Dazu muss es die Menge aller registrierten Aktoren schrittweise immer
weiter einschra¨nken. Im ersten Schritt bestimmt DCERT eine Grundmenge von
Aktoren, deren Triggermengen vom aktuellen Weltzustand getroffen sind und
deren Vorbedingungen erfu¨llt sind:
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Definition 5.11 (Verfu¨gbare und ausgelo¨ste Aktoren) Sei A die Menge
aller Aktoren eines Systems. Ein Aktor A ∈ A ist im Weltzustand St verfu¨gbar,
wenn all seine Vorbedingungen erfu¨llt sind:
CA ⊆ St
Ein verfu¨gbarer Aktor A ist ausgelo¨st, wenn zusa¨tzlich gilt
UA ∩ St 6= ∅ ,
er also einen vorherrschenden Missstand beseitigt.
Die Menge an verfu¨gbaren, ausgelo¨sten Aktoren wird im Folgenden mit C0 ⊂ A
bezeichnet. Diese kann noch weiter eingeschra¨nkt werden, um schließlich eine Re-
aktionsmenge zu erhalten. Solche Einschra¨nkungen sind aus mehreren Gru¨nden
no¨tig. So kann es vorkommen, dass mehrere Aktoren aus C0 auf denselben Trig-
gerzustand auslo¨sen. In diesem Fall soll vermieden werden, dass dieser Trigger-
zustand mehrfach behandelt wird, oder die Aktoren sich gegenseitig blockieren.
Ebenso ist es mo¨glich, dass sich zwei Aktoren in ihren Vorbedingungen u¨berlap-
pen, und gleichzeitig die Ausfu¨hrung eines Aktors diese Vorbedingung beseitigt.
Die Ausfu¨hrung des zweiten Aktors wa¨re damit nicht mehr mo¨glich. DCERT
verfolgt daher das Ziel, in jedem Durchlauf die Grundmenge C0 auf nur einen ein-
zelnen Aktor zur Reaktion einzuschra¨nken. Dadurch vermeidet es die genannten
Probleme, und jede Reaktion passt exakt auf den aktuellen Zustand.
Fu¨r die Einschra¨nkung bieten sich mehrere Strategien an. Der Begriff Aktoren
bezieht sich im Folgenden auf die verfu¨gbaren, ausgelo¨sten Aktoren aus C0 mit
nicht-disjunkten Triggermengen.
Effekt Wa¨hle den Aktor, der auf den wichtigsten Trigger anspricht
⊕ schlimmster Missstand wird am ehesten behandelt
	 unwichtige Probleme werden mo¨glicherweise nie behandelt
Kosten Wa¨hle den Aktor, dessen Ausfu¨hrung die geringsten Kosten verursacht
⊕ schnelle Reaktion
	 mo¨glicherweise wirkungslos, teuerere Aktion wa¨re besser
Dauer Wa¨hle den Aktor, der auf den am la¨ngsten anhaltenden Triggerzustand
anspricht
⊕ auch lang anhaltende, aber unwichtige Probleme werden behandelt
	 Behandlung wichtiger, aber neuer Probleme wird verzo¨gert
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Wie man sieht, haben alle der genannten Strategien ihre Vor- und Nachteile.
Ziel jeder Aktion muss es aber sein, ein mo¨glichst funktionsfa¨higes System zu
erhalten. Aus diesem Grund soll der Effekt eines Aktors als wichtigstes Kriterium
angesehen werden:
Definition 5.12 (Filterung auf Trigger) Seien mehrere Aktoren ausgelo¨st
durch τ ∈ St. Zur Reaktion soll jener Aktor kommen, der bezu¨glich des St die
gro¨ßte Verbesserung verspricht. Die Verbesserung bSt(A) eines Aktors A bezu¨glich
St berechnet sich als:
bSt(A) = w(St ∩ UA)
Es wird derjenige Aktor A ausgewa¨hlt, fu¨r den bST (A) maximal ist.
Trotzdem ist es mo¨glich, dass nach diesem Filterschritt immer noch mehrere
Aktoren zur Behandlung desselben Triggerzustands zur Verfu¨gung stehen. Dies ist
etwa der Fall bei den beiden Aktoren IncFreqActor und EmigrationActor aus
Beispiel 5.8. Beide versprechen, die verfu¨gbare Rechenzeit zu erho¨hen. Hier bietet
es sich nun an, die beiden anderen Strategien Kosten und Dauer zu einer weiteren
Filterregel zu kombinieren. Dabei wird die Dauer, u¨ber die ein Triggerzustand
bereits anha¨lt, als eine Art Guthaben genutzt, um ho¨here Kosten eines Aktors
zu gerechtfertigen.
Definition 5.13 (Dauerza¨hler) Definiere fu¨r jeden Trigger τ einen Dau-
erza¨hler cτ . Anfangs gelte cτ = 0. Bei jedem Klassifikationsdurchlauf wird cτ
wie folgt vera¨ndert:
• cτ ∈ St: cτ := cτ + 1
• cτ 6∈ St: cτ := cτ − 1
Wiederholtes Auftreten eines Triggers fu¨hrt also zur Erho¨hung seines Dau-
erza¨hlers. Wird der Triggerzustand durch eine geeignete Reaktion beseitigt, so
sinkt der Dauerza¨hler wieder. Durch das nur allma¨hliche Absinken des Za¨hlers
wird erreicht, dass auch auch bei kurzzeitigem Nicht-Auftreten eines Missstands
das Problem weiterhin als dringend betrachtet wird. Mit Hilfe des Dauerza¨hlers
kann nun folgend Auswahlregel definiert werden:
Definition 5.14 (Filterung auf Kosten und Dauer) Seien A1, A2 ausgelo¨st
durch τ ∈ St. Zur Reaktion ausgewa¨hlt werden soll dann Ax mit
sAx = max
k∈{1,2}
{sAk | sAk ≤ cτ}
Kann auch dieser Filterschritt keine Entscheidung zwischen mehreren Aktoren
treffen, so sind die Aktoren aus Sicht von DCERT gleichwertig. In diesem Fall
kann eine zufa¨llige Auswahl getroffen werden.
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5.1.4 Interaktion mit dem Benutzer
Bezu¨glich eines eingebetteten Systems mit DCERT kann man zwei Arten von
Benutzern unterscheiden. Zum einen steht hier der Entwickler des eingebetteten
Systems als direkter Nutzer von DCERT, zum anderen gibt es den Endnutzer,
der das fertige System benutzt. Die beiden folgenden Abschnitte zeigen, inwieweit
diese Benutzer mit DCERT interagieren ko¨nnen oder mu¨ssen.
Der Entwickler als Benutzer Der vorgestellte Entwurf la¨sst dem Entwickler
viele Freiheiten, um das Verhalten von DCERT zu beeinflussen. Im einzelnen
sind dies:
• Angabe einer Zustandssemantik auf den Triggerparametern mit entspre-
chender Ordnung und Gewichten;
• Nutzung eigener Kostenfunktionen zur Festlegung der Kostenskalawerte sA
der einzelnen Aktoren;
• eigene Wahl des Schwellwertes fu¨r den Moduswechsel der Kommunikation
(4.2.3), eingeschra¨nkt durch Trennung in einfache Parameter und Trigger-
parameter.
Insbesondere bei der Zustandssemantik und deren Ordnung und Gewichtung ist
eine A¨nderung im laufenden Betrieb vorgesehen. Damit kann nicht nur das u¨ber-
wachte System, sondern auch das Verhalten der U¨berwachungseinheit selbst an
vera¨nderte Umgebungsbedingungen angepasst werden. Ein Satz aus den Parame-
tern Zustandssemantik und Ordnung/Gewichte wird im Folgenden als System-
strategie bzw. Strategiedefinition bezeichnet.
Der Endnutzer Im Idealfall nimmt der Endnutzer das Vorhandensein eines Au-
tonomic Managements gar nicht wahr, sondern hat zu jedem Zeitpunkt ein voll
funktionsfa¨higes System vor sich. Ein direktes Eingreifen in die Management-
funktionalita¨t erscheint auch wenig zielfu¨hrend, da der Endnutzer im Allgemeinen
nicht u¨ber das dafu¨r notwendige Fachwissen u¨ber die Interna des Systems verfu¨gt.
Stattdessen ko¨nnen aber je nach Anwendungsbereich verschiedene Sa¨tze mit Sys-
temstrategien (siehe oben) durch den Entwickler bereitgestellt werden, welche
entweder automatisch oder auch auf explizite Anforderung durch den Endnutzer
eingesetzt werden.
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5.2 Implementierung von DCERT
Die Zielplattform dieser Arbeit ist ein eingebettetes System, das unter Echt-
zeitbedingungen arbeitet. Daraus ergeben sich einige Anforderungen an die Im-
plementierung des Managements. Um das Zeitverhalten der Echtzeitanwendung
nicht zu beeinflussen, bietet es sich an, das Management als isolierten Helper
Thread auf einem mehrfa¨digen Prozessor laufen zu lassen. In einem herko¨mm-
lichen einfa¨digen Prozessor ist dagegen ein Betriebssystem mit zeitgetriebenem
Scheduling notwendig. Die zur Verfu¨gung stehende Rechenzeit ist aber in beiden
Fa¨llen stark begrenzt. Die Implementierung muss aber auch mit den anderen
Systemressourcen sehr effizient umgehen. Da eingebettete Systeme u¨blicherweise
auch nur u¨ber wenig Speicher verfu¨gen, wird insbesondere fu¨r die Laufzeitdaten
eine speichereffiziente Darstellung beno¨tigt. Ebenso steht auch nur begrenzter
Speicherplatz fu¨r Programmcode zur Verfu¨gung. Somit ist eine a¨ußerst effizien-
te Implementierung gefragt. Der folgende Abschnitt beschreibt einen mo¨glichen
Weg dazu.
5.2.1 Konzept fu¨r Statusparameter
Statusparameter nach Definition 5.2 ko¨nnen, wie in Tabelle 5.1 dargestellt, durch
je einen einzelnen Bitwert repra¨sentiert werden.
Tabelle 5.1: 1-Bit Repra¨sentation von Statusparametern
Bitwert Parameter
0 pi0
1 pi1
Ein Weltzustand St kann damit als Bitstring dargestellt werden. Den einzelnen
Statusparametern sind feste Positionen innerhalb dieses Bitstrings zugeordnet.
Abbildung 5.1 zeigt die Nutzung eines 8-Bit-Wortes zur Speicherung von acht
einfachen Zustandsparametern. Jedem Parameter ist dabei eine Bitposition zu-
geordnet, die den Wert 0 oder 1 annehmen kann.
Bitposition pb 7 6 5 4 3 2 1 0
0/1 0/1 0/1 0/1 0/1 0/1 0/1 0/1
Parameterposition pp 7 6 5 4 3 2 1 0
Parameter pi7 pi6 pi5 pi4 pi3 pi2 pi1 pi0
Abbildung 5.1: Bit- und Parameterpositionen am Beispiel eines 8-Bit-Wortes,
einfache Statusparameter
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Fu¨r Triggerparameter beno¨tigt DCERT zusa¨tzlich noch Gewichte, die die Re-
levanz der einzelnen Parameter fu¨r das System bewerten. Die Darstellung von
Parametern u¨ber ihre Position innerhalb eines Bitstrings bringt eine mo¨gliche
Gewichtung gleich mit sich. Einem Triggerparameter τ an Bitposition pτ ist da-
bei das Gewicht wτ = 2
pτ zugeordnet. Das Gewicht einer Triggermenge erha¨lt
man, indem man alle Nicht-Triggerparameter aus dem Zustands-Bitstring aus-
maskiert und diesen dann als Ganzzahl interpretiert. Das folgende Beispiel 5.15
erla¨utert diese Vorgehensweise.
Beispiel 5.15 (Implementierung von Statusparametern) Dieses Beispiel
zeigt eine mo¨gliche Umsetzung der Status- und Triggerparameter aus den Beispie-
len 5.3 und 5.5. Insgesamt existieren zehn Statusparameter. Gewichte sind aber
nur denjenigen Statusparametern zugeordnet, die auch Triggerparameter sind.
Bitposition 9 8 7 6 5 4 3 2 1 0
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Triggergewicht 512 256 128 64 ./. ./. ./. ./. ./. ./.
5.2.2 Aktoren
Die Voraussetzungs- und Triggermengen C und U von Aktoren werden in einer
a¨hnlichen Weise mit Bitstrings dargestellt. Die Darstellung der Triggermenge be-
steht wiederum aus einem einzelnen Bitstring. Ein gesetztes Bit bedeutet hier,
dass der zugeho¨rige Triggerzustand die Aktion auslo¨sen kann. Die Darstellung der
Voraussetzungsmenge beno¨tigt bei Nutzung von Bitstrings fu¨r jeden Parameter
drei mo¨gliche Werte. Zusa¨tzlich zu den Werten 0 und 1 ist ein Don’t-care-Symbol
no¨tig, u¨blicherweise als “#” dargestellt. Dieses gibt an, dass der Parameter an
der entsprechenden Stelle fu¨r den Aktor irrelevant ist. Eine Voraussetzungsmenge
wird daher als Kombination aus zwei Bitstrings dargestellt. Eine Relevanzmas-
ke gibt an, welche Statusparameter fu¨r den Aktor u¨berhaupt relevant sind. Die
Parametermenge entha¨lt dann die eigentlichen Werte der Statusparameter. Ta-
belle 5.2 schlu¨sselt die Kombination aus Relevanzmaske und Parametermenge
sowie deren Bedeutung auf.
Tabelle 5.2: Bitrepra¨sentation der Voraussetzungsmenge von Aktoren
Relevanzbit Parameterbit Bedeutung
0 pi0
1
1 pi1
0 * # (pi irrelevant)
Das folgende Beispiel fu¨hrt die vorhergehenden Beispiele fort und zeigt, wie die
Parametermengen von Aktoren implementiert werden ko¨nnen.
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Beispiel 5.16 (Implementierung von Aktoren) Die Zustandsmengen C
und U der Aktoren aus Beispiel 5.8 haben mit der Belegung aus Beispiel 5.15
folgende Gestalt:
Erho¨hen der Taktfrequenz
IncFreqActor: C = {¬blow,¬fmax}, U = {plow}
Voraussetzungsmenge C:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Relevanzmaske 0 1 0 0 0 0 0 0 0 1
Parametermenge 0 0 0 0 0 0 0 0 0 0
Bedeutung # 0 # # # # # # # 0
Triggermenge U:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Triggermenge 1 0 0 0 0 0 0 0 0 0
Senken der Taktfrequenz
DecFreqActor: C = {¬fmin}, U = {chigh, blow, phigh}
Voraussetzungsmenge C:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Relevanzmaske 0 0 0 0 0 0 0 0 1 0
Parametermenge 0 0 0 0 0 0 0 0 0 0
Bedeutung # # # # # # # # 0 #
Triggermenge U:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Triggermenge 0 1 1 0 0 0 1 0 0 0
Verlagerung eines Dienstes auf einen anderen Knoten
EmigrationActor: C = {ea}, U = {plow}
Voraussetzungsmenge C:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Relevanzmaske 0 0 0 0 1 0 0 0 0 0
Parametermenge 0 0 0 0 1 0 0 0 0 0
Bedeutung # # # # 1 # # # # #
Triggermenge U:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Triggermenge 1 0 0 0 0 0 0 0 0 0
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U¨bernahme eines Dienstes von einem anderen Knoten
ImmigrationActor: C = {¬plow ∨ (bhigh, fmax)}, U = {i}
Die Darstellung der Voraussetzungsmenge eines Aktors la¨sst keine Disjunktion
von Statusparametern zu. Aus diesem Grund beno¨tigt dieser Aktor zwei Voraus-
setzungsmengen C1 = {¬plow} und C2 = {bhigh,¬fmax}
Voraussetzungsmenge C1:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Relevanzmaske 1 0 0 0 0 0 0 0 0 0
Parametermenge 0 0 0 0 0 0 0 0 0 0
Bedeutung 0 # # # # # # # # #
Voraussetzungsmenge C2:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Relevanzmaske 0 0 0 0 0 0 0 1 0 1
Parametermenge 0 0 0 0 0 0 0 1 0 0
Bedeutung # # # # # # # 1 # 0
Triggermenge U:
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Triggermenge 0 0 0 1 0 0 0 0 0 0
5.2.3 Klassifizierung
Bei den Mengenvergleichen, die zur Klassifizierung notwendig sind, handelt es
sich u¨berwiegend um die Bildung von Schnittmengen u¨ber den Bitstrings. Bei
Begrenzung des Parametersatzes auf eine maximale Anzahl von Statusparame-
tern kann ein solcher Bitstring durch eine Ganzzahlvariable dargestellt werden.
Fu¨r diesen Datentyp stellen heutige Mikroprozessoren bitweise Operationen wie
AND und OR zur Verfu¨gung, mit denen die Mengenvergleiche implementiert werden
ko¨nnen.
Beispiel 5.17 (Durchfu¨hrung der Klassifizierung) Gegeben sei folgender
Weltzustand: S = {plow, bhigh, ea}:
Auf diesem Zustand aufbauend werden nun Aktoren nach folgenden Regeln aus-
gewa¨hlt:
1. verfu¨gbare Aktoren mit CA ⊆ S (Definition 5.11) und
2. ausgelo¨ste Aktoren U−A ∩ S 6= 0 (Definition 5.11)
78 Generisches Management
Parameter plow blow chigh i ea clow phigh bhigh fmin fmax
Weltzustand 1 0 0 0 1 0 0 1 0 0
C # 0 # # # # # # # 0
IncFreqAct.
U 1 0 0 0 0 0 0 0 0 0
C # # # # # # # # 0 #
DecFreqAct.
U 0 1 1 0 0 0 1 0 0 0
C1 0 # # # # # # # # #
Immig.Act. C2 # # # # # # # 1 # 0
U 0 0 0 1 0 0 0 0 0 0
C # # # # 1 # # # # #
Emig.Act.
U 1 0 0 0 0 0 0 0 0 0
Im vorliegenden Beispiel sind also zwei Aktoren verfu¨gbar und ausgelo¨st.
Die Aktoren IncFreqActor und EmigrationActor versprechen, den Sy-
stemzustand zu verbessern. In den na¨chsten Schritten muss DCERT nun
einen dieser beiden Aktoren zur Reaktion auswa¨hlen.
3. Triggerfilterung max bst(A) = −w(ST ∩ UA) (Definition 5.12): Die Filte-
rung auf Triggerparameter und die Verbesserung durch eine Aktion bringt
hier auch keine weitere Einschra¨nkung der Reaktionsmenge, da hier beide
Aktionen auf den Trigger plow ansprechen (unterstrichen in obiger Tabelle).
4. Kosten & Dauer (Definition 5.13): Die letzte Filtermethode wird in die-
sem Beispiel zu einer eindeutigen Reaktion fu¨hren. Solange der Dauerza¨hler
zum Trigger plow sehr niedrig ist, wird DCERT den Aktor IncFreqActor
auswa¨hlen, da diese vergleichsweise billig ist (Beispiel 5.8). Steigt der Dau-
erza¨hler fu¨r diesen Zustand aber weit genug an (das Erho¨hen der Takt-
frequenz bringt also keine Verbesserung), so kann DCERT auch den Ak-
tor EmigrationActor auswa¨hlen, um anderweitig Rechenkapazita¨t auf dem
Knoten freizugeben.
5.3 Diskussion
DCERT ist so entworfen, dass es sich auf einer Vielzahl heutiger Microcontrol-
ler mit geringem Aufwand implementieren la¨sst. Systemzusta¨nde ko¨nnen durch
Ganzzahlvariablen dargestellt werden, u¨ber die jeder Microcontroller verfu¨gt. Die
notwendigen bitweisen Operationen und Vergleiche sind auf den u¨blichen Platt-
formen ebenfalls verfu¨gbar. Durch Nutzung solcher intrinsischer Funktionen wie
etwa der bitweisen AND-Operation ist der Klassifizierungsprozess auch bezu¨glich
seiner Laufzeit sehr effizient. Die Darstellung der Zusta¨nde als Ganzzahlvaria-
blen fu¨hrt auch zu einer geringen Nutzung des Speichers. Dies ist insbesondere
bei einer gro¨ßeren Anzahl von Aktoren wichtig, da diese persistent im System ge-
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speichert sein mu¨ssen. Bei Nutzung einer heutzutage u¨blichen 32-Bit-Architektur
kann sich der Speicherbedarf eines Aktors wie folgt zusammensetzen:
• Funktionszeiger a auf die Aktion: 4 Bytes
• Relevanzmaske und Parametermenge der Voraussetzung C: 2× 4 Bytes
• Triggermenge U : 4 Bytes
• Kostenskalawert s: 4 Bytes
Insgesamt wu¨rde ein Aktor damit 20 Bytes belegen. Der Speicher fu¨r den Code
der Aktion bleibt hier außer Acht, da dieser von der Art und Implementierung der
Aktion abha¨ngt. Ohnehin mu¨sste dieser Speicher auch bei Nutzung eines anderen
Managementsystems anstatt von DCERT belegt werden.
Abgesehen von den genannten bitweisen Operationen stellt DCERT keine weiter-
gehenden Anforderungen an die unterliegende Hardware. In einfa¨digen Prozesso-
ren kann es als eigener periodischer Task laufen, fu¨r den die Hauptanwendung re-
gelma¨ßig unterbrochen wird. Diese Unterbrechungen beeinflussen das Zeitverhal-
ten der Hauptanwendung und mu¨ssen bei deren WCET-Analyse beru¨cksichtigt
werden. Der Vorteil beim Einsatz eines mehrfa¨digen Prozessors wie dem CarCo-
re liegt darin, dass DCERT hier im Zeitschatten der Hauptanwendung ablaufen
kann. Deren Zeitverhalten wird dadurch nicht beeinflusst.
Die Art der Statusparameter muss bereits beim Entwurf eines Systems festge-
legt werden. Fu¨r eine effiziente Implementierung empfiehlt es sich, hier den Pa-
rametern auch bereits feste Bitpositionen innerhalb der verwendeten Variablen
zuzuweisen. Um eine noch gro¨ßere Flexibilita¨t des Gesamtsystems zu erzielen,
ist es aber auch mo¨glich, die Bitpositionen erst zur Laufzeit festzulegen und un-
ter Umsta¨nden auch zu vera¨ndern. Damit wird es etwa mo¨glich, Rechenleistung
und Energieeffizienz situationsabha¨ngig zu gewichten. Solange ein solches Gera¨t
nur von einer Batterie mit Energie versorgt wird, soll der energieeffiziente Be-
trieb an oberster Stelle stehen. Ist es hingegen an ein Stromnetz angeschlossen,
kann DCERT umkonfiguriert werden, wodurch dann ein gro¨ßeres Gewicht auf
der verfu¨gbaren Rechenleistung la¨ge. Der Preis hierfu¨r ist zum einen allerdings
ein deutlich gro¨ßerer Speicherbedarf fu¨r die Aktoren, da die Voraussetzungs- und
Triggermengen nun nicht mehr direkt angegeben werden ko¨nnen, sondern deren
Elemente u¨ber symbolische Konstanten referenziert werden mu¨ssten. Nach jeder
Rekonfiguration muss DCERT dann die neuen Bitstrings der Voraussetzungs-
und Triggermengen bestimmen. Die Klassifikation selbst ist von dieser A¨nderung
also nicht betroffen.
DCERT stellt eine Technik bereit, mit der ein System flexibel zur Laufzeit auf
Misssta¨nde reagieren kann. Es setzt allerdings voraus, dass sich der Entwick-
ler beim Entwurf des Systems mit den U¨berwachungs- und Reaktionsmo¨glich-
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keiten auseinandersetzt, die das System bietet. Insbesondere die Definition der
Voraussetzungs- und Triggermengen der Aktoren haben entscheidenden Einfluss
auf das Verhalten von DCERT zur Laufzeit. DCERT selbst trifft nur die Entschei-
dung, welche Aktion im aktuellen Zustand ausgefu¨hrt werden soll, aber nicht wie
diese Aktion ausgefu¨hrt wird. Insofern ko¨nnen einzelnen Aktoren auf entspre-
chend niedrigerer Ebene noch weitergehende Entscheidungen treffen.
DCERT ist nicht in der Lage, neue Zusammenha¨nge herzuleiten, etwa wenn sich
Aktoren noch auf andere als die angegeben Voraussetzungs- und Triggerparame-
ter auswirken. Auf eine solche Lernfunktionalita¨t verzichtet DCERT, da hierbei
immer auch das Risiko von Fehlentscheidungen bestu¨nde, was in harten Echtzeit-
systemen mitunter katastrophale Folgen ha¨tte.
Eine Middleware wie CARISMA [40, 41] kann mit DCERT zusammenarbeiten,
indem sie eigene Statusparameter, Monitore und Aktoren definiert. U¨ber die Mo-
nitore stellt die Middleware dann Informationen u¨ber relevante Zusta¨nde in dem
verteilten System zur Verfu¨gung. DCERT kann dann entscheiden, entsprechende
Middleware-Aktoren aufzurufen, die den lokalen Knoten und seine Rolle in dem
verteilten System beeinflussen.
6 Beispielhafte Modulmanager fu¨r
die Zusammenarbeit mit DCERT
DCERT ist in der Lage, einzelne problemspezifische, aber voneinander unabha¨ngi-
ge Managementkomponenten miteinander zu verknu¨pfen. Es ist dabei vollsta¨ndig
auf diese Modulmanager angewiesen, da es selbst keinerlei direkten Einfluss auf
das Produktivsystem nehmen kann. Dieses Kapitel befasst sich mit dem Entwurf
einiger beispielhafter Modulmanager, mit denen ein Autonomic Management wie
in Abbildung 6.1 aufgebaut werden kann. Das Autonomic Management wird von
DCERT und mehreren Modulmanagern gebildet. Die Modulmanager greifen di-
rekt auf das Produktivsystem (System under Observation/Control) zu. Bei Pro-
blemen, deren Lo¨sung mehr Informationen als nur die eines Moduls beru¨cksichti-
gen muss, interagieren sie mit DCERT. Dieses hat als u¨bergelagerte Komponente
Zugriff auf die Informationen aller Modulmanager und kann so auch komplexere
Probleme lo¨sen.
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Abbildung 6.1: Basisszenario zur Evaluierung von DCERT
In Abschnitt 6.1 wird ein Modulmanager zur Schedulingadaption vorgestellt, mit
dessen Hilfe der Energieverbrauch eines eingebetteten Systems optimiert werden
kann. Abschnitt 6.2 beschreibt einen Software Watchdog, der Ausfa¨lle von An-
wendungen erkennen und beheben kann. Diese beiden Modulmanager besitzen
eine eigene Entscheidungslogik und ko¨nnen prinzipiell auch ohne DCERT ein-
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gesetzt werden. In Abschnitt 6.3 wird ein Modulmanager zur U¨berwachung des
CarCore-Hardware-Schedulers vorgestellt, der nur aus einem Monitor mit Analy-
sekomponente besteht, aber selbst keine Aktionen anbietet. Zuletzt wird in Ab-
schnitt 6.4 ein Migrationsdienst beschrieben, der Anwendungen zwischen Knoten
eines verteilten Systems verschieben kann. Der Migrationsdienst stellt DCERT
dazu Informationen u¨ber anstehende Migrationen sowie entsprechende Aktionen
zur Verfu¨gung. Er besitzt aber keine Logik, um u¨ber die Durchfu¨hrung von Migra-
tionen zu entscheiden, sondern ist hier auf DCERT und dessen genaueres Bild des
Systemzustands angewiesen. Zu jedem Modulmanager werden kurz die Konzepte
besprochen, nach denen er mit DCERT zusammenarbeitet. Die Formalisierungen
hierzu finden sich in Kapitel 7 in der Vorstellung des Evaluierungsszenarios in
Abschnitt 7.4.
6.1 Scheduling-Adaption zur Optimierung des
Energieverbrauchs
Ein wichtiges Ziel beim Entwurf eingebetteter Systeme ist die effiziente Nutzung
der zur Verfu¨gung stehenden Rechenleistung. Der folgende Abschnitt bescha¨ftigt
sich mit der dynamischen Anpassung der Schedulingparameter fu¨r eine Klasse
weicher Echtzeitanwendungen. Damit soll eine optimale Nutzung der verfu¨gba-
ren Rechenleistung erreicht werden. In einem zweiten Schritt la¨sst sich damit
der Energieverbrauch des Prozessors optimieren. Der hier vorgestellte Algorith-
mus eignet sich fu¨r einen Einsatz in Kombination mit DCERT, kann aber auch
selbststa¨ndig betrieben werden [26, 25].
6.1.1 Einfu¨hrung
Moderne Prozessoren bieten u¨blicherweise die Mo¨glichkeit zur dynamischen Ska-
lierung von Versorgungsspannung und Taktfrequenz (Dynamic Voltage and Fre-
quency Scaling, DVFS ). Zudem sind diese Prozessoren meist auch mit verschie-
denen Schlafmodi ausgestattet, bei denen einzelne Teile des Prozessors komplett
von der Versorgungsspannung getrennt werden.
Durch Herabsetzen der Taktfrequenz und gleichzeitiges Absenken der Versor-
gungsspannung la¨sst sich eine erhebliche Minderung der Leistungsaufnahme ei-
nes Prozessors erzielen. Tabelle 6.1 zeigt einen Auszug aus der elektrischen Spe-
zifikation des Intel PXA270 (XScale). Ebenso sind dort die Leistungsdaten der
verschiedenen Low-Power-Modi eingetragen.
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Tabelle 6.1: Typische Werte der Leistungsaufnahme des Intel PXA270
(Auszug aus [18])
Parameter P (mW) VCC CORE (V)
624 MHz (208 MHz Systembus) 925,0 1,55
520 MHz (208 MHz Systembus) 747,0 1,45
416 MHz (208 MHz Systembus) 570,0 1,35
312 MHz (208 MHz Systembus) 390,0 1,25
208 MHz (208 MHz Systembus) 279,0 1,15
104 MHz (104 MHz Systembus) 116,0 0,9
13 MHz 44,2 0,85
Deep-Sleep 0,01014 0,0
Sleep 0,01630 0,0
Standby 1,7224 1,1
Da Prozessoren in den Schlafmodi normalerweise u¨berproportional wenig Energie
verbrauchen, werden in einfa¨digen Prozessoren Anwendungen nach dem Race-
to-Idle-Verfahren ausgefu¨hrt, um Energie zu sparen. Solange der Prozessor mit
der Abarbeitung der Anwendung bescha¨ftigt ist, wird er bei maximaler Taktfre-
quenz betrieben. Damit wird der Anwendung eine maximale Rechenleistung zur
Verfu¨gung gestellt. Ist eine Teilaufgabe beendet und muss auf eine neue Aktivie-
rung oder a¨hnliches gewartet werden, so wird der Prozessor in einen Schlafmo-
dus versetzt. Damit wird gerade beim Auftreten la¨ngerer Rechenpausen weniger
Energie verbraucht, als wenn der Prozessor dauerhaft bei einer niedrigeren Takt-
frequenz betrieben wu¨rde.
In mehrfa¨digen Prozessoren mit mehreren aktiven (Echtzeit-)Anwendungen ist
dies hingegen keine praktikable Vorgehensweise. Die laufenden Anwendungen
ko¨nnen sich hinsichtlich ihrer Komplexita¨t und ihrer Zeitschranken unterschei-
den und laufen damit auch nicht synchron. Ein Schlafenlegen des Prozessors, nur
weil eine Anwendung in der Ausfu¨hrung pausieren muss, kann dazu fu¨hren, dass
alle anderen Anwendungen ihre Zeitschranken verpassen. Stattdessen muss hier
nach anderen Lo¨sungswegen gesucht werden.
6.1.2 Problemdefinition
Die in diesem Abschnitt vorgestellte Methode befasst sich mit der Energiever-
brauchsoptimierung fu¨r eine bestimmte Klasse weicher Echtzeitanwendungen.
Nur diese bieten den Spielraum, der fu¨r diese Optimierungen no¨tig ist. Bei harten
Echtzeitanforderungen gilt es, die Zeitschranke um jeden Preis einzuhalten. Ener-
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gieverbrauch oder u¨berschu¨ssige Rechenleistung sind hierbei zweitrangig, statt-
dessen muss zwingend die Rechenleistung fu¨r den Fall des la¨ngsten Programm-
laufs zur Verfu¨gung stehen. Es muss also zwingend die Rechenleistung gema¨ß
der WCET-Analyse bereitgestellt werden. Bei Anwendungen ohne Zeitschran-
ken hingegen gibt es kein Gegengewicht zur Senkung der Rechenleistung. Damit
wu¨rden diese prinzipiell mit minimaler Rechenleistung ausgefu¨hrt, was zu einer
unerwu¨nscht langen Laufzeit fu¨hren wu¨rde. Weiche Echtzeitanwendungen bieten
die Mo¨glichkeit, zwischen einer Minimierung der Rechenleistung auf der einen
Seite und dem Einhalten der Zeitschranken auf der anderen Seite abzuwa¨gen.
Die u¨berschu¨ssige Rechenzeit steht dann zur Ausfu¨hrung weiterer Anwendungen
zur Verfu¨gung. Falls es von der Hardware unterstu¨tzt wird, so kann aber auch
die Taktfrequenz abgesenkt werden. Dies resultiert in Energieeinsparungen, was
sich gerade in eingebetteten Systemen als Vorteil erweist.
6.1.2.1 Struktur der Anwendung
Eine typische Echtzeitanwendung mit weichen Zeitschranken ist die Dekodierung
von komprimierten Audio- oder Videostro¨men. Dabei handelt es sich um peri-
odische iterative Prozesse. In jeder Iteration muss ein Datenrahmen dekodiert
und dargestellt werden. Die Berechnungskomplexita¨ten der einzelnen Rahmen
unterscheiden sich im Allgemeinen voneinander, folgen aber typischerweise ei-
nem periodischen Muster. Die Darstellung jedes Rahmens unterliegt dabei der
gleichen Zeitschranke.
Algorithmus 6.1 Iterativer Prozess mit weicher Zeitschranke
loop
iteration type 1() ∨˙ iteration type 2() ∨˙ . . . ∨˙ iteration type n()
end loop
Algorithmus 6.1 zeigt die Grundstruktur des betrachteten Problems. Jeder Schlei-
fendurchlauf besteht aus genau einer Iteration beliebiger Art (Typ 1 bis n). Die
einzelnen Iterationstypen haben dabei unterschiedliche Laufzeiten, unterliegen
aber derselben Zeitschranke. Auch die Laufzeiten desselben Iterationstyps unter-
liegen geringfu¨gigen Schwankungen. Allerdings lassen sie sich klar zu anderen Ty-
pen abgrenzen. Diese Schwankungen sind die Folge unterschiedlicher Programm-
flu¨sse zur Laufzeit, etwa aufgrund unterschiedlicher Eingabedaten. Prinzipiell ist
es auch mo¨glich, dass mehrere Iterationstypen eine a¨hnliche Laufzeit haben. Al-
gorithmus 6.2 zeigt einen beispielhaften Ablauf mit Periode 4. Der Iterationstyp
1 tritt dabei zusa¨tzlich mit kleinerer Periode 2 auf.
Die Anwendung wird unter Einsatz einer echtzeitfa¨higen zeitbasierten Schedu-
lingmethode ausgefu¨hrt. Damit ist eine objektive Messung der tatsa¨chlichen
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Algorithmus 6.2 A¨ußeres Erscheinen der weichen Echtzeitanwendung
...
iteration type 1();
iteration type 2();
iteration type 1();
iteration type 3();
iteration type 1();
iteration type 2();
iteration type 1();
iteration type 3();
...
Ausfu¨hrungszeit sowie der ausgefu¨hrten Befehle mo¨glich. Mithilfe eines Adap-
tionsmoduls werden zu Beginn jeder Iteration die Schedulingparameter so ge-
setzt, dass die Zeitschranke mo¨glichst exakt eingehalten wird. Dazu soll nur ei-
ne minimale Instrumentierung der Anwendung vorgenommen werden, wie sie in
Algorithmus 6.3 dargestellt ist. Durch die Instrumentierung wird dem Adapti-
onsmodul ausschließlich mitgeteilt, dass die vorherige Iteration beendet ist und
nun eine neue beginnt. Ein weitergehender Informationsfluss findet nicht statt.
Alle relevanten Informationen etwa u¨ber die Zeitschranke mu¨ssen bereits bei der
Initialisierung des Adaptionsmoduls bereitgestellt werden. Die Anzahl der Ite-
rationstypen sowie deren Periodizita¨t sollen dagegen erst zur Laufzeit gelernt
werden. Somit ist zur Nutzung des Adaptionsmoduls kein Detailwissen u¨ber die
Anwendung no¨tig.
Algorithmus 6.3 Codestruktur
loop
adaptation instrumentation();
iteration type 1() ∨˙ iteration type 2() ∨˙ . . . ∨˙ iteration type n()
end loop
Durch diese lose Kopplung ergibt sich eine weitgehende Anwendungsunabha¨ngig-
keit des Adaptionsmoduls. Als einzige Einschra¨nkung ist aber zu beachten, dass
die La¨nge der einzelnen Iterationen beziehungsweise die durchschnittliche Itera-
tionsla¨nge in einem vertretbaren Verha¨ltnis zum Rechenaufwand des Adaptions-
moduls stehen soll. Die Nutzung des Adaptionsmoduls setzt also eine gewisse
Grundkomplexita¨t der Anwendung voraus. Genauere Betrachtungen hierzu fin-
den sich in der Evaluierung in Kapitel 7.
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6.1.2.2 Lebenszyklus
Der Lebenszyklus des Adaptionsmoduls la¨sst sich in zwei sich abwechselnde Pha-
sen unterteilen. In der Lernphase wird die Anwendung beobachtet und es werden
Daten u¨ber deren Laufzeitverhalten gesammelt. Zum Ende der Lernphase werden
aus diesen Daten die Verhaltensparameter des Adaptionsmoduls bestimmt. Die
Aufgaben an dieser Stelle lassen sich grob wie folgt einteilen:
• Einteilung der Iterationen in Klassen mit a¨hnlicher Laufzeit und
• Erkennung von Regelma¨ßigkeiten und Periodizita¨ten in der Abfolge der
Klassen.
In der nun folgenden Arbeitsphase werden diese Informationen genutzt, um Vor-
hersagen u¨ber das zuku¨nftige Verhalten der Iterationen zu treffen. Parallel dazu
werden weitere Informationen gesammelt, mit denen die Qualita¨t der Verhal-
tensparameter eingescha¨tzt wird. Zu Beginn jeder Iteration werden die folgenden
Schritte ausgefu¨hrt:
• Pru¨fen der Zeitschranke der vorhergehenden Iteration zur Qualita¨tsbestim-
mung, sowie
• Anpassung der Schedulingparameter fu¨r die folgende Iteration gema¨ß der
Vorhersage.
Sollte die Vorhersagequalita¨t unter eine vorgegebene Schranke sinken, so mu¨ssen
entsprechende Maßnahmen ergriffen werden, um die Qualita¨t wieder zu erho¨hen.
Ein erster Schritt hierzu ist ein Zuru¨ckfallen in die Lernphase, wodurch die Ver-
haltensparameter auf ein mo¨glicherweise vera¨ndertes Verhalten der u¨berwachten
Anwendung angepasst werden. Eine weitergehende Maßnahme stellt die Anpas-
sung der Lernparameter dar. So kann der Algorithmus etwa die La¨nge des Be-
obachtungsfensters erho¨hen, um die folgenden Vorhersagen durch eine gro¨ßere
zugrundeliegende Datenbasis zu stabilisieren.
6.1.2.3 Bestimmung der Periodizita¨t
Zur Bestimmung von Periodizita¨ten in Datenreihen werden hauptsa¨chlich zwei
eng miteinander verwandte Methoden verwendet. Zum einen ist dies die Be-
rechnung von Periodogrammen auf Basis der Diskreten Fourier-Transformation
(DFT). Mit Hilfe des Periodogramms lassen sich dominante Frequenzen in der
Datenreihe erkennen, woraus die zugeho¨rige Periode bestimmt werden kann.
Bei der zweiten Methode handelt es sich um die zyklische Autokorrelationsfunk-
tion u¨ber der Datenreihe. Deren Maxima weisen direkt auf Periodizita¨ten in der
zugrundeliegenden Datenreihe hin. Die direkte Berechnung der Autokorrelation
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u¨ber der Datenreihe v1, . . . , vn erfolgt nach folgender Formel:
AC(τ) =
n−1∑
k=0
vkv(k+τ) mod n, τ ∈ {0 . . . n− 1} (6.1)
Eine Periodizita¨t P = τmax ist bestimmt durch
AC(τmax) = max
τ∈{1...n−1}
AC(τ) (6.2)
Der Aufwand zur Bestimmung der Periodizita¨t mittels der Autokorrelation
liegt in O(n2). Daneben ist auch eine Berechung u¨ber die diskrete Fourier-
Transformation der Datenreihe mo¨glich. Kann dabei die schnelle Fourier-
Transformation (Fast Fourier-Transformation, FFT ) eingesetzt werden, so liegt
der Berechnungsaufwand lediglich in O(n log n). Dies ist allerdings nur fu¨r Da-
tenreihen mit La¨ngen 2n mo¨glich. Eine solche Einschra¨nkung ist aber nicht mit
der hier geforderten Flexibilita¨t vereinbar, weshalb beim Entwurf des Algorith-
mus zur Scheduling-Adaption die zyklische Autokorrelation zum Einsatz kommen
wird. Eine detaillierte Betrachtung der hier genannten Techniken findet sich in
Anhang A.
Fu¨r alle Techniken zur Bestimmung einer Periodizita¨t ergibt sich aus dem
Nyquist-Shannon-Abtasttheorem [42, 57] eine Einschra¨nkung. Das Abtasttheo-
rem besagt, dass bei einer Abtastfrequenz f maximal eine Frequenz von f/2
erkannt werden kann. Auf den vorliegenden Fall u¨bertragen bedeutet dies, dass
beim Vorliegen von n Werten eine Periode von ho¨chstens n/2 erkannt werden
kann.
6.1.3 Algorithmus: Autocorrelation Clustering
Auf Basis der zyklischen Autokorrelation fu¨hrt dieser Abschnitt eine Adaptionsin-
strumentierung gema¨ß Algorithmus 6.3 fu¨r periodische iterative weiche Echtzeit-
anwendungen ein. Namensgeber und Kern der Instrumentierung ist die zyklische
Autokorrelation. Die Instrumentierung nutzt die u¨ber die zyklische Autokorrela-
tion bestimmte Periode P , um P Cluster festzulegen. Die Elemente eines Cluster
haben also alle die gleiche Position innerhalb der Perioden, und a¨hneln sich somit
auch in ihrem Berechnungsaufwand.
Folgende Voraussetzungen mu¨ssen fu¨r den erfolgreichen Einsatz der hier beschrie-
benen Technik erfu¨llt sein:
• Nachvollziehbarkeit des Ausfu¨hrungsverhaltens: am Ende einer Iteration
muss festgestellt werden ko¨nnen, wie lange die Ausfu¨hrung gedauert hat,
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und welche Rechenleistung (z.B. Ausfu¨hrungstakte) der Anwendung zur
Verfu¨gung standen.
• Deterministisches zeitbasiertes Scheduling: das Ausfu¨hrungsverhal-
ten der Anwendung muss sich auf Basis der oben erhobenen Daten vorher-
sagbar steuern lassen.
Das auf dem CarCore-Prozessor verfu¨gbare Periodic-Instruction-Quantum-
Scheduling (PIQ) erfu¨llt diese Voraussetzungen, da das Instruction Quantum ei-
nes Threads angibt, wie viele seiner Befehle in jeder Scheduling-Runde ausgefu¨hrt
werden. Das PIQ-Scheduling dient im Folgenden als Basis fu¨r Algorithmus 6.4
zum AutoCorrelation Clustering (ACC). Die Instrumentierung fu¨r das AutoCor-
relation Clustering la¨sst sich in vier Schritte unterteilen:
1. Aufzeichnung (Zeilen 2-5): Die Laufzeit der vorhergehenden Iteration
wird gemessen. Eine Echtzeituhr liefert hierfu¨r eine von der Taktfrequenz
unabha¨ngige einheitliche Zeitbasis. Aus der Laufzeit und den aktuellen
Scheduling-Parametern wird die Anzahl der ausgefu¨hrten Instruktionen an-
gena¨hert. Ebenso wird kontrolliert, ob die Zeitschranke eingehalten wurde.
Diese Information wird ebenfalls aufgezeichnet.
2. Lernen: (Zeilen 6-10) Wurden ausreichend Iterationen ausgefu¨hrt, so
werden in diesem Schritt die Verhaltensparameter fu¨r die spa¨teren Vorhersa-
gen berechnet. Kern dieser Berechnung ist die Bestimmung der Periodizita¨t
u¨ber die zyklische Autokorrelationsfunktion. Außerdem wird die Anzahl der
Instruktionen fu¨r jeden Iterationstyp auf Basis der aufgezeichneten Daten
festgelegt.
3. Warten (Zeilen 11-13): Aufgrund von Schwankungen in der Laufzeit
auch eines einzelnen Iterationstyps kann die Iteration schon vor Erreichen
der Zeitschranke beendet sein. In diesem Fall wird der Prozess schlafenge-
legt. Die verbleibende Zeit bis zur Zeitschranke steht nun komplett anderen
Anwendungen zur Verfu¨gung.
4. Vorhersage & Frequenzanpassung (Zeilen 14-19): Wurden die Ver-
haltensparameter erfolgreich bestimmt, so erfolgt in diesem Schritt die Vor-
hersage des folgenden Iterationstyps. Unter Nutzung der Instruktionszahl
dieses Typs sowie der Zeitschranke wird nun der Schedulingparameter so ge-
setzt, dass die Zeitschranke genau erreicht werden kann. Anschließend kann
zusa¨tzlich die Taktfreqenz so gesetzt werden, dass gerade nicht weniger als
die beno¨tigte Rechenzeit zur Verfu¨gung steht.
Der Basisalgorithmus kann noch auf verschiedene Weise erweitert werden:
• Sleep-ACC (S-ACC): Aufgrund der impliziten Rundungen in den Zei-
len 3 und 4 berechnet Algorithmus 6.4 den Scheduling-Parameter eher pes-
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Algorithmus 6.4 Schedulingadaption mit ACC: Instrumentierung der Anwen-
dung
1: procedure adaptation instrumentation
2: rtc now = RTC CURR; . aktuelle Zeit
3: diff = rtc now - rtc prev; . bestimme Laufzeit
4: n instr = diff * my IQ; . ausgefu¨hrte Instruktionen
5: instr buff[n iterations++] = n instr; . Aufzeichnen
6: if n iterations > LEN then . Beobachtungsfenster voll?
7: period = autocorrelate(instr buff); . bestimme Periodizita¨t
8: n iteration = 0; . Zuru¨cksetzen
9: ac done = true;
10: end if
11: if diff < DEADLINE then . Freie Zeit bis Deadline?
12: application sleep(DEADLINE - diff); . warte bis zur na¨chsten
Iteration
13: end if
14: if ac done == true then . Verhaltensparameter bestimmt?
15: next n instr = instr buff[(n iterationr - period) % LEN]; .
Vorhersage!
16: my IQ = next n instr / DEADLINE; . Berechne no¨tiges Instruction
Quantum
17: set IQ(my IQ); . Setze Instruction Quantum
18: adjust frequency(my IQ); . Setze Taktfrequenz (nur bei einfa¨diger
Programmausfu¨hrung)
19: end if
20: rtc prev = RTC CURR; . ignore wait/sleep
21: end procedure
simistisch. Die Messung der Laufzeit basiert auf Real-Time Clock Ticks, von
denen jeder aus mehreren tausend Taktzyklen besteht. Dadurch stellt der
Algorithmus bei der Vorhersage (Zeilen 14-19) tendenziell zu viel Rechenzeit
zur Verfu¨gung, wodurch einzelne Iterationen mo¨glicherweise deutlich vor ih-
rer Zeitschranke fertiggestellt werden. Die Erweiterung Sleep-ACC versetzt
den Prozessor in dieser Zeit bis zum Beginn der na¨chsten Iteration in den
Schlafmodus. Dazu muss der Aufruf in Zeile 12 durch processor sleep
ersetzt werden.
• Race-ACC (R-ACC): Falls keine andere Anwendung parallel la¨uft, kann
die optimierte Anwendung die gesamte zur Verfu¨gung stehende Rechenzeit
ausnutzen. R-ACC arbeitet a¨hnlich wie S-ACC und passt die Taktfrequenz
auf das notwendige Minimum an. Zusa¨tzlich aber setzt es das Instruction
Quantum so, dass die Applikation mo¨glichst die gesamte Rechenzeit des
90 Beispielhafte Modulmanager fu¨r die Zusammenarbeit mit DCERT
Prozessors ausnutzt. Algorithmus 6.5 zeigt, welche A¨nderungen dazu an
dem Basisalgorithmus 6.4 vorgenommen werden mu¨ssen. Damit erreicht R-
ACC ein Verhalten a¨hnlich zu Race-to-Idle, allerdings arbeitet der Prozessor
hier u¨blicherweise bei einer niedrigeren Taktfrequenz.
• Automatisches Neu-Lernen: Falls Zeitschranken zu oft oder zu extrem
verpasst werden, kann der Algorithmus eine erneute Lernphase einleiten.
Dabei werden alle bisher erlernten Ergebnisse verworfen. Dies erweist sich
dann als sinnvoll, wenn sich die Periodizita¨t oder der Aufbau der Periode
a¨ndert, etwa durch Variationen in einem verarbeiteten Datenstrom.
• Untere Schranke fu¨r Instruction Quantum: Bei Iterationen mit sehr
geringem Rechenaufwand kann es passieren, dass Algorithmus 6.4 in Zeile 16
ein sehr geringes Instruction Quantum errechnet. Da allerdings auch die In-
strumentierung mit diesem Instruction Quantum ausgefu¨hrt wird, muss si-
chergestellt werden, dass dadurch keine U¨berschreitungen der Zeitschranken
entstehen. Insofern empfiehlt es sich, ein minimales Instruction Quantum
festzulegen und zu verwenden. Algorithmus 6.6 zeigt, wie Algorithmus 6.4
dazu abzua¨ndern ist.
Algorithmus 6.5 Vera¨nderungen an Algorithmus 6.4 fu¨r R-ACC, Ersetzen der
Zeilen 17 und 18
17: adjust frequency(my IQ); . setze Taktfrequenz
18: set IQ(max IQ for frequency);
Algorithmus 6.6 Nutzung eines minimalen Instruction Quantums
17: set IQ(max(my IQ, MIN IQ));
6.1.4 Integration in DCERT
Wie bereits erwa¨hnt, kann ACC auch alleinstehend betrieben werden und
selbststa¨ndig Frequenzanpassungen vornehmen. In einem komplexen eingebette-
ten System werden aber auch andere Anwendungen laufen, die ebenfalls Rechen-
zeit beno¨tigen. Hier wu¨rde eine selbststa¨ndige Anpassung der Taktfrequenz dann
fru¨her oder spa¨ter zu Fehlfunktionen des Systems fu¨hren. Stattdessen wird eine
weitere Entscheidungsebene beno¨tigt, die die global beno¨tigte Rechenleistung im
Blick hat.
Die Lo¨sung dieses Problems wird durch den Einsatz eines zeitbasierten Schedu-
lingverfahrens erreicht. Da alle laufenden Anwendungen durch dieses Verfahren
verwaltet werden, ist auch immer eine konkrete Information u¨ber die Belastung
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des Prozessors vorhanden. Steigt diese Belastung beziehungsweise die angeforder-
te Rechenleistung u¨ber die aktuell tatsa¨chlich vorhandene Leistung, so kann das
globale Management benachrichtigt werden. Dieses kann dann in Abha¨ngigkeit
vom aktuellen gesamten Systemzustand und den zur Verfu¨gung stehenden Akto-
ren entsprechende Maßnahmen einleiten. Darunter fa¨llt etwa die Erho¨hung des
Prozessortakts, aber beispielsweise auch die Verlagerung von Anwendungen auf
andere Knoten innerhalb eines Netzes. Entsprechend wird das globale Manage-
ment auch benachrichtigt, wenn die Auslastung unter eine vorgegebene Schranke
fa¨llt, so dass ein Absenken der Taktfrequenz mo¨glich wa¨re. Auch in diesem Fall
ist eine Abwa¨gung bezu¨glich des gesamten Systemzustands und der vorhandenen
Aktoren mo¨glich und no¨tig.
6.2 Software Watchdog zur
Anwendungsu¨berwachung
Viele moderne Prozessoren besitzen einen sogenannten Watchdog. Dieser u¨ber-
wacht die Funktionsfa¨higkeit des Systems. U¨blicherweise ist dazu in der Hardware
ein Za¨hler implementiert, der im Zeitverlauf automatisch inkrementiert wird. Die
Software muss diesen Za¨hler regelma¨ßig zuru¨cksetzen. Bleibt dies aus, so lo¨st der
Watchdog bei Erreichen eines definierten Za¨hlerstandes einen Neustart des Sy-
stems aus. Auf diese Weise kann eine einfache Fehlfunktion der Software behoben
werden.
In einem mehrfa¨digen Prozessor bietet sich auch eine Implementierung eines
Software-Watchdogs an. Dieser wird als Helper Thread in einem eigenen Thread-
Slot ausgefu¨hrt und ist damit unabha¨ngig von der eigentlichen Anwendung. Die
Anwendung und der Watchdog besitzen gemeinsame Variablen prev heartbeat
und curr heartbeat. Beim Erreichen von Kontrollpunkten schreibt die Anwen-
dung den aktuellen und den vorherigen Zeitstempel in diese Variable gema¨ß Al-
gorithmus 6.7. Die Implementierung dieses Algorithmus’ muss dabei sicherstellen,
dass die Zeilen 2 und 3 atomar ausgefu¨hrt werden, damit die im Speicher stehen-
den Werte immer konsistent sind. Hierzu ko¨nnen entweder Sperrvariablen oder
geeignete Instruktionen genutzt werden.
Algorithmus 6.7 Heartbeat-Instrumentierung
1: procedure Heartbeat Tick
2: prev heartbeat← curr heartbeat
3: curr heartbeat← CURR TIME
4: end procedure
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Der Watchdog Service wird in einem separaten Thread ausgefu¨hrt. So wird er
bei einer Fehlfunktion der Anwendung nicht beeintra¨chtigt und kann diese erken-
nen. Dazu liest der Watchdog Service die gemeinsamen Variablen in regelma¨ßi-
gen Absta¨nden und vergleicht deren Inhalt mit der vorgegebenen maximalen
Ausfu¨hrungszeit (Algorithmus 6.8). Ebenso vergleicht er den letzten Zeitstem-
pel curr heartbeat mit der aktuellen Systemzeit. Sollte einer dieser Vergleiche
den Schluss erlauben, dass die Anwendung nicht mehr funktionsfa¨hig ist, so wird
diese neu gestartet. Der Watchdog Service za¨hlt dabei mit, wie oft er die Anwen-
dung schon neu gestartet hat. Falls dieser Za¨hler eine vorher festgelegte Schranke
MAX RESTARTS u¨berschreitet, ruft er stattdessen eine vom Entwickler vor-
gegebene Funktion auf, die geeignetere Maßnahmen in die Wege leitet, um die
Funktionsfa¨higkeit des Systems wiederherzustellen.
Algorithmus 6.8 Watchdog Service
Ensure: restart ctr initialisiert, MAX RESTARTS gesetzt
1: procedure Heartbeat Check(WCET)
2: ct← CURR TIME . Lesen der aktuellen Zeit
3: chb← curr heartbeat . ...und der Zeitstempel
4: phb← prev heartbeat
5: if chb− phb > WCET or chb+WCET > ct then
6: if restart ctr < MAX RESTARTS then
7: restart thread
8: restart ctr = restart ctr + 1
9: else
10: perform application-specific action
11: end if
12: end if
13: end procedure
Bei der Implementierung muss sichergestellt werden, dass die Zeilen 2 bis 4 von
Algorithmus 6.8 unmittelbar hintereinander ausgefu¨hrt werden. Nur so kann der
Watchdog hier konsistente Werte erhalten. Wird der Watchdog zwischen diesen
Zeilen la¨nger unterbrochen, so kann es vorkommen, dass die Anwendung inzwi-
schen einen neuen Heartbeat geschrieben hat. Der Watchdog hingegen arbeitet
weiter mit teilweise alten Werten, aber wenigstens einem neuen Wert. Dadurch
besteht die Gefahr, dass ein Neustart der Anwendung ausgelo¨st, obwohl diese
noch voll funktionsfa¨hig ist.
Durch die Virtualisierung der Rechenzeit auf einem mehrfa¨digen Prozessor er-
geben sich somit auch neue Mo¨glichkeiten fu¨r die Funktionsu¨berwachung von
Anwendungen. Anstatt einen Neustart des gesamten Systems auszulo¨sen, muss
nur der betroffene Thread neu gestartet werden. Zusa¨tzlich ist es hier aber auch
mo¨glich, eine sehr feine und dienstspezifische Reaktion vorzunehmen.
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Der Watchdog-Service la¨sst sich leicht so erweitern, dass er nicht nur eine, sondern
auch mehrere Anwendungen u¨berwachen kann.
6.2.1 Integration mit DCERT
Die Angabe einer anwendungsspezifischen Reaktion auf Anwendungsausfa¨lle
stellt eine erste Verbindungsmo¨glichkeit zum Organic Management des Knotens
dar. Anstatt einer direkten Reaktion kann hier auch eine Triggernachricht an den
Knotenmanager gesendet werden. Dieser ist dann fu¨r eine weitergehende Reakti-
on zusta¨ndig. Der Watchdog-Dienst selbst kann aber auch um zusa¨tzliche Za¨hler
erweitert werden, die die bisherigen Ausfa¨lle der beobachteten Anwendung auf-
summieren. An dieser Stelle bietet sich eine weitere Anbindungsmo¨glichkeit an
das Organic Management des Knotens. Sollten solche Ausfa¨lle geha¨uft auftreten,
so kann auf Ebene des Watchdogs nicht mehr geeignet reagiert werden, stattdes-
sen wird die Kontrolle an den ma¨chtigeren Knotenmanager abgegeben.
6.3 Schedulingmonitor
Die Bestimmung der Prozessorlast allein anhand der dem Betriebssystem bekann-
ten Schedulingparameter der laufenden Anwendungen ist mit gewissen Ungenau-
igkeiten verbunden. Dieser Abschnitt stellt deshalb eine genauere Methode zur
Messung der Prozessorlast im Hinblick auf das PIQ-Scheduling vor.
Harte Echtzeitanwendungen werden mit Hilfe des DTS-Schedulings ausgefu¨hrt.
Der Schedulingparameter gibt hier die Anzahl Takte je Schedulingrunde an, fu¨r
die der Thread auf Hardwareebene maximale Priorita¨t fu¨r all seine Operationen
erha¨lt. Aus den Schedulingparametern aller DTS-Threads kann somit errechnet
werden, wieviel Rechenzeit je Runde garantiert frei ist. Tatsa¨chlich aber steht
aufgrund von Latenzen sogar noch mehr Zeit zur Verfu¨gung, die aber von den
ausgefu¨hrten Instruktionen der DTS-Threads abha¨ngt. Diese freie Ausfu¨hrungs-
zeit fu¨llt der Scheduler mit Threads nach dem PIQ- und RRIQ-Scheduling auf.
Threads mit RRIQ-Scheduling (Round Robin by Instruction Quantum) haben
keinerlei Zeitgarantien. Deshalb werden diese im Folgenden nicht weiter betrach-
tet.
Beim PIQ-Scheduling fu¨r weiche Echtzeitanwendungen gibt der Schedulingpa-
rameter vor, wie viele Instruktionen einer Anwendung je Zeiteinheit ausgefu¨hrt
werden, eben das Periodic Instruction Quantum. Der Scheduler versucht, die-
se Anforderung zu erfu¨llen, kann aber auch keine absolute Garantie dafu¨r ge-
ben. Dies begru¨ndet sich insbesondere darin, dass nicht jede Instruktion die glei-
che Ausfu¨hrungszeit beansprucht. In einem mehrfa¨digen superskalaren Prozessor
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ko¨nnen außerdem mehrere Instruktionen gleichzeitig ausgefu¨hrt werden. Ob und
in welcher Konstellation diese Ausfu¨hrung stattfindet, ha¨ngt auch von den ande-
ren parallel laufenden Anwendungen und deren Priorita¨t ab.
Der Schedulingmonitor besteht aus zwei Modulen: eine Hardware-Erweiterung,
die das Ausfu¨hrungsverhalten aller PIQ-Threads u¨berwacht, sowie dem Software-
Modulmanager, der eine feinere Auswertung der von der Hardware gesammelten
Informationen vornimmt.
6.3.1 Hardware-Erweiterung
Die Hardware-Erweiterung ist mit dem Scheduler des CarCore verbunden. Der
Hardware-Scheduler liefert am Ende einer jeden Scheduling-Runde zwei Werte
EARLY SATURATION und UNSAT QUANTUM (siehe Abschnitt 2.2.3.3).
Die Hardware-Komponente des Schedulingmonitors summiert die auflaufenden
Werte dieser Register auf und ha¨lt sie, ebenso wie die Rundenzahl n, auf die sich
diese Summen beziehen, fu¨r die Software bereit. Nach Lesezugriffen setzt sie alle
diese Werte automatisch auf Null zuru¨ck.
6.3.2 Schedulingmonitor
Der zugeho¨riger Modulmanager besteht nur aus einer Monitorkomponente, dem
eigentlichen Schedulingmonitor. Er wertet die vom Hardwaremodul aufgezeich-
neten Daten aus und sendet bei Bedarf entsprechende Nachrichten an DCERT.
Dazu berechnet der Schedulingmonitor jeweils die Durchschnittswerte pro Runde
von EARLY SATURATION und UNSAT QUANTUM und vergleicht diese mit
einer vorgegebenen Schranke BOUND:
• SUM EARLY SATURATION / n > BOUND
⇒ Nachricht HIGH PERFORMANCE
• SUM UNSAT QUANTUM / n > BOUND
⇒ Nachricht LOW PERFORMANCE
Fu¨r die Wahl von BOUND ist es von Vorteil, wenn der Schedulingmonitor Kennt-
nis u¨ber das Frequenzskalierungsverhalten des Prozessors hat. Durch Vera¨nderung
der Rundenla¨nge des Schedulers proportional zur aktuellen Taktfrequenz hat eine
Schedulingrunde immer die gleiche Zeitdauer. Abbildung 6.2 verdeutlicht dieses
Vorgehen. Ein Ka¨stchen entspricht dabei einem Prozessortakt. Die Dauer einer
Runde betra¨gt dabei immer t, die Taktzahl dagegen variiert in Abha¨ngigkeit von
der Taktfrequenz. Die Schranke BOUND kann nun so gewa¨hlt werden, dass sie
der Anzahl Takte entspricht, die durch ein Erho¨hen oder Senken der Taktfre-
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quenz um eine Stufe gewonnen beziehungsweise aufgegeben wu¨rden. Auf diese
Weise kann der Schedulingmonitor nur dann eine Frequenza¨nderung auslo¨sen,
wenn diese erheblichen Einfluss auf das Zeitverhalten der Anwendungen oder
den Energieverbrauch des Prozessors hat. Gleichzeitig muss der Schedulingmoni-
tor oder DCERT aber auch den Zeitbedarf laufender harter Echtzeitanwendungen
beachten. Deren gesamtes Cycle Quantum gibt eine untere Schranke fu¨r die Run-
denla¨nge und damit auch die Taktfrequenz vor.
Abbildung 6.2: Prozessortakte und Rundenla¨nge bei verschiedenen Taktfre-
quenzen; jedes Ka¨stchen steht fu¨r einen Prozessortakt
Gegenu¨ber den hier betrachteten weichen Echtzeitanwendungen ist die großzu¨gige
Wahl von BOUND vertretbar. Insbesondere, wenn durch positives
UNSAT QUANTUM < BOUND
fehlende Rechenzeit angezeigt wird, ist doch ein gelegentliches und geringfu¨gi-
ges Verpassen von Zeitschranken zugunsten eines niedrigen Energieverbrauchs
akzeptabel. Auch ein geringfu¨giger U¨berschuss an Rechenzeit, also
0 < EARLY SATURATION < BOUND,
kann toleriert werden, da dieser auch von parallel laufenden Nicht-Echtzeit-
Threads genutzt werden kann.
Positive Werte in den Monitorvariablen entstehen aufgrund einer nicht stetigen
Programmstruktur zwangsla¨ufig, ohne dass diese starke Auswirkungen auf das
Ergebnis ha¨tten. Oft sind deshalb nach jeder Schedulingrunde beide Variablen
gesetzt, so dass zuna¨chst gleichzeitig eine zu hohe und zu niedrige Performanz
angezeigt wa¨re. Aber erst, wenn einer der beiden Zusta¨nde stark die U¨berhand
gewinnt, also die Schranke BOUND u¨bersteigt, geht der Schedulingmonitor von
einem relevanten Einfluss auf das Gesamtverhalten aus. Wenn dieser Fall eintritt,
so ist gleichzeitig die Wahrscheinlichkeit sehr gering, dass auch die jeweils andere
Variable BOUND u¨bersteigt.
6.4 Anwendungsmigration
Die CAROS-Architektur bietet durch den Runtime-Linker (Abschnitt 3.1.4) die
Mo¨glichkeit, zur Laufzeit eines Systems neue Applikationen auf einen Knoten
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zu laden und auszufu¨hren. Dieses Werkzeug kann auch dazu genutzt werden,
um Anwendungen zwischen Knoten in einem verteilten System zu verschieben.
Der folgende Abschnitt stellt einen Migrationsdienst vor, der diese Aufgabe in
Zusammenarbeit mit DCERT u¨bernimmt.
Die Mo¨glichkeit, Anwendungen zwischen Knoten zu verschieben, erho¨ht die Fle-
xibilita¨t eines verteilten Systems. So ist es etwa mo¨glich, durch gezieltes Ver-
schieben von Anwendungen einzelne Knoten komplett von ihrer Rechenlast zu
befreien. Diese ko¨nnen dann abgeschaltet werden, wodurch sich Energieeinspa-
rungen erzielen lassen. Dies ist insbesondere in batteriebetriebenen Systemen
von erheblichem Nutzen. Auf a¨hnliche Weise kann aber auch eine Lastverteilung
in einem verteilten System erreicht werden, indem einzelne Anwendungen von
stark belasteten Knoten auf solche mit geringer Auslastung verschoben werden.
Zuletzt kann mit Hilfe des Migrationsdienstes auch die Funktionsfa¨higkeit eines
verteilten Systems, in dem einzelne Knoten auszufallen drohen, aufrechterhalten
werden. Hier werden Anwendungen von solchen kritischen Knoten auf andere,
voll funktionsfa¨hige Knoten verschoben.
Der Migrationsdienst basiert auf dem Runtime-Linker von CAROS (3.1.4
und 3.2.5). Er benutzt diesen zum Laden und Beenden von Anwendungen. Zusa¨tz-
lich nutzt er eine Kommunikationsschnittstelle um Informationen sowie Anwen-
dungscode und -daten mit den Migrationsdiensten anderer Knoten auszutau-
schen.
6.4.1 Migrationsprotokoll
Die Verschiebung einer Anwendung setzt eine vorhergehende erfolgreiche Ver-
handlung mit dem Empfa¨ngerknoten voraus. Nur wenn dieser u¨ber ausreichend
freie Rechenkapazita¨t verfu¨gt, ergibt eine Migration u¨berhaupt Sinn. Fu¨r die
Verhandlungen mit mo¨glichen Empfa¨ngern sowie die darauf folgende Migrati-
on verwendet der Migrationsdienst Nachrichten, deren Struktur in Abbildung 6.3
dargestellt ist. Jede Nachricht entha¨lt zuna¨chst die Adresse des Absenders und des
Empfa¨ngers. Der Nachrichtentyp gibt an, welche Information mit dieser Nachricht
bereitgestellt wird (siehe unten). Ein spezieller Migrationsvorgang wird durch eine
eindeutig vergebene ID identifiziert, welche in allen Nachrichten einer Verhand-
lung identisch ist. Die Felder src_idx und dst_idx nutzen die Migrationmanager,
um lokal eine schnelle Zuordnung der Nachrichten zu den zugeho¨rigen Anwen-
dungen vornehmen zu ko¨nnen. Zuletzt entha¨lt dieser Nachrichtenkopf noch die
La¨nge der gegebenenfalls angeha¨ngten Daten.
Die Migrationsverhandlungen finden auf Basis folgender Nachrichtentypen statt:
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sender receiver type id
timestamp src idx dst idx data length
data...
Abbildung 6.3: Format der Migrationsnachrichten
MIGR REQUEST Jede Migrationsverhandlung beginnt mit einer Migrationsan-
forderung, die der Migrationsdienst an alle ihm bekannten Knoten sendet.
Diese Nachricht entha¨lt im Datenteil zusa¨tzliche Informationen u¨ber die
Anwendung die verschoben werden soll, darunter etwa die von ihr erzeugte
Rechenlast.
MIGR PERMISSION Nach Empfang einer Migrationsanforderung kann ein Mi-
grationsdienst, sofern alle Voraussetzungen erfu¨llt sind, die Verschiebung zu
sich erlauben.
MIGR DENIAL Falls ein Migrationsdienst nicht alle Voraussetzungen fu¨r eine
Migration auf seinen Knoten erfu¨llt sieht, kann er die Migrationsanforde-
rung stattdessen ablehnen.
MIGR MIGRATION Empfa¨ngt ein Migrationsdienst eine Migrationserlaubnis,
so ha¨lt er die Applikation an und versendet sie als Nachricht an den
Empfa¨ngerknoten.
MIGR CANCEL Unter Umsta¨nden erha¨lt ein Migrationsdienst auf seine Mi-
grationsanforderung hin mehrere positive Antworten, aber nur einer erha¨lt
tatsa¨chlich die Anwendung. Alle anderen Knoten werden durch eine Ab-
bruchnachricht davon in Kenntnis gesetzt, dass die Anwendung bereits er-
folgreich versendet wurde.
Der Migrationsdienst stellt Schnittstellen bereit, mit denen zum einen eine Emi-
gration initiiert werden kann, andererseits auch eine Immigration genehmigt wer-
den kann. Der folgende Abschnitt stellt die Funktionsweise dieser Schnittstellen
und des Migrationsprotokolls beispielhaft dar.
6.4.2 Integration mit DCERT
Zur Steuerung einer Migration stellt der Migrationsdienst zwei Aktoren bereit.
Durch den Aufruf des Emigrationsaktors kann DCERT die Emigration, also das
Verschieben einer Anwendung anstoßen, wenn etwa der Knoten u¨berlastet ist.
Fu¨r jede verschiebbare Anwendung sendet der Migrationsdienst auf Anfrage eine
entsprechende Statusmeldung EMIG STATE x, die DCERT mitteilt, dass An-
wendung x verschiebbar ist. Aufgrund dieser Nachrichten kann DCERT bei Be-
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darf eine Anwendung auswa¨hlen, deren Migration durch den Emigrationsaktor
gestartet wird.
Das Gegenstu¨ck hierzu ist der Immigrationsaktor sowie die Statusmeldung IM-
MIG STATE x, mit der der Migrationsdienst DCERT mitteilt, dass eine Migra-
tionsanfrage vorliegt. DCERT trifft hier die Entscheidung, ob der Knoten in der
Lage ist, diese Anfrage zu akzeptieren und ruft bei Bedarf den Immigrationsaktor
auf, der dann alle weiteren Schritte veranlasst.
DCERT (Q) DCERT (Z)MIGSRVC(Q) MIGSRVC (Z)
1
0
2
1a
0a
1b
0b
2a
2b
emig_actor(x)
MIGR_REQUEST
IMMIG_STATE_x
immig_actor
(x)
MIGR_PER
MISSION
MIGR_MIGRATION
EMIG_STATE_x
EMIG_STAT
E_x
MIGR_CANCEL
MIGR_DEN
IAL
MIGR_DEN
IAL
!immig_acto
r(x)
SUCCESS!
Abbildung 6.4: Ablauf der Anwendungsmigration
Der Ablauf einer gesamten Migration mit allen mo¨glichen Ausga¨ngen ist in Ab-
bildung 6.4 als Sequenzdiagramm dargestellt. Voraussetzung fu¨r eine Migration
ist immer, dass u¨berhaupt eine migrierbare Anwendung vorhanden ist, also we-
nigstens ein Zustandsmeldung EMIG STATE x auf dem Quellknoten (Q) vom
Migrationsdienst an DCERT gesendet wird. Falls es notwendig ist, ruft DCERT
nun den Emigrationsaktor auf, welcher wieder eine Migrationsanforderung an alle
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in Frage kommenden Knoten versendet. Die Migrationsdienste dieser potentiel-
len Zielknoten (Z) pru¨fen, ob sie prinzipiell in der Lage sind, diese Anwendung
aufzunehmen. Fa¨llt diese Pru¨fung negativ aus, so senden sie direkt eine Ableh-
nungsnachricht an den Quellknoten (Weg 0a). Ist die Pru¨fung hingegen erfolgreich
(Weg 0b), so senden sie nun ihrerseits eine Statusmeldung IMMIG STATE x an
das dortige DCERT. An dieser Stelle sind nun zwei Abla¨ufe mo¨glich.
DCERT kann die Anfrage ablehnen (Weg 1b), in diesem Fall wird eine Ableh-
nungsnachricht an den Quellknoten gesendet. Diese Ablehnung kann auch implizit
erfolgen, indem DCERT nicht innerhalb einer vorgegebenen Zeit den Immigrati-
onsaktor aufruft. Falls DCERT hingegen die Anfrage annimmt (Weg 1a), indem
es den Immigrationsaktor aufruft, so sendet dieser eine Erlaubnisnachricht an
den Quellknoten der Anfrage. Auch hier ergeben sich nun wieder zwei mo¨gliche
Abla¨ufe.
Falls eine Erlaubnisnachricht die erste ist, die zu einem bestimmten Migrations-
vorgang empfangen wurde, so ha¨lt der Migrationsdienst die ausgewa¨hlte Anwen-
dung an und versendet sie an den Zielknoten. Der dortige Migrationsdienst bindet
die Anwendung in den Knoten ein und startet sie wieder. Gleichzeitig setzt er nun
auf seinem Knoten einen Zustand EMIG STATE x, der anzeigt, dass eine migrier-
bare Anwendung vorhanden ist. Die Migration ist dann erfolgreich abgeschlossen.
Der Migrationsdienst des Quellknotens sendet nun noch Abbruchnachrichten an
alle anderen Knoten, von denen er noch keine Antwort zu diesem Vorgang er-
halten hat. Diese ko¨nnen dann unter Umsta¨nden fu¨r diesen Vorgang reservierte
Ressourcen wieder freigeben.
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7 Evaluierung
Das folgende Kapitel bescha¨ftigt sich mit der Evaluierung der in den vorhergehen-
den Kapiteln beschriebenen Methoden. Der erste Teil dieses Kapitels befasst sich
mit der Evaluierung jener Modulmanager aus Kapitel 6, die alleinstehend arbeiten
ko¨nnen. Abschnitt 7.1 stellt die Anwendungsszenarien vor, die zur Evaluierung
des Modulmanagers zur Scheduling-Adaption in Abschnitt 7.2 zum Einsatz kom-
men. In Abschnitt 7.3 wird der Software Watchdog zur Funktionsu¨berwachung
von Anwendungen auf seine Eignung fu¨r Echtzeitsysteme untersucht. Der zweite
Teil dieses Kapitels befasst sich mit der Evaluierung von DCERT und der Mo-
dulmanager, die auf DCERT angewiesen sind. Abschnitt 7.4 beschreibt die For-
malisierung eines Autonomic Management auf Basis von DCERT und der vorge-
stellten Modulmanager. In Abschnitt 7.5 wird das Zusammenspiel von DCERT
mit dem Modulmanager zur Schedulingadaption untersucht. Abschnitt 7.6 be-
wertet den auf DCERT angewiesenen Modulmanager zur Anwendungsmigration
im Hinblick auf seinen Einsatz in Echtzeitsystemen. Abschnitt 7.7 schließt das
Kapitel mit einer Betrachtung der durch DCERT entstehenden Kosten ab.
7.1 Szenarien
7.1.1 Matrixmultiplikation
Bei harten Echtzeitanwendungen muss sich die zur Verfu¨gung gestellte Rechen-
zeit an der WCET der Anwendungen ausrichten. Dabei muss man davon aus-
gehen, dass diese Rechenzeit auch immer voll ausgenutzt wird. Da die wieder-
holte Multiplikation von Matrizen eine gleichma¨ßige Rechenlast erzeugt, eignet
sie sich gut als Testanwendung. Aufgrund der einfachen Struktur des Multipli-
kationsalgorithmus’ la¨sst sich dessen Laufzeit fu¨r beliebige Matrizengro¨ßen sehr
genau bestimmen. Durch Variation der Matrizengro¨ße sowie durch Kombination
verschiedener Matrizengro¨ßen la¨sst sich eine Anwendung mit beliebiger Laufzeit
und hoher Regelma¨ßigkeit erzeugen.
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7.1.2 Video-Dekodierung (MPEG)
Die Dekodierung von Videos nach dem MPEG-2-Standard dient als Beispiel fu¨r
eine weiche Echtzeitanwendung. Eine Videosequenz besteht aus mehreren Einzel-
bildern (Frames) aus den folgenden Klassen:
Intra Coded Pictures (I-Frames) sind Standbilder, die als Anker fu¨r wahlfreien
Zugriff in den Videostrom dienen. Diese Frames haben nur eine geringe
Kompression.
Predictive Coded Pictures (P-Frames) beno¨tigen Informationen aus vorausge-
gangenen I- und P-Frames. Sie haben eine ho¨here Kompression im Vergleich
zu den I-Frames.
Bidirectional Coded Pictures (B-Frames) beno¨tigen Informationen aus vor-
ausgegangenen und folgenden I- und P-Frames. Sie bieten die ho¨chste Kom-
pression.
Direct Coded Pictures (D-Frames) werden nur fu¨r den Schnellvorlauf
beno¨tigt. Es werden weniger Farbwerte gespeichert als bei den anderen
drei Framearten. D-Frames werden im Folgenden nicht weiter beachtet, da
sie nur in Ausnahmefa¨llen Verwendung finden.
Die U¨bertragungsreihenfolge der Frames unterscheidet sich von deren Darstel-
lungsreihenfolge. Da sich B-Frames auch auf folgende I- oder P-Frames bezie-
hen, mu¨ssen diese schon weit vor ihrer Darstellung vorliegen. Aus diesem Grund
ordnet die MPEG-Codierung den Datenstrom entsprechend um. Hat man et-
wa eine Darstellungsfolge I1 − B1 − B2 − P1 − B3 − B4 − I2, so wird diese als
I1 − P1 −B1 −B2 − I2 −B3 −B4 u¨bertragen.
Die Dekodierung der einzelnen Frames aus dem Datenstrom ist mit unterschied-
lichem Rechenaufwand verbunden. Abbildung 7.1 zeigt beispielhaft die Berech-
nungszeiten fu¨r die einzelnen Frames einer Videosequenz. Fu¨r die Fertigstellung
und Anzeige der Frames gilt immer die gleiche Zeitschranke. Bei einer u¨blichen
Bildrate von 25 Frames pro Sekunde muss alle 40 ms ein neuer Frame angezeigt
werden. Schwankungen in dieser Zeit ko¨nnen auftreten und werden toleriert. Al-
lerdings leidet die Wiedergabequalita¨t darunter.
Wie man in Abbildung 7.1 sieht, ist die Abfolge der verschiedenen Frame-Arten
sehr regelma¨ßig. Ausnahmen gibt es nur zu Beginn einer Szene, wenn wie im
obigen Beispiel fu¨r den ersten B-Frame zusa¨tzlich noch ein P-Frame dekodiert
werden muss. Hier kann die Darstellung etwas verspa¨tet erfolgen. Im weiteren
Verlauf fa¨llt diese Umordnung aber nicht mehr ins Gewicht, da bereits berechnete
Frames gepuffert werden. Die so eingesparte Berechnungszeit nutzt der Dekoder
dann zur Berechnung spa¨terer Frames.
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Abbildung 7.1: Laufzeiten bei der MPEG-Dekodierung
7.1.3 Energiemodell
Der CarCore-Prozessor verfu¨gt u¨ber ein Modul, welches den Energieverbrauch
des Prozessors bei unterschiedlichen Taktfrequenzen modelliert. Dieses Modul
berechnet in jedem Takt die Leistungsaufnahme des Prozessors bei der gewa¨hlten
Taktfrequenz und summiert diese Daten auf. Das Verhalten dieses Energiemoduls
ist frei wa¨hlbar. Das fu¨r die folgenden Evaluierungen gewa¨hlte Frequenz- und
Energiemodell orientiert sich am Verhalten des Intel XScale PXA270 [18]. Es
verwendet die bereits in Tabelle 6.1 aufgefu¨hrten Kennwerte, implementiert aber
nur einen Schlafmodus, hier Deep-Sleep.
7.2 Scheduling-Adaption zur Optimierung des
Energieverbrauchs
Der Modulmanager zur Schedulingadaption, wie er in Abschnitt 6.1 vorgestellt
wurde, kann sowohl alleinstehend als auch in Kombination mit DCERT eingesetzt
werden. Im alleinstehenden Betrieb berechnet der Modulmanager zusa¨tzlich zum
Instruction Quantum der Anwendung noch die Taktfrequenz, die no¨tig ist, um
dieses Instruction Quantum zu erfu¨llen. Hierzu nutzt er die in Abschnitt 6.3 vor-
gestellte Bindung der Scheduling-Rundenla¨nge an die Taktfrequenz. Auf dieser
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Zeitbasis misst er die Ausfu¨hrungszeit der einzelnen Iterationen und berechnet
u¨ber das aktuelle Instruction Quantum die Anzahl der ausgefu¨hrten Instruktio-
nen.
Als Maßstab fu¨r die folgenden Evaluierungen dient die verbreitete Scheduling-
Technik Race-to-Idle (RTI). Da RTI nur bedingt fu¨r mehrfa¨dige Echtzeitumge-
bungen geeignet ist, betrachten die folgenden Evaluierungen nur eine einfa¨di-
ge Programmausfu¨hrung ohne parallel laufende Anwendungen. Die Evaluierung
vergleicht RTI mit der Schedulingadaption mit Autocorrelation Clustering ACC
sowie ihren Variationen S-ACC und R-ACC.
Die La¨nge LEN des Beobachtungsfensters muss abha¨ngig von der erwarteten Pe-
riodenla¨nge gewa¨hlt werden. Auch wa¨hrend der Arbeitsphase zeichnet der Mo-
dulmanager fortlaufend Informationen u¨ber das Zeitverhalten der Anwendung
auf.
7.2.1 Abscha¨tzung des Energieverbrauchs
Der erste Teil der Evaluierung befasst sich mit einer groben Abscha¨tzung des
Energieverbrauchs, der durch den Einsatz von RTI und der Variationen von
ACC fu¨r ein gegebenes Programm resultiert. Diese Abscha¨tzung wurde fu¨r
die Ausfu¨hrung einer festen Rechenlast unter variierenden Zeitschranken durch-
gefu¨hrt. Abbildung 7.2(a) zeigt das Ergebnis dieser Abscha¨tzung.
Der Energieverbrauch unter Einsatz von RTI bleibt unabha¨ngig von der Zeit-
schranke nahezu konstant. Die Anwendung wird hier immer mit maximaler Lei-
stung ausgefu¨hrt, was auch immer zu dem gleichen Energieverbrauch fu¨r die
Berechnung fu¨hrt. Die sich daran anschließenden Schlafphasen haben dagegen
aufgrund ihrer Energieeffizienz nahezu keinen Einfluss auf den Gesamtverbrauch.
ACC und S-ACC zeigen ein sehr a¨hnliches Verhalten. Die Energieeinsparung
von S-ACC im Vergleich zu ACC ist nach dieser Abscha¨tzung nur marginal.
Unter bestimmten Umsta¨nden ko¨nnen diese beiden Methoden einen geringe-
ren Energieverbrauch erzielen als RTI. Dies ist immer dann der Fall, wenn das
gewa¨hlte Instruction Quantum die Schedulingrunde mo¨glichst gut ausnutzt. Ab-
bildung 7.2(b) zeigt das Verha¨ltnis von Instruction Quantum zu Rundenla¨nge.
An den Stellen, an denen diese Kurve starke Spru¨nge macht, konnte der Mana-
ger die Taktfrequenz im Vergleich zur na¨chstniedrigeren Zeitschranke um einen
Schritt senken. Anhand dieser Kurve sieht man, dass ACC/S-ACC dann besser
sind, wenn die Ausnutzung der Rechenzeit u¨ber ca. 80% liegt.
R-ACC schneidet in dieser Abscha¨tzung noch besser ab als RTI. Zwar sind die Ar-
beitsphasen bei R-ACC la¨nger als bei RTI, aufgrund der nichtlinearen Abha¨ngig-
keit der Leistungsaufnahme von der Taktfrequenz verbraucht aber R-ACC fu¨r die
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Abbildung 7.2: Abscha¨tzung des Energieverbrauchs unter Einsatz von RTI und
der ACC-Variationen
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Tabelle 7.1: Belegungen fu¨r die Matrizenmultiplikation, in Klammern die
einfa¨digen Laufzeiten in Takten
Typ Nr. a b c d
I 7 (10432) 16 (117503) 19 (195237) 22 (301782)
II 8 (15455) 18 (166365) 22 (301782) 25 (440714)
III 9 (21635) 20 (227286) 25 (440714) 29 (685451)
gleiche Aufgabe weniger Energie. Da es die zur Verfu¨gung stehende Rechenzeit
optimal nutzt, kann R-ACC nach Berechnung des Ergebnisses noch eine Schlaf-
phase bis zum Erreichen der Zeitschranke anschließen.
7.2.2 Untersuchungen an Matrixmultiplikationen
Ein zweiter Evaluierungsschritt hat das Ziel, ACC und die Scheduling-Adaption
unter optimalen Bedingungen zu testen. In diesem Fall bedeutet dies die An-
wendung auf ein iteratives periodisches Programm, bei dem die Iterationen einer
Klasse exakt die gleiche La¨nge haben. Diese Forderung wird von dem Programm
nach Algorithmus 7.1 erfu¨llt. Jede Matrixmultiplikation stellt dabei eine einzel-
ne Iteration des Programms dar, die for-Schleife erzeugt die Periodizita¨t. Das
vorliegende Beispiel hat also eine Periodenla¨nge von 6.
Algorithmus 7.1 Matrizenmultiplikation
Ensure: matmul(n) multipliziert zwei n × n-Matrizen miteinander;
max iterationen gesetzt
1: Adaption init();
2: for i = 0 to max iterationen do
3: matmul(d); AdaptionsInstrumentierung();
4: matmul(c); AdaptionsInstrumentierung();
5: matmul(b); AdaptionsInstrumentierung();
6: matmul(c); AdaptionsInstrumentierung();
7: matmul(b); AdaptionsInstrumentierung();
8: matmul(a); AdaptionsInstrumentierung();
9: end for
Die Untersuchungen zum Energieverbrauch und Zeitverhalten wurden an drei Ite-
rationstypen mit unterschiedlicher Komplexita¨t durchgefu¨hrt. Die Komplexita¨t
von Algorithmus 7.1 bestimmt sich aus den Parametern a, b, c, d. Tabelle 7.1 zeigt
die drei Belegungen, die in den folgenden Evaluierungen Verwendung finden. Al-
gorithmus 7.1 wurde mit diesen Belegungen und unterschiedlichen Zeitschranken
ausgefu¨hrt, max iterationen war dabei auf 10 begrenzt. Die La¨nge des Beobach-
tungsfensters betra¨gt hier 15 Iterationen. Die Periodenla¨nge von 6 wurde damit
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immer korrekt erkannt. Die Zeitschranken fu¨r die folgenden Evaluierungen sind
immer in RTC-Ticks angegeben. Ein RTC-Tick ist immer gleichbedeutend mit
einer Scheduling-Runde des Hardware-Schedulers und modelliert hier eine Zeit-
dauer von 100 µs, was in dem gewa¨hlten Prozessor- und Energiemodell 62400
Takten bei 624 MHz entspricht. Die in den folgenden Evaluierungen verwende-
te ACC-Instrumentierung implementiert in allen Variationen die Erweiterungen
Automatisches Neu-Lernen und Untere Schranke fu¨r Instruction Quantum aus
Abschnitt 6.1, Seite 88. Falls also die Zeitschranke zu oft oder zu stark verpasst
wird, wechselt ACC zuru¨ck in die Lernphase. Die untere Schranke fu¨r das In-
struction Quantum betra¨gt hier 100.
Bei jeder Belegung la¨sst sich ein Zeitschrankenbereich identifizieren, in dem ein
U¨bergang von ACC/S-ACC zu RTI als effizientere Methode stattfindet. Die Ab-
bildungen 7.3, 7.4 und 7.5 zeigen diese U¨berga¨nge. Der gezeigte Energieverbrauch
ist auf den Beginn der Arbeitsphase normalisiert. Bei der jeweils niedrigeren Zeit-
schranke (Abbildungen 7.3(a), 7.4(a), 7.5(a)) erzielt ACC/S-ACC den geringeren
Zeitverbrauch, bei der ho¨heren (Abbildungen 7.3(b), 7.4(b), 7.5(b)) entsprechend
RTI. R-ACC stellt auch hier immer die effizienteste Methode dar, um den Ener-
gieverbrauch zu senken. Bezu¨glich des Effizienzu¨bergangs besta¨tigt diese Eva-
luierung damit die Abscha¨tzung des vorhergehenden Abschnitts. Aufgrund der
unregelma¨ßigen Struktur der Anwendung la¨sst sich hier aber nur noch ein ein-
ziger U¨bergang in der Energieeffizienz feststellen. Der gesamte Energieverbrauch
entsteht als Summe von einzelnen Iterationen, die mit der von ACC gewa¨hl-
ten Taktfrequenz ausgefu¨hrt werden. Jeder Iterationtyp erzielt damit eine andere
Prozessorauslastung, so dass in manchen Fa¨llen auch eine Ausfu¨hrung mit RTI
effizienter wa¨re. Wenn allerdings insgesamt die Auslastung durch ACC/S-ACC
ho¨her ist, hier also mo¨glichst viele Iterationen mit hoher Prozessorauslastung aus-
gefu¨hrt werden ko¨nnen, so schneidet ACC auch beim Energieverbrauch besser ab.
Abbildung 7.6 verdeutlicht diesen Sachverhalt am Beispiel des Komplexita¨tstyps
I und der Methoden RTI und S-ACC. Zum einen zeigen die Graphiken den Ener-
gieaufwand fu¨r die einzelnen Iterationen nach der Lernphase. Zusa¨tzlich ist die
Differenz im Energieverbrauch zwischen RTI und SACC eingetragen. Negative
Werte bedeuten hier, dass RTI die entsprechende Iteration mit einem geringen
Energieaufwand ausgefu¨hrt hat, positive stehen fu¨r eine ho¨here Energieeffizienz
durch S-ACC.
Die Abbildungen 7.7, 7.8 und 7.9 zeigen das Zeitverhalten der gewa¨hlten Bei-
spiele. Fu¨r jede Iteration ist deren Dauer aufgetragen, zusa¨tzlich ist die jeweilige
Deadline eingezeichnet. Gut zu erkennen ist hier das allma¨hliche Einpendeln von
ACC und S-ACC nach o¨fterer Berechnung der Verhaltensparameter. Wa¨hrend
in der ersten Arbeitsphase ab Iteration 16 noch vermehrt Zeitschranken verpasst
werden, erfolgt in spa¨teren Phasen eine weitgehende Angleichung an die Zeit-
schranke. Bei den Ausreißern nach unten, wo also die Berechnung schon deutlich
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Abbildung 7.3: Akkumulierter Energieverbrauch der Matrixmultiplikationen
Typ I, gemessen ab dem Ende der Lernphase
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Abbildung 7.4: Akkumulierter Energieverbrauch der Matrixmultiplikationen
Typ II, gemessen ab dem Ende der Lernphase
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Abbildung 7.5: Akkumulierter Energieverbrauch der Matrixmultiplikationen
Typ III, gemessen ab dem Ende der Lernphase
7.2 Scheduling-Adaption zur Optimierung des Energieverbrauchs 111
-500
 0
 500
 1000
 1500
 2000
 15  20  25  30  35  40  45  50  55  60
En
er
gi
ev
er
br
au
ch
 / 
Di
ffe
re
nz
 (µ
J)
Iteration
RTI
SACC
Differenz
(a) Typ I, Deadline 75
-500
 0
 500
 1000
 1500
 2000
 15  20  25  30  35  40  45  50  55  60
En
er
gi
ev
er
br
au
ch
 / 
Di
ffe
re
nz
 (µ
J)
Iteration
RTI
SACC
Differenz
(b) Typ I, Deadline 125
Abbildung 7.6: Energieverbrauch einzelner Iterationen bei Optimierung mit
RTI und SACC
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Abbildung 7.7: Zeitverhalten der Matrixmultiplikationen Typ I
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Abbildung 7.8: Zeitverhalten der Matrixmultiplikationen Typ II
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Abbildung 7.9: Zeitverhalten der Matrixmultiplikationen Typ III
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vor der Zeitschranke beendet ist, handelt es sich um Iterationen mit sehr gerin-
gem Rechenaufwand. Hier kommen zwei Punkte zum Tragen. Zum einen kann
die Taktfrequenz nur in diskreten Schritten variiert werden. Insbesondere gibt es
eine minimale Taktfrequenz, die nicht unterschritten werden kann, auch wenn sie
fu¨r einzelne Iterationen noch zu hoch wa¨re. Feinere Einstellungen der Rechenzeit
eines Threads nimmt ACC anhand des Instruction Quantum des Threads vor.
Aber auch hier la¨sst ACC keinen beliebig kleinen Wert zu, sondern garantiert ein
minimales Instruction Quantum. Dadurch erhalten die wenig aufwa¨ndigen Itera-
tionen mehr Rechenzeit, als sie eigentlich beno¨tigen und sind entsprechend fru¨h
beendet.
Die Optimierung mit R-ACC zeigt im Fall von Abbildung 7.8(a) ein auffa¨lliges
Verhalten. Anstatt sich bei der Vorhersage auf eine bestimmte Wertefolge zu sta-
bilisieren, entstehen hier durch die Rundungen in ACC starke Verhaltensschwan-
kungen. Wa¨hrend der ersten Arbeitsphase verpasst R-ACC in einigen Iterationen
die Zeitschranken knapp, ha¨lt sie hingegen in anderen sehr gut ein. In der zweiten
Arbeitsphase ha¨lt es nun alle Zeitschranken a¨hnlich zu RTI sehr gut ein. Abbil-
dung 7.10 zeigt das Verhalten dieser Konstellation fu¨r eine la¨ngere Laufzeit. Man
sieht, das der Wechsel zwischen den beiden Arbeitsphasen anha¨lt.
7.2.3 Praxistest: MPEG
Seine Praxistauglichkeit stellt die Scheduling-Adaption mit ACC an der Dekodie-
rung von MPEG-Videos unter Beweis. Grundlage fu¨r die folgenden Evaluierungen
sind kurze Videosequenzen nach dem MPEG-2-Standard. Tabelle 7.2 fu¨hrt die
im Folgenden relevanten Eigenschaften der eingesetzten Videosequenzen auf. Die
minimale und maximale Laufzeit ist in RTC-Ticks angegeben und bezieht sich
auf eine Ausfu¨hrung des Dekoderprogramms mit maximaler Taktfrequenz und
Rechenleistung.
Tabelle 7.2: Eigenschaften der eingesetzten Videosequenzen
Videosequenz SB PS WB
Anzahl Frames 85 142 153
min. Laufzeit (Ticks) 26 84 15
max. Laufzeit (Ticks) 442 365 451
Periodizita¨t 15 12 18
erkannte Periode 6 6 18
Als La¨nge des Beobachtungsfensters wurde fu¨r diese Evaluierungen 40 gewa¨hlt.
Gema¨ß dem Abtasttheorem ko¨nnen damit die vorliegenden Periodenla¨ngen (siehe
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Tabelle 7.2) erkannt werden. Die Periodenla¨nge ist hier der Abstand zwischen dem
Auftreten zweier I-Frames. Tatsa¨chlich aber erkennt ACC bei allen verwendeten
Videosequenzen eine ku¨rzere Periode von 6. Dies liegt daran, dass die I-Frames im
Vergleich zu den P-Frames relativ selten auftreten und damit trotz ihrer ho¨heren
Laufzeiten in diesen untergehen. Ein a¨hnliches Verhalten wurde unter anderem
auch schon von Vlachos et al. [64] beobachtet. ACC ordnet I- und P-Frames in
gleiche Klassen ein, kann also diese beiden Frame-Typen nicht unterscheiden.
Auf die Vorhersage hat dies insofern Auswirkungen, als dass ACC auch fu¨r P-
Frames die Komplexita¨t von I-Frames annimmt und damit ha¨ufig mehr als die
beno¨tigte Rechenleistung zur Verfu¨gung stellt. Es hat sich aber gezeigt, dass auch
die explizite Angabe der echten Periodenla¨nge anstatt der Berechnung durch die
zyklische Autokorrelation keinen Einfluss auf die folgenden Ergebnisse hat.
Bezu¨glich des Energieverbrauchs und des Zeitverhaltens besta¨tigen sich hier die
Ergebnisse des vorhergehenden Abschnitts. Die Abbildungen 7.11, 7.12 und 7.13
zeigen das Laufzeitverhalten der hier verwendeten Videosequenzen fu¨r ausgewa¨hl-
te Zeitschranken. Der Energieverbrauch ist hierbei auf den Beginn der Arbeits-
phase ab Frame 36 bzw. 41 normalisiert. Bei der Betrachtung des Energiever-
brauchs (Abbildung 7.11(a), 7.12(a), 7.13(a)) fa¨llt auf, dass sich ACC und S-ACC
nun hinsichtlich ihres Energieverbrauchs deutlich sta¨rker unterscheiden als beim
Einsatz in einer absolut regelma¨ßigen Anwendung. Ebenso ist es hier nicht mehr
mo¨glich, Effizienzu¨berga¨nge zu identifizieren, bei denen RTI schlechter abschnei-
det als ACC/S-ACC. Diese beiden Feststellungen lassen sich auf die schwanken-
den Ausfu¨hrungszeiten der Iterationen innerhalb einer Klasse zuru¨ckfu¨hren. Da
ACC als Komplexita¨t einer Klasse das Maximum der Einzelkomplexita¨ten an-
nimmt, stellt es hier nun oft mehr als die beno¨tigte Rechenzeit zur Verfu¨gung.
Damit werden die Ergebnisse einzelner Iterationen verfru¨ht fertiggestellt. Die
u¨berschu¨ssige Zeit bis zur Zeitschranke kann S-ACC energieeffizient im Schlaf-
modus u¨berbru¨cken. Der fehlende Effizienzu¨bergang erkla¨rt sich aus a¨hnlichen
Gru¨nden: wie bereits im vorhergehenden Abschnitt 7.2.2 erla¨utert, setzt sich das
Gesamtverhalten aus den Einzelverhalten der verschiedenen Iterationen zusam-
men, wobei je nach Zeitschranke unterschiedliche Optimierungsmethoden bes-
ser abschneiden. Dadurch, dass ACC nun tendenziell zu viel Rechenzeit zur
Verfu¨gung stellt, kann hier RTI immer den geringeren Energieverbrauch erzie-
len und wird nur noch durch R-ACC u¨bertroffen. Dieser Sachverhalt la¨sst sich
auch gut am Zeitverhalten in den Abbildungen 7.11(b), 7.12(b), 7.13(b) erkennen.
Wa¨hrend der Lernphase bis Frame 40 weisen alle Methoden, wie zu erwarten, das
gleiche Verhalten auf. In der Arbeitsphase aber zeigt sich nun, dass zwar die Zeit-
schranken im Allgemeinen eingehalten werden, im Gegensatz zu der optimalen
Anwendung findet hier aber bei ACC kein Einpegeln auf die Zeitschranke statt.
Stattdessen beenden die meisten mit ACC optimierten Iterationen ihre Arbeit
deutlich vor der Zeitschranke.
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Abbildung 7.11: Laufzeitverhalten bei der Dekodierung der Videosequenz SB
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Abbildung 7.12: Laufzeitverhalten bei der Dekodierung der Videosequenz WB
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Abbildung 7.13: Laufzeitverhalten bei der Dekodierung der Videosequenz PS
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R-ACC erzielt bei allen Evaluierungen den geringsten Energieverbrauch. Dies
liegt zum einen daran, dass es wie RTI lange Schlafphasen erzeugt. Zum anderen
aber nutzt es die Zeiten, in denen der Prozessor arbeitet, mo¨glichst vollsta¨ndig
aus, was bei ACC/S-ACC nicht der Fall ist. Diese beiden Methoden setzen das
Instruction Quantum so, das die Zeitschranke in der vorgegebenen Zeit gera-
de eingehalten wu¨rde. Sobald der Prozessor dieses Instruction Quantum in einer
Runde abgearbeitet hat, wird der zugeho¨rige Thread bis zum Beginn der na¨chsten
Schedulingrunde nicht mehr ausgefu¨hrt. Damit ergibt sich zumeist noch ein ge-
wisser Leerlauf am Ende jeder Runde, der allerdings durch andere Anwendungen
genutzt werden kann.
Wie aus Abbildung 7.12(b) hervorgeht, u¨berschreitet die mit ACC und S-ACC
optimierte Anwendung bei der vorliegenden Videosequenz zweimalig extrem ih-
re Zeitschranke bei der Dekodierung der Frames 46 und 136. In solchen Fa¨llen
geht der ACC-Algorithmus davon aus, dass die gelernten Verhaltensparameter
falsch sind und wechselt zuru¨ck in die Lernphase. Dies schla¨gt sich insbesonde-
re im Energieverbrauchsdiagramm 7.12(a) in der Kurve von ACC nieder, die an
den entsprechenden Stellen einen steilen Anstieg verzeichnet. Sobald ACC einen
neue Arbeitsphase einleitet, fa¨llt auch der Anstieg des Energieverbrauchs deutlich
flacher aus.
7.2.4 Aufwand
Ein wichtiges Kriterium fu¨r den Einsatz der Scheduling-Adaption ist der damit
eingefu¨hrte zusa¨tzliche Rechenaufwand. Nur wenn dieser in einem vertretbaren
Verha¨ltnis zum Rechenaufwand der optimierten Anwendung steht, ist ein Einsatz
auch sinnvoll. Grundsa¨tzlich besteht Algorithmus 6.4 aus drei Teilen, die relevant
fu¨r seinen Rechenaufwand sind:
• Berechnen und Aufzeichnen der Laufzeit der vorangegangenen
Iteration: Dieser Teil wird bei jedem Aufruf ausgefu¨hrt. Er hat einen kon-
stanten Rechenaufwand von ca. 250 Takten.
• Das Berechnen der Periodizita¨t erfolgt regelma¨ßig, aber nicht bei je-
dem Aufruf. Die Ausfu¨hrungsha¨ufigkeit und auch die Berechnungsdauer
sind abha¨ngig von der La¨nge des Beobachtungsfensters. Den gro¨ßten Anteil
hat hierbei die Berechnung der zyklischen Autokorrelation, deren Aufwand
in O(n2) liegt, wobei n fu¨r die La¨nge des Beobachtungsfensters steht. Ta-
belle 7.3 fu¨hrt die Laufzeiten fu¨r verschiedene La¨ngen des Beobachtungs-
fensters auf.
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• Die Vorhersage des kommenden Rechenaufwands erfolgt bei jedem
Aufruf, sofern sich das Adaptionsmodul nicht gerade in der Lernphase be-
findet. Die Laufzeit hierfu¨r ist konstant und betra¨gt ca. 700 Takte.
Tabelle 7.3: Laufzeiten der Periodizita¨tsberechnung fu¨r verschiedene La¨ngen
des Beobachtungsfensters
La¨nge 15 20 25 30
Takte 4699 7267 11119 14953
Insgesamt betra¨gt die Laufzeit eines Adaptionsschritts in den vorliegenden Bei-
spielen zwischen 5650 und 16000 Takte. Bei diesen Daten handelt es sich um
minimal erreichbare Laufzeiten, wenn der Adaption die maximale verfu¨gbare Re-
chenleistung zur Verfu¨gung steht. Falls andere Programme parallel ablaufen, oder
das Instruction Quantum niedriger als das mo¨gliche Maximum ist, so ko¨nnen sich
diese Laufzeiten entsprechend verla¨ngern. Dem gegenu¨ber stehen die Laufzeiten
der hier verwendeten Programmbeispiele. Bei den Matrixmultiplikationen dauert
eine Iteration minimal zwischen 10000 und 685000 Takten (siehe Tabelle 7.1), die
Dekodierung der MPEG-Videos beno¨tigt zwischen einer Million und 20 Millionen
Takte pro Frame.
Zur weiteren Einscha¨tzung der Kosten von ACC wurde der zusa¨tzliche Ener-
gieverbrauch durch die ACC-Instrumentierung bestimmt. Grundlage ist dabei
der Energieverbrauch einer durch RTI optimierten Anwendung. Innerhalb der
RTI-Instrumentierungen wurden zusa¨tzlich die ACC-Berechnungen ausgefu¨hrt,
ohne aber deren Ergebnisse auf das laufende Programm anzuwenden. Dabei zeigt
sich, dass der zusa¨tzliche Energieverbrauch durch die ACC-Instrumentierung ver-
schwindend gering ist. Bei der Untersuchung eines optimalen Programms (Ab-
schnitt 7.2.2) liegt er zwischen 0,001% und 0,3% des Gesamtenergieverbrauchs.
Bei der Optimierung der MPEG-Dekodierung (Abschnitt 7.2.3) liegt er bei ca.
0,004%.
7.2.5 U¨bertragbarkeit der Ergebnisse auf andere Prozessoren
Die Schedulingadaption mit ACC kann prinzipiell auch in anderen Prozessoren
eingesetzt werden, um den Energieverbrauch und die verfu¨gbare Rechenzeit zu
optimieren. Voraussetzung hierfu¨r ist, dass auf dem Prozessor ein a¨hnliches Sche-
dulingverfahren wie PIQ verfu¨gbar ist. Dieses muss nicht unbedingt in Hard-
ware implementiert sein, es kann auch vom Betriebssystem zur Verfu¨gung gestellt
werden. Beim Einsatz eines Software-Schedulers ist aber zu beachten, dass ein
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Kontextwechsel zwischen zwei Anwendungen deutlich mehr Prozessorzeit in An-
spruch nimmt, als dies bei dem hier eingesetzten Hardware-Scheduler der Fall ist.
Deshalb werden die Gewinne in einem solchen System mo¨glicherweise niedriger
ausfallen.
7.2.6 Mehrfa¨dige Programmausfu¨hrung
Wie die vorhergehenden Evaluierungen zeigen, verursacht ACC unter den un-
tersuchten Methoden den ho¨chsten Energieverbrauch. Fu¨r einfa¨dige Prozessoren
ist deshalb eine der Methoden S-ACC, R-ACC oder RTI vorzuziehen, da diese
zusa¨tzlich den energieeffizienten Schlafmodus eines Prozessors nutzen. Falls hin-
gegen mehrere Echtzeitanwendungen mit unterschiedlichen Zeitschranken parallel
auf einem Prozessor laufen, ist die Nutzung von Schlafphasen, wenn u¨berhaupt,
nur noch eingeschra¨nkt mo¨glich, da deren Dauer auf die Laufzeiten und Zeit-
schranken aller Anwendungen abgestimmt werden mu¨sste. Hier empfiehlt sich
stattdessen der Einsatz von ACC, das ohne die Schlafphasen auskommt. Die
ACC-Instrumentierung selbst passt dazu jeweils nur das Instruction Quantum
der Anwendungen an. Die Anpassung der Taktfrequenz erfolgt dann, wie in Ab-
schnitt 6.1.4 erla¨utert, u¨ber einen zusa¨tzlichen Helper Thread.
7.2.7 Fazit
Eine Vorhersage der Rechenlast von periodischen weichen Echtzeitanwendungen
mithilfe von Autocorrelation Clustering ist mo¨glich. ACC ist nicht darauf ange-
wiesen, dass zusammengeho¨rende Iterationen exakt dieselbe Rechenlast erzeugen.
Allerdings du¨rfen die Lasten auch nicht zu stark voneinander abweichen, da es
ansonsten zu Fehlvorhersagen kommen kann. Die beschriebenen Untersuchungen
zeigen, dass sich durch eine mo¨glichst exakte Anpassung der Taktfrequenz gerade
dann hohe Energieeinsparungen erzielen lassen, wenn durch geeignete Wahl der
Schedulingparameter die Auslastung des Prozessors sehr hoch wird. In solchen
Fa¨llen kann der Energieverbrauch geringer sein, als wenn die Anwendung mit
Race-to-Idle-Scheduling optimiert wird. Die Variation Race-ACC erzielt von al-
len untersuchten Methoden immer den geringsten Energieverbrauch, indem sie
die Vorhersage der Rechenlast ACC und die optimale Nutzung der verfu¨gbaren
Rechenzeit sowie langer Schlafphasen des Prozessors, wie bei RTI, miteinander
kombiniert. Wenn allerdings mehrere Echtzeitanwendungen mit unterschiedlichen
Zeitschranken parallel auf einem Prozessor laufen, ist die Nutzung der Schlafmodi
nicht oder nur mit hohem zusa¨tzlichen Berechnungsaufwand mo¨glich. In diesem
Fall stellt ACC eine einfache Mo¨glichkeit dar, den Energieverbrauch zu senken,
ohne das Zeitverhalten anderer Anwendungen zu beeinflussen. Wie dies mithilfe
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einer u¨bergelagerten Managementkomponente bewerkstelligt werden kann, wird
Abschnitt 7.5 zeigen.
7.3 Software Watchdog zur Funktionsu¨berwachung
von Anwendungen
Auch der Software-Watchdog aus Abschnitt 6.2 eignet sich sowohl zum allein-
stehenden Betrieb als auch zur Kombination mit DCERT. Auf eine funktionale
Evaluierung kann verzichtet werden, da sich dieses Verhalten schon eindeutig aus
seiner Definition ergibt. Durch den Vergleich der Heartbeats und der Systemzeit
kann er den Ausfall einer Anwendung fru¨hestens dann feststellen, wenn diese ihre
Zeitschranke u¨berschritten hat. Die tatsa¨chliche Dauer zwischen dem U¨berschrei-
ten der Deadline und dem Erkennen des Ausfalls ha¨ngt von der Frequenz ab, mit
der die U¨berpru¨fung durchgefu¨hrt wird. Dies liegt vollsta¨ndig in der Hand des
Entwicklers. Die folgende Evaluierung geht deshalb insbesondere auf das Zeitver-
halten des Software-Watchdog ein.
7.3.1 Kosten der Instrumentierung
Zusa¨tzlich zu der Instrumentierung Heartbeat Tick (Algorithmus 6.7)
werden noch Funktionen zum Starten (Start Watchdog) und Anhalten
(Stop Watchdog) des Watchdog beno¨tigt. Auch deren Aufruf muss in der
u¨berwachten Anwendung integriert sein. Start Watchdog muss die Heartbeat-
Variablen initialisieren und außerdem dem Watchdog Service mitteilen, dass er
diese nun u¨berwachen soll. Bei statischer Allokation der Datenstruktur kann dies
durch Setzen eines einzelnen Flags erfolgen. Auf dem CarCore dauert diese Opera-
tion 25 Takte. Jeder einzelne Heartbeat Tick schla¨gt mit weiteren 13 Takten
zu Buche. Das Anhalten des Watchdog Service erfolgt durch Zuru¨cksetzen des
mit Start Watchdog gesetzten Flags. Stop Watchdog beno¨tigt hierfu¨r 4
Takte.
7.3.2 Kosten des Watchdog Service
Die Kosten fu¨r die reine Pru¨fung durch den Watchdog Service
(Heartbeat Check) belaufen sich auf 60 bis 90 Takte, je nachdem ob
die Anwendung eine Deadline verpasst hat und welche Reaktion der Watchdog
Service daraufhin wa¨hlt. Hinzu kommen noch die Zeiten fu¨r das Neustarten
des Applikationsthreads oder die anwendungsspezifische Reaktion. Bei einem
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Neustart sind hier etwa 3.300 Takte zu veranschlagen. Falls der Watchdog
Service mehrere Anwendungen u¨berwacht, also in eine Schleife eingebettet ist,
erho¨hen sich die genannten Kosten auf 75 bis 110 Takte fu¨r jede u¨berwachte
Anwendung, da der Zugriff auf die Daten hier geringfu¨gig aufwa¨ndiger ist. Dazu
kommen noch Kosten fu¨r die Verwaltung der Schleife selbst, die sich auf etwa 15
Takte pro Iteration belaufen.
7.3.3 Fazit
Die Watchdog-Instrumentierung bringt nur einen minimalen Overhead in die An-
wendung. Tatsa¨chlich ist dieser sogar geringer als beim Einsatz eines Hardware-
Watchdog, auf den u¨blicherweise nur mittels aufwa¨ndiger System Calls u¨ber das
Betriebssystems zugegriffen werden kann. Auch der Watchdog Service selbst er-
zeugt nur geringe Zusatzkosten bezu¨glich der Laufzeit. Nur in Fehlersituationen
beno¨tigt er merklich Rechenzeit fu¨r die entsprechende Reaktion. Aber auch hier
ist der Neustart des Anwendungsthreads deutlich gu¨nstiger als ein Neustart der
gesamten Knotensoftware.
7.4 DCERT: Szenario
Die Zusammenarbeit von DCERT mit den verschiedenen Modulmanagern wur-
de an mehreren Szenarien evaluiert. Alle diese Evaluierungen basieren auf einer
einheitlichen Systemkonfiguration bezu¨glich der Statusparameter, Monitore und
Aktoren, die der folgende Abschnitt einfu¨hrt. Die zusa¨tzlichen Konfigurationen
auf Anwendungsebene finden sich dann in den Abschnitten 7.5 und 7.6 der ein-
zelnen Szenarien.
7.4.1 Statusparameter
Die Evaluierungen der folgenden Abschnitte verwenden als Statusparameter die
Menge
Π = {FMAX, FMIN, HIBATT, EMIG STATE x, MISSDL,
LOBATT, HIPOWC, LOPERF, IMMIG STATE x, HIPERF }.
Die Triggerparameter sind durch die Menge
T = {MISSDL, LOBATT, HIPOWC, LOPERF,
IMMIG STATE x, HIPERF }
126 Evaluierung
definiert. Die Statusparameter sind auf Basis von 64-Bit-Integern implementiert.
Sie haben die folgenden Bedeutungen:
FMAX Die Taktfrequenz ist momentan auf ihrem Maximalwert. Sie kann also
nicht weiter erho¨ht werden.
FMIN Die Taktfrequenz ist momentan minimal, sie also nicht mehr weiter ge-
senkt werden kann.
HIBATT Die Batterie ist noch fast voll (>75% der Kapazita¨t).
EMIG STATE x Der Migrationsslot x ∈ [0 . . . n − 1] entha¨lt eine migrierbare
Anwendung.
MISSDL weist darauf hin, das Anwendungen ihre Zeitschranken verfehlt haben
(Trigger, Gewicht 263).
LOBATT Die in der Batterie verbleibende Energie ist sehr gering (<25% der
Gesamtkapazita¨t). (Trigger, Gewicht 259).
HIPOWC Aktuell ist der Energieverbrauch sehr hoch. Dies hat einen negativen
Einfluss auf die Lebensdauer der Batterie (Trigger, Gewicht 258).
LOPERF Die aktuelle Performanz des Prozessors reicht nicht fu¨r die angeforderte
Rechenleistung aus (Trigger, Gewicht 257).
IMMIG STATE x In Migrationsslot x wartet eine Anwendung auf Migrations-
erlaubnis (Trigger, Gewicht 240 − 247).
HIPERF Die momentan angeforderte Rechenleistung nutzt die bereitgestellte
Performanz nur unvollsta¨ndig aus (Trigger, Gewicht 23).
Diese Statusmeldungen liefern ein vereinfachtes Abbild des jeweils aktuellen Sys-
temzustands. Sie werden bei Bedarf von den Monitoren im na¨chsten Abschnitt
erzeugt. Entsprechend markierte Parameter dienen gleichzeitig als Triggerpara-
meter (siehe Abschnitt 5.1.1 und Definition 5.4). Tritt ein solcher Parameter
als Nachricht auf, so lo¨st er damit automatisch einen Klassifizierungszyklus von
DCERT aus.
7.4.2 Monitore
Das Basissystem aus CAROS und den vorgestellten Modulmanagern verfu¨gt u¨ber
die folgenden Monitore:
• Der Frequenzmonitor u¨berwacht die Taktfrequenz und sendet gegebe-
nenfalls Nachrichten FMAX oder FMIN.
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• Der Batteriemonitor u¨berwacht die Batterie des Systems. Bezu¨glich des
Ladezustands kann er die Nachrichten HIBATT oder LOBATT senden.
Eine hohe Leistungsentnahme zeigt er mit der Nachricht HIPOWC an.
• Der Migrationsmonitor u¨berwacht die Anwendungsslots des Migrations-
dienstes. Falls migrierbare Anwendungen laufen, sendet er EMIG STATE x.
Falls ein anderer Host eine Anwendung auf den eigenen Host verschieben
mo¨chte, fordert er durch IMMIG STATE x eine Besta¨tigung durch DCERT
an. Diese Zustandswerte werden durch die anderen Operationen des Mi-
grationsdienstes gesetzt, so dass im Monitor kein weiterer Rechenaufwand
entsteht.
• Der Schedulingmonitor u¨berwacht das Zeitverhalten aller laufenden
Threads (siehe Abschnitt 6.3). Falls am Ende jeder Schedulingrunde noch
viel freie Takte verbleiben, sendet er die Nachricht HIPERF. Kann dage-
gen das Instruction Quantum wenigstens eines Threads nicht ausreichend
befriedigt werden, so zeigt er dies durch LOPERF an.
• Ein Watchdog-Monitor u¨berwacht das Zeitverhalten einzelner Anwen-
dungen. Falls eine Anwendung wiederholt ihre Zeitschranke verpasst hat,
meldet er dies mit MISSDL an DCERT.
7.4.3 Aktore
Zur Fehlerbeseitigung durch DCERT stellen CAROS und die Modulmanager die
Aktorenmenge
A = { IncFreqActor, DecFreqActor, EmigrationActor,
ImmigrationActor(1), ImmigrationActor(2) }
zur Verfu¨gung. Diese Aktoren sind wie folgt definiert:
IncFreqActor Vorbedingung: ¬FMAX, HIBATT,
Trigger: LOPERF, MISSDL
Die Erho¨hung der Taktfrequenz ist nur dann mo¨glich, wenn der Knoten
u¨ber ausreichende Energiereserven verfu¨gt und noch nicht mit maximaler
Frequenz arbeitet. Sie wird durch ein Performanzprobleme ausgelo¨st.
DecFreqActor Vorbedingung: ¬FMIN,
Trigger: HIPOWC, LOBATT, HIPERF
Verfu¨gt der Knoten u¨ber einen Leistungsu¨berschuss, so sollte die Taktfre-
quenz wenn mo¨glich gesenkt werden. Ebenfalls eignet sich dieser Aktor, um
eine fu¨r die Batterie scha¨dliche hohe Leistungsaufnahme zu reduzieren.
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EmigrationActor Vorbedingung: EMIG STATE x,
Trigger: LOPERF, MISSDL
Der Emigrationsaktor sendet beim Aufruf eine Migrationsanfrage an alle
ihm bekannten Knoten im Netz.
ImmigrationActor (1) Vorbedingung: ¬LOPERF,
Trigger: IMMIG STATE x
Der Immigrationsaktor sendet beim Aufruf durch DCERT eine Migrations-
erlaubnis an den Quellknoten der Anfrage, an die er gebunden wurde. Diese
Variante kann nur aufgerufen werden, wenn der Knoten keine Performanz-
probleme hat.
ImmigrationActor (2) Vorbedingung: ¬FMAX, HIBATT, LOPERF,
Trigger: IMMIG STATE x
Dieser Immigrationsaktor verha¨lt sich ebenso wie der vorherige, unterschei-
det sich allerdings in der Vorbedingung. DCERT kann ihn auch dann auf-
rufen, wenn der Knoten aktuell Performanzprobleme hat, aber in der Lage
ist, diese Probleme durch die Erho¨hung der Taktfrequenz zu beseitigen.
7.5 DCERT mit dem Modulmanager zur
Schedulingadaption
Die folgende Evaluierung setzt die Integration von DCERT mit ACC (Ab-
schnitt 6.1.4) um. Dabei nutzt sie auch den Schedulingmonitor aus Abschnitt 6.3.
Als Anwendung dient die Dekodierung von MPEG-Videos, wie sie bereits in Ab-
schnitt 7.2.3 zum Einsatz kam. Die ACC-Instrumentierung passt in diesem Fall
nur noch das Instruction Quantum des dekodierenden Threads an die vorherge-
sagte Rechenlast an, nicht aber die Taktfrequenz des Prozessors. Trotzdem fließt
das Instruction Quantum noch indirekt in die Wahl der Taktfrequenz ein. Der
Schedulingmonitor u¨berwacht das Zeitverhalten des Schedulers, also die Zahl der
Freitakte am Ende einer Runde beziehungsweise die Anzahl der Instruktionen
eines PIQ-Threads, die bis Rundenende nicht ausgefu¨hrt werden konnten. Er be-
sitzt also ein genaues Bild u¨ber die tatsa¨chliche Lage der Performanz, welches
er DCERT in abstrahierter Form zur Verfu¨gung stellt. DCERT kann dann auf-
grund dieser Informationen die Taktfrequenz an die tatsa¨chliche Lage angepasst
vera¨ndern.
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7.5.1 Ergebnisse
Das Verhalten der Kombination aus DCERT und ACC wurde anhand der Deko-
dierung von MPEG-Videosequenzen untersucht, wie sie auch in Abschnitt 7.2.3
zum Einsatz kamen. Die Abbildungen 7.14, 7.15 und 7.16 zeigen den Energie-
verbrauch sowie das Zeitverhalten dieser Sequenzen. Zur besseren Vergleich-
barkeit finden sich hier auch die entsprechenden Werte fu¨r die reine ACC-
Instrumentierung. Der Energieverbrauch liegt in allen Fa¨llen ho¨her als bei der
reinen ACC-Instrumentierung. Die Ursache hierfu¨r liegt in der Art und Weise,
wie DCERT die Taktfrequenz wa¨hlt.
Abbildung 7.17 vergleicht die Taktfrequenz, wie sie beim Einsatz von ACC mit
direkter Frequenzanpassung und u¨ber DCERT verla¨uft. Man sieht, dass ACC
fu¨r jede Iteration, also im vorliegenden Fall die Decodierung eines Frames, genau
eine Taktfrequenz auswa¨hlt. DCERT hingegen variiert die Taktfrequenz sta¨rker
und fu¨hrt die Anpassungen auch sta¨rker abgestuft durch. Es fa¨llt aber auch auf,
dass der Prozessor bei der Optimierung durch DCERT deutlich mehr Zeit auf
hohen Taktfrequenzen verbringt. Dies schla¨gt sich auch entsprechend im Ener-
gieverbrauch (Abbildungen 7.14(a), 7.16(a)) nieder.
Gleichzeitig a¨ndert sich auch das Zeitverhalten der optimierten Anwendung (Ab-
bildungen 7.14(b), 7.16(b)). Sie erreicht ihre Zeitschranken zumeist mit deutlich
mehr Spielraum, nur bei den sehr aufwa¨ndigen I-Frames unterscheidet sich die
Zeitdauer der Berechnung nahezu nicht.
Eine Sonderstellung nimmt hier die Dekodierung der Videosequenz WB (Abbil-
dungen 7.15(a) und 7.15(b)) ein. Bei der Optimierung allein durch ACC kommt
es hier an zwei Stellen bei Frame 46 und 136 zu einem so extremen Verpassen der
Zeitschranke, dass ACC zuru¨ck in die Lernphase wechselt. Entsprechend schla¨gt
sich dies auch im Energieverbrauch nieder, der sich in diesen Phasen entsprechend
sta¨rker erho¨ht. Durch Kombination mit DCERT verpasst die Anwendung hinge-
gen keine Zeitschranken. Dadurch werden die energieaufwa¨ndigen Lernphasen
vollsta¨ndig vermieden, wodurch sich insgesamt ein geringerer Energieverbrauch
ergibt.
7.5.2 Fazit
In Fa¨llen, in denen ACC bereits alleinstehend zufriedenstellend arbeitet, fu¨hrt
die Kombination mit DCERT eher zu einem ho¨heren Energieverbrauch. Es zeigt
sich aber auch, dass durch die Kombination mit DCERT jegliches Verpassen von
Zeitschranken vermieden wird. Insofern ensteht hier auch ein gewisser Gewinn
bezu¨glich der Ausfu¨hrungsqualita¨t. Ein deutlicher Gewinn entsteht allerdings,
wenn die Optimierung mit ACC allein dazu fu¨hrt, dass die Anwendung gelegent-
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Abbildung 7.14: Laufzeitverhalten bei der Dekodierung der Videosequenz SB,
Energieoptimierung durch ACC und DCERT
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Abbildung 7.15: Laufzeitverhalten bei der Dekodierung der Videosequenz WB,
Energieoptimierung durch ACC und DCERT
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Abbildung 7.16: Laufzeitverhalten bei der Dekodierung der Videosequenz PS,
Energieoptimierung durch ACC und DCERT
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Abbildung 7.17: Frequenzverlauf wa¨hrend der MPEG-Dekodierung von ACC
im Vergleich zu ACC mit DCERT (Ausschnitt)
lich ihre Zeitschranken sehr weit verpasst. Dieses Verhalten wird durch DCERT
eliminiert. Die zusa¨tzliche Beobachtung des Scheduler-Verhaltens durch DCERT
ermo¨glicht hier eine flexiblere Anpassung der Taktfrequenz. Dies wirkt sich positiv
auf das Zeitverhalten der Anwendung und letztendlich auch auf den Energiever-
brauch aus.
7.6 DCERT mit dem Modulmanager zur
Anwendungsmigration
Das Basiszenario fu¨r diese Evaluierung umfasst einen Ursprungsknoten, auf dem
eine migrierbare Anwendung la¨uft sowie einen oder mehrere mo¨gliche Zielknoten,
die nahezu frei von Rechenlast sind und somit weitere Anwendungen aufnehmen
ko¨nnen.
DCERT kann die Migration einer Anwendung aus mehreren Gru¨nden auslo¨sen.
Unmittelbar ergibt sich eine solche Reaktion aber immer dann, wenn der Kno-
ten u¨berlastet ist und DCERT infolgedessen die Statusmeldung LOPERF vom
Schedulingmonitor empfa¨ngt. Dabei lo¨st es eine Migration nicht sofort aus, son-
dern versucht erst mit einfacheren Aktoren dem Missstand entgegenzuwirken. In
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dem hier verwendeten Szenario nutzt es dazu den IncFreqActor, um die Taktfre-
quenz zu erho¨hen. Erst wenn dieser Aktor nicht mehr zur Verfu¨gung steht, wa¨hlt
DCERT die Anwendungsmigration als Reaktion aus. Dies ist zum einen der Fall,
wenn die Taktfrequenz bereits maximal ist, kann aber auch u¨ber die verbleibende
Energie der Batterie beeinflusst werden. Falls diese zu gering ist, der Batterie-
monitor also gleichzeitig den Zustand LOBATT meldet, schließt der Aktor eine
Frequenzerho¨hung ebenfalls aus.
Durch den Aufruf des Emigrationsaktors fu¨r eine bestimmte Anwendung sto¨ßt
DCERT nun einen Migrationsvorgang an. Die Ausfu¨hrung des Aktors selbst
ist nur mit geringen Kosten verbunden. Seine Aufgabe ist es, im eigenen Kno-
ten die Migrationsanforderung zu vermerken sowie eine Migrationsfrage an alle
ihm bekannten Knoten im Netz zu senden. Alle weiteren Aktionen, die den Mi-
grationsvorgang auf dem Ursprungsknoten betreffen, fu¨hrt der Migrationsdienst
selbststa¨ndig innerhalb eines eigenen Threads durch. Der weitere Migrationsvor-
gang hat also keinen Einfluss mehr auf das Zeitverhalten von DCERT. Der Migra-
tionsdienst selbst arbeitet nur dann, wenn der Knoten eine Migrationsnachricht
empfa¨ngt.
In einem Netz mit insgesamt n Knoten erfordert eine erfolgreiche Migration zwi-
schen 2n − 1 und 3n − 3 Nachrichten. Tabelle 7.4 zeigt, welche Nachrichtenty-
pen wie oft versendet werden. Zuna¨chst versendet der Emigrationsaktor je eine
Migrationsanfrage an die anderen Knoten im Netz, insgesamt also n − 1 Nach-
richten. Die anderen Knoten beantworten diese Anfrage dann entweder mit einer
Erlaubnis oder Ablehnung, was wiederum zu n− 1 Nachrichten fu¨hrt. Wenn der
Ursprungsknoten eine Ablehnung empfa¨ngt, fu¨hrt er mit deren Absender fu¨r den
Rest des Migrationsvorgangs keine weitere Kommunikation. Aus all den Knoten,
die ihm eine Erlaubnis gesendet haben, wa¨hlt er einen als Zielknoten aus und
sendet diesem die Anwendung (MIGR MIGRATION). Den anderen Knoten sen-
det er jeweils eine Abbruchnachricht, ingesamt also bis zu n − 2 Nachrichten.
Die minimale Nachrichtenzahl 2n − 1 wird dann erreicht, wenn genau ein Kno-
ten eine Migration erlaubt und alle anderen die Migration ablehnen. Maximal
3n− 3 Nachrichten entstehen, wenn jeder Knoten eine Migration erlaubt und so
der Ursprungsknoten noch n− 2 Abbruchnachrichten versenden muss.
Ebenfalls in Tabelle 7.4 ist die Gro¨ße der einzelnen Nachrichtentypen. Das Basis-
paketformat belegt 32 Bytes. Bei einer Migrationsanfrage entha¨lt die Nachricht
zusa¨tzlich noch Informationen u¨ber die Rechenlast, die die Anwendung erzeugt.
Die Gro¨ße der eigentlichen Migrationsnachricht wird maßgeblich von der Anwen-
dung bestimmt. Diese Nachricht entha¨lt zum einen den gesamten Anwendungs-
code, und zum anderen auch die Daten, die die Anwendung auf den Zielknoten
mitnehmen muss.
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Tabelle 7.4: Anzahl der Nachrichten fu¨r einen Migrationsvorgang bei n Knoten;
die Gro¨ße einer Nachricht vom Typ MIGR MIGRATION ha¨ngt
von der Gro¨ße der migrierten Anwendung ab.
Nachrichtentyp Anzahl Gro¨ße
MIGR REQUEST n− 1 36 Bytes
MIGR PERMISSION 0 . . . n− 1 32 Bytes
MIGR DENIAL n− 1 . . . 0 32 Bytes
MIGR MIGRATION 0 . . . 1 32 + x Bytes
MIGR CANCEL 0 . . . n− 2 32 Bytes
Die Zeitkosten fu¨r eine Migration variieren mit der Gro¨ße des Netzes sowie mit
Umfang und Struktur der Anwendung. Weiteren Einfluss hat hier auch die zu-
grundeliegende U¨bertragungstechnik. Die Ausfu¨hrungszeit des Emigrationsaktors
ha¨ngt von der Anzahl der zu versendenden Nachrichten ab. Abbildung 7.18 zeigt,
dass diese Ausfu¨hrungszeit linear mit der Anzahl der Knoten steigt. Die mitt-
leren Kosten pro versendeter Nachricht betragen dabei 1038 Takte. Unabha¨ngig
von der Anzahl der Nachrichten entstehen beim Aufruf des Emigrationsaktors
mittlere Fixkosten von 1208 Takten fu¨r das Vorbereiten der Nachricht.
Die Verarbeitung der Migrationsanforderung auf dem mo¨glichen Zielknoten ha¨ngt
von der Entscheidung des Migrationsdienstes ab. Falls dieser schon feststellt, dass
der Knoten nicht in der Lage ist eine Anwendung aufzunehmen, so beantwortet
er die Anfrage direkt mit MIGR DENIAL. Dies dauert etwa 2000 Takte. Falls er
hingegen eine Aufnahme fu¨r mo¨glich ha¨lt, stellt er eine entsprechende Anfrage
an DCERT, wodurch Zeitkosten in Ho¨he von ca. 5000 Takten entstehen.
Wenn DCERT der Aufnahme einer Anwendung zustimmt, sendet der Migra-
tionsdienst eine entsprechende MIGR PERMISSION an den Ursprungsknoten.
Der dortige Migrationsdienst muss nun entscheiden, ob er die Anwendung an
diesen Knoten sendet, oder den Migrationsvorgang bezu¨glich dieses Knotens ab-
bricht und einen anderen Zielknoten auswa¨hlt. Die Zeitkosten fu¨r einen Abbruch
sind konstant und betragen etwa 2000 Takte. Die Verarbeitung auf Empfa¨nger-
seite verursacht einen weiteren Aufwand von etwa 2500 Takten. Entscheidet sich
der Migrationsdienst hingegen, die Anwendung zu versenden, so setzen sich die
Zeitkosten hierfu¨r wie folgt zusammen:
• Anhalten der Anwendung: Der Migrationsdienst sendet ein Signal an
die Anwendung, die daraufhin selbststa¨ndig die Arbeit einstellen und ih-
re Daten in einen konsistenten Zustand bringen muss. Das Ende dieser
Arbeit signalisiert sie wiederum dem Migrationsdienst, der daraufhin mit
der Migration fortfa¨hrt. Die Zeitdauer fu¨r diesen Vorgang ha¨ngt nahezu
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Abbildung 7.18: Ausfu¨hrungszeit des Emigrationsaktors in Abha¨ngigkeit von
der Netzgro¨ße
vollsta¨ndig von der Anwendung ab, kann aber bei Kenntnis der Anwen-
dung bestimmt werden.
• Vorbereiten der Migrationsnachricht: Hier legt der Migrationsdienst
den Speicher fu¨r die Migrationsnachricht an. Diese entha¨lt den Objektcode
der Anwendung sowie die Anwendungsdaten. Die Dauer dieses Schritts wird
maßgeblich von der Art der Speicherallokation beeinflusst.
• Sichern der Anwendungsdaten: Die Anwendung muss eine Funktion
bereitstellen, mit der sie relevante Daten fu¨r die Migration in einen vom
Migrationsdienst bereitgestellten Speicherbereich sichert. Die Zeit fu¨r die-
se Sicherung ha¨ngt wiederum von der Anwendung und insbesondere dem
Umfang dieser Daten ab.
Entsprechend ha¨ngt auch das Einbinden einer empfangenen Anwendung stark
von dieser ab. Die Zeit hierfu¨r setzt sich aus folgenden Komponenten zusammen:
• Bindungsprozess: In diesem Schritt erstellt der Runtime Linker aus dem
Objektcode der Anwendung ein lauffa¨higes Speicherabbild. Dabei muss er
die Abha¨ngigkeiten sowohl innerhalb der Anwendung als auch zu weiteren
Modulen oder dem Betriebssystem auflo¨sen. Der Umfang und die Art dieser
hier notwendigen Relocations beeinflussen die Zeitdauer des Bindungspro-
zesses entscheidend und ha¨ngen stark von der Struktur der Anwendung ab.
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Abbildung 7.19: Ausfu¨hrungszeit fu¨r den Versand und Empfang einer Appli-
kation in Abha¨ngigkeit vom Umfang der Daten
Eine Bestimmung der Zeitdauer ist nur bei Kenntnis der konkreten Anwen-
dung mo¨glich.
• Wiederherstellen der Anwendungsdaten: Die Anwendung stellt ihre
Datenbereiche aus den vor der Migration gesicherten Daten wieder her. Wie
beim Sichern der Anwendungsdaten ha¨ngt auch dieser Schritt wiederum
vom Umfang der migrierten Daten ab.
Abbildung 7.19 zeigt die jeweilige Dauer des Versand- und Empfangsvorgangs ei-
ner Anwendung in Abha¨ngigkeit vom Umfang der Anwendungsdaten. Jedes Da-
tum entspricht dabei einem 32-Bit-Wert. Die untersuchte Anwendung stellt dabei
ausschließlich die fu¨r die Migration notwendigen Funktionalita¨ten zur Verfu¨gung.
Beim Bindungsprozess muss der Linker dazu fu¨r jedes Datum vier Relocations
auflo¨sen, je zwei fu¨r das Serialisieren und Deserialisieren der Daten. Hinzu kom-
men noch die Kosten fu¨r das Wiederherstellen der Daten. Beim Versand ent-
stehen nur die Variablen Kosten fu¨r das Sichern der Daten. Wie man in der
Abbildung erkennt, steigen die Kosten fu¨r den Empfang einer Anwendung ent-
sprechend sta¨rker als beim Versand. Ebenso sieht man, dass der Empfang an sich
aufgrund des Bindungsprozesses mit einem deutlich ho¨herem Aufwand verbunden
ist.
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7.6.1 Fazit
Die Mo¨glichkeit zum Verschieben von Anwendungen zwischen einzelnen Kno-
ten ist essentiell, um die Flexibilita¨t eines eingebetteten Systems zu erho¨hen.
Wie man sieht, sind dabei schon die Basisfunktionalita¨ten mit einem erheblichen
Zeitaufwand verbunden. Hinzu kommt in allen Fa¨llen noch der Aufwand fu¨r den
eigentlichen Bindungsprozess. Selbst bei sehr einfachen Programmen dauert die-
ser mindesten 100000 Takte. Dieser Sachverhalt unterstreicht damit die bereits
in Kapitel 2 formulierte Forderung nach zeitlich isolierten Helper Threads. Nur
so ist es mo¨glich, auf einer Steuereinheit einen Migrationsprozess durchzufu¨hren,
ohne dabei eine parallel arbeitende Echtzeitanwendung zu beeinflussen. Dies wird
gerade auch deshalb relevant, da man bei der Entwicklung der Steuereinheit un-
ter Umsta¨nden noch gar nicht absehen kann, welche Anwendungen zusa¨tzlich auf
diese migriert werden. Zu diesem Zeitpunkt ist also der Zeitaufwand eines mo¨gli-
chen Migrationsprozesses in weiten Teilen unvorhersehbar. Durch dessen zeitliche
Isolierung in einem Helper Thread kann aber sichergestellt werden, dass er keine
Auswirkungen auf knotenspezifische Echtzeitanwendungen hat.
7.7 Kosten durch DCERT
Grundsa¨tzlich la¨sst sich jeder Durchlauf von DCERT in drei Phasen unterteilen:
1. Monitoring: DCERT sammelt von allen registrierten Monitoren deren ak-
tuelle Zustandswerte ein.
2. Klassifizierung: DCERT vergleicht den aktuellen Systemzustand mit den
Vorbedingungen und Triggermengen der registrierten Aktoren. Es wa¨hlt
jene Aktoren aus, die fu¨r den aktuellen Systemzustand eine Verbesserung
erzielen ko¨nnen.
3. Reaktion: Aus den verfu¨gbaren Aktoren wa¨hlt DCERT einen zur Reaktion
aus und fu¨hrt diesen aus.
Die im Folgenden pra¨sentierten Laufzeiten beziehen sich auf die Ausfu¨hrung von
DCERT als DTS-Thread. Insofern geben sie minimal erreichbare Laufzeiten an.
DCERT selbst la¨uft gewo¨hnlich als Helper Thread im Zeitschatten der eigent-
lichen Anwendungen des Knotens. Dazu fu¨hrt man DCERT lediglich als PIQ-
Thread aus. Die tatsa¨chlichen Laufzeiten ko¨nnen daher auch ho¨her sein als die
hier angegebenen Zahlen.
Die Basiskosten fu¨r DCERT belaufen sich auf 260 Takte. Diese entstehen dann,
wenn keinerlei Monitore registriert sind, DCERT also auch keine kritischen Sy-
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Tabelle 7.5: Kosten fu¨r die Ausfu¨hrung von Monitoren
Monitor Kosten (Takte)
Frequenzmonitor 131 ± 4
Batteriemonitor 167 ± 3
Migrationsmonitor 124
Schedulingmonitor 204 ± 2
Watchdog-Monitor 124
stemzusta¨nde erkennt. Eine Klassifizierung ist dann nicht mo¨glich, eine Reaktion
ebenfalls nicht.
7.7.1 Ergebnisse
Monitoring Die Kosten fu¨r die Bestimmung des aktuellen Systemzustands set-
zen sich folgendermaßen zusammen:
• Fixkosten von DCERT: Diese Kosten fallen unabha¨ngig von der Anzahl
der Monitore und dem aktuellen Systemzustand an. In der verwendeten
Implementierung betragen sie 154 Takte.
• Fixkosten pro Monitor: Fu¨r jeden Monitor, den DCERT abfragen muss,
entstehen Zusatzkosten von 10 Takten.
• Ausfu¨hrung der Monitore: Die Kosten fu¨r die Abfrage des Monitors
ha¨ngen von dessen Implementierung ab, insofern lassen sich hier keine all-
gemeinen Werte angeben. Wa¨hrend einfache Monitore nur einen bereits
existierenden Wert zuru¨ckgeben, mu¨ssen andere erst noch eine Auswertung
bestimmter Systemparameter durchfu¨hren. Tabelle 7.5 fu¨hrt die Kosten der
hier verwendeten Monitore auf. Man sieht, dass die Kosten fu¨r den Migra-
tionsmonitor konstant sind, da dessen Ru¨ckgabewert innerhalb des Migra-
tionsmoduls gespeichert ist und nur von dessen Aktoren vera¨ndert wird.
A¨nliches gilt auch fu¨r den Watchdog-Monitor. Die Kosten der anderen Mo-
nitore hingegen ko¨nnen geringfu¨gig variieren.
Klassifizierung Die Kosten der Klassifizierungsphase ha¨ngen im wesentlichen
von der Anzahl der zu untersuchenden Aktoren ab. Die Laufzeit fu¨r die Unter-
suchung eines einzelnen Aktors betra¨gt dabei im Schnitt 156 Takte. Unabha¨ngig
von den Aktoren entstehen zudem Fixkosten von 139 Takten.
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Tabelle 7.6: Kosten fu¨r die Ausfu¨hrung von Aktoren
Aktor Kosten (Takte)
IncFreqAktor 286 / 128 (Operation nicht verfu¨gbar)
DecFreqAktor 286 / 128 (Operation nicht verfu¨gbar)
Emigrationsaktor 1208 + n× 1038 (siehe 7.6)
Immigrationsaktor 813
Reaktion Die Kosten der Reaktion werden maßgeblich von dem ausgewa¨hlten
Aktor bestimmt. Tabelle 7.6 gibt die Laufzeiten der hier verwendeten Aktoren
an. Zu diesen Zeiten kommen noch fixe Kosten von DCERT in Ho¨he von 229
Takten.
7.7.2 Fazit
Ziel beim Entwurf von DCERT war ein problemunabha¨ngiger Algorithmus mit
geringen Ausfu¨hrungskosten. Die Problemunabha¨ngigkeit erreicht DCERT durch
die Verwendung von Statusnachrichten, deren Bedeutung durch den Einsatzbe-
reich definiert wird. Die Ausfu¨hrungkosten, die durch den DCERT-Algorithmus
an sich entstehen, betragen in dem hier vorgestellten Szenario mit fu¨nf Monitoren
und vier Aktoren nur knapp 1.200 Takte. Hinzu kommen noch die Ausfu¨hrungs-
kosten fu¨r die Monitore sowie die gewa¨hlte Reaktion.
Die Ausfu¨hrungskosten von DCERT ha¨ngen also nur von der Anzahl der Moni-
tore und Aktoren ab. Insofern ist DCERT im Vorteil gegenu¨ber automatischen
Planern. Diese sind zwar in der Lage, eine komplette Reaktionenfolge herzulei-
ten, wa¨hrend DCERT in einem Durchlauf nur eine Reaktion herleitet. Ein Planer
muss allerdings alle mo¨glichen Zustandsu¨berga¨nge betrachten, die durch Aktio-
nen entstehen ko¨nnen. Dadurch steigt der Planungsaufwand exponentiell mit der
Gro¨ße des Suchraums.
Da der DCERT-Algorithmus nicht fortlaufend ausgefu¨hrt werden muss, sondern
nur beim Auftreten eines Missstandes, entsteht nur ein geringer Overhead fu¨r
das Basissystem. Trotzdem ist es no¨tig, DCERT als isolierten Helper Thread
auszufu¨hren. So wird zum einen vermieden, dass seine Ausfu¨hrung von einem
umgebenden Programm beeinflusst wird, zum anderen wird hier wiederum der
Einfluss auf das Zeitverhalten parallel arbeitender Echtzeitanwendungen verhin-
dert.
8 Zusammenfassung
Dieses Kapitel fasst die Konzepte, Umsetzungen und Ergebnisse dieser Arbeit
zusammen. Abschließend gibt es einen Ausblick auf mo¨gliche zuku¨nftige Arbei-
ten bei der Integration von Konzepten des Organic Computing in eingebetteten
Echtzeitsystemen.
8.1 Zusammenfassung
Die Komplexita¨t eingebetteter Systeme wa¨chst stetig. Durch die Vernetzung ein-
zelner Steuereinheiten entstehen verteilte Systeme, deren Verwaltung und War-
tung immer schwieriger wird. Erschwert wird dies durch den Umstand, dass viele
der Steuereinheiten unter Echtzeitbedingungen arbeiten mu¨ssen. Das Zeitver-
halten darauf laufender Anwendungen darf auf keinen Fall negativ beeinflusst
werden.
Die Paradigma des Autonomic Computing und Organic Computing ko¨nnen hel-
fen, sowohl einzelne eingebettete Steuereinheiten als auch komplexe Netze solcher
ECUs beherrschbar zu halten und deren Leistungsfa¨higkeit besser auszunutzen.
Die Bereitstellung der Selbst-X-Fa¨higkeiten Selbstkonfiguration, Selbstheilung,
Selbstoptimierung und Selbstschutz reduziert den Administrationsaufwand fu¨r
solche Systeme, erleichtert deren Entwicklung und erho¨ht deren Ausfallsicher-
heit. Dabei du¨rfen aber nie die Echtzeitanforderungen an die Steuereinheiten aus
den Augen verloren werden. Die Entwicklung mehrfa¨diger Prozessorarchitekturen
fu¨r eingebettete Systeme liefert hier eine wichtige Unterstu¨tzung.
Die Integration von Selbst-X-Fa¨higkeiten fu¨r eingebettete Steuereinheiten muss
beim Entwurf der Knotensoftware bereits auf unterster Ebene vorbereitet wer-
den. Ein Echtzeitbetriebssystem, das auf solchen Steuereinheiten verwendet wird,
muss dazu entsprechend erweitert werden. Grundlage aller Selbst-X-Techniken
ist die U¨berwachung relevanter Systemparameter. Das Betriebssystem muss da-
zu umfassende Informationen u¨ber das aktuelle Systemverhalten zur Verfu¨gung
stellen ko¨nnen und entsprechende Eingriffsmo¨glichkeiten bieten, mit denen das
Systemverhalten auch gezielt beeinflusst werden kann. Durch geeignete Sicher-
heitstechniken muss das Betriebssystem aber auch sicherstellen, dass durch die
Eingriffe keine Funktionssto¨rungen ausgelo¨st werden. Insbesondere du¨rfen die
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Selbst-X-Techniken laufende Echtzeitanwendungen nicht in ihrer Funktionsfa¨hig-
keit und ihrem Zeitverhalten beeintra¨chtigen. Fu¨r die Adaptionsfa¨higkeit von
verteilten Systemen kann es zudem no¨tig sein, einzelne Anwendungen zwischen
Steuereinheiten zu verschieben. Das Betriebssystem muss deshalb u¨ber geeignete
Techniken zur Codemigration verfu¨gen. Sowohl der Prozessor als auch das Be-
triebssystem mu¨ssen es erlauben, die Selbst-X-Techniken in zeitlicher Isolation
von Echtzeitanwendungen auszufu¨hren, um deren Zeitverhalten nicht zu beein-
flussen.
Die Architektur von CAROS greift diese Anforderungen auf. Ein Thread Manage-
ment stellt die Mittel zur Verfu¨gung, die fu¨r die Ausfu¨hrung von Echtzeitanwen-
dungen no¨tig sind. Zudem erlaubt es den Einsatz von Helper Threads, die die
Anwendung unterstu¨tzen ko¨nnen, aber zeitlich von ihr isoliert sind. Dazu nutzt
es den bereits in Hardware vorhandenen Scheduler des simultan mehrfa¨digen
CarCore-Prozessors. Eine dynamische Speicherverwaltung erlaubt Anwendungen
eine flexible Nutzung des Arbeitsspeichers. Durch die Speicherallokation auf zwei
Ebenen wird eine mo¨gliche Beeinflussung von Anwendungen untereinander mini-
miert. Die Nutzung vorhersagbarer Allokationstechniken erlaubt den Einsatz des
Haldenspeicher auch innerhalb von Echtzeitanwendungen. Die dynamische Spei-
cherverwaltung bildet eine wichtige Basis fu¨r Ressourcenverwaltung und den fu¨r
die Codemigration no¨tigen Runtime Linker. Aufgabe der Ressourcenverwaltung
ist es, den Zugriff auf u¨ber Prozessor und Speicher hinausgehende Hardwarer-
essourcen zu kontrollieren. Zudem verwaltet sie die Gera¨tetreiber, die fu¨r diese
Zugriffe beno¨tigt werden. Diese Treiber sind in CAROS dynamisch gebunden
und ko¨nnen zur Laufzeit ausgetauscht werden. Dadurch ist es jederzeit mo¨glich,
Aktualisierungen an den Treibern vorzunehmen. Der Runtime Linker stellt die
technische Voraussetzung zur Migration von Anwendungen bereit. Er kann zu-
dem genutzt werden, um Programmbibliotheken zu laden, auf die von mehreren
Anwendungen zugegriffen wird. Alle Zugriffe auf den CAROS-Kern werden von
einem Security Manager u¨berwacht. Dieser pru¨ft die Rechte des zugreifenden
Threads und verweigert den Zugriff, falls der Thread nicht u¨ber ausreichende
Rechte verfu¨gt. Der CAROS-Kern stellt damit die Basis dar, um innerhalb eines
eingebetteten Echtzeitsystems die Selbst-X-Fa¨higkeiten des Autonomic/Organic
Computing in Form eines Autonomic Managements zu implementieren.
Um den Echtzeitbetrieb der Steuereinheit zu unterstu¨tzen, ist das Autonomic
Management in zwei Schichten geteilt. Die untere Schicht besteht aus kompakten
Modulmanagern, die an konkrete Hard- oder Software-Module gebunden sind. Sie
verarbeiten nur einen kleinen Parametersatz und ko¨nnen gegebenenfalls auch in
Echtzeitanwendungen integriert werden. Sollte ihr Parametersatz Misssta¨nde auf-
zeigen, so versuchen sie zuna¨chst selbststa¨ndig eine Beseitigung innerhalb ihres
Moduls. Nur wenn dies nicht no¨tig ist, melden sie das Problem in abstrahierter
Form an die obere Schicht, den Knotenmanager weiter. Dieser nimmt seine Ar-
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beit nur auf, wenn er von einem Missstand Kenntnis erha¨lt. Dann sammelt er die
abstrahierten Zustandsinformationen aller verfu¨gbaren Modulmanager. Mit Hilfe
des generischen Algorithmus’ DCERT leitet er daraus eine Reaktion her, die er
mithilfe eines Modulmanagers ausfu¨hrt. Der DCERT-Algorithmus selbst ist so
entworfen, dass er die Ressourcenbeschra¨nktheit eingebetteter Systeme beru¨ck-
sichtigt. Die abstrakten Zustandsinformationen der Modulmanager werden als
1-Bit-Werte innerhalb von Ganzzahlvariablen dargestellt. Dies ermo¨glicht eine
effiziente Verarbeitung des Systemzustands unter Nutzung der auf den meisten
Prozessoren verfu¨gbaren bitweisen Operationen.
Mehrere Modulmanager verdeutlichen beispielhaft die Arbeitsweise der zwei-
schichtigen Managementarchitektur. Ein Modulmanager zur Schedulingadaption
kann helfen, den Energieverbrauch von periodischen iterativen weichen Echtzeit-
anwendungen zu senken. Mithilfe des Autocorrelation Clustering sagt er den Re-
chenaufwand einzelner Iterationen voraus und passt darauf basierend die Takt-
frequenz und Schedulingparameter des Anwendungsthreads an. Fu¨r den Einsatz
mit DCERT verzichtet er auf die Frequenzanpassung, welche DCERT nach Bedarf
selbst vornimmt. Grundlage fu¨r diese Entscheidungen sind die Informationen, die
DCERT von einem Schedulingmonitor erha¨lt. Dieser u¨berwacht das Zeitverhal-
ten des Hardware-Schedulers im simultan mehrfa¨digen CarCore-Prozessor. Ein
Software-Watchdog-Dienst kann dazu genutzt werden, den korrekten Ablauf ei-
ner Anwendung zu u¨berwachen. Im Gegensatz zu einem Hardware-Watchdog,
der bei einem Fehler gewo¨hnlich den gesamten Prozessor zuru¨cksetzt, erlaubt der
Software-Watchdog eine differenziertere Reaktion. Sollte dabei die von der An-
wendung vorgegebene Fehlerroutine nicht dauerhaft zu einer Lo¨sung des Problems
fu¨hren, kann der Software-Watchdog die Fehlerinformationen zur genaueren Be-
arbeitung an DCERT weiterleiten. Ein Migrationsmanager ku¨mmert sich um
das Verschieben von Anwendungen zwischen Knoten. Die Entscheidung, ob eine
Anwendung verschoben oder empfangen wird, muss DCERT treffen. Der Migra-
tionsmanager aber trifft im Emigrationsfall selbststa¨ndig die Entscheidung, auf
welchen Knoten eine Anwendung verschoben wird. Auch pru¨ft er eigensta¨ndig
die Praktikabilita¨t mo¨glicher Immigrationen.
Die Evaluierungen von DCERT und der Modulmanager unterstreichen klar die
Notwendigkeit von Helper Threads. Gerade aufwa¨ndige Modulmanager wie et-
wa der Migrationsmanager mu¨ssen isoliert von mo¨glichen Echtzeitanwendungen
ausgefu¨hrt werden ko¨nnen. Aber auch DCERT selbst muss von laufenden An-
wendungen entkoppelt sein, um bei Misssta¨nden mo¨glichst schnell reagieren zu
ko¨nnen.
Diese Ergebnisse zeigen, wie den Einschra¨nkungen eingebetteter Echtzeitsysteme
zu begegnen ist, um dort Selbst-X-Techniken zu integrieren. Aus dieser Integra-
tion kann man schon auf Ebene einzelner Steuereinheiten profitieren.
144 Zusammenfassung
8.2 Ausblick
Diese Arbeit konzentriert sich u¨berwiegend auf die Betrachtung einer einzel-
nen Steuereinheit. Problematiken, die in verteilten Systemen entstehen, wer-
den nur am Rande betrachtet. Aber auch im Bereich organischer Middleware-
systeme existieren schon beachtliche Arbeiten [59, 40, 41]. Eine Erweiterung des
CAROS/DCERT-Systems in diese Richtung oder eine Integration mit diesen Sys-
temen wu¨rde den Ansatz des Organic Computing in eingebetteten Echtzeitsyste-
men vervollsta¨ndigen. Dies erscheint gerade unter dem Gesichtspunkt wichtig,
dass die Automatisierung und Vernetzung auch des allta¨glichen Lebens weiter
zunehmen wird.
Aber auch im Hinblick auf die Modulmanager bestehen durchaus Mo¨glichkeiten
zu einer Fortfu¨hrung dieser Arbeit. Eingebettete Systeme verfu¨gen auch schon
heute u¨ber eine Vielzahl von Peripheriegera¨ten, die auch als Sensoren und Ak-
tuatoren genutzt werden ko¨nnen. Gerade verschiedene Kommunikationstechniken
wie Wireless LAN (IEEE 802.11) oder Wireless PAN (IEEE 802.15: Bluetooth,
Zigbee, etc.) ero¨ffnen hier neue Mo¨glichkeiten fu¨r Modulmanager. Hier sind Tech-
niken denkbar, die selbststa¨ndig den jeweils besten Kommunikationsweg wa¨hlen.
Kriterien ko¨nnen hier unter anderem Energieeffizienz oder auch Zuverla¨ssigkeit
sein. Bei U¨bertragungsproblemen ko¨nnte dann automatisch eine andere Technik
gewa¨hlt werden, ohne dass eine darauf aufbauende Anwendung davon etwas mit-
beka¨me. A¨hnliche Prinzipien ko¨nnen auch fu¨r die Interaktion mit einem Benutzer
bei der Wahl von Ein- und Ausgabegera¨ten angewendet werden.
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A Methoden zur
Periodizita¨tsbestimmung
Die Bestimmung von Periodizita¨ten in Datenreihen ist eine weit verbreitete
Problemstellung. Sie findet in vielen Bereichen Anwendung. Viele natu¨rliche
Vorga¨nge weisen eine Regelma¨ßigkeit in ihrem Ablauf auf. In den Naturwis-
senschaften ko¨nnen auf diese Weise etwa Gezeitenmuster oder Temperatura¨nde-
rungen analysiert werden. Ebenso finden sich im menschlichen Ko¨rper viele re-
gelma¨ßige Vorga¨nge, wie etwa der Herzschlag. In der Medizin ko¨nnen Techniken
zur Periodizita¨tsbestimmung genutzt werden, um Unregelma¨ßigkeiten in diesen
Vorga¨ngen zu entdecken und so Risiken mo¨glichst fru¨hzeitig zu erkennen. Auf
a¨hnliche Weise ko¨nnen auch in technischen Prozessen Fehler in Maschinen er-
kannt werden. Damit sind die tatsa¨chlichen Einsatzgebiete der Periodizita¨tsbe-
stimmung aber bei weitem nicht erscho¨pft.
Die folgenden Abschnitte erla¨utern zwei Techniken, mit deren Hilfe Periodizita¨ten
in Datenreihen maschinell bestimmt werden ko¨nnen. Beide Techniken ha¨ngen mit
der Diskreten Fourier-Transformation zusammen, die in Abschnitt A.1 beschrie-
ben wird. Abschnitt A.2 zeigt, wie man mithilfe eines Periodogramms die Pe-
riodizita¨t einer Datenreihe bestimmen kann. Abschnitt A.3 fu¨hrt die zyklische
Autokorrelation als zweite Methode ein. Ein Vergleich der Methoden erfolgt in
Abschnitt A.4.
A.1 Diskrete Fourier-Transformation
Bei der Diskreten Fourier-Transformation (DFT) handelt es sich um die Fourier-
Transformation eines zeitdiskreten periodischen Signals. Das Ergebnis einer sol-
chen Transformation ist das Frequenzspektrum des Signals. Dieses wird als U¨ber-
lagerung eines Grundpegels, einer Grundschwingung sowie von Oberschwingun-
gen beschrieben. In diesem Frequenzspektrum ist eine Analyse und auch gezielte
Manipulation einzelner Frequenzen mo¨glich. Da es sich bei der DFT um eine
ein-eindeutige Abbildung handelt, ist eine Ru¨cktransformation in den Zeitraum
mo¨glich.
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Das Signal wird als Folge oder Vektor komplexer Zahlen xn ∈ C, n = 0, 1, . . . , N−
1 dargestellt. Die diskrete Fourier-Transformation ist folgendermaßen definiert:
xˆk =
N−1∑
n=0
xne
−2pii kn
N , k = 0, 1, . . . , N − 1 (A.1)
Die Ru¨cktransformation aus dem Frequenzraum in den Zeitraum erfolgt mit der
inversen diskreten Fourier-Transformation (IDFT):
xn =
1
N
N−1∑
k=0
xˆke
2pii kn
N , n = 0, 1, . . . , N − 1 (A.2)
Die diskrete Fouriertransformation kann auch auf einen Vektor reeller Zahlen
angewendet werden. In diesem Fall erha¨lt man nur N
2
Frequenzen, die in Super-
position wiederum das Originalsignal ergeben.
Alternativ kann die diskrete Fourier-Transformation auch als lineare Abbildung
xˆ = Fx dargestellt werden. Die Eintra¨ge des Vektors x sind dabei die Signal-
werte xn zu den Abtastzeitpunkten. F ∈ CN×N steht fu¨r die Fouriermatrix mit
Eintra¨gen Fjk:
Fjk = e
2pii jk
N (A.3)
Die Fourier-Matrix F ist invertierbar, und fu¨r ihre inverse Matrix F−1 gilt:
F−1jk =
1
N
e−2pii
jk
N (A.4)
Zur Berechnung der diskreten Fourier-Transformation wird meist auf die Fast-
Fourier-Transformation zuru¨ckgegriffen. Durch die Ausfu¨hrung der Matrixmul-
tiplikation in einer bestimmten Reihenfolge und das Zuru¨ckgreifen auf bereits
berechnete Zwischenergebnisse kann die Fast-Fourier-Transformation mit einer
Laufzeitkomplexita¨t von O(N logN) ausgefu¨hrt werden. Dabei ist allerdings die
La¨nge N des Eingabevektors x auf Zweierpotenzen beschra¨nkt (N = 2k).
Aus dem Nyquist-Shannon-Abtasttheorem [42, 57] ergibt sich eine Beschra¨nkung
fu¨r die Anwendbarkeit der diskreten Fourier-Transformation. Deren Ergebnisse
sind nur dann korrekt, wenn die Abtastfrequenz mindestens das doppelte der
maximal auftretenden Signalfrequenz betra¨gt.
A.2 Periodogramm
Auf Basis der diskreten Fourier-Transformation ist es nun mo¨glich, ein Periodo-
gramm [55, 64] zu berechnen. Dieses dient der Scha¨tzung der Spektraldichte eines
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Signals. Die Berechnung erfolgt nach Formel A.5:
P (xˆn) = ‖xˆn‖2 , n = 0..
⌈
N − 1
2
⌉
(A.5)
Die Maxima innerhalb des Periodogramms stehen fu¨r dominante Frequenzen in
dem Signal. Die Periodenla¨nge P errechnet sich u¨ber P = 1
f
. Dabei ist allerdings
zu beachten, dass der Koeffizient xˆn Perioden der La¨nge
[
N
n
. . . N
n−1
)
beinhaltet.
Dies erschwert die Analyse des Periodogramms.
Problematisch kann sich außerdem der Leck-Effekt a¨ußern. Durch das Zeitfen-
ster bei der Beobachtung wird das Eingangssignal abgeschnitten. Die diskrete
Fourier-Transformation erfordert, dass das Eingangssignal periodisch fortsetzbar
ist. Wenn dies nicht der Fall ist, so entha¨lt das Eingangssignal Frequenzen, die
nicht durch die diskrete Fourier-Transformation berechnet werden. Stattdessen
na¨hert die Transformation diese Frequenzen an und verteilt deren Energie auf
benachbarte Frequenzen.
A.3 Autokorrelation
Eine weitere Methode, um Periodizita¨ten innerhalb einer Datenreihe zu bestim-
men ist die zyklische Autokorrelationsfunktion. Sie ist ein Maß fu¨r die Korrelation
zwischen der Datenreihe x0, . . . , xN−1 und deren zyklischer Verschiebung um τ
Eintra¨ge:
AC(τ) =
N−1∑
n=0
xkx(k+τ) mod N , τ ∈ {0 . . . N − 1} (A.6)
Eine Periode P = τmax wird durch jene Verschiebung τ 6= 0 angezeigt, an der die
Autokorrelationsfunktion AC(τ) ihr Maximum annimmt:
AC(τmax) = max
τ∈{1...N−1}
AC(τ) (A.7)
Da die Autokorrelationsfunktion fu¨r τ ∈ 1 . . . N − 1 achsensymmetrisch ist,
mu¨ssen tatsa¨chlich nur die Werte d0 . . . N−1
2
e fu¨r τ untersucht werden. Auch fu¨r
die Periodizita¨tsbestimmung mit der Autokorrelation gilt die Einschra¨nkung des
Abtasttheorems. Eine Periode P kann nur dann erkannt werden, wenn die zu-
grunde liegende Datenreihe aus mindestens 2P Eintra¨gen besteht.
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Abbildung A.1: Messreihe und Autokorrelation
Die zyklische Autokorrelation kann auch unter Zurhilfenahme der DFT berechnet
werden [5, 64]:
AC = F−1 < xˆ, xˆ∗ > (A.8)
x∗ stellt hier die komplex Konjugierte zu x dar, < a, b > die komponentenweise
Multiplikation zweier Vektoren a, b.
Damit ergibt sich prinzipiell eine effektivere Methode zur Berechnung der zykli-
schen Autokorrelation. Die Berechnung nach Gleichung A.6 hat eine Komplexita¨t
von O(n2), wa¨hrend die Berechnung mit Hilfe von FFT lediglich eine Komplexita¨t
von O(n log n) hat.
Abbildung A.1(a) zeigt eine beispielhafte Messreihe. In Abbildung A.1(b) sind
die zugeho¨rigen Werte der zyklischen Autokorrelationsfunktion aufgefu¨hrt. Re-
levant ist hier nur der Bereich τ ∈ [0 . . . 7], die restlichen Werte folgen aus der
Achsensymmetrie. Wie zu erwarten, liegt das globale Maximum bei τ = 0. Die
Periode wird korrekt bei τ = 6 erkannt. Daneben existiert aber ein weiteres
lokales Maximum bei τ = 3. Diese ru¨hrt von den Messwerten 1, 4, . . . her.
A.4 Vergleich
Dieser Abschnitt untersucht die Leistungsfa¨higkeit und insbesondere die tatsa¨chli-
che Laufzeitkomplexita¨t der beschriebenen Algorithmen. Im Einzelnen sind dies:
• Berechnung des Periodogramms via FFT (PER)
• Berechnung der Autokorrelation via FFT (AC-F)
• Berechnung der Autokorrelation nach Gleichung A.6 (AC)
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Diese Berechnungen wurden jeweils auf Gleit- und Festkommaarithmetik im-
plementiert und auf dem CarCore ausgefu¨hrt. Der Prozessor verfu¨gt u¨ber kei-
ne Gleitkommaeinheit. Stattdessen werden die Gleitkommaoperationen mittels
Bibliotheksfunktionen nachgebildet, weshalb die Gleitkommaimplementierungen
entsprechend schlechter abschneiden. Abbildung A.2 zeigt die Laufzeiten fu¨r ver-
schieden lange Datensa¨tze.
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Abbildung A.2: Laufzeiten der Autokorrelationsberechnung
Bei den Gleitkommavarianten erzeugt die Berechnung der Autokorrelation nach
Gleichung A.6 den ho¨chsten Aufwand (Kurve AC-F). Die FFT-basierten Me-
thoden unterscheiden sich in ihrer Gleitkommaimplementierung nur wenig (AC-
FFT-F, PER-F). Bei den Implementierungen mit Festkommaarithmetik hinge-
gen schneidet die FFT-basierte Autokorrelationsberechnung (AC-FFT-I) fu¨r Da-
tensa¨tze mit 64 oder weniger Eintra¨gen schlechter ab als die Implementierung
nach Gleichung A.6 (AC-I). Auch hier hat die Berechnung des Periodogramms
(PER-I) die geringste Laufzeit. Damit spricht nicht nur die gro¨ßere Flexibilita¨t,
die man durch die direkte Berechnung der Autokorrelation erha¨lt fu¨r eine direkte
Implementierung von Gleichung A.6. Bei den in Abschnitt 6.1 betrachteten Pro-
blemen wird eine eher niedrige La¨nge des Eingabefensters erwartet, so dass hier
die Integer-Implementierung auch bezu¨glich der Laufzeit klar im Vorteil ist.
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