Abstract This paper introduces Voronoi squared distance minimization (VSDM), an algorithm that fits a surface to an input mesh. VSDM minimizes an objective function that corresponds to a Voronoi-based approximation of the overall squared distance function between the surface and the input mesh (SDM). This objective function is a generalization of the one minimized by centroidal Voronoi tessellation, and can be minimized by a quasi-Newton solver. VSDM naturally adapts the orientation of the mesh elements to best approximate the input, without estimating any differential quantities. Therefore, it can be applied to triangle soups or surfaces with degenerate triangles, topological noise and sharp features. Applications of fitting quad meshes and polynomial surfaces to input triangular meshes are demonstrated.
Introduction
In this paper, our goal is to transform an input mesh T into an alternative representation S (see Fig. 1 ). In our setting, the result S may be a mesh made of quadrangular elements or a subdivision surface. We suppose that an initial position of S is given (referred to as a template). The template may be initialized from the bounding box of the input mesh T , as in Fig. 1 , but more complicated input geometries may require more general templates, as shown further. The problem reduces then to deforming the template S to fit the input mesh T , by finding a new position for the vertices of S (or for its control points in the case of a subdivision surface).
As in several approaches, we formalize the fitting problem as minimizing an objective function that measures the distance between the two surfaces S and T . Our contribution is a new approximation of the overall squared distance between surfaces, based on the concept of centroidal Voronoi tessellations (CVT), as well as a solution mechanism to minimize it.
In contrast to previous approaches, our approximation offers theoretical guarantees on the error it introduces with respect to the exact squared distance function. Minimizing our objective function results in a good approximation of the input in terms of Hausdorff distance. Our method does not need to estimate any differential quantity such as curvatures on T . This makes our method well suited when the target surface T is ill formed, with degenerate triangles and wrong or absent connectivity, as in range scan data.
We neither address here the problem of automatically generating the initial template mesh S, nor dynamically modifying it to adapt to the target mesh T . Although our method will not fail even in case of topology mismatch and can often be initialized with the bounding box of T , a bad template may result in pinchouts and overlaps when T contains large protrusions. Another limitation of our approach is that we do not prove the C 2 continuity of our objective function. Yet our minimization procedure empirically behaves well when using a quasi-Newton solver.
Background and previous work

Methods based on parameterization
Fitting splines was the motivation of early works in mesh parameterization for objects homeomorphic to a disc [10] . For fitting splines to objects of arbitrary genus, it is possible to use a parameterization defined over a base complex [9, 26] , polycube maps [27, 28] or global parameterization methods [15, 24] . More details about these approaches is given in the survey about quad meshing in computer graphics [3] . The relations between the curvature of the surface and the metric defined by the parameterization is studied in [13] and used to compute an anisotropic mesh that minimizes the approximation error. Since they require the estimates of differential quantities (gradients, curvature, shape operator. . .), the methods above cannot be applied to meshes with degeneracies (skinny triangles, multiple components, holes, sharp creases). Our method that directly minimizes the squared distance does not suffer from this limitation.
Methods based on point-to-point distances
To remesh surfaces, ''shrink-wrap'' methods [7, 12] iteratively project the template onto the input mesh while minimizing a regularization criterion. A similar idea can be applied to subdivision surfaces [20, 21] using an exact algorithm to find closest points on the subdivision surface and the exact evaluation of the subdivision surface. The ''dual domain relaxation'' method [32] uses some variants of Laplace surface editing to fit a template to the input mesh. Since they are based on point-to-point distances, the methods above can mostly do small corrections on the geometry, and have difficulties converging when the initialization is far away from the target surface. In contrast, VSDM can successfully fit a control mesh to a surface.
Squared distance minimization (SDM)
SDM was proposed by Pottmann et al. [23] for curve and surface fitting. The SDM approach generalizes the Iterated Closest Point (ICP) methods initially introduced for surface registration. A survey and performance study of ICP methods was published in [25] .
In the continuous setting, the SDM framework fits a surface S to another surface T by minimizing an approximation of the objective function EðSÞ:
where:
In this equation, P T ðxÞ denotes the projection of x onto T , i.e., the point of T nearest to x. The term RðSÞ is a regularization term aiming at preserving the smoothness of S by minimizing its Laplacian. The regularization factor k lets the user choose a tradeoff between the smoothness of S and the fitting criterion. Due to the difficulty of the exact computation of F, various approximations are usually introduced. First, the integral over S is replaced by a sum over a sampling
n . Then the nearest neighbor of a sample x i is replaced by the nearest sample y j in a sampling
m of T . Using these two samplings, F S!T can be computed in several ways, depending on how the distance between x i and y j is computed:
Point distance (PD) uses kx i À y j k 2 (order 0 approximation). Tangent distance (TD) uses the squared distance to the nearest point on the tangent plane of T at y j (order 1 approximation). Second order squared distance (SD) uses the curvature information of T at y j to derive a second order approximation of the squared distance around y j . These three approximations are shown in Fig. 2 . Wang et al. [29] showed that SDM can be characterized in the SD setting as a quasi-Newton method and they applied it to B-spline curve fitting. Cheng et al. [4, 5] proposed a subdivision surface fitting algorithm based on SDM.
Voronoi squared distance minimization
The existing approximations of SDM require an accurate estimation of the curvature tensor on T to be efficiently minimized, which may be unavailable if T is a triangle soup or a CAD mesh with many skinny triangles. VSDM introduces a new approximation of F, which also exhibits nice convergence rates while being free of curvature computations. This is done by removing one of the approximations made, by efficiently computing the integral over S in Eq. 1. As in the other approaches though, the nearest neighbor of a point x is still approximated using a sampling Y of T . These computations are based on the concept of CVT, and will be explained in Sect. 3.4.
In addition, we note that F S!T vanishes whenever S matches a subset of T (instead of the totality of T ). Therefore, to avoid degenerate minimizers that partially match T , we propose to minimize a symmetrized version of SDM given by F S!T þ F T !S . The benefit of the symmetrized formulation is demonstrated later (Sect. 3.3).
Finally, this new formulation also allows us to provide an approximation bound of the error made by our approximation as a function of the sampling quality of Y (used forF S!T ) and X (used forF T !S ). This bound is given in Sect. 3.2.
Definition
We consider two point sets X and Y that sample the surface S being deformed and the input surface T , respectively. From now on, we will use the vertices of S as the sampling X. In other words, the vertices X of S are the unknowns of the optimization problem. When the mesh for T is regular enough, and has a resolution at least equivalent to that of S, its face centers are used as samples. This allows us to have a well-defined normal at these sample points when needed. Otherwise, the sampling Y of the input surface T is automatically computed by starting from a random sampling [25] and optimizing its regularity using restricted CVT [30] .
VSDM minimizes an approximation of the following objective function:
Let us consider the first term F T !S :Using a sampling X of S, we make the following approximation ky À P S ðyÞk ' min i ky À x i k. Replacing the integrand of F T !S gives:
where X i denotes the 3D Voronoi cell of x i in the Voronoi diagram of X. We shall now give the definition of the approximationF of F minimized by VSDM:
The matrix L is the uniform graph Laplacian of S. The influence of the regularization factor k is illustrated in Fig. 3 . X i denotes the Voronoi cell of x i in the Voronoi diagram of X, and X j the Voronoi cell of y j in the Voronoi diagram of Y (see Fig. 4 ).
Convergence to the continuous objective function
The VSDM approximation replaces the nearest point on S with the nearest sample of X (in the term F T !S ) and the nearest point on T with the nearest sample of Y (in the term F S!T ). The accuracy of the approximation depends on the density of the point sets X and Y used to sample S and T , respectively. The density of a sampling is formalized by the notion of e-sampling [2] . A point set X is an e-sampling of a surface S if for any point x of S there is a point x i in X such that kx i À xk\elfsðxÞ where lfs(x) denotes local feature size (distance to medial axis of S).F T !S satisfies the following property (proved in Appendix 1).
Property 1 Given X, an e-sampling of S, we have:
T !S ðXÞ ¼ F T !S ðXÞ
The same property is satisfied by the symmetric term F S!T if Y is an e-sampling of T . Therefore, if X and Y are dense enough,F is a good approximation of F [in the order of oðe 2 Þ, see Appendix 1]. Note that this property is only satisfied for a smooth surface. However, a good behavior is also observed for surfaces with sharp creases (see, e.g., Fig. 7 ).
Need for the symmetrized objective function
The termF T !S ofF corresponds to the objective function minimized by Restricted CVT. Therefore, omitting the term F S!T results in the objective functionF T !S þ kRðXÞ, that can be minimized by a straightforward modification of the CVT quasi-Newton algorithm used in [19, 30] , i.e., by adding the term k X t L 2 X to the objective function and 2 k L 2 X to the gradient. However, as noted before, the function F T !S reaches a minimum whenever S is a superset of T . Therefore, a minimizer of F T !S may have spurious parts, as shown in Fig. 5 . These spurious parts correspond to the set S À P S ðT Þ, that does not yield any term in F T !S . In terms of the discretizationF S!T , they correspond to Voronoi cells that have an empty intersection with T .
Solution mechanism
To minimize the functionF ¼F T !S þF S!T þ kRðXÞ in Eq. 3, VSDM uses the L-BFGS algorithm [17, 22] . L-BFGS is a Newton-type algorithm that uses successive evaluation of the function and its gradient to compute an approximation of the inverse of the Hessian. Although only the gradient is required in the computation, the objective function needs to be C 2 to ensure the proper convergence of the L-BFGS algorithms. We discuss here about the continuity of the three terms ofF:
F T !S corresponds to the quantization noise power, which is the objective function minimized by a CVT. It is of class C 2 , except in some rarely encountered degenerate configurations (see [19] for a proof); F S!T is obtained by permuting the roles of the constant and variables inF T !S . We will study its continuity in future work. Experimentally, it is regular enough for obtaining a stable behavior of L-BFGS.
In practice, implementing L-BFGS requires evaluating FðX ðkÞ Þ and rFðX ðkÞ Þ for a series of iterates X (k) (see Algorithm 1): Fig. 4 Illustration of the terms of the VSDM objective function. The shaded regions represent for each sample x i (resp. y j ) the portion T \ X i (resp. S \ X j ) of the other surface whose squared distance with respect to the sample is integrated
In order to make our work reproducible, we further detail the main steps:
(2) the sampling Y of T , used byF S!T , is computed by the CVT algorithm in [30] , with the same number of vertices as in X; (3) the Restricted Voronoi Diagrams VorðYÞj S , and VorðX ðkÞ Þj T are computed as in [30] ; (4) F T !S is the CVT objective function. Its gradient is given by Eq. 4:
where m i and g i denote the volume and the centroid of the restricted Voronoi cell X i \ T [8]; (5) The expression of r R(X) is simply given by:
(6) the termF S!T is obtained by exchanging the roles of S and T inF T !S and using the point set Y instead of X. The computation of this term and its gradient are explained in the next paragraph; (8) p (k) denotes the step vector computed by L-BFGS.
The functionF S!T depends on the Voronoi diagram of Y restricted to S (see Fig. 6 ). Each restricted Voronoi cell X j \ S (polygons) is decomposed into a set of triangles. One of them T = (c 1 , c 2 , c 3 ) is highlighted. Each triangle T of the decomposition of X j \ S contributes the following terms toF S!T and rF S!T :
where dA/dB = (qa i / qb j ) i,j denotes the Jacobian matrix of A. The set of possible configurations for a vertex c k is similar to the combinatorial structure of the L p -CVT function [14] , with the exception that the roles of the variables and constants are exchanged. Each configuration yields a Jacobian matrix that propagates the derivatives of By injecting these vertex derivatives in Eq. 6, we obtain the gradient ofF S!T .
In Eq. 6 we assumed that the set fT 2 X j \ Sg remains constant for an elementary displacement of the variables X. In fact, when a vertex x i of S enters or leaves the Voronoi cell of a sample y j , the combinatorics of the restricted cells change, and so do the sets fT 2 X j \ Sg j .
We conjecture that rF S!T remains continuous in these situations, except in some rarely encountered degenerate configurations, such as when a face of S is contained in a Voronoi face of the diagram of Y. The stability we experimented using the L-BFGS solver with this gradient tends to strengthen this conjecture. The complete gradient of our objective function is computed using Eqs. 4, 5 and 6 and provided to the L-BFGS solver for optimization. 
Fitting polynomial surfaces
We now consider the problem of fitting a polynomial surface defined by its control mesh C. At each iteration, we compute a polygonal approximation S of the polynomial surface. The vertices X of S are given as linear combinations of the control points P as X = MP, where X ¼ ½x 1 y 1 z 1 . . .x n y n z n t denotes the coordinates of the vertices of S and P those of the control points. One may use the exact evaluation of the polynomial surface, or simply use the approximation obtained by subdividing the control mesh several times with De Casteljau's rule. Polynomial surface fitting is done by minimizing the function GðPÞ ¼FðMPÞ. This can implemented with a change of variable in the VSDM algorithm (see Algorithm 2).
Feature-sensitive fitting
Using the algorithm above for fitting polynomial surfaces may result in over-smoothing sharp creases (Fig. 7, center) . However, this can be improved by injecting normal anisotropy [14] into the objective functionF (Fig. 7, right) . This changes the termsF T !S andF S!T as follows:
where the parameter s 2 ð0; þ1Þ specifies the importance of normal anisotropy. The normals are sampled from the input surface T in both terms, N T is the normal of the triangle T, and N j the normal to T at y j . Normal anisotropy is used in all the examples shown below.
Implementation
To compute the 3D Delaunay triangulation, we used CGAL [1]. For the restricted Voronoi Diagram computation (Sect. 3.4) and the normal anisotropy (previous subsection), we used the implementation provided with [14] . The numerical solver uses the L-BFGS implementation from [18] .
Results
We shall now show some results obtained with VSDM. In the results herein, the regularization term is set to
, the normal anisotropy is set to s = 50 and subdivision surfaces are approximated by subdividing the control mesh twice. Figures 8, 9 , and 10 show the results obtained with an initial toroidal grid. Note on Fig. 12 how the spacing of the iso-parameter line adapts to the features. Scanned meshes from AimAtShape can also be efficiently processed (see Fig. 13 ). The method is independent on the connectivity of the data, and can process input meshes with many connected components, degenerate triangles and overlaps, such as registered raw meshes directly obtained from a 3D scanner (Figs. 14, 15 ).
For each model, the result was obtained in less than 3 min on a 2-GHz machine, except for Figs. 14 and 15 for which the timings were, respectively, 7 and 15 min.
Failure cases
Our algorithm may fail in several cases. As we do not modify the combinatorial structure of the fitted surface S, when S and T have different genus the result will not be satisfactory, though our method will not crash. We will discuss automatic methods for the generation of an initial template below. Besides, our algorithm may be sensitive to defects in the input data, such as:
Bad template Our method does not change the combinatorial structure of the provided initial template. When S and T vary too much in shape, pinches or excessive distortion may appear in the result, as in Fig. 16 . Bad initial position We do not claim reaching a global minimum forF. Our algorithm converges to a local minimum, which depends on the relative positions of S and T . Automatically adjusting the orientation of S and 9 Another example, using the same initial toroidal control mesh as in Fig. 8. Left input mesh (10k vertices, 20k facets) , center result, right result (control mesh with 512 vertices and 512 quads). Hausdorff distance is 0.473% bbox. diag Fig. 14 Fitting a Catmull-Clark subdivision surface to registered scanned meshes (top left 327.6k vertices and 630k facets). Note the irregularity of the input data and overlaps (thick black lines). The fitted control mesh, initialized from the bounding box, has 7.1k vertices and 7.2k facets. The Hausdorff distance is 1.43 % of the bounding box diagonal. This mesh was generated in 7 min T is a difficult problem, and a misaligned initial template may also lead to pinches or distortion (Fig. 16) .
Thin sheets Even when using normal anisotropy, the orientation of the surfaces is not considered in the objective function. Therefore, several layers of T may be sampled by a single sheet of S (Fig. 17 ).
Initial control mesh generation
Our algorithm can also be initialized using existing automatic or assisted method to build the control mesh. We Fig. 15 Fitting a Catmull-Clark subdivision surface to registered scanned meshes (top left 747.6k vertices and 1.43m facets). The input data has many degenerate triangles, overlaps and spurious spikes (top right). The manually designed template control mesh (bottom left) has 5.8k vertices and 5.8k facets. The Hausdorff distance is 7.66 % of the bounding box diagonal. This high approximation error is mainly due to the presence of holes in the target model, due to parts of the object which were not directly visible from the scanner used to acquire the data. This mesh was generated in 15 min used the skeleton-based quadrangulation approach [31] to generate the coarse control mesh presented in Fig. 18 . Another approach is the automatic generation of polycube maps [11, 16] . Figure 19 shows the evolution of the Hausdorff distance and the computation time as the resolution of the initial template increases. Experimentally, the computation time seems to be linear or at worst in O(nlogn) with respect to the number n of vertices of the template. Most of the computation time is spent in the computation of the restricted Voronoi diagrams. The Hausdorff distance decreases very rapidly, though not strictly.
Performance
Discussion and future work
An appropriate initial control mesh must be provided to our method. The automatic generation of this mesh is in general a challenging problem for which a few solutions have already been proposed [11, 16, 31] . We also believe that an automatic mesh modification routine triggered during the optimization process to improve the mesh quality would be a promising approach. We will explore these ideas in future work. We are currently investigating an additional term in our objective function considering the alignment and respective orientation of the normals, to address the problem of thin features (Fig. 17) . We obtained good preliminary results (Fig. 20) . Let B lfs be the ball tangent to S at P S ðyÞ on the opposite side of y and of radius lfsðP S ðyÞÞ and c lfs its center. By definition of lfs, this ball has no point of S in its interior and therefore contains no point of X.
Finally, let B e be the ball centered at P S ðyÞ of radius elfsðP S ðyÞÞ. Since X is an e-sampling this ball has to contain a point of X.
Since P S ðyÞ is the nearest point of y on S; y; P S ðyÞ and c lfs are aligned and the problem is completely symmetric around the line joining them. Figure 21 shows a cut containing this axis.
The with a being the ðp; c lfs ; P S ðyÞÞ angle. Using the same identities in (x, c lfs , p) we obtain:
Using Eq. 8, ð1 À cos aÞ can be replaced:
Finally, since p is inside B e , we have:
This finally provides the result: This bound is sharp since it is reached whenever S is exactly B lfs and x i is located at p. This lemma leads to a global bound: This appendix gives the gradients of the symmetric term F S!T (Sect. 3.3). They are used by our Quasi-Newton solution mechanism (see Sect. 3.4). This term is computed using the Voronoi diagram of the samples {y j } j=1 m of T , restricted to the surface S. In this setting, the variables are the vertices {x i } i=1 n of the triangles of S. Recall that the restricted Voronoi diagram computes for each seed y j a triangulated portion of S corresponding to the intersection of S with the Voronoi cell of y j . One of these triangles T is highlighted in Fig. 22 . Each triangle contributes a term in the objective function and in the gradient (see Eq. 6 in Sect. 3.4). Since the vertices of the triangles are not the actual variables, one needs to use the Jacobians of these vertices and combine them with the chain rule in order to get the gradient ofF S!T with respect to the variables {x i } i=1 n . To compute the Jacobians, three different configurations (a), (b), and (c) need to be distinguished (see Fig. 22 ). Configuration (c) (surface vertex) is trivial. The gradients are computed as follows for the two other configurations (a) and (b). For the interested reader, the rest of this appendix details the derivations. where: 
What follows is an explanation of the derivations. For configurations (a) and (b), the point can always be expressed as the intersection between a plane P and a line L:
-The plane P defined from a point p and a normal n -The line L defined from a point v and a direction e
The intersection c is defined as:
c ¼ v þ ue with u ¼ ðp À vÞ:n e:n ð15Þ
To ease further notations, we define k = e.n. In addition, the Jacobian of c with respect to x i will be denoted dc dx i .
Derivation for configuration (a)
The plane P is a Voronoi cell facet. This plane is the bisector of two Voronoi seeds y 1 and y 2 . Its parameters are therefore:
• n = y 2 -y 1 • p ¼ y 1 þy 2 2
