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Abstract
Although coherence modeling has come a long
way in developing novel models, their evalu-
ation on downstream applications has largely
been neglected. With the advancements made
by neural approaches in applications such as
machine translation, text summarization and
dialogue systems, the need for standard co-
herence evaluation is now more crucial than
ever. In this paper, we propose to benchmark
coherence models on a number of synthetic
and downstream tasks. In particular, we eval-
uate well-known traditional and neural coher-
ence models on sentence ordering tasks, and
also on three downstream applications includ-
ing coherence evaluation for machine trans-
lation, summarization and next utterance pre-
diction. We also show model produced rank-
ings for pre-trained language model outputs
as another use-case. Our results demonstrate
a weak correlation between the model perfor-
mances in the synthetic tasks and the down-
stream applications, motivating alternate eval-
uation methods for coherence models. This
work has led us to create a leaderboard to fos-
ter further research in coherence modeling.
1 Introduction and Related Work
Coherence is an important aspect of discourse that
distinguishes a well-written text from a poorly-
written one that is difficult to comprehend (Halli-
day and Hasan, 1976). Computational models that
can assess coherence have applications in text gen-
eration and ranking, such as summarization, ma-
chine translation, and dialogue systems.
Researchers have proposed a number of formal
theories of discourse coherence, which have in-
spired the development of many coherence models
– both traditional and neural ones. Inspired by the
Centering Theory (Grosz et al., 1995), the entity
based local models (Barzilay and Lapata, 2008;
∗*Equal contribution
Elsner and Charniak, 2011) formulate coherence
in terms of syntactic patterns of entities in nearby
sentences. Another branch of models (Pitler and
Nenkova, 2008; Lin et al., 2011; Feng et al., 2014)
use coherence relations between adjacent sen-
tences to model local coherence, inspired by the
discourse structure theories of Mann and Thomp-
son (1988) and Webber (2004). Other traditional
methods include word co-occurrence based local
models (Soricut and Marcu, 2006), topic based
global models (Barzilay and Lee, 2004; Elsner
et al., 2007), and syntax based local and global
models (Louis and Nenkova, 2012).
Advancements in deep learning have inspired
researchers to neuralize many of the traditional
models. Li and Hovy (2014) model syntax and
inter-sentence relations using a recurrent sentence
encoder followed by a fully-connected layer. In a
follow-up work, Li and Jurafsky (2017) use gen-
erative models to incorporate global topic infor-
mation with an encoder-decoder architecture. Mo-
hiuddin et al. (2018) propose a neural entity grid
model using convolutions over distributed repre-
sentations of entity transitions. Mesgar and Strube
(2018) model change patterns of salient semantic
information between sentences. Xu et al. (2019)
propose a local discriminative model that retains
the advantages of generative models and uses a
smaller negative sampling space that can learn
against incorrect orderings. Moon et al. (2019)
propose a unified model that incorporates sen-
tence syntax, inter-sentence coherence relations,
and global topic structures in a single framework.
Despite continuous research efforts in develop-
ing novel coherence models, their usefulness in
downstream applications has largely been ignored.
They have been evaluated in mainly two ways.
The most common approach has been to evalu-
ate them on synthetic discrimination tasks that in-
volve identifying the right order of the sentences
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at the local and global levels (Barzilay and Lap-
ata, 2008; Elsner and Charniak, 2011; Moon et al.,
2019). The other (rather infrequent) way has been
to assess the impact of coherence score as an addi-
tional feature in downstream tasks like readability
assessment and essay scoring (Barzilay and La-
pata, 2008; Mesgar and Strube, 2018). Most of
these evaluations have been restricted to only for-
mal texts (e.g., news articles). But since the con-
cept of coherence goes beyond these constrained
tasks and domains, so should the models.
Given the revolutionary advances in neural NLP
methods, with claims of reaching human parity in
machine translation (Hassan et al., 2018), or flu-
ency in summarization (Liu et al., 2017; Celikyil-
maz et al., 2018) and language modeling (Radford
et al., 2019b), coherence evaluation of machine-
generated texts, particularly at a document-level,
is now more crucial than ever (La¨ubli et al., 2018;
Sharma et al., 2019). Traditional task-specific
evaluation methods may not be an accurate reflec-
tion of their real-world performance in terms of
readability (Paulus et al., 2017; Reiter, 2018).
Our main goal in this work is to assess the per-
formance of the existing coherence models not
only on standard, challenging synthetic tasks like
global and local discrimination, but more impor-
tantly on real downstream tasks spanning multiple
domains. Specifically, we benchmark both tradi-
tional and neural coherence models across three
diverse NLP tasks: evaluation of machine trans-
lated texts, evaluation of system-generated ab-
stractive and extractive summaries, and a next ut-
terance ranking task for dialog systems. We also
demonstrate a possible evaluation application for
texts generated by language models.
Our experiments show that there is only a
slight correlation between coherence model per-
formances on synthetic tasks and the application
tasks. The best performing model in the synthetic
tasks is not always the best performer in the down-
stream tasks; the models with lower accuracies
are not necessarily correspondingly poor in per-
formance. Small increments in synthetic task ac-
curacy provide no indication of equivalent perfor-
mance improvement on downstream tasks. A con-
sequence of this is that the traditional model still
performs strongly in certain tasks despite having
a lower accuracy compared to its neural counter-
parts. Our findings will be presented in a leader-
board, and our code and data will be made publicly
available.
2 Evaluation Tasks and Datasets
2.1 Synthetic Tasks
Traditionally coherence models have been evalu-
ated mostly on synthetic tasks. For comparison
with previous work, we use two synthetic tasks to
compare the coherence models.
(i) Global Discrimination. Introduced by
Barzilay and Lapata (2008), in this task coherence
models are asked to distinguish an original (co-
herent) document from its incoherent renderings
generated by random permutations of its sen-
tences. We follow the same experimental setting
of the Wall Street Journal (WSJ) news dataset as
used in previous studies (Elsner and Charniak,
2011; Moon et al., 2019; Xu et al., 2019). Similar
to them, we use 20 random permutations of each
document for both training and testing. Addi-
tionally, we evaluate on inverse discrimination
(Mohiuddin et al., 2018), where the sentence
order is reversed to create the incoherent version.
(ii) Local Discrimination. Local discrimination
was proposed by Moon et al. (2019). In this task,
two documents differ only in a local context (win-
dows of 3 sentences). In this case, the models need
to be sensitive to local changes. We use the same
WSJ dataset as used by Moon et al. (2019).
2.2 Extrinsic Tasks
We evaluate the coherence models on three down-
stream tasks and also present rankings for pre-
trained language models based on coherence
scores produced for their texts.
(i) Machine Translation Evaluation. The out-
puts of neural machine translation (NMT) sys-
tems have been shown to be more fluent than
their phrase-based predecessors (Castilho et al.,
2017). However, a recent study by La¨ubli et al.
(2018) on Chinese-English translation has shown
that there is a statistically strong preference for hu-
man translations in terms of both adequacy and
fluency at a document level. Meanwhile, the flexi-
bility of NMT framework such as the Transformer
(Vaswani et al., 2017) has led researchers to incor-
porate larger context beyond one sentence (Voita
et al., 2018a, 2019; Maruf et al., 2019).
The standard MT evaluation metric BLEU (Pa-
pineni et al., 2002) has been criticized for not be-
ing sensitive to discourse aspects like anaphora
and coherence (Hardmeier, 2014). Guzma´n et al.
(2014, 2015) use sentence-level discourse struc-
ture for MT evaluation. However, coherence is a
document-level phenomenon. Recent studies also
propose targeted datasets for evaluating phenom-
ena like coreference (Guillou et al., 2014; Guil-
lou and Hardmeier, 2016; Bawden et al., 2018;
Voita et al., 2018b) and cohesion (Voita et al.,
2019). Smith et al. (2016) evaluated traditional
(non-neural) coherence models to see if they can
distinguish a reference from a system translated
document, and reported very low accuracy. How-
ever, the situation has changed with the advance-
ments of neural models; today’s coherence models
are claimed to be much more accurate.
Our goal therefore is to evaluate the coherence
of MT outputs at the document level, and to bench-
mark the coherence models on this task. To do
this, we use the system translations released by
the annual Workshop (now Conference) on Ma-
chine Translation (WMT) through the years 2011
to 2019. At a document level, reference (human)
translations can be assumed to be more coherent
than MT outputs. We therefore train the coherence
models to score the reference texts higher than the
MT outputs. These models can then be used to
score different translations of the same source text
in terms of coherence. We compare the rankings
produced by the models against rankings assigned
by humans obtained from a user study.
(ii) Summarization Evaluation. Generating
summaries that are coherent has always been an
attractive goal in summarization (Nenkova and
McKeown, 2011). The widely used automatic
evaluation metric ROUGE (Lin, 2004) measures
the n-gram overlap between the generated sum-
maries and the reference summaries at a sentence
level, and thus is not sufficient for measuring co-
herence. Kryciski et al. (2019) also recently found
almost negligible correlation between ROUGE
scores and human judgments on summary
coherence, especially for abstractive summaries
generated by recent neural summarization models.
We therefore propose to evaluate the coherence
of summaries using different coherence models
and measure their effectiveness on this task. In
particular, we evaluate the models on summaries
from both extractive and abstractive systems.
For evaluating the coherence of extractive sum-
maries, we use the dataset prepared by Barzilay
and Lapata (2008) for their coherence model eval-
uation. The dataset comes with human ratings of
the summaries from the Document Understanding
Conference (DUC), 2003. Since the summaries
are extractive (i.e., sentences selected from the
source) and the source documents are news arti-
cles, we use the coherence models trained for the
global discrimination task on Wall Street Journal
(WSJ) news dataset (Elsner and Charniak, 2011).
For abstractive summarization, we use sum-
maries from state-of-the-art neural abstractive
summarization systems for CNN/DM dataset
(Hermann et al., 2015; Nallapati et al., 2016).
Since abstractive systems vary in their architec-
tures and loss functions, they may produce very
different summaries. We run a human study to val-
idate the rankings given by the coherence models.
(iii) Next Utterance Ranking. Dialogue quality
assessment is crucial for evaluating dialogue sys-
tems. It depends on various conversational aspects
such as engagement, coherence, coverage, conver-
sational depth, and topical diversity (See et al.,
2019). Liu et al. (2016) show that commonly used
metrics such as BLEU and ROUGE show very
weak or no correlation with human judgements.
They also suggest using metrics that take dialogue
context into account. This is particularly impor-
tant as a recent study by Sankar et al. (2019) em-
pirically shows that current neural dialogue sys-
tems rarely use conversational history. We there-
fore propose to evaluate the usefulness of coher-
ence models in dialogue systems.
We evaluate the models on the Noetic End-to-
End Response Selection Challenge II (NOESIS
II), a track in the Dialog System Technology Chal-
lenges 8 (DSTC 8) (Kim et al., 2019). In this prob-
lem, each example consists of a conversational
context U = (u1, . . . , u|U |) and a set of potential
utterances (candidates) C = {c1, . . . , c|C|} that
may occur next in the dialogue; the task is to select
the correct next-utterance r ∈ C.
This task is a nice fit for evaluating coher-
ence models, as a good model should rank a co-
herent dialogue higher than an incoherent one.
The correct utterance along with the conversa-
tional context forms the coherent example P =
(u1, . . . , u|U |, r), while other candidate utterances
cj ∈ C with the conversational context form the
incoherent examples N = (u1, . . . , u|U |, cj). This
is a considerably a harder task as the difference be-
tween coherent and incoherent dialogue is only the
last utterance. We train the coherence models with
these coherent (P ) and incoherent (N ) examples.
The trained models give a score for each example
based on its coherence. We then use our afore-
mentioned assumption (coherence models should
score P higher than N ) for the evaluation.
(iv) Coherence of LM Generated Texts There
have been claims that language models (LM) pre-
trained on large-scale data produce fluent text that
is indistinguishable from those produced by hu-
mans (Radford et al., 2019b). We propose to
evaluate the coherence of such machine-generated
texts to assess their readability. We evaluate 100
such machine generated texts from the two largest
LMs: GPT-2 (Radford et al., 2019a) and CTRL
(Keskar et al., 2019).
We prompt the LMs with 100 sentences taken
from book introductions scraped from the web.
However, despite receiving the same prompt, the
LMs do not necessarily produce similar content.
It would be unfair to compare the coherence eval-
uations of the texts they produce in such cases.
To mitigate this problem, we regulate the con-
tent produced by the LMs. We do this by inter-
leaving the gold sentences from the book intro-
ductions with the LM generated sentences within
the prompt. That is, first, the first sentence from
the gold data is used to prompt the LMs. The sen-
tence produced by the LM is then extracted. These
two sentences are concatenated along with the 3rd
sentence from the gold data and used as the next
prompt, and so on. This results in a controlled pro-
duction of text with an equal number of sentences
produced by all LMs; every alternate sentence is
gold data, and the other half of the text is LM gen-
erated. This provides a more robust way to force
different LMs to generate similar content, ensur-
ing that the coherence evaluation is more reliable.
Because of the nature of the texts considered in
this task (formal), we use the coherence models
that are trained for discriminating WSJ articles.
3 Coherence Models
We benchmark the performance of five coherence
models on the tasks discussed above.
(a) Entity Grid. Barzilay and Lapata (2005,
2008) introduced the popular entity-based model
(EGRID) for representing and assessing text
coherence motivated by the Centering Theory
(Grosz et al., 1995). This model represents a
text with a two-dimensional array called an entity
grid, that captures transitions of discourse entities
across sentences. These local entity transitions
are used as deciding patterns for text coherence;
a local entity transition of length k is a sequence
of {S,O,X,–}k representing grammatical roles
(Subject, Object, Other, and Absent, respectively)
played by an entity in k consecutive sentences.
The salience of the entities, quantified by the
occurrence frequency, is also incorporated to
identify transitions of important entities. Elsner
and Charniak (2011) improve the basic entity
grid by including non-head nouns as entities
(with the grammatical role X). Instead of using
a coreference resolver, they match the nouns
to detect coreferent entities. In our work, we
consider this version of the entity grid model.
(b) Neural Entity Grid. A neural version of the
entity grid model (NEURALEGRID) was proposed
by Nguyen and Joty (2017). The grammatical
roles in the entity grid are converted into their dis-
tributed representations, and the entity transitions
are modeled in the distributed space by perform-
ing a convolution operation over it. The final co-
herence scores are computed from convolved fea-
tures that have gone through a spatial max-pooling
operation. A global, document-level pairwise loss
is used to train the model.
(c) Lexicalized Neural Entity Grid. Mohiuddin
et al. (2018) propose an improvement of the neural
entity grid (LEXNEURALEGRID) by lexicalizing
the entity transitions using off-the-shelf word
embeddings to achieve better generalization.
(d) Transferable Neural Model. In order to gen-
eralize the coherence model across domains, Xu
et al. (2019) propose a transferable neural model
(TRANSMODEL) that considers coherence at a lo-
cal level, taking only adjoining sentences as in-
put. Coupled with pre-training of the sentence en-
coders in a generative fashion, their model demon-
strates significant improvements in performance,
despite being a local coherence model.
(e) Unified Neural Model. Moon et al. (2019)
propose a unified model (UNIFIEDMODEL) that
captures syntax (as a proxy of intention), discourse
relations, entity attention and global topic struc-
tures. The syntax is captured by incorporating an
explicit language model loss. A bi-linear layer is
used to capture the inter-sentential discourse re-
lations, while light-weight convolution is used to
capture the attention and topic structures.
Sections # Doc. # Pairs
Train 00-13 1,378 26,422
Test 14-24 1,053 20,411
Table 1: Statistics of the WSJ news dataset used for the
Global discrimination task.
Model Emb. Standard Inverse
EGRID – 81.60 75.78
NEURALEGRID – 84.36 83.94
LEXNEURALEGRID word2vec 88.51 88.13
TRANSMODEL Avg. Glove 91.77 99.62
UNIFIEDMODEL ELMo 93.19 96.78
Table 2: Results: Accuracies of the coherence models
in the Global Discrimination task.
4 Experiments
For each of the coherence models, we con-
ducted experiments with publicly available codes
from the respective authors. The three recent
methods use word embeddings: LEXNEURALE-
GRID TRANSMODEL and UNIFIEDMODEL use
Word2vec (Mikolov et al., 2013), average GloVe
(Pennington et al., 2014), and ELMo (Peters et al.,
2018) embeddings respectively. We use the de-
fault settings and hyperparameters suggested by
the authors.
4.1 Global Discrimination
Setup. We follow the same experimental set-
tings of the WSJ news dataset as used in previous
works (Xu et al., 2019; Mohiuddin et al., 2018;
Elsner and Charniak, 2011; Feng et al., 2014). We
use 20 random permutations of each document for
both training and testing, excluding the permuta-
tions that match the original one. Table 1 summa-
rizes the data sets used in the global discrimination
task. We randomly select 10% of the training set
for development purposes.
Results. Table 2 presents the results in terms of
accuracy on the two global discrimination tasks –
the standard and the inverse order discrimination.
We see that UNIFIEDMODEL achieves the high-
est accuracy on the standard order discrimination
task and TRANSMODEL performs the best on the
Inverse order discrimination task. The other three
models use entity grid, hence they lose the senten-
tial structure of the document. UNIFIEDMODEL
and TRANSMODEL both capture sentence gram-
mar and discourse relations. Their performance on
the global discrimination task corroborates this.
Sections # Doc. # Pairs
Dw=1 Dw=2 Dw=3 Dw=1,2,3
Train 00-13 748 7,890 12,280 12,440 32,610
Test 14-24 618 6,568 9,936 9,906 26,410
Table 3: Statistics on the WSJ news dataset used for the
Local discrimination task. The w denotes the number
of permuted local windows in a document.
Model Dw=1,2,3 Dw=1 Dw=2 Dw=3
EGRID 59.78 53.89 60.43 63.04
NEURALEGRID 57.49 56.74 57.11 60.0
LEXNEURALEGRID 56.65 58.21 58.95 58.42
TRANSMODEL 66.87 66.25 67.95 65.52
UNIFIEDMODEL 77.07 67.29 76.12 81.23
Table 4: Results: Accuracies of the models in the Local
Discrimination task.
4.2 Local Discrimination
Setup. We use the same WSJ articles used in
the global discrimination task (Table 1) to create
our local discrimination datasets. We use the code
released by Moon et al. (2019) to generate these
datasets.1 Sentences within a local window of size
3 are re-ordered to form a locally incoherent text.
Only articles with more than 10 sentences are
included in the dataset. Table 3 summarizes the
datasets. We randomly select 10% of the training
set for development purposes.
Following Moon et al. (2019), we create four
datasets for our local discrimination task: Dw=1,
Dw=2, Dw=3 and Dw=1,2,3. Dw=1 contains the
documents where only one randomly selected
window is permuted, Dw=2 contains the docu-
ments where two randomly selected windows are
permuted; Dw=3 is similarly created for 3 win-
dows. Dw=1,2,3 denotes the concatenated datasets.
Results. From Table 4, we see that the UNI-
FIEDMODEL achieves the highest accuracy on all
four datasets. A possible reason for the better per-
formance of UNIFIEDMODEL could be their loss
function. Unlike other models, they use an adap-
tive pairwise ranking loss which does not penalize
the locally coherent sentences. In the local dis-
crimination task, the difference between positive
and negative examples is small; most of the cases
are locally coherent. UNIFIEDMODELs´ loss func-
tion can capture this.
1https://github.com/taasnim/
unified-coherence-model
Figure 1: User study interface for coherence ranking.
4.3 Machine Translation
Setup. Under the assumption that the reference
translations are more coherent at the document
level than the system translations, we train the
coherence models with the reference text as the
positive and the system translation as the nega-
tive document, forming a positive-negative docu-
ment pair. We use the data from WMT-2011 to
WMT-2015 for training (28,985 document-pairs),
WMT-2016 for development (7,647 document-
pairs) and WMT-2017 to WMT-2018 for test-
ing (20,680 document-pairs). The data consists
of translated texts taken from all language-pairs
where English is the target language.
We evaluate the system translations by produc-
ing a ranking between the different translations of
the same source text. To do this, we first obtain
scores from the coherence models for the refer-
ence and each of the corresponding system transla-
tions. Then, we normalize the scores of the system
translations by subtracting them from score of the
reference translation. These normalized coherence
scores are used to rank the system translations.
Results. To validate the rankings of the transla-
tions given by the coherence models, we obtain
rankings given by humans in a user study.2 Fig-
ure 1 shows the layout of the user study, where the
participants are shown four sentences from three
candidate translations of the same source text and
asked to rank them against each other. One of the
given translations is the reference, used as a con-
trol, and to validate our assumption that the refer-
ence is more coherent than the system translations.
Participants chose the reference as more coher-
ent with an agreement of 0.84, confirming our as-
sumption and justifying our training setup.3 Table
2Note that this study was conducted as part of another
concurrent work with a different objective.
3Traditional correlation measures such as Cohen’s Kappa
are not robust to skewed distributions of annotations, which
Model Acc. (%) AC1 Agr.
EGRID 48.74 0.797
NEURALEGRID 52.58 0.760
LEXNEURALEGRID 56.84 0.795
TRANSMODEL 57.65 0.751
UNIFIEDMODEL 77.35 0.828
Table 5: Machine Translation setting results on
WMT17-18 data. Accuracies: % of times reference
scored higher and AC1 agreements for system transla-
tion rankings between annotators and models. Annota-
tors: three native English speakers in a paid user study.
5 reports the accuracy of the models and the re-
sults of the model ranking comparison against hu-
man rankings. We see that the UNIFIEDMODEL
which has the highest accuracy in scoring refer-
ence texts as higher, also has the highest agree-
ment for rankings with humans. The rest of the
models have similar agreements with human rank-
ings. Surprisingly, the traditional EGRID model
has high agreements with humans.
4.4 Abstractive Summarization
Setup. We use the test set of CNN/DM for this
task. We collected the reference summaries from
the CNN/DM test set as well as the summaries
generated by the following four state-of-the-art
abstractive summarization systems: (a) Pointer-
Generator (PG) (See et al., 2017), (b) BERT-
SUMEXTABS (BSEA) (Liu and Lapata, 2019),
(c) UniLM (Dong et al., 2019), and (d) SENECA
(Sharma et al., 2019).
We first conducted a user study to check how
often the reference is preferred as a more coher-
ent text over the generated summaries. The agree-
ment between the two annotators was only 0.54,
showing low preference for the reference sum-
mary. Given this, it would not be appropriate to
train the models under the assumption that the ref-
erence summaries are more coherent. Therefore,
we use the coherence models trained on the WSJ
dataset for this task as well.
The coherence models predict the scores for
each system-generated summary in the test set.
The scores produced by the models are then used
to rank the summaries of the same original article.
We conducted a small-scale human study to val-
idate the effectiveness of the rankings produced by
was an issue here since the annotators were always more
likely to choose the reference as better. Thus, we report
the more appropriate Gwet’s AC1/gamma coefficient (Gwet,
2008), which controls for this.
Summarization Systems
Models Agr. BSEA UniLM PG SENE
EGRID 0.71 2.45 2.22 2.54 2.80
NEURALEGRID 0.68 2.13 1.89 2.84 3.13
LEXNEURALEGRID 0.71 2.52 1.97 2.88 2.62
TRANSMODEL 0.55 2.80 2.72 2.48 2.00
UNIFIEDMODEL 0.68 1.70 3.40 1.92 2.98
Table 6: Agreement shows the AC1 agreement for the
pairwise ranking of the generated summaries between
two annotators and the models. The last four columns
show the average rankings (over the test set) assigned
by the models to the different summarization systems.
the coherence models. We randomly sampled 10
sets of summaries from the dataset with each set
containing four generated summaries of the same
article, thus resulting in
(
4
2
) × 10 = 60 pairs of
system summaries. Two annotators were asked to
rank each pair of the summaries in terms of coher-
ence; see Appendix for the human study interface.
Results. For the user study, the agreement be-
tween the two annotators was 0.78, which indi-
cates fairly reliable data. After we obtain the rank-
ings based on the coherence scores produced by
the models, we compute the agreements between
the systems and the two annotators, reported in Ta-
ble 6. EGRID and LEXNEURALEGRID show the
highest agreement with human judgements.
On the right-hand side of Table 6, we present
the average ranking of the summaries produced by
different summarization models. This coherence-
based evaluation of the summarization systems
can be considered a real-world use-case for the co-
herence models. Each summary is assigned a rank
between 1 and 4 based on the coherence scores
produced by the models. The average ranking is
computed by averaging the rankings over all the
test samples. It can been seen that the coherence
models with higher human agreement, EGRID and
LEXNEURALEGRID yield similar rankings; they
rank the summaries produced by UniLM as more
coherent than others in general.
4.5 Extractive Summarization
Setup. The dataset from Barzilay and Lapata
(2008) provides 16 sets of summaries where each
set corresponds to a multi-document cluster and
contains summaries generated by 5 systems and 1
human. The human ratings for these summaries
based on coherence are also available.4
4See Appendix for details. Rankings are avail-
able in http://homepages.inf.ed.ac.uk/mlap/
coherence/
Summarization Systems
Models Agr. S-6 S-13 S-26 S-16 S-18
Human Ranking – 2.31 2.44 3.88 2.75 3.63
EGRID 0.52 2.50 3.06 3.25 3.31 2.88
NEURALEGRID 0.70 2.31 1.75 4.13 3.31 3.50
LEXNEURALEGRID 0.57 2.63 2.63 3.31 3.31 3.13
TRANSMODEL 0.38 3.25 3.31 1.94 3.69 2.81
UNIFIEDMODEL 0.35 2.94 4.38 1.63 3.31 2.75
Table 7: AC1 Agreement for the pairwise ranking of
the generated summaries between human and the mod-
els. The last five columns show the average rankings.
Train Dev Test
Advising dataset
# of conv. 50,535 500 269
# of coh.-incoh. pairs/conv. 20 99 99
# of total example pairs 10,10,700 49,500 26,631
Ubuntu dataset
# of conv. 49,387 500 1078
# of coh.-incoh. pairs/conv. 20 99 99
# of total example pairs 9,87,740 49,500 1,06,722
Table 8: Statistics of the refined Advising and Ubuntu
datasets for the utterance ranking task.
In this experiment, since there is no agreement
between human annotators available, we simply
follow the same experimental setup as in abstrac-
tive summarization. We use the coherence models
trained on the WSJ dataset to produce scores that
can be used to obtain the pairwise ranking of gen-
erated summaries. Based on the ratings provided
by Barzilay and Lapata (2008), we can generate
the human pairwise rankings.
Results. We present the agreements between the
generated human ranking and the systems in Ta-
ble 7. We show the average rankings for differ-
ent extractive systems (e.g., S-6, S-13, . . .) in the
last five columns. NEURALEGRID has a higher
agreement with human judgement compared to the
other models. It also yields an average ranking
very similar to the human average ranking.
By showing that models with high human
agreements can produce reasonable rankings
(see agreements) of summarization systems, we
demonstrate that evaluating summarization sys-
tems using coherence as a measure is viable as a
research objective. We hope that this can serve
to motivate summarization evaluation towards the
coherence of the summaries rather than purely fo-
cusing on the improvements in ROUGE scores.
4.6 Utterance Ranking
Setup. We evaluated the coherence models on
both datasets of the DSTC8 response selection
track, i.e., the Advising and Ubuntu datasets.5 The
former contains two-party dialogues that simu-
late a discussion between a student and an aca-
demic advisor, while the latter consists of multi-
party conversations extracted from the Ubuntu
IRC channel (Kummerfeld et al., 2019).
For a given conversational context, the goal is
to select the next utterance from a candidate pool
of 100 utterances, which may or may not contain
the correct next utterance. We filter the datasets
to suit the settings for coherence models. In our
refined datasets, we exclude the conversations that
have less than 7 or more than 50 utterances in the
context. To ensure that we have pairwise coherent
and incoherent examples, we only include the con-
versations that contain the correct next utterance in
the candidate pool. Table 8 shows the statistics of
our refined datasets for the utterance ranking task.
Results. Table 9 summarizes the results on the
refined datasets for the utterance ranking task. The
DSTC8 challenge ranking considers the average of
Recall@1, Recall@5, Recall@10 and Mean Re-
ciprocal Rank (MRR). We report both the official
evaluation results and the coherence models’ per-
formance even though the latter is tested on the
refined datasets. From the results, we see that the
overall performance of all the coherence models
is quite poor. This is not particularly surprising,
since this is a considerably harder task for the co-
herence models alone. However, given that some
models perform relatively well (e.g., NEURALE-
GRID on the Ubuntu dataset), the insights of these
models can be incorporated into the dialogue sys-
tems to make them sensitive to the context.
4.7 Evaluation of LM Generated Texts
Setup. Similarly, the pre-trained coherence
models are applied to evaluate the text outputs
from LMs, specifically, GPT2 and CTRL6. More-
over, it’s also interesting to test on the texts pro-
duced by the models with different sizes (i.e.,
GPT2-Base, GPT2-Large, GPT2-XL)7.
Consequently, we have 100 sets in total with
each set containing four texts. The coherence
5https://github.com/dstc8-track2/
NOESIS-II/
6We use Books as the Control Code for CTRL model.
7We use the implementation from HuggingFace (Wolf
et al., 2019).
R@1 R@5 R@10 MRR Acc.
Advising dataset
Official Evaluation
Best 0.564 0.81 0.88 0.68 X
Median 0.14 0.37 0.51 0.26 X
Worst 0.01 0.05 0.09 0.05 X
Coherence Model
EGRID 0.004 0.03 0.07 0.04 47.16
NEURALEGRID 0.057 0.17 0.23 0.13 56.15
LEXNEURALEGRID 0.046 0.17 0.26 0.13 57.66
TRANSMODEL 0.067 0.20 0.30 0.14 66.62
UNIFIEDMODEL 0.022 0.06 0.19 0.11 54.33
Ubuntu dataset
Official Evaluation
Best 0.761 0.96 0.98 0.85 X
Median 0.55 0.86 0.93 0.68 X
Worst 0.24 0.38 0.46 0.32 X
Coherence Model
EGRID 0.007 0.05 0.09 0.05 47.48
NEURALEGRID 0.18 0.39 0.49 0.29 73.18
LEXNEURALEGRID 0.15 0.31 0.39 0.24 74.39
TRANSMODEL 0.045 0.14 0.26 0.12 70.94
UNIFIEDMODEL 0.035 0.17 0.33 0.13 74.49
Table 9: Utterance ranking results for different coher-
ence models on Advising and Ubuntu datasets. R@k
indicates Recall@k, X indicates result not shared.
Model GPT2-Base GPT2-L GPT2-XL CTRL
Params 117M 774M 1.55B 1.63B
EGRID 2.91 2.85 2.50 1.74
NEURALEGRID 2.90 2.92 2.36 1.82
LEXNEURALEGRID 2.91 2.84 2.38 1.87
TRANSMODEL 2.45 2.97 2.70 1.88
UNIFIEDMODEL 2.40 2.59 2.49 2.52
Table 10: The average coherence rankings for pre-
trained LM generated texts. Lower is better.
models produce the coherence score for these
textx. Based on the scores, we rank the four sys-
tems from 1 to 4. The average ranking is computed
by averaging the rankings across 100 sets.
Results. Table 10 presents the average rankings
of generated texts derived from the coherence
models. CTRL performs consistently better than
GPT-2 in all the rankings except for the ranking
produced by UNIFIEDMODEL. The rankings of
the generated texts seem to improve in general
with an increase in the number of LM parameters.
5 Conclusions
We benchmark the performance of popular tradi-
tional and neural coherence models on standard
sentence ordering tasks, and more importantly, on
various downstream application tasks in NLP. We
show that higher accuracies on synthetic sentence
ordering tasks do not always translate directly into
better performance on downstream tasks, possibly
signalling a need for change in the way coherence
models are typically evaluated.
Conversely, we also demonstrate through our
experiments and user studies that coherence mod-
els have the potential to be used for evaluating the
coherence of machine-generated texts.
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A Appendix
A.1 Human Study Interface for Abstractive
Summarization
We show the interface of human study for abstrac-
tive summarization in Figure 1.
A.2 Human Study for Extractive
Summarization
We briefly describe the human study for extractive
summarization. The human study was conducted
by ?. Coherence ratings for summaries were col-
lected during an elicitation study by 177 unpaid
native speakers of English. The annotators were
asked to use a seven point-scale to rate each sum-
mary based on how coherent the summaries were
without having seen the source texts. The ratings
(approximately 23 per summary) given by the sub-
jects were averaged to provide a final rating score
between 1 and 7 for each summary.
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Figure 1: Human Study Interface for Abstractive Summarization
