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Abstract
We study the quantum evolution in dimension three of a system composed by a test particle
interacting with an environment made of N harmonic oscillators. At time zero the test particle
is described by a spherical wave, i.e. a highly correlated continuous superposition of states with
well localized position and momentum, and the oscillators are in the ground state. Under suit-
able assumptions on the physical parameters characterizing the model, we give an asymptotic
expression of the solution of the Schro¨dinger equation of the system with an explicit control of
the error. The result shows that the approximate expression of the wave function is the sum
of two terms, orthogonal in L2(R3(N+1)) and describing rather different situations.
In the first one all the oscillators remain in their ground state and the test particle is described
by the free evolution of a slightly deformed spherical wave.
The second one consists of a sum of N terms where in each term there is only one excited
oscillator and the test particle is correspondingly described by the free evolution of a wave
packet, well concentrated in position and momentum. Moreover the wave packet emerges from
the excited oscillator with an average momentum parallel to the line joining the oscillator with
the center of the initial spherical wave. Such wave packet represents a semiclassical state for
the test particle, propagating along the corresponding classical trajectory.
The main result of our analysis is to show how such a semiclassical state can be produced,
starting from the original spherical wave, as a result of the interaction with the environment.
1
21. Introduction
The analysis of the emergence of a classical behavior in a quantum system is a subject of
interest not only from the conceptual but also from the applicative point of view. Indeed, for
the correct behavior of any quantum device it is surely relevant to understand under which
conditions genuine quantum effects, like interference or entanglement, are reduced or cancelled.
It is widely accepted that a crucial classicality condition is obtained requiring that the Planck’s
constant ~ is small with respect to the typical action of the system. An important example
where the classical behavior is recovered in the limit ~ → 0 is the case of the evolution of
a quantum particle initially described by a ”semiclassical” state, e.g. a state with a suitable
dependence on ~ like a WKB or a coherent state. A typical result in this context is that for
~→ 0 the evolution is again given by a semiclassical state, propagating along the corresponding
classical trajectories (see e.g. [R], [CR]).
On the other hand, it is important to remark that in many interesting physical situations the
initial state of the quantum system is a genuine quantum state, like a superposition state, and
nevertheless the system exhibits a classical behavior during the evolution. In such cases the
limit ~ → 0 for the isolated system cannot help and the role of the quantum environment
must be taken into account, according to the approach known as decoherence theory (see e.g.
[GJKKSZ], [BGJKS], [H]; for some rigorous results see [AFFT], [CCF]). Roughly speaking, for
such kind of physical situations one has to consider the Schro¨dinger equation for the ”system
+ environment” and one has to prove that, for appropriate values of the physical parameters
characterizing system and environment, the system shows a classical behavior as a result of its
interaction with the environment.
In this paper we consider the case of the evolution of a quantum particle initially described by
a spherical wave, i.e. a highly correlated continuous superposition of states with well localized
position and momentum. Our aim is to show that a semiclassical wave packet for the particle,
and therefore the propagation along a classical path, emerges as a result of the interaction with
the environment.
This kind of problem was already raised in the early days of Quantum Mechanics and it was
discussed in a seminal paper by Mott in 1929 ([M]) in connection with a possible explanation of
the linear tracks left by an α-particle in a cloud chamber (see also [FigT] for a historical analysis
of the problem). We recall that the α-particle is emitted by a radioactive source in the form of
a spherical wave and then it interacts with the atoms of the vapor filling the device. If an atom
is excited then the amplified effect of the excitation is observed. As a matter of fact, in the
experiment one observes straight tracks, corresponding to the excitation of a sequence of many
atoms whose positions are aligned with the center of the spherical wave. The observed track
is regarded as the experimental manifestation of the ”classical trajectory” of the α-particle.
From the point of view of a theoretical description, the non trivial problem arises to explain
how a spherical wave can produce the observed classical trajectory. In Mott’s paper an answer
is given considering a model of environment made of only two atoms. At a physical level of
rigor, it is shown that the probability that both atoms are excited is negligible unless the two
atoms are aligned with the center of the spherical wave. The approach is based on second order
3perturbation theory for the stationary Schro¨dinger equation and a repeated use of stationary
phase arguments (we refer to [DFT] for an attempt to revisit Mott’s approach in a fully time
dependent setting and to [FinT] for a detailed analysis of a simpler one dimensional model).
Here we consider a more general quantum system in R3 made of a test particle, initially de-
scribed by a spherical wave centered in the origin, interacting with N harmonic oscillators,
initially placed in their ground state. The aim is to study the evolution of the whole system
after the interaction of the test particle with each oscillator has taken place. More precisely,
we introduce a set of assumptions on the physical parameters characterizing the system, col-
lectively described by a small parameter ε > 0, and we give an asymptotic expression for the
solution of the Schro¨dinger equation up to order ε2 with an explicit control of the error.
Roughly speaking, the result shows that the probability that more than one oscillator is excited
is negligible and therefore the evolution of the system can be decomposed in only two rather
different ”histories”. In the first one the oscillators remain in their ground state and the test
particle is described by the free evolution of a (slightly deformed) spherical wave. The second
history consists of a sum of N terms where in each term there is only one excited oscillator.
Here the test particle is correspondingly described by the free evolution of a wave packet, well
concentrated in position and momentum, emerging from the excited oscillator with an average
momentum parallel to the line joining the origin with the oscillator.
Such wave packet represents a semiclassical state for the test particle, propagating along the
corresponding classical trajectory (the straight track observed in the cloud chamber).
We stress that the main result of our analysis is to show how such a semiclassical state can
be produced, starting from the original spherical wave, as a result of an interaction with the
environment. Moreover we emphasize that the interaction with the environment is entirely
described in terms of the Schro¨dinger dynamics without any recourse to wave packet collapse
rule.
The paper is organized as follows.
In section 2 we give a detailed description of the model and we formulate our main result
(theorem 2.1). In section 3 we describe the line of the proof and we formulate some intermediate
results required to conclude the proof of theorem 2.1. In sections 4, 5, 6, 7, 8 we give a proof
of the above mentioned intermediate results.
For the convenience of the reader, we collect here some of the most used notation in the paper.
- x = (x1, x2, x3) is a vector in R
3, |x| the euclidean norm and xˆ = x
|x|
the corresponding unit
vector. The scalar product in R3 is x · y.
- n = (n1, n2, n3) is a vector in N
3 and, with an abuse of notation, |n| = n1 + n2 + n3.
- 〈x〉 = (1 + |x|2)1/2, x ∈ R3 and 〈y〉 = (1 + y2)1/2, y ∈ R.
- ‖ · ‖, (·, ·) are the norm and the scalar product in L2(R3(N+1)) respectively.
- ‖ · ‖Lp, p > 0, is the norm in Lp(R3) and 〈·, ·〉 the scalar product in L2(R3).
- The derivative of a function f defined in R3 is denoted by
Dαf(x) =
∂|α|
∂xα11 ∂x
α2
2 ∂x
α3
3
f(x)
4for α ∈ N3 and |α| = α1 + α2 + α3.
- W n,1s (R
3), n ∈ N, s > 0, is the weighted Sobolev space equipped with the norm
‖f‖Wn,1s =
∑
α,|α|≤n
∫
dx 〈x〉s|Dαf(x)|
- f˜ is the Fourier transform of f .
- We shall use the following abbreviations for sums and products∑
n
≡
∞∑
n1,n2,n3=1
∏
k,k 6=j
≡
N∏
k=1,k 6=j
- During the proofs we shall often denote by c, ck a generic positive constant, possibly dependent
on the integer k.
2. Description of the model and main result
Let us consider a non relativistic quantum system made of N+1 spinless particles in dimension
three, where one test particle has massM and the remaining N particles with massm are bound
by a harmonic potential of frequency ω around the equilibrium positions a1, . . . ,aN . In the
model, the test particle plays the role of the α-particle while the harmonic oscillators play
the role of electrons in a simplified version of model-atoms with fixed nuclei. The interaction
between the test particle and the j-th harmonic oscillator is described by a smooth two body
potential V . We denote by R the position coordinate of the test particle and by r1, . . . , rN the
position coordinates of the harmonic oscillators. Therefore the Hamiltonian of the system in
L2(R3(N+1)) is given by
H = H0 + λ
N∑
j=1
Vj (2.1)
where
H0 = h0 +
N∑
j=1
hj , h0 = − ~
2
2M
∆R, hj = − ~
2
2m
∆rj +
1
2
mω2(rj − aj)2 (2.2)
λ > 0 is a coupling constant and Vj is the multiplication operator by
Vj(R, rj) = V (δ
−1(R− rj)), δ > 0 (2.3)
We are interested in the evolution of the system when the initial state is given in the product
form
Ψ0(R, r1, . . . , rN ) = ψ(R)
N∏
j=1
ϕ0,j(rj) (2.4)
5where ψ(R) is a spherical wave centered in the origin and ϕ0,j(rj) is the ground state of the
harmonic oscillator centered in aj . More precisely the spherical wave is given by
ψ(R) = N f(σ−1R)
∫
S2
duˆ ei
Mv0
~
uˆ·R (2.5)
where N is a normalization constant, σ, v0 > 0, f belongs to the Schwartz space S(R3) with
‖f‖L2 = 1 and it is rotationally invariant. For the sake of concreteness we choose
f(x) = pi−3/4 e−
|x|2
2 (2.6)
but it will be clear in the following that the result of our analysis is independent of the specific
choice of f . Formula (2.5) defines a spherical wave concentrated in position around the origin
with an isotropic momentumMv0. Moreover, for the eigenfunctions of the harmonic oscillators,
we denote n = (n1, n2, n3) ∈ N3 and
ϕn,j(r) = ϕn(r − aj) = γ−3/2φn(γ−1(r − aj)), γ =
√
~
mω
(2.7)
φn(x) ≡ φn1(x1)φn2(x2)φn3(x3) (2.8)
where φnk is the Hermite function of order nk. In particular the ground state corresponds to
n = 0 = (0, 0, 0).
In this generality, it is surely too hard to obtain a detailed description of the evolution of the
system. We shall limit ourselves to consider an appropriate scaling limit and to derive an
approximate evolution with an explicit control of the error. More precisely, we introduce a
small parameter ε > 0 and fix
~ = ε2 M = 1 σ = ε m = ε ω = ε−1 δ = ε λ = ε2 (2.9)
Under this scaling the Hamiltonian becomes
Hε = Hε0 + ε
2 V ε (2.10)
where
Hε0 = h
ε
0 +
N∑
j=1
hεj , h
ε
0 = −
ε4
2
∆R, h
ε
j = ε
−1
[
−ε
4
2
∆rj +
1
2
(rj − aj)2
]
(2.11)
and
V ε =
N∑
j=1
V εj , V
ε
j (R, rj) = V
(
ε−1(R− rj)
)
(2.12)
6The rescaled initial state of the system is
Ψε0(R, r1, . . . , rN ) = ψ
ε(R)
N∏
j=1
ϕε0,j(rj) (2.13)
ψε(R) =
Nε
ε5/2
f
(
ε−1R
) ∫
S2
duˆ e
i
ε2
v0uˆ·R (2.14)
ϕεn,j(rj) =
1
ε3/2
φn
(
ε−1(rj − aj)
)
n ∈ N3 (2.15)
By a direct computation one sees that the normalization constant Nε for ε→ 0 reduces to
N0 = v0
4pi
(2.16)
We notice that under this scaling the energy levels of each harmonic oscillator are
Eεn = ε
(
|n|+ 3
2
)
, |n| = n1 + n2 + n3 (2.17)
Furthermore we introduce the following assumptions:
(A) The Fourier transform V˜ of the interaction potential V belongs to the weighted Sobolev
space W 4,14 (R
3).
(B) The positions of the oscillators a1, . . . ,aN satisfy the two conditions:
|a1| < |a2| < . . . < |aN | and ai · aj 6= |ai||aj | , i 6= j.
We notice that under assumption (A) the Hamiltonian Hε is surely self-adjoint and bounded
from below (in fact much less is required). In particular this implies that the unitary evolution of
the system is well defined for any time t. Assumption (A) is also crucial for our specific method
of proof, based on repeated integrations by parts in highly oscillatory integrals. Furthermore
assumption (B) is a technical ingredient useful for the proof.
We stress that our model is completely defined by the Hamiltonian (2.10), the initial state
(2.13) and the assumptions (A), (B). Before approaching the evolution problem, we briefly
comment on the physical meaning of our scaling for ε→ 0.
We first observe that the dimensionless quantity
~
Mv0σ
(2.18)
is of oder ε, which means that the wavelength ~
Mv0
associated to the α-particle is much smaller
than the spatial localization σ (high momentum regime). Analogously for any j = 1, . . . , N the
quantities
σ
|aj | ,
γ
|aj | ,
δ
|aj| (2.19)
are of order ε, i.e. the spatial localization of the test particle, the ”diameter” of the oscillators
and the range of the interaction are much smaller than the macroscopic distance |aj |.
7Moreover we notice that the energy levels of the oscillators ~ω(|n|+3/2) are of order ε and the
coupling constant λ is of order ε2 while the kinetic energy of the test particle is of order one
for ε→ 0. This guarantees that the energy loss for the test particle due to the interaction with
an oscillator is very small (quasi-elastic regime) and the perturbative approach can be used.
Finally it is interesting to compare the characteristic times of the system. In particular we define
the classical flight times for j = 1, . . . , N as the time spent by a classical particle, starting from
the origin with velocity v0, to reach the oscillator in aj
τj =
|aj |
v0
(2.20)
the ”period” of the oscillators
To =
2pi
ω
(2.21)
and the transit time, i.e. the time spent by the test particle to travel the diameter of an
oscillator
Tt =
γ
v0
(2.22)
It turns out that
Tt
To
= O(1) (2.23)
i.e. the test particle can ”see” the internal structure of the oscillators and
Tt
τj
= O(ε) (2.24)
which implies that τj can be reasonably identified as the collision time of the test particle with
the oscillator in aj.
We are now ready to study the solution of the Schro¨dinger equation with initial datum Ψε0
Uε(t)Ψε0 , Uε(t) = e−i
t
ε2
Hε (2.25)
for t > τN , i.e. for a fixed time t sufficiently large so that all collisions of the test particle
with the oscillators have taken place. In particular we shall perform a perturbative analysis
computing the first correction for ε→ 0 to the free evolution of the system
Uε0 (t)Ψε0 , Uε0 (t) = e−i
t
ε2
Hε0 (2.26)
In order to formulate our main result, it is convenient to introduce the following definition.
Definition 2.1. Let P εj = P
ε
j (R, r1, . . . , rN) be the following function
P εj (R, r1, . . . , rN ) =
∑
n
P εn,j(R)ϕ
ε
n,j(rj)
∏
k,k 6=j
ϕε0,k(rk) (2.27)
8where P εn,j is the wave packet for the test particle given by
P εn,j(R) =
Cεn,j
ε3/2
An,j
(
R−(aˆj ·R)aˆj
ε
)
e−
(aˆj ·R−Zεn,j)
2
2ε2
+ i
Vεn
ε2
aˆj ·R (2.28)
Cεn,j = −
i8pi9/4Nε
v30τ
2
j
e
i
ε
|n|τj+i
|n|2τj
2v20 (2.29)
An,j(y) = e−i
|y|2
2τj
[
V˜ · (˜φnφ0)
]
(−τ−1j y + |n|v0aˆj) (2.30)
Zεn,j = ε
|n|τj
v0
(2.31)
Vεn = v0 − ε
|n|
v0
(2.32)
We underline that the wave packet P εn,j plays a crucial role in our analysis. It is written as the
product of two different wave packets. The first one is a function of the two dimensional vector
R−(aˆj ·R)aˆj, orthogonal to the direction of the j-th oscillator aˆj , and it is well concentrated
in position and momentum around the origin for ε→ 0. The second one is a one-dimensional
gaussian wave packet in the variable aˆj · R, i.e. a coordinate along the direction of the j-th
oscillator aˆj. For ε → 0 such wave packet is well concentrated in position around Zεn,j and in
momentum around Vεn.
With the notation introduced in definition 2.1, we state our main result.
Theorem 2.1. Let us assume (A), (B). Then for any t > τN there exists C(t) > 0 such that
Uε(t)Ψε0 = Uε0 (t)Ψε0 + ε2
N∑
j=1
Uε0 (t)P εj + Eε(t) (2.33)
where
‖Eε(t)‖ ≤ C(t) ‖V˜ ‖W 4,14 ε
3 (2.34)
Let us conclude this section with few comments. Theorem 2.1 provides the required approximate
dynamics of the system for ε small. Using the expressions for the free propagator U0(t), the
initial state Ψε0 and the functions P
ε
j , formula (2.33) can be rewritten as
(Uε(t)Ψε0) (R, r1, . . . , rN)
= e−i
t
ε2
NEε0
[(
e−i
t
ε2
hε0ψε
)
(R) + ε2
N∑
j=1
(
e−i
t
ε2
hε0P ε0,j
)
(R)
]
N∏
k=1
ϕε0,k(rk)
+ ε2 e−i
t
ε2
(N−1)Eε0
N∑
j=1
∑
n 6=0
e−i
t
ε2
Eεn
(
e−i
t
ε2
hε0P εn,j
)
(R)ϕn,j(rj)
∏
k,k 6=j
ϕ0,k(rk)
+ Eε(t) (2.35)
9In the above formula the approximate wave function of the system has been written as the
sum of two terms (or histories). In the first one all oscillators remain in their ground state and
the test particle is described by the free evolution of the spherical wave slightly deformed by
the free evolution of the small wave packets P ε0,j, j = 1, . . . , N emerging from each oscillator.
The second term is a sum over j, j = 1, . . . , N , where, in each term of the sum, one has
only one oscillator in an excited state (say the j-th oscillator) and correspondingly the test
particle described by the free evolution of the small wave packet P εn,j, n 6= 0, emerging from
the excited oscillator. We recall that the small wave packet emerging from the j-th oscillator
is well concentrated in position and momentum. Therefore, under free evolution, it propagates
along the direction aˆj with momentum Vεn. We also notice that, for each j, the wave packet P ε0,j
is produced by an elastic collision between the test particle (with momentum v0) and the j-th
oscillator and therefore its momentum is unaffected (Vε0 = v0). On the other hand, the wave
packet P εn,j, n 6= 0, is produced by an inelastic collision with energy loss ∆E = ε|n|. Therefore,
by the conservation of energy, its momentum is correctly given by Vεn at first order in ε.
Finally, in order to make more transparent the structure of the wave packet emerging from an
excited oscillator, we give an explicit computation in a specific case. In particular we consider
the case of the oscillator in aˆ1 excited to the state labeled by n where, without loss of generality,
we choose aˆ1 = (0, 0, 1). Moreover we denote R = (X, Y, Z) and use the shorthand notation
Cε = Cεn,1, A(X, Y ) = An,1(X, Y, 0), Zε = Zεn,1, Vε = Vεn. Then the wave packet P εn,1 is
factorized into a function of the variables (X, Y ), depending on the product V˜ · φ˜nφ0, and a
gaussian in the variable Z
P εn,1(X, Y, Z) =
Cε
ε3/2
A(ε−1X, ε−1Y ) e− (Z−Z
ε)2
2ε2
+ i V
ε
ε2
Z (2.36)
with
‖P εn,1‖2L2 =
√
pi |Cε|2
∫
dXdY |A(X, Y )|2 (2.37)
From (2.36), (2.37) one easily computes mean value and standard deviation for the position.
In particular one finds that 〈X〉, 〈Y 〉, 〈Z〉, ∆X , ∆Y , ∆Z are all O(ε). In the Fourier space
one has
P˜ εn,1(Kx, Ky, Kz) = ε
3/2CεA˜(εKx, εKy) e−
ε2
2 (Kz−V
ε/ε2)
2
−iZεKz+
i
ε2
ZεVε (2.38)
Therefore for the mean value of the momentum one has 〈Px〉 = O(ε), 〈Py〉 = O(ε), 〈Pz〉 =
Vε = v0 +O(ε), while for the standard deviation one finds that ∆Px, ∆Py, ∆Pz are all O(ε).
The free evolution of the wave packet is also factorized into a free evolution of its part de-
pendent on the variables (X, Y ) and the free evolution of the gaussian part dependent on Z.
Therefore, from the above computations, one can conclude that, for t not too large, the wave
packet remains well concentrated in position and momentum and it propagates along the Z-axis
with momentum approximately given by v0. This means that for t = τ1 the wave packet is
concentrated around the oscillator in a1 and for t > τ1 it will continues its propagation along
the Z-axis.
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3. Line of the proof
The proof of theorem 2.1 requires some intermediate results. In this section we describe the
line of reasoning, we state without proof such intermediate results and we finally conclude with
the proof of the theorem. The proof of the intermediate results will be given in sections 4, 5,
6, 7, 8. We start with Duhamel’s formula to represent the solution of the Schro¨dinger equation
Uε(t)Ψε0 = Uε0 (t)Ψε0 − i
∫ t
0
ds Uε(t− s) V ε Uε0 (s)Ψε0 (3.1)
Iterating twice we obtain
Uε(t)Ψε0 = Uε0 (t)
[
Ψε0 + I
ε(t)Ψε0
]
+Rε(t) = Uε0 (t)
[
Ψε0 +
N∑
j=1
Iεj (t)Ψ
ε
0
]
+Rε(t) (3.2)
where we have denoted
Iε(t) = −i
∫ t
0
ds Uε0 (−s) V ε Uε0 (s) (3.3)
Iεj (t) = −i
∫ t
0
ds Uε0 (−s) V εj Uε0 (s) (3.4)
Rε(t) = Uε0 (t)Jε(t)Ψε0 − i
∫ t
0
ds Uε(t− s) V ε Uε0 (s)Jε(s)Ψε0 (3.5)
Jε(t) = −
∫ t
0
ds
∫ s
0
dσ Uε0 (−s) V ε Uε0 (s)Uε0 (−σ) V ε Uε0 (σ) (3.6)
In order to isolate the dominant term in Iεj (t)Ψ
ε
0 for ε → 0 it is convenient to introduce some
further notation. Let us consider the rotation matrix Rj , j = 1, . . . , N , defined by the condition
Rjaˆj = (0, 0, 1) (3.7)
and the angle
θ0 =
1
2
min
j,k,j 6=k
{
θjk, pi
}
, θjk = cos
−1
(
aˆj · aˆk
)
(3.8)
Furthermore we introduce the following two portions of the unit sphere S2 around the unit
vectors (0, 0, 1) and aˆj respectively
C0 =
{
uˆ ∈ S2 | uˆ21 + uˆ22 < sin2 θ0
}
(3.9)
Cj = RjC0 =
{
uˆ ∈ S2 | (Rjuˆ)21 + (Rjuˆ)22 < sin2 θ0
}
(3.10)
We notice that Cj ∩ Ck = ∅, for j 6= k; moreover aˆj ∈ Cj and aˆk /∈ Cj for j 6= k. Exploiting the
above notation, we can define the ”portion around aˆj” of the initial spherical wave
ψεj (R) =
Nε
ε5/2
η
(
ε−1R
) ∫
Cj
duˆ e
i
ε2
v0uˆ·R (3.11)
11
and correspondingly
Ψε0,j(R, r1, · · · , rN ) = ψεj (R)
N∏
k=1
ϕε0,k(rk) (3.12)
The portion of spherical wave defined in (3.11) has the following property: its classical evolution
will hit the oscillator in aj and it will not hit the remaining oscillators in ak, for k 6= j. Taking
into account definition (3.12), we rewrite (3.2) as follows
Uε(t)Ψε0 = Uε0 (t)
[
Ψε0 +
N∑
j=1
Iεj (t)Ψ
ε
0,j
]
+
N∑
j=1
Uε0 (t)Iεj (t)
(
Ψε0 −Ψε0,j
)
+Rε(t) (3.13)
The problem is now reduced to the analysis of the r.h.s. of (3.13) for ε → 0. In particular, in
order to prove theorem 2.1 we have to show that Iεj (t)Ψ
ε
0,j = ε
2P εj + O(ε
3) and also that the
last two terms of (3.13) are O(ε3).
The first step is to obtain a good representation of the relevant objects Iεj (t)Ψ
ε
0,j , I
ε
j (t)(Ψ
ε
0−Ψε0,j)
and Jε(t)Ψε0. This is done in section 4, where for each object we perform an expansion in series
of the eigenfunctions of the harmonic oscillators and the coefficients of the expansion are written
as highly oscillatory integrals. Such representation formulas allow to exploit stationary and non
stationary phase methods to characterize the asymptotic behavior of each object for ε→ 0 ([F],
[BH]). In the case of Iεj (t)Ψ
ε
0,j, it turns out that the phase in the oscillatory integral has exactly
one, non degenerate, critical point in the integration region if t > τj . This is the crucial
ingredient to prove
Proposition 3.1. Let us assume (A), (B). Then for any t > τj there exists C
1(t) > 0 such
that
Iεj (t)Ψ
ε
0,j = ε
2P εj + Q
ε
j(t) (3.14)
where P εj is given in definition 2.1 and
‖Qεj(t)‖ ≤ C1(t) ‖V˜ ‖W 4,14 ε
3 (3.15)
We shall prove decomposition (3.14), with an explicit expression for Qεj(t), in section 5, while
the estimate (3.15) is proved in section 6.
For the estimate of Iεj (t)(Ψ
ε
0 −Ψε0,j) one exploits the fact that the corresponding phase in the
oscillatory integral does not have critical points in the integration region. Therefore, by non
stationary phase methods, in section 7 we prove the following proposition.
Proposition 3.2. Let us assume V˜ ∈ W k,1k (R3), k ∈ N, and (B). Then for any t > 0 there
exists C2k(t) > 0 such that
‖Iεj (t)
(
Ψε0 −Ψε0,j
) ‖ ≤ C2k(t) ‖V˜ ‖W k,1
k
εk−1 (3.16)
The estimate of the rest Rε(t) is reduced to the estimate of Jε(t)Ψε0. Exploiting the represen-
tation given in section 4, in section 8 we prove
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Proposition 3.3. Let us assume (A), (B). Then for any t > 0 there exists C3(t) > 0 such that
‖Rε(t)‖ ≤ (1 + t‖V ‖L∞) sup
s≤t
‖Jε(s)Ψε0‖ ≤ C3(t) (1 + t‖V ‖L∞) ‖V˜ ‖W 4,14 ε
3 (3.17)
Collecting together the results stated in the above propositions we are in position to prove our
main result.
Proof of theorem 2.1. The proof follows from formula (3.13), proposition 3.1, estimate (3.16)
for k = 4 and estimate (3.17). ✷
4. Representation formulas
In this section we derive useful representation formulas for the relevant objects Iεj (t)Ψ
ε
0,j ,
Iεj (t)(Ψ
ε
0 −Ψε0,j) and Jε(t)Ψε0. In particular we perform an expansion in eigenfunctions of the
harmonic oscillators and we represent the corresponding Fourier coefficients as highly oscillatory
integrals. Indeed, in terms of the rescaled variable
x =
R
ε
(4.1)
we have
Proposition 4.1. For any ε > 0, n ∈ N3 and j = 1, . . . , N the following representation
formulas hold (
Iεj (t)Ψ
ε
0,j
)
(εx, r1, . . . , rN) =
∑
n
Iεj,n(t,x)ϕεn,j(rj)
∏
k,k 6=j
ϕε0,k(rk), (4.2)
where
Iεj,n(t,x) = −
iNε
ε5/2
∫ t
0
ds
∫
dξ
∫
Cj
duˆ Fn(ξ, s;x) e
i
ε
Φn,j(ξ,s,uˆ;x) (4.3)
Fn(ξ, s;x) = e
iξ·x+i s
2
ξ2gn,0(ξ) f(x+ s ξ) (4.4)
gn,m(ξ) = φ˜nφm(ξ)V˜ (ξ) (4.5)
Φn,j(ξ, s, uˆ; x) = −ξ · aj + v0 uˆ · (x+ s ξ) + |n|s (4.6)
and (
Iεj (t)(Ψ
ε
0 −Ψε0,j)
)
(εx, r1, . . . , rN) =
∑
n
T εj,n(t,x)ϕεn,j(rj)
∏
i,i 6=j
ϕε0,i(ri), (4.7)
where T εj,n differs from Iεj,n only for the integration region, i.e. Cj is replaced by S2\Cj.
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Proof. We shall first give the representation formula for Iεj (t)Ψ
ε
0. From the definition (3.4) of
Iεj (t) we have that
∫
dr1 . . . drN ϕ
ε
n1,1
(r1) · · ·ϕεnN ,N(rN)
(
Iεj (t)Ψ
ε
0
)
(R, r1, . . . , rN)
= −i
∫ t
0
ds ei
s
ε2
Eεn1+···+i
s
ε2
EεnN−i
s
ε2
Eε0−···−i
s
ε2
Eε0
∫
dr1 . . . drN ϕ
ε
n1,1
(r1) · · ·ϕεnN ,N(rN)
·
(
ei
s
ε2
hε0V εj e
−i s
ε2
hε0ψεϕε0,j
)
(R, rj)
∏
k,k 6=j
ϕ0,k(rk)
= −i
∏
k,k 6=j
δnk,0
∫ t
0
ds ei
s
ε
|nj |
∫
drj ϕ
ε
nj ,j
(rj)
(
ei
s
ε2
hε0V εj e
−i s
ε2
hε0ψεϕε0,j
)
(R, rj) (4.8)
Therefore
(
Iεj (t)Ψ
ε
0
)
(R, r1, . . . , rN ) =
∑
n
Iεj,n(t,R)ϕεn,j(rj)
∏
k,k 6=j
ϕε0,k(rk), (4.9)
where
Iεj,n(t,R) = −i
∫ t
0
ds ei
s
ε
|n|
(
ei
s
ε2
hε0〈ϕεn,j, V εj ϕε0,j〉 e−i
s
ε2
hε0ψε
)
(R) (4.10)
For the scalar product in L2(R3) appearing in the integrand in (4.10) we have
〈ϕεn,j, V εj ϕε0,j〉(R) =
1√
ε3
∫
drj φn(ε
−1(rj− aj))V (ε−1(R− rj))φ0(ε−1(rj− aj))
=
∫
dxφn(x)φ0(x)V
(
R− aj
ε
− x
)
=
∫
dξ φ˜nφ0(ξ)V˜ (ξ)e
i
ε
ξ·(R−aj)
≡
∫
dξ gn,0(ξ)e
i
ε
ξ·(R−aj) (4.11)
hence
Iεj,n(t,R) = −i
∫ t
0
ds ei
s
ε
|n|
∫
dξ gn,0(ξ)e
− i
ε
ξ·aj
(
ei
s
ε2
hε0e
i
ε
ξ·(·)e−i
s
ε2
hε0ψε
)
(R) (4.12)
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where e
i
ε
ξ·(·) denotes the multiplication operator (e
i
ε
ξ·(·)g)(R) = e
i
ε
ξ·Rg(R). Furthermore for
any g ∈ L2(R3) we have
(
e
i
ε2
shε0e
iξ
ε
·(·)e−
i
ε2
shε0g
)
(R) =
1√
(2pi)3
∫
dk eik·R
(
e
i
ε2
shε0e
iξ
ε
·(·)e−
1
ε2
shε0g
)∼
(k)
=
1√
(2pi)3
∫
dk eik·Rei
s
2
k2ε2
(
e
iξ
ε
·(·)e−
i
ε2
shε0g
)∼
(k)
=
1√
(2pi)3
∫
dk eik·Rei
s
2
k2ε2
(
e−
i
ε2
shε0g
)∼(
k − ξ
ε
)
=
1√
(2pi)3
∫
dk eik·Rei
s
2
k2ε2e−i
sε2
2
(k− ξ
ε
)2 g˜
(
k − ξ
ε
)
=
e−i
sξ2
2√
(2pi)3
∫
dk eik·(R+sεξ)g˜
(
k − ξ
ε
)
= eis
ξ2
2 ei
ξ
ε
·Rg(R+ εsξ) (4.13)
Using (4.13) in (4.12) we have
Iεj,n(t,R) = −i
∫ t
0
ds
∫
dξ gn,0(ξ) e
i
(
s
ε
|n|− ξ
ε
·aj+s
ξ2
2
+ ξ
ε
·R
)
ψε(R+ εsξ) (4.14)
Substituting the explicit expression of ψε in (4.14) one obtains the required representation of
Iεj (t)Ψ
ε
0. The representation for I
ε
j (t)Ψ
ε
0,j and I
ε
j (t)(Ψ
ε
0 −Ψε0,j) are obtained replacing in (4.14)
ψε with ψεj and ψ
ε − ψεj respectively. 
Proposition 4.2. For any ε > 0, n,m ∈ N3 and k, l = 1, . . . , N we have the following
representation formula
Jε(t) =
N∑
k,l=1
k 6=l
Jεk,l(t) +
N∑
k=1
Jεk(t) (4.15)
Jεk,l(t) = −
∫ t
0
ds
∫ s
0
dσ Uε0 (−s)V εk Uε0 (s)Uε0 (−σ)V εl Uε0 (σ) , Jεk(t) ≡ Jεk,k(t) (4.16)
(Jεk(t)Ψ
ε
0) (εx, r1, . . . , rN) =
∑
n,m
J ε,kn,m(t,x)ϕεn,k(rk)
∏
i,i 6=k
ϕε0,i(ri) (4.17)(
Jεk,l(t)Ψ
ε
0
)
(εx, r1, . . . , rN) =
∑
n,m
J ε,k,ln,m (t,x)ϕεn,k(rk)ϕεm,l(rl)
∏
i,i 6=k,l
ϕε0,i(ri) (4.18)
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where
J ε,kn,m(t,x) = −
Nε
ε5/2
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
S2
duˆ Ln,m(ξ,η, s, σ;x) e
i
ε
Θkn,m(ξ,η,s,σ,uˆ;x) (4.19)
J ε,k,ln,m (t,x) = −
Nε
ε5/2
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
S2
duˆ Gn,m(ξ,η, s, σ;x) e
i
ε
Θk,ln,m(ξ,η,s,σ,uˆ;x) (4.20)
Ln,m(ξ,η, s, σ;x) = e
i(η+ξ)·x+i( s
2
η2+σ
2
ξ2)+isη·ξgn,m(η)gm,0(ξ) f(x+ σ ξ + sη) (4.21)
Gn,m(ξ,η, s, σ;x) = e
i(η+ξ)·x+i( s
2
η2+σ
2
ξ2)+isη·ξgn,0(η)gm,0(ξ) f(x+ σ ξ + sη) (4.22)
Θkn,m(ξ,η, s, σ, uˆ;x)= −(ξ+η)· ak + v0 uˆ· (x+σ ξ+sη)+ (|n|−|m|)s+ |m|σ (4.23)
Θk,ln,m(ξ,η, s, σ, uˆ;x) = −ξ · al − η · ak + v0 uˆ · (x+σ ξ+sη) + |n|s+ |m|σ (4.24)
The proof proceeds along the same line of the previous one and it is omitted for the sake of
brevity.
5. Derivation of the leading term
In this section we analyze the term Iεj (t)Ψ
ε
0,j . In particular, we shall prove decomposition (3.14),
with an explicit expression for Qεj(t). We start from formulas (4.2), (4.3) proved in proposition
4.1. In particular, by the change of variables ξ → Rjξ, uˆ→Rjuˆ, with Rj defined in (3.7), we
obtain
Iεj,n(t,x) = −
iNε
ε5/2
∫ t
0
ds
∫
dξ
∫
C0
duˆ F 0n,j(ξ, s;x) e
i
ε
Φ0n,j(ξ,s,uˆ;x) (5.1)
where
F 0n,j(ξ, s;x) ≡ Fn(R−1j ξ, s;x) = eiξ·x
j+i s
2
ξ2gn,0(R−1j ξ) f(xj + s ξ) (5.2)
Φ0n,j(ξ, s, uˆ;x) ≡ Φn,j(R−1j ξ, s,R−1j uˆ;x) = −|aj | ξ3 + v0 uˆ · (xj + s ξ) + |n|s (5.3)
xj ≡ Rjx (5.4)
Notice that
xj3 = (0, 0, 1) · Rjx = aˆj · x (5.5)
(xj1, x
j
2, 0) = x
j − (aˆj · x)(0, 0, 1) = Rj (x− (aˆj · x)aˆj) (5.6)
Moreover we parametrize the unit vector uˆ ∈ C0 as follows
uˆ =
(
µ, ν,
√
1− µ2 − ν2
)
, (µ, ν) ∈ D0 ≡
{
(a, b) ∈ R2, a2 + b2 < sin2 θ0
}
(5.7)
Therefore the integral (5.1) is rewritten as
Iεj,n(t,x) = −
iNε
ε5/2
∫
dξ
∫ t
0
ds
∫
D0
dµdν F 1n,j(ξ, µ, ν, s;x) e
i
ε
Φ1n,j(ξ,µ,ν,s;x) (5.8)
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where
F 1n,j(ξ, µ, ν, s;x) ≡
1√
1−µ2−ν2F
0
n,j(ξ, s;x) =
1√
1−µ2−ν2 e
iξ·xj+i s
2
ξ2gn,0(R−1j ξ) f(xj + s ξ)
(5.9)
Φ1n,j(ξ, µ, ν, s;x)= −|aj| ξ3 + v0
[
µ(xj1 + sξ1)+ ν(x
j
2 + sξ2)+
√
1−µ2−ν2(xj3 + sξ3)
]
+|n|s
(5.10)
By a straightforward computation one can verify that the phase Φ1n,j has exactly one (non
degenerate) critical point in the integration region given by ξ = ξc, (µ, ν, s) = zc, where
ξc =
(−τ−1j xj1,−τ−1j xj2,−v−10 |n|) , zc = (0, 0, τj) (5.11)
Therefore by stationary phase methods we can compute the asymptotic expansion of the oscil-
latory integral for ε → 0. In the specific case, we can exploit the linearity of the phase in the
variable ξ to obtain the expansion in a relatively direct way. In particular we write
Φ1n,j(ξ, µ, ν, s;x) = Aj(µ, ν, s) · ξ +Bn,j(µ, ν, s;x) (5.12)
Aj(µ, ν, s) = v0
(
µs, νs,
√
1−µ2−ν2 s− τj
)
(5.13)
Bn,j(µ, ν, s;x) = v0x
j
1µ+ v0x
j
2ν + v0x
j
3
√
1−µ2−ν2 + |n|s (5.14)
and
Iεj,n(t,x) = −
iNε
ε5/2
∫ t
0
ds
∫
D0
dµdν e
i
ε
Bn,j(µ,ν,s;x)
∫
dξ F 1n,j(ξ, µ, ν, s;x) e
i
ε
Aj(µ,ν,s)·ξ (5.15)
Let us introduce the following linear change of coordinates
(µ, ν, s) = Lε(z1, z2, z3) ≡ Lεz (5.16)
µ =
ε
v0τj
z1, ν =
ε
v0τj
z2, s = τj +
ε
v0
z3 (5.17)
The domain of integration in the variable z is
Ωε =
{
z ∈ R3 | z21 + z22 < ε−2v20τ 2j sin2 θ0, −ε−1v0τj < z3 < ε−1v0(t− τj)
}
(5.18)
We notice that for ε→ 0 one has Lεz → zc, and Ωε → R3. In the new integration variables z
the integral (5.15) reads
Iεj,n(t,x) = −
iNε
√
ε
v30τ
2
j
∫
Ωε
dz e
i
ε
Bn,j(Lεz;x)
∫
dξ F 1n,j(ξ, Lεz;x) e
i
ε
Aj(Lεz)·ξ (5.19)
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Let us expand Aj(Lεz) and Bn,j(Lεz;x) around ε = 0
Aj(Lεz) =
(
εz1 +
ε2
v0τj
z1z3, εz2 +
ε2
v0τj
z2z3, εz3 +
(√
1− ε
2
v20τ
2
j
(z21 + z
2
2)− 1
)
(v0τj + εz3)
)
= εz + ε2
(
z1z3
v0τj
,
z2z3
v0τj
, ε−2
(√
1− ε
2
v20τ
2
j
(z21 + z
2
2)− 1
)
(v0τj + εz3)
)
(5.20)
≡ εz + ε2A2j,ε(z) (5.21)
Bn,j(Lεz;x) = v0x
j
3 + |n|τj + ε
xj1
τj
z1 + ε
xj2
τj
z2 + ε
|n|
v0
z3 + v0x
j
3
(√
1− ε
2
v20τ
2
j
(z21 + z
2
2)− 1
)
(5.22)
≡ v0 aˆj · x+ |n|τj − ε ξc · z + ε2B2j,ε(z;x) (5.23)
where we have used xj3 = (0, 0, 1) ·Rjx = aˆj ·x and (5.11). Correspondingly, the integral (5.19)
can be written as
Iεj,n(t,x) = −
iNε
√
ε
v30τ
2
j
e
i
ε
(v0 aˆj ·x+|n|τj)
∫
Ωε
dz e−iξ
c·z+iεB2j,ε(z;x)
∫
dξ F 1n,j(ξ, Lεz;x) e
iz·ξ+iεA2j,ε(z)
≡ −iNε
√
ε
v30τ
2
j
e
i
ε
(v0 aˆj ·x+|n|τj)(2pi)3F 1n,j(ξ
c, zc;x) +Qεj,n(t,x) (5.24)
where
Qεj,n(t,x) = −
iNε
√
ε
v30τ
2
j
e
i
ε
(v0 aˆj ·x+|n|τj)
[∫
R3\Ωε
dz e−iξ
c·z
∫
dξ eiz·ξF 1n,j(ξ, z
c;x)
+
∫
Ωε
dz e−iξ
c·z
∫
dξ eiz·ξ
(
F 1n,j(ξ, Lεz;x)e
iε(B2j,ε(z;x)+A2j,ε(z)) − F 1n,j(ξ, zc;x)
)]
(5.25)
Let us compute F 1n,j(ξ
c, zc;x) (see (5.9)). Taking into account that zc = (0, 0, τj) and
ξc= −τ−1j (xj1, xj2, 0)− |n|v−10 (0, 0, 1)= −τ−1j Rj
(
x− (aˆj · x)aˆj
)− |n|v−10 Rjaˆj (5.26)
we have
F 1n,j(ξ
c, zc;x) = eiξ
c·xj+ i
2
τj(ξ
c)2gn,j(R−1j ξc) f(xj + τjξc)
= e
i
[
− 1
τj
(
x−(aˆj ·x)aˆj
)]
·x−i |n|
v0
aˆj ·x+i
τj
2
(
1
τ2
j
|x−(aˆj ·x)aˆj |2+
|n|2
v2
0
)
gn,j
(−τ−1j (x− (aˆj ·x)aˆj)− |n|v−10 aˆj)
· f (aˆj ·x− |n|v−10 τj)
= e
i
|n|2τj
2v2
0
−i |n|
v0
aˆj ·x−i
|x−(aˆj·x)aˆj |
2
2τj gn,j
(−τ−1j (x− (aˆj ·x)aˆj)− |n|v−10 aˆj) f (aˆj ·x− |n|v−10 τj) (5.27)
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From (5.24), (5.25), (5.27) and definition 2.1 we obtain
Iεn,j(t,x) = ε2P εn,j(εx) +Qεn,j(t,x) (5.28)
Taking into account of (5.28) and (4.2), we have proved the decomposition (3.14), with Qεj(t)
explicitly given by
Qεj(t,x, r1, . . . , rN) =
∑
n
Qεn,j(t,x) ϕ
ε
n,j(rj)
∏
k,k 6=j
ϕε0,k(rk) (5.29)
6. Estimate of Qεj(t)
Let us first recall some elementary facts that will be used in this and in the following
sections. The unitary propagator U(t) of the harmonic oscillator centered in the origin and
corresponding to ~ = m = ω = 1 has an integral kernel given by
U(t,x,y) =
∑
n
φn(x)φn(y)e
−it(|n|+ 32) (6.1)
Using such representation we can compute the following sum∑
n
e−i
|n|
ε
tgn,0(ξ)g¯n,0(ξ
′) =
V˜ (ξ)V˜ (ξ′)
1
(2pi)3
∑
n
∫
dyφn(y)φ0(y)e
−iy·ξ
∫
dy′φn(y
′)φ0(y
′)eiy
′·ξ′e−i
|n|
ε
t =
V˜ (ξ)V˜ (ξ′)
1
(2pi)3
∫
dy′ φ0(y′)e−iy
′·ξ′
∫
dy
∑
n
φn(y)φn(y
′)e−i
|n|
ε
tφ0(y)e
−iy·ξ =
V˜ (ξ)V˜ (ξ′)
ei
3
2ε
t
(2pi)3
〈φ0, eiξ′·(·)U(t/ε)e−iξ·(·)φ0〉 (6.2)
In particular for t = 0 one has
∑
n
gn,0(ξ)g¯n,0(ξ
′) =
V˜ (ξ)V˜ (ξ′)
(2pi)3
e−
(ξ−ξ′)2
4 (6.3)
Let us now prove the estimate (3.15). Taking into account of (5.29) and (5.25) we write
Qεj(t)(t,x, r1, . . . , rN) =
∑
n
(
Qε,1j,n(t,x) +Q
ε,2
j,n(t,x)
)
ϕεn,j(rj)
∏
k, k 6=j
ϕε0,k(rk), (6.4)
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where
Qε,1j,n(t,x) = −
iNε
√
ε
v30τ
2
j
e
i
ε
(v0 aˆj ·x+|n|τj)
∫
R3\Ωε
dz e−iξ
c·z
∫
dξ eiz·ξF 1n,j(ξ, z
c;x) (6.5)
Qε,2j,n(t,x) = −
iNε√ε
v30τ
2
j
e
i
ε
(v0 aˆj ·x+|n|τj)
∫
Ωε
dz e−iξ
c·z
∫
dξ eiz·ξ
·
(
F 1n,j(ξ, Lεz;x)e
iε(B2j,ε(z;x)+A2j,ε(z)) − F 1n,j(ξ, zc;x)
)
(6.6)
and, from (5.9),(5.11),(5.16),(5.17), the explicit expressions for F 1n,j(ξ, z
c;x) and F 1n,j(ξ, Lεz;x)
are given by
F 1n,j(ξ, Lεz;x) =
1√
1− ε2
v20τ
2
j
(z21+z
2
2)
e
iξ·xj+i
τj
2
ξ2+iε
z3
2v0
ξ2
gn,0(R−1j ξ) f
(
xj + τj ξ + ε
z3
v0
ξ
)
(6.7)
F 1n,j(ξ, z
c;x) = eiξ·x
j+i
τj
2
ξ2gn,0(R−1j ξ) f
(
xj + τj ξ
)
(6.8)
From (6.4) we have
‖Qεj(t)‖2 ≤ 2ε3
∑
n
∫
dx
∣∣Qε,1j,n(t,x)∣∣2 + 2ε3∑
n
∫
dx
∣∣Qε,2j,n(t,x)∣∣2 (6.9)
Let us estimate the first term in the r.h.s of (6.9). Using (6.5) and (6.8) we have∑
n
∫
dx
∣∣Qε,1j,n(t,x)∣∣2
=
N 2ε ε
v60τ
4
j
∑
n
∫
dx
∫
R3\Ωε
dz e−iξ
c·z
∫
dξ eiz·ξeiξ·x
j+i
τj
2
ξ2gn,0(R−1j ξ) f
(
xj + τj ξ
)
·
∫
R3\Ωε
dz′ eiξ
c·z′
∫
dξ′ e−iz
′·ξ′e−iξ
′·xj−i
τj
2
ξ
′2
g¯n,0(R−1j ξ′) f
(
xj + τj ξ
′
)
=
N 2ε ε
v60τ
4
j (2pi)
3
∫
R3\Ωε
dz
∫
R3\Ωε
dz′
∫
dx e−iξ
c·(z−z′)
∫
dξ
∫
dξ′ eiz·ξ−iz
′·ξ′ei(ξ−ξ
′)·xj+i
τj
2
(ξ2−ξ′2)
· V˜ (R−1j ξ) V˜ (R−1j ξ′) e−
(ξ−ξ′)2
4 f
(
xj + τj ξ
)
f
(
xj + τj ξ
′
)
(6.10)
where the sum over n in (6.10) has been explicitly computed exploiting (6.3). Using the identity
eiz·ξ = − 1|z|2∆ξ e
iz·ξ =
1
|z|4 (∆ξ)
2eiz·ξ (6.11)
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and integrating by parts we find∑
n
∫
dx
∣∣Qε,1j,n(t,x)∣∣2
=
N 2ε ε
v60τ
4
j (2pi)
3
∫
R3\Ωε
dz
1
|z|4
∫
R3\Ωε
dz′
1
|z′|4
∫
dx e−iξ
c·(z−z′)
∫
dξ
∫
dξ′ eiz·ξ−iz
′·ξ′(∆ξ)
2(∆ξ′)
2
(
V˜ (R−1j ξ) V˜ (R−1j ξ′) e−
(ξ−ξ′)2
4 ei(ξ·x
j+
τj
2
ξ2)f
(
xj + τj ξ
)
e−i(ξ
′·xj+
τj
2
ξ′2)f
(
xj + τj ξ
′
))
≤ c ε
∫
R3\Ωε
dz
1
|z|4
∫
R3\Ωε
dz′
1
|z′|4
∫
dξ 〈ξ〉4
∑
m,|m|≤4
|Dmξ V˜ (R−1j ξ)|
∫
dξ′ 〈ξ′〉4
∑
n,|n|≤4
|Dnξ V˜ (R−1j ξ′)|
·
∑
k,|k|≤4
∑
l,|l|≤4
∫
dx 〈xj + τjξ〉4|Dkξf(xj + τjξ)|〈xj + τjξ′〉4|Dlξ′f(xj + τjξ′)| (6.12)
Furthermore, in the last integral we apply the Schwartz inequality and we obtain∑
n
∫
dx
∣∣Qε,1j,n(t,x)∣∣2 ≤ c ‖V˜ ‖2W 4,14
(∫
R3\Ωε
dz
1
|z|4
)2
ε ≤ c ‖V˜ ‖2
W 4,14
ε3 (6.13)
where the last integral in (6.13) has been explicitly computed.
The next step is to estimate the second term in the r.h.s of (6.9). We consider the Taylor
expansion of the ε-dependent part of the integrand in (6.6) up to order one. We have
F 1n,j(ξ, Lεz;x)e
iε(B2j,ε(z;x)+A2j,ε(z)) − F 1n,j(ξ, zc;x) = gn,0(R−1j ξ) ε
∫ 1
0
dϑ
∂Tj
∂ε
(ϑε, ξ, z;x)
(6.14)
where
Tj(ε, ξ, z;x) ≡ e
iε(B2j,ε(z;x)+A2j,ε(z))√
1− ε2
v20τ
2
j
(z21 + z
2
2)
e
i
(
ξ·xj+
τj
2
ξ2+ε
z3
2v0
ξ2
)
f(xj + τjξ + ε
z3
v0
ξ) (6.15)
Substituting (6.14) into the second term in the r.h.s. of (6.9) and computing the sum over n
we obtain∑
n
∫
dx
∣∣Qε,2j,n(t,x)∣∣2
=
N 2ε ε3
v60τ
4
j (2pi)
3
∫
Ωε
dz
∫
Ωε
dz′
∫
dx e−iξ
c·(z−z′)
∫
dξ
∫
dξ′ eiz·ξ−iz
′·ξ′ V˜ (R−1j ξ) V˜ (R−1j ξ′) e−
(ξ−ξ′)2
4
·
∫ 1
0
dϑ
∂Tj
∂ε
(ϑε, ξ, z;x)
∫ 1
0
dϑ′
∂Tj
∂ε
(ϑ′ε, ξ′, z′;x) (6.16)
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We can now proceed with integration by parts along the same line of the previous case and we
find the same kind of result ∑
n
∫
dx
∣∣Qε,2j,n(t,x)∣∣2 ≤ c ‖V˜ ‖2W 4,14 ε3 (6.17)
Using the estimates (6.13), (6.17) in (6.9) we obtain the estimate (3.15) and therefore we also
conclude the proof of proposition 3.1.
✷
7. Non stationary terms
For the estimate of the non stationary terms it will be useful the following technical lemma.
Lemma 7.1. For any s1, . . . , sl−1 > 0, l > 1, let ζs1,...,sl−1 : R
3l → C be defined by
ζs1,...,sl−1(ξ1, · · · ξl) ≡ 〈φ0, eiξl·(·)U (sl−1) e−iξl−1·(·)U(sl−2) · · · e−iξ2·(·)U (s1) e−iξ1·(·)φ0〉 (7.1)
Then ζs1,...,sl−1 ∈ C∞(R3l) and for every α1, . . . , αl ∈ N3 there exists cα1,...,αl, independent of
s1, . . . , sl−1, such that the following estimate holds
‖Dα1ξ1 · · ·D
αl
ξl
ζs1,··· ,sl−1(ξ1, . . . , ξl)‖ ≤ cα1...αl
(
l∑
i=1
〈ξi〉
)|α1|+···+|αl|
(7.2)
The proof is a direct generalization of the proof of the one dimensional case given in lemma 3.1
in [FinT] and it is omitted. Moreover by formula (6.2) we have∑
n
e−i
|n|
ε
tgn,0(ξ)g¯n,0(ξ) =
ei
3
2ε
t
(2pi)3
V˜ (ξ)V˜ (ξ′) ζt/ε(ξ, ξ
′) (7.3)
Using these facts, in the following we prove proposition 3.2.
From the explicit expression of T εj,n(t,x) given in proposition 4.1 we have
‖Iεj (t)
(
Ψε0 −Ψε0,j
) ‖2
= ε3
∑
n
∫
dx
∣∣T εj,n(t,x)∣∣2 = N 2εε2 ∑
n
∫
dx
∫ t
0
ds
∫
dξ
∫
S2\Cj
duˆ Fn(ξ, s;x) e
i
ε
Φn,j(ξ,s,uˆ;x)
·
∫ t
0
ds′
∫
dξ′
∫
S2\Cj
duˆ′ Fn(ξ
′, s′;x) e−
i
ε
Φn,j(ξ
′,s′,uˆ′;x) (7.4)
Taking into account the expression of Fn and Φn,j (see (4.4), (4.5), (4.6)) and formula (6.2), we
compute the sum over n in (7.4)
‖Iεj (t)
(
Ψε0 −Ψε0,j
) ‖2 = N 2ε
ε2(2pi)3
∫
dx
∫ t
0
ds
∫ t
0
ds′ ei
3
2ε
(s′−s)
∫
S2\Cj
duˆ
∫
S2\Cj
duˆ′ e
i
ε
v0(uˆ−uˆ
′)·x
·
∫
dξ′
∫
dξ e−
i
ε
Φj(ξ
′,s′,uˆ′)e
i
ε
Φj(ξ,s,uˆ)Gε(ξ, ξ
′, s, s′;x) (7.5)
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where
Gε(ξ, ξ
′, s, s′;x) ≡ V˜ (ξ)V˜ (ξ′) ei(x·ξ+ s2ξ2)f(x+sξ) e−i
(
x·ξ′+ s
′
2
ξ
′2
)
f(x+s′ξ′)ζ(s−s′)/ε(ξ, ξ
′)
(7.6)
Φj(ξ, s, uˆ) ≡ v0 ξ · (suˆ− τjaˆj) (7.7)
Let us consider the last two oscillatory integrals in the variables ξ, ξ′ in formula (7.5). We
notice that
|∇ξΦj |2 = v20(s2 + τ 2j − 2sτj uˆ · aˆj) = v20
(
s2 + τ 2j − 2sτj (Rjuˆ)3
)
(7.8)
For uˆ ∈ S2 \ Cj we have (Rjuˆ)3 =
√
1− (Rjuˆ)21 − (Rjuˆ)22 ≤ cos θ0 and therefore
|∇ξΦj |2 ≥ v20
(
s2 + τ 2j − 2sτj cos θ0
) ≥ v20 min
s
(
s2 + τ 2j − 2sτj cos θ0
)
= v20τ
2
j sin
2 θ0 ≥ v20τ 21 sin2 θ0 ≡ ∆2 (7.9)
Using the above inequality, we can estimate the two integrals in the variables ξ, ξ′ in (7.5)
exploiting a non-stationary phase argument. With a repeated application k times of the identity
a eib = −i div
(
eib
∇b
|∇b|2a
)
+ i eibdiv
( ∇b
|∇b|2a
)
(7.10)
we have ∫
dξ
∫
dξ′ e
i
ε
Φj(ξ,s,uˆ;x)e−
i
ε
Φj(ξ
′,s′,uˆ′;x)Gε(ξ, ξ
′, s, s′;x) =
ε2k
∫
dξ
∫
dξ′ e
i
ε
Φj(ξ,s,uˆ;x)e−
i
ε
Φj(ξ
′,s′,uˆ′;x)LkξL
k
ξ′Gε(ξ, ξ
′, s, s′;x) (7.11)
where
LξGε =
3∑
j=1
uj
∂Gε
∂ξj
, uj =
1
|∇ξΘ|2
∂Θ
∂ξj
(7.12)
and moreover
LkξGε =
∑
m,|m|=k
um11 u
m2
2 u
m3
3 D
m
ξ Gε (7.13)
We notice that
|uj| ≤ 1|∇ξΘ| <
1
∆
(7.14)
Therefore ∣∣∣∣∫ dξ ∫ dξ′Gε(ξ, ξ′, s, s′;x)e iεΦj(ξ,s,uˆ)e− iεΦj(ξ,s,uˆ)∣∣∣∣
≤ ε
2k
∆2k
∑
m,|m|=k
∑
m′,|m′|=k
∫
dξ
∫
dξ′
∣∣∣Dm′ξ′ Dmξ Gε(ξ, ξ′, s, s′;x)∣∣∣ (7.15)
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The next step is to estimate the derivatives of Gε. From (7.6) we have∑
m,|m|=k
∑
m′,|m′|=k
∣∣∣Dm′ξ′ Dmξ Gε(ξ, ξ′, s, s′;x)∣∣∣
≤ ck
∑
n,|n|≤k
|Dnξ ζ(s−s′)/ε(ξ, ξ′)|
∑
l,|l|≤k
|DlξV˜ (ξ)|
∑
l′,|l′|≤k
|Dl′
ξ′
V˜ (ξ′)|〈x+ sξ〉k〈x+ s′ξ′〉k
〈s〉k〈s′〉k
∑
p,|p|≤k
|Dpxf(x+ sξ)|
∑
p′,|p′|≤k
|Dp′x f(x+ s′ξ′)|
≤ ck 〈ξ〉k〈ξ′〉k
∑
l,|l|≤k
|DlξV˜ (ξ)|
∑
l′,|l′|≤k
|Dl′
ξ′
V˜ (ξ′)|〈x+ sξ〉k〈x+ s′ξ′〉k
〈s〉k〈s′〉k
∑
p,|p|≤k
|Dpxf(x+ sξ)|
∑
p′,|p′|≤k
|Dp′x f(x+ s′ξ′)| (7.16)
where, in the last step, we have used lemma 7.1. Therefore∣∣∣∣∫ dξ ∫ dξ′Gε(ξ, ξ′, s, s′;x)e iεΦj(ξ,s,uˆ)e− iεΦj(ξ′,s′,uˆ′)∣∣∣∣
≤ ck ε
2k
∆2k
〈s〉k〈s′〉k
∫
dξ
∫
dξ′ 〈ξ〉k〈ξ′〉k
∑
l,|l|≤k
|DlξV˜ (ξ)|
∑
l′,|l′|≤k
|Dl′
ξ′
V˜ (ξ′)|
〈x+ sξ〉k〈x+ s′ξ′〉k
∑
p,|p|≤k
|Dpxf(x+ sξ)|
∑
p′,|p′|≤k
|Dp′x f(x+ s′ξ′)| (7.17)
Using (7.17) in (7.5) we have
‖Iεj (t)(Ψε0 −Ψε0,j)‖2
≤ ck ε2k−2 t2k+2
∫
dξ
∫
dξ′ 〈ξ〉k〈ξ′〉k
∑
l,|l|≤k
|DlξV˜ (ξ)|
∑
l′,|l′|≤k
|Dl′
ξ′
V˜ (ξ′)|
∫
dx 〈x+ sξ〉k〈x+ s′ξ′〉k
∑
p,|p|≤k
|Dpxf(x+ sξ)|
∑
p′,|p′|≤k
|Dp′x f(x+ s′ξ′)| (7.18)
Finally we use the Schwartz inequality in the last integral and we obtain
‖Iεj (t)(Ψε0 −Ψε0,j)‖2 ≤ ck t2k+2‖V˜ ‖2W k,1
k
ε2k−2 (7.19)
concluding the proof of the proposition 3.2.
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8. Estimate of the rest
In this section we prove the proposition 3.3. From (4.15) we have
‖Jε(t)Ψε0‖ ≤
N∑
k,l=1
k 6=l
‖Jεk,l(t)Ψε0‖+
N∑
k=1
‖Jεk(t)Ψε0‖ (8.1)
Let us estimate the first term in the r.h.s of (8.1). Using (4.18), (4.20), (4.22) and (4.24) we
obtain
‖Jεk,l(t)Ψε0‖2
= ε3
∑
n,m
∫
dx
∣∣J ε,k,ln,m (t,x)∣∣2
=
N 2ε
ε2
∑
n,m
∫
dx
∣∣∣∣∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
S2
duˆ Gn,m(ξ,η, s, σ;x) e
i
ε
Θk,ln,m(ξ,η,s,σ,uˆ;x)
∣∣∣∣2
=
N 2ε
ε2
∑
n,m
∫
dx
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
S2
duˆ
∫ t
0
ds′
∫ s′
0
dσ′
∫
dξ′
∫
dη′
∫
S2
duˆ′
ei(η+ξ)·x+i(
s
2
η2+σ
2
ξ2)+isη·ξf(x+ σ ξ + sη)e−
i
ε
[ξ·al+η·ak−v0 uˆ·(x+σ ξ+sη)]
e−i(η
′+ξ′)·x−i( s
′
2
η
′2+σ
′
2
ξ
′2)−is′η′·ξ′ f(x+ σ′ ξ′ + s′ η′)e
i
ε [ξ
′·al+η
′·ak−v0 uˆ
′·(x+σ′ ξ′+s′ η′)]∑
n
ei|n|
s−s′
ε gn,0(η)g¯n,0(η
′)
∑
m
ei|m|
σ−σ′
ε gm,0(ξ)g¯m,0(ξ
′) (8.2)
Taking into account formula (6.2) we compute the sum over n,m
‖Jεk,l(t)Ψε0‖2
=
N 2ε
(2pi)6ε2
∫
dx
∫ t
0
ds
∫ t
0
ds′
∫ s
0
dσ
∫ s′
0
dσ′ ei
3
2ε
(s′−s)ei
3
2ε
(σ′−σ)
∫
S2
duˆ
∫
S2
duˆ′e−
i
ε
(uˆ−uˆ′)·x∫
dξ
∫
dξ′
∫
dη
∫
dη′Aε(ξ, ξ′,η,η′, s, s′, σ, σ′;x)e
i
ε
Θkl(ξ,η,s,σ,uˆ)e−
i
ε
Θkl(ξ
′,η′,s′,σ′,uˆ) (8.3)
where
Aε(ξ, ξ′,η,η′, s, s′, σ, σ′;x) = ei(η+ξ)·x+i(
s
2
η2+σ
2
ξ2)+isη·ξe−i(η
′+ξ′)·x−i( s
′
2
η
′2+σ
′
2
ξ
′2)−is′η′·ξ′
V˜ (η)V˜ (η′)V˜ (ξ)V˜ (ξ′)ζ(s′−s)/ε(η,η
′)ζ(σ′−σ)/ε(ξ, ξ
′)f(x+ σ ξ + sη)f(x+ σ′ ξ′ + s′ η′)
(8.4)
Θkl(ξ,η, s, σ, uˆ) = v0ξ · (σ uˆ− τlaˆl) + v0η · (s uˆ− τkaˆk) (8.5)
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Let us consider the oscillatory integrals in the variables ξ, ξ′,η,η′ in formula (8.3). We observe
that the |∇ξ,ηΘkl| doesn’t vanish for uˆ ∈ S2. In fact one has
|∇ξ,ηΘkl|2 =
(
v20|σuˆ− τlaˆl|2 + v20|suˆ− τkaˆk|2
) ≥ min
uˆ∈S2
(
v20|σuˆ− τlaˆl|2 + v20|suˆ− τkaˆk|2
)
= min
{
min
uˆ∈S2\Ck
(
v20|σuˆ− τlaˆl|2 + v20|suˆ− τkaˆk|2
)
, min
uˆ∈Ck
(
v20|σuˆ− τlaˆl|2 + v20|suˆ− τkaˆk|2
)}
≥ min
{
min
uˆ∈S2\Ck
(
v20 |suˆ− τkaˆk|2
)
, min
uˆ∈Ck
(
v20|σuˆ− τlaˆl|2
)}
≥ min
{
v20τ
2
k sin
2 θ0, v
2
0τ
2
l sin
2 θ0
}
≥ v20τ 21 sin2 θ0 = ∆2 (8.6)
where in the last step we have used (7.9). Hence we can estimate the integrals in the variables
ξ, ξ′,η,η′ exploiting a non-stationary phase argument. With a repeated application of the
identity (7.10) and using (8.6) we have∣∣∣∣∫ dξ∫ dξ′∫ dη ∫ dη′Aε(ξ, ξ′,η,η′, s, s′, σ, σ′;x)e iεΘkl(ξ,η,s,σ,uˆ)e− iεΘkl(ξ′,η′,s′,σ′,uˆ)∣∣∣∣
≤ ε
2d
∆2d
∑
m1, m2,m
′
1,m
′
2
|m1|+|m2|=d
|m′1|+|m
′
2|=d
∫
dξ
∫
dξ′
∫
dη
∫
dη′
∣∣∣Dm1ξ Dm2η Dm′1ξ′ Dm′2η′ Aε(ξ, ξ′,η,η′, s, s′, σ, σ′;x)∣∣∣
(8.7)
for any integer d > 0. The next step is to estimate the derivatives of Aε. Proceeding as in the
previous section we obtain∣∣∣∣∫ dξ∫ dξ′∫ dη ∫ dη′Aε(ξ, ξ′,η,η′, s, s′, σ, σ′;x)e iεΘkl(ξ,η,s,σ,uˆ)e− iεΘkl(ξ′,η′,s′,σ′,uˆ)∣∣∣∣
≤ cd ε
2d
∆2d
〈s〉d〈s′〉d〈σ〉d〈σ′〉d
∫
dξ
∫
dξ′ 〈ξ〉d〈ξ′〉d
∑
l,|l|≤d
|DlξV˜ (ξ)|
∑
l′,|l′|≤d
|Dl′
ξ′
V˜ (ξ′)|
∫
dη
∫
dη′ 〈η〉d〈η′〉d
∑
p,|p|≤d
|DpηV˜ (η)|
∑
p′,|p′|≤d
|Dp′η′ V˜ (η′)|
〈x+ σξ + sη〉d〈x+ σ′ξ′ + s′η〉d
∑
q,|q|≤d
|Dqxf(x+ σξ + sη)|
∑
q′,|q′|≤d
|Dq′x f(x+ σ′ξ′ + s′η)|
(8.8)
Then, substituting (8.8) in (8.3) and using the Schwartz inequality in the integral with respect
to the variable x, we have the following estimate of the first term in the r.h.s. of (8.1)
‖Jεk,l(t)Ψε0‖2 ≤ cd t4d+4 ‖V˜ ‖4W d,1
d
ε2d−2 (8.9)
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Let us analyze the second term in the r.h.s of (8.1). We write
‖Jεk(t)Ψε0‖ ≤ ‖Jεk(t)(Ψε0 −Ψε0,k)‖+ ‖Jεk(t)Ψε0,k‖ (8.10)
From definition (3.12) and from (4.17) we have
‖Jεk(t)(Ψε0 −Ψε0,k)‖2 =
N 2ε
ε2
∑
n
∣∣∣∣∣∑
m
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
S2\Ck
duˆ Ln,m(ξ,η, s, σ;x) e
i
ε
Θkn,m(ξ,η,s,σuˆ;x)
∣∣∣∣∣
2
(8.11)
and Ln,m,Θ
k
n,m are defined by (4.21), (4.23). The sum over m in (8.11) can be computed as
follows ∑
m
e
i
ε
|m|(σ−s)gn,m(η)gm,0(ξ)
=
V˜ (ξ)V˜ (η)
(2pi)3
∑
m
∫
dyφn(y)φm(y)e
−iy·η
∫
dy′(y′)φ0(y
′)eiy
′·ξe
i
ε
|m|(σ−s)
=
V˜ (ξ)V˜ (η)
(2pi)3
∫
dy φn(y)e−iy·η
∫
dy′
∑
m
φm(y)φm(y
′)ei
|m|
ε
(σ−s)φ0(y
′)e−iy
′·ξ
=
V˜ (ξ)V˜ (η)
(2pi)3
ei
3
2ε
(σ−s)〈φn, eiη·(·)U
(
s− σ
ε
)
e−iξ·(·)φ0〉 (8.12)
therefore ∑
n
e
i
ε
|n|(s−s′)
∑
m
e
i
ε
|m|(σ−s)gn,m(η)gm,0(ξ)
∑
m′
e−
i
ε
|m′|(σ′−s′)g¯n,m′(η
′)g¯m′,0(ξ
′)
=
V˜ (ξ)V˜ (η)V˜ (ξ′)V˜ (η′)ei
3
2ε
(σ−σ′)
(2pi)6
·〈eiη′·(·)U
(
s′ − σ′
ε
)
e−iξ
′·(·)φ0, U
(
s′ − s
ε
)
eiη·(·)U
(
s− σ
ε
)
e−iξ·(·)φ0〉
=
V˜ (ξ)V˜ (η)V˜ (ξ′)V˜ (η′)ei
3
2ε
(σ−σ′)
(2pi)6
ζs1,s2,s3(ξ
′,η′,η, ξ) (8.13)
where s1 = (σ
′ − s′)/ε, s2 = (s′ − s)/ε, s3 = (s− σ)/ε. Using (8.13) we have
‖Jεk(t)(Ψε0 −Ψε0,k)‖2 =
N 2ε
(2pi)6ε2
∫
dx
∫ t
0
ds
∫ s
0
dσ
∫ t
0
ds′
∫ s
0
dσ′ e
3i
2ε
(σ−σ′)
∫
S2\Ck
duˆ
∫
S2\Ck
duˆ′ e
i
ε
v0(uˆ−uˆ
′)·x
·
∫
dξ
∫
dη
∫
dξ′
∫
dη′ Lε(ξ, ξ′,η,η′, s, s′, σ, σ′;x) e
i
ε
Θk(ξ,η,s,σ,uˆ)e−
i
ε
Θk(ξ
′,η′,s′,σ′,uˆ′) (8.14)
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where
Lε(ξ, ξ′,η,η′, s, s′, σ, σ′;x) = ei(η+ξ)·x+i(
s
2
η2+σ
2
ξ2)+isη·ξf(x+ σ ξ + sη)
·e−i(η′+ξ′)·x−i( s2η′2+σ
′
2
ξ
′2)−is′η′·ξ′f(x+ σ′ ξ′ + s′ η′)V˜ (ξ)V˜ (ξ′)V˜ (η)V˜ (η′)ζs1,s2,s3(ξ
′,η′,η, ξ)
Θk(ξ,η, s, σ, uˆ;x)= v0 (σuˆ− τkaˆk) · ξ + v0 (suˆ− τkaˆk) · η (8.15)
We observe that the |∇ξ,ηΘk| doesn’t vanish in S2\Ck. In fact we have
|∇ξ,ηΘk| ≥ v0τk sin θ0 ≥ v0τ1 sin θ0 ≡ ∆ (8.16)
Hence we can estimate the integrals in the variables ξ, ξ′,η,η′ exploiting a non-stationary phase
argument along the same line of the previous case (see (8.7),(8.8)) and we find
‖Jεk(t)(Ψε0 −Ψε0,k)‖2 ≤ cd t4d+4 ‖V˜ ‖4W d,1
d
ε2d−2 (8.17)
for any integer d > 0.
Finally we consider the last term in (8.10). We have
‖Jεk(t)Ψε0,k‖2 =
N 2ε
ε2
∑
n
∣∣∣∣∣∑
m
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
Ck
duˆ Ln,m(ξ,η, s, σ;x) e
i
ε
Θkn,m(ξ,η,s,σuˆ;x)
∣∣∣∣∣
2
(8.18)
We rewrite the integral in the variables s, σ, ξ,η in a more convenient form. In particular by
the change of variables ξ →Rkξ, η →Rkη, uˆ→Rkuˆ with Rk defined in (3.7), we obtain∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
Ck
duˆ Ln,m(ξ,η, s, σ;x) e
i
ε
Θkn,m(ξ,η,s,σuˆ;x)
=
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
C0
duˆ Ln,m(R−1k ξ,R−1k η, s, σ;x) e
i
ε
Θkn,m(R
−1
k
ξ,R−1
k
η,s,σ,uˆ;x)
(8.19)
where
Ln,m(R−1k ξ,R−1k η, s, σ;x)
= ei(η+ξ)·x
k+i( s
2
η2+σ
2
ξ2)+isη·ξgn,m(R−1k η)gm,0(R−1k ξ)f(xk + σ ξ + sη) (8.20)
Θkn,m(R−1k ξ,R−1k η, s, σ, uˆ;x)
= −(ξ3 + η3)|ak|+ v0 uˆ · (xk + σ ξ + sη) + (|n| − |m|)s+ |m|σ (8.21)
and xk ≡ Rkx. Moreover we parametrize the unit vector uˆ ∈ C0 as follows
uˆ =
(
µ, ν,
√
1− µ2 − ν2
)
, (µ, ν) ∈ D0 ≡
{
(a, b) ∈ R2, a2 + b2 < sin2 θ0
}
(8.22)
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Therefore the integral (8.19) is rewritten as∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
C0
duˆ Ln,m(ξ,η, s, σ;x) e
i
ε
Θkn,m(ξ,η,s,σ,uˆ;x) =∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
D0
dµdν L˜n,m(ξ,η, s, σ, µ, ν;x) e
i
ε
Θ˜kn,m(ξ,η,s,σ,µ,ν;x)
(8.23)
where
L˜n,m(ξ,η, s, σ, µ, ν;x) =
1√
1− µ2 − ν2Ln,m(R
−1
k ξ,R−1k η, s, σ;x) (8.24)
Θ˜kn,m(ξ,η, s, σ, µ, ν;x) = −(ξ3 + η3)|ak|+ v0 µ(xk1 + σ ξ1 + s η1)
+ v0 ν(x
k
2+σ ξ2+s η2) + v0
√
1−µ2−ν2(xk3+σ ξ3+s η3) + (|n| − |m|)s+ |m|σ (8.25)
Let us introduce the following linear change of coordinates
(µ, ν, s) = L1ε(z1, z2, z3) ≡ L1εz σ = L2εp (8.26)
µ =
ε
v0τk
z1, ν =
ε
v0τk
z2, s = τk +
ε
v0
z3 σ = τk +
ε
v0
p (8.27)
The domain of integration in the variables z, p is
Λε =
{
z ∈ R3 p ∈ R | z21 + z22 < ε−2v20τ 2k sin2 θ0, −ε−1v0τk < z3, p < ε−1v0(t− τk)
}
(8.28)
Using (8.26), (8.23) in (8.18) we obtain
‖Jεk(t)Ψε0,k‖2 =
N 2ε
ε2
∑
n
∣∣∣∣∣∑
m
∫ t
0
ds
∫ s
0
dσ
∫
dξ
∫
dη
∫
Ck
duˆ Ln,m(ξ,η, s, σ;x) e
i
ε
Θkn,m(ξ,η,s,σuˆ;x)
∣∣∣∣∣
2
=
ε6N 2ε
v80τ
4
k
∑
n
∑
m,m′
∫
Λε
dz dp
∫
dξ
∫
dη
∫
Λε
dz′ dp′
∫
dξ′
∫
dη′L˜n,m(ξ,η, L
1
εz, L
2
εp;x)
· L˜n,m′(ξ′,η′, L1εz′, L2εp;x) eiz·η+ipξ3e
iz1
(
xk1
τk
+ξ1
)
+iz2
(
xk2
τk
+ξ2
)
+iz3
|n|−|m|
v0
+ip |m|
v0
+iAε(z,p,ξ3,η3;x)
· e−iz′·η′−ip′ξ′3e−iz
′
1
(
xk1
τk
+ξ′1
)
−iz′2
(
xk2
τk
+ξ′2
)
−iz′3
|n|−|m|′
v0
−ip′
|m|′
v0
−iBε(z′,p′,ξ′3,η
′
3;x)
(8.29)
where
Bε(z, p, ξ3, η3;x) =
√
1−
(
εz1
v0τk
)2
−
(
εz2
v0τk
)2
− 1
ε2
(v0x
k
3 + |ak|ξ3 + |ak|η3 + εz3η3 + εpξ3) (8.30)
Now we compute the sum over n,m,m′ exploiting (8.12), (8.13) and we obtain
‖Jεk(t)Ψε0,k‖2 ≡
ε6N 2ε
(2pi)6v80τ
4
k
∫
Λε
dzdp
∫
Λε
dz′dpEk(z, p, z
′, p′) (8.31)
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where
Ek(z, p, z
′, p′) =
∫
dξ
∫
dη
∫
dξ′
∫
dη′ζb1,b2,b3(R−1k ξ′,R−1k η′,R−1k η,R−1k ξ)
e
3i
2v0
(p−p′)
V˜ (R−1k ξ)V˜ (R−1k ξ′)V˜ (R−1k η)V˜ (R−1k η′)ei(η+ξ)·x
k
e−i(η
′+ξ′)·xk
ei
τk
2
(η2+ξ2)+iτkη·ξe−i
τk
2
(η
′2+ξ
′2)−iτkη
′·ξ′e
i ε
2v0
(z3η2+pξ
2)+i
εz3p
v0
η·ξ
e
i ε
2v0
(z′3η
′2+p′ξ
′2)+i
εz′3p
′
v0
η′·ξ′
f
(
xk + τkη + τkξ +
ε
v0
z3η +
ε
v0
pξ
)
f
(
xk + τkη
′ + τkξ
′ +
ε
v0
z′3η
′ +
ε
v0
p′ξ′
)
eiz·η+ipξ3e
iz1
(
xk1
τk
+ξ1
)
+iz2
(
xk2
τk
+ξ2
)
+iBε(z,p,ξ3,η3;x)
e−iz
′·η−ip′ξ′3e
−iz′1
(
xk1
τk
+ξ′1
)
−iz′2
(
xk2
τk
+ξ′2
)
−iBε(z′,p′,ξ′3,η
′
3;x)
(8.32)
and b1 = (p
′ − z′3)/v0, b2 = (z′3 − z3)/v0, b3 = (z3 − p)/v0.
It remains to show that the integrals in (8.35) are bounded. Exploiting the identity
∂4ηl∂
4
ξ3
[
eiz·η+ipξ3
]
∂4η′
l
∂4ξ′3
[
e−iz
′·η−ip′ξ′3
]
= z4l p
4z
′4
l p
′4
[
eiz·η+ipξ3
] [
e−iz
′·η−ip′ξ′3
]
l = 1, 2, 3 (8.33)
we can integrate by parts and we have
〈z〉4〈z′〉4〈p〉4〈p′〉4|Ek(z, p, z′, p′)| ≤ c ‖V˜ ‖4W 4,14 (8.34)
Finally we use the estimate (8.34) in (8.35) and we find
‖Jεk(t)Ψε0,k‖2 ≤ c ε6
∫
Λε
dzdp
∫
Λε
dz′dpEk(z, p, z
′, p′)
≤ c ε6‖V˜ ‖4
W 4,14
∫
dzdz′
1
〈z〉4〈z′〉4
∫
dpdp′
1
〈p〉4〈p′〉4 ≤ c ε
6‖V˜ ‖4
W 4,14
(8.35)
concluding the proof of the proposition.
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