Abstract. We study the generalized Dhombres functional equation f (zf (z)) = ϕ(f (z)) in the complex domain. The function ϕ is given and we are looking for solutions f with f (0) = w0 and w0 is a primitive root of unity of order l ≥ 2. All formal solutions for this case are described in this work, for the situation where ϕ can be transformed into a function which is linearizable and local analytic in a neighbourhood of zero we also show that we obtain local analytic solutions. We also discuss an example where it is possible to use other methods than we use in the general case.
Introduction
The generalized Dhombres functional equation in the complex domain is given by f (zf (z)) = ϕ(f (z)) (1) where the function ϕ is a given power series. We are looking for local analytic or formal solutions f of (1) with f (0) = w 0 where w 0 is a primitve root of unity of order l ≥ 2. The generalized Dhombres functional equation was first studied in the complex domain in the year 2005 in [3] . In this paper solutions f with f (0) = 0 were considered. In 2009 this equation was studied again. This time the interest was focussed on solutions f with f (0) = w 0 where w 0 is a complex number which is different from zero and no root of unity.
The original Dhombres equation is given by
where x is a real number. This original equation arised from a population model which was studied by Jean Dhombres (see [1] , chapter 6).
The following transformations are part of [4] and these transformations can be done for an arbitrary complex number w 0 which is different from zero. In a first step (1) becomes by putting f (z) = w 0 + g(z), g(0) = 0 equivalent to the transformed generalized Dhombres functional equation
where g is a series given by g(z) = c k z k + . . . with c k = 0, k ∈ N, and the functionφ is calculated as ϕ(ω) = w k 0 ω + d 2 ω 2 + . . .. By taking an arbitrary but fixed power series solution T of T (z) k = g(z) we get
for the equation above with ψ(z) k =φ(z k ). Finally defining U = T −1 leads to the linear functional equation
The function ϕ in equation (1) is known and so it is possible to compute ψ, we get ψ(z) = w 0 z 1 +
From now on we suppose that w 0 is a primitive root of unity of order l ≥ 2.
Generalized Dhombres functional equation with a root of unity w 0
In this section we want to give a full description of all formal solutions of equation (1) with f (0) = w 0 and w 0 is a primitive root of unity of order l ≥ 2. The case where w 0 = 1 has to be treated seperately. We start with a first Lemma but before we note that equation (3) is called solvable, if it has a solution U which is different from zero. Proof. We write U (z) = u 1 zU (z) with U (z) = 1 + . . ., then (3) is equivalent to
The series above on the left hand side starts with 1 and hence one can introduce the formal logarithm. Then using the functional equation for the formal logarithm we get
with X = LnU and ord X > 0. For the function ψ it follows from the assumption ψ(z)
] ∩ Γ and hence the left side Ln
It is possible to write
where the first part
and hence (4) has a solution Y ∈ C[[z k ]] and after reversing our calculations we obtain a function U 0 with the desired property.
So we know the structure of a solution U with U (z) = u 1 U 0 (z) and
Next we have to show that there exists a solution. Therefore we have to do some transformations. Like in the proof above we have the equation
DefineÛ by U (z) k =Û (z), thenÛ is given byÛ (z) = 1 + . . . and conversely U is uniquely determined byÛ . Taking the k − th power and using U (z) k =Û (z) in the equation above leads to
and again with the formal logarithm this becomes equivalent to
and some other computations it is possible to writê X(z) =X(z k ) and therefore with y = z k and ω 0 := w k 0 we get
and this leads to Ln ω 0 ỹ ϕ(y)
where ω 0 is again a root of unity of order l 1 and l 1 = l gcd(k,l) . Now it is necessary to distinguish two cases. The first case deals with a functionφ which is not linearizable and hence the function is conjugated to a non linear semicanonical form. Soφ can be written asφ
with N (y) = ω 0 y + δ nl1+1 y nl1+1 + . . . and δ nl1+1 = 0. The function R −1 and hence also the function R is uniquely determined by R −1 (y) = y + ρ 2 y 2 + . . . and the condition that the coefficients ρ µl1+1 = 0 for µ ≥ 1. The number l 1 denotes the order of ω 0 . Then (5) is equivalent to
and substituting R −1 (y) for y and defining X as X :=X • R −1 leads to
Discussing the right hand side X(N (y)) − X(y) of equation (6) in detail leads to the fact that the first coefficient of X(N (y)) − X(y) which is different from zero is the coefficient which belongs to the term y (n+1)l1 . So we have Lemma 1.2. Equation (6) has a solution if and only if the coefficients of y l1 , . . . , y nl1 of the left hand side of equation (6) are zero.
Proof. We write
and therefore
Then we obtain
where ω
Therefore it is only necessary to investigate the coefficients of y l1 , . . . , y (n−1)l1 of Ln
with polynomialsρ µ which depend on (ρ 2 , . . . , ρ µ ) for µ ≡ 1 (mod l 1 ) and on (ρ 2 , . . . , ρ µ−1 ) for µ ≡ 1 (mod l 1 ). We write
and so we achieve
and hence Θ(y) − Θ(N (y)) ≡ Θ(y) − Θ(ω 0 y) (mod ord nl 1 + 1) and therefore there are no coefficients different from zero for y l1 , . . . , y nl1 in Ln
. It remains to determine the coefficients of kLn(1 + w
it is clear that comparing the coefficients of y l1 leads to
with a polynomial P l1 . Proceeding in comparing the coefficients of y µl1 with µ ≥ 2 leads to
with polynomials P µl1 for 2 ≤ µ ≤ (n − 1)l 1 . For y nl1 we obtain −ω
with a polynomial P nl1 and hence
Now one obtains δ nl1+1 = 0 if ρ nl1 is suitably choosen.
It is also possible to determine the number k if N and R and henceφ are given. We get
In summary we achieve (n − 1)l 1 algebraic equations
for 1 ≤ µ ≤ (n − 1)l 1 and one additional equation
Theorem 1.3. Let k ∈ N be given by (7) and letφ be not linearizable and be given byφ(y) = R −1 (N (R(y))) where N denotes the semicanonical form ofφ. Then the equation
has a solution X if and only if the polynomial relations (8) and (9) are fulfilled. This solution X is unique.
Proof. We obtain the uniquely determined solution if we compare the coefficients of (6) namley Ln
It is sufficient to look at Ln
Comparing the coefficients of y l1 leads to the first polynomial relation of (8) but it is not possible to determineβ l1 from this equation. Proceeding we can compute the coefficientsβ l1+1 , . . . ,β 2l1−1 and for y 2l1 we obtain the second polynomial relation of (8). These steps can be done till we compute the coefficient of
(n+1)l1+1 . Inductively we obtain the uniquely determined solution X of (6).
The solutions f of the generalized Dhombres functional equation are given by
This remark also holds for the following theorem, namely Theorem 1.6. That means also in 1.6 we can reverse the calculations like we do in 1.4 and finally we get solutions of the form (10). The difference is that in the case of Theorem 1.3 the solution X is uniquely determined whereas in the situation of Theorem 1.6 the solution X is depending on some arbitrary coefficients.
But before we prove the next theorem we have to consider the following remark.
Remark 1.5. Let w 0 be a primitive root of unity of order l ≥ 1, k ∈ N and ω 0 be defined by ω 0 = w k 0 where the order of ω 0 equals l 1 . Also the series N is given by
]] with n ≥ 1 and the coefficient δ nl1+1 is different from zero. Then let the series H be given by
] such that the coefficients h µl1 of H with 1 ≤ µ ≤ (n − 1)l 1 are given by the polynomial relations
where the polynomials P µl1 are the same as in (8) and such that the coefficients h µl1+1 are zero for µ ≥ 1 and
The coeffiecient h nl1 has to be choosen such that
holds. Then for every choice of the coefficients of the series N except the coefficient δ nl1+1 and for every choice of the coefficients of the series H except these coefficients we get from the polynomial relations and also except the coefficient h nl1 there exists a unique solution f of the generalized Dhombres functional equation
Now we have to consider the second situation, this case deals with a linearizableφ. Then there exists a functionR such thatφ(y) =R −1 (ω 0R (y)). But it is also possible to use the notations from the case where a non linear semicanonical form N exists. We may consider the present situation as a limiting case of the previous situation for n → ∞.
In formula (8) ρ µl1 = P µl1 (ρ α |α < µl 1 ) exactly (n−1)l 1 algebraic equations as a consequence of the non linear semicanonical form are given. If now the semicanonical form N (y) = ω 0 y + δ nl1+1 y nl1+1 + . . . with δ nl1+1 = 0 becomes linear that means n → ∞ then we obtain infinitely many algebraic equations instead of finitely many ones. Therefore we get the algebraic relations
(11) for µ ≥ 1. Theorem 1.6. Let k ∈ N andφ be linearizable and given byφ(y) = R −1 (ω 0 R(y)). Then the equation
has infinitely many solutions X if the polynomial relations (11) are fulfilled.
Proof. We consider equation (6) namely
and again it is possible to write Ln
and therefore we obtain a special solution X 0 which is given by
Hence the general solution is given by
with arbitrary β νl1 for ν ≥ 1.
where ψ is linearizable and w 0 is a root of unity of order l ≥ 2 can be found in [2] Theorem 5 p. 90.
A class of examples
In this section we want to consider an example of a solution of the generalized Dhombres functional equation where the functionφ is linearizable. This example is very interesting because we compute it in contrast to the previous section without the use of the formal logarithm. Therefore again one considers (3) (w 0 + z k )U (z) = U (ψ(z)) where the function ψ is linearizable. Notice that the functionφ is linearizable if and only if the function ψ is. Let w 0 be a root of unity with order l ≥ 2. Then we know that ω 0 := w k 0 is a root of unity with order
We iterate equation (3) and so we obtain
and hence
Iterating the last equation l 1 − 2 times and using ψ(z) k =φ(z k ) as well as y = z k and w Next we want to construct a functionφ such that (12) is satisfied. As an Ansatz we use the special Möbius-transformationφ (y) = ω 0 y 1 + βy with β = 0 andφ l1 (y) = y. For 1 ≤ ν ≤ l 1 − 1 we obtaiñ
For ν = l 1 we obtainφ l1 (y) = y, henceφ is linearizable as well as ψ. Then we get
Substituting this in equation (12) leads to
If in each linear factor in the numerator of the left hand side of (13) the coefficient of y is not zero, then the degree of the product is l 1 while the degree of the denominator is l 1 − 1 which contradicts (13). So it is necessary that β is one of the numbers
. . .
Hence for 1 ≤ µ ≤ l 1 − 1 we have
Next we have to show that this is sufficient. Therefore we number the fractions of (13) such that the numerators are Z 0 to Z l1−2 and the denominators are N 1 to N l1−2 , for N 0 we have N 0 = 1. Then we choose a special β µ for 1 ≤ µ ≤ l 1 − 1. Then it is true that Z ν = N ν−µ for ν ≥ µ and that Z ν = N ν+l1−µ for ν ≤ µ hold. First we show that for ν ≥ µ we get Z ν = N ν−µ . We obtain
For N ν−µ we get for the right hand side. So everything cancels and hence we get Z ν = N ν−µ for ν ≥ µ. Next we show that Z ν = N ν+l1−µ for ν ≤ µ. Like above we obtain
for Z ν . The denominator N ν+l1−µ is given by
After cancelling 1 and w
0 one has to show that (15) is fulfilled. Therefore our claim is valid which means that for every β µ with 1 ≤ µ ≤ l 1 − 1 the corresponding solution is sufficient to solve (13). In the next step we are looking for a special solution U of (3) (w 0 + z k )U (z) = U (ψ(z)). Remember that our functions are given by ψ(z) = w 0 z
To show how one can compute a special solution we consider the special case β 2 = −w
and we try to find a special solution for β 2 . Therefore the function ψ is given by ψ(z) = w0z
First we write U (z) = zU (1) (z) with U (1) (z) = 1 + . . .. Then (3) is equivalent to
and this is equivalent to
This leads to (1 + w
Then we use a new Ansatz, so we consider U (1) (z) = (1+w
2) (z) and after substituting this expression in (16) we get
or the equivalent expression
This leads to
Then again a new Ansatz is needed and by
we describe this new one. Substituting this in (17) leads to
This is equivalent to
Hence we get
because the condition which the expression β 2 has to fulfill is β 2 (1 + ω 0 ) + w 
and so we need a last Ansatz. We choose U (3) (z) = (1 + δz k ) α2 and substituting this expression in (18) we get for the right hand side of (18)
Therefore (18) is equivalent to
Hence we obtain δ = β 2 + δω 0 which is equaivalent to δ = (1 − ω 0 ) −1 β 2 . Also (1 + w
k +2α1+α2 = 1 has to be satisfied and this leads to α 1 = −1 and α 2 = 2 − 1 k . Then the special solution for β 2 is given by
which we obtain after putting our results together. These calculations motivate to state that a special solution U of equation (3) for a β µ with 1 ≤ µ ≤ l 1 − 1 has the representation
To proof this we have to substitute U (z) in (3) . Then the left hand side of (3) is
The right hand side of (3) is given by
The last term of the right hand side leads to
and hence this terms and the term w 0 z cancel in the equation. For 1 ≤ n ≤ µ − 1 the n − th factor of the product of the left hand side of the equation is given by
and the (n − 1) − th factor of the right hand side by
Now it is easy to see that these expressions are the same. It remains to consider the (µ − 1) − th factor of the right hand side of the equation. We obtain
and this equals 1 because β µ has to fulfill β µ (1 + ω 0 + . . .
Hence the function U (z) which we obtain is a special solution of (3) (w 0 + z k )U (z) = U (ψ). In the next step we want to find a function S such that we can linearize the function ψ(z) = w0z (1+βµz k ) 1 k that means such that S(ψ(z)) = w 0 S(z) holds. To construct such a S we can use similar calculations as above. For 1 ≤ µ ≤ l 1 − 1 we get
It is easy to show that the linearization equation holds, we obtain
for the right hand side and
for the left hand side and hence the function S is a linearization of ψ. Now we are interested in the general solution U of (3) (
U2(z) for two solutions U 1 and U 2 of (3) we get
Defining the function Φ = W • S −1 we obtain Φ(z) = Φ(w 0 z). (
as the general solution U of (3) (w 0 + z k )U (z) = U (ψ(z)).
Now we summarize this situation. Let ψ be linearizable and hence also the functionφ is, ψ(z) = w 0 z + . . . and the relation ψ(z) k =φ(z k ), where w 0 is a primitive root of unity of order l ≥ 2 holds. We define ω 0 := w k 0 and hence this is a primitive root of unity of order l 1 = l gcd(k,l) .
Hence we have proven the following theorem. 
Local analytic solutions
Theorem 3.1. Letφ be linearizable and convergent in a sufficiently small neighbourhood of zero. Then the equation g(w 0 z + zg(z)) =φ(g(z)) (2) has convergent solutions g and hence also the generalized Dhombres functional equation
has non constant convergent solutions f with f (0) = w 0 .
Proof. It is known that (2) can be written as linear functional equation
with ψ(z) k = ϕ(z k ) and U (z) = u 1 z + . . .. This is the same as 
Thenφ is linearizable and hence, see [5] , there exists a convergent R such thatφ(y) = R −1 (ω 0 R(y)) with ω 0 = w
