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1. EINLEITUNG 
Sei g eine endlich-dimensionale komplexe Lie-Algebra. Die Darstellungen 
der Lie-Algebra g kann man such als Darstellungen ihrer assoziativen 
Einhiillenden Algebra U(g) ati assen. Die Klassifizierung aller irreduziblen 
Darstdhngen scheint schon im Falle g = sl(2, C) ein aussichtsloses Problem 
zu sein. Deshalb hat Dixmier [lo] vorgeschlagen, zunachst einmal die 
zugehtirigen Kerne in U(g), die sogenannten primitiven Ideale von U(g), zu 
klassifizieren. Im Falle einer aufliisbaren Lie-Algebra g wird diese Aufgabe 
vollstindig und in eleganter Weise gel&t durch die (stetige) Dixmier- 
Abbildung 
welche den (mit der Jacobson-Topologie versehenen) Raum X der primi- 
tiven Ideale von U(g) in Bijektion setzt zu dem Bahnenraum g*/G des Dual- 
raumes g* unter der Aktion der adjungierten algebraischen Gruppe G. 
Ausfiihrliche Darstellungen dieser Theorie findet der Leser in [l, 91. 
Im Gegensatz. zu dieser Situation im aufliisbaren Fall ist der Raum X fur 
halbeinfaches g gegenw%rtig noch weitgehend unerforscht. Zwar hat man 
einige sehr schijne allgemeine Satze [9]; aber neuerdings wurden mehrere 
einschlagige Vermutungen widerlegt, und von Joseph [15] wurde eine vijllig 
neuartige Klasse primitiver Ideale entdeckt (s.u.). Diese Ereignisse haben im 
Laufe des letzten Jahres deutlich geinacht, daB der Raum X im halbeinfachen 
Fall noch voller Geheimnisse und iiberraschungcn steckt. Es diirfte 
deshalb fiir die weitere Forschung sehr niitzlich-wenn nicht sogar uner- 
Mlich-sein, fur einige spezielle halbeinfache Lie-Algebren g den 
Raum X explizit zu bestimmen. Nachdem Gabriel und NouazC dies 
fiir den Fall g = eI(2, C) durchgefuhrt haben [12] und Dixmier im Vorjahre 
dcm Fall g = sI(3, C) eine ausfuhrliche Studie widmete [lo], sol1 in der 
vorliegenden Arbeit der Fall g = so(5, C) betrachtet werden. 
619 
Copyright 0 1976 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
620 WALTER BORHO 
In dem Dixmierschen wie in dem vorliegenden Artikel wird nicht das 
gesamte primitive Spektrum X beschrieben, sondern nur der Teilraum 
X, C X der sogenannten vollprimen primitiven Ideale von U(g). Ein Ideal 
heil3t vollprim, wenn die Restklassenalgebra nullteilerfrei ist. An dem voll- 
primen Teil X, des primitiven Spektrums besteht ein besonderes Interesse: 
Auf Grund der Resultate bei sI(2, C) w ar namlich in [I] vermutet worden, 
da8 man stets eine stetige Bijektion 
habe, wie im auflijsbaren Fall (wo namlich auDerdem X, = X gilt, wahrend 
im halbeinfachen Fall X, $ X ist). Es lag daher nahe, bei den weiteren 
Beispielen zunHchst den Raum X,” mit neuen Methoden vollstandig zu 
beschreiben, urn dann nachtraglich einen Vergleich mit dem Bahnenraum 
g*/G anzustellen. Bei der Durchfiihrung dieses Programms fur sI(3, C) 
fand Dixmier immerhin noch eine Bijektion g*/G 3 X, , die allerdings nicht 
mehr stetig ist [IO]. 
Der Fall g = so(5, C) versprach schon im voraus, noch interssanter zu 
werden: Auf der einen Seite kannte man bereits eine G-Bahn in g*, fiir 
welche die iibliche Konstruktion, die einer Bahn ein Ideal aus X, zuordnet, 
versagt. Und auf der anderen Seite hatte man schon das “Joseph-Ideal” 
J Jo8 E X, (siehe 4.1) und wuBte, daB man es nicht in der iiblichen Weise 
einem Orbit aus g*/G zuordnen kann. (Dies wurde fiir so(5, Cc) von Conze- 
Dixmier entdeckt [8] und von Joseph auf beliebige einfache g * eI(n, C) 
verallgemeinert [14]). Die nahere Untersuchung durch Rentschler [20] und 
den Autor fijrderte noch zwei weitere Anomalien zu Tage: Eine Bahn aus 
9*/G, welcher zwei verschiedene Ideale aus X, zugeordnet sind und zwei 
verschiedene Bahnen, welchen dasselbe Ideal aus X, entspricht. Statt der 
einst erwarteten Bijektion hat man also nur eine “Korrespondenz” 
g”/G - X, , welche nicht tiberall definiert, nicht immer eindeutig und 
weder surjektiv noch injektiv ist. 1 Erst bei Herausnahme endlich vieler 
Punkte erhalt man eine Bijektion. Dieser Vergleich des Raumes X, mit dem 
Bahnenraum sol1 jedoch erst in einer nachfolgenden Note von Rentschler [20] 
ausgefiihrt werden. 
In der gegenwartigen Arbeit wird der Raum X, selbst vollstandig 
beschrieben (6.1, 7.6, 7.7). Auch Angaben tiber die Erzeugung der Ideale 
sowie iiber die Struktur ihrer Restklassenalgebren werden gemacht (6.1-6.3). 
Wesentliche Hilfsmittel sind dabei die in [I, 2, 31 bereitgestellten Techniken 
aus der nicht-kommutativen Algebra, besonders das Lokalisieren nach 
Oreschen Teilmengen [3] und das Konzept der Gelfand-Kirillov-Dimension, 
das in [2] ausgiebig studiert wurde. 
Das Ergebnis dieser Untersuchungen ist in der Zeichnung 2 anschaulich 
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zusammengefal3t: Zunichst wird der Raum X, durch die Werte 0, 4, 6, 8 
der Gelfand-Kirillov-Dimension der Restklassenalgebra in vier“Stockwerke” 
eingeteilt. Die beiden oberen Stockwerke enthalten nur jeweils ein Ideal, 
namlich das Augmentationsideal 1”s = gU(g) bzw. das Joseph-Ideal 
_T’os. Das folgende Stockwerk besteht aus zwei einparametrigen Familien F 
und F’, und das unterste Stockwerk wird durch die zweiparametrigc Familie 
-Ymin (C X,) der minimalen primitivcn Idealc von U(g) gebildet. Nach 
Dixmier-Duflo [9, 8.41 ist Xmr, in natiirlicher Weise homijomorph zu einer 
affinen Ebene z V. Auf diese Ebene wird der game Raum S, projiziert, 
indem man jedem J E X, das (eindeutig bestimmte) minimale primitive 
Ideal zuordnet, welches in _T enthalten ist. Auch diese Projektion wird durch 
die Zeichnung veranschaulicht: Zwei Ideale aus verschiedenen Stockwerken 
sind genau dann in einander enthalten, wenn die zugehijrigen Punkte des 
zeichnerischen Modells ubereinander liegen. Schwierig im Model1 wieder- 
zugeben ist die Tatsache, daB unterhalb des Augmentationsideals zwei 
verschiedene Ideale aus den Familien F bzw. F’ liegen, von denen keines das 
andere enthalt. Fur prazisere Erlauterungen zu der Zeichnung sei im ijbrigen 
auf das Korollar 7.6 verwiesen. 
Zum Vergleich zeigt die Zeichnung 4 das entsprechende Model1 fur X, 
im Falle g = sI(3, C) nach den Angaben von Dixmier [lo]. Auch fur die 
Bahnenraume g*/G kann man analoge Modelle zeichnen (siehe Zeichnungen 
1, 3), deren Bedeutung der Leser in [20] bzw. [lo] naher erlautert findet. 
ZEICHNUNG 1. Der Bahnenraum im ZEICHNUNG 2. Das vollprime primi- 
Falle g 1 so(5, C) (nach Rentschler [20]). tive Spektrum im Falle g = so(5, @) 
(nach Korollar 7.6). 
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ZEICHNUNG 3. Der Bahnenraum im ZEICHNUNG 4. Das vollprime primi- 
Falle g = d(3, @) (nach Dixmier [lo]). tive Spektrum im Falle g = sI(3, @) 
(nach Dixmier [lo]). 
Bemerkungen. Uber die vorliegende Arbeit hat der Autor am 5.2. 1975 
anM3lich einer Tagung iiber Einhiillende Algebren in Oberwolfach vorge- 
tragen. Der Autor mochte A. Joseph, J. C. Jantzen und R. Rentschler fur 
zahlreiche niitzliche Diskussionen danker-r. 
2. FIXIERUNG EINER CHEVALLEY-BASIS UND WEITERER NOTATIONEN Otis 
DIE LIE-ALGEBRA 
In dieser Note bezeichnet k einen algebraisch abgeschlossenen Kijrper der 
Charakteristik 0. Begriffe wie Algebra, Lie-Algebra, Basis und Dimension 
(dim) von Vektorraumen, beziehen sich-ohne weiteren Zusatz-auf k 
als Grundkorper. Dasselbe gilt fur das Tensorprodukt (also @ = ok) sowie 
fiir die Gelfand-Kirillov-Dimension (Dim) einer Algebra. 
2.1. Soweit nichts anderes gesagt wird, bezeichnet g eine einfache Lie- 
Algebra vom Typ B, = C, . Seien b eine Cartan-Unteralgebra von g, R C lj* 
das Wurzelsystem von g beziiglich 6, g’C g der Wurzelraum zur Wurzel 
y E R und H, E Ij die “Cowurzel” zur Wurzel y, i.e., das durch die Nor- 
mierung y(H,,) = 2 eindeutig festgelegte Element des eindimensionalen 
Teilraums [gy, g-y] von lj. Der von R erzeugte Q-Vektorraum ljo* wird 
durch Einschranken der Killing-Form mit einem euklidischen Skalarprodukt 
versehen, also such mit einem Langen und Winkelbegriff. Das Wurzelsystem 
R besteht aus 4 “langen” und 4 “kurzen” Wurzeln, wie in Zeichnung 5 
dargestellt. Eine Basis von R besteht aus einer langen und einer kurzen 
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Wurzel, die einen stumpfen Winkel bilden. Es seien a, 01’ eine Basis von R, 
01 lang und (Y’ kurz. Die Tabelle 1 gibt die Liste derpositiven Wurxeln beziiglich 
dieser Basis an und stellt die Verbindung zur Notation von Bourbaki [6] her. 
ZEICHNUNG 5. Das Wurzelsystem. 
TABELLE I 
Liste der positiven Wurzeln und Fundamentalgewichte 
Positive Wurzel Bourbaki-Notation [6] fiir B, Bourbaki-Notation [6] fiir C, 
N (land 
N + 2a’ (lang) 
01’ (kurz) 
01 + a’ (kurz) 
Die Cavtan-Matrix lautet: 
4%) = 2, a(Q) = -2, 
cqz&) = -1, oI’(H~,) = 2. 
2.2. Die Cowurzeln H, , H,+ bilden eine Basis von IJ. Sei w, w‘ die dazu 
duale Basis von b*. Dies sind die Fundamentalgewichte beziiglich (Y, a’, die 
ebenfalls in Tabelle I angegeben sind. Fur jedes X E b* bezeichne I’(X) den 
(bis auf Isomorphie einzigen) einfachen g-Modul mit hijchstem Gewicht X 
(vgl. [9, 7.1.12, 7.1.131) ‘und fh : g + gI( k’(A)) die zugehiirige Darstellung. 
Dann sind V(U), V(W’) d ie ei b d en Fundamentalmoduln; genauer ist pw die 
Sdimensionale orthogonale Darstellung von g und pa’ die 4-dimensionale 
symplektische Darstellung. In klassischer Notation ist 
g r so@, k) 
vermoge pw bzw. pm’ . 
bzw. g = ~(4, k) 
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Seien q2 , pi , q,, , qml , q--2 bzw. qz , q1 , q-1 , qd2 eine Basis von V(m) bzw. 
I’(~J’), und sei Eij die lineare Abbildung (die “Matrixeinheit”) mit Eijql = 
&qi fiir alle i, j, I (wo Sjl das Kronecker-Delta bezeichnet). Tabelle II gibt 
dann die Wurzelvektoren einer Chevalley-Basis von so(5, K) bzw. ep(4, R) an. 
Mittels p. bzw. pw’ werden dadurch xwei Chevalley-Basen von g festgelegt, die 
im Folgenden nebeneinander betrachtet werden: Unterschiede ergeben sich 
nur bei einigen Vorzeichen, und diese werden gegebenenfalls beide angegeben 
mit folgender Verabredung: Das obere Vorzeichen bezieht sich stets auf BO(.~, k) 
und das untere auf sp(4, k) (vgl. Tabelle III). Fiir die beiden Chevalley-Basen 
von g kann daher dieselbe Bezeichnung gewahlt werden: H, , H,, , xv , 
wobei y die Wurzeln durchlauft und x,, E gY ist. 
TABELLE II 
Chevalley-Basen von eo(5, k) und ep(4, R) nach [13, 381 
Wurzel y Wurzelvektor xv Wurzelvektor x-,, Cowurzel H, 
eo(5, k) a: X E,, -E-,-I Y En --6,-z h Ezn-En+E-+1-E-2-2 
OL + 2a’ e G-1 -El--8 E.-XI --EL, 
Ly’ p=x’ 2Ezo-Eo-z Y’ Em--Lo h’ 2E-,-, - 2E,, 
aSu’ 4 2&--%I &--2-G, 
SP(4, f4 01 X E2-2 Y E-s h E-,-z-E,, 
a+2cd e El-1 E-,1 
lx’ p=x’ El,-E-,-, y‘ Eel-E-,_, h’ Ez2-E,l+E-l--1-E--2--J 
or+cd q J%-d-E,-, E-d-b 
TABELLE III 
Multiplikationstafeln fiir das Rechnen in p und p’ 
(man beachte die Vorzeichenkonvention in 2.2) 
P 5X5 l%Yl = h 
nxn [n, e] = 0 
5xn [e, el = 0 
rx, PI = T4 
Lx, d = cl 
P’ 5’ x 5’ 
n’ x n’ 
5’ x n’ 
[x’, y’] = h 
[n’, n’l = 0 
[x’, e] = 0 
Ix’, 41 = f2e 
[x’, xl = rtq 
[h, x] = 2x 
[P, 41 = 12e 
lh,yl = -2~ 
b,Pl = 0 
[Y* Ql = FP 
[h’, x’] = 2x’ 
[h, PI = -P 
[h, 41 = 4 
[h’, y’] = -2~’ 
[Y’, el = 33 
[Y’, 41 = 3Z23c 
[Y’, xl = 0 
[h’, e] = 2e 
W, 41 = 0 
[h’, x] = -2x 
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Die folgenden Abkiirzungen fiir gewisse Elemente der Chevalley-Basis 
erweisen sich als praktisch: 
x -= x ' cc, xr .- .- Xc% > p := x,, (== 4, 
h := I-r,, h’ := H,,, 4 : = %+,’ > 
y :== .\-‘-, ) y’:=x&, . e *= x a+2a’ . 
Der doppelte Name p = x’ fur x,, wird mehr Symmetrie in den Formeln 
ermoglichen. 
2.3. Mit n, (bzw. n) wird die Summe der gy, y positiv (bzw. negativ), 
bezeichnet. AuRerdem erhalten folgende Unteralgebren von g einen festen 
Name,: 
Die 3-dimensionalen einfachen Unteralgebren 
s:=kx$-kh+ky 
und 
5’ := kx’ + kh’ + ky’, 
die Borel-Unteralgebra 
b:=lj+n+, 
die parabolischen Unteralgebren 
und 
P:=b+ky=b+s 
p’ := b + Ky’ = b + s’, 
die Nilradikale von p und p’, 
und 
1t := kp +kq +ke 
n’:=kx+kq+ke, 
sowie die auflijsbaren Radikale von p und p’, 1:: = n + kH,+,,, = n + k(h + h’) 
und r’ := n’ + k(2h + h’). 
Es ist dann [p’, p’]‘= n’ @ 5’ semi-direktes Produkt von B’ z 542, k) mit der 
abelschen Unteralgebra n’. Und [p, p] = n @ 5 ist semi-direktes Produkt von 
5 e sl(2, k) mit der Heisenberg-Algebra n. Genauer hat man die angegebe- 
nen Multiplikationstafeln (Tabelle III). 
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3. STRUKTUR DER EINH~LLENDEN ALGEBREN DER 
PARABOLISCHEN UNTERALGEBREN 
3.1. Sind a, , a2 ,..., a,, Elemente einer Algebra A, derart da8 Si = 
(1, ai , ui2 ,... } eine (linke) Oresche Teilmenge in A ist fur i = 1, 2 ,..., 11, so 
ist such die von allen ai erzeugte Halbgruppe S eine (linke) Oresche 
Teilmenge von A [l, 2.3~1, und man schreibt Aal,a2,.,.,an = S-‘il fiir den 
Quotientenring von A beziiglich S. Sei A, die Weyl-Algebra mit 2n Erzeugen- 
denp, ,-., P, , ql ,..., q,, und den definierenden Relationen piqj - qjpi = 6,, , 
pi pi - pj p, = 0 = qiqi - qjqi . Jedes pi (oder qi) erzeugt eine (zweiseitige) 
Oresche Teilmenge. Wie in [I, 8.31 werde 
gesetzt. Das Zentrum einer Algebra A wird mit Z(A) bezeichnet. 
LEMMA. Seien S eine Oresche Teilmenge von A, , A = PA, und B eine 
beliebige Algebra. Identi$ziere A bsw. B mit der Unteralgebra A @ 1 bzw. 
1 @ B von A @ B. Dann gilt 
(a) Z(A @B) = Z(B). 
(b) Jedes Ideal J von A @ B ist von J’ = J n B erzeugt, also J = A @ y. 
Beweis. Im Falle S = (1) entnimmt man dies leicht aus [I, 4.101 (nicht 
aus dem Satz, aber aus dem Beweis). Fiir den allgemeinen Fall verwendet man 
die wohlbekannten Tatsachen, daf3 A, einfach ist und da0 sogar der Quotien- 
tenschiefkbper von A, Zentrum = K hat. Erst recht ist daher A zentral- 
einfach iiber k, und daher ist (b) Sp ezialfall eines wohlbekannten Satzes iiber 
zentral-einfache Algebren. Aussage (a) ist klar: Z(A @ B) = Z(A) @ 
Z(B) = Z(B). Q.E.D. 
3.2. Fiir eine beliebige Lie-Algebra a bezeichne Sz( U(a)) das Semizentrum 
ihrer Einhullenden Algebra U(a) (vgl. [I, Abschnitt 61). 
LEMMA (Struktur von U(b)). Sei f das fokende Element von U(b): 
f := ex - $q2. 
Dann gilt 
(a) Sz(U(b)) = z(U(n+)) = Ne,f I. 
(b) Die Elemente e, f erzeugen (zweiseitige) Oresche Teilmengen in U(g) 
und in jeder Unteralgebra, welche e, f enthiilt (z.B. in U(b)). 
(c) U(b),,, z.z A, 0 A,‘. 
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Beweis. (a) Die erste Gleichung gilt aus allgemeinen Griinden: “C”, da 
n, der Durchschnitt der Kerne der Eigenwerte von b in n, ist [l, 6.11, und 
“a”, da lj halbeinfach operiert. Die zweite ist eine leichte Rechenaufgabe: 
Analog zu dem in [l, 5.91 vorgerechneten Beispiel erhllt man U(n+) = 
4 0 f4e,fla .
(b) Wegen (a) sind die durch e,fbestimmten inneren Derivationen von 
U(g) nach [3, 2.41 lokal-nilpotent. Daher folgt (b) aus [3, 1.41; und (c) 
verifiziert man mit Hilfe der allgemeinen Methode in [l, 8.41 (Beweis der 
Gelfand-Kirillov-Vermutung). Q.E.D. 
3.3. LEMMA (Struktur von U(p’)). S ei c das folgende Element von U(p’): 
c:=ey’~+qh’-xxx’. 
Dann gilt. 
(a) Die Elemente f (3.2), c kommutieren mit [ p’, p’] = n’ + 5’ und 
erfiillen 
[f, cl = 0, [kfl = 2f, [h, c] = c. 
(b) Die Elemente e, f, c erzeugen (zweiseitige) Oresche Teilmengen von 
UC P’b 
(c) u(n’ + s’)~ s A, 0 A,’ 0 Qf, cl. 
(d) Sa( U(p’)) = Z( U(n’ + 5’)) = k[ f, c]. 
(e) U(P’),,~ z 4 0 A,’ 0 k[f /c”l. 
(f) Die einzigen Primideale #O van U(p’),,r sind die (vollprimen) Ideale 
<cj und (c” - [f >, 5 E k\O. 
Beweis. (a) bestatigt man durch explizite Rechnung. Zum Beispiel ist 
[r’,fl = [y’, 4 x - $(f2q f&x) = iax +7x = 0 
auf Grund der Tabelle 3. i%ach 3.2(a) kommutiert f such mit n, = n’ + kx’ 
und folglich mit ganz it’ + a’. Ahnlich erhalt man [c, n’ + s’] = 0. Folglich 
liegen f und c im Zentrum von U(n’ + 5’); insbesondere gilt [f, c] = 0. 
SchlieBlich sind f bzw. c “Gewichtsvektoren” vom Gewicht 2(a + 01’) bzw. 
o( + ~11’. Das ergibt [h, c] = (a f a’)(h) c = (a + m’)(HJ c = c und [h, f ] = 2f 
nach 2.1. 
(b) Die Elemente f, c sind semi-invariant unter p’ und erzeugen daher 
trivialer Weise zweiseitige Oresche Teilmengen von U(p’)[l, 2.3a]. Fiir e 
(und f) folgt die Behauptung schon aus 3.2(b). 
(c) In diesem Beweis werden zunachst die folgenden auflosbaren 
Unteralgebren c und a betrachtet (voriibergehende Bezeichnungen): 
c:=kx’+kh’ 0’); a := n’ + c = (n’ + s’) r\ 6. 
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Man hat zwei Schiefpolynomring-Erweiterungen 
U(n’), c+ U(d)&‘] 4 U(n’ + kx’),[K] = U(a), , 
die beide starr sind im Sinne von [I, 4.8]( man wende den dortigen Satz mit 
a = q bzw. z = e an!). Daraus folgt, dal3 das Zentrum von U(a), in 
U(n’), enthalten ist (lot. cit., 4.7c, 4.8). Da n’ abelsch ist, folgt daraus 
Z(U(a),) = (U(n’),)a = (U(n’),)‘. (*) 
(Notation: Mit (...)” ist der Zentralisator von a in (...) gemeint.) 
Der kommutative Ring U(n’), = K[.Y, q, e, e-l] wird als Vektorraum von den 
Monomen xzqmen mit I, m E N und n E Z aufgespannt. Wegen [h’, x] = -2x, 
[h’, q] = 0, [h’, e] = 2e ist ein solches Monom ein h’-Eigenvektor zum 
Eigenwert 2(n - 1). Es wird demnach nur im Falle n = I 2 0 von h’ zen- 
tralisiert! Hieraus geht hervor, daB jedes k’-invariante Element von 
U(n’), bereits in U(n’) liegt, erst recht also jedes c-invariante Element. Aus 
(*) ergibt sich daher weiter: 
Z(U(a),) = (U(n’),>c = U(rt’)[ = U(n’)5. 
Die letzte Gleichung folgt aus der Darstellungstheorie von 5 g sl(2, k) 
(B operiert auf U(n’) lokal-endlich). Da n’ isomorph zur adjungierten Darstel- 
lung von s ist, wird der s-Invariantenring von U(n’) = S(n’) bekanntlich 
vom “Casimir-Element” erzeugt, i.e. von jeder Invarianten, die homogen 
vom Grad 2 ist. Undfist eine solche Invariante. Dies beweist das 
ZWISCHENRESULTAT. 
Z(WGA = WI. 
Mit den Standardmethoden fur den aufliisbaren Fall [l, 8.3, 8.41 erhalt 
man nun 
U(a), g A, @ Al’ @ Z( U(a),) = A, @ A,’ @ Klf]. 
Nach (a) kommutiert c mit U(a), , und die Algebra U(a),[c] enthalt 
offensichtlich das Element y’ und damit die Lie-Algebra a + Ky’ = n’ + 5’. 
Daraus ergibt sich 
-qU(n’ + 5’),) = k[f, cl 
und 
U(n’ + s’)~ = U(a),[c] = A, @A,’ @ k[f, c]. 
Damit sind (c) und die zweite Gleichung von (d) bewiesen. 
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(d) Es bleibt nur noch die erste Gleichung zu begriinden. Die Inklusion 
“1” ist trivial, da h halbeinfach operiert, und die umgekehrte Inklusion gilt 
nach [19; 4.11. (Dort wird bemerkt, dal3 der Satz 6.1 in [l] sich auf nicht- 
auflosbare Lie-Algebren iibertragt.) 
(e) Wegen [a, c] = 0 und [h, c] = c ist a + kh + kc = b + kc eine 
aufIiisbare Lie-Algebra, und wegen U(a),[c] = U(i(s’ + n’), hat man 
U(a + kc + zd& z U(p’), . Damit ist das Problem, die Struktur von 
U(p), zu bestimmen, auf den auflijsbaren Fall zuriickgefiihrt. Mit der 
Standardmethode [l, 8.3, 8.41 erhalt man jetzt-ausgehend von (c)- 
und 
U(P’) e,c = Al 0 A,’ 0 w4J’),.c) 
~(u(P’)w) = xflC21* 
(f) Da U(p'), such als lokalisierte Einhiillende einer az@baren Lie- 
Algebra aufgefaRt werden kann (siehe oben), haben U(f), und (erst recht) 
U(P’)&f nur vollprime Primideale [I, 2.10, 5.11. Sei J # 0 ein Primideal von 
W’),,f . Sei -: uk%f + U(~J')~,~/] =: B der kanonische Homomorphis- 
mus auf die Restklassenalgebra B. Er bildet die Unteralgebra U(b),,, injektiv 
ab, denn diese ist einfach nach 3.2(c). Daher kann U(b),,, mit ihrem Bild in B 
identifiziert werden. Zwei Falle sind zu unterscheiden: 
FUZZ c = 0. Dann folgt: 7’ = (l/e)(xx’ -& 3 q/z’) liegt in U(b), und 
deshalb ist B = U(b), . D araus geht hervor, daD in diesem Fall das Ideal J 
sogar von c erzeugt ist. 
FUZZ c # 0. Dann existiert die Lokalisierung B, (z.B. weil B nullteilerfrei 
ist und weil Homomorphismen die Oresche Bedingung erhalten), und nach 
[I, 2.101 ist in kanonischer Weise BE z U(JJ')~,~,~/J~ . Aber nach (e) ist 
VP’) e,f,c 2% Al 0 A,’ 0 4f/C2,f-11* 
Daher wird Jc von seinem Durchschnitt mit k[f/c2, f-l] erzeugt (3.1). 
Da k algebraisch abgeschlossen ist, kann J, nur die Form (c2 - {f) haben, 
mit 5 E K\O. 
Es bleibt somit nur zu zeigen, da0 das Ideal J selbst dann ebenfalls von 
(c” - [f > erzeugt wird. Bezeichnet C die Restklassenalgebra von U(P'),,~ 
nach dem von c2 - {f erzeugten Ideal, so hat man einen kanonischen Homo- 
morphismus q~ C -+ B, und es ist zu zeigen, daR dieser injektiv ist. Zunachst 
ist 
ee2(c2 - <f) = yf2 + y’b, + b, (*I 
mit gewissen Koeffizienten b, , 6, E U(b), . Aus dieser Relation entnimmt man 
C = U(b),,, + dy’) u(b),,, . 
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Ware daher IJJ nicht injektiv, so mu&e eine Relation der Gestalt 
a, +ya, = 0 mit a1 9 % E Vb)e,, 
gelten. Dies ist aber nicht der Fall: Da Jc von c2 - {ferzeugt wird, kann man 
mit Hilfe von (*) schlieBen, daD die Elemente 1, 7’ von Bz rechts linear- 
unabhangig iiber U(b),,, sind. Folglich wird C injektiv in BE abgebildet und 
isomorph auf B. Das bedeutet J = (c2 - (f ). 
Dal3 die aufgezahlten Ideale wirklich Primideale sind, ist offensichtlich. 
Damit ist alles bewiesen. Q.E.D. 
3.4 LEMMA (Struktur von U(p)). (a) Lurch 
wird ein Lie Homomorphismus - : 5 ---f U(tt + s), definiert. 
(b) Esgilt [r, a] = 0. 
(c) Deshalb ist 
U(p), E U(r), @ U(i5) s A, @ A,’ @ U(sI(2, k)). 
(d) Das Zentrum von U(p), wird erzeugt von dem Element 
f := 5q +yz + Q R2 = 2q + 4 R(h” - 2). 
(e) Die einzigen Primideule + 0 van U(P),,~ sind die Ideule (.i - [>, 
5 E k. Die Restklussenulgebra eines solchen Ideals ist isomorph zu A, @ A,‘. 
Sein Durchschnitt mit U(p), ist ebenfalls von f - 5 erzeugt. 
(f) Die einzigen Primideule #O von U(p), sind 
(1) dieIdeale(i - 4>fur {Ekund 
(2) zu jedem n E N ein Primideal g (2 - Q n(n - 2)), welches f n+l 
enthiilt, uber nicht f n, und dessen Restklassenulgebra isomorph zum (n + 1) x 
(n + 1)-Mutrizen-Ring iiber A, @ A,’ ist. 
Beweis. (a) und (b) kijnnen explizit nachgerechnet werden. Urn die 
Situation richtig zu verstehen, geht man jedoch besser so vor: Es ist aus 
allgemeinen Griinden klar, da8 (genau) ein Lie-Homomorphismus 
~: 5 ---f U(n), = A, @ k [e, e-l] 
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existiert, welcher mit der Operation von 5 auf U(n), vertraglich ist (denn s 
ist halbeinfach und zentralisiert das Zentrum k[e, e-l] der Weyl-Algebra 
U(n), ; man vergleiche hierzu etwa [14 Beweis von Lemma 4.21). In der hier 
vorliegenden konkreten Situation ist dieser Lie-Homomorphismus leicht 
explizit berechenbar durch “Integrieren” (vgl. [I, p. 461); z.B. wird x = 
(1/4e) q2. Nun setzt man fur alle s E 5 
Dies ist naturlich wieder ein Lie-Homomorphismus. Da nach Konstruktion 
des Homomorphismus - aul3erdem 
[ST 4 = [% 4 fur alle s E 5, a E U(n), 
gilt, hat man [s, n] = 0. Wegen c = tt + K(h + h’) hat man fur die Behaup- 
tung [s, r] = 0 nur noch [s, h + h’] = 0 nachzupriifen. Da die Basis I, h”, j: 
von 5 aus Gewichtsvektoren der Gewichte 01, 0 bzw. --a besteht, folgt dies 
aus cy(h + h’) = 2 - 2 = 0. 
(c) Es ist klar, dal3 u @ ‘u M uv einen Vektorraum-Isomorphismus 
U(r), @ U(Z) 3 U(p), definiert, und wegen (b) ist dies ein Algebra-Iso- 
morphismus. Der zweite Teil der Behauptung ergibt sich aus B s s s sl(2, k) 
und aus U(r), z A, @ A,’ (nach der Standardmethode [l, 8.31). 
(d) h’ach 3.1(a) ist Z( U(p),) = Z( U(g)), und das letztere Zentrum wird 
bekanntlich von dem Casimir-Element erzeugt, das he& von 5. 
(e) und (f) Durch d en somorphismus U(p), E A, @ A,’ @ U(eI(2, k)) I 
werden die Ideale von U(p), gemal Lemma 3.1 in Bijektion gesetzt zu den 
Idealen von U(sI(2, k)), und diese sind wohlbekannt [12]. Dem Ideal 1 von 
U(sl(2, K)) entspricht dabei das Ideal A, @ A,’ @I mit der Restklassenalgebra 
A, @ A,’ @ (U(E.)/I). Daher sind die Behauptungen (e) und (f) im wesent- 
lichen eine Widerholung der Idealtheorie der Einhullenden von sl(2, k). 
Q.E.D. 
Bemerkung. Bei 3.4(e) und 3.3(f) wurde benutzt, da0 k algebraisch 
abgeschlossen ist. 
4. RETRAKTIONEN UND DIE KONSTRUKTION VOLLPRIMER IDEALE 
4.1. Eine Retraktion einer Algebra A ist ein idempotenter Endomorphis- 
mus, das heiBt ein Algebra-Homomorphismus p: A -+ A, dessen Einschran- 
kung auf p(A) die Identitat ist. Wegen A = p(A) @ ker p ist eine Retraktion p 
eindeutig festgelegt, indem man Bild und Kern von p angibt. 1st A null- 
teilerfrei, so ist ker p natiirlich ein vollprimes Ideal. 
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Das folgende Resultat ist der Schhissel zu den nichtzentral-erzeugten 
vollprimen Idealen von U(g). 
SATZ. (Beachte 3.2b). (a) Es gibt genau eine Retruktion U(g), --++ U(r), . 
Ihr Kern ist (f>. 
(b) Es gibt (genau) eine Retraktion U(g), -++ U(p), . Ihr Kern ist (c). 
(c) Es gibt (genau) eine Retraktion U(&f --f+ U(P’),,~ . Ihr Kern ist 
(2 + $0. 
Die Aussage (a) ist ein Spezialfall eines Ergebnisses von Joseph [14] und 
wird hier nur der Vollstandigkeit halber aufgeftihrt und mitbewiesen. Das 
mittels (a) definierte vollprime Ideal von U(g)(der Durchschnitt des Kernes 
der Retraktion mit U(g)) wird in dieser Note das Joseph-Ideal genannt und 
mit JJo8 bezeichnet. 
Beweis- ubersicht. Die Existenz der Retraktion (a) folgt sofort aus der von 
(b) mit Hilfe des Strukturlemmas (3.4) fur U(p), : Nach 3.4(c) erzeugt j 
offenbar den Kern einer Retraktion U(p), ++ U(r), . Die Eindeutigkeit der 
Retraktion (a) und die Erzeugung des Kerns durch f gehen aus dem nachsten 
Lemma hervor (4.2~). 
Die Eindeutigkeitsaussagen i  (b) und (c) werden sich im Abschnitt 6 als 
Nebenresultat ergeben (6.4); sie werden jedoch in dieser Note nirgends 
angewendet. Die Hauptaussagen des Satzes sind die Existenz der Retraktionen 
(b) und (c), sowie die Erzeugung ihrer Kerne. Diese Behauptungen werden 
im Satz 4.4 zunachst noch etwas naher ausgefiihrt und dann in 4.5 bis 4.7 
bewiesen. 
4.2. Der letzte Teil des folgenden Lemmas ist eine Charakterisierung des 
Joseph-Ideals. 
LEMMA. Sei J ein Primideal von U(g). 
(a) Aus J n U(r) # 0 folgt: e ist nilpotent module J. 
(b) Aus J n U(b) # Ofolgt: f ist nilpotent module J. 
(c) Sei J sogar vollprim. Aus J n U(b) # 0 und e $ J folgt dam: 
Das Ideal Je von U(g), wird van f erzeugt und U(g), = J, @ U(r), . Ins- 
besondere ist J durch die Voraussetzungen eindeutig bestimmt (niimlich J = 
u(g) n V-T&f Ukh>>. 
Bemerkung. Zu (c) sei bemerkt, da8 das Element f zwar J, erzeugt und in 
J liegt, aber keinesfalls J erzeugt! (Das von f in U(g) erzeugte Ideal ist nicht 
maximal, denn es ist wegen f = ex - $ q2 im Augmentationsideal gU(g) 
enthalten und von diesem verschieden. Andererseits ist das Joseph-Ideal J, 
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dessen Existenz hier erst mit 4.4 bewiesen wird, stets ein Maximalideal (siehe 
[14] oder such 7.7 dieser Arbeit).) 
Beweis. (a) und (b). Sind e bzw. f nicht nilpotent in A := U(g)//, so 
sind sie sogar Nichtnullteiler in A, wie eine Anwendung von [3, 2.1, 2.4b] 
beweist. Da sich such die Oresche Bedingung auf Restklassenalgebren 
vererbt, kann A nach den Bildern B bzw. j von e, f lokalisiert werden, und 
nach [I, 2.101 setzt sich der Restklassenhomomorphismus U(g) + A auf die 
Lokalisierungen fort, U(g), --) A, usw.. Da U(r), nach dem Beweis von 3.4 
isomorph zu A, @ Ar’, also eine einfache Algebra ist, mul3 U(r), injektiv 
abgebildet werden. Hieraus folgt (a). Da nach 3.3(a) k[ f, f -l, h] z A,’ ist, 
mu8 diese Algebra unter U(g), - Ai injektiv abgebildet werden. 1st also j 
nicht nilpotent, so hat J unendliche Kodimension, und daraus folgt, dal3 such 
T nicht nilpotent ist. Man hat dann eine Fortsetzung des Restklassen- 
homomorphismus zu U(g),,, + A,,, , und diese muD die einfache Unter- 
algebra U(b),,, z A, @ A,’ (3.2(c)) injektiv abbilden. Also ist J n U(b) = 0. 
Das beweist (6). 
(c) Sei nun 1 vollprim vorausgesetzt. (Man beachte, da8 (a) und (b) 
dann vie1 einfacher zu beweisen sind. Aus e# J folgt J =I8 n U(g) nach [l, 2.51 
und J CT U(r) = 0 nach (a). Daher wird U(r), unter dem Restklassenhomo- 
morphismus U(g), + U(cJe/Je injektiv abgebildet. Aus J n U(b) # 0 folgt 
f E J nach (b). Also ist das Ideal (f) in Je enthalten. Urn zu zeigen, dal3 es 
sogar gleich Je ist, geniigt es offenbar zu zeigen: 
u(& = U(r), + (f > 
(diese Summe ist dann direkt). Sei v: U(g), -+ U(g),/(f) der kanonische 
Homomorphismus. Aus ~(2) = y(e-lf) = 0 (3.4(a)) ergibt sich v(S) = 0 
und daher y(U(pJ) = y(U(n),). Hieraus folgt 
9(2~‘) = dl?‘, ~‘1) = k4h’h d~‘)l E I$@)> dr’>l 
C MU(n)& d~‘)l = dWWe p ~‘1) c 94 WM 
wegen [y’, n] C r. Da p und y’ zusammen g erzeugen, beweist dies ‘p( U(g),) = 
q( U(r),) und damit die Behauptung. Q.E.D. 
4.3. Die im Folgenden skizzierte allgemeine Methode zur Konstruktion 
vollprimer Ideale sol1 an anderer Stelle ausfiihrlicher dargestellt und ange- 
wendet werden. 
1st V ein endlich-dimensionaler K-Vektorraum mit Basis q1 ,..., qn , so 
bezeichnet Diff(v) die Algebra der Differentialoperatoren auf I’, i.e., die 
Unteralgebra 
DW’) = Nql ,..., qn, A , . . . . AI E 4, 
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des k-Endomorphismenringes End, S(V) der symmetrischen Algebra 
wq = &7, ,***, qn], die erzeugt wird von den partiellen Ableitungen pi := 
a/aqi und den Linksmultiplikationen mit Basiselementen qi (i = I,..., n). 
Fur die Linksmultiplikation mit qi wird wieder kurz pi geschrieben. Seien 
Eij E End, V = gI(V) d ie “Matrixeinheiten” beziiglich q1 ,..., qn , das heiBt 
Eijql = &pi . Dann wird durch 
Eij ++ Piqi (1 < i,j < 4; gI( V) --f Diff( V) (1) 
ein injektiver Lie-Homomorphismus definiert, der zudem folgende Eigen- 
schaft hat: 
Eijql = [Pi% , qC1 (1 < i,j, I < ?z). (2) 
Jede g-Modul-Struktur auf V, also jeder Homomorphismus g -+ &I/), 
bestimmt nun durch Komponieren mit (1) einen Lie-Homomorphismus 
I): g --+ Diff(V) s A, 
und damit einen Algebra -Homomorphismus 
Yz U(g) --f Diff( V) C End, S(V). (3) 
Die hierdurch induzierte g-Modul-Struktur von S(V) stimmt wegen der 
Eigenschaft (2) mit der adjungierten Operation von g auf S(V) iiberein. 
Insbesondere ist S(V) direkte Summe endlich-dimensionaler g-Untermoduln, 
namlich der symmetrischen Potenzen Sm( V), m E N. Deshalb ist der Kern 
von Y ein Durchschnitt von Idealen endlicher Kodimension, namlich 






Nun ist im vorliegenden Fall g sogar halbeinfach (s so(5, K)). Deshalb ist 
S(V) direkte Summe einfacher Moduln V(X) (2.2) mit X E Nw + NW’. 
Sei (1(V) die Menge der X E b*, so da8 V(h) Summand von S(V) ist. Dies ist 
offensichtlich eine additive Halbgruppe (da sich beim Multiplizieren von 
Hochstgewichtsvektoren in S(V) die Gewichte addieren), und analog zu 
(4) hat man 
ker Y = n Annv(e) V(h). (5) 
AGl( VI 
Das Ideal ker Y ist offenbar vollprim, denn das Bild von Y ist nullteilerfrei als 
Unteralgebra von Diff(V) s A, . Der Durchschnitt mit dem Zentrum 
2 : = Z( U(g)) ist daher ein Primideal von 2. Dieses Primideal ist auf Grund 
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der Formel (5) hochst einfach durch die Halbgruppe (1(V) bestimmt, namlich 
als 
Z n ker Y = n (Z n AnnUts) V(A)), (6) 
hEA 
also als Durchschnitt der Kerne der zentralen Charaktere der endlich- 
dimensionalen einfachen g-Moduln mit Hochstgewicht X E fl( V) (vgl. 
hierzu die Bemerkung in 7.6). Insbesondere geht aus (6) folgendes hervor: 
LEMMA. Ist gV # 0 und daher A(V) # 0, so gilt 
EMU) i k* (7) 
Folglich ist nach [l, 3.31 das vollprime Ideal ker Y nicht primitiv, mit Aus- 
nahme des trivialen Falles gV = 0, A(V) = 0, wo ker Y = g U(g) das Augmen- 
tationsideal ist. 
4.4. Die in 4.3 entwickelte Methode sol1 nun auf die beiden Fundamental- 
darstellungen V(w) bzw. V(CLJ’) (2.2) angewendet werden. GemaB 4.3(3) 
sind mit diesen Darstellungen Algebra-Homomorphismen 
bzw. 
@: U(g) + Diff(V(w)) g A, , 
@‘: U(g) + Diff( V(,‘)) s A, 
in natiirlicher Weise assoziiert - und damit such vollprime Ideale 
I:= ker@ bzw. I’ := ker @‘. 
SATZ. (Eigenschaften der Homomorphismen @, Sp’ und ihrer Kerne 
I, I’). 
(a) Q, bildet U(p) injektiv ab. Identifiziert man U(p) mit seinem Bild, 
so induziert @ eine Retraktion U(g), - U(p), . 
(a’) @’ bildet U(p’) injektiv ab. Identi$ziert man U(f) mit se&em Bild, 
so induziert @’ eine Retraktion U(g& ++ U(p’Jr . 
(b) Das Ideal I, von U(g), wird von c erzeugt. 
(b’) Das Ideal IL,f von U(g),,r wird von 2 + jj erzeugt (Beachte 3.2b). 
(c) Man hut 
I = n Ann V(nw) und I’ = n Ann V(nw’). 
TEN neN 
Beweis von (c). Fur die Aussage (c) des Satzes braucht man nach 4.3(5) 
nur zu wissen, da13 die Halbgruppe A(V(‘(w)) (bzw. A(V(/(w’))) gleich Nw 
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(bzw. NW’) ist. Dies kann man entweder aus der Theorie der endlich-dimen- 
sionalen Darstellungen entnehmen (siehe etwa [18]) oder such wie folgt mit 
nicht-kommutativer Algebra beweisen: Die Halbgruppe /l( V(W’)) zum 
Beispiel umfa& NW’, und ware sie echt gr68er als &J’, so enthielte sie sogar 
N~UJ + Nw’ fiir ein m E N. Mittels 4.3(6) konnte man dann schlieDen, daD 
1’ n 2 (U(g)) = 0 sein mu& Daraus wiirde 1’ = 0 folgen [9, 4.2.21, d.h., @’ 
ware eine Einbettung von U(g) in A,. Dies ist unmiiglich, da U(g) die 
Gelfand-Kirillov-Dimension 10 hat, Aa aber nur 8. Im Falle der orthogonalen 
Darstellung V(w) mu0 man dies letzte Dimensionsargument noch etwas 
verfeinern (benutze [15, Theorem 1.11) alles iibrige geht analog. Q.E.D. 
Bevor in 4.6,4.7 die iibrigen Teile des Satzes 4.4 bewiesen werden konnen, 
wird folgendes Lemma beniitigt. 
4.5 LEMMA. Es gilt 
CD(c) = 0 und @‘(e2(Z + $)) = 0. 
Beweis. Nach der Vorschrift Eij ++p,qj (4.2.( 1)) entnimmt man aus der 
Tabelle 2 fiir die orthogonale Fundamentaldarstellung: 
@(4 = 2P2%l -PO%2 > @@I = A!?2 -P-2P-l~ 
W’) = 2P-2%2 - 2P2!I2 ? @(n) = 2Pl!zO - POP-1 9 
@(Y’) = PO!72 - 2P-2cIo 9 w> = P24-1 - Pla-2 * 
In der Weyl-Algebra A, errechnet sich damit a(c) wie folgt: 
@p(c) = qey - 4 qh’ - xx’) 
= (P24-1 - PlP-2x Po!l2 - 2P-2qo) - (2PlclO - PO%l)( P--2%2 - P2q2) 
- ( Pd2 - P-2q-lPP2qo - PO%,) 
= P,Poq,q-l- 2P2P-2QoQ-1- PlPOP2P-2 + 2Pl!7-2P-2!70 + 2PlP-2!70%2--- 
+ 2Pl%P2!?0 - -** 
= 2Plk2 P-2 - P-2%2ko + 2Pl( P2!z2 - 42P2ko = --2P,qo + 2PlPO = 0. 
Analog entnimmt man aus der Tabelle 2 fur die symplektische Funda- 
mentaldarstellung: 
@‘(4 = P2%-2 9 @‘(Y) = P-242 3 @Ye) = Plcl usw. 
und verifiziert die zweite Behauptung mit einer etwas l%ngeren, aber rein 
mechanischen Rechnung in A, . Dabei ist in 3.4(a) fiir h” = h F 
(1/4e)( pq + qp) jetzt das untere Vorzeichen zu nehmen (vgl. 2.2). Die 
Rechnung wird bequemer, wenn man @’ zunachst “nach e lokalisiert”, das 
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hei& zu einem Homomorphismus a,’ : U(g), --f (A4)0,(e) = (A&,‘ll fort- 
setzt und dann verifiziert: 
cDa’(q = - +. Q.E.D. 
Bemerkung. Ein zweiter Beweis fiir dieses Lemma wird in 7.4 angegeben 
(unter Verwendung induzierter Darstellungen). 
4.6 Beweis van S&x 4.4(a) und (b). Offensichtlich ist @p(e) # 0. Daher 
setzt sich Sp fort zu einem lokalisierten Homomorphismus @a : U(g), + 
(Im @he) ) mit Kern = I, , nach den schon mehrfach verwendeten Argu- 
menten (vgl. 4.2). Wegen C?(C) = 0 (4.5) ist 
@,(Y’) = @, (& qh’ i ; .xJ) E @,(u(b)eJ C @,(U(P)~). 
Da p und y’ zusammen die Lie-Algebra g erzeugen, folgt hieraus 
oder such 
WJ), = U(P), + 1, = U(P), + cc>, (2) 
wobei die letztere Gleichung wieder aus @p(c) = 0 folgt (mit dem selben 
Argument wie oben). Die Algebra Qe(U(g),) = U(g)JIe hat nach 4.3(7) ein 
Zentrum fk und ist nullteilerfrei, und nach (1) ist sie ein homomorphes Bild 
von U(p), . Aber aus Lemma 3.4 geht hervor, dal3 das einzige vollprime Ideal 
von U(p), , dessen Restklassenalgebra ein Zcntrum fk hat, das Nullideal ist. 
Hieraus folgt O(p), n 1, = 0. Wegen (c} C 1, kann man daraus nach (2) 
schliel3en: <c) = I, , also die Behauptung (b). Die Direktheit der Summe in 
(2) beweist (a). Q.E.D. 
4.7 Beweis ~OIZ Sate 4.4(a’) und (b’). Zunachst sind Q’(e) # 0 und 
P(f) # 0. Ersteres ist offensichtlich, und letzteres kann man entweder direkt 
nachrcchnen (im Stile von 4.5) oder aus Lemma 4.2 schlieBen: Aus P(f) = 0 
wiirde 1,’ = kcr a,’ = (f) folgcn, was ausgeschlossen werden kann, da die 
Algebra U(g),/(f> E U(r), s A, @ A,’ trivialcs Zcntrum hat (4.2) aber 
U(g),/l’ s Im Qe’ nicht (nach 4.3(7)). 
Nach den gehabten Argumenten 1PBt sich daher @’ fortsetzen zu einem 
Homomorphismus @L,, : U(g),,i - (Im cF)~,(~),~,~) . Aus Q,‘(s) = - $j 
(Lemma 4.5) folgt wegen 2 = e-If: 
also 
@&(2j7) = @:,,(-Z-l($ ii@ - 2) - 8)) E @:,f(Tl(b),,l), 
@:,,(2y) = TD;,~ (- $ p’ - +(I; - 2) + ;;) E U(b),,, C 7i(p’),,r 
481/43/2-19 
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Day und p’ zusammen g erzeugen, folgt hieraus 
oder such 
U(9) e.f = w.%f + IL,, = U@‘)e,r + <z + d>- 
Ganz analog zu 4.6 folgen daraus die Behauptungen (a’), (b’) des Satzes 4.4. 
An die Stelle des Verweises auf Lemma 3.4 tritt hier nattirlich ein Verweis 
auf Lemma 3.3 (urn U(P’),,~ n Ii,f = 0 zu beweisen). Q.E.D. 
Damit sind die Beweise der Satze 4.4 und 4.1 abgeschlossen. Durch den 
Satz 4.4 wird die Bestimmung der Primideale von U(g), welche I oder I’ 
umfassen, (des Jacobson-Abschlusses von 1 bzw. I’) im wesentlichen auf die 
Idealstruktur von U(p), bzw. U(P’)<,~ zuriickgefiihrt, und diese wurde im 
Abschnitt 3 vollstandig beschrieben. Das Ziel dieser Arbeit, die Klassifi- 
zierung der vollprimen primitiven Ideale von U(g), wird deshalb im wesent- 
lichen erreicht sein, sobald man folgendes gezeigt hat: Jedes nicht zentral- 
erzeugte, vollprime primitive Ideal urnfaSt eines der beiden Ideale I, I’. 
Dies ist das Ziel des Abschnitts 5. 
5. DIE ROLLE DER IDEALE 1, I' BEI DER KLASSIFIZIERUNG DER 
p~IiwT1vEN ~OLLPRIMEN IDEALE 
5.1. Ein Ideal von U(g) heil3t zentral erzeugt, falls es von seinem Durch- 
schnitt mit dem Zentrum von U(g) erzeugt wird. Die zentral erzeugten 
primitiven Ideale von U(g) stimmen mit den minimalen primitiven Idealen 
tiberein und sind nach Dixmier-Duflo wohlbekannt (vgl. 7.1). 
SATZ. Sei J ein primitives vollprimes Ideal von U(g). Ist J nicht zentral 
erzeugt, so gilt J3 I oder J3 I’. 
Der springende Punkt des Beweises wird eine Kommutatorformel sein, 
welche (indirekt) das Element c mit dem Element ,?? in Verbindung bringt 
(5.4). Auf diese technische Formel sol1 der Beweis des Satzes zumichst 
zurtickgefiihrt werden (5.2, 5.3). 
5.2. LEMMA. Sei J ein nicht zentval erzeugtes primitives Ideal van U(g). 
Danngilt J n U(p) # 0. 
Fur vollprimes J wurde dies erstmalig von Rentschler bewiesen, allerdings 
auf recht langwierige Weise. Der Beweis des Lemmas wird jedoch hiichst 
einfach, wenn man das Konzept der Gelfand-Kirillov-Dimension heranzieht 
und den “Geradzahligkeitssatz” [2, 7.11 verwendet: 
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Beweis. Es gibt ein zentral erzeugtes primitives Ideal J,, C J [9, 8.41, und 
dessen Restklassenalgebra hat Gelfand-Kirillov-Dimension 
Dim U(g)/JO = #R = 8 
[5, 3.21. Nach Voraussetzung ist J echt gri%er als J,, . Daraus folgt zunachst 
Dim U(g)/J < 8 nach [2, 3.61 und dann sogar Dim U(g)/] < 6 nach dem 
Geradzahligkeitssatz [2, 7.11. Erst recht hat dann die Unteralgebra 
U(p)/(J n U(p)) Gelfand-Kirillov-Dimension hiichstens 6. Andererseits ist 
aber Dim U(p) = dim p = 7. Also muD J n U(p) # 0 sein. Q.E.D. 
(Lemma und Beweis gelten tibrigens analog mit p’ statt p.) 
5.3. Beweis von Satz 5.1.: Zuriickfiihrung auf das Lemma 5.4. Zunachst 
trifft die Behauptung fur das Augmentationsideal und fur das Joseph-Ideal 
zu. Das Augmentationsideal umfaf3t ngmlich sowohl I als au& I’, wie man 
etwa an 4.3(5) ablesen kann (da dort 0 E A(V) gilt). Und das Joseph-Ideal 
umfaBt 1 nach Konstruktion; denn es wurde in 4.1 konstruiert als Kern des 
zusammengesetzten Homomorphismus u . p . L , 
wobei der Kern von p . L gerade I ist. 
Von nun an sei J =#= JAug, 1’0s weder das Augmentations-noch das 
Joseph-Ideal. Dann ist J n U(b) = 0 (4.2) und speziell e $ J und f $ J. 
Sei 4: U(g) -++ B ein surjektiver Homomorphismus mit / als Kern. Wieder 
kann man nach e, f lokalisieren, das heil3t I/J fortsetzten zu einem Homo- 
morphismus 
* e.f : U(dE,f + BW>$(f) 
mit Kern Je,r . Dabei darf (und ~011) U(b),,, mit seinem Bild identifiziert 
werden, d.h. es sei $(e) = e, #(f) = f und Sest(u) = u E B,,, fur alle 
Elemente u von U(b),,, . 
Nach Lemma 5.2 ist Je n U(p), ein Primideal #0 von U(p), . Aus dem 
Strukturlemma fur U(p) entnimmt man daher: 2 - 5 E Je fur ein 5 E k 
(3.4(f)), das heiRt y!~~(+?.) = 5 ist ein Skalar. Andererseits gilt 
I&@) = I,& (229 + ; R(R - 2,) = 2x”$b,(jq + ; L(l; - 2) 
=2$,(l) +;4- 2) 
und 
dJe(Y) = h(Y + &P2, = $4?(y) + A-2 = #(y) + -&p2. 
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Die Gleichung tie(Z) = [ liefert also eine Gleichung fiir 9(y). Durch Auflijsen 
dieser Gleichung erhglt man 
l/(y) = f; - 6; R(R - 2) - &*2 E U(b),,, . 
Insbesondere ist #(4(y)) definiert und gleich #(y). Aus der in g giiltigen 
Weyl-Relation 
l-n [Y>Y’ll = 0 
folgt damit 
0 = MY>9 MY), NY’)11 = iJW(Y), MY>, Y’ID (2) 
Den darin auftretenden Doppelkommutator [#(y), [#(y), y’]] kann man auf 
Grund der Formel (1) ausrechnen. Das Ergebnis dieser Rechnung, die sich 
ganz in U(p’),,r abspielt und in 5.4, 5.5 nlher ausgefiihrt wird, lautet so: 
W(Y), MY), Y’ll = - ; (e + ;) + c. 
(Dies liest man aus 5.4 ab mit #(y) = ~~+(~,,s) nach (l).) Aus (2) folgt damit 
- ; (5 + ;); 4(c) = 0. 
Also muB 4(c) = 0 oder 5 + g = 0 gelten. Das bedeutet 
CEJ oder .S-<=.Z+$EJ. 
Im ersten Falle folgt I C J und im zweiten I’ C J nach 4.4. Q.E.D. 




Beweis. Zuntichst ist diese Formel richtig fiir < = 0. Denn unter der 
Retraktion U(g)e,f ++ U(P’),,~ (4.4) wird I auf - $ abgebildet und y 
folglich auf y,, (analoge Rechnung wie fiir 5.3(l)), aber y’ auf sich selbst. Aus 
der Weyl-Relation [y, [y, y’]] = 0 folgt daher such [yO , [J),, y’]] = 0, 
also die Behauptung fiir 5 = 0. 
Fiir beliebiges [ wird die Rechnung einfacher, wenn man nur den Unter- 
schied zwischen ys und y0 betrachtet: Man hat 
5e 
Yr=Yo+2f. 
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Hieraus erhglt man wegen [j, y’] = 0 (3.3) und [e, y‘] = +q (Tabelle III) 
C-Q br,Y’l = [YO3Y’l’F2J. 
Bildet man nochmals den Kommutator mit yC , 
[Ys 9 [YS 3Y’ll = [so + ;; ) [Yo ? Y’l =F $1, 
so tritt ein Term [yO , [yO , y’]] auf. Der ist Null. AuDerdem verschwindet der 
Term [e/j, q/f] = 0. Stehen bleibt nur 
[Ys > [Ys FY’II = f ([ ;7 [Yo ,Y’l] 3= [Yo*J). 
Nach der Umformung 
ry, [Yll >Y’l] = [~~Yll]d] + [YOT [y,Y’]] 
= [~,YO]>Y’] T [Y. >;I 
erhnlt man 
[Yr 1 [Y!z >Y’ll=; ([~>Yo]TYq i 2 [$Yo]). 
Einsetzen der Formeln (e) und (b) des Lemmas 5.5 ergibt schlieljlich 
[Yr 9 [Yc , Y’ll = ; (- ; (c T 2& - 2,) - 2$ i 2( f g - ; q@ - 2))) 
‘- - -~~(C*29(1;-2)f2q(R-2)) 
5 e zz ---cc. 
2.f2 
Q.E.D. 
5.5. LEMMA. In U(P’),,~ geben jolgende Kommutatorjormeln. 
(a) ilf-l = j-l(R - 2). 
(b) [$,yo] = 5; -+(h - 2). 
(c) [> , yo] = - + e(h - 2). 
(4 Piy’l = f [c + 29. 
(e) [[>,yo],y’] = -+(cT2q@--2))-25. 
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Beweis. (a) Beachtet man, daD - ein Lie-Homomorphismus und da0 
f = e4 ist (3.4), so erhalt man 
[h”,f] = [h”, e2] = e[L, S?] = e[h, x]” = 2eZ = 2f, 
und daher hf - 2f = f6 oder such f -l(t? - 2) = kf -l. 
(b) Sei p’: U(g)e,f --f+ U(JY),,~ die Retraktion aus 4.4(a’). 
Wegen y,, = p’(y) hat man [u, ys] = p’([u, y,,]) fur jedes u aus dem Bild von 
p’, insbesondere also [u, y,,] = [u, y], falls owohl u als such [u, y] in U(P’),,~ 
liegen. Zum Beispiel erhalt man 
[f,f,d = [f,yl = [.%A = e[%rl = 0% 
und 
If -%I, Yol = rf -?A Yl = rf -I, Yl 4 + f -‘[!A Yl 
= -f -l[f, y] f -lq f f-p = -f -lehf -lq & f-p 
= -f -ze(R - 2) q f f-p = -f -2(eq(L - 2) -& fp> 
unter Verwendung von (a) und 3.4(b). 
(c) Analog zu (b) wird 
[ef -l, yo] = [ef -l, y] = e[f -l, y] = -ef -leLf-’ 
= -e2fM2(R - 2). 
(d) Zunachst ist [h, y’] = ---&(I&) x-,’ = y’ nach 2.1. Also wird 
VkY’l = [h-;F&%Y’] 
= [Y~~~([~,Y~]q~+trqP,Yfl) 
= Y’ + !j (- f [e, r’l f t7P + f b’, ~‘1) 
=Y’~~(fqfqp’F2ssc’+qh’) 
1 I- e 
( 
ey’ - & q2p + xx’ F i q/z’) 
= f (c + 2xx’ - & q2p) 
;(c+2q-&qq”p) =f(c+2$). =- 
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(e) Einsetzen von (c) und (d) ergibt wegen [f, y’] = 0 (3.3(a)): 
[[ef-l, yol, Y’l = kf-2e”(~ - 217 Y’l 
= -f-2([e2, y’](R - 2) + e2[L, y’]) 
= -f-“( ‘F 2eq( X - 2) + e2e-l(c + 2e-lfp)) 
= -efw2(c + 2e-lfp F 2q(h - 2)). Q.E.D. 
6. DIE LISTE DER PRIMITIVEN VOLLPRIMEN IDEALE: 
ERZEUGENDE UND RESTKLASSENALGEBREN 
6.1. Durch Zusammenfiigen der in den Abschnitten 3 bis 5 gewonnenen 
Ergebnisse erhalt man nun miihelos die gesuchte Liste aller primitiven voll- 
primen Ideale. Dabei beachte man, daD ein solches Ideal J entweder eines der 
Elemente e, f enthtilt, also nach 4.2 das Augmentations- oder das Joseph- 
Ideal ist, oder aber schon durch seine Lokalisierung J,,I = JU(g),,f eindeutig 
bestimmt ist, namlich durch 1 = U(g) n Jp,f (vgl. [l, 2.101). 
SATZ. Die Menge der primitiven vollprimen Ideale von U(g) besteht aus 
(1) dem Augmentationsideal pug = (e), 
(2) dem Joseph-Ideal JJoS, gegeben durch JFs = (f ), 
(3) einer I-parametrigen Familie F = {](C) 1 5 E k}, gegeben durch ]a’ = 
cc, f - 0, 
(4) einer 1-parametrigen Familie F’ = (/,cC) ( 5 E k\O}, gegeben durch 
xf:’ = cc2 - 5f, 2 + w>, 
(5) der 2-parametrigen Familie Xmin aller minimalen primitiven Ideale. 
Beweis. Sei J ein primitives vollprimes Ideal von U(g), das nicht minimal 
und daher nicht zentral erzeugt ist. Nach 5.1 umfaBt es I oder I’. Sei weiter 
J weder das Augmentations-noch das Joseph-ideal, so dal3 nach e, f 
lokalisiert werden darf (s.o.). Das lokalisierte Ideal J,,r umfaDt 1, = (c) 
bzw. I;., = (2 + 3) (4.4), und es ist sogar echt grBl3er, da I und I’ nicht 
primitiv sind (4.3(7)). Deshalb geht im Falle /I I aus 3.4(e) und aus 
U(g)e,r/le,r s U(+J),,~ (4.4) hervor, dal3 fiir ein passendes 5 E k 
Je.r = 4.r + (5 - 0 = Cc, f - 5> 
ist. Im anderen Falle, also J3 I’, darf ohne Einschrankung J $ I voraus- 
gesetzt werden. Dann ist j,,r/IL,, ein vollprimes Ideal #O in der Restklassen- 
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algebra lJ(g)e,f/Ii,f e V(p),,, (4.4), welches wegen der Voraussetzung J 3 1 
offensichtlich (das Bild von) c nicht enthalt. Nach Lemma 3.3(f) hat danach 
Je,f die Gestalt J,,r = (c” - [f, 2 + Q) mit passendem 5 E K, 5 # 0. 
Damit ist gezeigt, daD jedes primitive vollprime Ideal in der Aufzahlung 
des Satzes erfaBt ist. Umgekehrt sind alle aufgezahlten Ideale vollprim: 
Fur die minimalen primitiven Ldeale ist dies ein allgemeines Resultat von 
Dixmier [9, 8.41, und fiir die iibrigen geht es aus den genaueren Beschrei- 
bungen der Restklassenalgebren in 3.3, 3.4 (benutze 4.4) hervor (siehe 
hierzu such 6.2). Dal3 alle diese vollprimen Ideale paarweise verschieden sind, 
ist ebenfalls leicht einzusehen: Die Ideale J(r), /I(<‘) (5 E K, 5’ E K\O) sind 
paarweise verschieden, wie man aus den angegebenen Erzeugenden fur ihre 
Lokalisierungen ersieht, und die tibrigen Unterscheidungen aul3ern sich 
bereits in der Gelfand-Kirillov-Dimension der Restklassenalgebra (siehe 
hierzu such 6.3). 
DaB schliel3lich die aufgezahlten Ideale such primitiv sind, ist fiir (1) und 
(5) klar und fur (2) wohlbekannt. (Das Joseph-Ideal ist stets ein Maximalideal 
[14], wie man hier such direkt verifizieren kann.) Fur (3) und (4) kann man 
sich im Falle k = C auf ein allgemeines Resultat von Dixmier berufen, 
wonach alle Primideale, die ein Maximalideal des Zentrums umfassen, 
bereits primitiv sind ([IO], g halbeinfach). Einen zweiten Beweis fur die 
Primitivitat der J(c), J’(r) erhtilt man, indem diese Ideale als Kerne induzierter 
Darstellungen beschreibt und es dabei ohne Einschrankung so einrichtet, daB 
diese Darstellungen einfach werden. Drittens kann man such so argumen- 
tieren: 
Sei J = J(c) bzw. J’(r). Es ist leicht zu sehen, daB jedes Ideal H 2 J von 
U(g) eine Potenz von f = ef enthalten muB (benutze 4.2). Deshalb ist 
H n U(B) ein endlich-kodimensionales Ideal von U(g) = U(sI(2, K)) (man 
erinnere 3.4). Das Zentrum von u(e) ist k[f], und der Durchschnitt des 
Ideals H mit diesem Zentrum umfal3t das Maximalideal J n k[1] = 
(2 - 5) K[z] bzw. (2 + $) K[z], ist also gleich diesem Maximalideal. Es gibt 
aber jeweils hiichstens ein Ideal endlicher Kodimension in U(g), welches mit 
dem Zentrum ein vorgeschriebenes Maximalideal als Durchschnitt hat (wie 
man leicht aus der endlichdimensionalen Darstellungstheorie von sl(2, K) 
schlie8t). Daraus folgt, dal3 H n U(B) unabhangig von der Wahl von H ist. 
Nach den anfanglichen Uberlegungen war auf3erdem klar, dal3 H n U(g) 
echt grijljer als J n U(g) ist. In der Terminologie von [l, 1.51 ist J daher 
lokal-abgeschlossen und folglich primitiv. Q.E.D. 
6.2. Es bezeichne D, = Q(&) den n-ten Weyl-Kiirper, das hei& den 
Quotientenschiefkijrper der Weyl-Algebra A, . 
KOROLLAR. Sei A = U(g)/ J die Restklassenalgebra von U(g) nach einem 
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primitiven vollprimen Ideal J. Dunn ist der Quotientenschieftirper Q(A) van A 
isomorph zu einem Weyl-K&per. Im einxelnen ist 
Q( U(g)/ J(t)) g 03, fiir alle 5 E k, 
Q(u(g>/JY = Ds fiir alle 5 E k\O, 
QWkl>/J) = D4 fiir jedes minimale primitive Ideal J. 
Beweis. Fur die minimalen primitiven Ideale ist dies ein allgemeiner Satz 
von Conze [7]. Fur das Joseph-Ideal gibt es ebenfalls ein allgemeines Resultat 
[14]; es geht aber such aus 4.1 hervor, daB in diesem Falle A, g U(r), z 
A, @ A,’ ist und daher 
Q(A) KS Q(4) ei Q(A, 0 A,‘) zz Q(b) = D, . 
Eine ahnliche Situation hat man noch im Falle J = J(c): Dort definiert der 
Restklassenhomomorphismus U(g),,r -+ U(g)e,r/ Je,f E A,,, offenbar eine 
Retraktion von U(g)e,f auf U(b),,, s A, @! Ai, woraus A,,, G A, @ A, 
und damit Q(A) z D, folgt. 
Etwas delikater liegt der Fall J = J ‘(c): Zwar ist der Quotientenschief- 
k&per Q(U(b)) G Da such hier kanonisch eingebettet in Q(A), aber diese 
Einbettung ist kein Isomorphismus mehr, sondern eine Erweiterung vom 
(linken und rechten) Grad 2. Dies liegt daran, daD y’ in der Relation 
c2 - [f = 0 quadratisch auftritt. Hier hilft folgender Trick weiter: Wegen 
J 3 I’ ist A,,, nach Satz (4.4) such eine Restklassenalgebra von U(P’),,~ , und 
diese lokalisierte Einhtillende wiederum hatte sich im Beweis von 3.3(e) 
such als die lokalisierte Einhiillende einer auflisbaren Lie-Algebra erwiesen: 
Man hatte 
W% = u(b + kc),,, . 
Da die auf&bare Lie-Algebra b + kc sogar algebraisch ist, wie man anhand 
des Kriteriums in [l, 8.21 leicht sieht, sind die Quotientenschiefkorper der 
vollprimen Restklassenalgebren von U(b + kc) samtlich Weyl-Korper nach 
[l, 8.31. Folglich ist Q(A) G D, f” ur ein m E N. Es ist nun leicht zu sehen, 
da0 m = 3 sein mu& Q.E.D. 
6.3. Es bezeichne X die Menge der primitiven Ideale von U(g) und X0 
bzw. Xmin die Teilmenge der vollprimen bzw. der minimalen unter ihnen. 
Weiter bezeichne 
X v d := {J E X, 1 Dim U(g)/ J = d} 
die durch einen festen Wert d der Gelfand-Kirillov-Dimension bestimmte 
Teilmenge von X, . 
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KOROLLAR. Es ist 
und 
x,0 = (JAU”}, 
x,4 = {JJOS}, 
Xv6 =FvF’, 
Xv8 = X;nin , 
X,” = !z fiir d # 0,4,6,8. 
6.4. KOROLLAR. Die Retraktionen 
U(!J)a -+ U(P)t? bzw. 
(vgl. Satz 4.1) sind eindeutig bestimmt. 
Beweis. Sei etwa p eine Retraktion p: U(g), ++ U(p), . Nach 3.4 gibt es 
offenbar eine Familie von primitiven Idealen, welche den Kern von p um- 
fassen, namlich (ker p, f - [), 5 E k. Die Restklassenalgebren haben 
Gelfand-Kirillov-Dimension 6. Nach 6.3 und 6.1 kann nur (ker p, i - [> = 
J(C) sein fur alle 5 E k, 5 # -$. Es folgt 
I = n Jcc’ = n (ker p, I - 5) = ker P, 
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letzteres auf Grund von 3.4. Da p durch seinen Kern eindeutig bestimmt ist, 
ergibt dies die Behauptung. Im Falle einer Retraktion auf U(p& argumen- 
tiert man analog. Q.E.D. 
Bemerkung. In Verscharfung dieses Korollars kann man sogar zeigen, daD 
die Ideale I, I’ die einzigen vollprimen Ideale von U(g) sind, welche nicht 
primitiv und nicht zentral erzeugt sind [20]. 
7. ZENTRALE CHARAKTERE UND TOPOLOCIE 
7.1. Die Menge X der primitiven Ideale von U(g) wird durch die Jacobson- 
Topologie zu einem topologischen Raum. Der Teilraum X, der vollprimen 
primitiven Ideale wurde als Menge bereits beschrieben (6.1, 6.3). Hier sol1 
die Topologie bestimmt werden. Dazu ist es notig, die zentralen Charaktere 
der Ideale J E X, zu berechnen. 
Fur jede Linearform h E b* bezeichne M(h) wie in [9, 7.11 den 
Verma-Modul vom Hochstgewicht h - 6, wobei 6 = w + w’ ist. Das 
Zentrum Z(g) operiert auf M(A) durch einen Charakter xn : Z(g) ---t k (loc.cit.). 
Bezeichnet b*/ W die Menge der Bahnen in h* unter der Operation der Weyl- 
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Gruppe W, auBerdem Max Z(g) die Menge der Maximalideale von Z(g) 
und schlieDlich Xmin C X die Menge der minimalen primitiven Ideale, so 
hat man 
b* ++ b*i W % Hom(Z(g), K) % Max Z(g) 3 X,r, 
vermijge 
X H WA i--t xA H ker x,, w U(g) ker xA = Ann Ill(h) 
nach Harish-Chandra [9, 7.41, Hilberts Nullstellensatz und Dixmier und 
Duflo [9, 8.41. 
7.2. SATZ. Die zentralen Charaktere der nicht-minimalen primitiven voll- 
primen Ideale sind gegeben durch 
(1) JAug n Z(g) = ker x~+~’ , 
(2) P n Z(g) = ker XW~L,+~~ , 
(3) P n Z(g) = ker xcw+w+w ’ mit 5 = g(t + &)(t + WN, t E k, 
(4) .P n Z(g) = ker xw+w’+Ew ~mit~==-(~+2)2,~#-2,~~k. 
Beweis. (1) ist trivial und (2) wohlbekannt [14]. Man kann aber den 
zentralen Charakter des Joseph-Ideals such aus (3) entnehmen: Aus dem 
Lemma 3.4(f) geht I E JJos hervor, und daher umfaBt JJo* das Ideal j(L) fur 
5 = 0. Dies hat nach Behauptung (3) den zentralen Charakter x(112)w+w’ . 
Zur Berechnung von (3) und (4) werden induzierte Darstellungen heran- 
gezogen. Sei veW, bzw. Vi, der eindimensionale p-Modul bzw. p’-Modul 
vom Gewicht &u’ bzw. &, wobei 6 E k, und sei N([w’) bzw. N’([w) der 
davon induzierte g-Modul. Dies ist ein Modul, der von einem Hochst- 
gewichtsvektor vom Gewicht [w’ bzw. [W erzeugt wird und daher ein 
Quotient des Verma-Moduls M(h) ist fur X = 6~ + w + w’ bzw. A = 
&o’ + w + w’. Die Aussagen (3) und (4) folgen deshalb unmittelbar aus der 
folgenden 
BEHAUPTUNG. 
P = Anw&V'(Sw) fir 5 = i(E f NE + (S)>, 
und 
J’(t) = Ann,(s) iV(tw’) fiir 2: = -(f + 2)2. 
Diese Behauptung wird aus technischen Griinden in etwas anderer Gestalt 
bewiesen (Lemma (7.3)): Urn such die induzierten Moduln nach e lokalisieren 
zu konnen, wird die ganze Situation zunachst urn einen Automorphismus aus 
der adjungierten Gruppe von g abgeandert. Da solche Automorphismen alle 
zweiseitigen Ideale von U(g) invariant lassen, folgt die obige Behauptung 
direkt aus der in 7.3 bewiesenen Aussage. Q.E.D. 
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1.3. Bekanntlich gibt es ein Element 7 der adjungierten Gruppe von g 
mit 7 IQ = -1 (z.B. weil --I in der Weyl-Gruppe liegt). Es ist dann 7(/q,) = 
Kx-, fiir alle Wurzeln y. Man setze 
p- := T(p) und p’- := T($). 
Seien Vi; bzw. V,;, der eindimensionale p’- bzw. p--Modul vom Gewicht 
I = -6~ bzw. T(&‘) = -&‘, und seien N’(-.$w)- bzw. N(-&‘)- 
die von ihnen induzierten g-Moduln. Wegen g = p’ + n’ hat man einen 
Isomorphismus 
N’(--SW)- = U(g) @u(p,-) Vi; % U(n’) 
von linken U(n’)-Moduln; dabei ist it’ = Ke + Kp + Kx. Insbesondere ist 
N/(-(w)- als linker U(n’)-Modul torsionsfrei, so da8 nach der von e, f 
erzeugten Oreschen Teilmenge von U(g) lokalisiert werden darf [l, 2.41. 
Das ergibt einen U(g),,,-Modul NI(-&)ir. Ebenso kann man N(-&‘)- 
beziiglich e lokalisieren. 
LEMMA. (a) Die Elemente c und 2 - 4 (5 + +)(t + Q) annullieren 
N’(--rw)l,. 
(b) Die Elemente I + 8 und c2 + ([ + 2)2f annullieren N(-&of)/;. 
Beweis. Seien v’ bzw. v die kanonischen Erzeugenden der induzierten 
Moduln, so dal3 
N’(-[w); = U(n’),v’ und N(-&o’); = U(n),v. 
Da die Elemente c, f, .5 samtlich mit n’ und mit n kommutieren 
(siehe Abschnitt 3) braucht man nur zu verifizieren, dafl v’ bzw. v von den im 
Lemma angegebenen Elementen annulliert werden. 
Zu (a) Offenbar wird v’ von [p’-, p’-] 3 s’ = Rx’ + ky’ + Kh’ annulliert. 
Folglich ist 
cv’ = (ey’ F & $2’ - xx’) 0’ = 0. 
Auch die Elemente y, p, h liegen in p’- und man hat 
yv’ = 0, pv’ = 0, und hv’ = (-&o)(h) 0’ = -&‘. 
Deshalb ist 
und 
TV’ = (y + $p2) v’ = 0 
Lv’ = (h+&qp) v’ = (h - ;, 2)’ = -(e + ;) v’* 
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Die gesuchte Wirkung von I auf v’ errechnet sich damit zu 
2% = (259 + 4 R(R - 2)) v’ = + Q-5 - 4 - 2) v’ 
= 4 (t + NC- + 8) v’. 
Damit sind beide Teile der Behauptung a) bewiesen. 
Zu (b). Hier wird v durch [p-, p-1 r) 5 = kx + kh + ky annulliert. 
Unter Verwendung des Lie-Homomorphismus - : 5 + U(n), aus dem Beweis 
von 3.4 erhnlt mati damit 
2-v’ = (2.q + -$ ii@ - 2)) v’ = (2eq + Q L(;(h - 2)) v’ 
= (27% + $(A - 2)R) v’ = (2Y.F + +(I? - 2)h) v’ 
= 2[%, J] v’ + (2&q + ;:(h - 2)h) v’ 
= (2Zj7 + $ h(h + 2)) v’ 
unter Verwendung von [g, 51 C [G, 77(n),] = 0, also zum Beispiel q = 755 
Weiteres Ausrechnen innerhalb U(n), ergibt 
4h(h + 2) = (-1 ‘F $)( 3~$)=--3~2$+$$! 
= -3 +n”_p’ 
e e 
und schlieBlich 
3 = --. 
8 
Also ist Iv = -8 v, wie im Lemma behauptet. 
Wegen XZI = y’v = 0 und h’v = -[w’(K) v = ---&I hat man weiter 
cv = 
( 
ey’ F i qh’ - x.d)v = * i qv - (dx + [x, x’])v 
= & f qv - [w, p]v = & ; qv 4 qv 
= f ; (4 + 2) 4v 
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und 
fv = (ex - 3 q”) = - 3 qzv. 
Da c mit q kommutiert, ergibt dies zusammen: 
cav = a(.$ + 2y 4% = -(f _t 2)2fV. 
Damit sind das Lemma (7.3) und der Satz 7.2 bewiesen. Q.E.D. 
7.4. Das Lemma (7.3) liefert zusammen mit dem folgenden (trivialen) 
Lemma (7.4) einen zwei~en Beweis fur die zentralen Aussagen 
CEI und I + $EI,’ 
des Satzes (4.4)(b) bzw. (b’). Dieser zweite Beweis erfordert etwas weniger 
Rechnung als der erste. 
LEMMA. Fiir die in 7.2 eingefiihrten induzierten Moduln gilt (vgl. 4.4(c)). 
(a) 0 Ann N([w’) _C fl Ann V(nw’) = I’, 
CElz ?ZE N 
(b) fi Ann N/(&J) _C n Ann V(nw) = 1. 
CE R noN 
Beweis. Wie schon im Beweis von 7.2 bemerkt, ist N(&J’) ein Quotient 
des Verma-Moduls M(h) fur h = w + W’ + &J’. Deshalb ist der einzige 
einfache Quotient L(X) = V@ - w - w’) von M(/\) seinerseits ein Quotient 
von N(&_u’)[~, 7.1.121. Also hat man 
Ann N(&J’) _C Ann L(h) = Ann V(‘(Ew’). 
Im Falle 5 = II E N ist L(/\) = V(nw’) d er endlich-dimensionale einfache 
g-Modul vom Hochstgewicht nw’. Man erhalt so 
n Ann N(&‘) C n Ann N(nw’) C n Ann V(nw’) 
fur die Durchschnitte tiber 5 E k bzw. n E N. Der letzte Durchschnitt ist 
gleich I’ nach 4.4(c). Dies beweist Teil (a) des Lemmas. Teil (b) folgt analog. 
Q.E.D. 
Bemerkung. In diesem Lemma gelten statt der Inklusions-sogar die 
Gleichheitszeichen. (Dies geht unmittelbar aus 7.3 hervor, wenn man die im 
Satz (4.4) angegebene Erzeugung fur 1& bzw. 1, heranzieht.) Diesen 
Gleichungen liegt ein allgemeiner Sachverhalt zugrunde, auf den an anderer 
Stelle eingegangen werden sol1 141, Corollar 3.13. 
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7.5. Das Zentrum Z(g) ist bekanntlich ein Polynomring in zwei 
Unbestimmten, sein maximales Spektrum Max Z(g) also eine affine 
Ebene g k2. Durch J it J n Z(g) wird eine Projektion 
TT: X -+ Max Z(g) 
des Raumes X auf diese Ebene definiert. Dies ist eine topologischeQuotienten- 
abbildung [4, 3.21. Ihre Einschrankung auf X, ist mit dem Satz 7.2 voll- 
standig beschrieben. Urn die in d’ iesem Satz enthaltenen Informationen 
geometrisch zu interpretieren, muB man die Ebene Max Z(g) koordinatisieren. 
Wegen des Harish-Chandra-Isomorphismus (vgl. 7.1) geniigt es, Koordinaten 
fur den Raum I)*/ W zu wahlen, nachdem man ihn in kanonischer Weise mit 
dem maximalen Spektrum des Weyl-Invarianten-Ringes So identifiziert 
(und damit zu einer algebraischen Varietat gemacht) hat. Setzt man nun 
El := $h’, E2 := $h’+h, 
so werden 
CT1 := El2 + Q2, u2 := E12ea2 
algebraisch-unabhangige Erzeugende von S(b)w. Durch die Fixierung von 
ui , u2 als “Koordinatenfunktionen” wird b*/W isomorph auf den k2 abge- 
bildet, und zwar geht die Bahn WA E 5*/W fiir h = &J + 5’~’ auf den Punkt 
01 = 5” + Et’ + g .p, u2 5% a cy([ + 4 [‘)2 (1) 
der ur , a,-Ebene. Durch Zusammensetzen von T mit dem Harish-Chandra- 
Isomorphismus ist eine Projektion X - K2 von X auf die ur , a,-Ebene 
gegeben. Es bezeichene TT~ : X, ---f K2 ihre Einschrankung auf X, . 
BEISPIEL. Das Augmentationsideal ist Annullator der trivialen Darstel- 
lung, und deren Hijchstgewicht ist 0, das heiBt sie ist ein Quotient von 
M(h) mit h = 0 + 6 = w + w’. Indem man 5 = 1, 6 = 1 in (1) einsetzt, 
erhdt man 
n,(J*“g) = (;, $) E k2. 
7.6. Mit den Notationen und Bemerkungen in 7.5 ergibt sich aus dem 
Satz 7.2 das folgende 
KOROLLAR. Die kanonische Projektion nzl : X, + $*I W z k2 projiziert 
ix7rnin homo’omorph auf die ganze u1 , a,-Ebene, 
F homijomorph auf die Gerade u2 = $ (ul - $), 
F homiiomwph auf die Parabel cr2 = & (a, - 1)” ohne den Punkt (+, A), 
auf den Punkt (2, 2) der Geraden T,(F) und 
auf den Schnittpunkt (8, $$) deer Geraden v,(F) mit der Parabel 
~u(F’>. 
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Die Kardinalitat der Fasern n;‘(p) ist daher 
gleich 4 fiir p = (Q, &), 
gleich 3 fiir p = (2, )), 
gleich 2 ftir jeden anderen Punkt p auf der obigen Geraden oder Parabel und 
gleich 1 fiir die iibrigen Punkte p der Ebene. 
ZEICHNUNG 6. Die kanonische Projektion des vollprimen primitiven Spektrums in 
die durch q , gz koordinatisierte Ebene b*/W (Illustration zum Korollar 7.6). 
Die Angaben des Korollars sind in der Zeichnung 6 ZusammengefaBt. 
(Natiirlich ist nur der Q2 C k2 zeichnerisch dargestellt.) In der Zeichnung 2 
(siehe Einleitung) wird zusatzlich noch die Einteilung des Raumes X, in 
die “Stockwerke” Xvd gleicher Gelfand-Kirillov-Dimension veranschaulicht 
(vgl. 6.3). 
Bemerkurzg. Die Gerade und die Parabel, auf welche F bzw. F’ projiziert 
werden, hatten such ohne Verwendung induzierter Darstellungen direkt 
aus 4.3(6) entnommen werden konnen. Auch die Bijektivitat dieser Projek- 
tionen (r2) : F r; n,(F)z.B.) k ann man iiber diesen Weg einsehen. Was man 
auf diesem alternativen Wege allerdings nicht erhalt, ist zum Beispiel die 
Lage von JJos und von J AUs relativ zu F und F’, sowie die Lage der “Liicke” 
in F’. 
7.7. Der Raum X0 ist-als Unterraum von X-noethersch. Deshalb ist 
seine Topologie bereits durch die Angabe der irreduziblen abgeschlossenen 
Teilmengen bestimmt. 
KOROLLAR. Die irreduziblen abgeschlossenen Teilmengen # X, van 9, sind 
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(1) die Fasern ST;‘( p) fur jeden Punkt p E k2, 
(2) die Urbilder m-;‘(K) der irreduziblen Kurven KC k2, 
(3) die zwe-i-element&n Mengen {JJos, J(O)}, (JAUg, J(6/8)}, {j*“g, J’(-4)}, 
(4) die Menge F u {J*"g, /Jo*} und 
(5) die Menge F’ u {JAug, j(-3's))}. 
Dabei ist (4) (bzw. 5.) gerade der Jacobson-AbschluR von F (bzw. P’) in 
X, ; er ist durch das Ideal I (bzw. I’) zu beschreiben als die Menge aller 
JEXJ, welche I (bzw. I’) umfassen. Das Korollar ist im ijbrigen eine leichte 
Anwendung der bisher gewonnenen Resultate. Die Einzelheiten kbnnen dem 
Leser iiberlassen werden. 
Bemerkung. Die Vorarbeit, die in den Abschnitten 3 und 4 (in 3.3, 3.4, 
4.2, 4.4) geleistet wurde, liefert ebenso leicht sogar den vollen Jacobson- 
AbschQ? van F (bzw. F’) in X: Im Falle F’ kommen als nicht-vollprime 
Ideale nur noch die endlich-kodimensionalen hinzu, namlich Ann V(nw’) 
fur n t N\O. Im Falle F hat man aber au5er den Idealen Ann k’(nw), n E N\O, 
noch weitere nicht-vollprime primitive Ideale im Jacobson-Abschlu5, 
namlich iiber J(t) fur 1 = + n(n - 2), wo n E N, je ein Ideal J”““*” mit 
Restklassenalgebra 
(2 n + 1 x n + 1-Matrixring iiber Ai @ Ai’). 
(Dies liest man wegen U(g),/1, = U(p), aus 3.4(f) ab.) Insbesondere gibt es 
danach zu dem Joseph-Ideal J’“” = JJos~’ eine abzahlbare Serie nicht- 
vollprimer Analoga J’“s*” (n = 2, 3,...). Auf diese und ahnliche Bemerkungen 
sol1 hier nicht mehr naher eingegangen werden, da neuerdings Joseph erheb- 
lich weitergehende Einsichten in den nicht-vollprimen Teil des primitiven 
Spektrums gewonnen hat. 
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