Literature study report of plasticity induced anisotropic damage modeling for forming processes by Niazi, M.S.
Literature Study Report
PLASTICITY INDUCED ANISOTROPIC DAMAGE
MODELING FOR FORMING PROCESSES
Ph.D Researcher: M.S. Niazi
Daily Supervisor: Dr. ir. H.H. Wisselink
Project Leader: Dr. ir. V.T. Meinders
Project Number: M61.1.08308
Cluster 1
Materials Innovation Institute
The Netherlands
March 20, 2009
Contents
1 Introduction 3
2 Micro Mechanics of Damage 7
2.1 Void Nucleation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Void Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Historical background . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Void shape effect on void growth . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Cluster effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Void size effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.5 Other effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Void Coalescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 Modes of coalescence . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Phenomenological modeling of coalescence . . . . . . . . . . . . . . . 14
2.3.3 Physical modeling of coalescence . . . . . . . . . . . . . . . . . . . . 15
3 Macro Mechanics of Damage (Continuum Damage Mechanics) 16
3.1 Representative Volume Element . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Local continuum theory vs. Non-local continuum theory . . . . . . . . . . . . 16
3.3 The Famous Gurson Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3.3 GTN Model (Inclusion of nucleation and coalescence) . . . . . . . . . 17
3.3.4 Modification by Zhang (Complete Gurson model) . . . . . . . . . . . . 19
3.3.5 Modification by Brunet 2001 (Incorporation of sheet metal anisotropy) 20
3.3.6 Modification by Brunet 2005 (extended GLD Model) (Incorporation of
void shape and criteria for Coalescence ) . . . . . . . . . . . . . . . . 21
3.3.7 Modification by Bessen (Expression for evolution of nucleation) . . . . 22
3.3.8 Modification by Oudin (Incorporation of initial void shape) . . . . . . . 23
3.3.9 Modification by Pardoen(Fully enhanced Gurson model) (incorporation
of void shape effects and criteria for onset of coalescence) . . . . . . . 23
4 Effective Variable Concept 25
4.1 Determination of the Damage Parameter . . . . . . . . . . . . . . . . . . . . . 25
4.1.1 Phenomenological based damage tensor . . . . . . . . . . . . . . . . . 25
4.1.2 Physically motivated damage tensor . . . . . . . . . . . . . . . . . . . 26
4.1.3 Comparison of physically motivated model and phenomenological model 26
1
4.2 Anisotropic Damage Model from Horstemeyer/Y. Hammi . . . . . . . . . . . 27
4.2.1 Void nucleation model . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.2 Void growth model (isotropic) . . . . . . . . . . . . . . . . . . . . . . 28
4.2.3 Void coalescence model (anisotropic) . . . . . . . . . . . . . . . . . . 29
4.2.4 Total damage rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Damage Equivalence Principles . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3.1 Principle of stress equivalence . . . . . . . . . . . . . . . . . . . . . . 30
4.3.2 Principle of strain equivalence . . . . . . . . . . . . . . . . . . . . . . 31
4.3.3 Principle of complementary elastic energy equivalence . . . . . . . . . 32
4.3.4 Principle of total energy equivalence . . . . . . . . . . . . . . . . . . . 33
5 Strain Rate and Temperature Dependency 34
5.1 Effect of Strain Rate and Temperature on Damage . . . . . . . . . . . . . . . . 36
5.1.1 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.1.2 Strain rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Incorporation of Strain Rate and Temperature in Damage Models . . . . . . . . 43
A Details for Extended GLD Model 44
2
Chapter 1
Introduction
Ductile fracture is a mode of material failure in which voids, either already existing within the
material or nucleated during deformation, grow until they link together, or coalesce, to form
a continuous fracture path. The existence of distributed microscopic voids, cavities, or cracks
of the size of crystal grains is referred as material damage, whereas the process of void nucle-
ation, growth and coalescence, which initiates the macro cracks and causes progressive material
degradation through strength and stiffness reduction, is called damage evolution.
Figure 1.1 to Figure 1.5 give some micrographs depicting the phenomenon of damage on micro
scale.
Figure 1.1: Cracked Al3Ti-particle in a tensile test specimen. [13]
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Figure 1.2: SEM images of an A356 aluminum alloy showing (a) silicon particle fracture and
(b) silicon aluminum interface debonding. [55]
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Figure 1.3: Fracture/debonding of silicon particles, formation and growth of voids around these
particles, and interlinkage of voids leads to crack propagation in interdendritic regions. [3]
Figure 1.4: SEM micrograph of the fracture surface of an IF steel depicting the characteristics
dimples for the micromechanism of ductile fracture. [28]
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Figure 1.5: Ductile fracture surface of a spheroidized steel with carbides present within the
dimples. [22]
With respect to their scale, the damage models may be referred to; the atomic scale
(molecular dynamics), the micro scale (micromechanics) and the macro scale (continuum me-
chanics). In this report micromechanics will be discussed briefly and continuum mechanics
extensively.
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Chapter 2
Micro Mechanics of Damage
Micro mechanics of damage can be divided into three phenomena: Void nucleation, Void growth
and Void Coalescence.
2.1 Void Nucleation
It is well established that at high temperature diffusion can produce cavity growth, while at inter-
mediate temperature the combined effect of diffusion and plasticity can nucleate and grow cav-
ities. At low temperatures plasticity dominates the phenomenon of nucleation and growth [22]
. It is also well established that at room temperature the cavities are nucleated either by second
phase cracking or second phase debonding from matrix material (with the exception of titanium
alloy), whereas in the case of creep (elevated temperatures), cavities can be nucleated at the
grain boundaries as well [20].
Even if the material contains only one type of second-phase particle, void initiation will
not occur simultaneously at all of the particles. Typically voids nucleate at the larger particles
first. As the fracture process continues, voids nucleated at the larger particles grow while voids
are nucleated at the smaller particles. The process becomes even more complicated for mate-
rials that contain several types of second-phase particles. In these materials, voids will often
nucleate first at a particular particle type, and later in the fracture process at another set of parti-
cles. It is often the case that some of the particles may never initiate voids at all, but may affect
the fracture process only indirectly by influencing the flow characteristics of the matrix [20].
Void initiation can occur by decohesion of the particle-matrix interface and by fracture of
the particle. Factors which influence the tendency for void formation by particle cracking in-
clude particle size, strength of the matrix, particle shape, and the strength of the matrix-particle
bond, which can be altered by segregation of impurity elements [20].
For a given alloy system there exist a critical plastic strain / stress to cause cavity nucle-
ation. This strain / stress is affected by:
• Particle shape and orientation [20, 22]
• Coarse slip promotes nucleation while fine slip
• General stress state
• Particle strength
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• Strength of particle-matrix interface
For the micro mechanics modeling of void nucleation almost every researcher assumed that
second phase particle is much harder than the matrix and that the second phase particle deforms
only elastically while the matrix deforms plastically.
Many models were presented for void nucleation by inclusion debonding representing a
nucleation strain / stress criteria for debonding. Initially the basic ideas were based on surface
energy and stress state but later the researchers converged to the idea of traction forces between
particle and matrix contact elements. Based on the traction force and at a stabilized decohe-
sion of the particle matrix interface (the point where a void is nucleated), the critical nucleation
stress was determined. The widely used traction forces were given by A. Needleman [58].
Models for void nucleation by inclusion cracking representing a nucleation strain / stress
criteria for cracking were presented. Relatively less work was done on this phenomenon of nu-
cleation. Initially the surface energy criteria were applied. Afterwards, Needleman applied the
stress models for debonding on cracking by adjusting some parameters [2]. Another approach
was adopted by assuming initially a crack in an equatorial plane of the particle and applying the
traction forces for opening of the crack [13].
Anisotropy in nucleation was extensively studied by Horstemeyer [1,25,53]. The follow-
ing are the main points with respect to anisotropy in nucleation:
a. At a given strain level, the fraction of damaged particle is higher under tension as com-
pared to that under compression, which shows the stress state dependency of nucleation.
b. Particles rotate when a compressive load is applied parallel to the extrusion direction,
which in turn affects the particle cracking process, see Figure 2.1.
c. At low compressive strains, the number fraction of cracked particles is higher in speci-
mens loaded perpendicular to the extrusion axis as compared to that in specimens loaded
parallel to the extrusion axis. However, the reverse is true at the high strain levels.
d. At high compressive strain levels, the number of fraction of cracked particles appears
to reach a saturation level when the loading direction is perpendicular to the extrusion
direction, whereas no such damage saturation is observed when the loading direction is
parallel to the extrusion direction.
e. Clustering of particles produce anisotropy in nucleation [10].
It must be recognized that all existing particle-cracking theories implicitly assume that the brit-
tle inclusions/ particles remain stationary as the ductile matrix undergoes plastic deformation.
However, if the brittle particles rotate as the ductile matrix deforms, then the particle rotations
can bring new particles into morphological orientations that may facilitate particle cracking,
which can then affect the damage progression. So, these differences in damage evolution are
explained on the basis of particle rotations and microstructural anisotropy [1].
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Figure 2.1: Change in orientation angle of particles after 70 percent straining of Al-Si-Mg
Alloy.
2.2 Void Growth
2.2.1 Historical background
McClintock is the pioneer in modeling void growth. McClintock obtained equations for growth
of cylindrical voids (with circular cross section and elliptical cross section) under axisymmetric
stress, for rigid non-hardening and linear hardening materials. The equations were based on the
stress triaxiality. Then he formed equations for moderately hardening materials by interpolating
between the two extremes [50,51]. McClintock also developed equations for the growth of non
rotational holes in shear bands, in which he developed the relation between void growth and
triaxiality [17, 52]. Perra in his experiments [61] on one hand found that the equations formed
by McClintock underestimates the void growth and the other hand he confirmed the importance
of stress triaxiality on void growth.
Rice and Tracey [64] analyzed void growth for a spherical void in a rigid-perfectly plastic
material and remote strain field. The growth rate was given as a function of imposed strain rate
and exponential of the ratio of mean normal stress to equivalent stress. The work was extended
by Tracey [73] for cylindrical voids in hardening material. He also added void-void interaction
in an approximate manner. In his studies he concluded that keeping the stress state constant,
void growth decelerates as hardening increases, and keeping stress state and hardening constant,
void growth accelerates with amount of strain.
In the earlier experimental works, it was determined that rate of growth of void width was
much lower than rate of void depth under low stress triaxialities [11]. It was also determined that
voids nucleated at larger inclusions tend to grow faster [11]. Some of the researchers [19, 62]
showed that void growth rate increases with increase in matrix strength.
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The models from McClintock and Rice and Tracey formed the basics of void growth mod-
eling. These models qualitatively predicted that void growth rate will increase with the increase
of void size and amount of strain and that void growth is a function of mean normal stress to
effective/equivalent stress (triaxiality ratio). But the quantitative results for these models were
under predicted. The shortcomings of these models are that they do not account for:
• Shape Changes
• Interaction between neighboring voids (Clustering Effects
• Void size effects (length scale effects)
2.2.2 Void shape effect on void growth
Initial void shape and its evolution are important parameters in void growth. Different void
growth models are based on different initial shape, such as famous Gursn Model assumes a
spherical void whereas G-L-D model [46, 47] was extension of Gurson model to spheroidal
voids. In the same way some models assume that the void shape will not change (Gurson
Model) during the growth but some models incorporate the shape evolution function
After the work of McClintock and Rice and Tracey it was well established that void
growth depends upon triaxiality and hardening of the material. Experiments were evident for
the effect of void shape evolution on void growth. Researchers carried out studies to model
the evolution of void shape and to link it with void growth. Lee and Mear [35] carried out a
comprehensive study on the growth of spheroidal voids, with different aspect ratio i.e. ranging
from penny shaped voids to infinite cylindrical voids. The study was focused on creep and
thus concentrated on dependence of macroscopic strain rate on the void aspect ratio, but the
results of these studies triggered researchers to include void shape effects in other discipline of
continuum mechanics. One remarkable conclusion which he deduced from his study was that
the effect of void shape on void growth was dependent upon triaxiality and hardening of the
material. At different set of triaxiality and hardening parameter, the same void shape (aspect
ratio) will have a totally different effect.
Ponte Castaneda and M. Zaidman [8] formulated a constitutive model in terms of effec-
tive potential function for porous materials (with ellipsoidal voids), which depend upon vari-
ables characterizing the state of the microstructure, together with evolution equations for these
state variables. The model was mainly based on non-linear Hashin-Shtrikman bounds and had
many limitations. The main limitations were that the model was applicable for low triaxialities
and for loading conditions aligned with the principal symmetry axis of the material. Despite of
these limitations the change in shape of the voids is found to have a more subtle influence on
the overall behavior of the porous material. Thus the change in shape of the voids has a direct
effect which may range from strong softening during void collapse to slight hardening during
void elongation. but it also has an indirect effect through its concomitant effect on the evolution
of the porosity, which may actually be quite significant. Figure 2.2 is extracted from the paper
of Ponte Castaneda, showing the prominent change in yield surface, for the same porosity level
but different void aspect ratios. The yield surface based on Gurson’s model (spherical void and
not taking void shape change into account) is also shown in this figure.
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Figure 2.2: HS yield surfaces for porous material with aligned oblate voids (w ≤ 1.0). Yield
surface for Gurson model for comparison (GS)
Recently void shape effect was included in void growth model by Pardoen and Hutchin-
son [60] M. Brunet [44], A.R. Ragab [63], Son and Kim [29]. A void shape evolution term was
also presented by Engelen in his PhD thesis [15]. Parametric studies were also carried out by
Needleman [57], Horstemeyer [27] for round and elliptical voids.
2.2.3 Cluster effects
Void cluster densities and cluster geometries affect void growth. Research in this area [10] has
shown that clustering of particles affects and gives anisotropy to growth but this effect is promi-
nent in dense particle distribution only.
Horstemeyer [54] found in his study that when multiple voids are present within a dense
ductile material, the void growth rate is greater than for a one void material with the same initial
void volume. Figure 2.3 is extracted from this study, shows results for one void and two voids
dense and porous (having micro-porosity) materials.
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Figure 2.3: Calculation results depicting difference in void growth for Al 6061-T6 with constant
triaxiality i.e. 2 at room temperature.
Garajeu [45] presented a micromechanical model for anisotropic damage with three dam-
age parameters i.e. porosity, void aspect ratio and void distribution aspect ratio. He also gave
the evolution equations for all three variables. The model was focused on creep (power-law
materials) and did not accurately predict the results for very low and higher triaxialities.
Other studies regarding void distribution effects can be found in [5, 27, 57, 60].
2.2.4 Void size effects
Z. Li in his work studied the size effect of void on void growth [39, 49] and the coupled effect
of void size and shape on the yield criterion [40]. Fleck-Hutchinson phenomenological strain
gradient plasticity theory was employed to capture the size effects. He deduced an interesting
result that if the void size is less than a critical radius then the growth is negligible or almost
eliminated, which is in agreement with the work of Tvergaard [75]. The critical equivalent
radius is insensitive to initial void shape and the remote stress triaxiality level. It was found
approximately equal to the inherent material length, so assumed to be a material parameter. It
was noticed that void size does affect the void shape evolution too, but it strongly depends upon
the remote stress triaxiality.
2.2.5 Other effects
Other than the above mentioned factors 2.2.2, 2.2.3 and 2.2.4, studies for the effect of void
locking by inclusion [66] and straining mode [21,41] on void growth were also carried out. But
the studies on these effects are very limited.
In the study [66], unlike Gurson model an inclusion was assumed to be inside the void. Two
types of void shapes and two types of void locking were studied. The yield surface of voids
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containing inclusions was compared to the yield surface of voids without inclusions. Signifi-
cant difference was found in case of prolate voids experiencing radial locking and oblate voids
experiencing axial locking.
In the study [21,41] for the effect of straining mode on void growth, finite element unit cell anal-
ysis was carried out for different straining modes keeping the triaxiality constant. They found
that besides the triaxiality, the straining mode that facilitates the strain concentration around
the void also stimulates void growth. They determined that plane strain loading mode yields
the fastest void growth, even though its triaxiality and plastic strain were lower than the biaxial
tension.
2.3 Void Coalescence
Void coalescence is the final stage in the failure mode of ductile materials. It consists in the lo-
calization of plastic deformation at the microscale inside the intervoid ligament between neigh-
boring voids, with material outside the localization plane usually undergoing elastic unloading.
2.3.1 Modes of coalescence
Localization can occur at any orientation relative to the principal straining axis, depending on
the orientation of the ligament between the two coalescing voids. There are two modes of
coalescence:
a. The void impingement mechanism also called tensile void coalescence mechanism im-
plies a transition to a uniaxial straining mode of the representative volume element. It is
a diffuse localization at the micro scale.
b. The void sheet mechanism also called shear coalescence is favored by low stress triaxial-
ity, low strain biaxiality and low strain-hardening. This mode of coalescence is similar to
shear banding but at the scale of the voids.
Figure 2.4 represents a pictorial view of the mode of coalescence.
A lot of experimental work has been carried out [20] to understand the void sheet mech-
anism. Some of the studies suggest that the localization is formed due to the nucleation of
secondary microvoids, Figure 2.5, whereas some studies suggest that there is direct void sheet
coalescence i.e. without the need of secondary microvoids.
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Figure 2.4: Pictorial view of void impingement and void sheet mechanism.
Figure 2.5: Coalescence of two voids by a void sheet mechanism.
2.3.2 Phenomenological modeling of coalescence
From studies and experiments it is evident that coalescence is a very rapid process and occurs
over a very small interval of macroscopic strain. This limitation makes it very difficult to carry
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out micro-structural studies and thus to model the real physical phenomenon. That’s why re-
searchers, right from the beginning, focused on modeling coalescence in a phenomenological
way.
The most famous model for void coalescence in the damage models was that of Needle-
man and Tvergaard [74]. This model formed the basic of all phenomenological models pro-
posed hereafter. They proposed a critical void volume fraction at which the coalescence will
begin. They also gave an acceleration factor for damage which applied after the critical void
volume fraction is achieved in the material, to the failure void volume fraction. The critical
void volume fraction was assumed to be a material parameter and was determined by fitting the
model to the experiments. But recently it is determined that critical void volume fraction is not
a material parameter but rather a field quantity [86].
Thomason [69, 70] gave a plastic limit load criterion for ductile fracture of solids con-
taining microvoids. It was shown that a destabilizing transformation from an incompressible
plastic to a dilatational-plastic response, in a body containing microvoids, coincides with the
condition of plastic limit-load failure of the intervoid matrix. Recently the value of critical void
volume fraction was based on this criterion by Pardoen [60] and Zhang [86]. The inclusion of
this criterion made the phenomenological model of Needleman and Tvergaard, to some extent
physical based.
2.3.3 Physical modeling of coalescence
Thomason [68, 71, 72] has carried out an extensive research in the micro mechanics of coales-
cence especially void sheet mechanism. He has established that microvoid coalescence is the
result of the plastic limit load failure (internal microscopic necking) of intervoid matrix, which
occurs when the intervoid matrix can no longer support the equilibrium loads that are being
applied by the plastic stress and strain rate field. His research shows that coalescence is not
predominantly due to dilatational plastic void growth (as is the case of the phenomenological
model of Needleman and Tvergaard) and coalescence can even take place on strains just after
the nucleation strain. He gave different models for internal microscopic necking taking into
account non uniform void sizes and spacing.
Recently Benzerga has proposed a micromechanical model for void coalescence which
accounts for the anisotropy of void shape and void distribution. The model includes micro-
structural parameters such as ligament size, void aspect ratio, and void spacing ratio [6]. This
model can also be used to accurately predict the acceleration factor and so called critical volume
fraction in the phenomenological model of Needleman and Tvergaard.
T. Pardoen gave the extension of Thomason model for coalescence [18] in materials contain-
ing secondary voids. He divided void sheet mechanisms into further two categories; internal
necking and shear localization between primary voids. He found that coalescence by shear lo-
calization is observed in high strength low strain hardening aluminum alloys and steels whereas
internal necking is favored when the strain hardening exponent is not too low.
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Chapter 3
Macro Mechanics of Damage (Continuum
Damage Mechanics)
On the macro scale a concept of ”quasi continuum” is introduced where the discontinuous and
heterogeneous solid, suffering from damage evolution, is approximated by the ideal pseudo-
undamaged continuum. It has been done by two methods:
• Defining a flow surface, which contains the damage parameter that produces softening
effect and ultimately the material looses its stress carrying capacity.
• By the use of effective state variables; effective strain and stress tensor, effective state
variables of isotropic hardening and effective tensorial variables of kinematic hardening.
These variables are modified using a damage parameter.
3.1 Representative Volume Element
A Representative Volume Element (RVE) maps a finite volume of linear size λ in true discon-
tinuous and heterogeneous solids suffering from damage at a material point of the equivalent
idealized quasi-continuous, pseudo undamaged solids.
The RVE of linear size λ must be large enough to include a sufficient number of micro
voids but at the same time must be small enough for the stress and strain to be considered ho-
mogeneous (or with a small inhomogeneity).
Another definition can be given as ’a volume is a RVE if the average effective stiffness de-
termined from two sets of tests during which the volume is subjected; to uniform displacement
and to uniform tractions over its external surface, are equal’.
3.2 Local continuum theory vs. Non-local continuum theory
In non-local damage continuum theory the damage parameter and the effective plastic strain
(or as many parameters are averaged) are defined as global internal variables. The non-local
variables acts as additional degree of freedom and are determined from additional partial differ-
ential equations which are solved in coupled fashion with the equilibrium condition. With the
help of non-local damage the mesh dependency has been omitted in shell elements.
The Continuum Damage Mechanics (CDM) using the RVE concept is actually a local
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continuum theory. The fundamental assumption is that the influence of spatial correlation be-
tween defects on the effective properties of the continua is of second order magnitude and hence
the exact micro void configuration within the RVE can be disregarded. The effect of all other
voids within the RVE is measured only through the change of effective properties (effective
stiffness) [67]. This local continuum theory can be utilized as long as the damaged macrostruc-
ture can be divided into a number of subsystems, each of the size of the RVE, to allow for
homogenization. If the direct interaction between the micro voids is essential with regard to
their growth, coalescence and stability, then the non-local theory must be used with the distance
between the neighboring defects as the scale parameter.
3.3 The Famous Gurson Model
3.3.1 Model
Gurson [23] gave a model for the flow surface taking into account the damage of material (void
volume fraction). He derived this equation by modeling a single spherical void in a unit cell. The
increase in void volume fraction accounted for the growth only. An approximate limit-analysis
of a hollow sphere made of ideal plastic Mises material was used. Homogenous boundary strain
rate loading was applied to the hollow sphere.
φ =
σ2eq
σ2y
+2 f cosh(
−3σm
2σy
)− (1+ f 2) = 0 (3.1)
3.3.2 Limitations
Some major limitation of the Gurson model are as follows:
• Gurson model is not able to simulate nucleation and coalescence.
• Anisotropic plasticity is not incorporated in the flow surface.
• Void shape effect is not taken into account.
Although, this was a very simple model but it formed the basis for modeling continuum damage.
This model was modified later by many researchers. The major modification was carried out
by Needleman and Tvergaard [74]. They included the nucleation and coalescence in the model
calling it GTN damage model.
3.3.3 GTN Model (Inclusion of nucleation and coalescence)
The main features/modifications are as follows:
1. Tvergaard modified Gurson yield criterion by adding three constants q1, q2 and
q3 in order to fit better corresponding three dimensional finite element solutions.
2. Gurson model can not predict the coalescence, therefore Needleman and Tver-
gaard suggested the effect of coalescence (sudden drop of material load carrying capacity) can
be numerically simulated by an artificially accelerated void growth.
3. Nucleation was taken into account by the evolution equation for porosity f as a
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function of nucleation and growth.
The GTN model is represented by
φ =
σ2eq
σ2y
+2q1 f ∗ cosh(
−3q2σm
2σy
)− (1+q3 f ∗2) = 0 (3.2)
Where f ∗( f ) is the damage function of the micro voided volume fraction or porosity f . Tver-
gaards constants q1,q2 and q3 are 1.5, 1 and q21 respectively as coefficients of void volume
fraction and pressure (hydrostatic) terms. σy describes the hardening of the fully dense matrix
material by σy = h(ε¯p). σm is the macroscopic hydrostatic stress, σeq is the effective von mises
stress of macroscopic Cauchy stress tensor.
f ∗ = f f or f ≤ fc , f ∗ = fc+ f
∗
u − fc
f f − fc ( f − fc) f or f > fc (3.3)
Where f ∗u = 1/q1, f f is the volume fraction at final failure and fc is critical void volume fraction
at which coalescence occur. f
∗
u− fc
f f− fc = δ is the acceleration factor to simulate coalescence.
f˙ = f˙nucleation+ f˙growth with f (to) = fo (3.4)
The growth rate of the existing voids is:
f˙growth = (1− f )dεp : I OR f˙growth = (1− f )(dεp11+dεp22+dεp33) (3.5)
The nucleation rate can be found by two methods ’strain controlled’ or ’stress controlled’.
The strain controlled nucleation rate is given by:
f˙nucleation = Adε¯p (3.6)
And A was based on the normal distribution proposed by Needleman and Chu [9].
A =
fN
SNσy
√
2pi
e[−
1
2 (
ε¯p−εN
SN
)2] (3.7)
The stress controlled nucleation rate is given by:
f˙nucleation = B(dσM +dσm) (3.8)
And B was based on the normal distribution proposed by Needleman and Chu [9].
B =
fN
SNσy
√
2pi
e[−
1
2 (
(σM+σm)−σN
SN σy
)] (3.9)
Where ˙¯εp is the effective plastic strain rate, fN is the void nucleating particle area (volume)
fraction, εN is the respective average nucleation strain and SN is the standard deviation, σM is
the flow stress, σm is the mean (hydrostatic) stress, σN is the mean nucleation stress, σy is the
initial yield stress.
Limitations
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• Equation 3.3 works well for low stress triaxiality but not for high triaxiality values.
• Anisotropic plasticity is not incorporated in the flow surface.
• Void shape effect is not taken into account.
• Later in a paper [86] Zhang showed that fc is not a material parameter and depends upon
the initial void volume fraction. He showed that there exist a problem of non-uniqueness
meaning that many combination sets of ( fo , fc) which produces the same results.
The damage material parameters which must be determined to apply this yield criterion are εN
or σN , SN , fN , fc and δ (coalescence acceleration factor). These parameters are mostly been
determined by fitting the model to experiments. Some researchers have selected theses values
arbitrarily.
3.3.4 Modification by Zhang (Complete Gurson model)
The main features of Complete Gurson model [86] are:
a. As discussed above Zhang pointed out the problem of non-uniqueness in GTN model
to get rid of this problem he suggested that there shall be only one damage parameter
(nucleation parameter) which can be adjusted by the experiments.
b. He suggested that Equation 3.2 to Equation 3.9 of GTN model to remain same but the
onset of coalescence (value of fc) to be governed by Thomason plastic limit load criterion.
Void coalescence will occur when
σ1
σ¯
< [α(
1
r
−1)2+ β√
r
](1−pir2) (3.10)
Where r is the void space ratio given by
r =
3
√
(3 f/4pi)eε1+ε2+ε3
(
√
eε1+ε2)/2
(3.11)
Where σ1 is the current maximum principle stress, σ¯ is flow stress, the value of f at the
stated condition is fc which is no more a material constant but a field quantity. εi are
the principal strains. α = 0.1 and β = 1.2 are constants fitted by Thomason, afterwards
studies were carried out for different hardening of materials and found that the best value
of α = 0.1+0.217n+4.83n2 with β = 1.24 and linear α = 0.12+1.68n with β = 1.2 fits
nicely where n is the hardening parameter.
c. He specified two methods for determining the nucleation parameter [ fo (cluster model)
and Ao (continuous model)] i.e. single specimen approach and multi specimen approach.
From a plane strain cell model analysis, for cluster model the value of f f (see Equa-
tion 3.3) can be taken as f f = 0.15+2 fo and for continuous model an approximate value
can be taken as 0.15.
Limitations
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• Anisotropic plasticity is not incorporated in the flow surface.
• Void shape effect is not taken into account.
• There may be cases when a problem of non-uniqueness can arise in single specimen
approach.
• There may be cases when the nucleation parameter can not be determined from single
specimen as well as multi specimen approach.
• Works well for small initial void volume fraction (less than 0.01) but not for higher ones.
• In Equation 3.10 the dependence of α on the hardening parameter imposes a limitation
for materials with different hardening stages.
• A specimen dependent geometric parameter was introduced ( fo and Ao are dependent on
this parameter) in this model but there is no clue how to determine this parameter.
3.3.5 Modification by Brunet 2001 (Incorporation of sheet metal anisotropy)
The main features of this model [7] are:
a. The modification in GTN model to introduce anisotropy was given by (an approximate
yield criteria for anisotropy) Liao in 1997 for plane stress conditions
φ =
σ2eq
σ2y
+2q1 f ∗ cosh(−
√
1+2r¯
6(1+ r¯)
3q2σm
2σy
)− (1+q3 f ∗2) = 0 (3.12)
Where r¯ (Langford ratio) represent the ratio of transverse plastic strain rate to the through
thickness plastic strain rate under in-plane uniaxial loading condition. σeq is the quadratic
or non-quadratic Hill effective stress. The rest of parameters are the same as defined in
Equation 3.2.
b. Five damage parameters SN , εN , fN , fc and δ were determined by inverse approach.
Brunet used the best combination of these parameters to minimize the cost function given
in Equation 3.13, which is representative of the correlation between the load vs displace-
ment/engineering axial strain during a tensile test and numerical FE simulation. The cost
function expressed by least square approximation is
Q(p) =∑ [F
sim
i (p)−Fexpi ]2
[Fexpi ]2
where i = 1....n (3.13)
Where p is the damage parameter.
Limitations
• Void shape effect is not taken into account.
• The same problem of non-uniqueness, as in GTN model, exists in this model too.
• fc which is shown to be the most influencing parameter in this paper, in a paper by Zhang
[86] it was shown that it is not a material property rather a field quantity.
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3.3.6 Modification by Brunet 2005 (extended GLD Model) (Incorporation of void shape
and criteria for Coalescence )
The main features of this model [44] are:
a. Previously the GTN Model was modified by Gologanu-Leblond-Devaux (GLD) for spheroidal
voids, which is further extended here for prolate voids, plane-stress state and non-linear
kinematic hardening including initial quadratic anisotropy of the matrix or base material
(x and y being the rolling and transverse direction in the plane of the sheet)
φ =C
σ2eq
σ2y
+2q1 f cosh(
κσm
σy
)− (1+q3 f ∗2) = 0 (3.14)
Where f ∗ is the effective void volume fraction and f is the porosity. The macroscopic
effective stress σeq based on Hill quadratic yield function is
σeq = σ−αT [M]σ−α (3.15)
The Tvergaard constants are taken as
q1 = 1+
√
1− e21
2− e22
and q3 = q21 (3.16)
Anisotropy of void shape is accounted for by e1 and e2. For further details see Appendix A
b. The equation of the evolution of the internal shape parameter S (which is used to deter-
mine e1 and e2) is given by
S˙ =
3
2
[1+
9
2
hT (T,ζ)(1−
√
f )2
α1−αG1
1−3α1 ][ε˙11−
ε˙kk
3
]+ [
1−3α1
f
+3α2−1]ε˙kk (3.17)
Where hT (T,ζ) is a function dependent on triaxiality T = σkk3σeq according to the sign of
ζ = σkkσ
′
ii as hT = 1−T 2 for ζ > 0 and hT = 1− T
2
2 for ζ≤ 0.
c. After knowing that fc is not a material parameter Brunet determined it by taking the void
volume fraction when the modified Thomason’s plastic limit-load model is satisfied.
[
F
( RZX−RX )
N
+
G
(RXX )
M
]A
′
n ≤
σ1
σy
(3.18)
Where F and G are coefficient (0.1 and 1.2 given by Gologanu) but Brunet adjusted these
using the inverse approach, N = 2 and M = 5 are exponents, RX and RZ are the radii of
an ellipsoidal void and X denotes half the current length of the RVE (reference volume
element).
d. Six coefficients from the damage model were calibrated by inverse approach (as discussed
in the previous modification of Brunet) using a tensile test. These parameters are F ,
G, fo, So, Ao and λo. Ao was actually a normal distribution based on either stress or
strain containing fN , SN and εN as adjusting parameters and was dependent on effective
plastic strain. Here Ao is taken as a fixed value, hereby canceling the dependency on the
effective plastic strain. The possible reason may be to minimize the number of adjusting
parameters.
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e. Non-local equivalent plastic strain and non-local porosity were used to couple the model
and showed that the mesh dependency vanished. (Inverse approach was used after the
verification of mesh independency).
Limitations
• Using non-local damage and effective plastic strain puts additional degree of freedoms in
the FEA.
• Using non-local model requires two extra parameters i.e. length scale for damage as well
as length scale for equivalent plastic strain.
3.3.7 Modification by Bessen (Expression for evolution of nucleation)
The main features of this model [48] are:
a. Bessen modified the GTN model for Zircaloy-4 tubes and sheets with meso-hydrides as
the secondary particles. The model was similar to the Gurson except that he used Hills
equivalent stress and gave the evolution term for nucleation as follows:
f˙n = f˙n1+ f˙n2 (3.19)
where
f˙n1 =
VH
(εpe − εpc )ε˙p f or ε
p
c < ε
p < εpe elsewhere f˙n1 = 0 (3.20)
and
f˙n2 = Bε˙p f or εp < εpr elsewhere f˙n2 = 0 (3.21)
εpe and εpc are the plastic strain at failure and at beginning of necking respectively given
by
εpe = log(1+Z) and ε
p
c = log(1+ εU) (3.22)
VH being the volume fraction of hydrogen, B is coalescence rate, ε
p
r is the critical plastic
strain for which coalescence start, εU being the strain at necking (corresponding to max-
imum stress) and Z being the cross sectional strain at failure.. These parameters were
identified in order to obtain the observed ductility on smooth specimen. (fitting data with
experiments).
Limitations
• Void shape effect is not taken into account.
• Coalescence is not taken into account in this model (Equation 3.3 is not used).
• This model is highly material specific.
• This model assumes that nucleation starts when necking begins.
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3.3.8 Modification by Oudin (Incorporation of initial void shape)
The main features of this model [16] are:
a. He postulated that no growth will take place in case of negative hydrostatic stress. He
also used Hills equivalent stress.
φ =
σ2eq
σ2y
+2q1 f ∗ cosh(
−3q2σm
2σy
)− (1+q3 f ∗2) = 0 f or σm > 0 (3.23)
φ =
σ2eq
σ2y
+2q1 f ∗− (1+q3 f ∗2) = 0 f or σm ≤ 0 (3.24)
b. He incorporated the initial void shape into the flow surface by taking
q1 = q∗1+mo (3.25)
mo is the initial ellipse eccentricity given by
mo =
ao−bo
ao+bo
(3.26)
ao is the orthogonal half axis at main strain direction and bo is the parellal half axis.
Limitations
• Void shape change is not taken into account.
• The same problem of non-uniqueness, as in GTN model, exists in this model too.
3.3.9 Modification by Pardoen(Fully enhanced Gurson model) (incorporation of void
shape effects and criteria for onset of coalescence)
The main features of Fully enhanced Gurson model [60] are:
a. The void shape effect was included in the flow surface taking into account the flow prop-
erties of the material and the dimensional ratios of the void-cell representative volume
element. It incorporates the effect of void shape, relative void spacing, strain hardening,
and porosity. The model is represented as below:
φ =C
(ΣZ−Σr +ηΣh)2
σ2y
+2q(g+1)(g+ f )cosh(
κΣh
σy
)− (g+1)∗2−q2(g+ f )2 = 0
(3.27)
And the void shape evolution is given by
S˙ = (1+hshT h f )(E˙
p
Z − E˙ pr )+hs f E˙ pkk (3.28)
for details see [60]
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b. The Thomason onset of coalescence was used but modified such that it is solely based on
current geometry of the unit cell (RVE)
ΣlocZ
σo
= [1− (Rr
Lr
)2][α(
RZ
Lr−Rr )
−2+β(
Rr
Lr
)−
1
2 ] (3.29)
for details see [60]
Limitations
• The models are developed for axisymmetric growth and coalescence.
• Void nucleation was not taken into account.
• The only factor which is to be tuned in Equation 3.27 is q. But in this study it was tuned
for initial conditions and not for the conditions near the coalescence.
• In Equation 3.29 the dependence of α on the hardening parameter imposes a limitation
for materials with different hardening stages. In this study the value of α was fitted for
hardening range 0 ≤ n ≤ 0.3 using the test data from Thomason at n = 0 and two data
sets at n = 0.1 and n = 0.3. For materials with hardening out of this range, the value of α
will require new fitting of data.
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Chapter 4
Effective Variable Concept
Apart from the extensive usage of the Gurson model, no attempt to define a methodology to
incorporate anisotropy in damage using Gurson model has been carried out yet. The reason
being that damage is accounted in the flow surface as a scalar quantity.
Kachanov [30] was the first to introduce for the isotropic case a one-dimensional vari-
able, which may be interpreted as the effective surface density of micro damages per unit vol-
ume [76, 83]. Kachanov [30] pioneered the subject of Continuum Damage Mechanics (CDM)
by introducing the concept of effective stress. This concept is based on considering a fictitious
undamaged configuration of a body and comparing it with the actual damaged configuration.
He originally formulated his theory using simple uniaxial tension. Following Kachanov’s work
researchers in different fields applied continuum damage mechanics to their areas in fields like
brittle materials [32–34] and ductile materials [31,36,37,56]. In the 1990s applications of con-
tinuum damage mechanics to plasticity have appeared [43, 77–82].
The method of effective variable concept is the best way to incorporate damage anisotropy.
The definition of the effective state variable can be based on the so-called equivalence principle
which includes; strain equivalence, stress equivalence, elastic energy equivalence, and total en-
ergy equivalence [67]. These principles are discussed in detail in 4.3.
A damage parameter (scalar or tensor) is defined in this method and is used to modify
state variables. If the damage is taken as a scalar then it produces isotropic damage effects. But
when it is defined in the form of second or forth rank (even numbered) tensor then it incorpo-
rates anisotropy in damage evolution.
There are two coupling approaches; a fully coupled approach in which the damage evolu-
tion affects the plastic and elastic properties of the undamaged quasi-continuum and the partially
coupled approach in which only the plastic properties are affected [67].
4.1 Determination of the Damage Parameter
There can be two ways for the determination of the damage parameter (tensor), phenomenolog-
ical and physically motivated.
4.1.1 Phenomenological based damage tensor
In the phenomenological method damage is taken as a measure of the degradation of physical
properties (especially modulus of elasticity and poisson’s ratio). Experiments are conducted
and the degradation of physical properties (based on the principle of equivalence) is measured.
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Based on this degradation, the damage evolution in the specific directions can be determined
(such as D1, D2 and D3 orthotropic damage evolutions). [67] Gives detailed derivations for
the components of damage to be determined in different equivalence principle and loading
conditions.
4.1.2 Physically motivated damage tensor
The only group working on anisotropic damage tensor formation is of Horstemeyer. The cou-
pling of the damage parameter is based on the equivalence principle but the determination of
damage tensor is physically motivated. A brief detail of this model is presented in the next
section.
4.1.3 Comparison of physically motivated model and phenomenological model
a. Using a physically motivated model we can add more material science information into
the model, whereas the phenomenological model is more like a black box in which the
effect of damage is measured but not the underlying science which produce this effect.
b. In a physically motivated model the damage evolution is correlated to the underlying
micromechanics which can capture effects which are not observed in phenomenologi-
cal models for e.g. in cast A356 aluminum alloy the void nucleation rate increases with
the decrease in temperature but the coalescence rate increases with increase in tempera-
ture [26]. Phenomenological models do not distinguish between nucleation, growth and
coalescence therefore these type of effects can not be captured.
c. Physically motivated model requires well equipped laboratory and skilled personnel for
metallography experiments. It may also invlove large number of experiments. On the
other hand phenomenological models do not need metallography at all. simple mechan-
ical testing (mostly tensile tests) are enough to determine the parameters in phenomeno-
logical models.
d. In a physically motivated model the parameter identification for the coalescence by met-
allography is not an easy task. The reason is that coalescence is a very rapid (unstable)
process. Therefore the parameters for coalescence are to be fitted on mechanical tests
making the coalescence term somewhat phenomenological.
e. In physically motivated models damage is measured directly. Whereas in phenomeno-
logical models damage measurement is done indirectly by using an inverse approach i.e.
damage is quantified by measuring the degradation of the properties. This will produce
somewhat less accurate results in comparison to the direct measurement method.
f. Physically motivated models involve large number of parameters. Phenomenological
models can be made with less number of parameters by compromising on accuracy to
some extent.
g. There is not much literature available for physically motivated models as only one group
is working in this area (i.e. of Y. Hammi and M.F. Horstemeyer [26, 84, 85]). Much
research has been carried out in the phenomenological continuum damage models. The
reason being that its easy to work with and has less financial requirements.
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4.2 Anisotropic Damage Model from Horstemeyer/Y. Hammi
The main features of this model [26, 84, 85] are:
• Separate tensor forms are given for nucleation, growth and coalescence
• The main anisotropy is introduced in the nucleation term, the growth term has taken as
isotropic assuming that no shape change will take place during the growth, and in the
coalescence (damage enhancing term) anisotropy in sense of heterogeneity (orientation,
shape and distribution) of voids has been considered.
• The material studied by this group is mainly Al-Si-Mg.
• To determine the effective variables the principle of Total Energy Equivalence was used.
• They have coupled this model to the rate dependent BammannChiesaJohnson (BCJ) plas-
ticity model [4].
• The parameters involved in the nucleation model were determined by carrying out ten-
sion, compression and torsional tests and metallographic examinations at different strain
levels during these tests. The volume fraction f of the second phase material, the average
particle size d, the bulk fracture toughness KIC and the average surface fN of cracked
particles are determined from the mechanical and micro structural observations.
• It was assumed that the initial nucleation density is identical in all directions; the initial
damage and nucleation components are then all equal to the initial porosity fi. The nu-
cleation constants (Sn, sn, Cte, Cco and Cto) were optimized to fit the nucleation density
curves under different loading conditions.
• For the coalescence, the void constants (dp, di and ds) were chosen following the onset of
the crack failure observed on the stress-strain curve. The distance between two particles
was given by the coefficient dp, and it was supposed that the particle minimum size sub-
jected to coalesce in the void impingement mechanism is the distance di, and in the case
of void sheet mechanism ds. Because there is no experiment data to quantify the void
growth, coalescence volume fractions or density, and the other constants were correlated
to match the macro scale stress-strain curves.
4.2.1 Void nucleation model
In order to capture anisotropic effects, a second order tensor η is introduced. The components
of the nucleation rate tensor are proportional to the absolute value of components of the plastic
strain rate tensor. The second rank tensorial equation of void nucleation evolution is given by
η˙ = λ˙p
d
1
2 fN
KIC f
1
3
o
[
Y ∗
Sn
]snP : |dε
p
dλ
| (4.1)
where η˙ is second rank nucleation evolution tensor, λ˙p is the langrange plastic multiplier, d is
the length scale parameter taken as average particle size of second phase particles / or crucial
size of particle that is observed to nucleate a void or could represent the mean distance between
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particles, KIC is the fracture toughness (critical stress intensity factor) of aggregate material
which phenomenological incorporates the spacing of particles, fo is initial volume fraction of
second phase inclusions, fN is the average surface of cracked particles. Sn and sn are the tem-
perature dependent ductile parameters of the material, Y* is the strain energy release rate and
P is the fourth rank tensor to represent the loading state and the total volume fraction density
ρ(φ) and to take into account the interaction of damage and plastic flow directions.
Pi jkl =
1
Cload
[1+
ρi j(φ)
‖φ‖ ni j]δikδ jl no sum on i, j (4.2)
OR
P =C−1load[I+
1
||φ||Diag(ρ⊗n)] (4.3)
||φ|| is norm of damage tensor φ, Where n is plastic unit normal tensor representing the most
deleterious loading direction, and the constant Cload allows for different evolution rates
Cload =
Ctension i f ni j ≥ 0, and i = j
Ccompression i f ni j < 0, and i = j
Ctorsion f or all ni j, and i 6= j
(4.4)
The symmetric density distribution tensor ρ(φ) can take account of size and orientation of initial
cavities during their evolution and is given by
ρ(φ) = ρo1+ρ(v˜)v˜⊗ v˜ (4.5)
Where ρ(v˜) is the micro crack density embedded in planes with a normal ’v’ and ρo being the
spherical or isotropic part of the tensor φ. The aspect ratio and orientation of particles with
respect to the loading direction can give different results. To include this effect
ρ(φ) = ρip+ρo1+ρ(v˜)v˜⊗ v˜ (4.6)
ρip density distribution tensor represents the size and orientation of second phase particles and
inclusion. Formulation for crack density distribution under different loading conditions can be
found in [14,42]. Those load case specific equations can be fitted by mapping the experimentally
determined density distribution on it.
4.2.2 Void growth model (isotropic)
It was assumed that shape of void remains unchanged through out the plastic flow. The growth
evolution scalar is given by
v˙ = λ˙pav〈φh−φov〉e[
3〈σh〉
2σeq ] 1
(1−φh)m (4.7)
where v˙ is the void growth rate, λ˙p is the Lagrange plastic multiplier, av is experimentally
determined and varies with volume fraction of nucleated particles, σh is the hydrostatic stress,
〈σh〉 represents positive mean stress, σeq is the mises equivalent stress, φh is the trace of damage
tensor φ, φov is the void growth threshold and m is the rate sensitivity.
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4.2.3 Void coalescence model (anisotropic)
In coalescence, the growing voids link together by two mechanisms. The first mechanism oc-
curs when two neighboring voids grow together until they join as one that is void impingement.
The second mechanism is characterized by nucleation at inclusion sites and then subsequent
localized plastic shearing between the new nucleated sites that may have also grown. This is
sometimes called a ’void sheet’ mechanism.
The coalescence is defined at the point in which two or more voids give an increase in
total damage rate beyond what just one void would have given.
The assertion of the final failure of the specimen is basically just a percolation limit in
which the strength of the representative unit volume is lost once enough damage has been accu-
mulated. Coalescence from this definition can clearly occur before that point in the deformation
path. This percolation limit for damage occurs at different levels depending on the loading path,
initial porosity, and material.
Void coalescence is represented by a second-rank tensor. As interaction between cavities,
the void coalescence evolution is a function of absolute value of plastic strain rate like void
nucleation, and is written by
c˙ = λ˙p[
Y ∗
Sc
]scQ(φ) : |dε
p
dλ
| (4.8)
where c˙ is second rank coalescence evolution tensor, λ˙p is the langrange plastic multiplier, Sc
and sc are the temperature dependent ductile parameters of the material Y* is the strain energy
release rate Q(φ) is the fourth rank tensor to represent the total damage state (only sum of growth
and nucleation if there is no coalescence) The operator Q distinguishes between the diagonal
and shear components evolution in order to distinguish, respectively, the void impingement and
the void sheet mechanism.
Qi jkl = [φi j−ϕc]δikδ jl (4.9)
OR
Q = Diag(j⊗φ)−ϕcI (4.10)
Where j is a full unit second rank tensor
j =
 1 1 11 1 1
1 1 1
 (4.11)
the threshold is defined by
ϕc =
ϕh = fh(d,K−1IC ) i f i = j (void impingement)
ϕs = fs(d,K−1IC ) i f i 6= j (void sheet mechanism)
(4.12)
Note: Void coalescence exists only for damage components above a threshold for the length
scale parameter (different critical values of ϕc for natural coalescence and void sheet mecha-
nism)
In the present void coalescence model, the microvoid interaction between cavities cannot
be taken into account only by a single coalescence variable. In the future, the hypothesis that the
tensor Q could take in account interactions between cavities of different size populations will
be investigated by this group. In this case, they might need to assume the existence of several
void nucleation ηi and growth vi variables.
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4.2.4 Total damage rate
The total damage rate is defined by
φ˙ = φ˙n+ φ˙v+ φ˙c = η˙+ v˙1+ c˙ (4.13)
OR
φ˙ = λ˙p
d
1
2 fN
KIC f
1
3
o
[
Y ∗
Sn
]snP : |dε
p
dλ
|+ λ˙pav〈φh−φov〉e[
3〈σh〉
2σeq ] 1
(1−φh)m + λ˙p[
Y ∗
Sc
]scQ(φ) : |dε
p
dλ
| (4.14)
4.3 Damage Equivalence Principles
As mentioned in the beginning of Chapter 4, the best way to incorporate damage anisotropy is
by the use of effective variables. The effective variables are those variables which are mapped
from the physical damaged continuum onto a fictitious undamaged continuum using an operator
which is some function of damage. For this purpose it is necessary to select at least one variable
which is equivalent in both the damaged and undamaged continuum i.e. assumed not to be
altered by damage. This is called the equivalence principle of damage. There are already some
proposed hypothesis for the equivalence; hypothesis of stress equivalence, hypothesis of strain
equivalence, hypothesis of complementary elastic energy equivalence and hypothesis of total
energy equivalence. In this report a short description for each hypothesis will be given and the
main advantage and limitations will be discussed.
First consider a damaged solid in a current state having the cauchy stress σ, the strain ε,
the modulus of elasticity E˜ and the poisson ratio ν˜. We now introduce a fictitious undamaged
solid which is characterized by the cauchy stress σ˜, the strain ε˜, the modulus of elasticity E and
the poisson ratio ν. Note that the (.˜) appears with the variables which are effected by damage.
In damaged solids the modulus of elasticity and poisson ratio will vary with progression of
damage whereas they will be taken as constant in the fictitious undamaged solid. The values of
these variables depends upon the damage equivalence principle selected, and is discussed one
by one below:
4.3.1 Principle of stress equivalence
The stress in the damaged solid (0<D<1) is taken to be equivalent to the stress in the fictitious
undamaged solid (D=0)
σ˜(ε˜,0) = σ(ε,D) (4.15)
and strain is the mapped variable given in the most general form
ε˜ = (I− Dˆ) : ε (4.16)
Where Dˆ is the fourth rank damage tensor and I is the fourth rank identity tensor.
The main features of this hypothesis are:
• It is a very simplified model.
• Linear drop of modulus of elasticity. It is shown below for a uniaxial case:
σ = E˜ε f or damaged solid (4.17)
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and
σ˜ = E ε˜ f or undamaged solid (4.18)
Using the hypothesis of stress equivalence we can equate Equation 4.17 and Equation 4.18.
Inserting the mapped strain for uniaxial case we have
E˜ε = (1−D)Eε ⇒ D = 1− E˜
E
(4.19)
Where E˜ is the modulus of elasticity of the damaged solid degrading linearly with damage
D.
• The poisson ratio varies according to the relation given below:
ν˜
ν
=
1−D1
1−D2 (4.20)
Note that there will be no change in the poisson ratio in case of isotropic damage i.e.
D1 = D2.
• This model does not properly describe the real irreversible thermodynamic material degra-
dation process because in this model damage affects only the effective strain distribution.
4.3.2 Principle of strain equivalence
The strain in the damaged solid (0<D<1) is taken to be equivalent to the strain in the fictitious
undamaged solid (D=0)
ε˜(σ˜,0) = ε(σ,D) (4.21)
and stress is the mapped variable given in the most general form
σ˜ = (I− Dˆ)−1 : σ (4.22)
Where Dˆ is the fourth rank damage tensor and I is the fourth rank identity tensor.
The main features of this hypothesis are:
• It is a very simplified model.
• Linear drop of modulus of elasticity. It is shown below for a uniaxial case:
ε =
σ
E˜
f or damaged solid (4.23)
and
ε˜ =
σ˜
E
f or undamaged solid (4.24)
Using the hypothesis of strain equivalence we can equate Equation 4.23 and Equation 4.24.
Inserting the mapped stress for uniaxial case we have
σ
E˜
=
σ
(1−D)E ⇒ D = 1−
E˜
E
(4.25)
Where E˜ is the modulus of elasticity of the damaged solid degrading linearly with damage
D.
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• This hypothesis imposes the restriction that Poisson ratio shall not be affected by damage.
• When separate strains terms are used i.e. elastic strain, plastic strain and total strain then
a problem arises with ductile materials. Separate damage variables are required to map
each of the strain (i.e. elastic, plastic and total) in ductile materials. For brittle materials
one damage variable is good enough to map each strain term [67].
• This model does not properly describe the real irreversible thermodynamic material degra-
dation process because in this model damage affects only the effective stress distribution.
Initially this equivalence principle will be used because of its simplicity.
4.3.3 Principle of complementary elastic energy equivalence
The complementary elastic energy in the damaged solid (0<D<1) is taken to be equivalent to
the complementary elastic energy in the fictitious undamaged solid (D=0)
1
2
σ˜ : ε˜e =
1
2
σ : εe with εe =
∂Φe
∂σ
(4.26)
and stress and strain are the mapped variable given in the most general form
σ˜ = (I− Dˆ)−1 : σ (4.27)
and
ε˜ = (I− Dˆ) : ε (4.28)
Where Dˆ is the fourth rank damage tensor and I is the fourth rank identity tensor.
The main features of this hypothesis are:
• It does not describe physical phenomenon other than that of damage coupled elasticity.
• Non linear drop of modulus of elasticity. It is shown below:
ε =
σ
E˜
f or damaged solid (4.29)
and
ε˜ =
σ˜
E
f or undamaged solid (4.30)
Inserting the values from Equation 4.29 and Equation 4.30 into Equation 4.26. Inserting
the value of effective strain from Equation 4.28 we obtain
D = 1− ( E˜
E
)2 (4.31)
• The poisson ratio varies according to the relation given below:
ν˜
ν
=
1−D1
1−D2 (4.32)
Note that there will be no change in the poisson ratio in case of isotropic damage i.e.
D1 = D2.
• This method is valid only for small strains because of the use of complementary strain
energy.
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4.3.4 Principle of total energy equivalence
The hypothesis of complementary elastic energy is extended to the hypothesis of total energy
equivalence based on the first law of thermodynamics. According to the hypothesis of total
energy equivalence ’the total work done by the external tractions on infinitesimal deformation
is the same for the damaged solid (0<D<1) and the fictitious undamaged solid (D=0) with the
same loading history’.
dΦ = dΦ˜ (4.33)
where dΦ and dΦ˜ are the infinitesimal work of the applied stress given by
dΦ = σ : dε (4.34)
and
dΦ˜ = σ˜ : dε˜ (4.35)
The total energy for the damaged solid can be additively decomposed into the elastic (reversible)
energy, the work done on the (visco)plastic (irreversible)infinitesimal deformation and the work
associated with damage nucleation and growth
dΦ = dΦe+dΦp+dΦd (4.36)
Whereas for the undamaged solid dΦ˜d = 0 hence the equivalence for the additive terms can be
written as follows:
dΦe+dΦd = dΦ˜e OR
1
2
(σ : dεe+dσ : εe)+dΦd =
1
2
(σ˜ : dε˜e+dσ˜ : ε˜e) (4.37)
Note that the above equation is written in the incremental equivalent form, therefore can take
care of not only inelastic (ductile) material but also gives good results for nonproportional load-
ing paths [67].
dΦp = dΦ˜p OR σ : dεp = σ˜ : dε˜p (4.38)
The main features of this hypothesis are:
• It is valid only for small strains.
• It is applicable to elastic as well as inelastic(viscoplastic) material behavior.
• Valid for nonproportional loadings.
• Degradation of modulus of elasticity and poissons ratio are the same as in 4.3.3.
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Chapter 5
Strain Rate and Temperature Dependency
Strain rate is an important variable that effects the mechanical properties of materials. Some
materials respond more to strain rate variation whereas other materials show a little effect. How
much the strain rate effects the material properties is very much dependent on the material itself
and the temperature. Figure 5.1 represent an aluminum alloy which is more affected by the
strain rate whereas Figure 5.2 shows another aluminum alloy less prone to strain rate changes.
Figure 5.1: AA7010 stress-strain curves at different temperatures and strain rates. [59]
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Figure 5.2: AA2024 stress-strain curves at different temperatures and strain rates. [59]
Figure 5.1 shows that yield stress, strength and hardening (flow stress) are effected by the
strain rate and temperature. It is also evident from Figure 5.1 that at high temperatures the strain
rate effect is more pronounced. The reason lies in the physical mechanism involved. At low
temperatures only thermal activation of plasticity is responsible for the effect. The dislocation
meet obstacles in the course of their movements which they are enabled to surmount not only by
the slip forces acting on them but also by the thermal agitation. At low temperatures diffusion
is too slow for it to be possible for them to do this by climbing. On the other hand at high
temperatures diffusion is responsible for the pronounced effect. [12].
Strain rate sensitive materials show an increase in their stress hardening and a decrease in
their plastic strain limit when the plastic strain rate increases under dynamic loading.
Another factor which is very important from engineering point of view is the application.
The thermodynamics for quasi static applications (low strain rates) and dynamic applications
(high strain rates) are quite different. At low strain rates the process is assumed isothermal,
since there is ample time available for heat dissipation. In this case the viscoplastic constitutive
equations are formed based on an isothermal process. On the other hand for applications like
crash analysis, ballistic impacts etc. the strain rates are quite high and the time is too short for
heat flow to occur making the process adiabatic. Therefore in this case the constitutive equations
must be based on an adiabatic process. Therefore in applications involving high strain rates
(regardless of the temperature and strain rate sensitivity of the material) viscoplasticity must be
taken into account. Viscoplasticity at high strain rates is commonly called dynamic plasticity.
The effect of strain rate and temperature on the mechanical properties are well known
and many viscoplastic models are developed to account for these effects. Some models are
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intended to cover creep (very low strain rates and high temperatures) whereas some are for
dynamic plasticity (high strain rates at low temperatures). The purpose of this report is to give
an overview on damage and therefore the viscoplastic models are not discussed in this writing.
5.1 Effect of Strain Rate and Temperature on Damage
5.1.1 Temperature
The effect of temperature was observed right from the beginning of the research on damage. Re-
cently Horstemeyer [27] conducted a micromechanical parametric study by FEA. An isotropic
damage parameter (representing the growth only) was coupled with a temperature dependent
viscoplastic model. The effect of seven different parameters including temperature was studied
on localization and void growth of Aluminum 1100 and stainless steel 304. It was found that
temperature had a pronounce effect in all cases Figure 5.3, Figure 5.4, Figure 5.6 and Figure 5.6.
Figure 5.3: Influence of various parameters on localization for Aluminum 1100
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Figure 5.4: Influence of various parameters on void growth for Aluminum 1100
Figure 5.5: Influence of various parameters on localization for SS304L
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Figure 5.6: Influence of various parameters on void growth for SS304L
Temperature was found to be the most influential parameter in a similar parametric study
for nucleation [55]. See Figure 5.7 and Figure 5.8.
Figure 5.7: Normalized DOEs results for void nucleation from silicon fracture in A356 alu-
minum alloy
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Figure 5.8: Normalized DOEs results for void nucleation from silicon/aluminum debonding in
A356 aluminum alloy
An experimental study [3] was carried out to measure the damage (cracking and debond-
ing) of silicon particles in A356 aluminum alloy as a function of temperature. In this study
damage was measured directly from the micrographs of the specimen. Results are plotted in
Figure 5.9 and Figure 5.10. In both these figures, temperature has an inverse effect on fracture
of silicon particles. The reason is that with a decrease in temperature the strength of alloy and
hardening rate increases which gives rise to a stress state with higher stress triaxiality.
Another major effect of temperature on damage is related to the cause producing the dam-
age and the location of cavity initiation. Following are some interesting facts:
a. At lower temperature deformations, nucleation occurs dominantly within the grains at
second phase particles by particle cracking or decohesion. The nucleation on grain bound-
aries are not favored because the contribution of grain boundary sliding to overall defor-
mation is negligible [22].
b. At higher temperatures vacancy diffusion produces cavity growth [22].
c. At intermediate temperatures the combined action of diffusion and plasticity can nucleate
and grow cavities. Therefore nucleation occurs at grain boundaries [22].
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Figure 5.9: Effect of temperature on the number fraction of damaged silicon particles in A356
alloy
Figure 5.10: Effect of temperature on the area fraction of damaged silicon particles in A356
alloy
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5.1.2 Strain rate
Low and medium strain rate
At low and medium strain rates damage is not much influenced by the strain rate. A direct
damage measurement at two different strain rates for advanced high strength steels (strain rate
sensitive materials) is shown in Figure 5.11, [65].
Figure 5.11: Damage distribution of failed tube specimens at (a) 0.003s−1 and (b) 1500s−1
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Another experimental study was conducted on A356 aluminum cast alloy which is also
a strain rate sensitive material [53]. Direct measurements of damage were plotted against the
strain rate showing negligible effects, as can be seen in Figure 5.12 and Figure 5.13.
Figure 5.12: Variation of number fraction of damaged Si particle with strain rate
Figure 5.13: Variation of volume fraction of damaged Si particle with strain rate
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From the above mentioned experimental work apparently it can be concluded that as far
as the thermodynamic process remains isothermal (low and medium strain rates), there will be
a very little influence of strain rate on damage.
High strain rate
The basic difference in a low strain rate and high strain rate case is that of the thermodynamics.
When high strain rate is applied then there is not enough time for heat dissipation making the
process fundamentally adiabatic. At high strain rates the behavior of the material becomes quite
complex giving rise to phenomenon like adiabatic shear localization, thermal plastic instabili-
ties and high gradient of stresses.
When low strain rates are applied then local dislocation motion suppress the local stress
concentrations which act as nucleation sites. In this way plastic deformation dominates and
controls the failure of material at low strain rates. On the other hand by increasing the strain
rate more and more dislocations become immobilized and local stress concentrations are build
up which cross the nucleation threshold. Thus voids are nucleated from weak spots. The growth
and coalescence of these voids lead to failure [24].
On application of high strain rate, localized hot regions will be generated in the regions
having no time for heat transfer. As a result, local softening will take place in those regions,
while the surrounding materials continue to strain harden. Therefore, shear band deformations
will occur as soon as the thermal softening overcomes the strain and strain hardening. Void nu-
cleation, growth and coalescence will accelerate in these regions due to the large strains causing
material degradation (damage). So at high strain rates adiabatic shear banding is frequently
observed as a failure mode [24].
5.2 Incorporation of Strain Rate and Temperature in Damage Models
Most of the CDM models define damage as an internal variable and the evolution of the dam-
age is based on the associated variable (mostly damage energy release rate). In the evolution
equation some researchers have included temperature dependent parameters [38] but as far as
known to the author, none have taken the damage variable directly dependent on strain rate.
Nevertheless damage models have been coupled to elasto-viscoplastic models therefore captur-
ing a coupled effect of strain rate and temperature with damage.
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Appendix A
Details for Extended GLD Model
The details of Equation 3.14 to Equation 3.16, [44] are as follows:
φ =C
σ2eq
σ2y
+2q1 f cosh(
κσm
σy
)− (1+q3 f ∗2) = 0 (A.1)
Where f ∗ is the effective void volume fraction and f is the porosity. The macroscopic effective
stress σeq based on Hill quadratic yield function is
σeq = σ−αT [M]σ−α (A.2)
[M] =
 a2 a(b−h) 0a(b−h) b2−2hb+ f +h 0
0 0 2n
 (A.3)
and
σ−α =
 σxx−αxxσyy−αyy
σxy−αxy
 (A.4)
Here f , h and n are dimensionless Hill parameters and
a = 1+η(1−2α2) , b = ηα2 (A.5)
Also
σm = (1−2α2)(σxx−αxx)+α1(σyy−αyy) (A.6)
The void shape aspect ratio is defined by
S = ln(
RZ
RX
) (A.7)
And based on this ratio for prolate voids
e1 =
√
1− e−2|S| and 1− e
2
2
e32
=
1
f
1− e21
e31
(A.8)
Using the values of e1 and e2
α1 =
1
2e21
− 1− e
2
1
2e31
tanh−1(e1) (A.9)
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α2 =
1+ e22
3+ e42
(A.10)
αG1 =
1
3− e21
(A.11)
η =
κsinh(κ[2(α1−α2)])(1− f ) f
1+ f 2+ f (2κ(α1−α2)sinh(κ[2(α1−α2)])− cosh(κ[2(α1−α2)])) (A.12)
C =
κsinh(κ[2(α1−α2)]) f
(1− f +2η(α1−α2))η (A.13)
κ−1 =
1√
3
+
1
ln f
[(
√
3−2) ln e1
e2
− 1√
3
ln(
3+ e21+2
√
3+ e41
3+ e22+2
√
3+ e42
)+ ln(
√
3+
√
3+ e41
√
3+
√
3+ e42
)] (A.14)
RX = (
3 fV
4pieS
)
1
3 (A.15)
X = XoeεX , Y = YoeεY , Z = ZoeεZ and Zo = λoXo (A.16)
Where λo is the void spacing ratio. The value of An is modified to A
′
n to incorporate the triaxi-
ality ’T’.
An = [1− piR
2
X
4XY
] to A
′
n = An[1−T
σ1
σy
] (A.17)
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