Abstract. The classic interpolation problem asks for polynomials to fit a set of given data.
Introduction
Given a set of m + 1 points (x i , y i ) , i = 0, . . . , m, where x 0 , x 1 , . . . , x m are mutually distinct, the classical interpolation problem asks for a polynomial p = p(x) of degree at most m such that p(x i ) = y i , i = 0, 1, 2, . . . , m.
The polynomial that does the job exists and is unique, and is called the Lagrange interpolating polynomial. Together with this existence and uniqueness theorem, #CAM-226/10. Received: 20/VI/10. Accepted: 08/II/11.
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there is now a fairly complete theory (see e.g. Davies [10] ) associating the Vandermonde matrices, divided differences, error bounds, etc. with the classical interpolation problem.
In view of the many applications of the concept of interpolation, it is of interest to consider different types of interpolation functions. Among many others, in [5] , "quasi-polynomials" as candidates of interpolating functions are considered. More specifically, let R and C be the set of real and complex numbers respectively. Let b 1 , b 2 , . . . , b n ∈ C, α 1 , α 2 , . . . , α n ∈ R such that 0 = α 1 < α 2 < • • • < α n . The function f : [0, ∞) → C defined by
is called a (α 1 , α 2 , . . . , α n )-polynomial 1 . It is shown that given a set of data pairs (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n ) where 0 ≤ x 1 < x 2 < • • • < x n and y 1 , . . ., y n ∈ C, there then is a unique (α 1 , α 2 , . . . , α n )-polynomial f that satisfies f(x i ) = y i , i = 1, 2, . . . , n.
Once existence is shown, it is then important to investigate the properties of the interpolating polynomial. Several properties are obtained in [5] . In particular, a bound for |f(u)|, where u ∈ [x 1 , x n ], is obtained in [5] .
In this paper, we will be interested in approximation of a spatial curve (described by a vector function) by (α 1 , α 2 , . . . , α n )-polynomials, and their 'distances' from a reference point. More specifically, given a space curve in R is satisfied, as well as upper bounds for f(u) − y , where • is the Euclidean norm for R m and y is a given vector in R m .
We plan to do the following. In the next section, we will take care of the existence and uniqueness of the desired function by introducing generalized Vandermonde determinants. Then we will state the main theorem of our paper. In Section 3, we will derive several preparatory results. Then in Section 4, our main theorem is proved. The final section is devoted to additional remarks and illustrative examples.
Preliminary results
To facilitate discussions, we recall several definitions and results. Throughout the rest of our discussions, we assume that n ≥ 2 (to avoid trivial cases). Let R n be the standard set of real n-vectors endowed with the usual linear structure and the Euclidean norm. An n-vector in R n is indicated by x, a, b, c, α, β, . . . etc.
Given an n-vector, say x, its components are indicated by x 1 , x 2 , . . . , x n , so that
where the dagger indicates transposition. The difference vector x is defined by
For the sake of convenience, we also denote the i-th component ( x) i of x by the forward difference x i . Several subsets of R n will be used extensively. For this reason, we will set
Another convenient notation has to do with the substitution of a component of a vector x = (x 1 , . . . , x n ) † . Suppose the j-th component of x is replaced by u,
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we will denote the subsequent vector by x ( j) (u) , that is,
Given x ∈ R n , recall that the Vandermonde determinant in x is defined by
Given x ∈ R n and α ∈ R n , we may extend the definition of Vandermonde determinant as follows:
In the above we need to make sure that each entry of the determinant is well defined. Such is the case when x j ≥ 0 and α i ≥ 0, where 0 0 = 1.
By means of these notations, given
where we have employed the fact that 0 0 = 1. Given x ∈ n and y 1 , y 2 , . . . , y n ∈ R m , if we try to find a generalized α-polynomial, where α ∈ n , that satisfies f(
then we are led to a linear system of equations in the variables d 1 , . . . , d n . Solving this system of vector equations, we easily see that
Since V n (x, α) > 0 for x ∈ n and α ∈ n (see [3, p. 212, Theorem 1]), we see further that the desired α-polynomial satisfying (4) can be expressed as
Now that the existence and uniqueness of the desired interpolating polynomial is out of the way, the main theorem to be shown will be the following.
Theorem 1. Given x ∈
n and α ∈ n as well as y 1 , . . . , y n ∈ R m . The
for any u ∈ [x 1 , x n ] and any y ∈ R m , where θ = min 1≤i≤n−1 α i .
In the above and later discussions, we employ the greatest integer function [•].
Preparatory lemmas
We first recall the following result, which was already used in deriving the α-interpolating polynomial. where
where t = (t 1 , t 2 , . . . , t n−1 ).
Proof. When n = 2, we may see from (7) that
. In view of the Hadamard's inequality (see e.g. [2] ) and the A-G inequality, we see that If
. Again, from the Hadamard's inequality and the A-G inequality,
These show that (8) is valid for n = 2.
We now assume by induction that (8) holds when n is replaced by n − 1 (where
and
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Hence,
Next, if we take α = (0, 1, 2, . . . , n − 1) in (7), we see that
and hence
With the above information at hand, we may now see that
Since x ∈ n and d n ≥ 1, we also have
Thus from (14), we may further assert that
The proof is complete. . Let x ∈ R n . Then 
Lemma 6. Let x ∈ n . Then for u ∈ [x 1 , x n ] and r ∈ {1, 2, . . . , n},
Proof. Since u ∈ [x 1 , x n ], there is s ∈ {1, 2, . . . , n − 1} such that x s ≤ u ≤ x s+1 . Let us move the r -th column of the determinant v n (x (r ) (u)) and 'insert' it between the s-th and the (s + 1)-th column of v n (x (r ) (u)). The resulting determinant will be denoted by v n (x * (r ) (u)), where
Then v n (x * (r ) (u)) ≥ 0. Furthermore, in view of the A-G inequality [6] [7] [8] [9] and (15),
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where λ k is defined in Lemma 5. Next we assert that
If 2 ≤ r ≤ n − 1, then from Lemma 5, 
Since 1 ≤ r ≤ n and 1 ≤ s ≤ n − 1, we have 1 ≤ q ≤ n − 2. If 2 ≤ r ≤ n − 1, then 1 ≤ p ≤ n − 1, and hence by Lemma 5, If r = 1 or r = n, from Lemma 5,
The inequality (20) is thus proved. By combining (19) and (20), we see that
The proof of (18) 
Proof. Since
Let us move the j-th column of the determinant V n (x (r ) (u), α) and 'insert' it between the s-th and the (s + 1)-th columns of V n (x (r ) (u), α). The resulting determinant will be denoted by V n (x * (r ) (u), α) where
by Lemma 1, we see that V n (x * ( j) (u), α) ≥ 0. Furthermore, in view of the following simple fact,
we may see that
JIAJIN WEN and SUI SUN CHENG 559 Thus, by (22), (23), (8) and (18), we have
The proof is complete.
Proof of Theorem 1
First we point out that the generalized α-polynomial in Theorem 1 satisfies
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for any y ∈ R m . Indeed, the case where n = 2 is easy. Suppose n > 3. Since α ∈ n , we see that
By Laplace expansion, we then have
We consider two cases:
In the former case, α j ≥ 1 for j = 1, 2, . . . , n − 1. Therefore, by (24) and (21),
In the latter case, we have min 1≤i≤n−1
, and 
Our Theorem is thus proved.
As an immediate consequence of our Theorem and the inequality f(u) ≤ y + f(u) − y , we have the following Corollary 1. Under the assumptions of Theorem 1, we have
We remark that Example 5.2 in [5, p. 1058] shows that the equality sign in (6) may hold.
Remarks and Examples
In Theorem 1, the number θ = min 1≤i≤n−1 α i can be an arbitrary positive number. However, in the case when the powers α 1 , α 2 , . . . , α n are nonnegative integers,
In particular, if there are two consecutive powers α i and α i+1 such that α i+1 − α i = 1, then θ = 1. Such a choice can simplify matters since max 1≤i≤n−1
In another direction, the number θ may be an arbitrary positive number but the sequence x 
