The Boolean lattice 2 [n] is the family of all subsets of [n] = {1, . . . , n} ordered by inclusion, and a chain is a family of pairwise comparable elements of 2 [n] . Let s = 2 n / n ⌊n/2⌋ , which is the average size of a chain in a minimal chain decomposition of 2 [n] . We prove that 2 [n] can be partitioned into n ⌊n/2⌋ chains such that all but at most o(1) proportion of the chains have size s(1 + o (1)). This asymptotically proves a conjecture of Füredi from 1985. Our proof is based on probabilistic arguments. To analyze our random partition we develop a weighted variant of the graph container method.
Introduction
The Boolean lattice 2 [n] is the family of all subsets of [n] = {1, . . . , n}, ordered by inclusion. A chain in 2 [n] is a family {x 1 , . . . , x k } ⊂ 2 [n] such that x 1 ⊂ · · · ⊂ x k , and an antichain is a family A ⊂ 2 [n] such that no two elements of A are comparable.
A cornerstone result in extremal set theory is the theorem of Sperner [33] which states that the size of the largest antichain in 2 [n] is n ⌊n/2⌋ , which by Dilworth's theorem [12] is equivalent to the statement that the minimum number of chains 2 [n] can be partitioned into is also n ⌊n/2⌋ . While the maximum sized antichain is more or less unique (if n is odd, there are two maximal antichains, otherwise it is unique), there are many different ways to partition 2 [n] into the minimum number of chains. In general, chain decompositions of the Boolean lattice into the minimum number of chains are extensively studied, see e.g. [8, 11, 14, 15, 16, 20, 21, 34, 35] .
One minimal chain decomposition of particular interest is the so-called symmetric chain decomposition. A chain with elements x 0 ⊂ · · · ⊂ x k is symmetric in 2 [n] , if |x i | = n−k 2 + i for i = 0, . . . , k. It was proved by de Brujin, Tengbergen and Kruyswijk [8] that the Boolean lattice can be partitioned into symmetric chains. Note that in such a chain decomposition, there are exactly n k − n k−1 chains of size n − 2k + 1 for k = 0, . . . , ⌊n/2⌋. Therefore, in a symmetric chain decomposition the sizes of the chains are distributed very non-uniformly, in fact, it is the most non-uniform chain decomposition in a certain sense, see the discussion in Section 4. Perhaps motivated by this observation, Füredi [14] asked whether there exists a chain decomposition of 2 [n] into the minimum number of chains such that any two chains have roughly the same size.
Our main theorem has the following interesting application. The well known theorem of Mantel states that if a graph G with n vertices does not contain a triangle, then it has at most ⌊ n 2 2 ⌋ edges, and this bound is sharp for every n. Kalai (see [10] ) proposed the following question: what is the size of the smallest set T of triples in an n element vertex set V such that any graph on V with ⌊ n 2 2 ⌋ + 1 edges contains a triangle spanned by a triple in T ? Das, Lamaison and Tran [10] proved that the answer is ( 1 2 + o(1)) n 3 , where the upper bound also follows from an earlier work of Allen, Böttcher, Hladký, Piguet [1] . The authors also propose to study Kalai-type questions for other well known extremal problems. Motivated by Sperner's theorem they asked for the minimum number of forbidden comparable pairs forcing that the largest subfamily of 2 [n] not containing any of them has size at most n ⌊n/2⌋ . Let B n denote the comparability graph of 2 [n] , that is, V (B n ) = 2 [n] and x, y ∈ 2 [n] are joined by an edge if x ⊂ y or y ⊂ x. It is a nice exercise to show that B n has 3 n − 2 n edges. Sperner's theorem is equivalent to the statement that the size of the largest independent set of B n is n ⌊n/2⌋ . In this setting, the question of Das, Lamaison and Tran can be reformulated as follows. What is the least number of edges of a subgraph G of B n with V (G) = 2 [n] such that G has no independent set larger than n ⌊n/2⌋ ? Using Theorem 1.2, we answer this question asymptotically. Theorem 1.4. Let G be a subgraph of B n with the minimum number of edges such that V (G) = 2 [n] and G has no independent set larger than n ⌊n/2⌋ . Then |E(G)| = ( π 8 + o(1))2 n √ n.
Finally, we show that the uniform chain decomposition provided by Theorem 1.2 can be applied to various extremal set theory problems, generalizing ideas of the second author [36] . The typical question in extremal set theory is that how large can be a family H ⊂ 2 [n] that avoids a certain forbidden configuration. One way to attack such a problem is as follows. A d-dimensional grid is a d-term Cartesian product of the form [k 1 ] × · · · × [k d ]. We fix some d and partition 2 [n] into d-dimensional grids of roughly the same size. Then, we bound the size of the intersection of each of these grids with the family H avoiding the forbidden configuration. The advantage of this approach is that the problem of the maximal subset of the grid avoiding a given forbidden configuration is equivalent to an (ordered) hypergraph Turán problem, for which sometimes there is already an available good bound. In order to find a partition into d-dimensional grids, we write 2 [n] as the Cartesian product 2 [n 1 ] × · · · × 2 [n d ] , where n i ≈ n d , and find a uniform chain decomposition C i of 2 [n i ] . Then the Cartesian products C 1 × · · · × C d , where C 1 ∈ C 1 , . . . , C d ∈ C d , partition 2 [n] in the desired manner. We will illustrate how to apply this idea in case when the forbidden configuration is two sets and their union, a copy of some poset P , or a full Boolean algebra.
Our paper is organized as follows. In Section 2, we prove Theorem 1.2 and Corollary 1.3. In Section 3.1, we prove Theorem 1.4. In Section 3.2, we discuss further possible applications of our main result in extremal set theory. 2 2. Decomposition into chains of uniform size 2.1. Preliminaries. We use the following standard graph theoretic notation. If G is a graph and
Also, we use the following set theoretic notation. If 0 ≤ l ≤ n, then [n] (l) = {x ∈ 2 [n] : |x| = l} and [n] (≥l) = {x ∈ 2 [n] : |x| ≥ l}. We define [n] (≤l) similarly. Also, a level of 2 [n] refers to one of the families [n] (l) for l = 0, . . . , n.
The proof of our main theorem uses probabilistic tools, see the book of Alon and Spencer [2] for a general reference about the probabilistic method. In particular, we need the following variants of Chernoff's inequality, see e.g. Theorem 2.8 in [22] . Claim 2.1. (Chernoff 's inequality) Let X 1 , . . . , X n be independent random variables such that P(X i = 1) = p i and P(X i = 0) = 1 − p i , and let X = n i=1 X i . Then for δ > 0, we have
Also, if p 1 = · · · = p n = 1 2 and t > 0, then
Our proof of Theorem 1.2 depends quite delicately on the distribution of the sizes of the levels of 2 [n] . Next, we collect some estimates on the binomial coefficients we use in this paper. (
Proof. See the Appendix.
2.2.
Overview of the proof. The proof of Theorem 1.2 is somewhat technical at certain stages, so let us roughly outline our strategy. Let k = ⌈s/2⌉. First of all, we only consider the upper half of 2 [n] , B = [n] (≥⌊n/2⌋) , as if we manage to partition B into chains of size k approximately, then we can easily turn it into a chain partition of 2 [n] with the desired properties.
We start with the k largest levels. The remaining levels [n] (l) for l > ⌈n/2⌉ + k we cut into small pieces and glue these small pieces to the levels [n] (⌈n/2⌉) , . . . , [n] (⌈n/2⌉+k) such that every level of the resulting new poset has size roughly n ⌊n/2⌋ . Since this new poset has exactly k + 1 levels, one can hope to find a chain partition of it into n ⌊n/2⌋ chains, each of size ≈ k. Indeed, we show that if we cut the levels [n] (l) for l > ⌈n/2⌉ + k randomly, then such a chain partition exists with high probability.
2.3. Setting up. Throughout this section, we assume that n is sufficiently large for our arguments to work. Let m = ⌈ n 2 ⌉, M = n m , A i = [n] (m+i) for i = 0, . . . , n − m, and B = [n] (≥m) . Then |B| = 2 n−1 if n is odd, and |B| = 2 n−1 + M 2 if n is even. We remind the reader that s = 2 n M , and 3 define k = ⌈ s 2 ⌉. Note that (k − 1)M < |B| < (k + 1)M . Also, as s = (1 + o(1)) π/2 √ n, we have |A k | = M e −π/4+o (1) . In particular, 0.45M < |A k | < 0.46M .
Consider the subposet P 0 of B induced by the levels A 0 , . . . , A k . Next, we would like to "fill up" P 0 with the elements of [n] (>k+m) , that is, we want to add elements of [n] (>k+m) to the levels A 1 , . . . , A k such that the size of each level becomes roughly M . We do this as follows: imagine a (k + 1) × M sized rectangle partitioned into (k + 1)M unit squares indexed by (a, b) ∈ {0, . . . , k}× [M ], where we fill some of the unit squares with the elements of B. We want do this in a way such that each row corresponds to an expanded level A ′ i . First, for a = 0, . . . , k, fill the unit squares (a, 1), . . . , (a, |A a |) with the elements of A a . Then, we will fill the rest of the unit squares as follows. For 1 ≤ a ≤ b ≤ k, let X a,b = {b} × {|A a | + 1, . . . , |A a−1 |}, and for l = 0, . . . , k, let the l-th diagonal be the union l≤a≤k−l X a,a+l . Note that |X a,b | = |A a−1 | − |A a | and the size of the l-th diagonal is M − |A k−l |. Order the elements of [n] (>k+m) in an increasing order of the sizes, and among sets of the same size, chose a random ordering. Start filling up the first diagonal using the elements of [n] (>k+m) with respect to this order. Then if the l-th diagonal is already filled up, we move to the (l + 1)-th diagonal. Also, we fill up each diagonal from right to left. We do this until we run out of elements in [n] (>k+m) . In the end, the i-th row of the rectangle becomes the level A ′ i , and we get a poset P with levels A ′ 0 , . . . , A ′ k in which x ≤ P y if x and y are in different levels and x ⊂ y. Then P is a subposet of B of height k + 1 such that every level of P has size roughly M . Our goal (more or less) is to show that P can be partitioned into M chains. In the rest of the proof, we shall not work directly with the poset P , but for a better understanding of our proof, it is worth seeing this underlying structure. See Figure 1 for an illustration.
For the sake of clarity, let us define our sets X a,b formally. Let C 0 = 1 3 n log n . Let T = k+1≤i≤C 0 A i and Z = [n] (>m+C 0 ) . Then |Z| ≤ n −2/3 2 n by Claim 2.2, (3). For k +1 ≤ i ≤ C 0 , let ≺ i be a random total ordering on A i (chosen uniformly among all the total orders), and define the total ordering ≺ on T such that for x ∈ A a and y ∈ A b , we have x ≺ y if a < b, or a = b and x ≺ a y. In other words, we randomly order the elements of the levels from A k+1 to A C 0 , and then we lay out these levels next to each other, this is the total order (T, ≺).
Each set X a,b will be an interval in T with respect to the total order ≺. Let I * = {(a, b) : 1 ≤ a ≤ b ≤ k}, which will serve as the set of possible indices of these intervals. Order the elements of
and a < a ′ , then ≺ ′ will be the order of our desired intervals. Cut T into intervals X a,b , where (a, b) ∈ I * , with the following procedure. Let (1, 1) = (a 1 , b 1 ) ≺ ′ · · · ≺ ′ (a |I * | , b |I * | ) be the elements of I * , and let X a 1 ,b 1 be the initial segment of T of size |A 0 | − |A 1 |. Now if X a l ,b l is already defined for l ≥ 1, and there are still at least |A a l+1 −1 | − |A a l+1 | elements of T larger than X a l ,b l with respect to ≺, then let X a l+1 ,b l+1 be the |A a l+1 −1 | − |A a l+1 | smallest elements of T larger than X a l ,b l . Otherwise, stop, and
As a reminder, for l = 0, . . . , k − 1, the l-th diagonal is the union a:(a,a+l)∈I X a,a+l . Say that a diagonal is complete if (k − l, k) ∈ I. Let µ ≤ k be the largest number such that the (k − µ)-th diagonal is not complete. Then for every 1 ≤ a ≤ k, the number of indices b such that (a, b) ∈ I is at least k + 1 − a − µ (note that this number might be negative).
Let us estimate µ. Proof. If the l-th diagonal is complete, then it contains M − |A k−l | elements. Consider the inequality (k − 1)M < |B|. We have |B| = k i=0 |A i | + |T | + |Z|, so this inequality can be rewritten as Figure 1 . We cut the union of the levels A k+1 , . . . ,
For a = 1, . . . , k, we consider the block X a,a ∪ · · · ∪ X a,k and partition it into ≈ |X a,a | chains, whose collection is denoted by C a . Finally, we find a chain decomposition D 0 of A 0 ∪ · · · ∪ A k into M chains, and attach the chains in C a to those chains of D 0 that end in A a−1 .
Therefore,
From this, and using that |Z| ≤ n −2/3 2 n < M , we conclude that µ = O(n 1/3 ).
For (a, b) ∈ I, let φ(a, b) be the set of indices r such that A r ∩ X a,b = ∅. Say that the index (a, b) ∈ I is whole if |φ(a, b)| = 1, and say that (a, b) is shattered otherwise. In other words, (a, b) is whole if X a,b is completely contained in a level, and shattered otherwise. Clearly, the number of shattered indices in I is at most C 0 as X a,b is shattered if there exists r such that X a,b contains the last point of A r and the first point of A r+1 with respect to ≺.
The proof of the following claim is rather technical and does not add much to the reader's understanding of the paper, hence we have moved it to the Appendix.
Remark. This claim is quite important for our proof to work, and it seems more of a coincidence that it is actually true, rather than having some combinatorial reason behind it. To prove the claim, we do delicate calculations with binomial coefficients, which the interested reader can find in the Appendix.
For a = 1, . . . , k, let
Then K a is the union of |A a−1 | − |A a | sized random subsets of distinct levels, where the fact that these levels are distinct follows from Claim 2.4. In what comes, we would like to partition K a into roughly |A a−1 | − |A a | chains, most of them of size ≈ k − a. In order to do this, it is enough to show that the size of the largest antichain of K a is not much larger than |A a−1 |−|A a |. To bound the size of this largest antichain, we use the celebrated container method. The graph container method, which we will use in the present work, dates back to works of Kleitman and Winston [27, 28] from more than 30 years ago; for more recent applications see [6, 31] . We will use a multi-stage version of the method, this idea has first appeared in [5] .
2.4. Containers. In this section, we construct a small family C of subsets of T , which we shall refer to as containers, such that every antichain of T is contained in some element of C, and each C ∈ C has small mass, where we use the following notion of mass.
Next, we show that any family of large Lubell-mass must contain an element that is comparable to many other elements.
Proof. For each x ∈ F, consider the number of elements of F comparable with x, and let ∆ be the maximum of these numbers.
Let C be a maximal chain in 2 [n] chosen randomly from the uniform distribution. Note that
On the other hand, if x, y ∈ F such that x ⊂ y and |y| − |x| ≥ r, then
Comparing the right hand side with the lower bound δ ≤ E(N ), we get the desired bound ∆ ≥ δ (r+δ)r! · ( n 2 ) r . Now we are ready to establish our container lemma. In the proof we will use the above claim only for r = 1, 2.
Lemma 2.6. There exists a family C of subsets of T such that
Proof. Let G be the comparability graph of T , and let < be an arbitrary total ordering on T . Let I be an antichain of T . We build a container containing I with the help of the following algorithm.
Step 0: Set S 0 := ∅ and G 0 := G.
Step i:
and terminate the algorithm.
Call the set S a fingerprint. Note that V (G i−1 ) only depends on S, so the function f is properly defined on the set of fingerprints. Finally, set C = S ∪ f (S), then C contains I. Let C be the family of the sets C for every independent set I. Now let us estimate the size of S. We study our algorithm by dividing the steps into phases depending on ℓ(V (G i )). 6 Phase -1: This phase consists of those steps i for which ℓ(V (G i )) ≥ 3, and let i ′ be the last step in this phase. In every such step, the maximum degree of V (G i ) is at least n 2 24 by Claim 2.5 (with r = 2 and δ = 1). If we added v i to S i−1 , then we have |V
Phase 0: This phase consists of those steps i for which 3 > ℓ(V (G i−1 )) ≥ 2, and let i 0 be the last step of this phase. Also, let T 0 = S i 0 \ T −1 , the set of elements we added to S during this phase. In this phase, we have |V (G i−1 )| ≤ 3M and by Claim 2.5 (with r = 1 and δ = 1), the maximum degree of
n < 12 · 2 n n −3/2 . Phase r: For r = 1, . . . , 1 2 log 2 n, phase r consists of those steps i for which 1
Let i r be the last step of phase r and let T r = S ir \ S i r−1 , the set of elements we added to S during phase r. By Claim 2.5 (with r = 1 and δ = 1
. Therefore, in the end of the process, we get
Hence, there are at most 2 n 3 · 2 n n −3/2 log 2 n = 2 2 n n −3/2+o (1) fingerprints, which is also an upper bound for |C|. It only remains to bound ℓ(C). Recall that T contains only sets of size at most m + C 0 ,
Here, n 2/3 |S| M = O(n −1/3 log n), so ℓ(C) ≤ 1 + O(n −1/3 log n).
2.5.
Antichains. The aim of this section is to bound the size of the maximal antichain in K a .
Recall that for (a, b) ∈ I, φ(a, b) is the set of indices r such that A r ∩ X a,b = ∅, and
Lemma 2.7. Let a ≥ n 1/10 . With probability at least 1 − 2 −n 2 , the size of the maximal antichain of K a is
Proof. Let A = |A a−1 | − |A a |, then by Claim 2.2 (5), we have A = Θ(a2 n n −3/2 ). Let E be the set Instead of X a,b , it is more convenient to work with the set Y a,b which we get by selecting each
where the second to last inequality can be seen by observing that the function f (x) = P(|Y a,b | = x) is increasing for x ≤ |A| and decreasing for x ≥ |A|.
Let C be the family of containers of T given by Lemma 2.6. Let δ be a real number such that n −1/3+1/20 < δ < 1, let C ∈ C and consider the probability that W = |C ∩ D| is larger than A(1 + δ). First of all, we have (1) ).
Now let us estimate the probability that
. But W is the sum of Bernoulli random variables, so we can apply Chernoff's inequality (Claim 2.1). Consider two cases: if δ ′ ≤ 1, then
and if δ ′ > 1, then
√ a . Note that n −1/3+1/20 < δ < 1 holds, so the previous calculations are valid for this choice of δ. By the union bound, the probability that there exists C ∈ C such that |C ∩ D| ≥ (1 + δ)A is at most |C|e − δ 2 A 24 = 2 −2n 2 . But every independent set of U is contained in some C ∈ C, so the probability q ′ such that D has no independent set of size larger than (1 + δ)A is at most 2 −2n 2 .
Finally, let q be the probability that K a has an independent set larger than (1 + δ)A. Then q is equal to the probability that D has an independent set of size (1 + δ)A, conditioned on the event that |Y a,b | = A for b ∈ E. But the probability of this event is at least 2 −n|E| > 2 −n 2 , since
2.6. Matchings. By the previous lemma and by Dilworth's theorem [12] , we know that K a can be partitioned into slightly more than (|A a−1 |−|A a |) chains. We would like to attach most of these chains to a chain decomposition of the union of the levels A 0 ∪ · · · ∪ A k−1 . This section is devoted to the following lemma, which deals with this problem. For a = 1, . . . , k, let B a be the bipartite graph with vertex classes A a−1 and A a ∪ X a,a , where the edges between the two vertex classes are the comparable pairs. Note that B a is a balanced bipartite graph, that is, |A a−1 | = |A a ∪ X a,a |. If (a, a) is whole, then with probability at least 1 − 2 −n , there exists a matching M a in B a such that M a covers every element of A a , and M a covers all but O( 2 n n 5/4 ) elements of X a,a .
We prepare the proof of this lemma with a number of simple claims, the first one of which is a form of the LYM inequality. Claim 2.9. Let i, j ∈ {0, . . . , n − m}, i = j. Let G be the bipartite graph with vertex classes A i and A j such that the edges of G are the comparable pairs. Then for every X ⊂ A i , we have
Proof. Suppose that i < j, the other case can be handled in a similar manner. Let e denote the number of edges between X and N G (X). Counting e from the vertices in X, we get e = |X| n−m−i j−i . Counting the edges by the vertices in N G (X), we get e ≤ |N G (X)| j+m j−i . Therefore,
Claim 2.10. (Defect version of Hall's theorem [19] , see also [4] ) Let G be a bipartite graph with vertex classes A and B, and let ∆ be a positive integer. Suppose that for every X ⊂ A, we have |N G (X)| ≥ |X| − ∆. Then G contains a matching of size at least |A| − ∆.
Claim 2.11. Let 0 ≤ i < n − m and let G be the bipartite graph with vertex classes A i and A i+1 in which the edges are the comparable pairs. Then there exists a complete matching from A i+1 to A i for i = 0, . . . , n − m.
Proof. This follows easily from Claim 2.9 and Hall's theorem (Claim 2.10 with ∆ = 0). Indeed, for every X ⊂ A i , we have |N G (X)| ≥ |A i | |A i+1 | |X| ≥ |X|, so Hall's condition is satisfied. Therefore, there exists a matching of size |A i+1 |.
Claim 2.13. (see for example [4] ) Let G be a bipartite graph and M be a matching in G. Then there exists a maximal sized matching
Here, M − |A k | is the size of the first diagonal, which contains X 1,1 , . . . , X k,k . The inequalities show that this diagonal contains A k+1 and a constant proportion of A k+2 . But then as X k−1,k−1 , X k,k are the last elements of this diagonal, we have X k−1,k−1 , X k,k ⊂ A k+2 . Now we are ready to prove the main lemma of this section.
Proof of Lemma 2.8. As (a, a) is whole, there exists an index r such that X a,a ⊂ A r , and let A = |A a−1 | − |A a |. By Claim 2.14, we have r ∈ {k + 1, k + 2}, and in particular, r = k + 2 if a ∈ {k − 1, k}. Similarly as before, instead of working with the random set X a,a , we will work with the set Y we get by selecting each element of A r independently with probability p = A |Ar| . Indeed, X a,a has the same distribution as Y |(|Y | = A), and P(|Y | = A) ≥ 1 |A| ≥ 2 −n . Let E be the bipartite graph with vertex classes A a−1 and A a ∪ Y , where the edges are given by the comparable pairs, and let E ′ be the subgraph of E induced on A a−1 ∪ Y .
Consider the degrees of E
Next, let us bound pd. Consider two cases. Also, we have p = A |Ar| = Ω(n −1/2 ) by the following estimates: A = Θ(a2 n n −3/2 ) = Ω(2 n n −1 ) by Claim 2.2, (5), and |A r | = Θ(2 n n −1/2 ) by Claim 2.2, (1)- (2) . Therefore, pd = Ω(n 5/2 ). a ≤ k: We have r − (a − 1) ≥ 4. Indeed, if a = k − 1, then r = k + 2, and if a ≤ k − 2, then r ≥ k + 1. But then d = n − m − a + 1 r − (a − 1) ≥ n/3 4 = Ω(n 4 ).
Also p = A |Ar| = Ω(n −1 ) as A = Θ(a2 n n −3/2 ) = Θ(2 n n −3/2 ) by Claim 2.2, (5), and |A r | = Θ(2 n n −1/2 ) by Claim 2.2, (1)- (2) . Therefore, we get pd = Ω(n 3 ) = Ω(n 5/2 ). Now consider the degree of x in E ′ . As deg E ′ (x) is the sum of independent Bernoulli random variables, we can apply Chernoff's inequality with δ < 1 (Claim 2.1) to get
Choose δ such that δ 2 pd = 12n, then δ = O(n −3/4 ). Let E be the event that there exists x ∈ A a−1 such that deg E ′ (x) ≥ (1 + δ)pd. By the union bound, P(E) ≤ |A a−1 |e −4n < 2 −2n . Moreover, P(E|(|Y | = A)) ≤ P(E) P(|Y |=A) ≤ 2 −n . To finish the proof, it is enough to show that if E ∩(|Y | = A) happens, then the desired matching exists. Let d ′ = m+r r−(a−1) , then the degree of every vertex in Y is d ′ . Let U ⊂ Y , V = N E (U ) and let f be the number of edges between U and V . We have
Also, by Claim 2.9, for every U ′ ⊂ A a , we have |N E (U ′ )| ≥ |U ′ | |A a−1 | |Aa| . Now we show that Hall's condition holds in E with defect ∆ = δ|A a−1 | = O( 2 n n 5/4 ), that is, for every U 0 ⊂ A a ∪ Y , we have |N E (U 0 )| ≥ |U 0 | − ∆. If this is true, then Claim 2.10 implies that there exists a matching of size at least (1 − δ)|A a−1 | in E. But there exists a complete matching M in E from A a to A a−1 by Claim 2.11, so there exists a matching M ′ of maximal size that covers every element of A a by Claim 2.13. Then M ′ satisfies the desired properties.
We can proceed similarly if α < β. This finishes the proof. 
2 ) be an arbitrary bijection such that τ (x) ⊂ x for every x ∈ A 0 , and set D +
chains with the desired properties.
In the rest of this section, we prove that there exists a chain partition of B with the properties above.
By Lemma 2.7 and Lemma 2.8, there is a choice for the sets X a,b , (a, b) ∈ I such that for n 1/10 < a ≤ k, the size of the maximal antichain in K a is (1 + n o (1) √ a )(|A a−1 | − |A a |), and there is a matching M a in B a that covers every element of A a , and covers all but at most O(2 n n −5/4 ) elements of X a,a .
First, we shall cover most elements of B by chains, most of whose size is between k(1 − 3λ) and k + 1, while collecting certain elements of B which are not covered into a set L. We refer to the elements of L as leftovers. First of all, put every element x ∈ B satisfying |x| ≥ m + C 0 into L. Then we added at most 2 n n −2/3 elements to L. Also, we put every element of X a,b for a ≤ n 1/10 and a < b ≤ k in L. Then, by Claim 2.2, (5), we put at most For a = 1, . . . , k, say that a is shattered if the number of indices b such that (a, b) ∈ I and (a, b) is shattered is at least λk. If a is shattered, then put every element of b:(a,b)∈I X a,b into L. In total, there are less than C 0 shattered pairs (a, b), so the number of shattered indices a is at most
so we added at most O( C 0 λk 2 n n −1/2 ) = 2 n n −7/16+o(1) elements to L. Also, for every (a, b) ∈ I, if (a, b) is shattered, put every element of X a,b into L. The number of shattered sets is less than C 0 , and |X a,b | = O(a2 n n −3/2 ) = O(2 n n −1 ), so we added at most O(C 0 2 n n −1 ) = 2 n n −1/2+o(1) elements to L. So far |L| ≤ 2 n n −7/16+o (1) . Now let n 1/10 < a ≤ k −1 be such that a is not shattered. Let A = |A a−1 |−|A a | = Θ(a2 n n −3/2 ), and let r be the size of the set {b : (a, b) ∈ I, |φ(a, b)| = 1}. Then k+1−a ≥ r ≥ k+1−a−λk−µ > k + 1 − a − 2λk, where µ = O(n 1/3 ) < λk by Claim 2.3. Also, we have |K a | = rA.
By the well known theorem of Dilworth [12] , K a can be partitioned into at most (1 + n o (1) √ a )A chains, let C a denote the collection of chains in such a chain decomposition. Say that a chain L ∈ C a is short, if |L| ≤ r − λk, and let N short denote the number of short chains. The size of every chain in K a is at most r, so rA = |K a | ≤ (r − λk)N short + (|C a | − N short )r, which implies (1) .
Say that a chain in C a is irrelevant, if its minimum is not in X a,a . Then the number of irrelevant chains is
Finally, say that a chain L ∈ C a is sad, if its minimum z is in X a,a , but z is not covered by the matching M a . Then the number of sad chains is N sad = O(2 n n −5/4 ).
Let C * a be the set of chains in C a that are neither short, irrelevant, nor sad, and let L a ⊂ K a be the set of elements that are not covered by any chain in C * a . Then (1) .
Add every element of L a for n 1/10 < a ≤ k to the set of leftovers L. In total, we added at most k2 n n −11/16 = 2 n n −3/16+o(1) elements to L. At this point, we have |L| = 2 n n −3/16+o(1) , and we do not add any more elements to L.
Construct the family of chains D as follows. First, using the matchings
. . , l, and either l = k, or x l is not matched to any element of A l+1 in M l+1 . Then D 0 = {D x : x ∈ A 0 } is a chain decomposition of k i=0 A k into M chains such that if a chain has maximum element in A l , then the size of the chain is exactly l + 1. Now consider some D ∈ D 0 . If y ∈ A a−1 is the maximum element of D, y is matched to some z ∈ X a,a in M a , and there exists C ∈ C * a such that z is the minimal element of C, then let D + = D∪C and say that D is compatible. Noting that |D| = a and k+1−a ≥ |C| ≥ k+1−a−3λk, we have k + 1 ≥ |D + | ≥ k + 1 − 3λk. Also, if a = k + 1, then set D + = D and say that D is also compatible. In this case, |D| = k + 1. Otherwise, if a ≤ k, and y is not matched to some z ∈ X a,a , or z is not the minimal element of a chain in C * a , then let D + = D, and say that D is incompatible.
The number of incompatible chains with maximum element in A a−1 is at most the number of short and sad chains in C a , which is at most N short + N sad ≤ 2 n n −19/16+o (1) .
Therefore, the total number of incompatible chains across every a is at most k2 n n −19/16+o(1) = 2 n n −11/16+o (1) .
To summarize our progress so far, we constructed a family D of M chains such that D partitions B \ L, and all but at most 2 n n −11/16+o(1) chains in D have size between k + 1 − 3λk and k + 1.
It only remains to partition L into a few chains such that each of these chains can be attached to an element of D. This guarantees that the number of chains remains M and only a few of the chains get longer. Let S be a family of |A k | chains that partition [n] (≥m+k) , see Corollary 2.12. Then S ′ = {S ∩ L : S ∈ S} forms a chain partition of the leftover elements. We form our final chain partition by gluing the chains of S ′ to certain chains of D. For x ∈ A k , let S x be the unique chain containing x. For D ∈ D, let D * = D ∪ (S x ∩ L) if the maximum element of D is in A k , and this maximum element is x. Otherwise, let D * = D. Then D * = {D * : D ∈ D} is a chain partition of B into M chains. We show that D satisfies the desired properties.
Let us count the number of chains D ∈ D such that either |D * | ≤ k+1−3λk, or |D * | ≥ k+1+λk. If |D * | ≤ k + 1 − 3λk, then D * is an incompatible chain in D 0 , so the number of such chains is at most 2 n n −11/16+o(1) = M n −3/16+o (1) . On the other hand, if |D * | ≥ k + 1 + λk, then |D| = k + 1 and there exists x ∈ A k such that D * = D ∪ (S x ∩ L). But then |S x ∩ L| ≥ λk, so the number of such chains is at most |L| λk = 2 n n −5/8+o(1) = M n −1/8+o (1) .
Proof of Corollary 1.3. Let C 0 be the family of chains C ∈ C such that ||C| − s| ≥ n 1 2 − 1 20 . By Theorem 1.2, |C 0 | ≤ M n −1/8+o(1) Also, let C 1 ⊂ C 0 be the family of chains C such that |C| ≥ √ n log n, and let C 2 = C 0 \ C 1 .
First, note that every chain of size √ n log n must contain a set of size either at least n+ √ n log n 2 , or at most n− √ n log n 2
. But by Claim 2.2, (3), we have
[n] (≤ n− √ n log n 2 ) = [n] (≥ n+ √ n log n 2 ) ≤ 2 n e −(log n) 2 /2 , so |C 1 | ≤ 2 n+1 e −(log n) 2 /2 . Therefore,
Second, since |C 2 | < M n − 1 8 +o(1) , we can write
Thus, C∈C 0 |C| ≤ 2 n n − 1 8 +o(1) .
Applications
3.1. Minimal Sperner graphs-Proof of Theorem 1.4. Let M = n ⌊n/2⌋ . The lower bound follows from Turán's theorem [37] . Indeed, for any graph G, if α(G) denotes the independence number of G, then
Plugging |V (G)| = 2 n and α(G) = M into this formula, we get
It only remains to prove the upper bound. Let s = 2 n M = ( π 2 + o(1)) √ n. Let C be a family of M chains partitioning 2 [n] such that all but at most n − 1 8 +o(1) proportion of the chains in C have size (1 + O(n −1/16 ))s. Such a chain decomposition exists by Theorem 1.2. Let G be the graph on 2 [n] in which x and y are joined by an edge if x and y belong to the same chain C i . Note that if I ⊂ V (G) is an independent set, then |I ∩ C| ≤ 1 for C ∈ C, so |I| ≤ M . Therefore, α(G) = M . It only remains to bound the number of edges of G. We are going to proceed similarly as in the proof of Corollary 1.3. By the construction of G, we have
Let C 1 ⊂ C be the family of chains C such that |C| ≥ √ n log n, and let C 2 ⊂ C be the family of chains C such that s + n 1/2−1/20 < |C| < √ n log n. Also, let C 3 = C \ (C 1 ∪ C 2 ).
Since, by Theorem 1.2, |C 2 | < M n − 1 8 +o(1) , we can write
Finally,
finishing the proof.
3.2.
Applications to extremal problems. Several problems in extremal set theory are instances of the following general question. Say that a formula is affine, if it is built from variables, the operators ∩ and ∪, and parentheses ( , ) (complementation and constants are not allowed, e.g.
x ∩ {1, 2, 3} and x \ y are not affine formulas.) Also, an affine statement is a statement of the form f ⊂ g or f = g, where f and g are affine formulas. Finally, an affine configuration is a Boolean expression, which uses symbols ∨, ∧, ¬ and whose variables are replaced with affine statements. Given an affine configuration C with k variables, a family H ⊂ 2 [n] contains C, if there exists k distinct elements of H that satisfy C, otherwise, say that H avoids C. Let ex(n, C) denote the size of the largest family H ⊂ 2 [n] such that H avoids C. Say that an affine configuration C is satisfiable if there exists a family of sets satisfying C.
Here are some examples of well known questions which ask to determine the order of magnitude of ex(n, C) for some specific affine configuration C.
Sperner's theorem. An antichain is exactly a family not containing the affine configuration C ≡ (x ⊂ y). Hence, Sperner's theorem [33] is equivalent to the statement ex(n, C) = n ⌊n/2⌋ . Union-free families. A family H ⊂ 2 [n] is union-free, if it does not contain three distinct sets x, y, z such that z = x ∪ y. But H is union-free if and only if it does not contain the affine configuration (z = x ∪ y). The size of the largest union-free family was investigated by Kleitman [26] , who proved that the size of such a family is at most (1 + o(1)) n ⌊n/2⌋ . Forbidden subposets. Let P be a poset, and let ≺ be the partial ordering on P . The following questions are extensively studied [7, 9, 17, 24, 30, 36] : what is the maximum size of a family in 2 [n] that does not contain P as a weak/induced subposet? For each p ∈ P , introduce the variable x p . Then, forbidding P as a weak subposet is equivalent to forbidding the affine configuration
while P as an induced subposet corresponds to the affine configuration
Let e(P ) denote the maximum number k such that the union of the k middle levels of 2 [n] does not contain C P , and define e ′ (P ) similarly for C ′ P . It is commonly believed that ex(n, C P ) = (e(P ) + o(1)) n ⌊n/2⌋ and ex(n, C ′ P ) = (e ′ (P ) + o(1)) n ⌊n/2⌋ . This conjecture has been only verified for posets with certain special structures, for example when the Hasse diagram of P is a tree [7, 9] , so in general it is wide open. Also, while it is clear that ex(n, C P ) ≤ (|P | − 1) n ⌊n/2⌋
(as a chain of size |P | satisfies C P ), it is already not obvious that ex(n, C ′ P ) = O( n ⌊n/2⌋ ). This was verified by Methuku and Pálvölgyi [30] . Finally, it is not even known whether the limit lim n→∞ ex(n, C P )/ n ⌊n/2⌋ exists, see [17] . Boolean algebras. The d-dimensional Boolean algebra is a set of the form
where x 0 , . . . , x d are pairwise disjoint sets, x 1 , . . . , x d are nonempty. Let b(n, d) denote the size of the largest family H ⊂ 2 [n] that does not contain a d-dimensional Boolean algebra. It was proved by Erdős and Kleitman [13] that b(n, 2) = Θ(2 n n −1/4 ), where the constants hidden by the Θ(.) notation are unspecified and difficult to compute. Also, this was extended by Gunderson, Rödl and Sidorenko [18] who proved that b(n, d) = O(2 n n −1/2 d ), where the constant hidden by the O(.) notation depends on d. Finally, this was strengthened by Johnston, Lu and Milans [23] to b(n, d) ≤ 22 · 2 n n −1/2 d . Note that a Boolean algebra is equivalent to the following affine configuration: for I ⊂ [d], let x I be a variable, then the corresponding affine configuration is
Moreover, the above results on Boolean algebras also show that for any formular C, if it is satisfiable, then there exists α > 0 such that ex(n, C) = O(2 n n −α ). Indeed, if C is satisfiable, then there exists d such that 2 [d] contains C, but then every d-dimensional Boolean algebra also contains C.
Here, we provide a unified framework to handle such problems. First, let us consider a more general problem. A d-dimensional grid is a d-term Cartesian product of the form [k 1 ] × ... × [k d ], endowed with the following coordinatewise ordering ⊂: (a 1 , . . . , a d ) ⊂ (b 1 , . . . , b d ) if a i ≤ b i for i = 1, . . . , d (with slight abuse of notation, we also use ⊂ to denote the comparability in the grid, for reasons that should become clear later). Also, define the operations ∩ and ∪ such that (a 1 , . . . , a d )
Considering the natural isomorphism between the Boolean lattice 2 [n] and the grid [2] n , ⊂, ∩, ∪ naturally extend their usual definition. But now we can talk about affine configurations in the grid as well. If F is a grid, say that a subset H ⊂ F contains the affine configuration C with k variables, if there exists k distinct elements of H that satisfy C, otherwise, say that H avoids C. Let ex(F, C) denote the size of the largest subset of F which does not contain C, and write ex(k, d, C) instead of ex([k] d , C).
Our aim is to show that one can derive bounds for ex(n, C) using the function f (k) = ex(k, d, C), where d is some fixed integer. Indeed, by considering a chain decomposition of 2 [n/d] into chains of almost equal size, one can partition 2 [n] into d-dimensional grids that are also almost equal. Then, given a family H ⊂ 2 [n] avoiding C, we bound the intersection of H with each of these grids (using the function ex(k, d, C)), which then turns into a bound on ex(n, C). The reason why we would like to work with ex(k, d, C) instead of ex(n, C) is that for many affine configurations C, estimating ex(k, d, C) is equivalent to an (ordered) hypergraph Turán problem, which is sometimes easier to handle or already has good upper bounds.
Similar ideas were already present in [13, 18, 30] , but executed in a somewhat suboptimal way. The following theorem is the main result of this section. Before we can prove this theorem, let us see how ex(F, C) and ex(k, d, C) are related.
Then
so E(N ) = |H| k d k 1 ...k d . Therefore, there exists a choice for X 1 , . . . , X d such that N ≥ |H| k d k 1 ...k d . As F ′ is isomorphic to the grid [k] d and F ′ ∩ H does not contain a copy of C, we get
Proof of Theorem 3.1. In this proof, we consider d as a constant, so the notation O(.) hides a constant which might depend on d.
Let H ⊂ 2 [n] be a subset of size ex(n, C) not containing a copy of C. Write n = n 1 + · · · + n d , where n i ∈ {⌊n/d⌋, ⌈n/d⌉} for i = 1, . . . , d. Let C i be a chain decomposition of 2 [n i ] given by Theorem 1.2, that is, all but at most n − 1 8 +o(1) proportion of the chains in D i have size s(1 + O(n − 1 16 )), where
If a chain D ∈ C i is longer than s(1 + n − 1 20 ), cut it into ⌈ |D| n ⌉ smaller chains such that the size of all but at most one of them is s. Let D i be the resulting chain partition. As the number of chains of size more than s(1 + n − 1 20 ) is at most 2 n i n − 5 8 +o(1) , every chain in D i has size at most s(1 + n − 1 20 ), and the number of chains of size less than s(1 − n − 1 20 ) is at most 2 n i n − 5 8 +o (1) . 
Let
Also, by the second inequality in (1), we have
Let us see some quick applications. Note that most of these applications were already covered in [36] with slightly worse constants.
Sperner's theorem. As an easy exercise, let us recover the asymptotic version of Sperner's theorem from Theorem 3.1. Indeed, let C ≡ (x ⊂ y), then trivially ex(k, 1, C) = 1. Therefore, ex(n, C) ≤ (1 + o(1)) 2 nπ 2 n . Union-free families. Let C ≡ (z = x ∪ y). Consider the case d = 2, then the affine configuration C in [k] 2 corresponds to three points of the grid which form a corner, i.e., (a, b), (c, b), (c, d) such that a < c and d < b. It is not difficult to see that ex(k, 2, C) ≤ 2k. Indeed, suppose Q is a subset of the grid of order at least 2k + 1. On every horizontal line delete the left most point and on every vertical line delete the lowest point which is in Q. Since we delete at most 2k points, some point (b, c) ∈ Q must remain. Then, by definition, there are points (a, b) and (c, d) with a < c and d < b which are also in Q. Thus by Theorem 3.1 (with d = 2 and α = 1), we get ex(n, C) ≤ (1 + o(1))2 4 πn 2 n = (1 + o(1))2 √ 2 n ⌊n/2⌋ , which is only slightly worse than the bound of Kleitman [26] .
Forbidden subposets. Let P be a poset that is not an antichain, and consider the corresponding affine configurations C P and C ′ P . Let d 0 be the Duschnik-Miller dimension of P , that is, d 0 is the smallest d such that [k] d contains the affine configuration C ′ P for some k. It was proved by Tomon [36] that there exists a constant α(P ) such that if d ≥ d 0 , then ex(k, d, C ′ P ) ≤ α(P )w, where w is the size of the largest antichain in [k] d . We remark that w = (1 + o(1)) 6 π · k d−1 √ d as min{k, d} → ∞, see p. 63-68 in [3] . Let This tells us that one can derive bounds on ex(n, C P ) and ex(n, C ′ P ) by considering the behavior of the functions ex(k, d, C P ) and ex(k, d, C ′ P ) for some fixed d. However, finding the values of these functions is equivalent to a forbidden d-dimensional matrix pattern problem (see e.g. [25] for a description of this problem, and [30, 36] for the connection of posets and matrix patterns), which provides us with new tools in order to estimate ex(n, C P ) and ex(n, C ′ P ). Boolean algebras. Finally, let us consider Boolean algebras, in particular the case d = 2. If C is the affine configuration corresponding to the 2-dimensional Boolean algebra, then a set H ⊂ One can get an even better bound by slightly modifying the proof of Theorem 3.1: instead of choosing n 1 = ⌊n/2⌋ and n 2 = ⌈n/2⌉, set n 1 = ⌊n 2/3 ⌋ and n 2 = n − n 1 , and write ex(F, C) ≤ |D 1 ||D 2 | 1/2 + O(|D 1 | + |D 2 |). Then, after repeating the same calculations, we get b(n, 2) ≤ (1 + o(1)) 2 πn 1/4 2 n ≈ 0.89 · 2 n n − 1 4 .
We omit the details.
Concluding remarks
Let M = n ⌊n/2⌋ , and let σ 1 ≥ · · · ≥ σ M be the sizes of the chains in a symmetric chain decomposition of 2 [n] . Let D 1 , . . . , D M be a chain decomposition of 2 [n] such that |D 1 | ≥ · · · ≥ |D M |. Then it is easy to show that the sequence σ 1 , . . . , σ M dominates |D 1 |, . . . , |D M |, that is,
|D i | for k = 1, . . . , M . Griggs [16] proposed the following conjecture. Note that Conjecture 1.1 is a special subcase of this conjecture, possibly the most challenging one. One might consider a similar question for the upper half of 2 [n] , that is, for the family B = [n] (≥n/2) . Then a conjecture akin to Conjecture 4.1 would be as follows. For i = 1, . . . , M , let σ ′ i = ⌈ σ i 2 ⌉, then σ ′ 1 , . . . , σ ′ M are the sizes of the chains in a symmetric chain decomposition of 2 [n] restricted to B. It is plausible that one can use a modification of our approach to prove an asymptotic version of this conjecture. I.e., there exists a chain decomposition D 1 , . . . , D M of B such that for all but at most o(M ) indices i ∈ [M ], we have |D i | = (1 + o(1))s i . However, such a result will not immediately yield an asymptotic version of Conjecture 4.1 for the following reason: we might be able to partition the lower and upper half of 2 [n] into chains of the desired lengths, but when we try to match the chains in the lower and upper half, we are unable to guarantee that the chains of right lengths are connected.
