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Abstract
We develop the long-time analysis for gradient flow equations in metric spaces. In particular, we consider two notions of solutions
for metric gradient flows, namely energy and generalized solutions. While the former concept coincides with the notion of curves
of maximal slope of Ambrosio et al. (2005) [5], we introduce the latter to include limits of time-incremental approximations
constructed via the Minimizing Movements approach (De Giorgi, 1993; Ambrosio, 1995 [15,3]).
For both notions of solutions we prove the existence of the global attractor. Since the evolutionary problems we consider may
lack uniqueness, we rely on the theory of generalized semiflows introduced in Ball (1997) [7].
The notions of generalized and energy solutions are quite flexible, and can be used to address gradient flows in a variety of
contexts, ranging from Banach spaces, to Wasserstein spaces of probability measures. We present applications of our abstract
results, by proving the existence of the global attractor for the energy solutions, both of abstract doubly nonlinear evolution
equations in reflexive Banach spaces, and of a class of evolution equations in Wasserstein spaces, as well as for the generalized
solutions of some phase-change evolutions driven by mean curvature.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
On développe une analyse des équations de flux de gradients, pour des temps longs, dans des espaces métriques. En particulier,
on considère deux notions de solutions pour les flux de gradients métriques : les solutions d’énergie et les solutions généralisées.
Alors que le premier concept coïncide avec la notion de courbes de descente maximale comme dans Ambrosio et al. (2005) [5], on
introduit le second concept afin de comprendre les limites des approximations aux temps incrémentaux, construites avec l’approche
de mouvements minimisants (De Giorgi, 1993 ; Ambrosio, 1995 [15,3]). Pour chaque notion de solution, on démontre l’existence
d’un attracteur global. Comme les problèmes d’évolution considérés peuvent ne pas avoir de solution unique, on utilise la théorie
des semi-flux généralisés introduite dans Ball (1997) [7]. Les notions de solution d’énergie et de solution généralisée sont assez
souples, et peuvent être employées pour analyser les flux de gradients dans une grande variété de contextes allant des espaces
de Banach jusqu’aux espaces de mesures de probabilité de Wasserstein. On présente des applications de nos résultats abstraits
en démontrant l’existence d’attracteur global des solutions d’énergie pour des équations d’évolution abstraites doublement non
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206 R. Rossi et al. / J. Math. Pures Appl. 95 (2011) 205–244linéaires dans des espaces de Banach réflexifs, et pour une classe d’équations d’évolution dans des espaces de Wasserstein, ainsi que
pour les solutions généralisées de quelques problèmes d’évolution de changement de phases, contrôlés par la courbure moyenne.
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1. Introduction
Gradient flows in metric spaces have recently been the object of intensive studies. We especially refer to the
monograph by Ambrosio, Gigli and Savaré [5] for a systematic analysis of metric gradient flows from the viewpoint
of existence and approximation of solutions, as well as their uniqueness. Moreover, some decay to equilibrium result
has also been developed.
The main aim of this paper is to progress further in the analysis of the long-time dynamics for metric gradient
flows. In particular, we focus on the existence of the global attractor for the generalized semiflow [7] associated
with suitable solution notions. Moreover, we present new convergence-to-equilibrium results, and apply the abstract
theory to doubly nonlinear equations in Banach spaces, to evolutions in Wasserstein spaces, and to some phase-change
problems driven by mean curvature.
Energy and generalized solutions. The possibility of discussing gradient flow dynamics in metric spaces relies on
a suitable scalar formulation of the evolution problem. Let us develop some heuristics by starting from the classical
setting of the Euclidean space Rd and from a proper, smooth functional φ on Rd , driving the gradient flow equation:
u′(t)+ ∇φ(u(t))= 0 in Rd for a.a. t ∈ (0, T ). (1.1)
Now, testing (1.1) by u′(t) and taking into account the chain rule,
d
dt
(φ ◦ u)(t) = 〈∇φ(u(t)), u′(t)〉 for a.a. t ∈ (0, T ), (1.2)
it is straightforward to check that (1.1) may be equivalently reformulated as
d
dt
(φ ◦ u)(t) = −1
2
∣∣u′(t)∣∣2 − 1
2
∣∣∇φ(u(t))∣∣2 for a.a. t ∈ (0, T ). (1.3)
Eq. (1.1) needs to be appropriately formulated in a metric space, where a linear structure is missing. Indeed,
relation (1.3) is scalar and can serve as a possible notion of metric gradient flow evolution, as soon as one pro-
vides some possible metric surrogate for the norm of the time-derivative and the norm of a gradient (and not for
the full time-derivative or the full gradient). These are provided by the scalar metric derivative t → |u′|(t) and slope
t → |∂φ|(u(t)), which are suitably defined for the metric-space-valued trajectory t → u(t) ∈ (U,d) (see Section 2
for their definitions and properties). In particular, the metric (and doubly nonlinear) reinterpretation of (1.3) reads
(hereafter, 1 <p < ∞, 1/p + 1/p′ = 1),
the map t ∈ (0, T ) → φ(u(t)) is absolutely continuous, and
d
dt
(φ ◦ u)(t) = − 1
p
∣∣u′∣∣p(t)− 1
p′
|∂φ|p′(u(t)) for a.a. t ∈ (0, T ). (1.4)
Our stronger notion of solvability for metric gradient flows is that of energy solutions: namely, curves t → u(t)
fulfilling (1.4), where |∂φ| is replaced by a suitable relaxation. A weaker notion of solution we aim to consider is that
of generalized solutions. The latter are intimately tailored to the concept of Minimizing Movements [15,3], namely a
natural limiting object arising in connection with time-discretization procedures.
We know from [3,5] that, if
φ has compact sublevels in U (COMP)
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(some relaxation of) |∂φ| fulfills a suitable metric chain-rule inequality (see (2.7) below), then the time-incremental
approximations constructed via the Minimizing Movements scheme converge to an energy solution.
Moreover, the sole compactness (COMP) is sufficient to guarantee that approximate solutions converge to some
curve t → u(t) which satisfies a specific energy inequality (see (2.22)). The latter keeps track of the limit t → ϕ(t) of
the energy φ along the approximate solutions, which does not, in general, coincide with φ ◦ u. We shall call the pair
(u,ϕ) a generalized solution of the metric gradient flow. Note that energy solutions t → u(t) give rise to generalized
solutions t → (u(t), φ(u(t))).
Main results. In [5, Chapter 4] the large-time behavior of energy solutions was analyzed in case p = 2, by requiring
that the functional,
φ is λ-geodesically convex for some λ > 0. (1.5)
Such a condition extends the usual notion of λ-convexity to the metric framework (see (2.12)). Under (1.5), it was
proved that every trajectory t → u(t) exponentially converges as t → +∞ to the unique minimum point u¯ of φ.
Moreover, the exponential decay of the energy φ(u(t)) to the equilibrium energy φ(u¯) was obtained (see also [10,
11]). In addition, it was shown that, under some structural, convexity-type condition on the ambient metric space, the
Cauchy problem for (1.4), in the case p = 2, admits a unique solution, generating a λ-contracting semigroup.
In this paper, we shall complement the long-time behavior results of [5] in two directions, namely the construction
of the global attractor and the investigation of the convergence of single trajectories to stationary states.
Firstly, we shall prove that, under very general hypotheses on φ, no structural assumption on the ambient space,
no geodesic convexity on φ, and for general 1 < p < ∞, both the set of energy and the set of generalized solutions
admit a global attractor, namely a maximal, compact, invariant set attracting all bounded sets in the phase space. Our
choice of the phase space is dictated by the energy φ. Indeed, the functional φ decreases along trajectories and is thus
a Lyapunov function for the system. In view of this, as already pointed out in [27,34], as well as in [31] (where the
long-time behavior of gradient flows of nonconvex functionals in Hilbert spaces was investigated), it is significant to
set our long-time analysis in the metric phase space,
(U , dU ), U := D(φ), dU (u, v) := d(u, v)+
∣∣φ(u)− φ(v)∣∣, (1.6)
for energy solutions u and in an analogously defined, augmented, phase space for generalized solutions (u,ϕ).
Due to the possible nonconvexity of the functional φ and to the doubly nonlinear character of (1.4) for p 
= 2,
uniqueness of energy (and, a fortiori, of generalized) solutions may genuinely fail. In recent years, several approaches
have been developed to extend the well-established theory of attractors for semigroups (see, e.g., [38]), to differential
problems without uniqueness. In this connection, without claiming completeness we may recall the results in [35,36,
13,20,21,9]. Here, we shall specifically move within the frame advanced by J.M. Ball [7,8], namely with the theory of
generalized semiflows (Appendix A).
The two main abstract theorems of this paper run as follows:
• compactness (COMP) and the boundedness of equilibria entail the existence of the global attractor for the gener-
alized semiflow of generalized solutions (Theorem 4.6);
• compactness (COMP), conditional continuity (CONT), the metric chain-rule inequality (2.7), and the
boundedness of equilibria in (1.6) yield the existence of the global attractor for the generalized semiflow of
energy solutions (Theorem 4.7).
Note that, apart from the boundedness of equilibria, the existence of a global attractor is obtained under the very same
conditions ensuring existence of the corresponding solution notions.
Moreover, we shall extend the convergence to equilibrium results of [5] to the case of energy solutions (1.4) with
p 
= 2. As already pointed out in [5, Remark 2.4.7], the key condition is a suitable generalization of (1.5), in which
the modulus of convexity depends on the p-power of the distance, i.e.
φ is (λ,p)-geodesically convex for some λ > 0 (CONV)
208 R. Rossi et al. / J. Math. Pures Appl. 95 (2011) 205–244(see Section 2.2). Hence, in Theorem 4.8 we shall prove that, if φ complies with (COMP) and (CONV), then every
trajectory t → u(t) of (1.4) converges as t → +∞ to the unique minimum point u¯ of φ exponentially fast, again
with energy φ(u(t)) exponentially decaying to φ(u¯). This in particular entails that the global attractor for energy
solutions reduces to the singleton {u¯}. Notice however that uniqueness of solutions to (1.4), even under (CONV) and
the convexity structural condition on (U,d) imposed in [5, Chapter 4], still seems to be an open problem.
Application to doubly nonlinear evolutions in Banach spaces. Our first example of energy solutions (see Sec-
tion 3.1) is provided by abstract doubly nonlinear evolution equations in a reflexive Banach space B, of the type:
Jp
(
u′(t)
)+ ∂φ(u(t))  0 in B′ for a.a. t ∈ (0, T ), (1.7)
where Jp : B⇒ B′ is the p-duality map (see (3.2) later on), φ : B → (−∞,+∞] a proper, lower semicontinuous and
convex functional and ∂φ its subdifferential in the sense of convex analysis.
The long-time behavior of doubly nonlinear equations driven by nonconvex functionals has been recently inves-
tigated in [34,2], where the existence of the global attractor for (1.7) has been obtained in the case φ is λ-convex
and, respectively, when ∂φ is perturbed by a non-monotone multi-valued operator. We also refer to [32,33], where
convergence to equilibrium for large times of the trajectories of Allen–Cahn type equations has been proved.
In Section 6, following the outline of [29] we shall apply our metric approach to the long-time analysis of,
Jp
(
u′(t)
)+ ∂φ(u(t))  0 in B′ for a.a. t ∈ (0, T ), (1.8)
the limiting subdifferential ∂φ of φ being a suitably generalized gradient notion, tailored for nonconvex functionals,
cf. [22,23,30]. We shall prove that energy solutions in the sense of (1.4) yield solutions to (1.8) and, in fact, characterize
the solutions to (1.8) arising from the metric approach. Then, from our abstract results we shall deduce that the
semiflow of the energy solutions to (1.8) admits a global attractor, thus extending to the doubly nonlinear framework
the results obtained in [31] in a Hilbert setting, for the gradient flow case p = 2. Following [29], we shall further
exploit the flexibility of the metric approach to tackle quasi-variational doubly nonlinear evolutions of the type:
∂Ψu′
(
u(t), u′(t)
)+ ∂φ(u(t))  0 in B′ for a.a. t ∈ (0, T ),
in which the dissipation functional Ψ depends on the unknown function u.
Application to p-gradient flows in Wasserstein spaces. In a series of pioneering papers [24,17,25,26], F. Otto
proposed a novel variational interpretation for a wide class of diffusion equations of the form:
∂tρ − div
(
ρ∇
(
δL
∂ρ
))
= 0 in Rd × (0,+∞),
with ρ(x, t) 0 for a.a. (x, t) ∈Rd × (0,+∞),
and
∫
Rd
ρ(x, t)dx = 1,
∫
Rd
|x|2ρ(x, t)dx < +∞ for all t ∈ (0,+∞), (1.9)
where δL /∂ρ is the first variation of an integral functional,
L (ρ) =
∫
Rd
L
(
x,ρ(x),∇ρ(x))dx,
associated with a smooth Lagrangian L :Rd ×[0,+∞)×Rd →R. Indeed, it was shown that (1.9) can be interpreted
as a gradient flow in the Wasserstein space P2(Rd) of the probability measures on Rd with finite second moment,
endowed with the 2-Wasserstein distance (see [39,5,40]). In fact, Otto’s formalism paved the way to crucial develop-
ments in the study of equations of the type (1.9): in particular, mass-transportation techniques have turned out to be
key tools for the study of the asymptotic behavior of solutions. While referring to [5] for a thorough survey of results
in this direction, here we mention [10,11], investigating the decay rates to equilibrium of the solutions of the following
drift-diffusion, nonlocal equation,
∂tρ − div
(
ρ∇(V + I ′(ρ)+W ∗ ρ))= 0 in Rd × (0,+∞), (1.10)
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interaction potential and ∗ denotes the convolution product. On the other hand, the convergence to equilibrium for
trajectories of the doubly nonlinear variant of (1.10) without the nonlocal term W ∗ ρ, i.e.
∂tρ − div
(
ρjp′
(∇(V + I ′(ρ))))= 0 in Rd × (0,+∞) (1.11)
(jp′(r) := |r|p′−2r), was studied in [1]. Finally, the metric approach to the analysis of Eq. (1.10) was systematically
developed in [5].
In this direction, in Section 7 we shall tackle the long-time behavior of the nonlocal doubly nonlinear drift-diffusion
equation,
∂tρ − div
(
ρjp′
(∇(V + I ′(ρ)+W ∗ ρ)))= 0 in Rd × (0,+∞), (1.12)
complementing the results of [10,11,1]. Indeed, reviewing the discussion in [5], we are going to show that solutions
to (1.12) can be obtained from energy solutions (1.4) in the Wasserstein space (Pp(Rd),Wp) of the probability
measures with finite p-moment. Hence, from our abstract results we shall deduce the existence of the global attractor
for the metric solutions to (1.12).
Application to phase-change evolutions driven by mean curvature. In Sections 3.2 and 8.1 we shall consider the
Stefan–Gibbs–Thomson problem, modeling solid–liquid phase transitions obeying the Gibbs–Thomson law for the
temperature evolution at the phase interface. The gradient flow structure of this problem was first revealed in the
paper [18] (see also [41]). Therein, the existence of solutions was proved by passing to the limit in the Minimizing
Movements scheme. The related energy functional does not fulfill the chain rule. This calls for the notion of general-
ized solutions. By relying on our abstract theory, in Theorem 8.5 we shall prove that the semiflow of the generalized
solutions of the Stefan–Gibbs–Thomson problem possesses a global attractor.
Finally, in Section 8.2 we shall obtain some partial results for the generalized solutions the Mullins–Sekerka
flow [19,28]. However, we point out that, at the moment, the existence of the related global attractor is still open.
Plan of the paper. In Section 2.1, we specify the problem setup and recall the basic notions on evolution in metric
spaces which shall be used throughout the paper. Hence, in Sections 2.2–2.3 we define the concepts of energy and
generalized solutions, and discuss their relation. In Section 3.1 we illustrate energy solutions by addressing abstract
doubly nonlinear equations in Banach spaces, whereas in Section 3.2 we exemplify the concept of generalized solution
via the Stefan–Gibbs–Thomson and the Mullins–Sekerka flows. We state our main results on the long-time behavior
of generalized and energy solutions in Theorems 4.6, 4.7, and 4.8 in Section 4, and detail all proofs in Section 5.
As for the application of our abstract results, in Section 6 we study the connections between energy solutions and
doubly nonlinear equations driven by possibly nonconvex functionals. In Section 7 we prove the existence of the
global attractor for the energy solutions of a class of gradient flows in the Wasserstein space (Pp(Rd),Wp), while in
Section 8 generalized solutions are used to investigate the long-time behavior of the Stefan–Gibbs–Thomson flow.
Appendix A is devoted to a concise presentation of the theory of generalized semiflows by J.M. Ball, to the alter-
native proof of a result in Section 6.1, and to some recaps on maximal functions.
2. Solution notions
In this section, we introduce the two notions of gradient flows in metric spaces which we shall consider in the
paper, see Definitions 2.2 and 2.10 below. Preliminarily, for the reader’s convenience we briefly recall the tools from
analysis in metric spaces on which such definitions rely, referring to [5] for a systematic treatment of these issues.
2.1. Problem setup
The ambient space. Throughout the paper,
(U,d) shall denote a metric space, σ a Hausdorff topology on U , and
φ :U → (−∞,+∞] a proper functional. (2.1)
The symbol σ−→ shall stand for the convergence in the topology σ , the metric d-convergence being denoted by →
instead. We shall precisely state the links between the d- and the σ -topology in Section 4.1. However, to fix ideas
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Absolutely continuous curves and metric derivative. We say that a curve u : [0, T ] → U belongs to ACp([0, T ];U),
p ∈ [1,∞], if there exists m ∈ Lp(0, T ) such that
d
(
u(s), u(t)
)

t∫
s
m(r)dr for all 0 s  t  T . (2.2)
For p = 1, we simply write AC([0, T ];U) and refer to absolutely continuous curves. A remarkable fact is that, for all
u ∈ ACp([0, T ];U), the limit, ∣∣u′∣∣(t) = lim
s→t
d(u(s), u(t))
|t − s| ,
exists for a.a. t ∈ (0, T ). We will refer to it as the metric derivative of u at t . We have that the map t → |u′|(t) belongs
to Lp(0, T ) and it is minimal within the class of functions m ∈ Lp(0, T ) fulfilling (2.2), see [5, Section 1.1].
The local and the strong relaxed slope. Let D(φ) := {u ∈ U : φ(u) < +∞} denote the effective domain of φ.
We define the local slope (see [5,12,14]) of φ at u ∈D(φ) as
|∂φ|(u) := lim sup
v→u
(φ(u)− φ(v))+
d(u, v)
.
Remark 2.1. The local slope is a surrogate of the norm of ∇φ, for it can be shown that, if U is a Banach space B with
norm ‖ · ‖ and φ : B → (−∞,+∞] is (Fréchet) differentiable at u ∈ D(φ), then |∂φ|(u) = ‖−∇φ(u)‖∗.
The function u → |∂φ|(u) cannot be expected to be lower semicontinuous. On the other hand, lower semicontinuity
is desirable within limiting procedures. For the purposes of the present long-time analysis, we shall deal with the
following relaxation notion:∣∣∂+φ∣∣(u) := inf{lim inf
n→+∞|∂φ|(un) : un
σ−→ u, φ(un) → φ(u)
}
, for u ∈ D(φ). (2.3)
We refer to |∂+φ| as the strong relaxed slope and remark that this relaxation is slightly stronger than the corresponding
notion considered in [5, Definition 2.3.1] (where the approximating points un are additionally required to belong to a
d-ball, but only have bounded energy φ, possibly non-converging).
A weaker relaxation for the local slope. In the following we shall make use of a second and weaker relaxation of
the local slope. This second notion brings into play the limit of the energy φ along the approximating sequences {un},
and to this aim an auxiliary variable is introduced. In particular, let the set,
X := {(u,ϕ) ∈D(φ)×R: ϕ  φ(u)},
be given and define: ∣∣∂−φ∣∣(u,ϕ) := inf{lim inf
n→+∞|∂φ|(un) : un
σ−→ u, φ(un) → ϕ  φ(u)
}
(2.4)
for (u,ϕ) ∈ X .
As soon as some compactness is assumed (see (A4) below), |∂−φ| turns out to be lower semicontinuous with
respect to both its arguments, i.e. for any sequence {(un,ϕn)} ⊂ X ,
(un
σ−→ u, ϕn → ϕ) ⇒ lim inf
n→+∞
∣∣∂−φ∣∣(un,ϕn) ∣∣∂−φ∣∣(u,ϕ). (2.5)
Moreover, we clearly have that |∂+φ|(u) |∂−φ|(u,ϕ) for all (u,ϕ) ∈ X , and∣∣∂+φ∣∣(u) = ∣∣∂−φ∣∣(u,φ(u)) ∀u ∈D(φ). (2.6)
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strong upper gradient for the functional φ if, for every curve u ∈ ACloc([0,+∞);U), the function g ◦ u is Borel, and
∣∣φ(u(t))− φ(u(s))∣∣
t∫
s
g
(
u(r)
)∣∣u′∣∣(r)dr for all 0 s  t (2.7)
(the original [5, Definition 1.2.1] requires (2.7) for s > 0 only). Let us explicitly observe that, whenever
(g ◦ u)|u′| ∈ L1loc([0,+∞)), then φ ◦ u ∈W 1,1loc ([0,+∞)), and∣∣(φ ◦ u)′(t)∣∣ g(u(t))∣∣u′∣∣(t) for a.a. t ∈ (0,+∞).
Curves of maximal slope. Let g : U → [0,+∞] be a strong upper gradient and p ∈ (1,∞). We recall
(see [5, Definition 1.3.2, p. 32], following [14,3]) that a curve u ∈ ACploc([0,+∞);U) is said to be a p-curve of
maximal slope for the functional φ with respect to the strong upper gradient g if
−(φ ◦ u)′(t) = ∣∣u′∣∣p(t) = gp′(u(t)) for a.a. t ∈ (0,+∞), (2.8)
p′ denoting the conjugate exponent of p. In particular, φ ◦ u is locally absolutely continuous in [0,+∞),
g ◦ u ∈ Lp′loc([0,+∞)), and the energy identity,
1
p
t∫
s
∣∣u′∣∣p(r)dr + 1
p′
t∫
s
gp
′(
u(r)
)
dr + φ(u(t))= φ(u(s)) for all 0 s  t, (2.9)
directly follows.
We are now in the position of defining the two solution notions we shall be dealing with in the sequel. Let us start
from the strongest one.
2.2. Energy solutions
Definition 2.2 (Energy solution). Assume
|∂+φ| is a strong upper gradient.
We call energy solution of the metric p-gradient flow of the functional φ (or, simply, energy solution), a p-curve of
maximal slope for the functional φ, with respect to the strong upper gradient |∂+φ|.
In particular, an energy solution u is such that u ∈ ACploc([0,+∞);U), φ ◦ u is locally absolutely continuous on
[0,+∞), the map t → |∂+φ|(u(t)) is in Lp′loc([0,+∞)), and
(φ ◦ u)′(t)+ 1
p
∣∣u′∣∣p(t)+ 1
p′
∣∣∂+φ∣∣p′(u(t))= 0 for a.a. t ∈ (0,+∞). (2.10)
Remark 2.3. We point out that, being |∂+φ| a strong upper gradient, (2.10) is in fact equivalent to the (integrated)
energy inequality,
1
p
t∫
s
∣∣u′∣∣p(r)dr + 1
p′
t∫
s
∣∣∂+φ∣∣p′(u(r))dr + φ(u(t)) φ(u(s)) for all 0 s  t. (2.11)
Geodesically convex functionals. A remarkable case in which the local slope is a strong upper gradient occurs when
(cf. [5, Theorem 2.4.9]) the functional φ is λ-geodesically convex for some λ ∈R, i.e.
for all v0, v1 ∈D(φ) there exists a constant-speed geodesic γ : [0,1] → U
(i.e. satisfying d(γs, γt )= (t − s)d(γ0, γ1) for all 0 s  t  1), such that
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φ(γt ) (1 − t)φ(γ0)+ tφ(γ1)− λ2 t (1 − t)d
2(γ0, γ1) for all 0 t  1. (2.12)
Remark 2.4 (λ-geodesic convexity in Banach spaces). When U is a Banach space B with norm ‖ · ‖, λ-geodesic
convexity reduces to the usual notion of λ-convexity, i.e.
∃λ ∈R ∀u0, u1 ∈ B ∀θ ∈ [0,1],
φ
(
(1 − θ)u0 + θu1
)
 (1 − θ)φ(u0)+ θφ(u1)− 12λθ(1 − θ)‖u0 − u1‖
2. (2.13)
In particular, in the Hilbertian case φ is λ-convex if and only if the map v → φ(v)− λ2 |v|2 is convex.
As pointed out in [5, Remark 2.4.7] (see also [1]), in the case of p-curves of maximal slope one should consider a
generalized notion of geodesic convexity, in which the modulus of convexity depends on the p-power of the distance d .
Also in view of the applications to p-gradient flows in Wasserstein spaces, we thus give the following.
Definition 2.5. Given λ ∈ R and p ∈ (1,∞), we say that a functional φ : U → (−∞,+∞] is (λ,p)-geodesically
convex if,
for all v0, v1 ∈ D(φ) there exists a constant speed geodesic γ : [0,1] → U such that
γ0 = v0, γ1 = v1, and φ is λ-convex on γ , i.e.
φ(γt ) (1 − t)φ(γ0)+ tφ(γ1)− λ
p
t(1 − t)dp(γ0, γ1) for all 0 t  1. (2.14)
Remark 2.6 (λ- versus (λ,p)-convexity). Clearly, the notion of (λ,p)-geodesic convexity reduces to (λ,p)-convexity
in a Banach framework, i.e.
∃λ ∈R ∀u0, u1 ∈ B ∀θ ∈ [0,1],
φ
(
(1 − θ)u0 + θu1
)
 (1 − θ)φ(u0)+ θφ(u1)− 1
p
λθ(1 − θ)‖u0 − u1‖p. (2.15)
Hereafter, in a metric framework we shall always speak of (λ,p)-geodesic convexity, and refer to condition (2.12) as
(λ,2)-geodesic convexity. Instead, in a Banach context we shall simply call condition (2.13) λ-convexity, and speak
of (λ,p)-convexity only for p 
= 2.
The following result extends [5, Corollary 2.4.10, Lemma 2.4.13, Theorem 2.4.9] to the case of (λ,p)-geodesically
convex functionals.
Proposition 2.7. Let φ :U → (−∞,+∞] be d-lower semicontinuous and (λ,p)-geodesically convex for some λ ∈R
and p ∈ (1,∞).
1. Then, the local slope |∂φ| is d-lower semicontinuous and admits the representation:
|∂φ|(u) = sup
v 
=u
(
φ(u)− φ(v)
d(u, v)
+ λ
p
dp−1(u, v)
)+
for all u ∈D(φ). (2.16)
Furthermore, |∂φ| is a strong upper gradient.
2. Suppose further that
the (λ,p)-geodesic convexity condition (2.14) holds with λ > 0.
Then, the following estimate holds:
φ(u)− infφ  1 ′
∣∣∂+φ∣∣p′(u) 1 ′ |∂φ|p′(u) for all u ∈ D(φ).U λp λp
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λ
p
dp(u, u¯) φ(u)− φ(u¯) 1
λp′
∣∣∂+φ∣∣p′(u) 1
λp′
|∂φ|p′(u) for all u ∈D(φ). (2.17)
The proof, which we choose not to detail, follows from carefully adapting the arguments for [5, Corollary 2.4.10,
Lemma 2.4.13, Theorem 2.4.9] to the general (λ,p)-geodesically convex case. Notice that, since the relaxed slope
|∂+φ| is defined in terms of the σ -topology, the d-lower semicontinuity of |∂φ| is not sufficient to ensure that the local
and strong relaxed slopes coincide, cf. also with Remark 2.12.
2.3. Generalized solutions
We shall introduce generalized solutions by highlighting their connections to the notion of Minimizing Movements
due E. De Giorgi [14,15], cf. Definition 2.10 later on. In particular, the discussion developed in the next lines will show
that every Generalized Minimizing Movement gives raise to a generalized solution.
2.3.1. Heuristics for generalized solutions: the Minimizing Movements approach
The natural way of proving the existence of solutions to the Cauchy problem for (2.10) is to approximate it by
time-discretization. Hence, let us consider a partition of [0,+∞), which we identify with the corresponding vector
τ = (τ 1, τ 2, τ 3, . . .) of strictly positive time-steps. Note that we indicate with superscripts the elements of a generic
vector. In particular τ j represents the j -th component of the vector τ (and not the j -th power of the scalar τ ). Let
|τ | = sup τ i be the diameter of the partition, which we ask to be finite, t0τ = 0, and define recursively,
t iτ := t i−1τ + τ i, I iτ :=
[
t i−1τ , t iτ
)
for i  1.
We shall now consider the following time-incremental minimization problem (see [5, Chapter II]).
Problem 2.8 (Variational approximation scheme). Given U0τ := u0, find Unτ such that
Unτ ∈ Argmin
v∈U
{
dp(v,Un−1τ )
p(τ i)p−1
+ φ(v)
}
for all n 1. (2.18)
Under suitable lower semicontinuity and coercivity conditions on φ (cf. with (COMP) in the framework of the
σ -topology, see assumptions (A3)–(A4) later on), one can verify that, for all partitions τ and u0 ∈D(φ), Problem 2.8
admits at least one solution {Unτ }n∈N. We then construct approximate solutions by considering the left-continuous
piecewise constant interpolant U τ of the values {Unτ }n∈N, i.e.
Uτ (t) := Uiτ for all t ∈ I iτ , i  1. (2.19)
We shall also deal with the right-continuous piecewise constant interpolant U τ , defined by U τ (t) := Ui−1τ for all
t ∈ I iτ and i  1.
Definition 2.9. (See [15].) We say that a curve u : [0,+∞) →U is a Generalized Minimizing Movement for φ, starting
from u0, if there exists a sequence {τ k}, with |τ k| → 0, such that
Uτ k (t)
σ−→ u(t) as k → ∞ for all t  0. (2.20)
We denote by GMM(φ;u0) the set of Generalized Minimizing Movements with initial datum u0.
In order to show that GMM(φ;u0) is non-empty, one needs to prove some a priori estimates on the sequence {Uτ k }.
The crucial step in this direction is to observe that approximate solutions satisfy at all nodes t iτ the following discrete
energy identity:
1
p
tiτ∫
i−1
(
d(Uτ (t),U τ (t))
τ i
)p
dt + 1
p′
t iτ∫
i−1
|∂φ|p′(U˜τ (t))dt + φ(U τ (t))= φ(U τ (t)), (2.21)
tτ tτ
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polants of the values {Unτ }n∈N, see [5, Definition 3.2.1] for the latter notion. It is immediate to realize that (2.21)
is the discrete counterpart to (2.10). Exploiting the discrete energy inequality (2.21) and the coercivity of φ, in [5,
Sections 3.3.2 and 3.3.3] suitable a priori estimates are obtained for the approximate sequences {U τ } and {U˜τ }, and
convergence is shown along a suitable subsequence {τ k} to some limit curve u : [0,+∞) → U . Furthermore, (2.21)
yields that the functions ϕτ k (t) := φ(U τ k (t)) form a non-increasing sequence. A suitable generalization of Helly’s
theorem (cf. [5, Lemma 3.3.3]) gives that, up to the extraction of a further subsequence,
∃ϕ(t) := lim
k→∞φ
(
Uτ k (t)
)
 φ
(
u(t)
)
for all t  0,
the latter inequality by the lower semicontinuity of φ. Altogether, passing to the limit by lower semicontinuity in (2.21)
it is proved in [5] that GMM(φ;u0) 
= ∅ and that for every u ∈ GMM(φ;u0) there exists a non-increasing function
ϕ : [0,+∞) →R such that
1
2
t∫
s
∣∣u′∣∣2(r)dr + 1
2
t∫
s
∣∣∂−φ∣∣2(u(r),ϕ(r))dr + ϕ(t) ϕ(s) for all 0 s  t ,
φ
(
u(t)
)
 ϕ(t) for all t  0,
where the weak relaxed slope |∂−φ| naturally arises by taking the lim inf of the second integral term on the left-hand
side of (2.21).
2.3.2. Definition of generalized solution
Motivated by the above discussion, we give the definition of generalized solution, tailored to include all limits of
the time-incremental approximations constructed in (2.18).
Definition 2.10 (Generalized solution). A pair (u,ϕ), with u ∈ ACploc([0,+∞);U) and ϕ : [0,+∞) →R, is a gener-
alized solution of the metric p-gradient flow of the functional φ (or, simply, a generalized solution), if
1
p
t∫
s
∣∣u′∣∣p(r)dr + 1
p′
t∫
s
∣∣∂−φ∣∣p′(u(r),ϕ(r))dr + ϕ(t) ϕ(s) for all 0 s  t , (2.22)
φ
(
u(t)
)
 ϕ(t) for all t  0. (2.23)
Remark 2.11. Notice that, if (u,ϕ) is a generalized solution, then ϕ is non-increasing and thus of finite pointwise vari-
ation. Moreover, letting ϕ−(t) := ϕ(t−), and ϕ+(t) := ϕ(t+) denote the pointwise left- and right-limits, respectively,
we have that the pairs (u,ϕ−) and (u,ϕ+) are generalized solutions as well.
From generalized to energy solutions via conditional continuity. The main step to conclude that the Minimizing
Movements approach of Section 2.3.1 yields energy solutions is to identify φ(u(t)) as the limit of the sequence
{φ(U τ k (t))}, i.e. to prove that
ϕ(t)= φ(u(t)) for all t  0. (2.24)
Once (2.24) is obtained, in view of equality (2.6) one can replace |∂−φ|p′(u,ϕ), in the second integral term in (2.22),
with the strong relaxed slope |∂+φ|p′(u) (see (2.3), (2.6)). In this way, one obtains the energy inequality (2.11),
yielding that u is an energy solution, see Remark 2.3.
Indeed, a sufficient condition for (2.24) to hold is the following conditional continuity requirement:
un
σ−→ u, sup
n
{
φ(un), |∂φ|(un)
}
< +∞ ⇒ φ(un)→ φ(u). (CONT)
Remark 2.12 (Links between (λ,p)-geodesic convexity and conditional continuity). In the case σ is the topology
induced by d , let φ : U → (−∞,+∞] be a lower semicontinuous functional complying with the (λ,p)-geodesic
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let {un} be a sequence as in (CONT). It follows from (2.16) that
φ(un)− φ(u)+ λ
p
dp(un,u) |∂φ|(un)d(un,u) for all n ∈N, (2.25)
whence
φ(u) lim inf
n→∞ φ(un) lim supn→∞
φ(un)
 φ(u)+ lim sup
n→∞
(
|∂φ|(un)d(un,u)− λ
p
dp(un,u)
)
 φ(u),
the first inequality by lower semicontinuity, the third one by (2.25), and the last one by the properties of the sequence
{un}, cf. with (CONT).
It is immediate to see that the previous argument also works when the σ - and d-topology do not coincide, provided
that φ has the following property: along sequences with bounded energy, σ -convergence implies d-convergence.
2.3.3. Comparison between generalized and energy solutions
Under the conditional continuity (CONT), generalized and energy solutions may be compared. The first result in
this direction is the following:
Lemma 2.13. Assume that the conditional continuity property (CONT) holds. Then,∣∣∂−φ∣∣(u,ϕ) < +∞ ⇒ ϕ = φ(u) and∣∣∂−φ∣∣(u,ϕ) = ∣∣∂−φ∣∣(u,φ(u))= ∣∣∂+φ∣∣(u) ∀(u,ϕ) ∈ X . (2.26)
Proof. It follows from the definition (2.4) of |∂−φ|(u,ϕ) that for all ε > 0 there exists a sequence {un} with un σ−→ u,
φ(un) → ϕ, and |∂φ|(un) |∂−φ|(u,ϕ)+ ε. Hence, (CONT) yields that ϕ = φ(u), and (2.26) follows. 
An immediate consequence of Lemma 2.13 is the following
Proposition 2.14 (ϕ = φ ◦ u). Let (CONT) hold. Then, for any generalized solution (u,ϕ) we have ϕ = φ ◦ u almost
everywhere in (0,+∞) and the following energy inequality holds for all t  0, for a.a. s ∈ (0, t),
1
p
t∫
s
∣∣u′∣∣p(r)dr + 1
p′
t∫
s
∣∣∂+φ∣∣p′(u(r))dr + φ(u(t)) φ(u(s)) . (2.27)
We thus conclude:
Proposition 2.15 (Comparison between generalized and energy solutions). Given any energy solution u, the pair
(u,φ ◦ u) is a generalized solution.
Conversely, assume (CONT), let |∂+φ| be a strong upper gradient for the functional φ, and (u,ϕ) be a generalized
solution. Then, u is an energy solution and ϕ = φ ◦ u.
Proof. The first part of the proposition is immediate. As for the second one, use Proposition 2.14 in order to get that
ϕ = φ ◦ u almost everywhere in (0,+∞), and replace the energy inequality (2.22) with
1
p
t∫
s
∣∣u′∣∣p(r)dr + 1
p′
t∫
s
∣∣∂+φ∣∣p′(u(r))dr + ϕ(t) ϕ(s) for all 0 s  t .
Hence, as r → |∂+φ|(u(r)) is in Lp′loc([0,+∞)), we have that∣∣∂+φ∣∣(u)∣∣u′∣∣ ∈ L1loc([0,+∞))
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ϕ(s) = φ(u(s)) for all s  0. Finally, inequality (2.27) holds for all 0  s  t , and the converse inequality follows
again from |(φ ◦ u)′| |∂+φ|(u)|u′|. Thus, u is an energy solution. 
3. Examples of energy and generalized solutions
3.1. Doubly nonlinear equations in Banach spaces: the convex case
Let (B,‖ · ‖) be a (separable) reflexive Banach space and suppose that
φ : B → (−∞,+∞] is a proper, l.s.c. and convex functional.
We now show that the notion of energy solution (of the metric p-gradient flow of φ), in the ambient metric space
U = B (with d(u, v) = ‖v − u‖ and σ the strong topology), relates to the doubly nonlinear equation,
Jp
(
u′(t)
)+ ∂φ(u(t))  0 in B′ for a.a. t ∈ (0, T ), (3.1)
where Jp : B⇒ B′ is the p-duality map, defined by:
ξ ∈ Jp(v) ⇔ 〈ξ, v〉 = ‖v‖p = ‖ξ‖p
′
∗ = ‖v‖‖ξ‖∗, (3.2)
and ∂φ is the Fréchet subdifferential of φ, defined at a point u ∈D(φ) by:
ξ ∈ ∂φ(u) ⇔ φ(v)− φ(u) 〈ξ, v − u〉 + o(‖v − u‖) as v → u (3.3)
(which, in the present convex case, in fact reduces to the standard subdifferential of φ in the sense of convex analysis).
The link between the formulation of Definition 2.2 and Eq. (3.1) is based on the following key fact; denoting:{
∂◦φ(v) := Argmin{‖ξ‖∗: ξ ∈ ∂φ(v)}∥∥∂◦φ(v)∥∥∗ := min{‖ξ‖∗: ξ ∈ ∂φ(v)} for v ∈ D(φ), (3.4)
it was proved in [5, Proposition 1.4.4] that
|∂φ|(v) = ∥∥∂◦φ(v)∥∥∗ for all v ∈D(φ). (3.5)
It now follows from (3.5) and from the strong-weak closedness of the graph of ∂φ that the map v → |∂φ|(v) is lower
semicontinuous, so that |∂φ| ≡ |∂+φ|. Finally, the chain rule for convex functionals,
if u ∈H 1(0, T ;B), ξ ∈ L2(0, T ;B′), ξ(t) ∈ ∂φ(u(t)) for a.a. t ∈ (0, T )
then φ ◦ u ∈ AC([0, T ]), d
dt
φ
(
u(t)
)= 〈ξ(t), u′(t)〉 for a.a. t ∈ (0, T )
ensures that |∂φ| ≡ |∂+φ| is a strong upper gradient. Exploiting (3.4), in [5, Proposition 1.4.1] it was shown that a
curve u ∈ ACp([0, T ];B) is an energy solution if and only if it fulfills,
Jp
(
u′(t)
)+ ∂◦φ(u(t))  0 in B′ for a.a. t ∈ (0, T ),
i.e. Jp(u′(t)) complies with the minimal section principle.
3.2. Generalized solutions of the Stefan–Gibbs–Thomson and the Mullins–Sekerka flows
The Stefan–Gibbs–Thomson problem. The Stefan problem coupled with the Gibbs–Thomson law describes the
melting and solidification of a solid–liquid system, and also takes into account surface tension effects by imposing
that the temperature is equal to the mean curvature at the phase interface. We denote by ϑ the relative temperature of
the system, occupying a bounded domain Ω ⊂Rd , and by χ ∈ {−1,1} the phase parameter, so that the phases at time
t ∈ (0, T ) are,
E+(t) = {x ∈Ω: χ(x, t) = 1}, E−(t) = {x ∈Ω: χ(x, t) = −1},
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system is given by the energy balance,
∂t (ϑ + χ)+Aϑ = 0 in H−1(Ω) for a.a. t ∈ (0, T ) (3.6)
(A denoting the realization of the Laplace operator with homogeneous Dirichlet boundary conditions), and by the
Gibbs–Thomson condition at the phase interface, which formally reads:
H(·, t)= ϑ(·, t)ν(t) on S(t), (3.7)
H(·, t) being the mean curvature vector of S(t) and ν(t) : S(t)→ Sd−1 the inner measure–theoretic normal to E+(t).
In the pioneering paper [18], Luckhaus has shown that there exist functions,
ϑ ∈ L2(0, T ;H 10 (Ω))∩L∞(0, T ;L2(Ω)), (3.8)
and
χ : Ω × (0, T ) → {−1,1}, with
{
χ ∈ L∞(0, T ;BV(Ω)),
u := ϑ + χ ∈H 1(0, T ;H−1(Ω)), (3.9)
fulfilling Eq. (3.6) for a.a. t ∈ (0, T ), and complying with the weak formulation of the Gibbs–Thomson law (3.7), i.e.
for a.a. t ∈ (0, T ) ∫
Ω
(
div ζ − νT (t)Dζν(t))d∣∣Dχ(·, t)∣∣= ∫
Ω
div
(
ϑ(·, t)ζ )χ(·, t)dx
for all ζ ∈ C2(Ω;Rd), ζ · n = 0 on ∂Ω, (3.10)
|Dχ(·, t)| being the total variation measure associated with the distributional gradient Dχ(·, t). Luckhaus’s existence
proof (see also [41, Chapter VIII]), is based on a time-discretization technique which fits into the general Minimizing
Movements scheme introduced in Section 2.3.1. In fact (the initial-boundary value problem for) system (3.6), (3.7)
has a natural gradient flow structure with respect to the functional φSte : H−1(Ω) → (−∞,+∞], given by:
φSte(u) :=
{
infχ∈BV(Ω){
∫
Ω
( 12 |u− χ |2 + I{−1,1}(χ))dx +
∫
Ω
|Dχ |} if u ∈ L2(Ω),
+∞ otherwise, (3.11)
I{−1,1} denoting the indicator function of the set {−1,1}.
This gradient structure was later exploited in [30], where it was shown that the Minimizing Movements scheme in
H−1(Ω), driven by φSte and starting from an initial datum u0 ∈D(φ) = L2(Ω),
U0τ := u0, Unτ ∈ Argmin
v∈H−1(Ω)
{
1
2τ
∥∥v −Un−1τ ∥∥2H−1(Ω) + φSte(v)
}
(3.12)
(i.e. the variational approximation scheme (2.18), for p = 2 and constant time-step τ > 0), admits a solution {Unτ }n∈N,
and in fact coincides with the approximation algorithm constructed in [18] (see [30, Remark 2.7]). Furthermore,
it was proved (see [30, Theorem 2.5] and Section 8.1 later on) that, for every initial datum u0 ∈ L2(Ω), every
u ∈ GMM(φSte, u0) (cf. with Definition 2.9) gives raise to a solution (ϑ,χ) of (3.6) and (3.10), complying with (3.8)
and (3.9), and fulfilling the Lyapunov inequality for all t ∈ [0, T ] and for almost all s ∈ (0, t):
∫
Ω
(
1
2
∣∣u(x, t)− χ(x, t)∣∣2 + I{−1,1}(χ(x, t))
)
dx +
∫
Ω
∣∣Dχ(t)∣∣+
t∫
s
∫
Ω
∣∣∇ϑ(x, r)∣∣2 dx dr

∫
Ω
(
1
2
∣∣u(x, s)− χ(x, s)∣∣2 + I{−1,1}(χ(x, s))
)
dx +
∫
Ω
∣∣Dχ(s)∣∣. (3.13)
In Section 8.1, we shall recover the gradient flow approach of [30]. First of all, we shall make precise the setting
in which the (Generalized) Minimizing Movement associated with the functional φSte yields solutions to the weak
formulation (3.6), (3.10) of the Stefan–Gibbs–Thomson problem, see Corollary 8.3. On the other hand, on account
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the time-incremental scheme (3.12)), are in fact generalized solutions (in the sense of Definition 2.10), driven by the
functional φSte (3.11). Using this fact, in Theorem 8.5 we shall obtain the existence of the global attractor for the
Minimizing Movements solutions of the Stefan–Gibbs–Thomson problem.
The Mullins–Sekerka flow. The Mullins–Sekerka flow is a variant of the Stefan problem with the Gibbs–Thomson
condition. In models solid–liquid phase transitions in thermal systems with a negligible specific heat. In this setting,
instead of (3.6) the internal energy balance reads,
∂tχ +Aϑ = 0 in H−1(Ω) for a.a. t ∈ (0, T ), (3.14)
coupled with the Gibbs–Thomson condition in the weak form (3.10).
The global existence of solutions (ϑ,χ) to the Cauchy problem for the weak formulation of the Mullins–Sekerka
system, with ϑ ∈ L∞(0, T ;H 10 (Ω) and χ ∈ L∞(0, T ;BV(Ω))∩H 1(0, T ;H−1(Ω)), was first obtained in [19]. The
proof was carried out by passing to the limit in the following variational approximation scheme: starting from an initial
datum χ0 ∈ BV(Ω; {−1,1}), for a fixed time-step τ > 0 the discrete solutions {χnτ }n∈N are constructed via χ0τ := χ0
and, for n 1,
χnτ ∈ Argmin
χ∈H−1(Ω)
{
1
2τ
∫
Ω
(
A−1
(
χ − χn−1τ
)(
χ − χn−1τ
)+ I{−1,1}(χ))dx +
∫
Ω
|Dχ |
}
= Argmin
χ∈H−1(Ω)
{
1
2τ
∥∥χ − χn−1τ ∥∥2H−1(Ω) +
∫
Ω
I{−1,1}(χ)dx +
∫
Ω
|Dχ |
}
.
Indeed, the above scheme (cf. with (2.18)) reveals that problem (3.14), (3.10) has a gradient flow structure w.r.t. the
functional φMS :H−1(Ω) → [0,+∞),
φMS(χ) :=
{∫
Ω
I{−1,1}(χ)dx +
∫
Ω
|Dχ | if χ ∈ BV(Ω; {−1,1}),
+∞ otherwise. (3.15)
In fact, the existence result in [19] was conditioned to the validity of the convergence of the energy φMS along the
approximate solutions. Such a condition excludes a loss of surface area for the phase interfaces, in the passage to the
limit in the time-discrete problem. However, this convergence requirement, akin to our continuity assumption (CONT),
is not, in general, fulfilled, as observed in [28]. Therein, by use of refined techniques from the theory of integral
varifolds, the author could dispense with the additional condition of [19], however at the price of obtaining in the limit
the weak formulation of the Gibbs–Thomson law (3.10) in a generalized, varifold form.
Since φMS does neither fulfill the chain rule nor the conditional continuity, the Minimizing Movements solutions
of the Mullins–Sekerka problem only give raise to generalized solutions of the gradient flow driven by φMS. In
Section 8.2 we shall initiate some analysis in this direction. However, proving the existence of the global attractor for
the (Minimizing Movements solutions of the) Mullins–Sekerka problem remains an open problem.
4. Main results
4.1. Statement of the main assumptions
Topological assumptions.
(U,d) is a complete metric space. (A1)
σ is a Hausdorff topology on U compatible with d. (A2a)
The latter compatibility means that σ is weaker than the topology induced by d , and d is sequentially σ -lower
semicontinuous, namely
(un, vn)
σ×σ−−−→ (u, v) ⇒ lim inf d(un, vn) d(u, v).n→+∞
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however keep these two topologies distinct for the sake of later applications.
We also require that
there exists a distance dσ on U such that for all {un}, u ∈ U,
un
σ−→ u ⇒ dσ (u,un) → 0 as n → ∞. (A2b)
Namely, the topology induced by dσ is globally weaker than σ .
Assumptions on the functional φ. Let p ∈ (1,∞). We shall ask for the following:
(Lower semicontinuity)
φ is sequentially σ -lower semicontinuous. (A3)
(Compactness)
The sublevels of φ are relatively σ -sequentially compact. (A4)
Remark 4.1. It can be easily checked that (A3) and (A4) entail that
φ is bounded from below on U. (4.1)
Existence and approximation of generalized solutions. Under the above assumptions, we have the following cru-
cial statement, which subsumes [5, Corollary 3.3.4] and [5, Theorem 2.3.1].
Proposition 4.2 (Generalized Minimizing Movements are generalized solutions). Assume (A1)–(A4) and let a family
Λ of partitions of [0,+∞) be given with infτ∈Λ |τ | = 0.
Then, GMM(φ;u0) 
= ∅. Further, every u ∈ GMM(φ;u0) is in ACploc([0,+∞);U) and there exists a
non-increasing function ϕ : [0,+∞) → R such that, {τ k} being a sequence with |τ k| → 0 fulfilling (2.20), there
holds:
ϕ(t)= lim
k→∞φ
(
Uτ k (t)
)
 φ
(
u(t)
) for all t  0, ϕ(0) = φ(u(0))= φ(u0),
and the pair (u,ϕ) is a generalized solution in the sense of Definition 2.10.
Remark 4.3. Note that no restriction on the diameter of the partitions is needed for the above convergence statement.
Moreover, in [5] a slightly more general class of functionals was considered, and the compactness condition (A4) was
in fact required only on d-bounded subsets of sublevels of φ. Indeed, the stronger (A4) is needed for the purposes of
the present long-time analysis.
4.2. Statement of the main results
4.2.1. Global attractor for generalized solutions
We refer the reader to Appendix A for the main definitions and results of the theory of global attractors for
generalized semiflows, closely following J.M. Ball [7].
We shall apply the theory of generalized semiflows in the framework of the metric phase space:
X = {(u,ϕ) ∈D(φ)×R: ϕ  φ(u)}, endowed with the distance
dX
(
(u,ϕ),
(
u′, ϕ′
))= dσ (u,u′)+ ∣∣ϕ − ϕ′∣∣ ∀(u,ϕ), (u′, ϕ′) ∈ X . (4.2)
Our candidate generalized semiflow is the set:
S := {(u,ϕ) : [0,+∞] → U ×R: (u,ϕ) is a generalized solution}.
All of the following results shall be proved in Section 5.
220 R. Rossi et al. / J. Math. Pures Appl. 95 (2011) 205–244Theorem 4.4 (Generalized solutions form a generalized semiflow). Assume (A1)–(A4). Then, S is a semiflow on
(X , dX ) and complies with the continuity property (C0).
The following proposition sheds light on the properties of the semiflow S .
Proposition 4.5. Assume (A1)–(A4). Then
1. S is asymptotically compact;
2. S admits a Lyapunov function;
3. the set Z(S) of the rest points for S is given by:
Z(S) = {(u¯, ϕ¯) ∈ X : ∣∣∂−φ∣∣(u¯, ϕ¯) = 0}. (4.3)
Theorem 4.6 (Global attractor for generalized solutions). Under assumptions (A1)–(A4), suppose further that
the set Z(S) of the rest points of S is bounded in (X , dX ). (A5)
Then, the semiflow S admits a global attractor A. Moreover, ω(u,ϕ) ⊂ Z(S) for every trajectory (u,ϕ) ∈ S .
4.2.2. Global attractor for energy solutions
Throughout this section, we further assume that
φ complies with the conditional continuity property (CONT), (A6)
|∂+φ| is a strong upper gradient. (A7)
Proposition 2.14 and (A6) yield that
S = {(u,ϕ) generalized solution, with ϕ(t) = φ(u(t)) a.e. on (0,+∞)}.
Hence, it is not difficult to check that the set of rest points of S (4.3) reduces to,
Z(S) = {(u¯, ϕ¯) ∈ X : ϕ¯ = φ(u¯), ∣∣∂+φ∣∣(u¯) = 0}. (4.4)
Hereafter, we shall use the following notation:
E := {u ∈ ACploc([0,+∞);U): u is an energy solution}. (4.5)
Thanks to Proposition 2.14, assumption (A7) gives that π1(S) = E (π1 denoting the projection on the first component).
We now aim to study the long-time behavior of energy solutions in the phase space:(
D(φ), dφ
)
, with dφ
(
u,u′
) := dσ (u,u′)+ ∣∣φ(u)− φ(u′)∣∣ for all u,u′ ∈D(φ). (4.6)
We shall denote by eφ the Hausdorff semidistance associated with the metric dφ , namely, for all non-empty sets
A, B ⊂ D(φ), we have eφ(A,B) = supa∈A infb∈B dφ(a, b). Similarly, we denote by eX the Hausdorff semidistance
associated with the metric dX . Let us introduce the lifting operator:
U : D(φ) → X , U(u) := (u,φ(u)) for all u ∈ D(φ);
and remark that U(π1(E)) ⊂ E for all E ⊂ X , and
E ⊂ U(D(φ)) ⇒ E = U(π1(E)). (4.7)
Furthermore, the metric dX restricted to the set U(D(φ)) coincides with dφ , namely
dX
(U(u1),U(u2))= dφ(u1, u2) for all u1, u2 ∈D(φ). (4.8)
The following result (which is in fact a corollary of Theorems 4.4 and 4.6) states that all information on the
long-time behavior of energy solutions is encoded in the set π1(A), A being the global attractor for generalized
solutions.
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(1) the set E from (4.5) is a generalized semiflow in the phase space (D(φ), dφ) defined by (4.6), and fulfills the
continuity properties (C0)–(C3) (cf. Definition A.1),
(2) the set,
π1(A) is the global attractor for E , (4.9)
while π1(Z(S)) is the set of its rest points.
4.2.3. Convergence to equilibrium for energy solutions in the (λ,p)-geodesically convex case
The following enhanced result on the convergence to equilibrium for energy solutions is the doubly nonlinear
counterpart to [5, Theorem 2.4.14], which was proved for gradient flows in the (λ,2)-geodesically convex case.
Theorem 4.8 (Exponential decay to equilibrium). Assume (A1)–(A4), and suppose further that
φ fulfills the (λ,p)-geodesic convexity condition (2.14) with λ > 0. (A8)
Let u¯ ∈D(φ) be the unique minimizer of φ. Then, every energy solution fulfills for all t0 > 0 the exponential decay to
equilibrium estimate:
λ
p
dp
(
u(t), u¯
)
 φ
(
u(t)
)− φ(u¯) (φ(u(t0))− φ(u¯)) exp(−λp′(t − t0)) for all t  t0. (4.10)
Hence, for all u ∈ E ,
dφ
(
u(t), u¯
)→ 0 as t → +∞, (4.11)
and the global attractor of the generalized semiflow E is the singleton Z(E) = {u¯}.
Notice that the (λ,p)-geodesic assumption (A8) has replaced (A5)–(A7). Although the proof is an adaptation of
the argument for [5, Theorem 2.4.14], for the reader’s convenience we shall develop it at the end of Section 5.2.
5. Proofs
5.1. Proof of Theorem 4.6
Proof of Theorem 4.4. In order to check (H1), we fix (u0, ϕ0) ∈ (X , dX ). It follows from Proposition 4.2 that there
exists a generalized solution (u,ϕ) fulfilling u(0) = u0 and ϕ(0) = φ(u0). We let:
ϕ˜(t) :=
{
ϕ(t) for t > 0,
ϕ0 for t = 0.
Clearly, the pair (u, ϕ˜) still complies with (2.22)–(2.23) and starts from (u0, ϕ0) as desired. It can be easily checked
that S fulfills the translation and concatenation properties. What we are left with is the proof of the upper semicontinu-
ity (H4). To this end, we fix a sequence {(un0, ϕn0 )} ⊂ X with dσ (un0, u0)+|ϕn0 −ϕ0| → 0, and we consider a sequence{(un,ϕn)} ⊂ S such that un(0) = un0 and ϕn(0) = ϕn0 . Inequality (2.22) reads for all n ∈N,
1
p
t∫
s
∣∣u′n∣∣p(r)dr + 1p′
t∫
s
∣∣∂−φ∣∣p′(un(r), ϕn(r))dr + ϕn(t) ϕn(s) for all 0 s  t. (5.1)
Since
ϕn(t) φ
(
un(t)
) ∀t  0 ∀n ∈N, (5.2)
using inequality (5.1) for s = 0 and (4.1), we deduce that
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0
∣∣u′n∣∣p(r)dr,
t∫
0
∣∣∂−φ∣∣p′(un(r), ϕn(r))dr, ϕn(t), φ(un(t))
are bounded uniformly with respect to n and t  0. (5.3)
In view of (A4), we conclude that there exists a σ -sequentially compact set K ⊂ U such that un(t) ∈ K for all n ∈ N
and t  0. Then, by exploiting a suitably refined version of Ascoli’s theorem (see [5, Proposition 3.3.1, p. 69]), we find
a subsequence {un} (which we do not relabel), a curve u ∈ ACploc([0,+∞);U), and a function A ∈ Lploc([0,+∞))
such that, also recalling (A3) and (5.3), one has:
un(t)
σ−→ u(t) for all t  0, u(0) = u0, (5.4)
lim inf
n→+∞φ
(
un(t)
)
 φ
(
u(t)
)
for all t  0, φ
(
u(0)
)= φ(u0), (5.5)∣∣u′n∣∣⇀A in Lploc([0,+∞)), A |u′| a.e. in (0,+∞). (5.6)
In particular, (A2b) yields that for all t  0,
dσ
(
u(t), un(t)
)→ 0 as n → ∞.
On the other hand, since, for all n ∈ N, the function ϕn is non-increasing, thanks to Helly’s compactness theorem
(see, e.g., [5, Lemma 3.3.3, p. 70]) and to the a priori estimate (5.3), there exists a (non-relabeled) subsequence of
{ϕn} and a non-increasing map ϕ : [0,+∞) → [0,+∞) such that
ϕ(t) = lim
n→∞ϕn(t) lim infn→∞ φ
(
un(t)
)
 φ
(
u(t)
)
for all t  0,
where the second inequality is due to (5.2), whereas the latter one to (A3). Hence, ϕ(0) = ϕ0. We are now in the posi-
tion of passing to the limit as n → ∞ in the energy inequality (5.1). Relying on (5.4)–(5.6) and (2.5), and exploiting
Fatou’s Lemma, we conclude that the limit pair (u,ϕ) fulfills (2.22) for all 0 s  t , and (H4) follows. 
Proof of Proposition 4.5. We fix a sequence {(uj , ϕj )} ⊂ S with {(uj (0), ϕj (0))} dX -bounded and a sequence
tj → +∞. Inequality (2.22) for s = 0 and t = tj yields that there exists a constant C > 0 such that
φ
(
uj (tj )
)
 ϕj (tj ) ϕj (0) C ∀j ∈N. (5.7)
Thanks to (A4) we conclude that there exists a σ -sequentially compact set K′ ⊂ U such that uj (tj ) ∈ K′ for all
j ∈ N. On the other hand, using (5.7) and recalling that φ is bounded from below (cf. with (4.1)), we find that
supj |ϕj (tj )| < +∞. Hence, the sequence {(uj (tj ), ϕj (tj ))} admits a dX -converging subsequence.
The projection on the second component π2 : X → R is a Lyapunov function for the semiflow S . Indeed, π2 is
clearly continuous and decreases along the elements of S , since for all (u,ϕ) ∈ S the map ϕ is non-increasing.
Moreover, let (v,ψ) be a complete orbit, such that there exists ψ¯ ∈ R with π2(v(t),ψ(t)) = ψ(t) ≡ ψ¯ for all t ∈ R.
Then, (2.22) yields
1
p
t∫
s
∣∣v′∣∣p(r)dr + 1
p′
t∫
s
∣∣∂−φ∣∣(v(r), ψ¯)dr  0 ∀s  t.
Hence, by the properties of the metric derivative we easily conclude that there exists v¯ ∈ D(φ) such that v(t) = v¯ for
all t ∈R, so that (v,ψ) is a stationary orbit.
Finally, the check that the set Z(S) in (4.3) is the set of rest points is immediate. 
The proof of Theorem 4.6 follows from Theorem A.6 and Proposition 4.5.
5.2. Proof of Theorem 4.7
[Ad 1).] Since S complies with (H1), so does E = π1(S) thanks to Proposition 2.14. Properties (H2) and (H3) can
be trivially checked too. We also note that, in view of Definition 2.2, any energy solution u is continuous on [0,+∞)
with values in the space (D(φ), dφ). In particular (C0), (C1), and (C3) hold.
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This entails that the lifted sequence {(un(0),φ(un(0)))} fulfills dX (U(un(0)),U(u0)) → 0 as n → +∞. Thanks to
Theorem 4.4, there exists (u,ϕ) ∈ S with u(0) = u0 and ϕ(0) = φ(u0), and a subsequence {nk} such that for all
t  0 dX (U(unk (t)), (u(t), ϕ(t))) → 0. In view of Propositions 2.14 and 2.15, the curve u is an energy solution and
ϕ(t)= φ(u(t)) for all t > 0, so that
dφ
(
unk (t), u(t)
)= dσ (unk (t), u(t))+ ∣∣φ(unk (t))− φ(u(t))∣∣→ 0, as k → ∞ for all t > 0,
and the proof of (H4) is completed. The check of (C2) follows easily from the same arguments as in the proof of
Theorem 4.4. In particular, as long as one restricts to energy solutions, it is easy to establish estimate (5.3), and
Ascoli’s Theorem [5, Proposition 3.3.1, p. 69] in metric spaces entails the desired convergence.
[Ad 2).] We shall prove that π1(A) is compact in the phase space (D(φ), dφ), and that it is invariant and attracting
for E . To this aim, for every t  0, we denote by T (t) (T1(t), resp.) the operator associated with the semiflow S
(with E , resp.) by formula (A.1). It follows from Proposition 2.14 that, for all t > 0, T (t)X ⊂ U(D(φ)). Hence
U(D(φ)) is positively invariant for the semiflow S , i.e.
T (t)(U(D(φ)))⊂ U(D(φ)) for all t  0. (5.8)
As a consequence, the global attractor A of S fulfills A ⊂ U(D(φ)). Hence, by (4.7) we have:
A = U(π1(A)). (5.9)
Moreover, as the projection operator is continuous from (U(D(φ)), dX ) to (D(φ), dφ), we conclude that the set π1(A)
is compact as well. Again using Proposition 2.14, it is not difficult to check that the operators T (t) and T1(t) are related
in the following way:
T1(t)(B) = π1
(T (t)(U(B))) for all B ⊂ D(φ) for all t  0. (5.10)
Hence, thanks to (5.9) and using that A is invariant for the semiflow S we have:
T1(t)
(
π1(A)
)= π1(T (t)(U(π1(A))))= π1(T (t)(A))= π1(A) ∀t  0,
so that π1(A) is itself invariant for E . Finally, we fix a bounded set B ⊂ (D(φ), dφ). Recalling (4.8), we deduce that
the lifted set:
U(B) is bounded in (X , dX ). (5.11)
Hence,
lim
t→+∞ eφ
(
T1(t)(B),π1(A)
)= lim
t→+∞ eφ
(
π1
(T (t)(U(B))),π1(A))
= lim
t→+∞ eX
(U(π1(T (t)(U(B)))),U(π1(A)))
= lim
t→+∞ eX
(T (t)(U(B)),A)= 0, (5.12)
where the first identity follows from (5.10), the second one from (4.8), the third one from (4.7), (5.8), and the last one
from the fact that A attracts the bounded sets of (X , dX ) and from (5.11). By (5.12), π1(A) has the same attracting
property in (D(φ), dφ), and (4.9) follows. 
Proof of Theorem 4.8. Notice that (A3) and (A4) guarantee that φ has at least a minimizer u¯ ∈ U , which is unique
by the (λ,p)-geodesic convexity (A8). Furthermore, the set of the rest points of the semiflow E is given by:
Z(E) = {u¯}. (5.13)
Indeed, there holds,
0 φ(w)− φ(u¯) 0 for all w ∈Z(E),
where the first inequality ensues from the fact that u¯ is the minimizer of φ, while the second one follows from (2.17)
and |∂+φ|(w) = 0, being w a rest point. Then, φ(w)= φ(u¯), whence w = u¯ by (A8).
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u ∈ E and all t > 0 one sets (t) := φ(u(t))− φ(u¯), noticing that
′(t) = −∣∣∂+φ∣∣p′(u(t)) for a.a. t ∈ (0,+∞),
cf. with (2.8). Combining this with (2.17), one obtains the differential inequality,
′(t)−λp′(t) for a.a. t ∈ (0,+∞),
whence the second inequality in (4.10). The first one ensues from the first of (2.17). Then, (4.11) is a trivial conse-
quence of (4.10) via (A2a). Clearly, (5.13) and (4.11) yield that the attractor for E is given by {u¯}. 
6. Applications to doubly nonlinear equations in Banach spaces
Hereafter, we shall denote by:
B a (separable) reflexive Banach space, with norm ‖ · ‖.
6.1. Doubly nonlinear evolutions driven by nonconvex energies
Let φ : B → (−∞,+∞] be a proper functional complying with (A3)–(A4) in the ambient space:
U = B, with d(u, v)= ‖v − u‖ and σ the strong topology (6.1)
(see the following Section 6.2 for a different choice). In this framework, we shall extend the discussion of Section 3.1
to the doubly nonlinear differential inclusion
Jp
(
u′(t)
)+ ∂φ(u(t))  0 in B′ for a.a. t ∈ (0, T ), (6.2)
which features the limiting subdifferential ∂φ of φ (cf. with (6.3)), a generalized gradient notion related to the
strong-weak closure of the Fréchet subdifferential (3.3) of φ.
Literature on gradient flows with limiting subdifferentials. Being φ nonconvex, the Fréchet subdifferential is not,
in general, strongly-weakly closed in B×B′ in the sense of graphs. It is hence meaningful to consider its strong-weak
closure (along sequences with bounded energy) ∂φ, defined at some u ∈D(φ) by:
ξ ∈ ∂φ(u) ⇔
{∃un ∈ B, ξn ∈ B′ with ξn ∈ ∂φ(un) for all n ∈N,
un → v, ξn ⇀ ξ as n → +∞, sup
n
φ(un) < +∞. (6.3)
In analogy with (3.4), for u ∈D(φ) we shall use the notation:{∥∥∂◦ φ(u)∥∥∗ = inf{‖ξ‖∗: ξ ∈ ∂◦ φ(u)},
∂◦ φ(u) = Argmin
{‖ξ‖∗: ξ ∈ ∂◦ φ(u)}. (6.4)
Notice that, in general, the latter set may be empty. The limiting subdifferential, first introduced in [16,22], was
proposed as a replacement of the Fréchet subdifferential for gradient flow equations in Hilbert spaces, driven by
nonconvex energy functionals, in the paper [30]. Therein, existence and approximation results for the gradient flow
equation:
u′(t)+ ∂φ
(
u(t)
)  0 in H for a.a. t ∈ (0, T ) (6.5)
(corresponding to p = 2 and to B = H, H a separable Hilbert space, in (6.2)) were obtained, and applications to
various PDEs were developed, under the standing assumptions (A3)–(A4), the hypothesis that φ satisfies the continuity
property:
un → u, sup
n
(∥∥∂◦ φ(un)∥∥∗, φ(un))< +∞ ⇒ φ(un) → φ(u), (6.6)
and that the chain rule w.r.t. ∂φ holds, which we already state in the general (p,p′)-case:
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then φ ◦ u ∈ AC([0, T ]), d
dt
φ
(
u(t)
)= 〈ξ(t), u′(t)〉 for a.a. t ∈ (0, T ). (6.7)
The subsequent paper [31] addressed the long-time behavior of a slightly less general version of Eq. (6.5) (see (6.9)
below), in which ∂φ was replaced by a strengthened variant, the strong limiting subdifferential ∂sφ, defined at some
u ∈ D(φ) by:
ξ ∈ ∂sφ(u) ⇔
{∃un ∈ B, ξn ∈ B′ with ξn ∈ ∂φ(un) for all n ∈N,
un → v, ξn → ξ as n → ∞, φ(un) → φ(v).
In fact, it was shown in [31, Lemma 1] that ∂φ is the (sequential) strong-weak closure of ∂sφ along sequences with
bounded energy, namely for all u ∈ D(φ),
ξ ∈ ∂φ(u) ⇐⇒ ∃uk ∈ B, ξk ∈ B′:
{
uk → u, ξk ⇀ ξ, sup
k
φ(uk) < +∞,
ξk ∈ ∂sφ(uk) for all k ∈N.
(6.8)
Assuming (A3)–(A4) and (6.6)–(6.7), the existence of the global attractor for the semiflow associated with
u′(t)+ ∂sφ
(
u(t)
)  0 in H for a.a. t ∈ (0, T ), (6.9)
was proved in [31] under the further condition that the set of the rest points:{
u ∈ D(φ): 0 ∈ ∂sφ(u)
}
is bounded in the phase space (4.6).
Existence of the global attractor for (6.2) via energy solutions. Following the outline of Section 3.1, we shall
analyze (6.2) from a metric point of view. Namely, in Proposition 6.2 below we shall prove that the energy solutions
of the metric p-gradient flow of φ, in the ambient space (6.1), yield solutions to (6.2). Further, we shall show that, if
φ is in addition (λ, q)-convex, namely if (2.15) holds for some λ ∈ R and q ∈ (1,∞), then energy solutions in fact
exhaust the set of solutions to (6.2). Hence, we shall deduce from Theorem 4.7 a result on the long-time behavior of
the solutions of (6.2), see Theorem 6.4 later on.
Our starting point is the following key proposition:
Proposition 6.1. In the setting of (6.1), suppose that φ : B → (−∞,+∞] complies with (A3)–(A4).
1. Then ∥∥∂◦ φ(u)∥∥∗  ∣∣∂+φ∣∣(u) for all u ∈ D(∣∣∂+φ∣∣). (6.10)
2. If, in addition, φ is (λ, q)-convex for some λ ∈R and q ∈ (1,∞), then for all u ∈ D(φ),
∂φ(u) = ∂sφ(u) = ∂φ(u),
∣∣∂+φ∣∣(u) = |∂φ|(u), (6.11a)∥∥∂◦φ(u)∥∥∗ = ∥∥∂◦ φ(u)∥∥∗ = ∣∣∂+φ∣∣(u) = |∂φ|(u). (6.11b)
Furthermore, the local slope |∂φ| is a strong upper gradient.
Proof. Preliminarily, we recall that, being reflexive, B has a renorm which is Fréchet differentiable off the origin.
Therefore, up to switching to an equivalent norm, we may suppose that the map,
v ∈ B → 1
2
‖v‖2 is Fréchet differentiable on B (6.12)
(however, in Appendix A we are going to present a proof which does not use (6.12)).
Proof of (6.10). It is not restrictive to suppose that |∂+φ|(u) < +∞: hence (up to further extractions) we can select a
sequence {uk} ⊂ B such that
uk → u, φ(uk) → φ(u), |∂φ|(uk) →
∣∣∂+φ∣∣(u). (6.13)
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exists a sequence {rkj }j , with rkj ↓ 0 as j → ∞, and a selection,
zkj ∈ Argmin
v∈B
{‖v − uk‖2
2rkj
+ φ(v)
}
, (6.14)
such that
|∂φ|2(uk) = lim
j→∞
‖zkj − uk‖2
(rkj )
2 , and z
k
j → uk as j → ∞. (6.15)
Notice that (6.14) yields φ(zkj ) φ(uk) for all j ∈ N, whereas, by the convergence of {zkj }j in (6.15) and the lower
semicontinuity of φ, we gather lim infj φ(zkj ) φ(uk), so that
φ
(
zkj
)→ φ(uk) as j → ∞. (6.16)
Furthermore, (6.12) ensures that there holds the following sum rule for the Fréchet subdifferential,
∂
(‖ · −uk‖2
2rkj
+ φ
)
= J2
( · − uk
rkj
)
+ ∂φ.
Hence, we may conclude that for all j ∈N, zkj fulfills the Euler equation,
J2
(
zkj − uk
rkj
)
+ ∂φ(zkj )  0,
namely
∃wkj ∈ J2
(
zkj − uk
rkj
)
∩ (−∂φ(zkj )). (6.17)
Thus, in view of (6.15) and the definition of J2,(|∂φ|(uk))2 = lim
j→∞
∥∥wkj∥∥2∗. (6.18)
By a diagonalization procedure, collecting (6.15), (6.16), and (6.18), we may extract subsequences {wkjk }, {zkjk } ({wk},{zk} for short) such that for all k ∈N,(∣∣‖wk‖∗ − |∂φ|(uk)∣∣+ ‖zk − uk‖ + ∣∣φ(zk)− φ(uk)∣∣) 1
k
. (6.19)
Thus, in view of (6.13) we find that zk → u, φ(zk) → φ(u) and that there exists w ∈ B∗ such that, up the extraction
of a further non-relabeled subsequence, wk ⇀ w in B∗. We readily conclude from (6.17) and from the definition of
∂φ that
−w ∈ ∂φ(u). (6.20)
On the other hand, with (6.19) and (6.13) we find:
‖w‖B∗  lim inf
k→∞ ‖wk‖∗ = lim infk→∞ |∂φ|(uk)=
∣∣∂+φ∣∣(u). (6.21)
Combining (6.20) with (6.21) we arrive at (6.10).
Proof of (6.11). Relations (6.11) have been proved in [29, Proposition 5.6] for λ-convex functionals. Mimick-
ing the proof of [29, Proposition 5.6] and taking into account Proposition 2.7, it is easy to extend (6.11) to the
(λ, q)-convex case. In the same way, the last statement follows from the very same arguments as in the proof of
[29, Proposition 5.11]. 
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1. If φ also fulfills the chain rule (6.7) with respect to ∂φ, and
∂◦ φ(u) 
= ∅ for all u ∈D(∂φ), (6.22)
then
|∂+φ| is a strong upper gradient. (6.23)
Further, any energy solution u ∈ ACp([0, T ];B) of the metric p-gradient flow of φ is also a solution of the doubly
nonlinear equation (6.2) and fulfills the minimal section principle,
−∂◦ φ
(
u(t)
)⊂ Jp(u′(t)) for a.a. t ∈ (0, T ). (6.24)
2. In addition, if φ fulfills (2.15) for some λ ∈ R and q ∈ (1,∞), a curve u ∈ ACp([0, T ];B) is an energy solution
if and only if the map t → φ(u(t)) is absolutely continuous on (0, T ) and u fulfills (6.24).
Proof. Property (6.23) is a straightforward consequence of the chain rule (6.7) and of inequality (6.10). The proof
of the subsequent statement relies on the same argument as [5, Proposition 1.4.1]: we shall however sketch it for the
reader’s convenience. It follows from (2.10) and (6.10) that any energy solution u ∈ ACp([0, T ];B) fulfills (note that
u is almost everywhere differentiable, hence |u′|(·) ≡ ‖u′(·)‖ a.e. in (0, T )):⎧⎪⎨
⎪⎩
t → ∥∥∂◦ φ(u(t))∥∥∗ ∈ Lp′(0, T ),
(φ ◦ u)′(t)− 1
p
∥∥u′(t)∥∥− 1
p′
∥∥∂◦ φ(u(t))∥∥p′∗ for a.a. t ∈ (0, T ). (6.25)
On the other hand, arguing in the same way as in the proof of [30, Lemma 3.4] and also exploiting (6.22) and the first
of (6.25), we find that there exists a selection ξmin ∈ Lp′(0, T ;B∗) in the multi-valued map t → ∂◦ φ(u(t)). The chain
rule (6.7) yields (φ ◦ u)′ = 〈ξmin, u′〉 a.e. in (0, T ). Combining this with the inequality in (6.25), we conclude (6.24).
The converse implication may be proved in the (λ, q)-convex case by a completely analogous argument, relying
on identity (6.11b). 
Remark 6.3. On behalf of the above result, we are entitled to refer to the energy solutions of the metric p-gradient
flow of φ as the metric solutions of (6.2). It follows from the proof of Proposition 6.2 that a curve u ∈ ACp([0, T ];B)
is a metric solution of (6.2) if and only if
−(φ ◦ u)′(t) = ∥∥u′(t)∥∥∣∣∂+φ∣∣(u(t))= ∥∥u′(t)∥∥∥∥∂◦ φ(u(t))∥∥∗ for a.a. t ∈ (0, T ).
The following result is a direct consequence of Theorem 4.7 and the previous Proposition 6.2.
Theorem 6.4. In the setting of (6.1), suppose that φ : B → (−∞,+∞] complies with (A3)–(A4), with the conditional
continuity (CONT), and with (A5). Then
1. if φ also complies with (6.22) and
the set of the rest points {u ∈D(φ): 0 ∈ ∂φ(u)} is bounded in the phase space (4.6), (6.26)
then the semiflow associated with the metric solutions of Eq. (6.2) (cf. with Remark 6.3) admits a global attrac-
tor;
2. if φ is (λ, q)-convex for some λ ∈ R and q ∈ (1,∞) and complies with (6.26), the semiflow generated by the
whole set of solutions to (6.2) admits a global attractor.
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Finally, we show how our results can be applied to the study of the long-time behavior of a class of doubly nonlinear
equations of the form,
∂Ψ
(
u(t), u′(t)
)+ ∂φ(u(t))  0 in B′ for a.a. t ∈ (0, T ), (6.27)
where the dissipation functional Ψ : B × B → [0,+∞) also depends on the state variable u, and which are often
referred to as quasi-variational, cf. [29] and the references therein.
In particular, following [29], where the metric approach was applied to prove the existence of solutions to the
Cauchy problem for (6.27), we shall focus on the case the functional Ψ is given by:
Ψ (u, v) = ηu(v)
p
p
for all u,v ∈ B, with 1 <p < ∞, (6.28)
{ηu}u∈B is a family of norms on B, such that
∃K > 0 ∀u,v ∈ B: K−1‖v‖ ηu(v) K‖v‖, (6.29)
and the dependence u → ηu is continuous in the sense of MOSCO-convergence (see, e.g., [6, Section 3.3, p. 295]),
namely
un → u, vn ⇀ v in B ⇒ lim inf
n→∞ ηun(vn) ηu(v), (6.30a)
un → u, v ∈ B ⇒ ∃vn → v: lim
n→∞ηun(vn) = ηu(v). (6.30b)
For all u ∈ B, we shall denote by ηu∗ the related dual norm on B′.
Within this framework, the metric approach to (6.27) may be developed by endowing the ambient space:
U = B with the Finsler distance induced by {ηu}u∈B, i.e.
dη(v,w) := inf
{ 1∫
0
ηu(t)
(
u′(t)
)
dt : u ∈ AC([0,1];B), u(0) = v, u(1) = w
}
, (6.31)
for all v,w ∈ B. Then, we have the analogue of Proposition 6.2 (see [29, Proposition 8.2] for the proof).
Proposition 6.5. In the setting of (6.29)–(6.31), suppose that φ : B → (−∞,+∞] complies with (A3)–(A4), that φ
fulfills the chain rule (6.7) with respect to ∂φ, and that (6.22) holds.
Then, any energy solution u ∈ ACp([0, T ];B) of the metric p-gradient flow of φ is also a solution of the doubly
nonlinear equation (6.27) with Ψ given by (6.28), and fulfills the minimal section principle:
∂Ψ
(
u(t), u′(t)
)⊃ Argmin{ηu(t)∗(−ξ): ξ ∈ ∂(u(t))} for a.a. t ∈ (0, T ). (6.32)
Conversely, if φ fulfills (2.15) for some λ ∈R and q ∈ (1,∞), a curve u ∈ ACp([0, T ];B) is an energy solution if and
only if the map t → φ(u(t)) is absolutely continuous on (0, T ), and u fulfills (6.32).
Hence, we derive from our general Theorem 4.7 the quasi-variational counterpart to Theorem 6.4. To avoid overbur-
dening this paper, we prefer to omit the statement that, under the assumptions of Proposition 6.5 and the boundedness
of the set of the rest points (6.26), the generalized semiflow associated with the metric solutions to (6.27) admits a
global attractor.
Example 6.6. Our results apply to the following generalized Allen–Cahn equation,
ρ(u)|ut |p−2ut − div
(
β(∇u))+ W′(u) = 0 in Ω × (0, T ), (6.33)
with Ω ⊂Rd a bounded domain with sufficiently smooth boundary, ρ :R→ (0,+∞) a continuous function, bounded
from below and from above by positive constants, β : Rd → Rd the gradient of some smooth function j on Rd , and
W : R → R a differentiable function. For simplicity, we supplement (6.33) with homogeneous Dirichlet boundary
conditions for u.
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B = Lp(Ω),
with the choices:
ηu(v) :=
(∫
Ω
ρ
(
u(x)
)∣∣v(x)∣∣p dx)1/p for all u,v ∈ Lp(Ω), (6.34)
and
φ(u) :=
{∫
Ω
(j (∇u(x))+ W(u(x)))dx if u ∈H 10 (Ω), j (∇u)+ W(u) ∈ L1(Ω),
+∞ otherwise. (6.35)
We refer to [29, Section 8.2] for the proof of the fact that the family of norms {ηu} (6.34) fulfills (6.29)–(6.30b),
and for the precise statement of the assumptions on the nonlinearities j and W, under which the functional φ (6.35)
complies with the assumptions of Proposition 6.5. Let us just mention that, in particular, the classical double-well
potential W(r) = (r2−1)24 fits into the frame of such assumptions.
7. Application to curves of maximal slope in Wasserstein spaces
In this section, we aim to apply our general Theorem 4.7 to the long-time analysis of the class of diffusion equations
in Rd , d  1, mentioned in the Introduction (cf. with (1.12)). We shall systematically follow the metric approach to
evolutions in Wasserstein spaces developed in [5]. In order to make the paper as self-contained as possible, we recall
some preliminary definitions and results on gradient flows in Wasserstein spaces in Section 7.1 below, referring to [5]
for more details and all the proofs.
7.1. Setup in Wasserstein spaces
Hereafter, we shall denote by L d the d-dimensional Lebesgue measure and by πi : Rd ×Rd → Rd , i = 1,2, the
projection on the i-component.
In the following, we shall work in the space of probability measures in Rd with finite p-moment, i.e. we shall take
U to be,
U =Pp
(
R
d
)= {μ ∈P(Rd): ∫
Rd
|x|p dμ(x) < +∞
}
, (7.1)
endowed with the p-Wasserstein distance,
Wp(μ1,μ2) = min
{( ∫
Rd×Rd
|x − y|p dγ (x, y)
)1/p
: γ ∈ Γ (μ1,μ2)
}
, (7.2)
for all μ1,μ2 ∈ Pp(Rd), where Γ (μ1,μ2) is the set of probability measures γ ∈ P(Rd × Rd) fulfilling the
push-forward relations π1#γ = μ1 and π2#γ = μ2 (namely, for all Borel subset B ⊂ Rd , and
i = 1,2, μi(B) = γ ((πi)−1(B))). We shall denote by Γo(μ1,μ2) the class of the measures γ ∈ Γ (μ1,μ2) attaining
the minimum in the definition of Wp . It follows from [5, Proposition 7.1.5] that the metric space (Pp(Rd),Wp) is
complete, so that (A1) is fulfilled. In this setting,
σ is the topology of narrow convergence. (7.3)
We recall that a sequence (μn) ⊂P(Rd) narrowly converges to some μ ∈P(Rd) if for all f ∈ C0b(Rd) (the space of
continuous and bounded functions on Rd ) there holds:
lim
n→∞
∫
d
f (x)dμn(x) =
∫
d
f (x)dμ(x).
R R
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[5, Remark 5.1.1].
A remarkable property of absolutely continuous curves with values in Pp(Rd) is that they can be characterized as
solutions of the continuity equation. More precisely (see [5, Theorem 8.3.1]), with any μ ∈ ACp([0, T ];Pp(Rd)) we
can associate a Borel vector field v : (x, t) ∈Rd × (0, T ) → vt (x) ∈Rd such that for a.a. t ∈ (0, T ),
vt ∈ Lp
(
μt ;Rd
)
, and
∣∣μ′∣∣(t) = ‖vt‖Lp(μt ;Rd ) =
( ∫
Rd
∣∣vt (x)∣∣p dμt(x)
)1/p
, (7.4)
and μt , vt fulfill the continuity equation
∂tμt + div(vtμt )= 0 in Rd × (0, T ), (7.5)
in the sense of distributions. In fact, the velocity field vt turns out to be unique in some suitable sense,
see [5, Chapter 8].
Finally, we recall that it is possible to introduce a subdifferential notion intrinsic to the Wasserstein framework. In
fact, for the sake of simplicity we shall not recall [5, Definition 10.3.1] in its general form, but in a particular case.
Definition 7.1. Let φ : Pp(Rd) → (−∞,+∞] be a proper and lower semicontinuous functional and let μ ∈ D(φ).
Given a Borel vector field ξ :Rd →Rd , we say that ξ belongs to the (extended) Fréchet subdifferential of φ at μ, and
write ξ ∈ ∂φ(μ), if
ξ ∈ Lp′(μ;Rd), and, as ν → μ in Pp(Rd),
φ(ν)− φ(μ) inf
γ∈Γo(μ,ν)
∫
Rd×Rd
〈
ξ(x), y − x〉dγ (x, y)+ o(Wp(μ,ν)).
In agreement with notation (6.4), we define:{∥∥∂◦φ(μ)∥∥
Lp
′
(μ;Rd ) := inf
{‖ξ‖
Lp
′
(μ;Rd ): ξ ∈ ∂φ(μ)
}
,
∂◦φ(μ) := Argmin{‖ξ‖
Lp
′
(μ;Rd ): ξ ∈ ∂φ(μ)
}
.
Gradient flows in Wasserstein spaces. Hereafter, we shall focus on proper and lower semicontinuous functionals
φ :Pp(Rd) → (−∞,+∞], fulfilling some coercivity condition which we do not specify, for it is implied by our gen-
eral lower semicontinuity/compactness conditions (A3)–(A4), and such that φ is regular, i.e. for all (μn)⊂Pp(Rd),
with ϕn = φ(μn) and ξn ∈ ∂φ(μn), there holds:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
μn → μ in Pp
(
R
d
)
,
ϕn → ϕ,
sup
n
‖ξn‖Lp′ (μn;Rd ) < +∞,
(i × ξn)#μn → (i × ξ)#μ narrowly in P
(
R
d ×Rd),
⇒
{
ξ ∈ ∂φ(μ),
ϕ = φ(μ) (7.6)
(i :Rd →Rd denoting the identity map). Notice that (7.6) is in the same spirit as the conditional continuity (CONT).
Using this (extended) Fréchet subdifferential notion, in [5, Chapter 11] a formulation of gradient flows intrin-
sic to the Wasserstein framework has been proposed: according to [5, Definition 11.1.1], we say that a curve
μ ∈ ACp([0, T ];Pp(Rd)) is a solution of the p-gradient flow equation driven by φ if its velocity field vt
(cf. (7.4)–(7.5)) satisfies the inclusion,
Jp(vt ) ∈ −∂φ(μt ) for a.a. t ∈ (0, T ) (7.7)
(where Jp : Lp(μt ;Rd) → Lp′(μt ;Rd) denotes the duality map) and complies with the minimal section principle,
Jp(vt ) ∈ −∂φ◦(μt ) for a.a. t ∈ (0, T ). (7.8)
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[5, Theorem 11.1.3] provides the crucial link between curves of maximal slope and gradient flows in Wasserstein
spaces: it states that
μ ∈ ACp([0, T ];Pp(Rd)) is a p-curve of maximal slope w.r.t.
the local slope |∂φ| if and only if
μt is a solution of the gradient flow equation (7.8)
and the map t → φ(μt ) is a.e. equal to a function of bounded variation.
Relying on this result and on our Theorem 4.7, we shall prove the existence of the global attractor for the solutions of
the gradient flow equation (7.7), driven by a functional φ which is the sum of the internal, potential, and interaction
energy, cf. with (7.12) below.
7.2. The sum of the internal, potential, and interaction energy
As in [5, Section 10.4.7] (cf. also [10,11]), we consider the following functions:
V :Rd → (−∞,+∞] proper, lower semicontinuous, such that
its proper domain D(V ) has a non-empty interior O ⊂Rd , (V1)
F : [0,+∞)→R convex, differentiable, with F(0) = 0, and satisfying the doubling condition,
∃CF > 0 ∀z,w ∈ [0,+∞): F(z+w) CF
(
1 + F(z)+ F(w)), (F1)
W :Rd → [0,+∞) convex, Gâteaux differentiable, even, and satisfying the doubling condition,
∃CW > 0 ∀x, y ∈Rd : W(x + y) CW
(
1 +W(x)+W(y)), (W1)
which induce the following functionals on Pp(Rd):
V(μ) :=
∫
Rd
V (x)dμ(x) (potential energy), (7.9)
F(μ) :=
{∫
Rd
F (ρ(x))dx if μ = ρL d ,
+∞ otherwise (internal energy), (7.10)
W(μ) := 1
2
∫
Rd×Rd
W(x, y)d(μ⊗μ)(x, y) (interaction energy). (7.11)
Hence, for given constants c1 ∈ (0,+∞) and c2, c3 ∈ [0,+∞) we define φ :Pp(Rd) → (−∞,+∞] by:
φ(μ) := c1V(μ)+ c2F(μ)+ c3W(μ). (7.12)
We further assume that the function V is p-coercive, i.e.
lim sup
|x|→+∞
V (x)
|x|p = +∞, (V2)
and that (cf. with condition [1, (2)])
V is (λ,p)-convex on Rd for some λ ∈R. (V3)
Notice that (V3) yields that V is Gâteaux-differentiable in O . As for F , we require that
F has a superlinear growth at infinity, i.e.
lim sup
F(s)
s
= +∞, and lim inf
s↓0
F(s)
sα
> −∞ for some α > d
d + p , (F2)s→+∞
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the map s → sdF (s−d) is convex and non-increasing in (0,+∞). (F3)
We associate with F the function LF : [0,+∞) → [0,+∞) given by:
LF (r) = rF ′(r)− F(r) for all r  0.
Remark 7.2. We point out that (F2) yields:
∃C1,C2  0 ∀r  0: F(r)−C1 −C2rα (7.13)
(F− being the negative part of F ), and refer to [5, Chapter 9] for further details on the above conditions. We shall just
mention (see [5, Remark 9.3.10]) that examples of functionals complying with (F1), (F2), (F3) are:
the entropy functional F(s) = s log(s),
the power functional F(s) = 1
m− 1 s
m, for m> 1 (7.14)
(in fact, the case 1 − 1/d m< 1 can also be treated, see [5, Remark 9.3.10]).
Remark 7.3 ((λ,p)-geodesic convexity of φ). It follows from [5, Propositions 9.3.5, 9.3.9] that, thanks to (W1)
and (F3), the functionals W and F are convex along geodesics in Pp(Rd). On the other hand, arguing as in the proof
of [5, Proposition 9.3.2], one verifies that the potential energy V is (λ,p)-geodesically convex in Pp(Rd). We thus
conclude that
φ from (7.12) is (λ,p)-geodesically convex in Pp(Rd).
The following proposition collects the main properties of φ. We shall just sketch its proof for the reader’s conve-
nience.
Proposition 7.4. In the setting of (7.1)–(7.3), assume (V1)–(F3). Then the functional φ : Pp(Rd) → (−∞,+∞]
defined by (7.12) fulfills (A3)–(A4) and (A6)–(A7); φ is regular in the sense of (7.6), there holds:
|∂φ|(μ) = ∣∣∂+φ∣∣(μ) for all μ ∈D(φ), (7.15)
and the (extended) Fréchet subdifferential ∂φ of φ(μ) admits the following characterization at every μ ∈ D(φ):
ξ ∈ ∂φ(μ) if and only if ξ ∈ Lp′(μ;Rd) and for all ν ∈Pp(Rd),
φ(ν)− φ(μ) inf
γ∈Γo(μ,ν)
∫
Rd×Rd
〈
ξ(x), y − x〉dγ (x, y)+ λ
p
W
p
p (μ, ν). (7.16)
Furthermore, if μ ∈ ACploc([0,+∞);Pp(Rd)) is an energy solution (in the sense of Definition 2.2), then there
exists ρ : t ∈ [0,+∞) → ρt ∈ L1(Rd) such that∫
Rd
ρt (x)dx = 1,
∫
Rd
|x|pρt (x)dx < +∞, μt = ρtL d for all t ∈ [0,+∞),
LF (ρ) ∈ L1loc
(
0,+∞;W 1,1loc (O)
)
,
the map t →
∥∥∥∥c1∇V + c2 ∇LF (ρt )ρt + c3∇W ∗ ρt
∥∥∥∥
Lp
′
(μt ;Rd )
∈ Lploc(0,+∞)
(where ∗ denotes the convolution product), satisfying the drift-diffusion equation with nonlocal term
∂tρt − div
(
ρtjp′
(
c1∇V + c2 ∇LF (ρt )
ρt
+ c3∇W ∗ ρt
))
= 0, (7.17)
in D ′(Rd × (0,+∞)) (jp′(r) := |r|p′−2r), and the energy identity for all 0 s  t ,
t∫
s
∥∥∥∥c1∇V + c2 ∇LF (ρr)ρr + c3∇W ∗ ρr
∥∥∥∥
p
Lp
′
(μr ;Rd )
dr + φ(μt )= φ(μs). (7.18)
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semicontinuous w.r.t. the narrow convergence. In order to prove (A4) in the case c2 > 0 (the proof for c2 = 0 being
analogous), let us consider a sequence {μn = ρnLd} ⊂ Pp(Rd) fulfilling supn φ(μn) < +∞. Using that W takes
nonnegative values and the coercivity (V2) of V , one finds that
sup
n
(∫
Rd
c2F
(
ρn(x)
)
dx +M1
∫
Rd
|x|pρn(x)dx
)
< +∞, (7.19)
for some M1 > 0. On the other hand, being (αp)/(1 − α) > d by (F2), one has
K :=
∫
Rd
(
1 + |x|)− αp1−α dx < +∞,
and Hölder’s inequality yields:∫
Rd
ραn (x)dx =
∫
Rd
ραn (x)
(
1 + |x|)αp(1 + |x|)−αp dx  ( ∫
Rd
ρn(x)
(
1 + |x|)p dx)αK1−α.
Therefore, from (7.13) we infer that∫
Rd
F
(
ρn(x)
)
dx −C1 −C2
∫
Rd
ραn (x)dx
−C1 −C2K1−α2α(p−1)
(
1 +
∫
Rd
ρn(x)|x|p dx
)α
−C1 −CM1
(
1 +
∫
Rd
ρn(x)|x|p dx
)
−C, (7.20)
the last passage following from a trivial application of the Young inequality with a suitable constant CM1 > 0
depending on M1 and to be specified later. Combining (7.19) and (7.20), and choosing CM1 in such a way that
c2CM1 M1/2, we conclude that
sup
n
(
M1
2
∫
Rd
|x|pρn(x)dx
)
< +∞. (7.21)
Thus, the integral condition for tightness is satisfied and, by the Prokhorov theorem, {μn} admits a narrowly
converging subsequence. Furthermore, it follows from (7.21) that for all ε > 0 {μn} has uniformly integrable
(p − ε)-moments so that, by [5, Proposition 7.1.5], it is Wp−ε-relatively compact.
It follows from Remark 7.3 and from Proposition 2.7 that the local slope |∂φ| is a strong upper gradient. Fur-
thermore, arguing as in the proof of [5, Lemma 10.3.8] one easily checks that, by (λ,p)-geodesic convexity,
the functional φ is also regular, and (7.16) can be shown by repeating the calculations of [5, Theorem 10.3.6].
Property (7.15) is proved in [5, Proposition 10.4.14]. In view of [5, Theorems 10.3.11, 10.4.13], we have that for
a given measure μ ∈Pp(Rd)
|∂φ|(μ) = ∣∣∂+φ∣∣(μ) < +∞ if and only if LF (ρ) ∈W 1,1loc (O),
there exists a unique w ∈ Lp′(μ;Rd) s.t. ‖w‖
Lp
′
(μ;Rd ) =
∥∥∂◦φ(μ)∥∥
Lp
′
(μ;Rd ) = |∂φ|(μ), (7.22)
and there holds:
ρw = c1ρ∇V + c2∇LF (ρ)+ c3ρ(∇W) ∗ ρ μ-a.e. in Rd . (7.23)
Thus, the conditional continuity (CONT) follows from combining (7.22) with the regularity property (7.6).
234 R. Rossi et al. / J. Math. Pures Appl. 95 (2011) 205–244Finally, let μ ∈ ACp([0, T ];Pp(Rd)) be a p-curve of maximal slope: collecting (7.8), (7.22), and (7.23), we
conclude that its velocity field satisfies for a.a. t ∈ (0, T ),
−jp(vt )= c1∇V + c2 ∇LF (ρt )
ρt
+ c3∇W ∗ ρt μt -a.e. in Rd .
Joint with the continuity equation (7.5), the latter relation yields (7.17). Then, the energy identity (7.18) ensues
from (7.4) and (2.9). 
Remark 7.5 (An alternative convexity assumption). Instead of the (λ,p)-convexity condition (V3) for V , one could
impose the standard λ-convexity on V , with λ having a different sign depending on p, namely
V λ-convex on Rd , with λ 0 if p  2 or λ 0 if p  2. (V3′)
It is proved in [5, Proposition 9.3.2] that, under (V3′), the functional V is (λ,2)-geodesically convex on P(Rd), and
so is φ given by (7.12). It is not difficult to verify that the proof of Proposition 7.4 goes through upon replacing (V3)
with (V3′).
7.3. Global attractor for drift-diffusion equations with nonlocal terms
Remark 7.6 (Reduction to the (λ,p)-geodesically convex case, with λ  0). In view of Proposition 7.4 and
Theorem 4.8, if φ from (7.12) is (λ,p)-geodesically convex with λ > 0 (which is implied by V being (λ,p)-convex
with λ > 0), then the global attractor for the semiflow of the energy solutions (of the gradient flow associated with φ),
reduces to the unique minimum point of φ, to which all trajectories converge as t → +∞ with an exponential rate.
Therefore, henceforth we shall focus on the case in which
V is (λ,p)-convex on Rd , for some λ 0.
The following result provides the last ingredient for the proof of the existence of the global attractor for the
drift-diffusion equation (7.17).
Lemma 7.7. In the setting of (7.1)–(7.3), assume (V1)–(F3), and that (V3) holds with λ 0. Then, the set of the rest
points:
Σ(φ) = {μ¯ ∈Pp(Rd): 0 ∈ ∂φ(μ¯)}
=
{
μ¯ ∈Pp
(
R
d
)
:
μ¯ = ρ¯Ld, LF (ρ¯) ∈W 1,1loc (O),
c1∇V + c2 ∇LF (ρ¯)
ρ¯
+ c3∇W ∗ ρ¯ = 0 μ¯-a.e. in Rd
}
,
is bounded in the phase space (D(φ), dφ), dφ being as in (4.6).
Proof. We suppose that c2 > 0, referring to the following Example 7.9 for some ideas on the case c2 = 0.
Due to (7.16), for every μ¯ = ρ¯Ld ∈Σ(φ) there holds in particular,
φ(μ˜)− φ(μ¯) λ
p
W
p
p (μ˜, μ¯), for all μ˜ = ρ˜Ld ∈Pp
(
R
d
)
, with ρ˜ ∈ C∞(Rd) compactly supported. (7.24)
Let t :Rd →Rd be the unique (by [5, Theorem 6.2.4]) optimal transport map between μ¯ and μ˜, so that
W
p
p (μ˜, μ¯) =
∫
Rd
∣∣t(x)− x∣∣p dμ¯(x) 2p−1 ∫
Rd
∣∣t(x)∣∣p dμ¯(x)+ 2p−1 ∫
Rd
|x|p dμ¯(x).
Hence, it follows from (7.24) (recalling that λ 0 and that μ˜ is compactly supported) that
φ(μ¯)+ λ2
p−1
p
∫
d
|x|p dμ¯(x) φ(μ˜)− λ2
p−1
p
∫
d
∣∣t(x)∣∣p dμ¯(x) φ(μ˜)+C. (7.25)
R R
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Proposition 7.4, it is not difficult to infer from (7.25) that
∃C > 0 ∀μ¯ ∈ Σ(φ):
⎧⎪⎨
⎪⎩
φ(μ¯) C,
W
p
p (δ0, μ¯)
∫
Rd
|x|p dμ¯(x) C, (7.26)
δ0 denoting the Dirac mass centered at 0, which concludes the proof. 
On behalf of Theorem 4.7, Proposition 7.4, and Lemma 7.7, we thus conclude:
Theorem 7.8. In the setting of (7.1)–(7.3), assume (V1)–(F3), and that (V3) holds with λ 0.
Then, the generalized semiflow generated by the energy solutions of the gradient flow driven by φ from (7.12)
admits a global attractor.
Example 7.9. In the case c2 = c3 = 0, the set of the rest points Σ(φ) consists of the measures μ¯ ∈Pp(Rd) satisfying
μ¯
(
R
d \ S)= 0, with S = {x ∈Rd : ∇V (x) = 0}. (7.27)
The boundedness of Σ(φ) follows from (V1), (V2), and (V3) (with λ  0). Indeed, the latter condition and (7.27)
yield that for every fixed y¯ ∈O there holds:
V (y¯) V (x)+ λ
p
|y¯ − x|p for μ¯-a.a. x ∈Rd ,
whence, also using (V2), we find that for all M2 > 0 there exists CM2 > 0 with,
V (y¯)− λ2
p−1
p
|y¯|p  V (x)+ λ2
p−1
p
|x|p  V (x)
2
+ 1
2
(
M2 + λ2
p
p
)
|x|p − CM2
2
for μ¯-a.a. x ∈ Rd . Choosing M2 > −λ2p/p and taking into account that V is bounded from below, one immediately
deduces (7.26). An analogous argument can be developed in the case V is λ-convex in the standard sense.
Example 7.10. In the case c2 
= 0 and c3 = 0, V fulfills (V1), (V2), and (V3) (with λ 0), and F is either the entropy
or the power functional (cf. with (7.14)), then Σ(φ) reduces to a singleton. In fact, when F(s) = s log(s) the stationary
equation defining the set of the rest points of φ becomes,
c1∇V + c2 ∇ρ¯
ρ¯
= 0, μ¯ = ρ¯L d -a.e. in Rd ,
leading to
μ¯ = 1
Z
e−VL d
(where Z = ∫
Rd
e−V (x) dx). Similar calculations may be developed in the case of the power functional.
8. Application to phase transition evolutions driven by mean curvature
Throughout this section, we shall assume that
Ω is a C1, connected, and open set, (8.1)
and take as ambient space,
U = H−1(Ω), σ being the norm topology. (8.2)
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It is straightforward to check that, in the setting of (8.2), the functional φSte : H−1(Ω) → [0,+∞],
φSte(u) :=
{
infχ∈BV(Ω){
∫
Ω
( 12 |u− χ |2 + I{−1,1}(χ))dx +
∫
Ω
|Dχ |} if u ∈ L2(Ω),
+∞ otherwise,
complies with (A3)–(A4). Given u ∈ D(φSte) = L2(Ω), we denote by M(u) the non-empty set of the χ ’s in
BV(Ω; {−1,1}) attaining the minimum in the definition of φSte, and by ∂φSte its Fréchet subdifferential with
respect to the topology of H−1(Ω) (which we identify with its dual). Therefore, the limiting subdifferential ∂φSte is
given at every u ∈ L2(Ω) by:
∂φSte(u) =
{
ξ ∈ H−1(Ω): ∃un ∈H
−1(Ω), ξn ∈ H−1(Ω) with ξn ∈ ∂φSte(un) for all n ∈N,
un → u in H−1(Ω), ξn ⇀ ξ in H−1(Ω), supn φSte(un) < +∞.
}
It was proved (cf. with [30, Theorem 2.5]) that, for every initial datum u0 ∈ L2(Ω), every u ∈ GMM(φSte, u0) (which
is a non-empty set thanks to Proposition 4.2) fulfills the Cauchy problem for the gradient flow equation,
u′(t)+ ∂φSte
(
u(t)
)  0 in H−1(Ω) for a.a. t ∈ (0, T ).
The following result sheds some light on the properties of ∂φSte.
Proposition 8.1. The functional φSte fulfills the continuity property (CONT), and
for all u ∈ L2(Ω) there exists a unique χ¯u ∈ BV(Ω) such that
χ¯u ∈ M(u) and u− χ¯u ∈H 10 (Ω). (8.3)
Further, let u ∈ L2(Ω) fulfill |∂+φSte|(u) < +∞. Then, ∂φSte(u) is non-empty and, more precisely,
∂φSte(u) =
{
A(u− χ¯u)
} (8.4)
(A being the Laplace operator with homogeneous Dirichlet boundary conditions) with ϑ := u− χ¯u fulfilling the weak
form of the Gibbs–Thomson law, i.e. for all ζ ∈ C2(Ω;Rd) with ζ · n = 0 on ∂Ω there holds:∫
Ω
(
div ζ − νT Dζν)d|Dχ¯u| =
∫
Ω
div(ϑζ )χ¯u dx, (8.5)
where the Radon–Nikodým derivative ν = d(Dχ¯u)
d|Dχ¯u| is the measure–theoretic inner normal to the boundary of the phase{x ∈Ω: χ¯u(x) = 1}. Finally, there holds:∣∣∂+φSte∣∣(u) ∥∥A(u− χ¯u)∥∥H−1(Ω) = ∥∥∇(u− χ¯u)∥∥L2(Ω). (8.6)
Remark 8.2. In view of the conditional continuity (CONT) and of Proposition 2.14, for any generalized solution
(u,ϕ) of the metric gradient flow of φSte there holds ϕ = φ ◦ u. Hence we shall simply refer to any generalized
solution (u,ϕ) as u.
Proof. Property (8.3) (which is somehow underlying some of the arguments in [18]) is explicitly proved in
[30, Section 5.2]. It is shown in [30, Proposition 5.3] that, if ∂φSte(u) 
= ∅, then ∂φSte(u) = {A(u− χ¯u)}. It is straight-
forward to prove that there also holds:
|∂φSte|(u)
∥∥A(u− χ¯u)∥∥H−1(Ω). (8.7)
On the other hand, we fix w ∈ L2(Ω) and notice that
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h↓0
(φSte(u)− φSte(u+ hw))+
h‖w‖H−1(Ω)
 lim sup
h↓0
( 12‖u−χ¯u‖2L2(Ω) +
∫
Ω
|∇χ¯u| − 12‖u+hw−χ¯u‖2L2(Ω) −
∫
Ω
|∇χ¯u|)+
h‖w‖H−1(Ω)
= lim sup
h↓0
(−h22 ‖w‖2L2(Ω) + h
∫
Ω
w(u− χ¯u))+
h‖w‖H−1(Ω)
=
∫
Ω
w(u− χ¯u)
‖w‖H−1(Ω)
.
Being |∂φSte|(u) supw∈L2(Ω) Λ(u,w), by a density argument we easily conclude that |∂φSte|(u) ‖u− χ¯u‖H 10 (Ω),
so that, also in view of (8.7), with a slight abuse of notation we may write:
|∂φSte|(u) =
∥∥∂φSte(u)∥∥H−1(Ω) = ‖u− χ¯u‖H 10 (Ω). (8.8)
Using (8.8) and arguing as in [30, Proposition 5.3] it is not difficult to check the conditional continuity (CONT),
and that (8.4) holds. The latter yields (8.6) through the general inequality (6.10). Finally, the weak Gibbs–Thomson
law (8.5) has been proved in [30, Lemma 5.10]. 
Corollary 8.3. Under the above assumptions, for every u ∈ GMM(φSte, u0) (which is in particular a generalized
solution of the metric gradient flow of φSte), and every χ¯u ∈ M(u) the pair (ϑ = u− χ¯u, χ¯u) is a solution of the weak
formulation (3.6), (3.10) of the Stefan–Gibbs–Thomson problem, fulfilling the Lyapunov inequality (3.13).
Remark 8.4 (Lyapunov inequality). Indeed, through inequality (8.6), the energy inequality (2.22) for generalized
solutions translates into the Lyapunov inequality (3.13). We may observe that, since in this case |∂+φSte| is not an
upper gradient (from another viewpoint, the chain rule (6.7) w.r.t. ∂φSte does not hold), inequality (3.13) yields the
most exhaustive energetic information on solutions of the Stefan–Gibbs–Thomson problem.
Existence of the global attractor. We deduce from Theorem 4.6 for generalized solutions the following result,
which in particular yields information on the long-time behavior of the Minimizing Movements solutions of the Stefan
problem with the (weak) Gibbs–Thomson law.
Theorem 8.5. Under the above assumptions, the semiflow of the generalized solutions of the metric gradient flow
driven by the functional φSte from (3.11) admits a global attractor in the phase space D(φSte) = L2(Ω), endowed
with the distance dφSte from (4.2).
Proof. Since φSte complies with (A3)–(A4), in order to apply Theorem 4.6 it remains to check that the set of
the rest points is bounded in the space (L2(Ω), dφSte). Indeed, it follows from the conditional continuity (CONT)
(cf. with (4.4)) and from inequality (8.6) that for every rest point u¯ of the semiflow generated by φSte there holds
u¯ = χ¯u¯ ∈ M(u¯).
Thus, |u¯| = 1 a.e. in Ω , and
φSte(u¯) =
∫
Ω
|∇χ¯u¯| 12
∫
Ω
|u¯− 1|2  2|Ω|,
where the second inequality ensues from choosing χ ≡ 1 in the minimization which defines φSte. This concludes the
proof. 
8.2. Some partial results for the Mullins–Sekerka problem
The functional φMS : H−1(Ω) → [0,+∞]:
φMS(χ) :=
{∫
Ω
I{−1,1}(χ)dx +
∫
Ω
|Dχ | if χ ∈ BV(Ω; {−1,1}),
−1+∞ if χ ∈H (Ω) \ BV(Ω; {−1,1})
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of the global attractor for the generalized solutions (χ,ϕ) driven by φMS would be the proof of the boundedness of
the rest points set, in the phase space (4.2). In this direction, we present the following result on properties of the local
and weak relaxed slopes of φMS, which we believe to have an independent interest.
Proposition 8.6. In the present setting, for every,
ζ ∈ C2(Ω;Rd) with ζ · n = 0 on ∂Ω, (8.9)
there exists a constant Cζ  0, depending on ‖ζ‖W 1,∞(Ω;Rd ), such that the following inequalities hold for all χ ∈
D(φMS) and ϕ ∈R with ϕ  φMS(χ):
|∂φMS|(χ) Cζ
∫
Ω
(
div ζ − νT Dζν)d|Dχ |; (8.10)
∣∣∂−φMS∣∣(χ,ϕ) Cζ
∫
Ω
(
div ζ − νT Dζν)d|Dχ |. (8.11)
Proof. We start by proving (8.10) for a fixed field ζ as in (8.9). Arguing as in the proof of [30, Lemma 5.10], for
s ∈R we introduce the flow Xs :Ω →Ω associated with ζ via the ODE system:⎧⎨
⎩
d
ds
Xs(x) = ζ
(
Xs(x)
)
,
X0(x) = x,
for all (s, x) ∈R×Ω . (8.12)
Since Ω is regular (cf. with (8.1)) and ζ · n = 0 on ∂Ω , Xs(Ω) = Ω for all s ∈ R. Further, the map x ∈ Ω → Xs(x)
is a C2 diffeomorphism, with inverse X−s :Ω → Ω . Setting
Ds(x) := DxXs(x), Js(x) := det Ds(x) for all x ∈Ω ,
it is immediate to check that⎧⎨
⎩
d
ds
Js(x) = div
(
ζ
(
Xs(x)
))
Js(x),
J0(x) = 1,
for all (s, x) ∈R×Ω . (8.13)
It follows from (8.12) that (recall that i :Rd →Rd denotes the identity map)
‖Xs − i‖L∞(Ω;Rd )  |s|‖ζ‖L∞(Ω;Rd ). (8.14)
In the same way, (8.13) and the Gronwall lemma yield for all s ∈ [−1,1]:
‖Js‖L∞(Ω)  exp
(|s|∥∥div(ζ )∥∥
L∞(Ω)
)
,
‖Js − 1‖L∞(Ω) 
∥∥div(ζ )∥∥
L∞(Ω) exp
(|s|∥∥div(ζ )∥∥
L∞(Ω)
)
. (8.15)
Then, for every fixed χ ∈D(φMS), we consider its perturbation χs : Ω → {−1,1}, for s ∈R, defined by:
χs(x) := χ
(
X−s(x)
) ∀x ∈ Ω.
Now, χs still belongs to BV(Ω; {−1,1}) and it can be verified that |Dχs | coincides with the (m − 1)-dimensional
Hausdorff measure restricted to Ss = Xs(S) (S being the essential boundary separating the phases). Therefore, the
first variation formula for the area functional (see, e.g., [4, Theorem 7.31]) yields,
d
ds
(∫
Ω
|Dχs |
)
s=0
=
∫
Ω
(
div ζ − νT Dζν)d|Dχ |.
Hence, we have the following chain of inequalities:
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‖v−χ‖
H−1(Ω)→0
(
∫
Ω
|Dχ | − ∫
Ω
|Dv|)+
‖v − χ‖H−1(Ω)
 lim sup
s→0
(
(
∫
Ω
|Dχ | − ∫
Ω
|Dχs |)+
s
s
‖χ − χs‖H−1(Ω)
)
 lim sup
s→0
s
‖χ − χs‖H−1(Ω)
(∫
Ω
(−div ζ + νT Dζν)d|Dχ |).
To conclude for (8.10), we are going to show that
lim sup
s→0
s
‖χ − χs‖H−1(Ω)
 Cζ , (8.16)
with Cζ > 0 if ζ is not identically zero, depending on ‖ζ‖W 1,∞(Ω;Rd ). Indeed, to evaluate ‖χ − χs‖H−1(Ω) we fix
v ∈H 10 (Ω), and for later convenience extend it to a function v˜ ∈ H 1(Rd). There holds:
H−1(Ω)〈χ − χs, v〉H 10 (Ω) =
∫
Ω
(
χ(x)− χ(X−s(x)))v(x)dx
=
∫
Ω
χ(x)
(
v(x)− v(Xs(x))∣∣Js(x)∣∣)dx
= I1 + I2 :=
∫
Ω
χ(x)
(
v(x)− v(Xs(x)))dx
+
∫
Ω
χ(x)v
(
Xs(x)
)(
J0(x)−
∣∣Js(x)∣∣)dx, (8.17)
where the second equality follows from the change of variable formula. Then, supposing |s|  1 and setting
λ(ζ ) := ‖ζ‖L∞(Ω), we estimate I1 by means the maximal function Mλ(ζ) of v (see Appendix C). In view of
Lemma C.2, there holds:∥∥Mλ(ζ)(∇v)∥∥2L2(Ω;Rd )  C(d,2)
∫
Br¯+λ(ζ )(0)
∣∣∇v(x)∣∣2 dx = C(d,2)‖∇v‖2
L2(Ω), (8.18)
where r¯ > 0 is such that Ω ⊂ Br¯(0). Thus, changing variables we have:∫
Ω
∣∣Mλ(ζ)(∇v(Xs(x)))∣∣2 dx =
∫
Ω
∣∣Mλ(ζ)(∇v(y))∣∣2∣∣J−s(y)∣∣dy
 exp
(|s|∥∥div(ζ )∥∥
L∞(Ω)
)
C(d,2)‖∇v‖2
L2(Ω), (8.19)
the latter inequality from the first of (8.15) and (8.18). Using (8.14), Lemma C.3 and (8.18)–(8.19), we thus have:
|I1| C(d)
∫
Ω
∣∣Xs(x)− x∣∣(Mλ(ζ)(∇v(x))+Mλ(ζ)(∇v(Xs(x))))dx
 C(d)C(d,2)1/2‖Xs − i‖L∞(Ω;Rd )‖∇v‖L2(Ω)
(
1 + exp
(
1
2
|s|∥∥div(ζ )∥∥
L∞(Ω)
))
 Cd‖ζ‖L∞(Ω)
(
1 + exp
(
1
2
|s|∥∥div(ζ )∥∥
L∞(Ω)
))
|s|‖v‖H 10 (Ω), (8.20)
the constant Cd > 0 only depending on the dimension. As for I2 we have:
|I2| ‖v‖L2(Ω)‖Js − 1‖L∞(Ω) 
∥∥div(ζ )∥∥
L∞(Ω) exp
(|s|∥∥div(ζ )∥∥
L∞(Ω)
)‖v‖L2(Ω). (8.21)
Collecting (8.17) and (8.20)–(8.21), we immediately infer (8.16).
240 R. Rossi et al. / J. Math. Pures Appl. 95 (2011) 205–244In order to prove (8.11) for all χ ∈ D(φMS) and ϕ  φMS(χ), we argue in the following way: according to the
definition of |∂−φMS| we fix a sequence {χk} ⊂ D(φMS) converging to χ in H−1(Ω) and such that
∣∣|∂φMS|(χk)− ∣∣∂−φMS∣∣(χ,ϕ)∣∣ 1
k
,
∣∣∣∣
∫
Ω
|Dχk| − ϕ
∣∣∣∣ 1k . (8.22)
It follows from the latter inequality and [4, Theorem 1.5.9] that {Dχk} has a weakly∗ converging subsequence in the
sense of measures. Therefore, Dχk ⇀∗ Dχ and, thanks to Reshetnyak Theorem [4, Theorem 2.38], there holds:
lim inf
k→∞
(∫
Ω
(
div ζ − νT Dζν)d|Dχk|
)

∫
Ω
(
div ζ − νT Dζν)d|Dχ |.
Thus, using the first of (8.22) we can pass to the limit in (8.10) as k → +∞ and conclude (8.11). 
Remark 8.7. As a consequence of Proposition 8.6, for every rest point (χ¯ , ϕ¯) of the semiflow of the generalized
solutions driven by the functional φMS there holds:∫
Ω
(
div ζ − ν¯T Dζ ν¯)d|Dχ¯ | = 0, for all ζ ∈ C2(Ω;Rd) with ζ · n = 0 on ∂Ω, (8.23)
(ν¯ = d(Dχ¯)
d|Dχ¯ | being the measure–theoretic inner normal to the boundary of the phase {χ¯ ≡ 1}). This suggests that, a way
to prove that the generalized semiflow associated with φMS complies with condition (A5) could be: to deduce from
condition (8.23) some universal bound for every rest point χ¯ . However, this presently remains an open problem.
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Appendix A. Generalized semiflows
In the following, we shall denote by (X , dX ) a (not necessarily complete) metric space. We recall that the
Hausdorff semidistance or excess eX (A,B) of two non-empty subsets A,B ⊂ X is given by eX (A,B) :=
supa∈A infb∈B dX (a, b). For all ε > 0, we also denote by B(0, ε) the ball B(0, ε) := {x ∈ X: dX (x,0) < ε}, and
by Nε(A) := A+B(0, ε) the ε-neighborhood of a subset A.
Definition A.1 (Generalized semiflow). A generalized semiflow G on X is a family of maps g : [0,+∞) → X
(referred to as solutions), satisfying:
(Existence)
For any g0 ∈ X there exists at least one g ∈G with g(0) = g0. (H1)
(Translates of solutions are solutions)
For any g ∈G and τ  0, the map gτ (t) := g(t + τ), t ∈ [0,+∞), belongs to G. (H2)
(Concatenation)
For any g, h ∈G and t  0 with h(0) = g(t), then z ∈G,
z being the map defined by z(τ ) := g(τ) if 0 τ  t, and h(τ − t) if t < τ . (H3)
(Upper semicontinuity with respect to initial data)
If {gn} ⊂ G and gn(0) → g0, then there exist a subsequence {gnk } of
{gn} and g ∈G such that g(0) = g0 and gnk (t) → g(t) for all t  0. (H4)
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(C0) Each g ∈ G is strongly measurable on (0,+∞), i.e. there exists a sequence {fj } of measurable countably-valued
maps converging to g a.e. on (0,+∞).
(C1) Each g ∈G is continuous on (0,+∞).
(C2) For any {gn} ⊂ G with gn(0) → g0, there exist a subsequence {gnk } of {gn} and g ∈ G such that g(0) = g0 and
gnk → g uniformly in compact subsets of (0,+∞).
(C3) Each g ∈G is continuous on [0,+∞).
(C4) For any {gn} ⊂ G with gn(0) → g0, there exists a subsequence {gnk } of {gn} and g ∈ G such that g(0) = g0 and
gnk → g uniformly in compact subsets of [0,+∞).
ω-limits and attractors. Given a generalized semiflow G on X , we introduce for every t  0 the operator T (t) :
2X → 2X defined by:
T (t)E := {g(t): g ∈ G with g(0) ∈E}, E ⊂ X . (A.1)
The family of operators {T (t)}t0 defines a semigroup on 2X , i.e., it fulfills the following property:
T (t + s)B = T (t)T (s)B ∀s, t  0 ∀B ⊂ X .
Given a solution g ∈G, we introduce its ω-limit ω(g) by:
ω(g) := {x ∈ X : ∃{tn}, tn → +∞, such that g(tn) → x}.
We say that w : R → X is a complete orbit if, for any s ∈ R, the translate map ws ∈ G (cf. (H2)). Finally, the ω-limit
of E is defined as
ω(E) := {x ∈ X : ∃{gn} ⊂ G such that {gn(0)}⊂ E, {gn(0)} is bounded
and ∃tn → +∞ with gn(tn)→ x
}
.
Given subsets F,E ⊂ X , we say that F attracts E if,
eX
(
T (t)E,F
)→ 0 as t → +∞.
Moreover, we say that F is positively invariant if T (t)F ⊂ F for every t  0, that F is quasi-invariant if for any
v ∈ F there exists a complete orbit w with w(0) = v and w(t) ∈ F for all t ∈ R, and finally that F is invariant if
T (t)F = F for every t  0 (equivalently, if it is both positively and quasi-invariant).
Definition A.2 (Global attractor). Let G be a generalized semiflow. We say that a non-empty set A is a global
attractor for G if it is compact, invariant, and attracts all bounded sets of X .
Definition A.3 (Point dissipative, asymptotically compact). Let G be a generalized semiflow. We say that G is point
dissipative if there exists a bounded set B0 ⊂ X such that for any g ∈ G there exists τ  0 such that g(t) ∈ B0 for all
t  τ . Moreover, G is asymptotically compact if for any sequence {gn} ⊂ G such that {gn(0)} is bounded and for any
sequence tn → +∞, the sequence {gn(tn)} admits a convergent subsequence.
Lyapunov function. We say that a complete orbit g ∈ G is stationary if there exists x ∈ X such that g(t) = x for
all t ∈ R. Such x is then called a rest point. Note that the set of rest points of G, denoted by Z(G), is closed in view
of (H4).
Definition A.4 (Lyapunov function). V : X →R is a Lyapunov function for G if: V is continuous, V (g(t)) V (g(s))
for all g ∈ G and 0  s  t (i.e., V decreases along solutions), and, whenever the map t → V (g(t)) is constant for
some complete orbit g, then g is a stationary orbit.
We say that a global attractor A for G is Lyapunov stable if for any ε > 0 there exists δ > 0 such that for any
E ⊂ X with eX (E,A) δ, then eX (T (t)E,A) ε for all t  0.
Finally, we recall the following two results, providing necessary and sufficient conditions for a semiflow to admit
a global attractor, cf. [7, Theorems 3.3, 5.1, 6.1].
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cally compact. Moreover, the attractor A is unique, it is the maximal compact invariant subset of X , and it can be
characterized as
A =
⋃{
ω(B): B ⊂ X , bounded}= ω(X ).
Besides, if G complies with (C1) and (C4), then A is Lyapunov stable.
Theorem A.6. Assume that G is asymptotically compact, admits a Lyapunov function V , and that the sets of its rest
points Z(G) is bounded. Then, G is also point dissipative, and thus admits a global attractor A. Moreover,
ω(u) ⊂ Z(G) for all trajectories u ∈G.
Appendix B. The proof of Proposition 6.1 revisited
Preliminarily, we state and prove the following:
Lemma B.1. Under the assumptions of Proposition 6.1, let zkj fulfill,
zkj ∈ Argmin
v∈B
{‖v − uk‖2
2rkj
+ φ(v)
}
. (B.1)
Then,
J2
(
zkj − uk
rkj
)
+ ∂sφ
(
zkj
)  0. (B.2)
Proof. To check (6.17) we notice that, thanks to [23, Lemma 2.32, p. 214],
∀η > 0 ∃z1η ∈ B, z2η ∈ D(φ):
⎧⎪⎪⎨
⎪⎪⎩
∥∥z1η − zkj∥∥+ ∥∥z2η − zkj∥∥ η,∣∣∥∥z1η − uk∥∥2 − ∥∥zkj − uk∥∥2∣∣ 2ηrkj ,∣∣φ(z2η)− φ(zkj )∣∣ η,
and
∃wη ∈ J2
(
z1η − uk
rkj
)
, ∃ξη ∈ ∂φ
(
z2η
)
, ∃ζη ∈ B∗, ‖ζη‖∗  η,
such that wη + ξη + ζη = 0.
Choosing η = 1/n, we find sequences {z1n}, {z2n}, {wn}, {ξn}, and {ζn} fulfilling:⎧⎪⎨
⎪⎩
ζn → 0 in B∗,
z1n → zkj in B,
z2n → zkj in B, with φ(z2n) → φ(zkj ).
(B.3)
Furthermore, being wn ∈ J2((z1n − uk)/rkj ), thanks to the second of (B.3), we have supn ‖wn‖∗  C, for a positive
constant C only depending on ‖uk‖ and ‖zkj‖. Thus, there exists w¯ ∈ B∗ such that, up to a subsequence, wn ⇀∗ w¯ in
B∗ as n → ∞. By the strong-weak∗ closedness of J2, we find that w¯ ∈ J2((zkj − uk)/rkj ). On the other hand, by the
definition of J2 and again by the second of (B.3),
‖wn‖2∗ =
〈
wn,
z1n − uk
rk
〉
→
〈
w¯,
zkj − uk
rk
〉
= ‖w¯‖2∗,j j
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Combining the latter information with the third of (B.3), we find from the definition of strong limiting subdifferential
that −w¯ ∈ ∂sφ(zkj ), so that (6.17) ensues. 
Proof of Proposition 6.1. To prove (6.10), like in Section 6 we exhibit a sequence {uk} ⊂ B for which (6.13) holds
and, correspondingly, sequences {rkj }j and zkj as in (B.1), fulfilling (6.15). The only difference with respect to the
argument developed in Section 6 is that, without (6.12), the Euler equation corresponding to (B.1) is (B.2), so that
∃wkj ∈ J2
(
zkj − uk
rkj
)
∩ (−∂sφ(zkj )) (B.4)
which also fulfills |∂φ|2(uk) = limj→∞ ‖wkj‖2∗. Then, again with a diagonalization procedure we find a subsequence
wk with wk ⇀∗ w in B∗. Using (B.4) and the closure formula (6.8), we again arrive at
−w ∈ ∂φ(u),
and conclude the validity of (6.10) along the very same lines as in the proof of Proposition 6.1. 
Appendix C. Maximal functions
We recall the definition of the local maximal function of a locally finite measure and two related results, referring
e.g. to [37] for all details.
Definition C.1. Let μ be a (vector-valued) locally finite measure. For every λ > 0 the local maximal function Mλμ of
μ is defined by:
Mλμ(x) := sup
0<r<λ
|μ|(Br(x))
L d(Br(x))
for all x ∈Rd .
In particular, when μ = fL d for some f ∈ L1loc(Rd ;Rd), we shall use the notation Mλf .
Lemma C.2. For all 1 <p < ∞ there exists a constant C(d,p) > 0 such that for every f ∈ Lp(Rd ;Rd) there holds:∫
Br(0)
∣∣Mλf (x)∣∣p dx  C(d,p)
∫
Br+λ(0)
∣∣f (x)∣∣d dx for all r > 0.
Lemma C.3. There exists a constant C(d) > 0 such that for every λ > 0, and v ∈ BV(Rd) there holds:∣∣v(x)− v(y)∣∣ C(d)|x − y|(Mλ∇v(x)+Mλ∇v(y))
for all x, y ∈Rd \Nv (with Nv ⊂Rd a negligible set) with |x − y| λ.
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