The aim of this article is modifying the well-known homotopy perturbation method (HPM) to yield the solution of Sylvester matrix equation. Moreover, conditions are deduced to check the convergence of the homotopy series. The numerical implementations will be conducted to measure the accuracy and speed of the homotopy series. Finally, some applications of this linear matrix equation are given.
Introduction
The linear matrix equation This matrix equation plays a significant role in several applications in science and engineering such as evaluation of implicit numerical schemes for partial differential equations, decoupling techniques for ordinary differential equations, image restoration, signal processing, filtering, model reduction, block-diagonalization of matrices, computation of the matrix functions, and Control theory [2, 3, 5, 25] . There are various approaches either direct methods or iterative methods to the solution of this equation. The Bartels-Stewart method [1] and the Hessenberg-Schur method [15] are based on the transforming the coefficient matrices to Schur and Hessenberg form respectively, and then solving the corresponding linear system of equations by a backward substitution process. These approaches are categorized as direct methods. Some iterative methods to solve Sylvester equation have also been proposed that are more appropriate to large sparse systems [20, 31] . Zhang et. al. [34] proposed a numerical procedure for solving matrix equations in the form (A ⊗ B)X = F, by employing the well-known Gaussian elimination for the linear system Ax = b. They have distinguished that the modified algorithm has a high computational efficiency. Ding et al. [9] presented iterative solutions of matrix equations AXB = F, and generalized Sylvester matrix equations AXB + CXD = F by improving the well-known Jacobi and Gauss-Seidel iterations for Ax = b. They have shown that the iterative solution always converges to the exact solution for any initial values. Their strategy is to regard the unknown matrix X to be solved as the parameters of a system to be identified, and to attain the recursive solutions by utilizing the hierarchical identification principle.
Moreover, Ding and Zhang [11] solved the coupled matrix equations A i XB i = F i , for i = 1, 2, . . . , p by constructing an objective function and using the gradient search. They stated that the gradient solution is convergent for any initial values. J. Ding et. al. [10] introduced two iterative algorithms to obtain the linear matrix equations A 1 XB 1 = F 1 and A 2 XB 2 = F 2 . It is proved that the iterative solutions obtained by the proposed algorithms converge to their true values for any initial value. Toutounian et. al. [32] proposed an iterative method to solve the general coupled matrix equations (including generalized coupled Lyapunov and Sylvester matrix equations) by extending the idea of LSMR method. They claimed that by employing this iterative method, a solution group can be yielded within finite iteration steps in absence of round-off errors, and the minimum Frobenius norm solution or the minimum Frobenius norm least-squares solution group can be derived when an appropriate initial iterative matrix group is selected. Furthermore, the optimal approximation solution group to a given matrix group in the Frobenius norm can be obtained by finding the least Frobenius norm solution group of new general coupled matrix equations. For more information about the sophisticated techniques for solving matrix equations, one can refer to [6, 7, 8, 12, 14, 27, 28, 29] . It is well-known that the basic idea of homotopy to propose a general method for nonlinear problems was introduced by Doctor Liao [22] on 1992. Following him, an analytic approach based on the same theory which is so called "homotopy perturbation method" (HPM), is provided by Doctor He [16] on 1998, as well as the recent developments [16, 17] . As can be seen in several publications, in most cases, using HPM gives a very rapid convergence of the solution series, and usually only a few iterations leading to very accurate solutions.
In the sense of linear algebra, Keramati [21] first applied HPM to solve linear system of equations Ax = b. He shown that the splitting matrix of this method is only the identity matrix. However, this method does not converge for some systems when the spectrum radius is greater than one. In order to solve this issue, Liu [23] was added the auxiliary parameter and the auxiliary matrix to the homotopy method. He has adjusted the Richardson method, the Jacobi method, and the Gauss-Seidel method to choose the splitting matrix. Moreover, Edalatpanah and Rashidi [13] focused on modification of HPM for solving systems of linear equations by choosing an auxiliary matrix to increase the rate of convergence. In the recent paper, Saeidian et. al [30] proposed an iterative scheme to solve linear systems equations based on the concept of homotopy. They have shown that their modified method recommends more cases of convergence. According to our knowledge, nevertheless the HPM was not improved to solve Sylvester matrix equations. In this article, we extend the application of HPM to find an appropriate approximation to the Sylvester matrix equation. Furthermore, convergence conditions of the method will be analyzed in detail. Numerical examples and applications are provided to illustrate the properties of the modified method.
The solution of Sylvester matrix equation
In this section, we will solve the Sylvester matrix equation by new approach. First, we will investigate the existences and uniqueness of the solution, and then we will modify HPM to the equation (1.1). Eventually, convergence analysis will be given.
Existence and uniqueness of the solution
The first important question is, "When does a solution for equation (1.1) exist?" By rewriting the matrices in (1.1) in terms of their columns, it is easily seen that 
Applying Kronecker product and vector operator, the linear system (2.2) can be denoted as
that with Kronecker sum notation, it is as (A ⊕ B t )vec(X) = vec(C). Therefore, the solution of the system (2.2) is exist if and only if the coefficient matrix (A ⊕ B t ) will be nonsingular. In other words, it has no zero eigenvalues. But
Hence, the eigenvalues of (A ⊕ B t ) are (λ i + µ j ), whenever λ i ∈ σ (A) and µ j ∈ σ (B) (σ (W) is the spectrum of a matrix W). In summary, we have the following theorem. 
In the next subsection, the improvement of HPM will be given.
Modification of homotopy perturbation method
In this subsection, we are ready to modify HPM in order to yield the solution of Sylvester matrix equation. In order to adjust dimension of matrices in homotopy function, m = n is considered. The general type of homotopy approach to obtain the solution of (1.1) can be described as follows. Let
, and a convex homotopy can express as
where F is an operator with known solution W 0 . In this case, HPM utilizes the homotopy parameter p as an expanding parameter to obtain 8) and it gives an approximation to the solution of (1.1) as
By substituting (2.5) and (2.6) in (2.7), and equating the terms with the identical power of p, we can obtain: In other words, we have
(2.12)
Taking U 0 = W 0 = 0 and applying vector operator and Kronecker product, we obtain
(2.13)
Consequently, according to the property of the vector operator, the solution is in the form
(2.14)
Convergence analysis
In the following theorem, we will verify that the sequence vec(V) is convergent. Before this, we mention that ρ(W) is denoted the spectral radius, and defined by ρ(W) = max λ i ∈σ (W) |λ i |.
Proof. It is obvious that
Taking norm and setting ξ = ∥(A ⊕ B t ) − I n 2 ∥, we can write
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Thus, S m is a Cauchy sequence.
, . . . ,
is strictly row diagonally dominant (SRDD), then we have
Because, if suppose M = (A ⊕ B t ) − I n 2 , then it can be easily shown that 
In this part, we will show that the series Proof. Suppose that is a nonsingular matrix such that and −1 − (A ⊕ B t ) are nonnegative. By employing Theorem 2.4, it can be attained that ρ( (A ⊕ B t ) − I n 2 ) < 1 as both −1 and −1 − (A ⊕ B t ) are a regular splitting of (A ⊕ B t ). This implies that the series 19) converges by employing Theorem 2.3.
Numerical experiments and applications
In this section, some numerical examples and applications to the Sylvester matrix equation are given. All the computations have been carried out using MATLAB 2014(Ra) with roundoff error u ≈ 10 −16 . Moreover, the residual error of the approximations have been measured by 20) whenever, U is approximated solution by HPM. [2, 4, 24] . Namely, if X is a solution of (1.1), the similarity transformation defined by Z = ( I X 0 I ) , can be employed to block-diagonalize the block upper triangular matrix
Example 3.1. (Block diagonalization) One of the most important application of equation (1.1) is block diagonalization of matrices
. In other words, we have
In this example, consider n × n matrices
, with σ = 10, ω = 100 and n = 30. Furthermore, we assume first the following matrix as exact solution
and we obtain the matrix C by setting C = AX + XB. The structure of 30 × 30 matrices A, B and X can be seen in Figure 1 . Now, we approximate the solution of (1.1) by applying HPM with eight terms, and we measure the residual error of the estimation. In Figure 2 , it can be seen that the approximated solution has very good agreement with exact solution. Eventually, we have investigate CPU time and error by increasing dimension of the matrices. Results are reported in Figure 3 . [4, 27] :
, the matrix sign function gives an expression for the solution of (1.1):
This example is continuing to consider the following matrices 
Conclusion
In this survey, we have generalized the theory of the homotopy perturbation method for solving particular linear matrix equation. Numerical implementations reveal that considering more terms of the approximation series, error will be decreased. Furthermore, if the matrix (A ⊕ B t ) becomes more strictly row diagonally dominant, the convergence of the method will happen quickly and error will decline dramatically. Moreover, we have seen that by growing up dimension of the matrices, the error of the approximation will be significantly shoot up. In final, some relevant applications of the Sylvester matrix equation with conjunction of numerical tests are given.
