The performance of the Normalized Least Mean Square (NLMS) algorithm for adaptive filtering is dependent on the spectral flatness of the reference input. Thus, the standard NLMS algorithm does not perform well in Over-Sampled Suhhand Adaptive Filters (OS-SAFs) because colored suhhand signals are generated even for white input signals. Thus we propose the use ofthe Affine Projection Algorithm (APA) to adapt the individual subhand filters in OS-SAF systems. The OS-SAF using APA for adaptation is implemented on a fast, low-resource over-sampled filterbank. Through both theoretical and experimental analyses, it is demonstrated that a low order APA will significantly improve the convergence behavior, offering a low computational complexity compared to the Recursive Least Squares (RLS) method. We employ a recursive method of calculating the correlation matrix to further decrease the computation cost without affecting the performance.
INTRODUCTION
The Normalized Least Mean Square (NLMS) algorithm is a popular method used in adaptive filtering. It is a simple, stable adaptation technique of low complexity. However, NLMS convergence is sensitive to the spectral flatness of the reference input and may be very slow when the input signal is colored. In this situation, the use of the Recursive Least Squares (RLS) algorithm speeds up the convergence rate considerably. However, a major drawback of the RLS in practical applications is its high computational requirement [I] .
To reduce computations, the affine^ Pro.jection Algorithm (APA) has been introduced as a link between NLMS and RLS [2-31. By employing several input vectors, APA provides faster convergence than NLMS, especially when the reference input of the adaptive filter is highly colored. Furthermore, it requires much fewer computations than the RLS method and is more stable.
On the other hand, in many adaptive applications, OverSampled Subband Adaptive Filters (OS-SAFs) have become a common practical solution 14-51 because of the well-known advantages of subband processing, simplified implementation and much reduced distottion (aliasing) its compared to critical sampling implementations [6] . OSSAF offers a simplified structure that significantly reduces the aliasing level in subbands.
In order to reduce group delay while maintaining aliasing at a low level, it is desirable to use an over-sampling factor (OS) of 2 or more [SI.
When adaptive filters are used in these highly over-sampled subband structures, the over-sampled inputs to each suhband adaptive filter are colored leading to slow convergence of the NLMS. In these situations, APA is a reasonable alternative adaptation technique. The considerahle improvement that is achieved by employing APA in fullhand adaptive filters [31, strongly motivates us to propose its use for over-sampled subhand structures. The WOLA is a highly over-sampled, generalized DFT, uniform filterbank (OS = 2, 4 or more). Here, the number of hands is set to K = 32 (actually, W2 real bands due to frequency symmetry) and the decimation rate in each subhand is R = 8 . The oversampling rate is O S = K / R = 4 . Shown in Fig. 2 , each APA adaptive processor contains an adaptive filter using APA to adapt its weights. This paper is organized as follows. Section 2 briefly intraduces APA. In Section 3. a theoretical formula for timevariations of Mean Squared Error (MSE) is first presented. Then the relationship between convergence improvement and M A order is analyzed including the issue of complexity. The results of system simulation and evaluation in a noise cancellation setup are described in Section 4 and, finally, conclusions of this work are presented in Section 5 .
AFFINE PROJECTION ALGORITHM
Since the WOLA filterbank provides near-orthogonal suhhands, we shall only consider the first-hand adaptive filter for our theoretical analysis. The total (fullband) MSE of the system can be approximated as the s u m~o f subhand MSEs. .For simplicity subscript k (representing the k' subband signal and filter) is dropped in this analysis.
The APA is a generalization of the NLMS method for adaptation of adaptive filter weights. In NLMS, given the present weight vectnr wn (of length M), the reference input vector 43 where w is the adaptation step size limited to 0 c )I < 2 . The input signal matrix Xn is an M by P matrix and has the structure X" =Ix., x"~,.'''.x".<p.~~l
Also, the scalar 6 is a regularization parameter used to cope with the ill-conditioning in matrix inversion. It could be chosen experimentally or optimally according to the method proposed in 171. Sankaran has introduced this formula for the convergence behavior of APA in fullband adaptive filters. In this research, we extend the use of ( 5 ) for OS-SAFs and investigate convergence properties based on this formula.
Considering a white noise signal as the input to the analysis filterbank, the reference signal of the adaptive filter has a spectrum (shown in Fig. 3 ) band-limited to nI4 since OS = 4 .
Tne eigenvalues of the input correlation mamx are plotted in Fig. 4 (in ascending order) for adaptive filter length M=16. For the monotonic part (pass-hand through transition-band) of the input spectrum (shown in Fig. 3) , the eigenvalue plot can be considered as a mirrored image of the input spectrum. This is Index. m Fig. 4 . Eigenvalues of the reference input correlation matrix.
based on the fact that for large M, a Circulant matrix can approximate the Toeplitz form of correlation matrix. So, the eigenvalues of the correlation matrix will simply approximate spectral samples of the reference input [8].
Fig. 5
shows MSE time-variations in the absence of speech for different projection orders. These curves are calculated by ( 5 ) using the eigenvalues displayed in Fig. 4 and typical values of other parameters (w=O.OOI and 0:. = I ). As expected, greater values of P lead to less MSE and faster convergence. However, as P increases, the amount of convergence improvement diminishes. This can he explained by differentiating (5) with respect to P, as follows: then, a ap Ln(qm)<O,so -6. < O f0reveryn;thismeansthatgeater P results in less MSE. Similarly, it can be shown that As shown in Fig. 6 for an arbitrary time instant (n = IO4), as P increases, both -6. and -6 exponentially decay towards zero. This explains why convergence improvement decreases as APA order increases.
Computational Cast
As mentioned before, M A accelerates convergence speed demanding much less complexity compared to the RLS method. and this makes its computational requirements unacceptable in many applications even for moderate values of M. Obviously, the APA-order increment also increases the computational complexity moderately.
Approximated Correlation Matrix
The calculation of correlation matrix (Eq. (3.b)) is one of the computationally demanding parts of the algorithm. Here, we propose some modifications in order to make the method more efficient.
Assuming P = 2, Cn is written as:
where c(i,j)=cx'(i-l)x(j-I). FormoderateorlargeManda slowly varying signal x, c(i,j) is approximated by autocorrelation coefficient rxs (i -j) scaled by M. Moreover, we uhe a smoothing filter (with a close-to-one forgetting factor y ) to recursively estimate the correlation matrix Cm [IO] :
Similarly, in the case of APA(3), en can be estimated as
xn.,x, X " X "
For higher projection orders, the correlation matrix can he approximated in a similar way. Since all elements along each NW-SE diagonal of en are the same and also C,,(i,j) = C:(j,i) , e, is a Hermitian-Tceplitz matrix and can be inverted efficiently. 
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SIMULATION
The performance characteristic of APA with different projection orders was evaluated through simulating the OS-SAF in a noise cancellation setup. As mentioned in Section I, the number of subbands and the decimation rate were chosen as K = 32 and R = 8 , respectively. A typical low-pass acoustic plant (see Fig. 1 ) and a white noise signal (sampled at F, = 16 kHz) for reference input were employed. We have repeated this simulation for several acoustic plants (lowpass, highpass, with different values of delay) with three types of input noise (white, babble, and pink) achieving consistent results. This confirms the independence of the results from the acoustical plant and input noise spectrum.
CONCLUSION
OS-SAF is a common practical choice for many adaptive systems. However, over-sampling leads to coloring of the signals at the adaptive filter input. This decelerates the convergence rate of the NLMS technique which is sensitive to the whiteness of the input signal.
In this research, we employed the APA as an effective adaptation method for OS-SAF. APA has less dependency on the input spectrum and results in faster convergence rates. Also, its computational cost is much less than R U . Our theoretical analysis and simulation results show that the achievable amount of convergence improvement diminishes as projection order increases. Considering the computational load-convergence rate tradeoff in APA, and the saturating behavior of convergence improvement, reasonable values of P for real-time implementation of the algorithm will be 2 or 3.
We also further improved the efficiency of AF' A by approximating the correlation matrix through a computationally simple algorithm.
