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Theory of evolutionary algorithmIn this work, discrete dynamic optimization problems (DOPs) are theoretically analysed
according to the modiﬁcations produced in the ﬁtness landscape during the optimization
process. Using the proposed analysis framework, the following DOPs are analysed: prob-
lems generated by the XOR DOP generator, three versions of the dynamic 0–1 knapsack
problem, one problem involving evolutionary robots in dynamic environments, and the
random dynamics NK-model. The XOR DOP generator creates benchmark DOPs from any
binary static optimization problem, which allows to explore the properties of the static
problem in a dynamic environment. Three types of transformations occurring in the ﬁtness
landscapes are observed in the DOPs analysed here. They are caused by: (i) permutation of
solutions in the search space; (ii) duplication of solutions; and (iii) adding deviations to the
ﬁtness of a subset of solutions. The XOR DOP generator creates a special type of permuta-
tion that is not found in the other investigated DOPs. In this way, a new benchmark prob-
lem generator is proposed here based on the analysis performed, allowing to produce DOPs
with six types of ﬁtness landscape transformations, including those similar to the problems
investigated in this paper. When compared to the XOR DOP generator, new algorithms can
be tested and compared in a wider range of dynamic environments using the new gener-
ator. It is important to observe that some of the ﬁtness transformations analysed here, like
those caused by the duplication of solutions, are not currently explored in the evolutionary
dynamic optimization area.
 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/3.0/).1. Introduction
Evolutionary dynamic optimization (EDO), or evolutionary optimization in dynamic environments, has attracted increas-
ing attention in recent years within the evolutionary computation (EC) community [4,7,13,32]. A wide variety of algorithms
and strategies have been proposed to deal with dynamic environments. In order to conﬁdently evaluate different algorithms
and strategies, it is necessary to test them in a set of problems with different properties, like the number of local optima,
difﬁculty, and dimension of the search space. It is still desirable that characteristics like the severity and frequency of
changes can be controlled. The need to test population-based metaheuristics for dynamic optimization problems (DOPs)
with controlled characteristics led to the development of specially designed benchmark DOP generators.
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number of peaks are created in a base landscape (a similar generator was proposed by Morrison [12]). The location, width,
and height of each peak can be changed according to a given rule during the optimization process. By changing the number
of peaks and the dimension of the search space, the difﬁcult of the problem is controlled. By modifying the frequency and
severity of changes, the dynamism of the DOP is controlled. The frequency of change is given by the number of generations
(or ﬁtness evaluations) between two changes, while the severity is controlled by the size of the deviation applied in the loca-
tion, width, or height of the peaks.
Another popular benchmark DOP generator is the XOR DOP generator [31,33], which allows the creation of DOPs from any
binary encoded stationary problem. In the XOR DOP generator, instead of evaluating the ﬁtness function at position x, it is
evaluated at xmðeÞ, where  is the XOR operator andmðeÞ is a binary template modiﬁed in each change cycle e (a change
cycle, which is formally deﬁned in Section 2, is a series of generations where the environment is stationary in a DOP, i.e., a
series of generations between two consecutive changes). The XOR DOP generator allows to easily control both the severity
and frequency of changes, and to explore the properties of the stationary problems used to create the DOPs. In this way, the
XOR DOP generator is widely employed to test new algorithms and strategies in EDO. Recently, the ideas behind the MPB and
XOR DOP generators were extended to create continuous DOPs from any stationary continuous optimization problem
[10,26].
The wide use of the XOR DOP generator raises the following question: Are the problems created by the XOR DOP gener-
ator similar to other discrete DOPs? In order to answer this question, it is fundamental to compare the properties of the DOPs
created by the XOR DOP generator to those of other DOPs. It is also important to develop other generators that produce DOPs
with different properties found in other DOPs already studied in the literature. The gap between real-world DOPs and aca-
demic benchmarks, as some researchers have pointed out [13,19], is one of the main problems that should be addressed by
researchers in the EDO area. This gap occurs mainly due to the limited knowledge about the characteristics of real-world
DOPs. Related to this question, there is a large focus on the impact of the frequency and severity of the changes in the per-
formance of algorithms, but few investigation exists on how the problem changes from a theoretical point of view. In general,
a few papers, e.g., [1,5,17,23,22,27,16,21], discuss EDO from a theoretical point of view (a good review of the theoretical
advances in the area can be found in [18]).
In this paper, modiﬁcations in the ﬁtness landscapes are theoretically investigated in some binary DOPs used in the lit-
erature of EDO, like the dynamic 0–1 knapsack problem and the random dynamics NK-landscapes, and the similarities
among such problems are analysed (Section 3). The analysis of the similarity is based on the deﬁnitions proposed in Section 2.
The deﬁnitions of concepts involving ﬁtness landscape modiﬁcations in DOPs, proposed in Section 2, as well as the analysis of
the modiﬁcations in some discrete DOPs are the main theoretical contributions of this paper.
Three types of transformations occurring in the ﬁtness landscapes of the binary DOPs analysed here are observed. They
are caused by: (i) permutation of solutions in the search space; (ii) duplication of part of the solutions; and (iii) adding devi-
ations to the ﬁtness of a subset of feasible solutions. According to the authors knowledge, some of the transformations in the
ﬁtness landscapes, like those caused by (ii) and (iii), were not formally described in the EDO literature. The authors believe
that DOPs with such properties can represent interesting new classes of problems for theoretical analysis and for the test of
algorithms specially designed for DOPs.
In the DOPs investigated here, the modiﬁcations in the ﬁtness landscape are not similar to those created by the XOR DOP
generator, although one of the problems presents landscape modiﬁcations resembling those modiﬁcations created by the
XOR DOP generator. In this way, based on the properties of the DOPs investigated here, a new benchmark DOP generator
is proposed in this work. Like the XOR DOP generator, the proposed generator, which is to be presented in Section 4, allows
to create DOPs from any binary encoded stationary optimization problem. However, it can produce a broader set of ﬁtness
landscape modiﬁcations in the stationary problem when compared to the XOR DOP generator, allowing to explore more
complex patterns of dynamic behaviour for the transformations of the ﬁtness landscapes. Six types of DOPs can be created
from the generator proposed here, including the type produced by the XOR DOP generator. The proposed generator is a key
contribution of this paper from the practical point of view.
The proposed generator allows to test different algorithms in dynamic environments with characteristics found in diverse
problems. The different types of DOPs created by the proposed generator are experimentally compared in Section 5. It is
important to observe that the proposed generator can be extended using the analysis procedure presented here and applied
to other DOPs. Finally, Section 6 presents the conclusions of this paper.2. Discrete dynamic optimization problems
A discrete stationary optimization problem can be described by a pair ðv; fÞ, where the solutions in the feasible domain v
are enumerated as f0;1; . . . ;n 1g and f is the vector with the ﬁtness (cost) of each solution xi in v. The objective in a dis-
crete stationary optimization problem (in case of minimization) is to ﬁnd the i-th solution xi in v for which fi 6 fj for
j ¼ 0; . . . ;n 1, where fi is the ﬁtness of xi (a list of key symbols used in this work is given in Appendix A).
The focus of this paper is on DOPs where the ﬁtness landscape is modiﬁed by changes intrinsic to the optimization prob-
lem (and not by changes in the optimization algorithm). Before deﬁning DOPs in this context, it is necessary to deﬁne
changes in a discrete optimization problem.
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the ﬁtness vector f is modiﬁed during the optimization process.
A DOP in the context of discrete optimization is a problem where at least one change (Deﬁnition 1) occurs during the
optimization process. It is important to observe that not all changes in the problem have an impact in the optimization pro-
cess as some modiﬁcations in the ﬁtness landscape or in the domain of feasible solutions do not inﬂuence the dynamic of the
optimization algorithm. Besides, the impact depends on the type of algorithm and its current conﬁguration, e.g., the current
population in an evolutionary algorithm (EA). It is also important to deﬁne a change cycle in the context of iterative optimi-
zation algorithms.
Deﬁnition 2 (Change cycle). A change cycle is a series of iterations of the algorithm (e.g., generations in an EA) between two
consecutive changes (Deﬁnition 1). The ﬁrst change cycle begins in the ﬁrst iteration of the optimization process and ends
one iteration before the ﬁrst change, while the last change cycle begins at the iteration after the last change and ends at the
last iteration of the optimization process.
The change cycle duration de is the number of consecutive iterations in change cycle e. For an iterative optimization algo-
rithm, a DOP can be viewed as a sequence of stationary problems, where the initial subset of solutions (population in the
evolutionary optimization context) in the i-th change cycle is the last subset of solutions generated in change cycle i 1
[17,24]. The minimum value of di is one generation, that is the case where the problem is modiﬁed just one iteration (gen-
eration) after the change, while the maximum value of di is equal to the index of the current generation, that is the case
where the problem is stationary (until the current generation).
The focus of this paper is on DOPs with ﬁtness landscape changes, which are deﬁned as follows.
Deﬁnition 3 (DOP with ﬁtness landscape changes). A DOP with ﬁtness landscape changes is an optimization problem where
the ﬁtness landscape (vector f) is modiﬁed by a change (Deﬁnition 1) at least one time during the optimization process, i.e.,fðeÞ– fðe 1Þ; ð1Þ
for e > 1, where fðeÞ is the ﬁtness vector in change cycle e.
Deﬁnition 3 is very general, and not all problems with ﬁtness landscape changes have attracted the attention of the EC
community. In general, researchers investigate problems where the ﬁtness landscape changes according to a speciﬁc rule,
stochastic or deterministic. For example, in the MPB, the dynamism of the problem is deﬁned by changing a set of ﬁtness
landscape parameters, aggregated here in a system control parameters vector /ðeÞ. In the MPB, the vector /ðeÞ contains
the location, height and width of each peak, and is computed in each change cycle e using its past values according to a given
rule. As an example, /ðeÞ can be obtained adding a random deviation, taken from a normal distribution, to /ðe 1Þ.
Similarities among DOPs can be identiﬁed according to the rule that modiﬁes the ﬁtness landscape. An interesting subset
of DOPs with ﬁtness landscapes is the single time-dependent DOPs, which are deﬁned as follows.
Deﬁnition 4 (Single time-dependent DOP). A single time-dependent DOP is a DOP with ﬁtness landscape changes (Deﬁnition
3) where the ﬁtness landscape in change cycle e depends on the ﬁtness landscape in change cycle g, i.e.,fðeÞ ¼ wðfðgÞ;/ðeÞÞ; ð2Þ
where g 2 Nþ and e g P 1;wð:Þ is a real function, and /ðeÞ is the system control vector (or matrix). The dynamism of the
DOP is determined by changing the ﬁtness landscape according to changes in /ðeÞ.
It is important to remark that the previous deﬁnition of single time-dependent DOP (Deﬁnition 4) is different from the
deﬁnition of single time-dependent systems in [22]. Using different functions wð:Þ in Deﬁnition 4, other DOPs can be deﬁned,
like periodic DOPs.
Deﬁnition 5 (Periodic DOP). Assume a single time-dependent DOP (Deﬁnition 4) where the ﬁtness landscape in change cycle
e is equal to the ﬁtness landscape in change cycle e g, i.e.,fðeÞ ¼ fðe gÞ; ð3Þ
where g 2 Nþ and e g P 1. Such a DOP is called a periodic DOP.
The changes are deterministic and predictable in periodic DOPs (Deﬁnition 5). Thus, memory-based approaches [7],
where past solutions are implicitly or explicitly stored and recovered, can be successfully employed. By setting g ¼ 1,
another special case of single time-dependent DOP (Deﬁnition 4) can be deﬁned.
Deﬁnition 6 (Last environment dependent DOP). Assume a single time-dependent DOP (Deﬁnition 4) where the ﬁtness
landscape in change cycle e depends only on the ﬁtness landscape in change cycle e 1, i.e.,fðeÞ ¼ wðfðe 1Þ;/ðeÞÞ; ð4Þ
where e > 1;wð:Þ is a real function, and /ðeÞ is the system control vector (or matrix). Such ﬁrst order DOP is called a last envi-
ronment dependent DOP.
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following, two special cases are presented.
Deﬁnition 7 (Orthogonal DOP). An orthogonal DOP is a last environment dependent DOP (Deﬁnition 6) where the ﬁtness
landscape in change cycle e 1 is modiﬁed according to an orthogonal matrix, i.e.,fðeÞ ¼ Pð/ðeÞÞfðe 1Þ; ð5Þ
where Pð/ðeÞÞ 2 Rnn is an orthogonal matrix.
A special case of an orthogonal matrix is the permutation matrix.
Deﬁnition 8 (DOP with permutation). A DOP with permutation is an orthogonal DOP (Deﬁnition 7) where the ﬁtness
landscape in change cycle e 1 is modiﬁed according to a permutation matrix, i.e.,fðeÞ ¼ rð/ðeÞÞfðe 1Þ; ð6Þ
where rð/ðeÞÞ is a permutation matrix deﬁned by the control system parameter vector /ðeÞ at change cycle e. The permu-
tation matrix maps the elements of vector fðe 1Þ to the elements of vector fðeÞ.
Based on the deﬁnitions presented in this section, similarities among DOPs can be identiﬁed. There are three main ques-
tions associated with a change in dynamic environments: (1) how does the problem change? (2) how fast does the problem
change? (3) how severe are the changes in the problem? The ﬁrst question can be partially answered using the deﬁnitions
presented in this section and others that can be deﬁned according to the analysis of the ﬁtness landscape modiﬁcations
(some other deﬁnitions are presented in the following sections). Using such deﬁnitions, the researcher is answering how
the ﬁtness landscape changes according to the control parameters. Another issue associated with the ﬁrst question is
how the control parameters change over the generations. For example, in [10], the control parameters of the dynamic land-
scape change in one of six different ways: deterministic small step, deterministic large step, random, chaotic, recurrent, and
recurrent with noise.
3. Examples
In this section, the modiﬁcations in the ﬁtness landscapes for some DOPs used in the literature of EDO are analysed. An
example of a DOP where part of the ﬁtness landscape is duplicated after the changes is presented in Appendix B.
3.1. The XOR DOP generator
In the XOR DOP generator [31,33], any binary encoded problem with stationary ﬁtness function fsðxÞ can be used to create
a DOP. The ﬁtness function f ðx; eÞ of the DOP in change cycle e is given by:f ðx; eÞ ¼ fsðxmðeÞÞ; ð7Þ
where x 2 f0;1gl; e ¼ dt=se is the change cycle index (i.e., the changes periodically occur every s generations), t is the gen-
eration index, and mðeÞ 2 f0;1gl is the binary mask for change cycle e, which is incrementally generated as follows:mðeÞ ¼mðe 1Þ  rðeÞ; ð8Þ
where rðeÞ 2 f0;1gl is a binary template randomly created for change cycle e containing bq  lc ones,mð1Þ is equal to the zero
vector, and 0:0 6 q 6 1:0. In this way, the parameter q controls the degree of change in terms of Hamming distance, and the
parameter s deﬁnes the frequency of change.
As observed in [26], in DOPs created by the XOR DOP generator, each individual of the current population is moved to a
new position in the ﬁtness landscape before being evaluated, i.e., instead of evaluating the ﬁtness of the individual at x, the
ﬁtness is evaluated at xmðeÞ. In [27], the dynamical system approach [29,15] was used to analyse the DOPs created by the
XOR DOP generator. It is possible to observe that the XOR DOP generator produces a special type of DOP with permutation
(Deﬁnition 8), where the permutations in the ﬁtness space are given by:fðeÞ ¼ rrðeÞfðe 1Þ; ð9Þ
where rrðeÞ is a permutation matrix at change cycle e mapping the element at position i of the vector fðe 1Þ to the element
at position i rðeÞ of the vector fðeÞ. The vector i 2 f0;1gl indicates the position of the element at the ﬁtness vector. The vec-
tor rðeÞ 2 f0;1gl controls the permutation of the elements of the ﬁtness vector, i.e., rðeÞ is the system control vector (/ðeÞ) in
Deﬁnition 8, controlling the modiﬁcations in the ﬁtness landscape.
An interesting consequence of the type of permutation used in Eq. (9) is that the neighbourhood relations among the solu-
tions in the ﬁtness space are preserved after the changes. Thus, an EA in a DOP with permutation (Deﬁnition 8) ruled by Eq.
(9), as in the environments created by the XOR DOP generator, is similar to the same EA in a stationary environment where
the population is changed according to the same permutation matrices used in the DOP in every de generations, where de is
the duration of change cycle e for the DOP with permutation. Thus, the XOR DOP generator can be simpliﬁed: instead of
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the initial population in change cycle e should be moved to x ¼ x rðeÞ, i.e., the population is moved only one time, and the
ﬁtness is computed as fsðxÞ, i.e., like in the stationary environment, which reduces the complexity of the procedure.
3.2. The dynamic 0–1 knapsack problem
In the 0–1 knapsack problem, the subset of items, constrained by the knapsack capacity, with the highest sum of proﬁts
should be found. In the dynamic 0–1 knapsack problem, the weights and proﬁts of the items, the total number of items, and
the knapsack capacity can change during the optimization process (see [11] for different variations of the knapsack problem
and [20] for a dynamic benchmark problem based on the dynamic 0–1 knapsack problem). In [28], the authors studied the
dynamical system of a genetic algorithm (GA) in the dynamic 0–1 knapsack problem where the total number of items is sta-
tic along the evolutionary optimization process, but the other variables can change. In this case, the ﬁtness is given by:f ðx; eÞ ¼ cðx; eÞvðx; eÞ; ð10Þ
where x 2 f0;1gl deﬁnes the subset of items in the knapsack. The objective is to optimize the sum of proﬁts of the items in
the knapsack in change cycle e given by:vðx; eÞ ¼ qTðeÞx; ð11Þ
where qðeÞ 2 Rþl is the vector with the proﬁts of all items in change cycle e.
In Eq. (10), the constraint cðx; eÞ is given by:cðx; eÞ ¼ E; if w
TðeÞx > CðeÞ
1; otherwise

; ð12Þwhere E 2 Rþ is a small number (e.g., in the simulations presented in Section 5, E ¼ 105), CðeÞ is the knapsack capacity in
change cycle e, andwðeÞ 2 Rþl is the vector with the weights of all items in change cycle e. In the following, the modiﬁcations
in the ﬁtness landscape for the dynamic 0–1 knapsack problem with changes in CðeÞ;qðeÞ, or wðeÞ (i.e., the control system
vector /ðeÞ is formed by CðeÞ;qðeÞ, or wðeÞ) are described.
3.2.1. Changing the knapsack capacity
The simplest way to build a DOP from the 0–1 knapsack problem is to change the knapsack capacity during the optimi-
zation process. Here, it is considered that CðeÞ changes, for change cycle e > 1, according to:
CðeÞ ¼ Cð1Þ þ zðeÞ; ð13Þwhere fzðeÞ 2 R : zðeÞ þ Cð1Þ > 0g is the deviation in the knapsack capacity for change cycle e and Cð1Þ is the initial knapsack
capacity. For example, the deviation zðeÞ can be obtained by a random sample taken from a normal distribution (one can
observe that, in this case, Eq. (13) can also represent the case where CðeÞ depends on Cðe 1Þ instead of Cð1Þ). As the weights
and proﬁts of the items remain stationary during the optimization process, it is possible to write:cðx; eÞ ¼ aðCð1Þ; zðeÞ;xÞcðx;1Þ; ð14Þ
whereaðCð1Þ; zðeÞ;xÞ ¼
E; if wTx 6 Cð1Þ and wTx > Cð1Þ þ zðeÞ
1=E; if wTx > Cð1Þ and wTx 6 Cð1Þ þ zðeÞ
1; otherwise
8><
>: ð15ÞIn this case, the ﬁtness function in change cycle e is given by:f ðx; eÞ ¼ aðCð1Þ; zðeÞ;xÞf ðx;1Þ; ð16Þ
and, as a consequence, the ﬁtness vector is given as follows:fðeÞ ¼ AðeÞfð1Þ; ð17Þ
where AðeÞ ¼ diagðaðeÞÞ is a diagonal matrix and the i-th element of aðeÞ is equal to aðCð1Þ; zðeÞ;xiÞ.
One can observe that the 0–1 Knapsack Problem with changing knapsack capacity (deﬁned by Eq. (13)) is a single time-
dependent DOP (Deﬁnition 4) with ﬁtness landscape changes ruled by Eq. (17).
3.2.2. Changing the weights of items
In this case, only the weights of the items are modiﬁed for e > 1, as follows:wðeÞ ¼ wð1Þ þ zðeÞ; ð18Þ
where zðeÞ 2 Rl : wð1Þ þ zðeÞ > 0  and wð1Þ is the initial weights vector. In general, zðeÞ can be obtained by sampling l ran-
dom variables. If only ni items are changed, then l ni elements of zðeÞ are equal to zero, while the other ni elements are
randomly generated. Thus:
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whereaðwð1Þ; zðeÞ;xÞ ¼
E; if wTð1Þx 6 C and ðwð1Þ þ zðeÞÞTx > C
1=E; if wTð1Þx > C and ðwð1Þ þ zðeÞÞTx 6 C
1; otherwise
8><
>: ð20ÞIn this way, the ﬁtness function in change cycle e is given by:f ðx; eÞ ¼ aðwð1Þ; zðeÞ;xÞf ðx;1Þ; ð21Þ
and, as a consequence, the ﬁtness vector is given by:fðeÞ ¼ AðeÞfð1Þ; ð22Þ
where AðeÞ ¼ diagðaðeÞÞ is a diagonal matrix with the i-th element of aðeÞ equal to aðwð1Þ; zðeÞ;xiÞ.
The 0–1 knapsack problem with changing weights of items is a single time-dependent DOP (Deﬁnition 4) with ﬁtness
landscape changes ruled by Eq. (22). One can observe that the equation for the ﬁtness landscape modiﬁcations is equal to
that for the 0–1 knapsack problem with changing knapsack capacity. This equation describes the modiﬁcations in the ﬁtness
landscape for other problems too, like the DOPs created by the dynamic environment generator based on problem difﬁculty
[28], i.e., the ﬁtness landscape modiﬁcations in such DOPs have similar dynamics. One can observe, however, that the diag-
onal matrix (control parameters) is changed according to different rules.
3.2.3. Changing the proﬁts of items
In this case, the proﬁts of items change for e > 1 according to:qðeÞ ¼ qð1Þ þ zðeÞ; ð23Þ
where fzðeÞ 2 Rl : qð1Þ þ zðeÞ > 0g and qð1Þ is the initial proﬁts vector. As for the problem with changing weights of items,
the deviation zðeÞ can be a random vector.
From Eqs. (11) and (23):vðx; eÞ ¼ vðx;1Þ þ zTðeÞx: ð24Þ
Substituting Eq. (24) in Eq. (10):f ðx; eÞ ¼ f ðx;1Þ þ cðxÞzTðeÞx; ð25Þ
and, as a consequence, the ﬁtness vector is given by:fðeÞ ¼ fð1Þ þ bðqð1Þ; zðeÞÞ; ð26Þ
where the i-th element of bðqð1Þ; zðeÞÞ is equal to cðxiÞzTðeÞxi.
One can observe that the 0–1 knapsack problem with changing proﬁts of items is a single time-dependent DOP (Deﬁni-
tion 4) with ﬁtness landscape changes ruled by Eq. (26). When only ni < l items are changed, the percentage of the ﬁtness
space (ﬁtness vector) that are modiﬁed is equal to ð1 2ni Þ  100%.
3.3. Random dynamics NK-landscapes
The NK-model [9] is highly versatile, allowing to generate ﬁtness landscapes with different sizes by adjusting the param-
eter N, and different numbers of local optima. The number of local optima in an NK-landscape is a product of the degree of
epistasis, i.e., the mutual inﬂuence of different loci in the ﬁtness of the individuals, controlled by the parameter K. Such inter-
esting characteristics explain why the NK-model is widely used in different areas of research, such as theoretical biology,
optimization, and physics. The ﬁtness of individual x in the stationary NK-model is given by:fsðxÞ ¼ 1l
Xl
i¼1
cðxi;YðxiÞÞ; ð27Þwhere x ¼ ½x1; . . . ; xlT is a binary vector (for coherence with other sections, l is used for the number of dimensions instead of
N as in the original NK-model), YðxiÞ ¼ fy1ðxiÞ; . . . ; yKðxiÞg is the subset of the elements of vector x deﬁned as neighbours of i-
th element, and the terms cðxi;YðxiÞÞ are constants, usually generated by random numbers with uniform distribution.
Based on the work of Wilke and Martinetz [30], which considered cyclic time-dependent ﬁtness functions generated by
replacing the constants cðxi;YðxiÞÞ with trigonometric functions dependent on the generation index, Eriksson and Olsson [6]
proposed the random dynamics NK-landscapes generator, a DOP generator based on the NK-model that allows to control the
severity and frequency of changes. The ﬁtness function, randomly changed in every change cycle e, is given by:f ðx; eÞ ¼ 1
l
Xl
i¼1
cðxi;Yðxi; eÞÞ; ð28Þ
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cðxi;Yðxi; eÞÞ ¼ cðxi;Yðxi;1ÞÞ þ qrðxi;Yðxi; eÞÞ; ð29Þwhere q controls the severity of the changes, the deviations rðxi;Yðxi; eÞÞ are random numbers generated from a normal dis-
tribution with zero mean and standard deviation equal to 1, and, initially, the terms cðxi;Yðxi;1ÞÞ are randomly generated
from a uniform distribution in the range [0,1].
Alternatively, instead of deﬁning the ﬁtness function based on the neighbourhood YðxiÞ, templates with digits 0, 1 and ⁄
(do not care) can be associated with the different subsets of solutions (in the terminology of GAs, such templates are called
schemata). As an example, consider the case where l ¼ 3;K ¼ 2, and the neighbourhood relations are deﬁned by the adjacent
bits, i.e., c xi;YðxiÞð Þ ¼ cðxi; xiþ1Þ. Consider that cð0;0Þ ¼ 0; cð0;1Þ ¼ 0:1; cð1;0Þ ¼ 0:2, and cð1;1Þ ¼ 0:3. In this case, the contri-
butions of the templates representing adjacent bits (in this case, templates with order 2, i.e., the number of ﬁxed positions in
the template is equal to 2) are: crð0; 0; Þ ¼ crð;0;0Þ ¼ crð0; ;0Þ ¼ 0; crð0;1; Þ ¼ crð;0;1Þ ¼ crð1; ;0Þ ¼ 0:1; crð1;0; Þ ¼
crð;1;0Þ ¼ crð0; ;1Þ ¼ 0:2, and crð1;1; Þ ¼ crð;1;1Þ ¼ crð1; ;1Þ ¼ 0:3. The same can be done for the deviations
rðxi;Yðxi; eÞÞ. The ﬁtness function for e > 1 is now given by:f ðx; eÞ ¼ f ðx;1Þ þ
XjXðeÞj
j¼1
aðx; sjðeÞ; eÞ; ð30Þwhere f ðx;1Þ ¼ fsðxÞ is the stationary ﬁtness function, XðeÞ is the set of templates of order K representing the neighbourhood
relations, sjðeÞ 2 XðeÞ, and:aðx; sjðeÞ; eÞ ¼
qrðsjðeÞÞ; x 2 sjðeÞ
0; xi R sjðeÞ

ð31Þwhere rðsjðeÞÞ is the random deviation related to template sjðeÞ.
In this way, one can observe that the random dynamics NK-landscapes generator produces single time-dependent DOPs
(Deﬁnition 4), where the changes in the ﬁtness vector for e > 1 are given by:fðeÞ ¼ fð1Þ þ bðXðeÞÞ; ð32Þ
wherebiðXðeÞÞ ¼
XjXðeÞj
j¼1
aðxi; sjðeÞ; eÞ; ð33Þand aðxi; sjðeÞ; eÞ is given by Eq. (31).
In [24], another example of single time-dependent DOP (Deﬁnition 4), where the ﬁtness difference b depends on a set of
templates XðeÞ, is described. This problem, where evolutionary robots are employed to simulate the behaviour of rats in a
maze, has the same equation for the changes in the ﬁtness landscape (Eq. (32), i.e., the DOPs have similar dynamical prop-
erties. However, the problems are different in the way the set of templates XðeÞ is generated.4. Benchmark generator for discrete dynamic optimization
The modiﬁcations in the ﬁtness landscape in the DOPs presented in Sections 3.2 and 3.3 and in Appendix B are not similar
to those created by the XOR DOP generator (Section 3.1). In this way, a new benchmark problem generator for discrete
dynamic optimization, capable of generating a wider variety of ﬁtness landscape dynamics than the XOR DOP generator,
is proposed in this work.
Based on the analysis of the examples presented in the previous section and in Appendix B, the benchmark generator pro-
posed here produces DOPs of the following types:
(i) DOP Type 1: DOPs with permutation (Deﬁnition 8) deﬁned by exchanging decision variables according to:
– the XOR operator (DOP Type 1.1);
– a linear transformation (DOP Type 1.2);
– a set of templates (DOP Type 1.3).(ii) DOP Type 2: single time-dependent DOP (Deﬁnition 4) obtained by copying:
– elements of the decision variables according to a linear transformation (DOP Type 2.1);
– decision variables according to a set of templates (DOP Type 2.2).(iii) DOP Type 3: single time-dependent DOP (Deﬁnition 4) obtained by adding ﬁtness terms according to a set of
templates.
These types of DOPs are described in the following sections.
R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236 2214.1. DOP Type 1: DOP with permutation
In this case, the rule describing the ﬁtness landscape changes is given by Eq. (6) (Deﬁnition 8). There are several ways to
deﬁne the matrix rð/ðeÞÞ in Eq. (6). As the deﬁnition of the whole matrix a priori is not practical, the solution is evaluated at a
new position given by a permutation of x. In this way, the ﬁtness is:f ðx; eÞ ¼ fsðgðx;/ðeÞÞÞ; ð34Þ
where gðx;/ðeÞÞ is the permutation of x deﬁned by the control parameters vector ð/ðeÞÞ at change cycle e and fsð:Þ is the sta-
tionary ﬁtness function. One can observe that in DOPs with permutation, the values in the ﬁtness landscape, i.e., the ele-
ments of ﬁtness vector fðeÞ, are preserved, i.e., they are only resorted. The proposed generator produces DOPs with
permutation where gðx;/ðeÞÞ is generated in three different ways. The ﬁrst one is the same as employed by the XOR DOP
generator (Section 3.1). The remaining are new forms proposed in this paper. In DOP Type 1, the control parameters vector
/ðeÞ, for change cycle e > 1, depends on the control parameters vector /ðe 1Þ.
4.1.1. DOP Type 1.1 (DOPs with permutation of the candidate solutions deﬁned by candidate solution exchanges of the XOR type)
In this DOP type, the candidate solution permutation is given by:gðx;/ðeÞÞ ¼ xmðeÞ: ð35Þ
In Eq. (35), mðeÞ is given by:mðeÞ ¼ 0l; for e ¼ 1
mðe 1Þ  rðeÞ; for e > 1

ð36Þwhere 0l is the l-dimensional zero vector. In this DOP type, the control parameter vector /ðeÞ is deﬁned by the binary tem-
plate rðeÞ, which is randomly modiﬁed every change cycle (see Section 3.1). The template rðeÞ contains bq  lc ones, i.e., q
controls the severity of changes for the DOP. As observed in Section 3.1, all solutions (2l) of the search space are uniformly
permuted. The parameter q does not control the number of permutations, but the number of elements permuted in each
candidate solution and, as a consequence, the Hamming distance between the original solution x and its permutation
xmðeÞ.
As observed in Section 3.1, the transformation given by Eq. (35) preserves the neighbourhood relations in the search
space. Thus, instead of computing the ﬁtness of each individual of the population at the new position in every generation,
the population can be moved only one time, in the generation just after the change in the search space, and the ﬁtness
can then be computed as fsðxÞ, like in the stationary environment.
4.1.2. DOP Type 1.2 (DOPs with permutation of the candidate solutions deﬁned by decision variable exchanges according to a
permutation matrix)
Here, the candidate solution permutation is given by:gðx;/ðeÞÞ ¼ BðeÞx: ð37Þ
In Eq. (37), BðeÞ is a permutation matrix incrementally generated by:BðeÞ ¼ Il; for e ¼ 1
CðeÞLðe 1Þ; for e > 1

ð38Þwhere the permutation matrix CðeÞ is obtained by randomly exchanging bq  lc lines of the l-dimensional identity matrix.
In this DOP type, the control parameter matrix /ðeÞ is deﬁned by the matrix CðeÞ. The number of permutations in a l-
dimensional matrix, and as a consequence the number of different matrices CðeÞ, is l!. In this case, the change severity param-
eter q controls the number of permutations in the ﬁtness landscape (permutations in the ﬁtness vector fðeÞ), which varies
from 2l2 to 2l1  1 for q > 0 in each change cycle, i.e., the number of solutions of the search space affected by the change
varies from 2l1 to 2l  2 for q > 0.
It is important to observe that, in this way, the transformation is non-uniform as some solutions of the search space are
not permuted, i.e., the ﬁtness for those solutions are not modiﬁed after the changes. Particularly, the ﬁtness for solutions 0
and 1 are not changed, independently of CðeÞ. This is an important observation for problems where the global optima are
located in those positions. As for the XOR permutation, the transformation given by Eq. (37) preserves the neighbourhood
relations in the search space and, as a consequence, the population can be moved according to the transformation only
one time after the change in the space and the ﬁtness can be computed like in the stationary environment.
4.1.3. DOP Type 1.3 (DOPs with permutation of the candidate solutions deﬁned by decision variable exchanges according to a set of
templates)
In this DOP type, the candidate solution permutation is given by:gðx;/ðeÞÞ ¼ xmjðeÞ; if x 2 sjðeÞ; j ¼ 1; . . . ; jXðeÞj
x; otherwise

ð39Þ
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0l; for e ¼ 1
rj; for e ¼ 2
DðeÞsjðe 1Þ; for e > 2
8><
>: ð40Þwhere 0l is a l-dimensional zero vector, rj is a random template with order equal to os, and DðeÞ is a permutation matrix
obtained by randomly exchanging os lines of the l-dimensional identity matrix. The templatemjðeÞ 2 sjðeÞ contains los2 ones
generated in random non-ﬁxed positions of sjðeÞ. The order of the template sjðeÞ is equal to os for e > 1.
In this type of DOP, DðeÞ is the control parameter matrix for e > 2, while rj deﬁnes the control parameter vector for e ¼ 2.
The order of the template os and the number of templates ns (or jXðeÞj) control the number of permutations in the ﬁt-
ness landscape in each change cycle. Here, the following combinations of ðos;nsÞ ¼ fð3;1Þ; ð2;1Þ; ð1;1Þ; ð1;2Þ; ð1;3Þg corre-
sponding to the respective (maximum) fractions of solutions of the search space affected by a change:
q ¼ f0:125;0:25;0:5;0:75;0:875g, are used. For example, when only one template is generated with the order (the number
of ﬁxed bits) equal to 1, 50% of the solutions of the search space are permuted each time. The transformation given by Eq.
(39) is non-uniform and does not preserve the neighbourhood relations in the search space.
4.2. DOP Type 2: Single time-dependent DOP obtained by duplication of decision variables
Here, the ﬁtness landscape changes produce a single time-dependent DOP (Deﬁnition 4), where some parts of the ﬁtness
space are duplicated. In this way, the ﬁtness is given by:f ðx; eÞ ¼ fsðhðx;/ðeÞÞÞ; ð41Þ
where hðx;/ðeÞÞ is a transformation of x deﬁned by the control parameters vector /ðeÞð Þ at change cycle e, causing the dupli-
cation of some elements of the ﬁtness vector fðeÞ. For this purpose, hðx;/ðeÞÞ is generated in two different ways in the pro-
posed generator: by copying elements of the decision variables according to a linear transformation (DOP Type 2.1), and by
copying decision variables according to a set of templates (DOP Type 2.2).
Different from the transformations presented in the previous section, the control parameters vector is not incrementally
generated after each change. As a consequence, the ﬁtness landscape at change cycle e depends on the ﬁtness landscape at
change cycle 1, i.e., depending on the ﬁtness landscape of the original stationary problem. This way, the ﬁtness vector tran-
sitions are given by:fðeÞ ¼ H /ðeÞð Þfð1Þ; ð42Þ
where Hð:Þ is a binary matrix with duplicate rows indicating the copied elements of the ﬁtness vector. One can observe, that
DOPs of type 2 are single time dependent DOPs where the ﬁtness vector in change cycle e depends on the ﬁtness vector in
change cycle 1.
4.2.1. DOP Type 2.1 (DOPs obtained by copying elements of the decision variables according to a linear transformation)
In this DOP type, the candidate solutions are linearly transformed according to:hðx;/ðeÞÞ ¼ LðeÞx: ð43Þ
where LðeÞ is a binary matrix generated by:LðeÞ ¼ Il; for e ¼ 1
Q ðeÞ; for e > 1

ð44Þwhere the matrix Q ðeÞ is the control parameter matrix obtained by randomly copying q  l2
 
lines of the l-dimensional
identity matrix. For example, for l ¼ 4, the matrix Q ðeÞ can be given by: Q ðeÞ ¼ I2 02I2 02
 
. In this example, variables xð3Þ
and xð4Þ are respectively equal to variables xð1Þ and xð2Þ for all individuals.
As in the transformation presented in Section 4.1.3, the change severity parameter q controls the number of copies in the
ﬁtness landscape, which varies from 2l2 to 2l1  1 for q > 0 in each change cycle, i.e., the number of solutions of the search
space affected by the change varies from 2l1 to 2l  2 for q > 0. The transformation is non-uniform, and the ﬁtness of solu-
tions 0 and 1 are not changed, independent of Q ðeÞ.
4.2.2. DOP Type 2.2 (DOPs obtained by copying decision variables according to a set of templates)
In this DOP type, the candidate solutions are given by:hðx;/ðeÞÞ ¼ mðeÞ; if x 2 sðeÞ
x; if x R sðeÞ

ð45Þ
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hðeÞ; for e > 1

ð46ÞIn Eq. (46), the control parameter vector hðeÞ is a random template with order equal to l q  l2
 
. The binary template
mðeÞ 2 sðeÞ is randomly generated at each change cycle e. This way, all solutions x 2 sðeÞ are replaced by solution
mðeÞ 2 sðeÞ, i.e., there are 2bqlc copies of the solution mðeÞ in the space in change cycle e. The change severity parameter
q controls the number of copies in the ﬁtness landscape, which varies from 2l2 to 2l1  1 for q > 0 in each change cycle,
i.e., the number of solutions of the search space affected by the change varies from 2l1 to 2l  2 for q > 0.
4.3. DOP Type 3: Single time-dependent DOPs obtained by adding ﬁtness terms according to a set of templates
In DOP Type 3, the ﬁtness landscape changes produce a single time-dependent DOP (Deﬁnition 4) where the ﬁtness in the
ﬁrst change cycle (original stationary problem) is changed by adding ﬁtness deviations according to a set of templates. This
way, the ﬁtness is given by:f ðx; eÞ ¼ fsðxÞ þ bðx;/ðeÞÞ; ð47Þ
where bðx;/ðeÞÞ is given by:bðx;/ðeÞÞ ¼
XjXðeÞj
j¼1
aðx; sjðeÞ; eÞ; ð48Þwhere XðeÞ is a set of templates and each template sjðeÞ 2 XðeÞ has an order equal to os. The number of templates in XðeÞ, i.e.,
jXðeÞj, is equal to ns. The parameters os and ns are deﬁned in the same way as in Section 4.1.3, i.e.,
ðos;nsÞ ¼ fð3;1Þ; ð2;1Þ; ð1;1Þ; ð1;2Þ; ð1;3Þg, corresponding to the respective (maximum) fractions of solutions of the search
space affected by a change q1 ¼ f0:125;0:25;0:5;0:75;0:875g.
In Eq. (48), aðx; sjðeÞ; eÞÞ is given by:aðx; sjðeÞ; eÞÞ ¼
DfjðeÞ; x 2 sjðeÞ
0; x R sjðeÞ

ð49Þwhere DfjðeÞ is the ﬁtness deviation for template sjðeÞ at change cycle e. In the proposed generator, DfjðeÞ is randomly gen-
erated from a normal distribution with zero mean and standard deviation q2frange in each change cycle e. The range frange is
given by the difference between the best and mean ﬁtness in the initial population (or, if this difference is too small,
by the best ﬁtness found in the ﬁrst change cycle). In DOPs of type 3, both parameters q1 and q2 control the severity of
changes.
The types of DOPs created by the proposed benchmark generator are summarized in Table 1.
5. Experiments
In this section, the DOP types created by the proposed generator described in Section 4 are compared. First, the DOPs
types are compared by analysing the impact of the changes on the ﬁtness landscapes along different change cycles according
to a series of metrics (Section 5.1). Then, the impact of the transformations caused by each DOP type on the performance of
three different algorithms is investigated (Section 5.2).
5.1. Impact of the changes on the ﬁtness landscapes
Five different criteria are used to compare the impact of the different types of transformations in the ﬁtness landscapes
(types of DOPs). The ﬁrst three criteria use only information of the ﬁtness landscapes created by the changes in the problem,
i.e., they are independent of the optimization algorithm used on the DOP. The last two are derived from the dynamical sys-
tem of the standard GA with proportional selection and mutation, i.e., the last two measures depend on a speciﬁc optimiza-
tion algorithm. Although different results can be obtained if other optimization algorithms are employed, such measures
based on the dynamical system of the standard GA can serve as an indicative for the hardness of the problem when opti-
mized by similar population based metaheuristics.
5.1.1. Dynamic ﬁtness distance correlation
The authors in [8] proposed a measure of search difﬁculty for problems where the global optima are known. This measure,
called ﬁtness distance correlation (FDC), quantiﬁes the relationship between distance to the nearest optimum and the ﬁtness
for a subset of solutions. Here, the Hamming distance is employed to measure the distance between solutions. In case of
small problems, all n solutions of the search space can be used to compute the FDC. For the landscape of change cycle e, given
Table 1
Types of DOPs created by the proposed benchmark generator.
DOP Type Dynamics /ðeÞ
1.1 f ðx; eÞ ¼ fs g x;/ðeÞð Þð Þ ðEq: ð34ÞÞ;
g x;/ðeÞð Þ ¼ xmðeÞ ðEq: ð35ÞÞ;
mðeÞ ¼ 0l; for e ¼ 1mðe 1Þ  rðeÞ for e > 1

ðEq: ð36ÞÞ
rðeÞ
1.2 f ðx; eÞ ¼ fs g x;/ðeÞð Þð Þ ðEq: ð34ÞÞ;
g x;/ðeÞð Þ ¼ BðeÞx ðEq: ð37ÞÞ;
BðeÞ ¼ Il; for e ¼ 1CðeÞBðe 1Þ; for e > 1

;
where Cðe is a permutation matrix ðEq: ð38ÞÞ
CðeÞ
1.3 f ðx; eÞ ¼ fs g x;/ðeÞð Þð Þ ðEq: ð34ÞÞ;
g x;/ðeÞð Þ ¼ xmjðeÞ; if x 2 sjðeÞx; if x R sðeÞ

ðEq: ð39ÞÞ;
sjðeÞ ¼
0l; for e ¼ 1
rj; for e ¼ 2
DðeÞsjðe 1Þ; for e > 2
8<
: ðEq: ð40ÞÞ
rj;DðeÞ
2.1 f ðx; eÞ ¼ fs h x;/ðeÞð Þð Þ ðEq: ð41ÞÞ;
h x;/ðeÞð Þ ¼ LðeÞx ðEq: ð43ÞÞ;
LðeÞ ¼ Il; for e ¼ 1Q ðeÞ; for e > 1

;
where Q ðeÞ is a binary matrix with duplicate rows ðEq: ð44ÞÞ
Q ðeÞ
2.2 f ðx; eÞ ¼ fs h x;/ðeÞð Þð Þ ðEq: ð41ÞÞ;
h x;/ðeÞð Þ ¼ mðeÞ; if x 2 sðeÞx; if x R sðeÞ

ðEq: ð45ÞÞ;
sðeÞ ¼ 0l; for e ¼ 1
hðeÞ; for e > 1

ðEq: ð46ÞÞ
mðeÞ; hðeÞ
3 f ðx; eÞ ¼ fsðxÞ þ b x;/ðeÞð Þ ðEq: ð47ÞÞ;
b x;XðeÞð Þ ¼PjXðeÞjj¼1 aðx; sjðeÞ; eÞ ðEq: ð48ÞÞ ,
aðx; sjðeÞ; eÞÞ ¼ DfjðeÞ; x 2 sjðeÞ0; x R sjðeÞ

;
where sjðeÞ 2 XðeÞ ðEq: ð49ÞÞ
XðeÞ;DfjðeÞ
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the FDC is computed by:mFDCðeÞ ¼
Pn
i¼1ðf ðxi; eÞ  f ðeÞÞ dðxi; eÞ  dðeÞ
	 

rf ðeÞrdðeÞn ; ð50Þwhere f ðeÞ; dðeÞ;rf ðeÞ, and rdðeÞ are respectively the means and standard deviations for fðeÞ and dðeÞ. Here, it is important to
observe how the FDC is modiﬁed along the change cycles for each type of DOP described in Section 4. This way, it is proposed
to measure the mean of the differences between the FDC of the ﬁrst landscape of the problem (i.e., the landscape of the
respective stationary problem) and of each changed landscape. This way, the dynamic FDC for a DOP is given by:mDynCorr ¼
Pnc
e¼2jmFDCðeÞ mFDCð1Þj
nc  1 ; ð51Þwhere nc is the number of change cycles (the number of changes plus 1) in the DOP.
5.1.2. Mean severity of change for a dynamic problem
One of the criteria used by Branke [2] to characterize dynamic environments is the severity of change for a dynamic prob-
lem, measured by the distance between optimal solutions before and after a change. The mean severity of change is com-
puted here as the mean of the distance between optimal solutions in two consecutive change cycles, i.e.:mSeverity ¼
Pnc
e¼2d x
ðeÞ; xðe 1Þð Þ
lðnc  1Þ ; ð52Þwhere dðxðeÞ;xðe 1ÞÞ is the smallest distance between an optimal solution (x) of change cycle e and an optimal solution
of change cycle e 1.
5.1.3. Mean optimal ﬁtness difference
The previous criterion does not measure the ﬁtness difference between the solutions in two consecutive change cycles,
which is an important information about the change in the optimization problem as it inﬂuences the selection operations in
an EA. This way, the mean ﬁtness difference for the optimal solutions in two consecutive change cycles is also employed
here. The mean optimal ﬁtness difference is given by:
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Pnc
e¼2jf xðeÞð Þ  f xðe 1Þð Þj
nc  1 ; ð53Þwhere jf xðeÞð Þ  f xðe 1Þð Þj is the difference between the ﬁtness of an optimal solution (x) of change cycle e and the ﬁt-
ness of an optimal solution of change cycle e 1.
5.1.4. Mean distance between main metastable states
In the dynamical system approach [15,29], instead of studying the behaviour of single individuals in the search space, the
behaviour of discrete EAs is described by the trajectory of the population in a population space. Considering small discrete
problems, the population at generation t of an EA can be described as a vector pðtÞ containing the proportion of each possible
solution in the population at generation t. The behaviour of the population for a GA is given by pðtÞ ¼ G pðt  1Þ; tð Þ, where
pðtÞ is the expected population at generation t 2 Nþ;Gð:; tÞ : KNþ ! K is the algorithm’s generational operator (map) at
generation t, and the simplex K where the population vector is contained is given by:K ¼ p 2 Rn : pk P 0; for k ¼ 0; . . . ;n 1 and
Xn1
k¼0
pk ¼ 1
( )
: ð54ÞIn the limit N ! 1 (inﬁnite population case), where N is the population size, the trajectory of the population in the simplex
can be deterministically described [15], even for DOPs [28].
In this and the next measures, the dynamical behaviour of the populations of a simple GA with ﬂip mutation and propor-
tional selection is employed as criteria to describe the difﬁculty of a DOP. Rather than executing the GA, its dynamical system
is simulated, i.e., the evolution of the population vector is simulated. In the simulations presented in the next section, the
initial population is uniformly distributed and the mutation rate is set to 0:01. The analysis of the generational operator
can provide important insights in understanding the behaviour of EAs.
The ﬁxed points of pðtÞ ¼ G pðt  1Þ; tð Þ, called metastable states, play an important role in the evolutionary process as
they can change a trajectory in the simplex, attract population vectors, and trap ﬁnite populations for several generations.
For a DOP, the metastable states of the GA are modiﬁed according to the changes in the problem [28]. For each change cycle e,
a static landscape can be associated and, as a consequence, a set of metastable states can be described. The main metastable
state in a static landscape for the GA plays a very important role as it is the attractor to which all trajectories of the simplex
converge. In the main metastable state associated to change cycle e, a large part of the population are located at the global
optima of the respective landscape.
The measure described in this section is given by the mean Euclidean distance between the main metastable state at
change cycle e and the main metastable state at change cycle e 1, i.e.:mMetStDis ¼
Pnc
e¼2kpðeÞ  pðe 1Þk
nc  1 ; ð55Þwhere pðeÞ is the main metastable state in change cycle e.
5.1.5. Mean percentage of time to reach the main metastable state
Another important information about the difﬁculty of a problem, regarding a given EA, is the time needed for the popu-
lation vector to reach the neighbourhood of the main metastable state. Thus, the percentage of time to reach the neighbour-
hood of the main metastable state in change cycle e can be deﬁned as:tmmsðeÞ ¼
tp pðtÞ;pðeÞð Þ
dðeÞ ; if kpðtÞ  pðeÞk < 0:01
1; otherwise
(
ð56Þwhere tp pðtÞ;pðeÞð Þ is the number of generations, after change e, needed for the population vector pðtÞ to reach a distance to
the main metastable state pðeÞ smaller than 0.01, and dðeÞ is the duration of the change cycle e.
This way, the mean percentage of time to reach the main metastable state is given by:mMetStTime ¼
Pnc
e¼1tmmsðeÞ
nc
: ð57Þ5.1.6. Results
The results for two problems are presented here. In the ﬁrst problem, the stationary problem is a two-peak problem,
where the ﬁtness is calculated by:fs ¼ max 1
uðxÞ  2l=3
 2 ; 0:8
uðxÞ  ð2l  4Þ
 2
0
B@
1
CA: ð58Þwhere uðxÞ is the integer corresponding to x. In the simulations presented here, l ¼ 8.
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Fig. 2. Mean results over 25 runs for the knapsack problem.
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Fig. 1. Mean results over 25 runs for the two-peak problem.
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R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236 227The second problem is the stationary 0–1 knapsack problem. In this problem, the weight vectorw is composed of random
numbers uniformly distributed in [0,100], while the proﬁt vector q is composed of random numbers uniformly distributed in
[0,100]. The knapsack capacity is given by 0:7
P
iwðiÞ and the number of items is l ¼ 10.
Both problems are made dynamic using each one of the strategies presented in Section 4. The results are averaged over 25
runs for each combination of parameters q (parameter that controls the severity of the change) and s (duration of each
change cycle), i.e., dðeÞ ¼ s for all e. One can observe that, with exception for mMetStTime, the measures do not depend on
the duration of the change cycle s.
Figs. 1 and 2 present the results for mDynCorr;mSeverity;mFitDif , and mMetStDis considering three values of q: 0.125 (light shift-
ing), 0.5 (medium variation), and 0.875 (signiﬁcant change), for the two problems, respectively. For DOP Type 3, q2 ¼ q1 ¼ q.
For each measure, the Wilcoxon signed rank test was applied to test if the hypothesis that the difference between the results
produced by two DOP types comes from a distribution with median zero (null hypothesis) can be rejected at the 0.05
signiﬁcance level. Fig. 3 presents the results for mMetStTime considering three different values of s: 10 (fast changing environ-
ment), 50, and 100 (slow changing environment) generations. The standard deviations of the results are presented in the
tables of Appendix C.0.125 0.5 0.875
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Fig. 3. Mean results for mMetStTime .
228 R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236Some observations can be made by analysing the results presented in Figs. 1–3. One can observe that the changes in mea-
sure mFitDif , i.e., the mean difference for the best ﬁtness in two consecutive change cycles, is equal to zero for the problems
with permutation (DOPs of types 1.1, 1.2, and 1.3). The statistical test showed that the null hypothesis cannot be rejected
when the results for mFitDif between pairs of samples produced by DOPs of types 1.1, 1.2, and 1.3 are compared (for the
remaining comparisons, the null hypothesis can be rejected). This occurs because, in DOPs with permutation, the changes
in the problem cause a resorting of the ﬁtness vector, but the ﬁtness values are preserved.
The neighbourhood relations in the search space are still preserved in DOP Types 1.1 and 1.2, resulting in values ofmDynCorr
approximately equal to zero. FormDynCorr , the statistical test showed that the null hypothesis cannot be rejectedwhen compar-
ingDOPs of types 1.1 and 1.2 (for the remaining comparisons, the null hypothesis can be rejected). This occurs because all solu-
tions of the search space are modiﬁed according to the same permutation (this does not occur in DOP Type 1.3). Thus, for DOP
Types1.1 and1.2, as observed in Section4.1, thepopulation couldbemovedaccording to the transformationonlyone timeafter
the change in the space, computing then theﬁtness in the samewayas in a stationary environment. Thisway, forDOPTypes1.1.
and 1.2, in the sameway that occurs in the DOPs created by the XOR DOP generator, the ﬁtness landscapes in different change
cycles offer the samedifﬁculty for the algorithms. The onlymodiﬁcationproduced in the problem is the distribution of the pop-
ulation in the ﬁrst generation after the change (generally, obtained from the last population at the previous change cycle).
For the remaining measures (mSeverity and mMetStDis), different behaviour among the results for all DOP types in both prob-
lems can be noticed. When the statistical test is applied to the results of mSeverity and mMetStDis, the null hypothesis can be
rejected for all comparisons.
From the tables in Appendix C, one can still observe that the standard deviation for mSeverity is close to zero for DOP Type
1.1 as the number of bits changed for the template rðeÞ, which controls the permutation of the solutions of the search space,
remains constant.
It is possible to observe that, for all cases, the mean severity of change for a dynamic problem (mSeverity) increases with the
value of q, i.e., like in the XOR DOP generator, the parameter q controls the severity of changes in the problem. The mean
distance between main metastable states for the simple GA generally increases with the value of q too, as a great part of
the population are located at the global optima of the respective static landscape in the main metastable states (one can
remember thatmSeverity is directly inﬂuenced by the distance between optimal solutions before and after a change). As a con-
sequence, in the simulations of the GA, the mean percentage of time to reach the main metastable states (mMetStTime) increases
with q too (Fig. 3). Another observation regarding mMetStTime is that it decreases with the increase of s since, for larger s
(change cycles duration), the GA has more time to reach the current main metastable state.
Figs. 4 and 5 show simulations of four change cycles for the GA in DOPs respectively generated from the two peak prob-
lem and 0–1 knapsack problem, both with s ¼ 50 and q ¼ 0:875. The mean ﬁtness of the population and the distance of the
population vector to the main metastable state are presented. One can observe different behaviour of the GA in the different
types of DOPs produced by the proposed generator. Some of them are commented as follows.
First, one can observe that DOP Type 1.3 represents a serious challenge to the GA in both problems. It can be observed
that, for some change cycles, the population was trapped in a metastable state (where various individuals of the population
are close to local optima) different from the main metastable state, what is explained by the occurrence of permutations that
changed the optimum explored by the population before the change to a distant place.
Second, it can be observed that the main metastable point was not signiﬁcantly changed for DOP Type 2.2, which is
explained because various solutions of the search space have the same values of ﬁtness. This way, the duplication of some
solutions caused by the generator did not produce a signiﬁcant change in the main metastable state and, as a consequence, in
the dynamics of the population.
Finally, it can be observed that the mean ﬁtness considerably increased or decreased after the changes for DOP Type 3.
Such changes can cause different behaviours in the convergence of the population to the metastable points, what is
explained by higher or lower selective pressure due to the larger or smaller difference among the ﬁtness of the solutions.0 50 100 150 200
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Fig. 4. Mean ﬁtness and distance to the main metastable state in a simulation of the GA on DOPs generated from the 2-peak problem with q ¼ 0:875 and
s ¼ 50.
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Fig. 5. Mean ﬁtness and distance to the main metastable state in a simulation of the GA on DOPs generated from the 0–1 knapsack problem with q ¼ 0:875
and s ¼ 50.
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In this section, the performance of three GAs is compared in DOPs created by the proposed DOP generator. The algorithms
are: standard GA (SGA), random immigrants GA (RIGA), and GA with hypermutation (HGA) [3]. Here, the performance of the
algorithms is investigated on the two-peak problem with l ¼ 20 made dynamic according to the DOP types described before.
GAs with ﬂip mutation, elitism, proportional selection, and one-point crossover are employed. In all algorithms, the mutation
rate was set to pm ¼ 1=l, the crossover rate was pc ¼ 0:6, and the population size was set to 100. In RIGA, 20% randomly cho-
sen individuals of the population are replaced by randomly generated individuals in each generation, while in HGA, when the
performance of the current best individual of the population deteriorates, the mutation rate is triggered from pm to 10 pm,
and remains in this value for 5 generations. The same values for s and q are used in the runs as described in the previous
section. The number of change cycles in each run is 20.
Table 2 shows the results of the mean error for the current best solution averaged over 25 runs. The best values among the
algorithms for each combination of s and q are in bold (the symbol  indicates when the best results among the algorithms
are statistically signiﬁcant according to Wilcoxon signed rank tests with 0.05 signiﬁcance level). In general, the performance
of the algorithms worsens with the increase of q (severity of the change) and the decrease of s (length of the change cycle).
However, one can observe different behaviours for the algorithms in different types of DOPs produced by the proposed gen-
erator. It can be observed, for example, that while SGA presents better mean in most cases for DOP Type 1.2, RIGA presents
better mean in most cases for DOP Type 2.1.6. Conclusions
A myriad of algorithms for EDO have been proposed in recent years. In order to test and compare such algorithms, spe-
cially designed benchmark DOP generators have been used. One of the most popular benchmark generators is the XOR DOP
generator [31,33], which allows the creation of discrete DOPs from any binary-encoded stationary problem. In this paper, the
ﬁtness landscape modiﬁcations in the DOPs produced by the XOR DOP generator are analysed and compared to those gen-
erated in different DOPs. The DOPs investigated are three versions of the dynamic 0–1 knapsack problem, the dynamic NK-
model, and one problem involving evolutionary robots in dynamic environments. In order to analyse different DOPs and ﬁnd
similarities among them, it is proposed in this paper to analyse the modiﬁcations caused by the changes produced during the
optimization process in the ﬁtness landscape.
One can observe that the DOPs investigated here are obtained by three types of modiﬁcations on the ﬁtness landscapes:
(i) permutation of solutions in the search space; (ii) duplication of solutions; (iii) adding deviations in the ﬁtness of some
solutions of the search space. The XOR DOP generator creates a special type of permutation that is not found in other inves-
tigated DOPs. It is important to observe that, according to the authors’ knowledge, some of the transformations in the ﬁtness
landscapes analysed here were not formally described in the evolutionary dynamic optimization literature, and can generate
interesting new classes of DOPs. Mainly, the authors believe that the transformations dependent on subsets of solutions (or
templates) and duplication of solutions (or part of solutions) are very interesting from theoretical and practical points of
view for the EDO community.
Based on the analysis performed on Section 3, a new benchmark problem generator is proposed here for discrete DOPs.
The new generator, which is independent of the algorithm used during the optimization process, allows to produce 6 types of
DOPs according to the ﬁtness landscape modiﬁcations, including those similar to the DOPs produced by the XOR DOP gen-
erator and other problems investigated here. Thus, new algorithms can be tested and compared in a wide range of types of
DOPs, with characteristics similar to those found in other binary DOPs.
Table 2
Mean results and standard deviation for the error in 25 runs for the two-peak problem.
Alg. DOP Type s q ¼ 0:125 q ¼ 0:5 q ¼ 0:875
SGA 1.1 10 2.2E01 ± 4.1E02⁄ 7.7E01 ± 2.9E02 7.8E01 ± 2.8E02
50 7.4E02 ± 4.7E02 2.5E01 ± 2.2E02 2.6E01 ± 2.3E02
100 6.0E02 ± 4.3E02 1.4E01 ± 1.0E02 1.6E01 ± 1.0E02
1.2 10 2.1E01 ± 6.8E02 3.6E01 ± 1.3E01 3.7E01 ± 8.4E02
50 7.5E02 ± 3.3E02⁄ 1.4E01 ± 2.2E02⁄ 1.7E01 ± 2.3E02
100 6.2E02 ± 3.8E02 1.1E01 ± 9.0E03⁄ 1.3E01 ± 1.4E02
1.3 10 1.8E01 ± 1.1E01 3.6E01 ± 3.1E01 6.2E01 ± 2.3E01
50 1.3E01 ± 9.6E02 3.2E01 ± 3.0E01 5.0E01 ± 2.4E01
100 1.2E01 ± 9.6E02 2.9E01 ± 3.0E01 4.8E01 ± 2.5E01
2.1 10 4.3E01 ± 1.6E01 5.0E01 ± 1.1E01 5.5E01 ± 7.4E02
50 3.3E01 ± 1.1E01 4.1E01 ± 7.1E02 5.0E01 ± 6.9E02
100 3.0E01 ± 9.8E02 4.0E01 ± 5.6E02 4.8E01 ± 6.2E02
2.2 10 7.0E02 ± 4.3E02 7.0E02 ± 4.3E02 7.8E02 ± 4.5E02
50 4.0E02 ± 4.6E02 4.0E02 ± 4.6E02 4.7E02 ± 4.8E02
100 3.6E02 ± 4.7E02 3.6E02 ± 4.7E02 4.2E02 ± 4.8E02
3 10 9.9E02 ± 4.9E02 2.0E01 ± 1.2E01 6.3E01 ± 3.5E01
50 8.2E02 ± 4.9E02 2.0E01 ± 7.9E02 7.4E01 ± 1.0E01
100 7.8E02 ± 5.0E02 2.0E01 ± 7.7E02 6.4E01 ± 9.7E02
RIGA 1.1 10 2.7E01 ± 6.7E02 7.3E01 ± 2.7E02⁄ 7.3E01 ± 3.8E02⁄
50 8.7E02 ± 3.7E02 2.3E01 ± 2.5E02⁄ 2.4E01 ± 2.5E02⁄
100 4.8E02 ± 3.1E02 1.3E01 ± 1.8E02 1.4E01 ± 1.5E02
1.2 10 2.4E01 ± 8.7E02 3.4E01 ± 1.1E01 3.7E01 ± 8.4E02
50 9.2E02 ± 2.9E02 1.6E01 ± 2.4E02 1.7E01 ± 2.4E02
100 6.9E02 ± 3.9E02 1.2E01 ± 1.1E02 1.3E01 ± 1.7E02
1.3 10 2.0E01 ± 1.2E01 3.8E01 ± 2.7E01 5.5E01 ± 2.0E01
50 1.4E01 ± 1.1E01 2.4E01 ± 2.1E01 3.4E01 ± 1.6E01⁄
100 1.2E01 ± 8.9E02 2.1E01 ± 2.3E01 3.6E01 ± 1.9E01
2.1 10 3.4E01 ± 9.0E02 4.6E01 ± 5.3E02⁄ 5.4E01 ± 6.8E02
50 2.4E01 ± 6.2E02 3.9E01 ± 5.1E02⁄ 4.8E01 ± 6.0E02
100 2.3E01 ± 4.9E02 3.7E01 ± 5.2E02⁄ 4.6E01 ± 6.2E02
2.2 10 7.3E02 ± 5.0E02 7.3E02 ± 5.0E02 8.0E02 ± 4.7E02
50 4.3E02 ± 4.8E02 4.3E02 ± 4.8E02 4.9E02 ± 4.6E02
100 4.0E02 ± 4.9E02 4.0E02 ± 4.9E02 4.7E02 ± 4.8E02
3 10 9.9E02 ± 4.9E02 2.0E01 ± 1.1E01 6.2E01 ± 3.4E01
50 8.5E02 ± 5.0E02 2.1E01 ± 7.4E02 7.4E01 ± 1.1E01
100 8.1E02 ± 5.0E02 2.0E01 ± 7.1E02 6.5E01 ± 1.1E01
HGA 1.1 10 6.3E01 ± 5.5E02 8.3E01 ± 2.8E02 8.3E01 ± 1.7E02
50 1.7E01 ± 2.1E02 2.5E01 ± 1.9E02 2.6E01 ± 2.4E02
100 9.8E02 ± 2.0E02 1.5E01 ± 1.3E02 1.4E01 ± 1.0E02
1.2 10 3.0E01 ± 1.1E01 5.5E01 ± 1.2E01 5.5E01 ± 8.5E02
50 1.3E01 ± 1.2E02 2.0E01 ± 1.8E02 2.2E01 ± 1.8E02
100 1.0E01 ± 1.7E02 1.4E01 ± 9.3E03 1.5E01 ± 1.1E02
1.3 10 1.9E01 ± 1.2E01 3.5E01 ± 2.8E01 5.5E01 ± 2.1E01
50 1.4E01 ± 1.0E01 2.7E01 ± 2.5E01 5.1E01 ± 2.5E01
100 1.2E01 ± 9.5E02 2.7E01 ± 2.9E01 4.1E01 ± 2.3E01
2.1 10 3.2E01 ± 9.8E02 4.9E01 ± 6.8E02 6.1E01 ± 8.6E02
50 2.5E01 ± 7.2E02 4.0E01 ± 5.2E02 5.0E01 ± 5.4E02
100 2.2E01 ± 5.7E02 3.8E01 ± 5.9E02 4.8E01 ± 6.1E02
2.2 10 7.0E02 ± 4.3E02 7.0E02 ± 4.3E02 8.0E02 ± 4.5E02
50 4.0E02 ± 4.6E02 4.0E02 ± 4.6E02 4.4E02 ± 4.3E02
100 3.6E02 ± 4.7E02 3.6E02 ± 4.7E02 4.2E02 ± 4.8E02
3 10 9.9E02 ± 4.9E02 2.0E01 ± 1.2E01 6.7E01 ± 3.4E01
50 8.2E02 ± 4.9E02 2.0E01 ± 7.7E02 7.2E01 ± 1.1E01
100 7.8E02 ± 5.0E02 1.9E01 ± 7.0E02 6.5E01 ± 1.0E01
230 R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236The experiments presented in this paper show that the proposed generator produces a wider class of complex dynamical
behaviours, allowing to compare in a wider spectra the algorithms employed for optimization in dynamic environments,
when compared to the XOR DOP generator. The new generator produces 3 types of DOPs with permutation (types 1.1,
1.2, and 1.3), 2 types of DOPs where parts of the ﬁtness landscape are duplicated (types 2.1 and 2.2), and 1 type of DOPs
where deviations are added to parts of the ﬁtness landscape (type 3). In the DOP Types 1.1 and 1.2, like in the DOPs produced
by the XOR DOP generator, the neighbourhood relations between the solutions in the search space are preserved after the
changes, resulting in the same difﬁculty for the algorithm in each change cycle. In DOPs with duplication of parts of the ﬁt-
ness landscape, the difﬁculty is associated with the solutions of the search space that are duplicated after the changes. For
changes where the region explored by the best solution of the algorithm before the change are duplicated, the changes do
R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236 231not represent a serious difﬁcult for the algorithms. Unlike in DOP Types 1 and 2, in DOP Type 3, the ﬁtness values present in
the static landscape are modiﬁed by the changes; in DOP Types 1 and 2, they are only resorted, duplicated, or removed. In the
experiments with 3 GAs, the algorithms presented different behaviours for the generated DOP types.
The proposed generator can still be extended by including other types of problems, described according to the framework
for analysing DOPs according to ﬁtness landscape modiﬁcations proposed here. The analysis presented here is independent
of the optimization algorithm. It does not escape from our perception that, in order to predict the behaviour of the algo-
rithms, the analysis of only the modiﬁcations on the ﬁtness vector is not enough, being necessary the investigation of the
synergism between the topological structure of the ﬁtness landscape and the neighbourhood relations generated by the
operators employed by the optimization algorithm (see, e.g., the works [16,21]). In this way, a very relevant, and essential,
future work is the analysis of the behaviour of the state-of-the-art approaches for DOPs [4] according to the analysis pre-
sented here.
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Appendix A. List of symbols
The main symbols used in this paper are:
v: feasible solution domain;
n: dimension of v;
xi : i-th solution of v;
l: dimension of solutions in v;
fi: ﬁtness (cost) of solution xi;
f: vector with the ﬁtness of all solutions in v;
e: index of the change cycle;
f ðx; eÞ: ﬁtness (cost) of solution x at change cycle e;
de: duration of change cycle e;
mðeÞ and rðeÞ: binary templates at change cycle e;
w: real function;
/: system control parameters vector (or matrix);
P: orthogonal matrix;
r;B;C;D: permutation matrices;
fsð:Þ: stationary ﬁtness function;
s: duration of each change cycle (in this case, all change cycles have the same duration de);
q: parameter used to control the severity of the change;
q: vector with the proﬁts of the items in the 0–1 knapsack problem;
w: vector with the weights of the items in the 0–1 knapsack problem;
C: knapsack capacity in the 0–1 knapsack problem;
A: diagonal matrix with real numbers;
H; L;Q : binary matrices with duplicated rows;
YðxiÞ: subset of neighbours of the i-th element of vector x in the NK-landscapes;
X: set of templates s;
s; h; rj: templates with symbols 0, 1, and ⁄ (do not care);
g x;/ðeÞð Þ: permutation of x according to the system control parameter (/ðeÞ) at change cycle e;
h x;/ðeÞð Þ: a transformation of x, according to the system control parameter (/ðeÞ) at change cycle e, causing the dupli-
cation of some elements of the ﬁtness vector fðeÞ;
DfjðeÞ: ﬁtness deviation for template sjðeÞ at change cycle e;
mDynCorr: dynamic ﬁtness distance correlation;
mSeverity: mean severity of change;
mFitDif : mean optimal ﬁtness difference;
mMetStDis: mean distance between main metastable states (i.e., between the metastable state in consecutive change
cycles);
mMetStTime: mean percentage of time to reach the main metastable state after a change.
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When EAs are applied to optimize control laws in robots, the time required to obtain good solutions are generally long.
During the optimization process, changes in the environment or in the robots can occur, making the optimization problem
dynamic. Such changes are associated with modiﬁcations in the ﬁtness landscape and are due to various reasons, like faults,
environmental changes, platform modiﬁcation, transfer of solutions from simulation to real environments, cooperation and
competition problems, and changes in the strategies or objectives [14]. In [24], the dynamical system of a GA employed to
optimize the control laws of mobile robots in two applications was investigated. Here, the changes in the ﬁtness landscape in
a simple navigation problem where faults can occur in the mobile robots are analysed. This problem is a simpliﬁcation of the
problems investigated in [14,25], where EAs are employed to evolve a neural network that controls a mobile robot. In [14],
the modiﬁcations in the ﬁtness landscape occur due to changes in the environment where the robot is navigating, while they
are produced by intermittent faults in [25].
Here, a robot with only one frontal sensor should navigate in a square environment. The robot can occupy one of 9 posi-
tions (squares) of this environment. The sensor generates a signal equal to I ¼ 1 when the robot is in front of a wall and I ¼ 0
otherwise. The goal of the optimization process is to ﬁnd a control law that allows the robot to navigate the environment
without colliding with the walls during 10 iterations (movements). The control laws of the robot are deﬁned by a vector with
l bits, where each bit determines the next move of the robot according to the combination of internal state and sensor inputs.
The robot can perform two actions: move forward (0), i.e., move to next position located in its front, or rotate clockwise
(1), i.e., change its orientation without changing its position. Besides the sensor signal (I), the robot has a status bit (S), or
internal memory, that indicates whether the last move was a rotation (S ¼ 0) or movement forward (S ¼ 1). Therefore,
the control vector has 4 bits that deﬁne the action for each possible combination of sensor input/ internal state, or
ðI; SÞ ¼ fð0;0Þ; ð0;1Þ; ð1;0Þ; ð1;1Þg. For example, if the control vector is given by x ¼ ½0;0;0;1T, the robot will rotate only
when it moved ahead and found in the last iteration a wall in front of its current position. Thus, the search space consists
of only n ¼ 16 possible solutions.
In this problem, theﬁtness is givenby thenumber of positions occupiedby the robot until it hits awall or reaches the limit of
10 iterations. As the robot always starts in the samepositionandorientation (in theﬁrst position andoriented toward the right),
the maximum ﬁtness is 8, because it must turn (without moving) at least three times. In order to make the problem dynamic,
changes are introduced by simulating three types of faults in sensor readings. Those faults are intermittent faults, i.e., the faults
occurs during intervals of the optimization process (here, it is considered that only one fault can occur each time).
In fault 1, the sensor readings of the robot are equal to zero. This fault can occur, for among other reasons, by malfunction
of the sensor or by bad contacts of the cables connecting the sensor to the micro-controller that controls the robot. In fault 2,
the sensor readings are always equal to one, which can occur in the case of short circuits. In fault 3, the readings from the
sensor are inverted, i.e., when there is an obstacle in front of the robot, the reading is equal to I ¼ 0; otherwise, I ¼ 1. This
type of fault can occur due to malfunction of the sensor or the microcontroller.
To understand how the changes caused by faults affect the DOP, it is now investigated how the ﬁtness landscape is chan-
ged in the transition of the change cycles. In the case of fault 1, the input signal is always I ¼ 0, resulting in the fact that the0 5 10 15
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Fig. 6. Fitness vector before the changes (e ¼ 1) and difference between the ﬁtness vector in the change cycle eP 1 and the ﬁtness vector in change cycle 1
for the robot navigation problem.
R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236 233combinations of sensor input/ internal state being reduced to ðI; SÞ ¼ fð0;0Þ; ð0;1Þg. As a result, the actions given by the third
and fourth elements of the vector x are respectively equal to the actions given by the ﬁrst and second elements of the same
vector. A similar effect occurs in case of fault 2, in which the sensor signal is always I ¼ 1. In this case, ðI; SÞ ¼ fð1;0Þ; ð1;1Þg,
and, consequently, the actions given by the ﬁrst and second elements of the vector x are respectively equal to the actions
given by the third and fourth elements of this vector. In fault 3, in which the input signal is inverted, there is a permutation
of the elements of the vector x, resulting in the exchange between the ﬁrst and third elements and between the second and
fourth elements. Thus, when a fault occurs in the change cycle e and assuming that no faults occurs in change cycle 1, the
ﬁtness can be computed as:f ðx; eÞ ¼ f L faultðeÞð Þx;1ð Þ ¼ fs L faultðeÞð Þxð Þ; ð59Þwhere faultðeÞ is the fault at change cycle e; fsð:Þ is the stationary ﬁtness function (i.e., the ﬁtness function for the robot with
no faults), and LðfaultðeÞÞ for faults 0 (normal operation), 1, 2, and 3 is respectively given by:Lð0Þ ¼ I4; Lð1Þ ¼
I2 02
I2 02
 
; Lð2Þ ¼ 02 I2
02 I2
 
; Lð3Þ ¼ 02 I2
I2 02
 
:where 0n is a n n matrix composed by zeros and In is the n n identity matrix.
As a consequence of Eq. (59), the ﬁtness vector in change cycle e can be written based on the ﬁtness vector in change cycle
1 (robot without faults). In case of fault 1, the ﬁtness values for the solutions of the search space in which actions (elements
of the vector x) are equal for I ¼ 0 and I ¼ 1 in cycle 1, replace in cycle e the ﬁtness values for solutions whose respective
actions for I ¼ 0 are equal (i.e., solutions with the same ﬁrst half of the vector x). The same occurs for fault 2, but now replac-
ing the solutions whose respective actions for I ¼ 1 are equal (i.e., solutions with the same ﬁrst half of the vector x). Finally,
for fault 3, the elements of the ﬁtness vector corresponding to solutions (elements of the vector x) with different actions for
I ¼ 0 and I ¼ 1 are permuted. For the remaining elements of the ﬁtness vector (i.e., elements that have the ﬁrst and second
halves of the vector x equal), the values remain unchanged. Thus:fðeÞ ¼ H faultðeÞð Þfð1Þ; ð60Þwhere H faultðeÞð Þ for faults 0, 1, 2 and 3 is respectively given by:
Hð0Þ ¼ I16;
Hð1Þ ¼
Md 02 02 02 02 02 02 02
Md 02 02 02 02 02 02 02
02 02 Me 02 02 02 02 02
02 02 Me 02 02 02 02 02
02 02 02 02 02 Md 02 02
02 02 02 02 02 Md 02 02
02 02 02 02 02 02 02 Me
02 02 02 02 02 02 02 Me
2
66666666666664
3
77777777777775
;
Hð2Þ ¼
Ma 02 Mc 02 02 02 02 02
02 02 02 02 02 Mb 02 Mc
Ma 02 Mc 02 02 02 02 02
02 02 02 02 02 Mb 02 Mc
Ma 02 Mc 02 02 02 02 02
02 02 02 02 02 Mb 02 Mc
Ma 02 Mc 02 02 02 02 02
02 02 02 02 02 Mb 02 Mc
2
66666666666664
3
77777777777775
;
Hð3Þ ¼
Ma 02 M
T
b 02 02 02 02 02
02 02 02 02 Ma 02 M
T
b 02
Mb 02 Mc 02 02 02 02 02
02 02 02 02 Mb 02 Mc 02
02 Ma 02 M
T
b 02 02 02 02
02 02 02 02 02 Ma 02 M
T
b
02 Mb 02 Mc 02 02 02 02
02 02 02 02 02 Mb 02 Mc
2
666666666666664
3
777777777777775
:
T
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T
M
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ean res
DOP T
1.1
1.2
1.3
2.1
2.2
3
able 4
ean res
Dop T
1.1
1.2
1.3
2.1
2.2
3Ma ¼
1 0
0 0
 
; Mb ¼
0 1
0 0
 
; Mc ¼
0 0
0 1
 
; Md ¼
1 0
1 0
 
; Me ¼
0 1
0 1
 
:These changes are consistent with the ﬁtness space robot presented in Fig. 6. The best solutions for the robot without
faults are solutions 1 (x ¼ ½0;0;0;1T) and 3 (x ¼ ½0;0;1;1T), i.e., when the robot rotates only if it went ahead in the last iter-
ation and found a wall in front of its current position (solution 1), or when it found a wall in front of the current position
regardless of their internal state (solution 3). In both cases, the ﬁtness value is equal to the maximum ﬁtness (8), and the
adopted strategy means to navigate in a clockwise direction at positions along the walls. The next best solutions (solutions
5 and 7), with ﬁtness equal to 6, present the strategy to turn always after a forward movement. One can observe, however,
that this strategy has the maximum ﬁtness when the robot has fault 1 or 2 as they do not need to use the sensor to navigate.
Thus, one can observe that some solutions (where the sensor fault does not affect the developed strategy) have the same
ﬁtness after fault 1 or 2, while other solutions have changed its ﬁtness as exposed before. In the case of fault 3, the ﬁtness
values are kept, just being re-ordered according to the inversion of the sensor readings (now, the best solutions are those
with index 4 and 12).ults and standard deviation over 25 runs for the two-peak problem.
ype q mDynCorr mSeverity mFitDif mMetStDis
0.125 9.72E17 ± 3.55E17 1.25E01 ± 0.00E+00 0.00E+00 ± 0.00E+00 1.27E+00 ± 7.26E04
0.500 1.05E16 ± 2.79E17 5.00E01 ± 0.00E+00 0.00E+00 ± 0.00E+00 1.29E+00 ± 3.85E08
0.875 1.10E16 ± 2.66E17 8.75E01 ± 0.00E+00 0.00E+00 ± 0.00E+00 1.29E+00 ± 7.18E13
0.125 1.03E16 ± 3.82E17 1.42E01 ± 3.05E02 0.00E+00 ± 0.00E+00 7.32E01 ± 1.56E01
0.500 1.10E16 ± 2.29E17 3.63E01 ± 4.14E02 0.00E+00 ± 0.00E+00 1.19E+00 ± 8.27E02
0.875 1.25E16 ± 2.23E17 4.61E01 ± 4.14E02 0.00E+00 ± 0.00E+00 1.27E+00 ± 3.84E02
0.125 1.61E02 ± 1.08E02 7.00E02 ± 4.96E02 0.00E+00 ± 0.00E+00 2.46E01 ± 1.71E01
0.500 4.53E02 ± 2.92E02 1.42E01 ± 6.12E02 0.00E+00 ± 0.00E+00 5.17E01 ± 2.45E01
0.875 8.32E02 ± 2.49E02 2.38E01 ± 6.48E02 0.00E+00 ± 0.00E+00 7.72E01 ± 2.15E01
0.125 4.74E02 ± 1.17E02 3.17E01 ± 5.25E02 8.98E02 ± 2.00E02 7.92E01 ± 6.18E02
0.500 8.71E02 ± 1.48E02 4.41E01 ± 6.46E02 2.89E01 ± 6.29E02 6.61E01 ± 4.03E02
0.875 1.16E01 ± 1.74E02 4.59E01 ± 4.24E02 3.12E01 ± 6.10E02 5.73E01 ± 4.00E02
0.125 9.20E04 ± 7.47E04 4.21E03 ± 1.46E02 8.42E04 ± 2.91E03 1.36E02 ± 3.92E02
0.500 2.51E03 ± 3.28E03 2.16E02 ± 2.49E02 3.79E03 ± 5.16E03 5.97E02 ± 6.50E02
0.875 9.86E03 ± 9.25E03 1.01E01 ± 5.79E02 5.14E02 ± 4.45E02 2.88E01 ± 1.51E01
0.125 1.01E01 ± 8.15E02 1.79E02 ± 2.21E02 1.15E02 ± 7.02E03 5.21E02 ± 5.88E02
0.500 3.42E01 ± 9.48E02 8.11E02 ± 4.26E02 1.92E01 ± 5.15E02 1.97E01 ± 8.90E02
0.875 4.61E01 ± 7.62E02 1.16E01 ± 4.12E02 7.13E01 ± 1.25E01 3.22E01 ± 7.37E02
ults and standard deviation over 25 runs for the knapsack problem.
ype q mDynCorr mSeverity mFitDif mMetStDis
0.125 2.43E17 ± 3.34E17 1.00E01 ± 4.25E17 0.00E+00 ± 0.00E+00 7.27E01 ± 5.99E03
0.5 1.50E17 ± 2.23E17 5.00E01 ± 0.00E+00 0.00E+00 ± 0.00E+00 7.68E01 ± 1.21E05
0.875 2.99E17 ± 2.98E17 8.00E01 ± 3.40E16 0.00E+00 ± 0.00E+00 7.68E01 ± 4.92E08
0.125 6.36E17 ± 4.84E17 1.07E01 ± 1.91E02 0.00E+00 ± 0.00E+00 4.20E01 ± 6.86E02
0.5 7.85E17 ± 3.50E17 3.41E01 ± 2.13E02 0.00E+00 ± 0.00E+00 7.35E01 ± 3.12E02
0.875 1.01E16 ± 4.20E17 4.02E01 ± 3.33E02 0.00E+00 ± 0.00E+00 7.44E01 ± 2.36E02
0.125 6.02E02 ± 3.20E02 7.03E02 ± 6.05E02 0.00E+00 ± 0.00E+00 1.74E01 ± 1.31E01
0.5 1.63E01 ± 5.46E02 1.13E01 ± 4.30E02 0.00E+00 ± 0.00E+00 3.18E01 ± 1.51E01
0.875 2.59E01 ± 5.45E02 2.02E01 ± 5.75E02 0.00E+00 ± 0.00E+00 5.38E01 ± 1.24E01
0.125 3.96E02 ± 4.81E03 2.09E01 ± 2.55E02 1.22E+01 ± 2.62E+00 4.67E01 ± 3.33E02
0.5 9.41E02 ± 1.23E02 3.79E01 ± 3.60E02 2.24E+01 ± 5.19E+00 4.09E01 ± 2.32E02
0.875 1.24E01 ± 2.17E02 3.98E01 ± 3.80E02 3.31E+01 ± 6.76E+00 3.59E01 ± 3.44E02
0.125 4.53E04 ± 1.12E03 4.21E04 ± 2.11E03 0.00E+00 ± 0.00E+00 2.01E03 ± 7.42E03
0.5 2.99E03 ± 2.66E03 9.26E03 ± 1.37E02 8.67E01 ± 1.29E+00 3.45E02 ± 4.41E02
0.875 1.21E02 ± 8.61E03 2.32E02 ± 2.25E02 2.39E+00 ± 2.50E+00 8.15E02 ± 7.32E02
0.125 4.16E02 ± 2.75E02 3.47E02 ± 3.00E02 3.91E+00 ± 2.41E+00 8.90E02 ± 3.62E02
0.5 2.64E01 ± 4.90E02 6.13E02 ± 2.22E02 4.85E+01 ± 1.24E+01 1.69E01 ± 5.98E02
0.875 3.36E01 ± 8.74E02 9.35E02 ± 2.65E02 1.78E+02 ± 3.63E+01 2.59E01 ± 8.63E02
R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236 235According to Eq. (60), one can observe that the faults generate single time-dependent DOP (Deﬁnition 4), where the ﬁt-
ness vector in change cycle e depends on the ﬁtness vector in change cycle 1. One can still observe that the matrices Hð1Þ and
Hð2Þ have duplicate rows. The duplicate rows in this case are obtained by duplicating elements of the decision variables vec-
tor according to the linear matrices Lð1Þ and Lð2Þ in Eq. (59). In this way, faults 1 and 2 generate single time-dependent DOPs
obtained by copying decision variables according to a linear transformation; more precisely, using a matrix with duplicate
rows. A different single time-dependent DOP is generated for fault 3. Since the matrix Hð3Þ is a permutation matrix, fault 3
generates a DOP with permutation (Deﬁnition 8). One can remember that the XOR DOP generator also generates DOPs with
permutation. However, for this evolutionary robots problem, the permutation matrix is generated in a different form. While
in DOPs produced by the XOR DOP generator, the elements of the vector f are re-ordered according to the rule i rðeÞ (Sec-
tion 3.1), which produces a uniform permutation, i.e., all elements of the search space are re-ordered in a uniform way, fault
3 causes a non-uniform permutation given by the permutation of the decision variables according to Eq. (59) and matrix
Lð3Þ. As a consequence, only some of the solutions of the search space are re-ordered, while others remain ﬁxed.Appendix C. Results: impact of the changes on the ﬁtness landscapes
Tables 3 and 4 present the results for mDynCorr;mSeverity;mFitDif , andmMetStDis considering three values of q: 0.125 (light shift-
ing), 0.5 (medium variation), and 0.875 (signiﬁcant change), for the two-peak problem and knapsack problem, respectively.Table 5
Mean results and standard deviation of mMetStTime over 25 runs for the two-peak problem.
DOP Type s q ¼ 0:125 q ¼ 0:5 q ¼ 0:875
1.1 10 6.96E01 ± 9.48E02 9.91E01 ± 1.60E02 9.99E01 ± 4.00E03
50 1.86E01 ± 3.35E02 8.30E01 ± 4.87E02 9.70E01 ± 1.13E02
100 9.30E02 ± 1.67E02 5.27E01 ± 5.76E02 8.72E01 ± 2.55E02
1.2 10 8.39E01 ± 1.21E01 9.62E01 ± 4.14E02 9.83E01 ± 2.11E02
50 3.99E01 ± 1.53E01 7.00E01 ± 8.98E02 8.01E01 ± 7.18E02
100 1.19E01 ± 3.23E02 4.11E01 ± 8.05E02 5.10E01 ± 7.78E02
1.3 10 6.20E01 ± 2.78E01 7.41E01 ± 2.01E01 8.11E01 ± 1.52E01
50 2.89E01 ± 1.74E01 4.00E01 ± 1.84E01 5.06E01 ± 1.37E01
100 1.21E01 ± 7.30E02 1.87E01 ± 8.96E02 3.02E01 ± 9.02E02
2.1 10 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00
50 9.90E01 ± 1.30E02 9.93E01 ± 3.40E16 9.92E01 ± 4.80E03
100 9.61E01 ± 2.42E02 9.55E01 ± 2.86E02 9.58E01 ± 2.22E02
2.2 10 3.19E01 ± 1.20E01 4.18E01 ± 2.01E01 6.25E01 ± 1.77E01
50 7.34E02 ± 3.41E02 1.24E01 ± 7.50E02 2.68E01 ± 1.12E01
100 4.16E02 ± 3.12E02 7.58E02 ± 5.15E02 1.80E01 ± 8.17E02
3 10 4.53E01 ± 2.45E01 8.42E01 ± 1.52E01 9.78E01 ± 2.23E02
50 1.93E01 ± 1.83E01 5.01E01 ± 1.32E01 7.96E01 ± 9.44E02
100 1.19E01 ± 1.34E01 3.30E01 ± 8.78E02 5.60E01 ± 8.81E02
Table 6
Mean results and standard deviation of mMetStTime over 25 runs for the knapsack problem.
DOP Type s q ¼ 0:125 q ¼ 0:5 q ¼ 0:875
1.1 10 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00
50 9.53E01 ± 3.49E02 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00
100 7.46E01 ± 7.00E02 1.00E+00 ± 1.09E03 1.00E+00 ± 0.00E+00
1.2 10 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00
50 9.00E01 ± 5.62E02 9.97E01 ± 6.19E03 9.96E01 ± 6.02E03
100 6.66E01 ± 7.68E02 9.51E01 ± 2.85E02 9.59E01 ± 2.81E02
1.3 10 9.05E01 ± 1.40E01 9.53E01 ± 9.36E02 9.92E01 ± 3.80E02
50 4.41E01 ± 1.87E01 6.93E01 ± 2.32E01 8.82E01 ± 1.27E01
100 2.98E01 ± 1.57E01 4.73E01 ± 1.71E01 6.93E01 ± 1.28E01
2.1 10 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00 1.00E+00 ± 0.00E+00
50 1.00E+00 ± 1.80E03 9.99E01 ± 4.58E03 1.00E+00 ± 0.00E+00
100 9.90E01 ± 1.39E02 9.97E01 ± 1.09E02 9.94E01 ± 8.89E03
2.2 10 6.33E01 ± 1.90E02 7.61E01 ± 1.50E01 8.58E01 ± 1.49E01
50 1.39E01 ± 1.26E02 2.37E01 ± 1.23E01 3.43E01 ± 1.63E01
100 7.08E02 ± 1.14E02 1.34E01 ± 8.32E02 2.16E01 ± 1.21E01
3 10 9.53E01 ± 1.27E01 9.93E01 ± 2.26E02 1.00E+00 ± 1.00E03
50 6.31E01 ± 2.19E01 7.21E01 ± 1.17E01 8.65E01 ± 7.99E02
100 4.49E01 ± 1.92E01 5.19E01 ± 1.03E01 6.68E01 ± 8.25E02
236 R. Tinós, S. Yang / Information Sciences 282 (2014) 214–236Tables 5 and 6 present the results for mMetStTime considering three different values of s: 10 (fast changing environment), 50,
and 100 (slow changing environment) generations, for the two problems, respectively.
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