There have been a number of studies that have sought to understand the pattern of aggregate business failure rates and model the macro-economic determinants of aggregate corporate liquidations in the UK. This paper uses quarterly data (1961.1-1998.2) on failure rates and potential macroeconomic determinants to build a time-series econometric model which explicitly tests for the impact of changes to the insolvency legislation as encompassed in the Insolvency Act 1986. The enactment of the 1986 Insolvency Act is incorporated into the time-series model determining failure rates along side macroeconomic variables such as the clearing bank base rate, lending to corporate sector, gross corporate profits, the retail price index, and the company birth rate. The econometric results show that the key relationships between failure rates and other potential determinants were changed by the Insolvency Act after 1986.4. The results indicate that there is a structural break over the sample period under examination and provides evidence of a negative association between failure rates and the Insolvency Act of 1986 even after adjusting for other effects. Thus, the preventive effect of the Insolvency Act on business failures shows a short-term impact and longer-term effects in a seemingly well-specified model. The independent effects of other macroeconomic variables were found to be as predicted by theory.
Introduction
A number of studies have sought to relate the level and rate of company liquidations through time to the macro-economic conditions and business cycles in which firms operate (Wadhwani, 1986; Turner et al 1992,Cuthbertson and Hudson, 1993) . Corporate failures are clearly a by-product of a well functioning and competitive economy that forces out inefficient enterprises. Failure rates are also influenced by the state of the business cycle, the macroeconomic performance of the economy and, of course, macroeconomic policy and (mis-)management. Finally the propensity for firms to be forced into liquidation has much to do with the legislative framework for dealing with financially distressed businesses.
Insolvency law facilitates the compulsory or voluntary winding up of a company with the proceeds of the sale of assets of the company being distributed to creditors according to a strict pecking order (Ratford & Smith, 1985) . In the 1970s and early 1980s, dissatisfaction was expressed with much of the practice and principles of the existing insolvency law. On the basis of a comprehensive study of existing administrative arrangements the Cork Committee (1984) revised insolvency legislation and incorporated the revisions in the Insolvency Act, which was introduced in December 1986. The main aim of the revisions was to deter certain malpractice (e.g. wrongful trading) which was deemed to be detrimental to a firm's creditors and to facilitate the reorganisation of companies in financial difficulties. A feature o f the Act was that a distressed company could go into administration rather than liquidation and continue trading under the supervision of an administrator with a view to restoring viability and profitability. The administrator, appointed by the Court, was empowered to reorganise the company, restructure the company's debts, and make proposals for the most profitable realisation of the assets for the benefit of creditors, shareholders and employees (Homan, 1987) . The enterprise can be returned to its former owners or sold on as a going concern. The appointed administrator may place a 12-month prohibition on claims by secured creditors (e.g. banks) in which no petition for winding up may be made. Thus, the introduction of the 1986 Insolvency Act is expected to reduce the number of companies going into liquidation by facilitating the rescue/restructuring of some financially distressed companies and postponing the winding up of others. In our econometric analysis we expect to find some impact of the new administration procedures on failure rates and particularly in the short-run. There is potential for a longer run impact if the introduction of the Act has the effect of promoting a 'rescue culture'.
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Background and Previous Studies
Only around a third of the companies which have been registered in the UK are still in business i ; the annual rate of business failure fluctuates pro-cyclically across the business cycle. For instance, in 1980 there were approximately 8 company failures per 1000 live companies but in 1990 this figure was nearer 25 per 1000 ii . Indeed there is evidence that the corporate failure rate is not only showing a trend increase but is increasingly more volatile across the business cycle. Identifying companies at risk of corporate distress and failure is a subject which has been widely studied in the academic literature. Business failure is an issue which is not only of academic interest; such information is an important input to the decision making of banks, investment analysts, credit rating agencies, insurers, factors and any company engaged in extending and managing trade credit.
Indeed, Altman et al (1998) suggest that ".. we are witnessing an impressive escalation in analytical resources devoted to more-effective management of credit risks" (p11).
There are numerous cross-sectional studies of the causes and dynamics of business failures (Taffler, 1983; Altman & Spicack, 1983; Keasey & Waston, 1986, Wilson, Hope and Summers, 2000) . These have, predominantly, analysed the financial characteristics of failing firms and found that liquidity constraints and cash-flow problems often precipitate financial distress and failure. The aim of most of these studies was, however, to build models predictive of individual firm failure using z -scores (Altman,1968) , hazard analysis (Crapp and Stevenson 1987, Luoma and Laitiner,1991) , and neural networks (Altman, Marco and Varetto, 1995; Wilson, Chong and Peel, 1995) . Another body of literature has identified managerial characteristics and 'mistakes' as determinants of failure (e.g. Argenti, 1976) .
Macroeconomic conditions affect the demand for products, i.e. sales, the birth rate of new businesses, the availability and price of debt finance, profitability etc and clearly will impact on the probability of an individual firms' failure/survival and the overall rate of failure. A number of studies have related key macro-economic variables (levels and rates of change) to corporate liquidation and liquidation rates. The most likely macroeconomic factors to affect failure have been identified as interest rates/inflation (Wadhwani, 1986; Turner, et al, 1992; Cuthbertson & Hudson, 1996) ; changes in employment, credit and bank lending (Turner, et al, 1992) . Wadhwani (1986) argues that inflation through its effect on nominal interest rates increases the amounts of interest payments that firms make on debt. On would expect that firms should be able to increase their borrowing proportionately on the back of an increase in the nominal value of their assets. In practice, however, Wadhwani suggests that firms often cannot increase borrowing and suffer cashflow problems as a result i.e. imperfect credit markets do not facilitate the adjustment of debt levels for inflation. In a model determining failure rates he finds that both real and nominal interest rates are significant lending support for his inflation-liquidation hypothesis. Young (1995) in an extended version of the same model argues that changes in interest rates above expected levels are the primary cause of liquidations particularly in periods of rising debt levels.
Another likely macro-policy factor, which would influence corporate failures, is the Insolvency Act of 1986 with the emphasis on the administration changes that, therefore, may lead to marginally continuing enterprises likely to stay in the market. Cuthbertson and Hudson (1996) attempt to isolate the effects of the new Act from other macroeconomic variables. The authors regress the rate of compulsory liquidations on measures of profitability, interest gearing, the birth rate of new businesses and a shift dummy in 1988 to capture the effects of the 1986 Act. They interpret the significance of the dummy variable to be evidence of a short-term reduction in the liquidation rate. The latter study was restricted by the period of data availability, i.e., 1 or 2 years after the implementation of the new Act, which is arguably too short to assess its effects from the long-term point of view. Hence, the purpose of the present study is to assess the impact of the 1986 Insolvency Act on corporate failures, 11 years following the Insolvency Act taking effect. The study controls for the aggregate macroeconomic factors identified in previous studies.
The rest of the paper is organised as follows. In section 2, we discuss the data used in the study and specify an econometric model in order to investigate the effects of the macroeconomic variables on failure rates and the impact of the Insolvency Act. In section 3 we present the time-series regression results. Section 4 draws conclusions about the effects of the Insolvency Act of 1986.
Methodology and Specification Data
To analyse the change in aggregate business failure experience in the UK, we seek to model the company failure rate. The failure rate in the UK is derived from the total number of company liquidations in each quarter as a percentage of the total number of company registrations. The choice of explanatory variables is guided by previous work in this area which focuses on potential economic indicators, at the aggregated level, which can be expected to impact upon a marginal firm's propensity to continue in business. Thus the data employed in the present study consist of quarterly real company profits, nominal interest rates, real total lending to company sector, the company birth rate, and the retail price index in the period of 1966.1 to 1998.2.
The level of company profits is an important indicator of overall business activities. Conditions leading to a change in profits are logically related to failures since a drop in profits to the individual firm is often critical to its continued existence, and particularly for firms that have to service high levels of debt finance. Moreover, changes in credit conditions and cost burdens can threaten the solvency of already financially distressed firms. Since suppliers may be reluctant to be exposed to the likely increase in risk of trading with financially distressed firms, it is expected that the propensity to fail will be increased in periods of tight credit conditions. However, since the great majority of failures are small firms, the so-called small business credit rationing effect, which is alleged to occur in monetary tightening, may be a potentially important influence on the total failure experience of the UK businesses. The hypothesised relationship between credit availability and business failures is, therefore, inverse. The variables which we chose to reflect credit conditions and cost burdens are, aggregate lending to the company sector, and interest rates. The latter variable enables us to examine whether monetary policy manifestations are associated with corporate failures. In addition, an enduring problem in the UK economy over the period of study has been the rate of inflation. The debilitating overall effects of consistent and sizeable price level increases tend to be positively correlated with failure rates, leading to a decrease in a firm's propensity to survive (see Wadwhani, 1986) . Moreover, failure rates are bound up with the timeseries association between the changes in business failures and the change in business population statistics. It is observed that almost one-third of failures occur within a firm's first three years and over one-half within five years, i.e., 'honeymoon' effect of newly-formed companies. Hudson argues that newly-formed companies are most vulnerable to go into liquidation around five to six years after formation (Hudson, 1986 (Hudson, , 1987 . It is, then, expected that the failure rate would exhibit a lagged relationship with new business formations.
As we discussed earlier failure may be associated with the legislative framework surrounding insolvency. We expected that the implementation of the 1986 Insolvency Act would have some 
Model Specification
In line with economic theory and previous studies cited above, it was hypothesised that failure rates would vary inversely with profits and credit availability, and directly with interest rates, the cost of the use of credit, price levels and company formation. An error-correction dynamic model (ECM) was constructed linking failure rates with these variables. The rationale of the ECM model is that if a linear combination of two or more non-stationary variables exists, the non-stationary time series are said to be cointegrated (Engle & Granger, 1987) . The stationary linear combination may be interpreted as a long-run equilibrium relationship between these variables. For example, failure rates and company birth rates are likely to be cointegrated. If they were not, in the long-run, company deaths might drift above or below company births, so that the numbers of the firms were irrationally shrinking or piling up births endlessly. Therefore, an error correction term, which is regarded as the deviation of short-run failure rates from the long-run equilibrium, was included in the model.
To find out the long-run equilibrium of failure rates with the independent variables, first, the stationarity of the variables in the regression are tested using Augmented Dickey-Fuller (ADF) test and Phillip-Perron (PP) test (see Appendix, 2). The results show that all variables are unit root variables, i.e., I(1) variables, indicating that there may exist a long-run relationship between the data (see Table1) . In addition, the likelihood ratio test (see Appendix, 2) was used to test whether the dummy variable makes a significant contribution after being added in the model.
Results
The Chow test in the left-hand column of Table 2 shows that there is a marginally significant breakpoint in model structure in 1986.4 marginally (F=12.41, p=0.08). Similar results were found in Chow forecast tests ( 2 χ =83.53, p=0.0008). These imply that the relationships between failure rates and other variables have been altered since the Insolvency Act took effect. In addition, the point estimate on the dummy coefficients (see Table 2 ) is negative and statistically significant for the period of 1986.4-1990.2. In the regression, we used the dummy, D86-90, taking the value 1 between 1986.4 and 1990.2 and 0 elsewhere. The Likelihood Ratio (F=11.68, p=0.0009) test decisively reject that the shift dummy, D86-90, should be omitted from the dynamic model. Table 2 show that the coefficient of the dummy variable is negative (-0.00023) and highly statistically significant (p=0.0009), indicating that failure rates are lower in the period of 1986.4-1990.2 than before the introduction of the new Act. In the model without D86-90, we found that the changes in nominal interest rates, real credit, price, and business birth rates influence failure rates. In the final dynamic model, inclusive of D86-90, all the variables above retain their statistical significance. Interestingly the coefficient of real profits becomes statistically significant in this model and the sign is as expected. Moreover, the coefficient of the lagged dependent variable is highly statistically significant. The impacts of company birth rates, real credit and lagged failure rates are greater whilst the magnitudes of the rest of the coefficients remain similar.
Regression results in
In the long run, there exits a normal relationship between failure rates and the key economic indicators. The fluctuations between them should, therefore, settle down to their normal behaviour over time. Based on the adjustment parameter in the ECM model, failure rates decrease at a steady 2.37% p.a. from the disequilibrium to establish broad long-run tendencies.
Discussion and conclusion
The present empirical study provides evidence that 1986 Insolvency Act played an important role in helping reducing the overall level of business failures. The results show that there is a structural break in the estimated failure rate equation over the sample period, and that the Insolvency Act had a protective effect on corporate liquidations from the period of its taking action up to the beginning of 1990. The effect becomes insignificant in subsequent years. In view of its intended effect of discouraging corporate failures, the new Act appears to have been associated, in part, with an annual decrease of approximately 1100 companies that would otherwise have gone into bankruptcy during the first three years following its implementation. However, as expected, the impact does not persist from a long-term point of view, and this may imply that the apparent effect of the one-time change in the law has levelled off over time.
The insolvency laws are not the only instrument available to tackle corporate failures. An alternative approaches to reduce corporate failures are controlling interest rates and inflation.
The analysis reveals a positive relationship between the rate of liquidations and the changes in nominal interest rates. Interest rate policy, with its direct effect on the costs of borrowing, can have a powerful influence on failure rates via the changes in real output and hence profits. Moreover, increases in the price index, which lead to the increase in the costs of inputs, appear to cause an increase in failure rates in our model. Since increases in prices are an important reason for the existence of high nominal interest rates, this implies that control of price levels is necessary to achieve low rates of business failures. In addition, business formation has an important role in influencing corporate failure rates both in the short-run and in the long-run. In the short-run, the higher company birth rates result in a decrease in failure rates, taking into account the 'honey-moon' effects. However, a higher level of births eventually leads to a higher level of company liquidations. The latter result is consistent with the findings of Cuthbertson & Hudson (1996) . Furthermore, credit conditions are affected by the combined forces of supply and demand for funds, subject to the monetary policies pursued by the Bank of England. However, the gains of increasing or decreasing business failures are related to not only the overall consequence of shifts in credit supply but also the cost of the use of credit. If the costs of borrowing are too high, the cost burdens will lead to the increase in the input costs, and, as a consequence, an increase in business failures.
Therefore, in terms of the final effect of credit on failure rates, there is a trade-off between the supply of credit and the costs of the use of it. Finally, the rising levels of corporate profits exhibited a significant influence on failure rates.
Overall, the econometric results confirm that the Insolvency Act of 1986 had a preventive effect on business failures. Moreover, business failure rates were responsive to the changes in the nominal interest rates, price level, costs of credit, company profits, and the population of companies over the period of 1966,1-1998.2. In contrast to the previous studies, the macroeconomic effects on failure rates have been explored in an error-correction model which takes into account of the long-run behaviour of the macroeconomic variables to converge to their cointergrating relationships while allowing a wide range of short-run dynamics. In particular, attempts have been made to identify any significant shift in trend after 1986.4, using a longer sample period -11 years after the implementation of the All the data have been seasonally adjusted using XIIARIMA. SL and CGTP have been deflated by the GDP deflator based on 1995. Since the data on the total number of liquidations, total number of registrations and new registrations in the year are annual, they were then interpolated to quarterly data using the cubic Spline method by running CIND program (1988) .
Test statistics
1. ADF and PP tests. Both ADF and PP tests use different methods to control for higher-order serial correlation in the series. The ADF test makes a parametric correction for higher-order correlation assuming that the series follows an AR(p) process and adjusting the test methodology. While the ADF test corrects for higher order serial correlation by adding lagged differenced terms on the right-hand side, the PP test makes a correction to the t-statistic of the coefficient from the AR(1) regression to account for the serial correlation in residuals.
The correction is nonparametric since it uses an estimate of the spectrum of at frequency zero that is robust to heteroskedasticity and autocorrelation of unknown form. 3. LR test. This test enables us to add a set of variables to an existing equation and to ask whether the set makes a significant contribution to explaining the variation in the dependent variable. The F-statistic is based on the difference between the residual sums of squares of the restricted and unrestricted regressions under the null hypothesis that the additional set of regressors are not jointly significant.
