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Abstract
We introduced the class of generalized weakly C-contractive mappings in G-partial metric spaces
by combining the characteristics of Hardy and Rogers maps with weak contraction maps. The
existence and uniqueness of xed point for those maps in ordered G-partial metric spaces are
established. Examples are given to support the validity of our results. Our results generalize
some results in the literature.
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1 Introduction
Metric xed point theory has been a rigorous area of research in xed point theory and applications.
Several authors have worked on the generalization of the notion of metric space. In particular,
Matthew [1] generalized the notion of metric space by introducing the concept of nonzero self
distance. Mustafa and Sims [2] also extended the concept of metric to G-metric by assigning the
real number to every triplet of an arbitrary set. Recently in [3], the concept of G-partial metric
*Corresponding author: E-mail: ugbohstella@yahoo.com
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space is established by introducing the concept of nonzero self-distance to the notion of G-metric
space. In the same reference, some xed point results for contraction maps in ordered G-partial
metric space are proved. In a decade, the existence of xed points in ordered metric spaces was
initiated by Ran and Reurings [4]. Olaleru et al. [5] established the uniqueness of xed points for
some Ciric-type contractive maps in ordered G-partial metric space. In this work we proved our
results also in ordered G-partial metric space.
The following denitions and motivations are found in [3].
Denition 1.1 : Let X be a nonempty set, and let Gp : XXX ! R+ be a function satisfying
the following:
(Gp1) Gp(x; y; z)  Gp(x; x; x)  0 for all x; y; z;2 X(small self distance),
(Gp2) Gp(x; y; z) = Gp(x; x; y) = Gp(y; y; z) = Gp(z; z; x) i x = y = z, (equality),
(Gp3) Gp(x; y; z) = Gp(z; x; y) = Gp(y; z; x) (symmetry in all three variables),
(Gp4) Gp(x; y; z)  Gp(x; a; a) +Gp(a; y; z) G(a; a; a) (rectangle inequality).
Then the function Gp is called a G- partial metric and the pair (X;Gp) is called a G-partial metric
space.
Example 1.2 : Let X = R+ and a G-partial metric Gp : X X X ! R+ can be dened with
Gp(x; y; z) = maxfx; y; zg then (X;Gp) is a G-partial metric space.
We state the following denitions:
Denition 1.3: A sequence fxng of points in a G-partial metric space (X;Gp) converges to some
a 2 X if
limn!1Gp(xn; xn; a) = limn!1Gp(xn; xn; xn) = Gp(a; a; a).
Denition 1.4: A sequence fxng of points in a G-partial metric spaces (X;Gp) is Cauchy if the
numbers Gp(xn; xm; xl) converges to some a 2 X as n;m; l approach innity.
The proof of the following proposition easily follows from denition.
Proposition 1.5: Let fxng be a sequence in G-partial metric spaceX and a 2 X. If fxng converges
to a 2 X, then fxng is a Cauchy sequence.
Denition 1.6: A G-partial metric space (X;Gp) is said to be complete if every Cauchy sequence
in (X;Gp) converges to an element in (X;Gp). That is, Gp(x; x; x) = limn!1Gp(xn; x; x) =
limn;m!1Gp(xn; xm; xm).
Denition 1.7 [4]: Let (X;) be a partially ordered set. Then two elements x; y 2 X are said to
be totally ordered or ordered if they are comparable. i.e. x  y or y  x.
Denition 1.8: Let X be a nonempty set. Then (X;; Gp) is called an ordered G-partial metric
space if the following conditions hold:
(i) Gp is a G-partial metric on X;
(ii)  is a partial order on X.
Lemma 1.9: Let (X;Gd) be a G-partial metric space, T : X ! X be a given mapping. Suppose
that T is continuous at x0 2 X. Then, for each sequence fxng in X, xn ! x0 ) Txn ! Tx0.
Denition 1.10 [6]: The function  : [0;1)! [0;1) is called an altering distance function, if the
following properties are satised:
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(1)  is continuous and nondecreasing;
(2) (t) = 0 if and only if t = 0.
Banach contraction mapping theorem is a well known result in xed point theory. Though it has
its drawback, that is the continunity of the map in the space. Kannan [7] introduced a class of map
in which this condition (continunity of the map in the space) is not necessarily valid in proving
the existence of xed point for the map in metric space. Chatterjea [8] also introduced contractive
maps dierent from that introduced in [7]. Choudhury [9] named the map introduced by Chatterjea
after him as C-contraction map.
Denition 1.11 [8] (C-contraction): Let T : X ! X where(X; d) is a metric space is called a
C-contraction if there exists 0 < k < 1
2
such that for all x; y 2 X the following inequality holds:
d(Tx; Ty)  k[d(x; Ty) + d(y; Tx)]: (1.1)
Other generalizations of Banach's contraction mapping included the weak contraction which was
introduced in Hilbert space in [10]. The following is the corresponding denition in metric space
given in [11].
Denition 1.12 [11] (weak - contraction) : A mapping T : X ! X where (X; d) is a complete
metric space is said to be weakly contractive if
d(Tx; Ty)  d(x; y)   (d(x; y)): (1.2)
where x; y 2 X,  : [0;1)! [0;1) is continuous and nondecreasing,  (x) = 0 if and only if x = 0
and limx!1 (x) =1.
Recently, Choudhury [9] introduced a generalized C-contraction which was termed weak C-contraction.
Denition 1.13 [9] : A mapping T : X ! X, where (X; d) is a complete metric space is said to
be weakly C-contractive or weak C-contraction if for all x; y 2 X,
d(Tx; Ty)  1
2
[d(x; Ty) + d(y; Tx)]   (d(x; Ty); d(y; Tx)): (1.3)
where  : [0;1)2 ! [0;1) is a continuous mapping such that  (x; y) = 0 if and only if x = y = 0.
A more generalized C-contractive mapping is introduced by Hardy and Rogers [12].
Denition 1.14 [12] : Let (X; d) be a complete metric space and an operator T : X ! X be a
contractive mapping then there exist some numbers a, b, c, e and f, a+ b+ c+ e+ f < 1 such that
for each x; y 2 X,
d(Tx; Ty)  ad(x; y) + bd(x; Tx) + cd(y; Ty) + ed(x; Ty) + fd(y; Tx): (1.4)
In [13], the existence of unique common xed point for weakly compatible mappings in a metric
space satisfying Hardy and Rogers contractive conditions is established. The existence of a unique
xed point for weak contraction mappings in G-metric spaces is proved in [14]. Eke [15] further
established the existence of unique common xed point for a pair of weakly compatable mappings
satisfying weak contraction condition in G-metric space. Choudhury [9] established that weak
C-contractive mapping actually have unique xed point in complete metric spaces. The existence of
a unique xed point for weakly C-contractive mappings in ordered partial metric space is established
in [6].
Theorem 1.1 [6] : Let (X;) be a partially ordered set and suppose that there exists a partial
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metric on X such that (X; p) is complete. Let T : X ! X be continuous nondecreasing mapping.
Suppose that for comparable x; y 2 X, we have
 (p(Tx; Ty))  '( (p(x; Ty) + p(y; Tx)
2
)  (p(x; Ty); p(y; Tx)) (1.5)
where  and ' are altering distance functions with
 (t)  '(t)  0: (1.6)
for t  0, and  : [0;1)2 ! [0;1) is a continuous function with (x; y) = 0 if and only if x = y = 0.
If there exists x0 2 X such that x0  Tx0, then T has a xed point.
2 Main Results
In this work, we introduced a class of generalized weak C-contractive mapping in G-partial metric
space by replacing the C-contraction map with Hardy and Rogers contractive map.
Denition 2.1: Let (X;Gp) be a G-partial metric space and T : X ! X be a mapping. Then T
is said to be generalized weakly C-contractive if for all x; y 2 X, the following inequality holds:
Gp(Tx; Ty; Ty)  a1Gp(x; y; y) + a2Gp(x; Tx; Tx) + a3Gp(y; Ty; Ty)
+a4Gp(x; Ty; Ty) + a5Gp(y; Tx; Tx)  (Gp(x; y; y);
Gp(x; Tx; Tx); Gp(y; Ty; Ty); Gp(x; Ty; Ty); Gp(y; Tx; Tx)) (2:1)
where a1, a2, a3, a4, a5 2 [0; 1), P5i=1 ai < 1, and  : [0;1)5 ! [0;1) is a continuous function
with (v; w; x; y; z) = 0 if and only if v = w = x = y = z = 0.
Remarks 2.2: If v = w = x = 0, a1 = a2 = a3 = 0, a4 = a5 =
1
2
and G-partial metric space is
replaced with metric space then (2.1) reduces to (1.3).
We also established the existence of a unique xed point for a generalized weak C-contractive
mapping in ordered G-partial metric spaces.
Theorem 2.3 : Let (X;) be a partially ordered set and suppose that there exists a G-partial
metric on X such that (X;Gp) is complete. Let T : X ! X be continuous nondecreasing mapping.
Suppose that for comparable x; y 2 X, we have
 (Gp(Tx; Ty; Ty))  '(a1Gp(x; y; y) + a2Gp(x; Tx; Tx) + a3Gp(y; Ty; Ty)
+a4Gp(x; Ty; Ty) + a5Gp(y; Tx; Tx))  (Gp(x; y; y);
Gp(x; Tx; Tx); Gp(y; Ty; Ty); Gp(x; Ty; Ty);
Gp(y; Tx; Tx)) (2:2)
where a1, a2, a3, a4, a5 2 [0; 1), P5i=1 ai < 1, and  , ' are altering distance functions with
 (t) '(t)  0. (2.3)
for t  0, and  : [0;1)5 ! [0;1) is a continuous function with (v; w; x; y; z) = 0 if and only if
v = w = x = y = z = 0. If there exists x0 2 X such that x0  Tx0, then T has a xed point.
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Proof: Observe that if T satises (2.2) then it satises
 (Gp(Tx; Ty; Ty))  '(aGp(x; y; y) + bGp(x; Tx; Tx) + bGp(y; Ty; Ty)
+cGp(x; Ty; Ty) + cGp(y; Tx; Tx))  (Gp(x; y; y);
Gp(x; Tx; Tx); Gp(y; Ty; Ty); Gp(x; Ty; Ty);
Gp(y; Tx; Tx)) (2:4)
where a = a1, 2b = a2 + a3, 2c = a4 + a5, a + 2b + 2c < 1 and 2b + 2c < 1. We use (2.4) for our
argument.
Let x0 2 X be arbitrarily chosen. Suppose x0 = Tx0 then x0 is the xed point of T. Let x0  Tx0,
x1 2 X can be chosen such that Tx0 = x1. Since T is nondecreasing function, then
x0  x1 = Tx0  x2 = Tx1  x3 = Tx2.
Continuing the process, a sequence fxng can be constructed such that xn+1 = Txn with
x0  x1  x2  x3  :::  xn  xn+1... .
If Gp(xn; xn+1; xn+1) = 0 for some n 2 N then T has a xed point. Letting Gp(xn; xn+1; xn+1) > 0
for all n 2 N , we claim that
Gp(xn; xn+1; xn+1)  Gp(xn 1; xn; xn); n 2 N (2.5)
Suppose xn 6= xn+1, Gp(xn; xn+1; xn+1) > Gp(xn 1; xn; xn) for some n0 then
Gp(xn0 ; xn0+1; xn0+1) > Gp(xn0 1; xn0 ; xn0). (2.6)
From (2.4) and (2.6) the proof of the claim is established as:
 (Gp(xn0 ; xn0+1; xn0+1)) =  (Gp(Txn0 1; Txn0 ; Txn0))
 '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; Txn0 1; Txn0 1) + bGp(xn0 ; Txn0 ; Txn0)
+ cGp(xn0 1; Txn0 ; Txn0) + cGp(xn0 ; Txn0 1; Txn0 1))  (Gp(xn0 1; xn0 ; xn0);
Gp(xn0 1; Txn0 1; Txn0 1); Gp(xn0 ; Txn0 ; Txn0); Gp(xn0 1; Txn0 ; Txn0);
Gp(xn0 ; Txn0 1; Txn0 1))
= '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; xn0 ; xn0) + bGp(xn0 ; xn0+1; xn0+1)
+ cGp(xn0 1; xn0+1; xn0+1) + cGp(xn0 ; xn0 ; xn0))
  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1);
Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0))
 '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; xn0 ; xn0) + bGp(xn0 ; xn0+1; xn0+1)
+ cGp(xn0 1; xn0 ; xn0) + cGp(xn0 ; xn0+1; xn0+1)  cGp(xn0 ; xn0 ; xn0)
+ cGp(xn0 ; xn0 ; xn0))  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0);
Gp(xn0 ; xn0+1; xn0+1); Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0))
 '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; xn0 ; xn0) + bGp(xn0 ; xn0+1; xn0+1)
+ cGp(xn0 1; xn0 ; xn0) + cGp(xn0 ; xn0+1; xn0+1))  (Gp(xn0 1; xn0 ; xn0);
Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1); Gp(xn0 1; xn0+1; xn0+1);
Gp(xn0 ; xn0 ; xn0))
 '((a+ 2b+ 2c)maxfGp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1))g
  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1);
Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0))
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 '(maxfGp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1))g
  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1);
Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0))
 '(Gp(xn0 ; xn0+1; xn0+1))  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0);
Gp(xn0 ; xn0+1; xn0+1); Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0)). (2.7)
Using (2.4), (2.7) becomes
(Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1);
Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0)) = 0. (2.8)
By property of , (2.8) yields
Gp(xn0 1; xn0 ; xn0) = 0, Gp(xn0 1; xn0 ; xn0) = 0, Gp(xn0 ; xn0+1; xn0+1) = 0,
Gp(xn0 1; xn0+1; xn0+1) = 0, Gp(xn0 ; xn0 ; xn0) = 0. (2.9)
Since
 (Gp(xn0 ; xn0+1; xn0+1)) =  (Gp(Txn0 1; Txn0 ; Txn0))
 '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; Txn0 1; Txn0 1) + bGp(xn0 ; Txn0 ; Txn0)
+ cGp(xn0 1; Txn0 ; Txn0) + cGp(xn0 ; Txn0 1; Txn0 1))  (Gp(xn0 1; xn0 ; xn0);
Gp(xn0 1; Txn0 1; Txn0 1); Gp(xn0 ; Txn0 ; Txn0); Gp(xn0 1; Txn0 ; Txn0);
Gp(xn0 ; Txn0 1; Txn0 1))
= '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; xn0 ; xn0) + bGp(xn0 ; xn0+1; xn0+1)
+ cGp(xn0 1; xn0+1; xn0+1) + cGp(xn0 ; xn0 ; xn0))
  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1);
Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0))
 '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; xn0 ; xn0) + bGp(xn0 ; xn0+1; xn0+1)
+ cGp(xn0 1; xn0 ; xn0) + cGp(xn0 ; xn0+1; xn0+1)  cGp(xn0 ; xn0 ; xn0)
+ cGp(xn0 ; xn0 ; xn0))  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0);
Gp(xn0 ; xn0+1; xn0+1); Gp(xn0 1; xn0+1;xn0+1); Gp(xn0 ; xn0 ; xn0))
 '(aGp(xn0 1; xn0 ; xn0) + bGp(xn0 1; xn0 ; xn0) + bGp(xn0 ; xn0+1; xn0+1)
+ cGp(xn0 1; xn0 ; xn0) + cGp(xn0 ; xn0+1; xn0+1))
  (Gp(xn0 1; xn0 ; xn0); Gp(xn0 1; xn0 ; xn0); Gp(xn0 ; xn0+1; xn0+1);
Gp(xn0 1; xn0+1; xn0+1); Gp(xn0 ; xn0 ; xn0)). (2.10)
Putting (2.9) into (2.10) yields
 (Gp(xn0 ; xn0+1; xn0+1)) = 0. (2.11)
By the property of  , (2.10) implies that Gp(xn0 ; xn0+1; xn0+1) = 0 which contradict
Gp(xn0 ; xn0+1; xn0+1) > 0 for all n 2 N , hence (2.5) holds. Thus,
fGp(xn; xn+1; xn+1)g is a decreasing sequence, hence there exists k  0 such that
limn!1Gp(xn; xn+1; xn+1) = k.
Using (2.4), we obtain
 (Gp(xn+1; xn+2; xn+2)) =  (Gp(Txn; Txn+1; Txn+1))
 '(a(Gp(xn; xn+1; xn+1) + b(Gp(xn; Txn; Txn) + b(Gp(xn+1; Txn+1; Txn+1)
+ c(Gp(xn; Txn+1; Txn+1) + c(Gp(xn+1; Txn; Txn))  (Gp(xn; xn+1; xn+1);
Gp(xn; Txn; Txn); Gp(xn+1; Txn+1; Txn+1); Gp(xn; Txn+1; Txn+1);
Gp(xn+1; Txn; Txn))
= '(a(Gp(xn; xn+1; xn+1) + b(Gp(xn; xn+1; xn+1) + b(Gp(xn+1; xn+2; xn+2)
+ c(Gp(xn; xn+2; xn+2) + c(Gp(xn+1; xn+1; xn+1))  (Gp(xn; xn+1; xn+1);
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Gp(xn; xn+1; xn+1); Gp(xn+1; xn+2; xn+2); Gp(xn; xn+2; xn+2);
Gp(xn+1; xn+1; xn+1))
 '(a(Gp(xn; xn+1; xn+1) + b(Gp(xn; xn+1; xn+1) + b(Gp(xn+1; xn+2; xn+2)
+ c(Gp(xn; xn+1; xn+1) + c(Gp(xn+1; xn+2; xn+2)  cGp(xn+1; xn+1; xn+1)
+ c(Gp(xn+1; xn+1; xn+1))  (Gp(xn; xn+1; xn+1); Gp(xn; xn+1; xn+1);
Gp(xn+1; xn+2; xn+2); Gp(xn; xn+2; xn+2); Gp(xn+1; xn+1; xn+1))
 '(a(Gp(xn; xn+1; xn+1) + b(Gp(xn; xn+1; xn+1) + b(Gp(xn+1; xn+2; xn+2)
+ c(Gp(xn; xn+1; xn+1) + c(Gp(xn+1; xn+2; xn+2))  (Gp(xn; xn+1; xn+1);
Gp(xn; xn+1; xn+1); Gp(xn+1; xn+2; xn+2); Gp(xn; xn+2; xn+2);
Gp(xn+1; xn+1; xn+1))
 '((a+ 2b+ 2c)maxfGp(xn; xn+1; xn+1); Gp(xn+1; xn+2; xn+2)g)
  (Gp(xn; xn+1; xn+1); Gp(xn; xn+1; xn+1);
Gp(xn+1; xn+2; xn+2); Gp(xn; xn+2; xn+2); Gp(xn+1; xn+1; xn+1))
 '(maxfGp(xn; xn+1; xn+1); Gp(xn+1; xn+2; xn+2)g)
  (Gp(xn; xn+1; xn+1); Gp(xn; xn+1; xn+1);
Gp(xn+1; xn+2; xn+2); Gp(xn; xn+2; xn+2); Gp(xn+1; xn+1; xn+1))
 '(Gp(xn+1; xn+2; xn+2))  (Gp(xn; xn+1; xn+1); Gp(xn; xn+1; xn+1);
Gp(xn+1; xn+2; xn+2); Gp(xn; xn+2; xn+2); Gp(xn+1; xn+1; xn+1)). (2.12)
Using (2.3) we have,
(Gp(xn; xn+1; xn+1); Gp(xn; xn+1; xn+1); Gp(xn+1; xn+2; xn+2);
Gp(xn; xn+2; xn+2); Gp(xn+1; xn+1; xn+1)) = 0.
Taking the limit as n!1 in the above inequality yields
lim infn!1 ((Gp(xn; xn+1; xn+1); Gp(xn; xn+1; xn+1); Gp(xn+1; xn+2; xn+2);
Gp(xn; xn+2; xn+2); Gp(xn+1; xn+1; xn+1))) = 0.
By the continunity of  we have
(lim infn!1Gp(xn; xn+1; xn+1); lim infn!1Gp(xn; xn+1; xn+1);
lim infn!1Gp(xn+1; xn+2; xn+2); lim infn!1Gp(xn; xn+2; xn+2);
lim infn!1Gp(xn+1; xn+1; xn+1)) = 0.
The property of  gives that
lim infn!1Gp(xn; xn+1; xn+1) = 0, lim infn!1Gp(xn+1; xn+2; xn+2) = 0,
lim infn!1Gp(xn; xn+2; xn+2) = 0, lim infn!1Gp(xn+1; xn+1; xn+1)) = 0. (2.13)
Taking the inferior limit in (2.12) and using (2.13),  (k) = 0, this implies that k = 0. Therefore
limn!1Gp(xn; xn+1; xn+1) = 0.
Now we claim that fxng is a Cauchy sequence. It is sucient to show that fx2ng is a Cauchy
sequence. On the contrary, suppose fx2ng is not a Cauchy sequence then there exists  > 0 and two
subsequences fx2nkg and fx2mkg of fx2ng such that n(k) > m(k) > k and sequences in (2.4) tend
to  as k !1. For two comparable elements y = x2nk+1 and x = x2mk we can get, from (2.3) that
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 (Gp(x2nk+1; x2mk ; x2mk)) =  (Gp(Tx2nk ; Tx2mk 1; Tx2mk 1))
 '(aGp(x2nk ; x2mk 1; x2mk 1) + bGp(x2nk ; Tx2nk ; Tx2nk)
+ bGp(x2mk 1; Tx2mk 1; Tx2mk 1) + cGp(x2nk ; Tx2mk 1; Tx2mk 1)
+ cGp(x2mk 1; Tx2nk ; Tx2nk))  (Gp(x2nk ; x2mk 1; x2mk 1);
Gp(x2nk ; Tx2nk ; Tx2nk ); Gp(x2mk 1; Tx2mk 1; Tx2mk 1);
Gp(x2nk ; Tx2mk 1; Tx2mk 1); Gp(x2mk 1; Tx2n; Tx2nk))
 '(aGp(x2nk ; x2mk 1; x2mk 1) + bGp(x2nk ; x2nk+1; x2nk+1)
+ bGp(x2mk 1; x2mk ; x2mk) + cGp(x2nk ; x2mk ; x2mk ) + cGp(x2mk 1; x2n+1; x2nk+1))
  (Gp(x2nk ; x2mk 1; x2mk 1); Gp(x2nk ; x2nk+1; x2nk+1); Gp(x2mk 1; x2mk ; x2mk );
Gp(x2nk ; x2mk ; x2mk); Gp(x2mk 1; x2n+1; x2nk+1)). (2.14)
As k !1 in (2.14), we get
 ()  '()  (; ; ; ; ),
This implies that (; ; ; ; ) = 0, hence  = 0, a contradiction. Thus fx2ng is a Cauchy
sequence and so is fxng. Since (X;Gp) is complete then the sequence fxng converges to some
z 2 X, that is limn!1Gp(xn; z; z) = 0 and limn!1Gp(xn; z; z) = limn!1Gp(xn; xn; xn) =
limn!1Gp(xn; xm; xm)
= limn!1Gp(z; z; z) = 0.
Applying the rectangle inequality, we have
Gp(z; Tz; Tz)  Gp(z; xn; xn)+Gp(xn; ; T z; Tz) Gp(xn; xn; xn)  Gp(z; xn; xn)+Gp(Txn 1; T z; Tz).
Taking n ! 1 in the above inequalities, with the continunity of T and Lemma 1.9 give that
Gp(z; Tz; Tz)  Gp(Tz; Tz; Tz).
By GP (1), Gp(z; Tz; Tz)  Gp(Tz; Tz; Tz). This implies that
Gp(z; Tz; Tz) = Gp(Tz; Tz; Tz) (2.15)
By combining (2.4) and (2.15), we have
 (Gp(z; Tz; Tz)) =  (Gp(Tz; Tz; Tz))
 '(aGp(z; z; z) + bGp(z; Tz; Tz) + bGp(z; Tz; Tz) + cGp(z; Tz; Tz)
+ cGp(z; Tz; Tz))
  (Gp(z; z; z); Gp(z; Tz; Tz); Gp(z; Tz; Tz); Gp(z; Tz; Tz); Gp(z; Tz; Tz))
= '((2b+ 2c)Gp(z; Tz; Tz))  (Gp(z; z; z); Gp(z; Tz; Tz); Gp(z; Tz; Tz);
Gp(z; Tz; Tz); Gp(z; Tz; Tz))
 '(Gp(z; Tz; Tz))  (Gp(z; z; z); Gp(z; Tz; Tz); Gp(z; Tz; Tz);
Gp(z; Tz; Tz); Gp(z; Tz; Tz)),
(Gp(z; z; z); Gp(z; Tz; Tz); Gp(z; Tz; Tz); Gp(z; Tz; Tz); Gp(z; Tz; Tz))
 '(Gp(z; Tz; Tz))   (Gp(z; Tz; Tz)) = 0.
Thus Gp(z; Tz; Tz) = 0, hence z = Tz. Therefore z is a xed point of T.
Remarks 2.4: Theorem 2.1 is more general than Theorem 2.1 of Chen and Zhu [6] because G-
partial metric space generalized partial metric space and the weakly C-contractive map of Chen
and Zhu is included in our map. Also the result generalizes the results of Choudhury [9] in terms of
space and maps. Generalized weakly C-contractive maps is more general than the usual Hardy and
Rogers contractive map and our space also generalized the usual metric space, therefore Theorem
2.1 generalizes Theorem 2.1 of Olaleru [13].
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Corollary 2.5: Let (X;) be a partially ordered set and suppose that there exists a G-partial
metric on X such that (X;Gp) is complete. Let T : X ! X be continuous nondecreasing mapping.
Suppose that for comparable x; y 2 X, we have
 (Gp(Tx; Ty; Ty))  '(Gp(x; Ty; Ty) +Gp(y; Tx; Tx)
2
)
 (Gp(x; Ty; Ty); Gp(y; Tx; Tx)) (2:16)
where  (t)  '(t)  0 (2.17)
for all t  0, and  : [0;1)2 ! [0;1) is a continuous function with (y; z) = 0 if and only if
y = z = 0. If there exists x0 2 X such that x0  Tx0 then T has a xed point.
Corollary 2.6 : Let (X;) be a partially ordered set and suppose that there exists a G-partial
metric on X such that (X;Gp) is complete. Let T : X ! X be continuous nondecreasing mapping.
Suppose that for comparable x; y 2 X, we have
 (Gp(Tx; Ty; Ty))  '(Gp(x; y; y))  (Gp(x; y; y)) (2:18)
 (t)  '(t)  0 (2.19)
for all t  0, and  : [0;1)! [0;1) is a continuous function with (x) = 0 if and only if x = 0. If
there exists x0 2 X such that x0  Tx0 then T has a xed point.
The proof of the corollary follows from Theorem 2.1.
Remarks 2.7: Corollary 2.5 is an analog result of Chen and Zhu [6] from partial metric space to
ordered G-partial metric space. If we replace ordered G-partial metric space with G-metric space
and  (k) = k, '(t) = t in (2.14) then corollary 2.6 gives Theorem 2.1 of Aage and Saluke [14].
Example 2.8: LetX = [0; 14] be endowed with a G-partial metric Gp : X X X ! R+ dened
by Gp(x; y; y) = maxfx; y; yg. Clearly, we can show that the G-partial metric space (X;Gp) is
complete. Also, we dene the mapping T : X ! X by Tx = x
3
. Let us take  ;' : [0;+1) !
[0;+1) such that  (t) = t2
9
and '(t) = t
2
3
, respectively, and take  : [0;+1)5 ! [0;+1) such
that (u; v; x; y; z) = (u+v+x+y+z)
2
9
. If x  y then
Gp(Tx; Ty; Ty) = maxfx3 ; y3 ; y3g = x3 .
By simple calculation we have,
Gp(Tx; Ty; Ty)  13Gp(x; y; y), (2.20)
Gp(Tx; Ty; Ty)  13 [Gp(x; Tx; Tx)+Gp(y; Ty; Ty)], (2.21)
Gp(Tx; Ty; Ty)  13 [Gp(x; Ty; Ty)+Gp(y; Tx; Tx)]. (2.22)
Also,
Gp(x; y; y) +Gp(x; Tx; Tx) +Gp(y; Ty; Ty) +Gp(x; Ty; Ty) +Gp(y; Tx; Tx)
= Gp(x; y; y) +Gp(x;
x
3
; x
3
) +Gp(y;
y
3
; y
3
) +Gp(x;
y
3
; y
3
) +Gp(y;
x
3
; x
3
)
= maxfx; y; yg+maxfx; x
3
; x
3
g+Gp(y; y3 ; y3 ) +maxfx; y3 ; y3g+Gp(y; x3 ; x3 )
= 3x+Gp(y;
y
3
; y
3
) +Gp(y;
x
3
; x
3
).
Hence,
 (Gp(Tx; Ty; Ty)) =
x2
9
 (3x +Gp(y;
y
3
; y
3
)+ Gp(y;
x
3
; x
3
))2
9
9
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 (3x +Gp(y;
y
3
; y
3
)+Gp(y;
x
3
; x
3
))2
3
  (3x +Gp(y;
y
3
; y
3
)+Gp(y;
x
3
; x
3
))2
9
= '(a1Gp(x; y; y) + a2Gp(x; Tx; Tx) + a3Gp(y; Ty; Ty) + a4Gp(x; Ty; Ty)
+ a5Gp(y; Tx; Tx))  (Gp(x; y; y); Gp(x; Tx; Tx); Gp(y; Ty; Ty);
Gp(x; Ty; Ty); Gp(y; Tx; Tx)).
If y  x then we have,
Gp(Tx; Ty; Ty) = maxfx3 ; y3 ; y3g = y3 .
Also,
Gp(x; y; y) +Gp(x; Tx; Tx) +Gp(y; Ty; Ty) +Gp(x; Ty; Ty) +Gp(y; Tx; Tx)
= Gp(x; y; y) +Gp(x;
x
3
; x
3
) +Gp(y;
y
3
; y
3
) +Gp(x;
y
3
; y
3
) +Gp(y;
x
3
; x
3
)
= maxfx; y; yg+Gp(x; x3 ; x3 ) +maxfy; y3 ; y3g+Gp(x; y3 ; y3 ) +maxfy; x3 ; x3 g
= 3y +Gp(x;
x
3
; x
3
) +Gp(x;
y
3
; y
3
).
Therefore,
 (Gp(Tx; Ty; Ty)) =
y2
9
 (3y +Gp(x; x3 ; x3 )+Gp(x;
y
3
; y
3
))2
9
 (3y +Gp(x; x3 ; x3 )+Gp(x;
y
3
; y
3
))2
3
  (3y +Gp(x; x3 ;` x3 )+Gp(x;
y
3
;` y
3
)2
9
= '(a1Gp(x; y; y) + a2Gp(x; Tx; Tx) + a3Gp(y; Ty; Ty) + a4Gp(x; Ty; Ty)
+ a5Gp(y; Tx; Tx))  (Gp(x; y; y); Gp(x; Tx; Tx); Gp(y; Ty; Ty);
Gp(x; Ty; Ty); Gp(y; Tx; Tx)).
From the above argument, we conclude that (2.2) holds. Therefore all the conditions of Theorem
2.1 is satised. The xed point of T is 0.
3 Conclusions
The class of generalized weakly C-contractive mappings is introduced to G-partial metric spaces.
Some xed point results for these maps are proved in ordered G-partial metric spaces. Examples is
given to support our result. The introduction of these contractive maps will open up new research
area for interested researchers in xed point theory and applications.
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