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A system of production in a self-replacing state can be described by a homogeneous linear system of n equations in the unknowns p 1 , . . . , p n of the form (cf. [7] , Ch. I):
where the n × n matrix A = (a ij ) has the following properties:
It easily follows that (cf. [7] ) 'any one of the equations can be inferred from the sum of the others'. Then Sraffa claims that 'this leaves n − 1 independent linear equations which uniquely determine the n − 1 prices'.
The first mathematical proof of Sraffa's statement was proposed by Newman, who observed that (under the assumption that A j = 1 for each j) the above model 'is formally identical with the linear exchange model introduced by Remak, and analyzed in great detail by Gale' (cf. [6] ). Hence, from a theorem of Gale (cf.
[5], Ch. 6) one gets the existence of a positive price vector p = (p 1 , . . . , p n ) unique except for a scale factor (cf. also [3] , Ch. 4). A new proof was later given by Afriat (cf. [1]) by using some general results on Markov or stochastic matrices 1 .
We will present here a different proof of the existence and the uniqueness of positive prices for the system (1), which is based on a few general results on a special class of matrices proved by Bray (cf.
[2]) in the study of a problem on rates of exchange 2 .
First, we observe that Sraffa's statement quoted above is equivalent, from a mathematical point of view, to the following:
Claim 1: The homogeneous linear system (1) has rank n − 1, and Claim 2: There exists a positive solution p = (p 1 , . . . , p n ) of the system (1), all other solutions being multiples of it. Now the linear system (1) is clearly equivalent to the system: 
Hence, we have to study the n × n matrix, say:
We will call matrix of type (2) any matrix B obtained as above from a matrix A = (a ij ) satisfying the conditions (i), (ii) written at the beginning. In particular, every matrix of type (2) has determinant zero, since the sum of its rows is the zero row.
Also it is easy to see that a principal minor of a matrix of type (2) is not of type (2), in general. So we are led to consider a more general class of matrices, obtained by a 'slight perturbation' of matrices of type (2), namely of the form:
where the notation a ij stands for the sum i =j a ij (for a given j) and all the b i 's are non-negative.
We will say that a n × n matrix B, which is obtained as above from a matrix B of type (2), is a matrix of type (3).
Remark: It is worth observing that:
(j) every matrix of type (2) is also a matrix of type (3): enough to put b 1 = · · · = b n = 0; (jj) every principal minor of a matrix of type (3) (or of a matrix of type (2)) is still a matrix of type (3).
