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Abstract 
The aim of this work was to conduct experiments to discover the characteristics 
of the network traffic generated by running Grid applications. In the experiments, the 
Grid application used was to discover resources and services registered in non-central 
resource. 
The Vega Grid was introduced as the experimental Grid platform and Resource 
Discovery was run in this platform. Since the application of Resource Discovery 
could generate continuous network traffic, it was useful to measure and analyse this 
network traffic and find out its characteristics. Several experiments were conducted 
for the same purpose using three, four, five, and six PCs in different experiments. 
Moreover, the same experiment using a WAN was conducted with seven PCs (four 
PCs inside the campus and three PCs outside). Specifically, ETHEREAL was 
introduced to collect data packets involved with the experiments. 
After conducting the experiments, the collected network traffic data was 
analysed and a number of characteristics identified: the summary of experimental 
results includes noticing some similarity among different graphs of the data packet 
rate and similarities between different graphs of network traffic. Also, the size of these 
data packets was measured and an investigation into whether the experiments show 
that there is a relationship between network traffic and the time was carried out. 
It is expected that the research results will provide an understanding of the 
characteristics of the network traffic generated by running Grid applications in order 
that it can be reduced to save bandwidth on the network. 
Key Words: Vega Grid, Network Traffic, Characteristics 
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Chapter 1 
Introduction 
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1. The Concept of the Grid 
The deployment of several gigabit experiments such as the CASA experiment 
conducted [l] in the early 1990s promoted the establishment of the concept of the 
Grid. 
In 1995, the I-WAY experiment was conducted to "build distributed virtual 
reality applications and explore issues of distributed wide area resource management 
and scheduling" [2], as stated in "Overview of the I-WAY: Wide Area Visual 
Supercomputing" [2]. The I -WAY experiment was designed to provide researchers 
with "multiple inter-networked supercomputers and advanced visualization systems to 
conduct large-scale computations" [2] with "a dozen ATM testbeds, seventeen 
supercomputer centers, five virtual reality research sites, and over sixty applications 
groups involved" [2]. The authors, Thomas A. DeFanti, Ian Foster et al. commented 
that I -WAY could "provide a glimpse of the future for advanced scientific and 
engineering computing" [2], that is to say, the birth of Grid. Unfortunately, at that 
time, the term "Grid" had not appeared. 
After the I -WAY introduction and later related experiments, such as the National 
Technology Grid [28], the term "Grid" was introduced in 1997 as "a name derived 
from the notion of the electrical power Grid". [29] 
In 1998, Ian Foster published the book entitled "The Grid: Blueprint for a Future 
Computing Infrastructure" [4] to define the computational Grid as "a hardware and 
software infrastructure that provides dependable, consistent, pervasive, and 
inexpensive access to high-end computational capabilities". [4] 
In 2002, Klaus, et al., identified the relationship between the Network 
Computing system and a Grid system and provided a definition of the Grid as "a very 
large scale, generalized distributed NC system that can scale to Internet-size 
environments with machines distributed across multiple organizations and 
administrative domains" [6]. Further, Grimshaw argued that the Grid is "a system that 
coordinates resources that are not subject to centralized control using standard, open, 
general-purpose protocols and interfaces to deliver nontrivial qualities of service". [7] 
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Therefore, the following definition of the Grid is preferred: a large-scale 
geographically distributed hardware and software infrastructure composed of 
heterogeneous networked resources owned and shared by multiple administrative 
organizations. They are coordinated to provide transparent, dependable, pervasive and 
consistent computing support to a wide range of applications. This definition is from a 
paper entitled "Grid Characteristics and Uses: A Grid Definition." [29] 
2. Research into Grid Activities 
Since 1998, research into Grid technology and Grid applications has been 
conducted in the following ways to establish comprehensive connection and sharing 
of resources distributed in the network and to offer various kinds of services, such as 
computation and storage, for Grid users. [3 I] 
(1) Dynamic Self-Adaptability 
Since Grid computing systems aim to achieve various kinds of integration with a 
large amount of hardware and software in the network, it is highly likely that some 
resources in a Grid computing system may fail. With the continuous increase of 
resources and applications in the system, the whole structure and comprehensive 
performance of the system is ceaselessly changing. Unpredictable system behaviour 
may also appear at any moment, thereby requiring the dynamic monitoring and 
management of the Grid resources, such as the selection of the optimal resource 
service from the available resources. This may reduce the negative effects derived 
from some common problems in the network, such as failure of resources, changes or 
unpredictable system behaviour and so on, which have significant impacts on the 
comprehensive performance of the Grid. [31] 
(2) Security Management 
It is necessary to guarantee the safety of the management and the usage of a Grid 
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computing system. This can be done by constructing and improving the account 
management system of the Grid in order to recognize the login to the Grid system of 
any computers connecting with the Grid for any user. Researchers have paid 
considerable attention to information encryption and information transmission 
mechanisms suitable for the Grid computing system and to the construction of the 
management levelling system which divides the administration domain into several 
sub-domains for the flow of administrative information. This offers powerful tools for 
the system administrators in different administration sub-domains or the interface 
monitoring system and the operational situation of the system. [31] 
(3) Applications of Computation 
Research mainly focuses on new applications of the Grid computing system, 
thereby using all kinds of resources in the network to support large-scale, 
parallel-distributed computation. It is necessary to make various kinds of applications 
meet the technical and functional requirements of a Grid computing system. [31] 
(4) Efficient Programming Models and Execution Engines 
Researchers are now placing more emphasis on solving the problem of low 
efficiency of code execution of the relevant middleware. They are also studying 
programming models and execution engines to solve the contradiction between the 
relevancy of the platform and the efficiency of the execution in order to offer the 
program a solution to realize the smooth execution and utilization of the system 
resources in a heterogeneous environment. [31] 
3. Network Traffic in Grid Applications-Resource 
Discovery 
Resource Discovery is an important component In the Grid environment. 
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Compared with a traditional single computer system, it is necessary for all Grid-based 
service programs and operational systems to identify where the resource is and then 
process the dynamic tasks allocation for these resources. [32] 
This research focuses on the measurement of the network traffic generated by 
particular Grid applications within the Grid system, e.g. Resource Discovery, thereby 
drawing conclusions regarding the status of the network traffic accompanying a 
particular Grid application. 
In detail, an experiment was conducted using the Vega Grid developed by the 
Chinese Academy of Science's Institute of Computing Technology as the loader of 
the Grid application. [Vega Grid is a shared software package downloaded from the 
website of the Research Centre for Grid and Service Computing: 
http://vega.ict.ac.cnlgos/enlindex en.htrn.] The testbed in the High Speed Network 
laboratory was used to construct a model of the network. The status and 
characteristics of the network traffic in the operation of the Grid application were 
researched through measurement and data analysis. Functions were developed to 
reflect the characteristics of the network traffic. To summarise the main conclusion; if 
a Grid application operates in a large-scale network, it generates significant network 
traffic, which increases when the scale of the network involved with the Grid system 
increases. 
In the experiments, VEGA Grid was employed as the Grid platform. There are 
three main reasons to support this choice: 
First, VEGA Grid is compatible with popular Grid software, such as Globus, and 
could provide more powerful Grid application software. [33] Globus is a software 
toolkit to help developers develop different kinds of Grid applications, but it is not a 
Grid application itself. [34] If Globus had been used as the Grid platform, more time 
would have been needed to develop a usable Grid application. On its own, it would 
have been useless for this research project. The purpose of the experiments is to 
identify the characteristics of network traffic in Grid applications. Therefore, it is 
necessary to focus on the identification of the characteristics of network traffic in Grid 
applications rather than on the development of a new Grid application. 
13 
Secondly, VEGA Grid is constructed in a simple and friendly manner. VEGA 
Grid was easily installed on Windows systems [11] and provided a user-friendly 
graphical interface [33], thereby ensuring ease of operation. Experience has shown 
that Globus on its own was much harder to use. 
Thirdly, it was noticed that in the VEGA Grid the network traffic for the 
Resource Discovery Grid application was generated continuously, rather than 
intermittently, [33] which was useful for measurement and analysis in these 
experiments. 
Therefore, the use of the VEGA Grid had a positive influence on the results of 
the experiment and helped them to be conducted conveniently. 
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Chapter 2 
Introduction 
to Vega Grid 
IS 
VEGA GOS was developed by the Institute of Computing Technology, the 
Chinese Academy of Science, and is Grid application software based on 
OGSAlGlobus and is compatible with web services. 
VEGA GOS lays emphasis on the Grid infrastructure and Grid operation system. 
It is made up of three components: the hardware, system software and application. A 
comparison between the Grid, VEGA GOS and a PC is listed in Figure 1 [21]. 
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Figure 1 Comparison among the Grid, VEGA and PC 
1. Introduction 
" 
VEGA GOS [20, 24, 25] was developed by the Institute of Computing 
Technology, the China Academy of Science [8], and is a system of Grid application 
software based on the OGSAlGlobus Toolkit 3.0 and web services. The VEGA GOS 
team currently consists of more than 150 people, and is conducting research work in 
the following areas [15]: 
(1) Dawning 4000 Superservers [18, 20]: Terrascale Grid enabling clusters on 
LinuxlIntel and AIXlPowerPC platforms. 
(2) VEGA GOS Software Platform: This work includes research on Grid system 
software, Grid application development tools and the Grid user interface. The 
objectives are to enable resource sharing collaboration, service composition and 
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dynamic deployment utilizing open standards such as OGSA, Globus and web 
services. 
(3) Vega Information Grid: Research on enabling technology for information sharing, 
information management and information services in an ASP environment or a 
wide-area enterprise environment. 
(4) Vega Knowledge Grid: Research on knowledge sharing, knowledge management 
and knowledge services in a wide area of the Web environment. [14] 
The integrated system ofVEGA GOS includes the following components: Vega 
Routers, Vega Buses, Vega Devices and Vega Operation Environment (VOE). [13] 
2. Principles ofVega Design 
The VEGA GOS development is guided by the following four design principles, 
abbreviated to the acronym VEGA [16]: 
Versatile Services. The Grid should have the ability to support various services. 
That is, the Grid should be constructed as an infrastructure to provide a developing 
and operational environment supporting various applications, use patterns and 
platforms. All applications and interactions should use the service mechanism. 
Enabling Intelligence. The Grid should have the ability to support intelligent 
computing. The Grid should be more intelligent than the Internet and provide the 
automatic production of information, knowledge and services. The Grid itself is not 
the entity that provides the intelligence but it can assist people to develop intelligent 
applications. 
Global Uniformity. From the viewpoint of users, the Grid should be a single 
virtual computer. The Grid should supply a Single System Image (SSI), such as 
Single Sign-On and other related technologies. 
Autonomous Control. The Grid should not be governed by a central 
administration. All components in the Grid can freely join or leave of their own free 
will. For members providing the resources, they have the full right to control the 
17 
export of their own resources; and for members using the resources, they have the 
right to use resources as they like within the purview oftheir rights. 
3. Development of VEGA GOS 
Table I indicates the development ofVEGA GOS in detail. 
Date Version Introduction 
September, VEGAGOSO.9 Based on the OGSA/G1obus Toolkit 3 and web services; 
27th 2003 , [12] Realized the Grid functions of providing services and 
virtualization; Utilized the locations of the Grid resources based 
on the Router; Safe Grid Services; United interface of Grid 
Service; Introduced Management of the Grid Users and the 
System of Grid Monitor and so on. It could be run on the Linux 
and Win32 platforms. A typical deployment of VEGA GOS 
system is described in Figure 2[ 11]. 
November, VEGAGOS 1.0 Based on VEGA GOS 0.9. 
24th 2003 , (Alpha) [12] 
January, VEGAGOS 1.0 Based on VEGA GOS 1.0 (Alpha); Improved the executive 
18th 2004 , (Beta)[l1] efficiency and stability. Made the relationship between the 
components more clear. Setup, deployment and usage becomes 
easier. 
March, VEGAGOS Based on VEGA GOS 1.0 (Beta); Integrated the VEGA 
19th, 2004 vl.O [10] DEVICE, VEGA BUS and VOE into a single software 
component; Improved the stability and convenience of the 
management tools. 
April,2nd, VEGAGOS Based on VEGA GOS v 1.0; Included more data management 
2004 vl.! [9] tools and API; Utilized Tomcat as the Service Container. 
Table I Development ofVEGA GOS 
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Figure 2 Typical Deployment ofVEGA GOS System [23] 
4. Layer Infrastructure ofVEGA GOS 
The three-layer infrastructure with the resource, system and application is shown 
in Figure 3. 
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Logically, VEGA GOS could be divided into three layers [22]: Firstly, there is 
the lower layer, the VEGA Device, which could provide support for the Grid 
resources. Secondly, there is the middle layer, the VEGA Bus [17, 23], which should 
provide the management functions of information about resources and enable 
application-level connectivity to allow resources to be efficiently deployed and 
discovered [19]. This is the backbone of the VEGA GOS hardware as it is a bridge 
linking all Grid client devices and Grid resources together. Thirdly, there is the upper 
layer, VEGA Operation Environment (VOE) [21], which is based on popular 
technologies such as OGSAlGlobus, web services and GridFTP and could provide 
support for the user operation environment, including the primary GOS API and the 
client port of the Grid Batch Process. The relationship between the three layers is 
described in Figure 4 [13]. 
Management Tools of Grid 
Shared Libraries and APls in the 
Related Domains (e.g. Client API for 
Grid Batch Process) 
VEGAGOSAPI 
VEGARouter 
...:: r-
"'" 
7-
Batch Dynamically Data 
Service Arranging Service 
Service 
VEGA Operation 
Environment (VOE) 
VEGABUS 
VEGADEVICE 
Figure 4 Layer Architecture for VEGA GOS Software 
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The relationship between the three layers is discussed below: the system layer in 
the Grid plays the role of a bridge between the application layer and the resource layer. 
The system layer offers the features (amount, address, calling approach) of the Grid 
resource for interoperation. In the system layer, the Grid resources are abstractly 
described as the virtual resources, reflecting Grid resources with the same functions. 
The VEGA GOS software package includes all components of these three layers. 
According to their different demands, the user is permitted to set up any component of 
this software package. 
5. Grid Computing Protocol (GCP) and Resource Routers 
In the study of VEGA GOS, the Grid Computing Protocol (GCP) has been 
proposed as a kind of Grid interconnection system. This protocol contains two 
components: a resource router protocol based on TCPIIP and a reflecting protocol for 
Grid computing in the application layer. [16] 
Grid resource routers are the most important components in the infrastructure of 
VEGA GOS, and act as a bridge linking all Grid client devices and Grid resources 
together, which enables application-level connectivity allowing resources to be 
efficiently deployed and discovered. [5] All Grid client devices and Grid resources 
can dynamically join or leave the Grid by connecting or disconnecting to one or more 
Resource Routers. As more and more Resource Routers are linked together, the Grid 
can expand to a large scale. The Grid can be constructed as a fully-distributed 
resource network via Resource Routers. The Resource Router is a transfer station for 
resource discovery requests, which can collect information about Grid resources and 
provide a path for resource requests from Grid client devices to Grid resources. [5] 
Figure 5 shows the relationship between the resource routers and the Grid Computing 
Protocol (GCP). In the environment of the Internet, IP routers function to route and 
transfer the data reports and transmit the data to the destinations. But, in the 
environment of the VEGA GOS, the resource routers perform the tasks of routing and 
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transferring the requests for computation and transmitting the requests for 
computation to the computing resources. Generally speaking, the resource routers 
have the following functions: 
Reflecting Reflecting 
Protocols of Grid ~ ...................................................................... ~ Protocols of Grid 
Computing Computing 
R esources Users Resource Routers Resource P rovider 
Resource Router Resource Router Resource Router 
Protocol ~ ....................• Protocol ................... ~ Protocol 
} 
<,-----------.:..::::TCPc:..:.:....-IIP -----,> 
Figure 5 Infrastructure of GCP for VEGA GOS 
i. The registration/cancellation of resources: the resource routers are the 
connection facilities for the computing resources in the Grid environment. 
The computing resources are first registered in the resource routers and 
then allocated a unique "address" in the Grid environment, which wiIllater 
be shared with the whole Grid. 
H. Collection/update of information about the resource routers: this refers to 
the information about the positions of the relevant resources which furnish 
the basis for the requests for resource routing and allocating. Since the 
status of resources changes dynamically, it is necessary to process and 
regularly update information between the resource routers. 
iii. Routing/transmitting of the requests for resources: when the resource 
routers receive a request for resources, they select a route for this 
information and send the request to the corresponding resource routers. 
6. Key technologies 
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The system software of the VEGA GOS pays strict attention to the research on 
the construction of the Grid infrastructure, the information models and the resource 
space. 
(1) Infrastructure: 
The middleware technology, as the embryonic form for the Grid technology, 
resolves the problems of the heterogeneity of the resources to a limited extent. The 
development of the Grid does not follow the middleware approach strictly, although it 
is possible to follow the OGSA requirements, i.e. the basic core plus the upper frames, 
such as the relationship between the Linux core and the GNU. 
OGSA has regulated that all resources must be offered with the same kind of 
services. The advantages of this regulation are obvious: it offers a uniform access 
interface for the resources for the upper application. 
According to the design approach of OGSA, the OGSA service is considered as a 
hardware resource in computers. In the operating system, the upper application will 
not be interconnected with the hardware resources but will communicate via system 
calls offered by the operation system. Therefore, between the layer of the uniform 
resources (OGSA service) and the application layer, there will be a kind of Grid 
Operation System (GOS). Meanwhile, the GOS classifies the resources administered 
into several categories, such as the character facilities and lump facilities in Unix. 
Every category of the resources must be of a uniform standard and have a standard 
access interface (approach to the services, approach to calls, the information offered 
by the resources and so on). 
(2) Information Model 
With regard to the information model, it is essential to divide the information 
representation from the information storage. Therefore, some components are 
introduced, such as information about the resources (physical hosts), information 
about services (the computation tasks aiming to complete certain functions) as well as 
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information about the users and so on. The information storage model employs a 
different strategy to handle dynamic information from that used for static information. 
The static information requires an approach for replication, mapping and so on, 
whereas dynamic information requires an approach for distribution, carrying out 
regular-time re-storage and so on. 
(3) Resource Space 
With regard to the resource space, the Grid system software introduced the 
concept of the resource space of the address to offer the representative format in the 
layer of the Grid system software and the layer of the Grid application software. The 
resource space refers to the EVP model (three-layer infrastructure: efficiency, 
virtualisation, physical layer) shown in Figure 6. The physical address of the 
resources represents the practical services; the virtual address of the resources 
represents the set of practical services with the same feature. In practice, the Grid 
system software runs in the layer of practical services (called physical resources here), 
which is a virtual layer, whereas the applications based on the Grid system software 
run in the efficiency layer. The complexity of programming will be reduced through 
the abstraction of the two layers above the physical layer, allowing the functions to 
also be improved by supporting the combination of the services. 
According to the technology of the resource routing offered by the VEGA GOS, 
it is possible to settle the problems of mapping from the virtual layer to the physical 
layer and the position of the resources through the combination of the information 
model. 
24 
Application I Application 2 Application 3 
Efficiency 
Virtualization 
Physics 
I 
I 
I 
I 
I 
I 
r<h 
~ 
Node 1 
7. Resource Discovery 
•••••••• 
o • • • • • • • • • 
Node 2 
Figure 6 EVP Model 
Application m 
Node m 
Vega Grid introduced the following strategy for resource discovery: [26] 
(I) When a resource routing node is connected to the Vega Grid, it will send a 
registration report to all of its neighbouring resource routing nodes; 
(2) After accepting the registration report, a linkage will be introduced between 
two resource routing nodes. These two resource routing nodes become 
neighbours; 
(3) When running, any node will regularly send an update report to its 
neighbouring resource routing nodes to report information about the 
resources registered in the node; 
(4) If any node wishes to leave the Vega Grid, it should send logout reports to its 
neighbouring resource routing nodes. 
Please note that exactly when any node will send update reports to its 
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neighbouring resource routing nodes is not known. According to these experiments, 
however, it was noticed that they seemed to be sent at approximately 30-second 
intervals. Therefore, it was suspected that 30 seconds is the standard cycle. On the 
other hand, when running continuous activity, it was also seen that the resource 
routing nodes were sending update reports to their neighbouring resource routing 
nodes; therefore, in the following chapters, a period of approximately 120 seconds 
was selected as the time frame for the experiments. 
Thus, it is reasonable to suggest that the Resource Discovery process will 
generate continuous network traffic while a node remains connected with the Vega 
Grid. 
26 
Chapter 3 
Experimental 
Approach 
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1. The Purpose of the Experiments 
The purpose of the set of experiments conducted and described in this Thesis is 
to understand how network traffic levels will increase with Grid application activities. 
Therefore, in the experiments, the network traffic received and sent to target 
computers was measured. Conclusions regarding the features of the network traffic 
received and sent to target computers were drawn from several experiments in a 
testbed environment and in WAN. It was expected that the conclusions could be 
helpful to researchers for the future development and improvement of Grid 
applications to reduce the network traffic generated by such Grid application 
activities. 
2. Equipment used in the Experiments 
(l)Hardware used in the Experiments 
In the experiments, six computers were used to construct a network system and 
to measure the network traffic generated in the process of resource discovery for the 
conditions in which the Vega Grid system is installed. 
Four experiments were conducted to measure network traffic generated by the 
resource discovery service in the simulated Grid system. The detailed IP addresses of 
the PCs are listed in Table 2: 
~ Experiment I Experiment 11 Experiment III Experiment IV (involved 3 (involved 4 (involved 5 (involved 6 nodes) nodes) nodes) nodes) 
192.168.3.2 Active Active Active Active 
192.168.2.2 Active Active Active Active 
192.168.1.2 Active Active Active Active 
192.168.3.4 Active Active Active 
192.168.3 .5 Active Active 
192.168.3.3 Active 
Table 2 Detailed IP Address of PCs 
In these experiments, one PC was set to IP address 192.168.3.2 and functioned as 
the central resource router Gust like a server) and the other PCs acted as the resource 
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suppliers Gust like a client). 
Following experiments conducted in the laboratory testbed, experiments were 
conducted in a WAN. This included seven pes (four pes on the campus of 
Loughborough University and three pes outside). The topology of the experiment 
conducted in the network is listed in Figure 7. In this experiment, one pe was set to IP 
address 158.125.51.148 and functioned as the central resource router Gust like a 
server) and the other pes acted as the resource suppliers Gust like a client). 
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Figure 7 Topology of Experiment Involved Three pes 
(2) Software used in the Experiments 
We introduced ETHEREAL to capture data packets involved with the 
experiments. ETHEREAL is a powerful network traffic analyser and can analyse 759 
protocols, which is useful for identifying whether a data packet was generated by the 
Resource Discovery Process (i.e. in VEGA GOS) or by other applications. 
3. Topologies for the Experiments 
Five experiments were conducted (Four experiments in the laboratory and one in 
the WAN) and the topologies of these experiments are listed below in Figure 8 to 11. 
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Figure 8 Topology of Experiment Involving Four pes 
Figure 9 Topology of Experiment Involving Five pes 
Figure 10 Topology of Experiment Involving Six pes 
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Figure 11 Topology of Experiment Involving Seven pes 
4. Experimental Procedure 
After the installation of Vega Grid, the laboratory testbed could be used to create 
a Grid system involving several computers (that is to say, several resource routing 
nodes). This kind of Grid system can generate certain network traffic while providing 
a fundamental Grid service (e.g. the resource discovery as used in the experiments). 
These experiments focused on the measurement of the network traffic, with the aim of 
helping to identify the characteristics and trends of the associated network traffic. 
Firstly, Vega Grid was installed on a testbed in the High-Performance Network 
Lab in the Department of Electrical and Electronic Engineering at Loughborough 
University. Here, Vega Grid was installed on several computers in the testbed, which 
could be considered as resource routing nodes in a Vega system. 
Secondly, ETHEREAL was also installed on these computers. ETHEREAL is 
network traffic analyser software and 759 protocols can currently be analysed. It is 
useful for capturing data packets generated in the network. In these experiments, it is 
necessary to capture all data packets generated in the network and to identify which 
data packets were generated by Grid activities. ETHEREAL could help meet this 
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requirement since it can find out which of the data packets captured were generated 
by Grid activities. For example, we could identifY data packets marked by 
ETHEREAL with POST/ogsa/services/gos/routerNegaRouterService HTTP/I.O could 
be identified and also whether these data packets were generated by the Grid 
application. 
Thirdly, a Grid application was run and data packets were captured. After 
installation of Vega Grid, the Grid application Resource Discovery was run and 
started to generate data packets in order to attain a relatively accurate status of the 
resources in the Grid system. In this process, the number of data packets generated 
and received by every node in the resource discovery process was measured. 
ETHEREAL was used to capture these data packets and to identifY which data 
packets were generated by the Grid application. 
Fourthly, after capturing those data packets which were generated by the Grid 
application, graphs of the packet rates were produced and the graphs of the number of 
data packets generated by different resource routing nodes compared by using the 
Correlation Coefficient, which is a number between -1 and + I that measures the 
degree to which two variables are linearly related. If there is perfect linear relationship 
with positive slope between the two variables, the correlation coefficient is I; if there 
is a positive correlation, whenever one variable has a high (low) value, so does the 
other. If there is a perfect linear relationship with a negative slope between the two 
variables, the correlation coefficient is -1; if there is a negative correlation, whenever 
one variable has a high (low) value, the other has a low (high) value. A correlation 
coefficient of 0 means that there is no linear relationship between the variables. [27] 
Conveniently, the correlation coefficient can be used to calculate the similarity 
between two variables by using the formula: [30] 
s = (1+r) 
2 
Hence, if two variables have perfect correlation, the similarity between two 
variables should be 1; if two variables do not have perfect correlation, the similarity 
between two variables should be less than 1, that is to say, the higher the correlation 
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coefficient, the higher the similarity. The maximum similarity is 1. Therefore, if the 
correlation coefficient is about I, it shows that there is a high degree of similarity 
between the two variables. 
Therefore, the correlation coefficient was employed to identify the relationship 
between two variables, thereby indicating whether there was similarity among the 
different graphs of data packet rates or similarity among the different graphs of 
network traffic. Also, the size of these data packets was measured to identify whether 
there was a relationship between network traffic and the time in experiments. 
Fifthly, linear regression was used to show whether there is any trend in the 
network traffic rate involved with the experiments. Excel was used to conduct linear 
regression for network traffic involved with the experiments. 
According to the method described above, four experiments were conducted in 
the laboratory testbed for the activity of Resource Discovery with the Vega Grid 
involving three pes, four pes, five pes and six pes respectively to process the 
measurement of the network traffic. These pes were called independent resource 
routing nodes, that is to say, three independent resource routing nodes, four 
independent resource routing nodes, five independent resource routing nodes and six 
independent resource routing nodes, respectively; independent resource routing nodes 
are those pes which have single IP addresses, rather than pes in the same LAN. In 
these four experiments, three independent resource routing nodes (192.168.3.2, 
192.168.2.2, 192.168.1.2) were involved four times in the experiments. The 
independent node (192.168.3.2), the central resource routing node Gust like a server) 
in the experiments, generated and received much more network traffic than any other 
non-central resource routing node Gust like a client), since all of the resource routing 
nodes sent data packets to the central resource routing node. The central resource 
routing node sent data packets to every non-central resource routing node, that is to 
say, the central resource routing node generated a large quantity of network traffic; 
several times as much as the network traffic generated by every non-central resource 
routing node. 
Subsequent experimental results reflect the similarity among the quantity of the 
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network traffic generated by different non-central resource routing nodes, and this 
type of network traffic is not influenced by the different IP addresses for the 
independent resource routing nodes, but by the automatically assigned IP addresses in 
the same LAN. 
After experiments conducted in the testbed, an experiment was conducted in a 
WAN. In this experiment, four pes from the campus (that is to say, four independent 
resource routing nodes with independent IP addresses) were used, and three pes 
outside the campus (these three pes were in the same LAN, therefore, they were 
considered to be the three dependent resource routing nodes), and the same method 
described above was employed to investigate the characteristics of the network traffic 
generated by the Resource Discovery process with Vega Grid in WAN. 
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Chapter 4 
Experimental 
Results 
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1. Overview of the Experimental Results 
The results of the experiment are shown in Figures 11 to 98. Note that the time 
frame shown in Figures 11 to 98 is nearly 120 seconds since it was expected that a 
whole cycle would be seen. As mentioned in Chapter 2, the standard cycle appeared to 
be one of 30 seconds. The results suggested that the choice of experiments was 
appropriate and reasonable since, as discussed in Chapter 2, the repeated activities of 
the resource routing nodes sending the updated information about the resources 
registered to their neighbouring node every 30 seconds were noticed. Therefore, a 
120-second period was selected as the time frame for the experiments. 
2. Discussion of Data Packet Rate 
With the experimental method mentioned in Chapter 4, the number of data 
packets generated and required by Vega Grid in the testbed in the laboratory was 
measured in order to find out the relationship between the number of the data packets 
and the time, thereby finding out some characteristics of the network traffic. 
(1) Graphs of Data Packets in Experiments Involving Three pes 
(Figures 11 to 14) 
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Figure 12 Data Packets for node 192.168.2.2 (Experiment with 3PCs) 
In Chapter 2, the topology of the experiment involving three PCs (three 
independent resource routing nodes) in the testbed was given. Figures 11 and 12 show 
the relationship between the number of data packets and the time and reflect the total 
number of data packets involved with the respective independent resource routing 
nodes (192.168.1.2 and 192.168.2.2). Figure 13 shows the relationship between the 
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number of data packets involved with the independent node (192.168.3.2) as the 
central resource routing node. 
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Figure 13 Data Packets for node 192.168.3.2 (Experiment with 3PCs) 
The number of data packets involved with the independent node (192.168.3.2), 
the central resource routing node, is the total number of data packets involved with 
the two independent resource routing nodes (192.168.1.2 and 192.168.2.2). Therefore, 
according to Figures 11, 12 and 13, the number of data packets involved with the 
independent central resource routing node (192.168.3.2) is significantly larger than 
that of the data packets involved with the single independent node (192.168.1.2 or 
192.168.2.2). At the same time, the distributions of the data packets for the three 
independent resource routing nodes (including the independent central resource 
routing nodes and the independent non-central resource routing nodes) have similar 
characteristics. This is seen in the correlation analysis results presented in Table 3. 
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Figure 14 Comparison of Data Packets for the Experiment with 3PCs 
IP 
Correlation 
~ 192.168 .1.2 192.168.2.2 192.168.3.2 
192.168.1.2 I 0.81 0.94 
192.168.2.2 0.81 1 0.96 
192.168.3.2 0.94 0.96 1 
Table 3 Correlation between Distributions of Data Packets for Experiment with 3PCs 
Thus, it is reasonable to draw the conclusion that, in the process of resource 
discovery in Vega Grid, the number of data packets involved with the central resource 
routing node wi ll definitely be larger than the number of data packets involved with a 
single non-central resource routing node. In addition, the distribution of the data 
packets involved with different independent resource routing nodes for the process of 
resource discovery in the Vega Grid are simi lar since, as mentioned in Chapter 3, the 
higher the correlation coefficient, the higher the similarity. The high correlation 
coefficients, approaching 1, shown in Table 3 suggest that there is a good relationship 
between these distributions of the data packages involved with different independent 
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resource routing nodes. These conclusions are further demonstrated in the following 
experiments. 
(2)Demonstration from Experimental Results 
Figures 15, 16, 17 and 18 reflect the distribution of the data packets involved 
with the four independent resource routing nodes in the testbed experiments with the 
VegaGrid. 
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Figure 17 Data Packets for node 192.168.3.4 (Experiment with 4PCs) 
Figures 15, 16 and 17 reflect the distribution of data packets involved with the 
three non-central resource routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.4) in 
the testbed experiments with Vega Grid. The distributions of the data packets involved 
with the non-central resource routing nodes appear similar. 
Figure 18 reflects the situation of the distribution of the data packets involved 
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with the central resource routing node (192.168.3.2). As a central resource routing 
node, this node (192.168.3.2) receives more data packets than any of the non-central 
resource routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.4). Compared with the 
figures for the distribution of data packets involved with the non-central resource 
routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.4), the distribution of the data 
packets involved with the central resource routing node appears similar. This 
demonstrates the conclusion mentioned previously, namely that the distribution of 
data packets involved with different independent resource routing nodes has a visual 
similarity with the process of resource discovery with the Vega Grid. The results are 
shown in Figure 19 in Table 4 which presents a correlation analysis of this data. 
Initially, there appears to be a similarity between the distributions of data packets 
since, as mentioned in Chapter 3, the higher the correlation coefficient, the higher 
the similarity. The high correlation coefficients, approaching 1, shown in Table 4 
suggested that there was a good relationship between these distributions of data 
packages involved with different independent resource routing nodes. 
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Figure 19 Comparison of Data Packets for Experiment with 4PCs 
[p 
192.168.1.2 192.168.2.2 192.168.3.4 192. 168.3.2 
rrelatio 
[p 
192.168.1.2 I 0.75 0.79 0.95 
192.168.2.2 0.75 I 0.86 0.91 
192.168.3.4 0.79 0.86 I 0.93 
192.168.3.2 0.95 0.91 0.93 I 
Table 4 Correlation between DlstnbutlOns of Data Packets for Expenment With 4PCs 
Further results for the distribution of data packets are shown in Figures 20, 21 , 22, 
23 and 24. These five figures are derived from the distribution of the data packets 
involved with the four independent non-central resource routing nodes (192.168.1.2, 
192.168.2.2, 192.168.3.4, 192.168.3.5) and the independent central resource routing 
node (192.168.3 .2) in the experiment involving five independent resource routing 
nodes. Initially, there appears to be a similarity between the distributions of data 
packets since, as mentioned in Chapter 3, the higher the correlation coefficient, the 
higher the similarity. The high correlation coefficients, approaching I , shown in 
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Table 5 suggested that there was a good relationship between these distributions of 
data packages invo lved wi th different independent resource routing nodes. These 
conclusions are demonstrated by the graphs in Figure 25 and the correlation results in 
Table 5, which show a higb corre lation approaching I, and suggest that there was a 
good relationship between these di stributions of data packages involved with different 
independent resource routing nodes. 
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Figure 22 Data packets for 192.168.3.4 (Experiment with SPCs) 
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Figure 24 Data packets for 192.168 .3.2 (Experiment wi th 5PCs) 
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Figure 25 Comparison of Data Packets for Experiment with SPCs 
JP 
192.168.1.2 192.168.2.2 192.168.3.4 192.168.3.5 192.168.3 .2 
N 
192.168. 1.2 I 0.76 0.83 0.88 0.92 
192.168 .2.2 0.76 1 0.85 0.82 0.91 
192.168.3.4 0.83 0.85 1 0.91 0.96 
192.168 .3.5 0.88 0.82 0.91 1 0.96 
192.168 .3.2 0.92 0.91 0.96 0.96 1 
Table 5 Correlatton between Dlstnbuttons of Data Packets for Expenment With 5PCs 
Finally, the distributions of data packets involved with the five non-central 
resource routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.4, 192.168.3.5, 
192.168.3 .3) and a central resource routing node ( 192.168.3 .2) were obtained and 
found to demonstrate the previous conclusion. Figures 26, 27, 28, 29, 30 and 31 
reflect the distributions of the six independent resource routing nodes (five 
non-central resource routing nodes and a central resource routing node) involved with 
the experiment conducted in the testbed. 
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Figure 27 Data packets fo r 192. 168.2.2 (Experiment with 6PCs) 
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Figure 3 1 Data packets for 192. 168 .3.2 (Experiment with 6PCs) 
Similarity is seen in Figure 32 and the correlation results in Table 6 since, as 
mentioned in Chapter 3, the higher the correlation coefficiellt, the higher tlte 
similarity. The high correlation coefficients, approaching I, shown in Table 6 
suggested that there was a good relationship among these distributions of the data 
packages invo lved with different independent resource routing nodes. 
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Figure 32 Comparison of Data Packets for Experiment with 6PCs 
IP 
192. 168. 1.2 192.168 .2.2 192. 168.3 .3 192. 168.3.4 192.168.3.5 192. 168 .3.2 
CorrelatiOl 
N 
192.168.1.2 I 0.73 0.87 0.86 0.85 0.92 
192. 168.2.2 0.73 I 0.78 0.81 0.76 0.87 
192. 168.3 .3 0.87 0.78 I 0.90 0.92 0.96 
192.168.3 .4 0.86 0.81 0.90 I 0.93 0.97 
192.168.3 .5 0.85 0.76 0.92 0.93 I 0.96 
192.168.3 .2 0.92 0.87 0.96 0.97 0.96 I 
Table 6 Correlation between Distributi ons of Data Packets for Experiment with 6PCs 
Accordingly, the followi ng conclusions are drawn from the characteristics of the 
distributi on of the data packets seen by the independent resource routi ng nodes based 
on the analysis of the experimental results: 
!. The distribution of data packets for the independent resource routing 
nodes is similar to that fo r the other independent resource routing nodes 
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connected with the same central resource routing node Slllce, as 
mentioned in Chapter 3, the higher tI,e correlatioll coefficient, the higher 
the similarity. The high correlation coefficients, approaching I , shown in 
Tables 3 to 6 suggest that there is a good relationship between these 
distributions of the data packages involved with different independent 
resource routing nodes. 
11. Associated with the increment III the number of independent resource 
routing nodes in Vega Grid, the number of data packets invo lved with the 
central resource routing node is increased. 
3. Discussion on Bandwidth 
After discovery of the characteri stics of the distribution of the data packets 
invo lved with the independent resource routing nodes mentioned above, the network 
traffic was measured and the netwo rk traffic rate per second determined. The 
relationship between the bytes of the network traffi c and time is determined. There are 
tlu-ee types of di ffe rence in the relationship fi gures between the bytes of the network 
traffic and time. Firstly, the characteristic of the bytes of the network traffic received 
fo r the independent resource routing nodes, secondly, the amount of network traffic 
generated by the independent resource routing nodes; and thirdly, the network traffi c 
invo lved with the independent resource routing nodes. Here, the horizontal axis 
represents the time and the verti cal axis the number of bytes of the network traffic 
received. 
(1) Graphs of Network Traffic Received for Independent Resource 
Routing Nodes in Experiments (Figures 33 to 54) 
In Chapter 2, the topology of the experiment invo lving three PCs (i.e . tlu-ee 
independent resource routing nodes) ill the laboratory testbed is given. Figures 31 and 
32 show the relationshi p between the volume of network traffic received and the ti me 
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for the respective independent resource routing nodes (192.168. 1.2 and 192.168.2.2). 
(See Figures 33, 34 and 35). Figure 33 shows the relationship between the network 
traffic received and the time for the independent node ( 192.168.3 .2), which is the 
central resource routing node. 
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Figure 34 Network Traffic Received at 192.168.2.2 (Experiment with 3PCs) 
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Figure 35 Network Traffi c Received at 192. 168.3.2 (Experiment with 3PCs) 
As mentioned in Chapter 3, lite Itiglter lite correlalioll coefficielll, lite Itiglter lit e 
similarity. The high correlation coefficient, approaching I, shown in Table 7 suggests 
that there is a good relationship between these graphs of network traffic received at 
different independent resource rout ing nodes. Here, it is reasonable to make the 
fo llowi ng conclusion: in the process of resource discovery in the Vega Grid, the 
figures for the network traffic received by the independent non-central resource 
routing nodes are simi lar, as shown in Figure 36 and Table 7. This conclusion IS 
demonstrated by the fo llowing experimental results. 
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Figure 36 Comparison of Network Traffic Received for Experiment with 3PCs 
rp 
192.168.1.2 192.168.2.2 
Correlation 
I~ 
192. 168.1.2 1 0.73 
192.168.2.2 0.73 1 
Table 7 Correlation between Network Traffic Received for 2 Non-Central Resource 
Routing Nodes 
Figures 37, 38, 39 and 40 reflect the network traffic received by the four 
independent resource routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.2, 
192.168.3.4) in the process of resource discovery by Vega Grid involving four PCs. 
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Figure 40 Network Traffic Received by 192. 168.3.2 (Experiment with 4PCs) 
Figures 37, 38 and 39 reflect the bytes of network traffic received by the three 
independent non-central resource routing nodes (192.168.1.2, 192.168.2.2, 
192.1 68.3.4) In the process of resource di scovery by Vega Grid involving four PCs 
conducted in the testbed in the laboratory. Figure 40 refl ects the network traffic 
received by the independent central resource routing node (192.168.3.2). 
In addi tion, in order to demonstrate the characteri sti cs of the number of bytes of 
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the network traffi c received by the independent non-central resource routing nodes, 
Figures 37 to 49 show the same characteristics, thereby demonstrating the above 
conclusion. As mentioned in Chapter 3, the higher the correlation coefficient, the 
higher the similarity . The high correlation coefficients, approaching 1, shown in 
Table 8 suggest that there is a good relationship between these graphs of network 
traffic received at different independent resource routing nodes: In the process of 
resource di scovery in the Vega Grid, figures for the network traffic received by the 
independent non-central resource routing nodes are similar, as shown in Figure 41 and 
Table 8. 
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Figure 41 Comparison of Network Traffic Received for the Experiment with 4PCs 
IP 
192.168.1.2 192.168.2.2 192.168.3.4 
N 
192.168.1.2 1 0.70 0.78 
192.168.2.2 0.70 1 0.72 
192.168 .3.4 0.78 0.72 1 
Table 8 Correlation between Network Traffic Received for 3 Non-Central Resource 
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Routing Nodes 
Figmes 42, 43, 44, 45 and 46 are drawn from the four independent non-central 
resource routing nodes (192.168.1.2, 192.168.2.2, 192. 168.3.4, 192. 168.3.5) and an 
independent central resource routing node (192. 168.3.2). 
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Figure 42 Network Traffic Received by 192. 168. 1.2 (Experiment with 5PCs) 
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Figme 43 Network Traffic Received by 192.1 68 .2.2 (Experiment with 5PCs) 
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Figure 44 Network Traffic Received by 192. 168.3.4 (Experiment with Spes) 
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Figure 45 Network Traffic Received by 192. 168.3 .5 (Experiment with Spes) 
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Figure 46 Network Traffic Received by 192. 168.3.2 (Experiment with SPCs) 
According to Figures 42 to 46, the similarity between the bytes of network traffi c 
received by the independent resource routing nodes is obvious, as shown in Figure 47 
and Table 9. As mentioned in Chapter 3, the higher the correlatioll coefficiellt, th e 
higher the similarity. The high correlation coefficient, approaching I, shown in Table 
9 suggested that there is a good relationship between these graphs of bytes of network 
traffic received at different independent resource routing nodes. 
61 
45000 
40000 
35000 
30000 
125000 
~ 
e 20000 ;;; 
15000 
10000 
5000 
o 
Jl • Jl ",1\. . A A xII A~ 
1 5 9 13 17 2 1 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97 101 105109 11 3 117 12 1 
Ti _c (s) 
1--- 192. 168.1.2 192. 168.2.2 192.168.3.4 -- 192.168.3.51 
Figure 47 Comparison of Network Traffic Received for Experiment with 5PCs 
IP 
192.168.1.2 192.168.2.2 192.168.3.4 192. 168.3.5 
N 
192.168.1.2 1 0.75 0.78 0.81 
192.168.2.2 0.75 I 0.83 0.82 
192.168.3.4 0.78 0.83 1 0.87 
192.168.3.5 0.81 0.82 0.87 I 
Table 9 Correlati on between Network Traffic Received for 4 Non-Central Resource 
Routing Nodes 
A final experiment involving SIX independent resource routing nodes in the 
process of resource discovery with Vega Grid was carried out. The network traffic 
received by the independent non-central resource routing nodes demonstrates the 
former characteristics again. Figures 48, 49, 50, 51 , 52 and 53 reflect the bytes of 
network traffic received by the five independent resource routing nodes (192.168.1.2, 
192.168.2.2, 192.168.3.4, 192.168.3.5, 192. 168.3.3) and an independent central 
62 
resource routing node ( 192.1 68.3.2). 
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Figure 48 Network Traffic Rece ived by 192 .168. 1.2 (Experiment with 6PCs) 
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Figure 50 Network Traffic Received by 192. 168.3.4 (Experiment with 6PCs) 
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Figure 51 Network Traffic Received by 192. 168.3 .5 (Experiment with 6PCs) 
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Figure 52 Network Traffic Received by 192.168.3.3 (Experiment with 6PCs) 
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Figure 53 Network Traffic Received by 192.168.3.2 (Experiment with 6PCs) 
According to Figures 48 to 53, the high correlation coeffic ients, approaching I, 
shown in Table 10 suggest that there is a good relationship between these graphs of 
bytes of network traffic received at different independent resource routing nodes 
shown in Figure 54 and Table 10. 
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Figure 54 Network Traffic Received for Experiment with 6PCs 
JP 
Corre1atio 192. 168.1.2 192.168.2.2 192. 168.3.3 192. 168 .3.4 192.168.3.5 
~ 
192.168.1.2 1 0.70 0.82 0.80 0.78 
192. 168.2.2 0.70 1 0.74 0.75 0.72 
192. 168 .3 .3 0.82 0.74 1 0.82 0.83 
192.168.3.4 0.80 0.75 0.82 1 0.82 
192. 168.3.5 0.78 0.72 0.83 0.82 1 
Table 10 CorrelatIon between Network Traffic Received for 5 Non-Central Resource 
Routing Nodes 
(2) Graphs of Network Traffic Generated by the Independent 
Resource Routing Nodes in the Experiments (Figures 55 t076) 
In Chapter 2, the topology of the experiment involving three PCs (three 
independent resource routing nodes) conducted in the testbed with Vega Grid is given . 
Figures 55 and 56 show the relationship between the network traffic generated and 
time and reflect the bytes of network traffic generated by the respective independent 
resource routing nodes (192.168.1.2 and 192.168.2.2) respectively. Figure 57 shows 
66 
the relationship between the network traffic generated and time with the independent 
node (192. 168.3.2) as the central resource routing node. 
15000 
<l000(J 
3.iOOO 
:10001) 
8 
-:l 25000 
S g 
~ 20f)()O 
~ 
= 15noo 
IIJtlOO 
5000 
o A .. ... ft. . . A .. k 
1 5 9 1;\ 11 21 25 29 33 37 '11 15 49 53 57 61 65 69 73 77 8 1 85 89 93 91 101 10510911 3 11 71 21 
Ti.c (192. 168. \. 2) 
Figure 55 Network Traffic Generated by 192.168.1.2 (Experiment with 3PCs) 
45000 ,----_-------------- -------__ -----, 
4()ilOO f-- -------------------------------l 
35000 r-------------------------------~ 
30000 f---------------------------------l 
8 
_ 2SIlOO f---------------------------------l § 
~2~IOO r-------------------------------~ 
~ 
= 
lS0no r-------------------------------~ 
10000 r-------------------------------~ 
.iO~1 r---------------------~-H--------~ 
Cl II . . " .AA. .... AA ... .. A . 
1 5 9 13 17 21 25 29 :U 37 4 1 45 <1 9 53 57 6 1 65 69 73 77 8 1 85 89 Y3 97 101 105 109 1\:1 117 121 
Ti .e ( 192. 168. 2.2) 
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Figure 57 Network Traffic Generated by 192. 168.3 .2 (Experiment with 3PCs) 
Since Chapter 3 mentions that tI,e IIigller tile correlatioll coefficiellt, tile IIigller 
til e similarity. The high correlation coeffi cient, approaching I , shown in Table 11 
suggests that there is a good simi lari ty in the figures for the network traffi c generated 
by the independent resource routing nodes between (1 92.1 68. 1.2) and (192. 168 .2.2), 
shown in Figure 58 and Table 11 . Thus, it is reasonable to conclude that in the process 
of resource discovery in the Vega Grid, the network traffic generated by the 
independent non-central resource routing nodes are similar. This conclusion is 
demonstrated by the fo llowing experimental results. 
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[p 
192.168.1.2 192.168.2.2 
~ 
192.168.1.2 1 0.81 
192.168.2.2 0.81 I 
Table 11 Correlation between Network Traffic Received for 2 Non-Central Resource 
Routing Nodes 
Figures 59, 60, 61 and 62 reflect the network traffic generated by the four 
independent resource routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.2, 
192.168.3.4) in the process of resource discovery in the Vega Grid involving four 
PCs. 
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Figure 62 Network Traffic Generated by 192. 168.3 .2 (Experiment with 4PCs) 
Figures 59, 60 and 6 I reflect the bytes of network traffic generated by the three 
independent non-central resource routing nodes (192.168. 1.2, 192. I 68.2.2, 
192. 168.3.4) in the process of resource discovery in the Vega Grid involving four PCs. 
Figure 62 reflects the network traffic generated by the independent central resource 
7 1 
routing node (192.168.3.2). The higher correlation coefficients suggest higher 
similari ty among these three figures, as shown in Figure 63 and Table 12. 
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Figure 63 Comparison of Network Traffic Generated by Experiment wi th 4PCs 
JP 
192.168.1.2 192. 168 .2.2 192.168 .3.4 
N 
192.168.1.2 1 0.77 0.82 
192.168.2.2 0.77 I 0.67 
192.168.3.4 0.82 0.67 I 
Table 12 Correlation between Network Traffic Received for 3 Non-Central Resource 
Routing Nodes 
Ln addition, a demonstrati on of the characteri sti cs of the network traffi c 
generated by the independent non-central resource routing nodes is shown in Figures 
64, 65, 66, 67 and 68 for four independent non-central resource routing nodes 
(192.168.1.2, 192.168 .2.2, 192.168.3.4, 192.168.3.5) and a central resource routing 
72 
node (192. 168.3.2). Since Chapter 3 mentions that the higher the correlation 
coefficiellt, the higher the similarity. The high corre lation coefficients, approaching 1, 
shown in Table 13 suggest that there is a good similarity in the fi gures for the network 
traffic generated by the independent resource routing nodes (192. 168. 1.2, 192.168.2.2, 
192. 168.3.4, 192. 168.3.5), as shown in Figure 63 and Table 13 . Thus, it is reasonable 
to conclude that in the process of resource discovery in the Vega Grid , the network 
traffic generated by the independent non-central resource routing nodes are similar. 
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Figure 66 Network Traffic Generated by 192. 168.3.4 (Experiment with 5PCs) 
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Figure 68 Network Traffic Generated by 192. 168.3.2 (Experiment with SPCs) 
According to Figures 64 to 67, since the higher correlation coefficients suggest 
higher similarity, the high correlation coefficients shown in Table 13 suggest that 
there was a high similarity between the network traffic generated by the independent 
non-central resource routing nodes, and this was further shown in Figure 69 and Table 
13. 
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Figure 69 Comparison of Network Traffic Generated by Experiment with 5PCs 
IP 
192.168.1.2 192.168.2.2 192.168.3.4 192. 168.3 .5 
N 
192.168.1.2 1 0.68 0.76 0.82 
192.168.2.2 0.68 1 0.79 0.74 
192.168.3.4 0.76 0.79 I 0.85 
192.168.3.5 0.82 0.74 0.85 I 
Table 13 Correlanon between Network Traffic Received for 4 Non-Central Resource 
Routing Nodes 
The final experiment involved six independent resource routing nodes in the 
process of resource discovery with Vega Grid in the testbed. The network traffic 
generated by the independent non-central resource routing nodes demonstrates the 
previous conclusion again. 
Figures 70, 71 , 72, 73, 74 and 75 reflect the network traffic generated by the five 
independent non-central resource routing nodes (192.168.1.2, 192. 168.2.2, 
76 
192.168.3 .4, 192 .168.3.5, 192.1 68.3 .3) and a central resource routing node 
(192 .168.3.2). 
Since Chapter 3 mentions that the higher the correlatioll coefficiellt, the higher 
the similarity. The Iligh correlation coefficients, approaching I , shown in Table 14 
suggest that there is a good similarity in the figures for the network traffic generated 
by the independent resource routing nodes (192.168.1.2, 192. 168.2.2, 192.168.3.4, 
192.168.3.5, 192. 168.3.3) , shown in Figure 76 and Table 14. Thus, it is reasonable to 
concl ude that in the process of resource discovery in the Vega Grid , the network 
traffic generated by the independent non-central resource routing nodes are similar. 
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Figure 74 Network Traffic Generated by 192.168.3.3 (Experiment with 6PCs) 
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Figure 76 Comparison of Network Traffic Generated by Experiment with 6PCs 
IP 
192.1 68.1.2 192.1 68 .2.2 192. 168.3 .3 192. 168.3 .4 192. 168.3.5 
N IP 
192.168. 1.2 I 0.47 0.74 0.69 0.68 
80 
192. 168.2.2 0.47 I 0.65 0.57 0.55 
192. 168 .3.3 0.74 0.65 I 0.8 1 0.85 
192. 168.3.4 0.69 0.57 0.81 I 0.88 
192. 168.3 .5 0.68 0.55 0.85 0.88 I 
Table 14 Correlation between Network Traffic Received for 5 Non-Central Resource 
Routing Nodes 
(3) Graphs of Network Traffic Involved with the Independent 
Resource Routing Nodes in the Experiments (Figures 77 to 98) 
In Chapter 2, the topology of the experiment involving three PCs (three 
independent reSOllrce routing nodes) is given for the tests in the laboratory with Vega 
Grid . Figures 77 and 78 show the relationship between the network traffic and time 
fo r the network traffic involved with the independent reSOllrce routing nodes 
(192. 168.1.2 and 192. 168.2.2) respecti vely. Figure 79 shows the relationship between 
the network tra ffi c involved and time with the independent node (1 92. 168.3 .2) acting 
as the central resource routing node. 
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Figure 79 Network Traffic Involved with 192. 168.3.2 (Experiment with 3PCs) 
Since a higher correlation coefficient suggests a higher simi larity, the higher 
correlation coeffic ient shown in Table IS suggests that there is a high similari ty 
between the network traffic involved with the independent node (192. 168. 1.2) and 
node (192 .168.2.2), as seen in Figure 80. The network traffic invo lved with the 
independent node (192.168.3.2) as the centra l resource routing node, is greater than 
for any single non-central resource routing node (192.168.1.2 or 192.168.2 .2). Here it 
82 
is reasonable to draw the conclusion that in the process of resource di scovery in Vega 
Grid, the amount of network traffic involved with the independent non-central 
resource routing nodes is similar. This conclusion is demonstrated by the following 
experimental results. 
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Figure 80 Compari son of Network Traffic for the Experiment wi th 3PCs 
IP 
192. 168.1.2 192.168.2.2 
N 
192.168.1.2 1 0.99 
192.168.2.2 0.99 1 
Table 15 Correlation between Network Traffic Involved for 2 Non-Central Resource 
Routing Nodes 
Figures 81 , 82, 83 and 84 reflect the network traffic involved with the four 
independent resource routing nodes (192.168.1.2, 192.168.2.2, 192.168.3.2, 
192.168.3.4) in the process of resource discovery in the Vega Grid conducted in the 
83 
test bed and invol ving fo ur PCs. 
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Figure 82 Network Traffic Invo lved wi th 192. 168.2 .2 (Experiment with 4PCs) 
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Figure 83 Network Traffic Involved with 192.168.3.4 (Experiment with 4PCs) 
Figures 81, 82 and 83 reflect the amount of network tTaffic involved with the 
three independent non-centra l resource routing nodes (192. 168. 1.2, 192 .168.2.2 and 
192. 168.3.4) in the process of resource discovery in the Vega Grid involving four PCs 
in the testbed in the laboratory. Since a higher correlation coefficient suggests a higher 
similarity, the higher correlation coefficients shown in Table 16 suggest that there is a 
high similarity between these three figures (Figures 81 , 82 and 83), as is seen in 
Figure 85 . Figure 84 reflects the network traffic invo lved with the independent central 
resource routing node (192 .168.3 .2) . 
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Figure 85 Comparison of Network Traffic for the Experiment with 4PCs 
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IP 
192. 168.2. 1 192. 168.2.2 192.168.3.4 
N IP 
192.168.1.2 1 0.77 0.83 
192. 168.2.2 0.77 I 0.72 
192.168.3.4 0.83 0.72 1 
Table 16 Correlation between Network Traffic Involved for 3 Non-Central Resource 
Routing Nodes 
In addition, a demonstration of the characteri sti cs of the network traffi c invo lved 
with the independent resource routing nodes is shown in Figures 86, 87, 88, 89 and 90, 
thereby demonstrating the conclusion that, due to the higher correlation coeffi cients 
shown in Table 17, in the process of resource di scovery in Vega Grid , there is a high 
similari ty among the network traffi c involved with the independent non-central 
resource routing nodes, as is seen in Figure 9 I . Here, Figures 86 to 90 are drawn from 
the four independent non-central resource routing nodes (192. 168.1.2, 192. 168.2.2, 
192.1 68.3.4, 192. 168.3 .5) and a central resource routing node (192. 168.3 .2). 
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Figure 88 Network Traffic Involved with 192. 168.3.4 (Experiment with SPCs) 
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Figure 90 Network Traffic Involved with 192.168.3 .2 (Experiment with SPCs) 
According to Figures 86 to 89, the high correlation coefficients shown in Table 
17 suggest that there is a high similarity between the network traffic involved with the 
independent non-central resource routing nodes, and this is seen in Figure 91 and 
Table 17. 
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Figure 91 Comparison of Network Traffic Involved for Experiment with SPCs 
lP 
192.168.1.2 192.168.2 .2 192.168.3.4 192.168.3.5 
Correlntio 
lP 
192.168.1.2 I 0.73 0.78 0.83 
192.168.2.2 0.73 1 0.83 0.81 
192.168.3.4 0.78 0.83 I 0.89 
192.168.3.5 0.83 0.81 0.89 1 
Table 17 Correlation between Network Traffic Involved for 4 Non-Central Resource 
Routing Nodes 
The final experiment conducted in the testbed involved six independent resource 
routing nodes in the process of resource discovery with Vega Grid : the network traffic 
involved with the independent non-central resource routing nodes demonstrates the 
previous conclusion again, namely, that the high correlation coefficients shown in 
Table 18 suggest that there is a high similarity between these figures (Figures 92 to 
96), as seen in Figure 98. Figures 92, 93 , 94, 95, 96 and 97 show the network traffic 
90 
involved with the five independent non-central resource routing nodes (192.1 68. 1.2, 
192. 168.2.2, 192 .168.3.4, 192. 168.3.5, 192.1 68.3 .3) and a central reso urce rout ing 
node ( 192. 168.3.2) . 
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IP 
192.168.1.2 192.168.2.2 192.168.3.3 192.168.3 .4 192.168.3.5 
.. ~ 
192.168.1.2 1 0.72 0.80 0.78 0.76 
192.168.2.2 0.72 I 0.72 0.70 0.70 
192.168.3 .3 0.80 0.72 I 0.85 0.88 
192.168.3.4 0.78 0.70 0.85 I 0.86 
192.168.3.5 0.76 0.70 0.88 0.86 1 
Table 18 CorrelatIOn between Network Traffic Involved for 5 Non-Central Resource 
Routing Nodes 
In conclusion, in the process of resource discovery with Vega Grid, the higher 
correlation coefficient shown in Table 18 suggested that there was a high similarity 
between these figures (Figures 92 to 97), and that seen in Figure 98 .. 
At the same time, the higher correlation coefficient shown in Tables 15 to 18 
suggested that there is similarity among the network traffic involved with the 
94 
independent non-central resource routing nodes. Therefore, it is reasonable to draw 
the following conclusions: 
I. In correlation analysis of the process of resource discovery in the Vega 
Grid, figures for the network traffic involved with the independent 
non-central resource routing nodes are similar, as demonstrated by the 
high correlation coefficients shown in Tab les 15 to 18. 
I I. Associated with the increment of the number of the independent resource 
routing nodes involved with the Vega Grid, network traffic involved with 
the independent resource routing nodes, including the non-central 
resource routing nodes and the central resource routing node, increased. 
4. Measurements in WAN 
It is we ll known that the Grid system is one method by which the sharing of 
hardware and software in a WAN can be realized. However, it is impossible to make a 
fully functional G rid system in a testbed in the laboratory. It is necessary to deploy the 
Grid system in WAN and measure experimental results in WAN while conducting the 
same Grid activities, e.g. Resource Discovery. Thus, four pes ( 158.125.5 1. I 48, 
158.125 .51.1 81, 158.125.49.89, 158.125.49.8) were used in the University campus as 
the four independent nodes. The independent node (158. 125.5 1.148) was applied as 
the independent central resource routing node; in addition, three pes (82 .1 9. 155.230, 
192.168. 1.1 00, 192. 168. 1.1 01) outside the campus were employed in the Vega Grid 
and these three pes outside the campus are dependent nodes because these three pes 
are in the same LAN. Figures 99, 100, 101 , 102, 103, 104 and 105 reflect the traffic 
involved with every pe in the Vega Grid. 
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Visually, Figures 99 to 101 suggest that there may be a similarity between the 
distributions of the data packets involved with the independent non-central resource 
routing nodes (158 .1 25.5 1.181 , 158. 125.49.89, 158.125.49.8). Also, the distributions 
for the data packets invo lved with the independent non-central resource routing nodes 
have visual similarity with the di stribution of the data packets involved with the 
independent central resource ro uting node (158 .125.5 1.148), as shown in Figure 106 
and Table 19. The high correlat ion coefficients shown in Table 19 suggest that there is 
a high similarity between the network traffic involved with the independent 
non-central resource routing nodes. 
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lP 
158.125.51 .181 158.125.49.89 158.125.49.8 158.125.51.148 
~ 
158.125.51.18 I 1 0.92 0.91 0.96 
158.125.49.89 0.92 1 0.92 0.97 
158.125.49.8 0.91 0.92 I 0.97 
158.125.51.148 0.96 0.97 0.97 1 
Table 19 Correlation between DiStributIOns of Data Packets for Expenment In WAN 
(Inside Campus) 
This situation demonstrates the previous conclusion drawn from the experiments 
conducted in the laboratory testbed with the Vega Grid, namely, that the distribution 
of the data packets involved with the independent resource routing nodes is 
independent of the roles of the independent resource routing nodes. 
Moreover, the three resource routing nodes (82 . 19.155.230, 192.168.1.100, 
100 
192.168.1.10 I) outside the campus are in the same LAN. Fortunately, it is easy to 
discover that the distribution of the data packets involved with the node 
( 192.168.1.1 00) is similar to the distribution of the data packets involved with the 
node (192.168.1.101), as shown in Figure 107 and Table 20. The high correlation 
coefficient shown in Table 20 suggests that there is a high similarity between the 
network traffic involved with the independent non-central resource routing nodes 
(192.168.1.101 and 192.168.1.100). 
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[p 
192.168.1.1 00 192.168.1.1 01 
Correlation 
I~ 
192.168.1.100 1 0.93 
192.168.1.1 01 0.93 1 
Table 20 Correlation between Distributions of Data Packets for Experiment in WAN 
(192.168.1.100 and 192.168.1.101) 
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Therefore, the previous conclusion is modified as fo llows: the similarity of 
distribution of the data packets involved with the resource routing nodes in the Vega 
Grid exists among independent resource routing nodes or among dependent resource 
routing nodes (e.g. resource routing nodes in the same LAN). 
102 
Chapter 5 
Analysis 
103 
In Chapter 4, the experimental results indicate clearly the similarity between the 
network traffic involved with the independent non-central resource routing nodes. 
Moreover, the number of data packets involved with the independent non-central 
resource routing nodes is visually simjlar to that involved with the independent central 
resource routing node. As a conclusion, from the experiments, it is reasonable to 
suggest the following characteri stics and tendencies. 
The high correlation coefficients shown in Tables 3 to 20 suggest that there is a 
high similarity in the network traffic and in the number of data packets invo lved with 
independent non-central resource routing nodes. Also, the number of these non-central 
data packets is visually similar to that involved with the independent central resource 
routing node. 
In addition, linear regression is employed to identify the tendency for the bytes 
of network traffi c generated, received and invo lved with the independent central and 
non-centra l resource routing nodes. Unlike other kinds of regression approaches, such 
as polynomial regressions and so on, linear regress ion is the best method of showing 
the tendency for the bytes of network traffi c in the experimental results, since the 
small sample size, with a large number of nodes not involved in the experiments, 
restri cts the employment of other kinds of regression approaches. Therefore, linear 
regression is employed to identi fy the tendency fo r the bytes of network traffic in the 
experimental results, and fortunately, has served its purpose we ll. 
1. Distribution of the data packets 
a) The di str ibution of data packets invo lved with the independent non-central 
resource routing nodes is visuall y similar to the di stribution of data packets 
involved with the independent central resource routing node. 
b) Associated with the increment in the number of independent resource routing 
nodes in Vega Grid , the number of data packets invo lved with the central 
resource routing node is increased. 
104 
2. Volum e of network traffic 
a) The simi larity between the bytes of network traffic involved, received or 
generated by the independent resource routing nodes is clear in the Vega 
Grid . 
b) Accompanying the increment in the number of independent resource routing 
nodes invo lved with the Vega Grid, the network traffic involved, received or 
generated by every independent node (including the non-central and central 
resource routing nodes) increased. This increment is considered as a 
monotonic increase. Tables 21, 22 and 23 show the tendency for a monotonic 
increment. There are some exceptions, for example, the independent node 
(192. 168.3.4) does not show a monotonic increment in network traffic 
rece ived and generated, but shows an increasing tendency overall. 
Unit: Bytes/Second 
~ 192.168. 1.2 192.168.2.2 192.168.3.2 192. 168.3.4 192.168.3 .5 192.1 68.3 .3 lNodes 
3 2 17.03 173.75 404. 13 
4 329.2 1 3 14.43 954.03 330.53 
5 36 1.69 350.43 1438. 12 305.85 350.46 
6 405.58 423 .88 1885.66 406. 13 4 14.07 406.30 
Table 21 Bytes of Network Traffic Received 
U ni t: Bytes/Second 
~ 192. 168.1.2 192.168 .2.2 192. 168.3.2 192. 168.3.4 192.168.3.5 192. 168.3.3 lNodes 
3 179.95 224.18 390.78 
4 3 17.54 327.68 974.17 308.81 
5 346.69 363.94 1368.43 357.71 369.78 
6 364.21 458.08 209 1.1 6 342.76 351.73 361. 7 1 
Table 22 Bytes of Network Traffic Generated 
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Unit : Bytes/Second 
~ 192.168. 1.2 192. 168.2.2 192. 168.3.2 192.168.3.4 192.168.3.5 192. 168.3.3 Nodes 
3 396.98 397.93 794.9 1 
4 646.75 642.11 1928.20 639.34 
5 708.38 7 14.37 2806.55 663 .56 730.24 
6 769.79 88 1.96 3976.82 748.89 765.80 768.0 1 
Table 23 Total Bytes of Network Traffic Involved 
c) The analys is of the network traffic received, generated or total for the 
independent central resource routing node (192.168.3.2) shows a linear 
increase, which is demonstrated by the fo llowing: 
Table 24 shows the network traffic received and generated and the totals for the 
independent central resource routing node (192. 168.3.2) in the four experiments 
conducted in the laboratory wi th the Vega Grid . 
3 Nodes 4 Nodes 5 Nodes 6 Nodes 
In 404.13 954.03 1438.12 1885.66 
Out 390.78 974. 17 1368.43 209 1.1 6 
Total 794.9 1 1928.20 2806.55 3976.82 
Table 24 Bytes of Network Traffic Generated, Received and Total ( 192. 168 .3.2) 
From the above data, the regression analysis for the bytes of network traffic fo r 
the independent central resource routing node (192. 168.3 .2) can be conducted, 
thereby achieving the regress ion results shown in Figures 108 to 110: 
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Figure 108 Regression Figure for Bytes of Network Traffic Received by 192.168.3.2 
The regression result for the bytes of network traffic received by the independent 
central resource routing node (192. 168.3.2) is shown in Table 25. 
Regression Stati stics 
Multiple R 0.99 
R Square 0.99 
Adj usted R Square 0.99 
SO 36.48 
No. 4 
Lower 
Coefficients SD t Sta t P-vaJue 
95% 
Intercept -1047.42 75.66 -1 3.84 0.01 -13 72.94 
No. 492 .87 16.32 30.2 1 0.00 422.66 
Table 25 AnalysIs Results for Network Traffic Received (192. 168.3.2) 
Therefore, the regression fW1c tion is : Y = - 1047.42 + 492.87 X 
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Figure 109 Regression Figure for Bytes of Network Traffic Generated by 192. 168.3.2 
The regression result for the bytes of the network traffic generated by the 
independent central resource routing node ( 192. 168.3.2) is shown in Table 26. 
Regression Statistics 
Multiple R 0.99 
R Square 0.99 
Adjusted R Sq uare 0.98 
SD 95.52 
No. 4 
Lower Upper 
Coefficients SD t Stat P-value 
95% 
Intercept -1 266.80 198.08 -6.40 0.02 -2 11 9.07 
No. 549.54 42.72 12.86 0.0 1 365.73 
Table 26 AnalysIs Results for Network Traffic Generated (192.1 68.3 .2) 
Therefore, the regression function is : Y = - 1266.80 + 549.54 X 
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Figure 11 0 Regression Figure for Total Bytes of Network Traffic for 192.168.3 .2 
The regression result for the bytes of the network traffic invo lved with the 
independent central resource routing node ( 192. 168 .3.2) is shown in Table 27. 
Regression Statistics 
Multiple R 0.99 
R Square 0.99 
Adjusted R Square 0.99 
SO 87.45 
No. 4 
Lower Upper 
Coefficients SO t Stat P-value 
95% 95% 
Intercept -23 14.22 18 1.34 -12.76 0.01 -3094.45 - 1533 .98 
No. 1042.41 39.11 26.65 0.00 874.14 
Table 27 AnalysIs Results for Network Traffic Involved (192.168.3 .2) 
Therefore, the regress ion function is: Y = - 23 14.22 + 1042.4 1 X 
1210.68 
The regression results show that a linear increment is the best model to explain 
the characteristic of the network traffi c received or generated by the independent 
central resource routing node. 
t09 
d) The bytes of the network tra ffic received or generated by the independent 
non-central resource routing node (192.168.1.2) could be modelled by a 
linear regression. This conclusion is demonstrated by the following 
regression results: 
Table 28 shows the network traffic received and generated and the totals for the 
independent central resource routing node (192.168.1.2) in the four experiments 
cond ucted in the laboratory with Vega Grid. 
3 Nodes 4 Nodes 5 Nodes 6 Nodes 
In 2 17.03 329.21 361.69 405 .58 
Out 179.95 3 17.54 346.69 364.2 1 
Total 396.98 646.75 708.38 769.79 
Table 28 Bytes of Network Traffic Generated, Received and Total (192. 168. 1.2) 
From the above data , the regression for the bytes of network traffic generated, 
received and invo lved wi th the independent central resource routing node 
(192. 168. 1.2) is shown, thereby achieving the regress ion result and the regression 
figure in Figures 111 to 11 3: 
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Figure 111 Regression Figure for Bytes of Network Traffic Received by 192. 168.1.2 
The regression result for the bytes of network traffic received by the independent 
central resource routing node (192.168. 1.2) is shown in Table 29: 
110 
Regression Statistics 
Multiple R 0.958539 
R Square 0.9 18797 
Adj usted R Square 0.878 196 
SO 28. 11 523 
No. 4 
Lower Upper 
Coefficients SO t Stat P-value 
95% 95% 
Intercept 59.2 19 58.30099 1.015746 0.416637 -1 9 1.63 3 10.0679 
No. 59.8 13 12.5735 1 4.757063 0.041461 5.713534 113.9125 
Table 29 AnalYSIS Results for Network Traffic Received (192. 168. 1.2) 
Therefore, the regress ion function is: Y = 59.22 + 59.81 X 
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Figure 11 2 Regression Figure for Bytes of Network Traffic Generated by 192. 168. 1.2 
The regression result for the bytes of the network traffic generated by the 
independent central resource routing node (192.168. 1.2) is shown in Table 30: 
Regression Statistics 
Multiple R I 0.897832 
111 
R Square 0.806 102 
Adjusted R Square 0.709 153 
SO 45 .12654 
No. 4 
Lower Upper 
Coefficients SD t Stat P-value 
95% 95% 
Intercept 40.229 93.57639 0.429905 0.709 153 -362.398 442.8557 
No. 58. 193 20. 1812 2.883525 0. 102 168 -28.6397 145.0257 
Table 30 AnalysIs Resu lts fo r Network Traffic Generated ( 192. 168.1.2) 
Therefore, the regression function is: Y = 40.23 + 58.20 X 
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Figure 11 3 Regression Figure fo r Tota l Bytes of Network Traffic fo r 192. 168. 1.2 
The regression result fo r the bytes of the network traffic involved with the 
independent central resource routing node (192. 168.3.2) is shown in Table 31 : 
Regression Stati sti cs 
Multi ple R 0.93 1392 
R Square 0.86749 
Adjusted R Square 0.80 1236 
112 
172923 1
: I 
Lower Upper 
Coefficients SO t Stat P-value 
95% 95% 
Intercept 99.448 151.2 166 0.657652 0.578333 -55 1.185 750.0807 
No. 118.006 32.6 1222 3.61846 0.068608 -22.3 131 258.325 1 
Table 31 Analys Is Results for Network Traffic Involved (J 92. 168. 1.2) 
Therefo re, the regression function is: Y = 99.45 + I 18.0 1 X 
High coefficients, R Square, shown in Tables 25 to 3 1 suggest that a linear 
increment is a useful model to explain the characteristics of network traffic received 
or generated by the independent central and non-central resource routing nodes. The 
coefficients, R Square, shown in Tables 30 and 3 1, 0.806 102 and 0.86749, are slight ly 
lower than 1, but are acceptab le. 
The regression results suggest that a linear increment is a useful model to explain 
the characteri stics of network traffic received or generated by the independent central 
and non-central resource routing nodes. 
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Conclusion 
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1. Conclusion 
(1) Conclusions from Chapter 5 
From the analysis in Chapter 5, it IS reasonable to draw the following 
conclusions: 
Firstly, the distributions of data packets generated or received by resource 
routing nodes have similar characteristics to those generated or received by other 
similar nodes in the Vega Grid. The di stribution of data packets generated or received 
by the independent non-central resource routing nodes is similar to the distribution of 
the data packets generated or received by the independent centra l resource routing 
node. 
Secondly, the number of data packets generated or rece ived by the same 
independent node remains stable in the di fferent experiments, including the 
experiments conducted in the test bed and in WAN. 
Thirdly, with an increment in the number of resource routing nodes in the Vega 
Grid, the amount of network traffic associated with the independent resource routing 
nodes is increased, especially for that of the independent central resource routing node. 
This can be modelled by a linear increment. 
(2) Fu rther Conclusions 
In Vega Grid system, the results show that a new resource router will send update 
information to its neighbours regularly. The experimenta l results also help to identi fy 
these characteristics of the network traffic needed for regular contact between these 
resource routers. Moreover, in the experiments, it can be seen that every non-central 
resource routing node will send data packets to the central resource routing node 
regularly, which is shown in Figures 11 and 12, Figures 15 to 17, Figures 20 to 23 and 
Figures 26 to 30. By just focussing on the Figures shown in the thesis, it is difficult to 
identify the exact cycle for the regular activity of update information among these 
resource routers. However, according to these Figures, it is possible to guess that thi s 
regular cycle for the discovery resource IS about 30 seconds, since a peak in the 
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number of data packets OCCW"S in each 30 seconds. 
2. Further research 
The experiments mentioned above show a tendency for an increasing amount of 
network traffic to be generated for the acti vity of resource di scovery when the number 
of nodes in the Vega Grid increases. It is apparent that the growth of network traffic 
generated by a certain kind of Grid application, e.g. Resource Discovery, experiences 
a linear increment when the number of PCs and workstations involved with the Vega 
Grid is increased. Therefore, it is reasonably expected that a large amount of network 
traffic would be generated in a Vega Grid used in the much larger scale of a practical 
network. 
In practice, with in the current scope of the Internet, there are large numbers of 
PCs which may become non-central or central resource routing nodes if the Vega Grid 
were to be employed throughout the Internet. Since the central resoW"ce routing nodes 
receive and send data to every non-central resource routing node to identi fy the 
current working status of these resource routing nodes, e.g. the resoW"ce di scovery 
mentioned in these experiments, it is inevitabLe that a large amount of traffic would be 
generated in the Internet, especially by the central resource routing nodes. In the 
experiment mentioned in this thesis, the growth of network traffic in the central 
resource routing nodes is linear. The simple Grid application - Reso W"ce Discovery -
generates a huge amount of network traffic, therefore, it is necessary to attempt to 
control the growth of network traffic generated in the Vega Grid if running many 
kinds of Grid applications. I f thi s is not achieved, the linear growth of network traffic 
wi ll create a bottleneck in the network. It is important to note that, for the non-central 
resource routing nodes, the linear growth of network traffic also becomes a serious 
problem in controlling the growth of network traffic. 
Therefore, it is strongly recommended that research is conducted into the control 
of the increase in network traffic when a large number of nodes are invo lved with 
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Vega Grid. 
It is mentioned above that, in the Vega Grid system, the results show that a new 
resource router will send update information to its neighbours regularly. This could be 
ca ll ed a "Pass ive" mechanism because every node regularly sends data packets to its 
neighbouring central resource router, thereby generating network traffic. In other 
wo rds, the acti vities of sending data packets from every node to its neighbouring 
central resource router are independent of any change of resources registered in the 
node. 
Therefore, it was deduced that a different mechanism to decrease the network 
traffi c in Vega Grid should be employed. This could be called an "Acti ve" mechanism. 
This new "Active" mechanism means that, if there are some changes of resources 
registered in the node, it is necessary fo r the node to send data packets to its 
neighbour ing central resource router and inform this of the change registered. On the 
other hand, if there is no change of resources registered in the node, it is not necessary 
for the node to send updated information to its neighbouring central resource router as 
frequently as every 30 seconds per cycle as in the current Vega Grid . 
Thus, it is hoped that future research on Vega Grid or other si.milar Grid systems 
could employ thi s or a si milar mechanism, since it could provide a di fferent 
mechanism to discover resources registered and the change of the node status. That is 
to say, if the nodes register a change of resources, the node should send the updated 
info rmation to its neighbouring central resource router as soon as poss ible, so that the 
central resource router receives it quickly. If there is no change in the node, it is also 
necessary for the node to send the data packets to its neighbouring central resource 
router regularly, but it would be helpful to reduce the network traffic and the pressure 
on the network capaci ty if the cycle could be lengthened. 
Whilst thi s could be a reasonable proposal, it should be noticed that the use of 
this kind of mechanism could become an inconvenience. 
First, although the purpose of this new mechanism is to reduce network traffic 
and thus the pressure on the network capacity, it requires Vega Grid to develop a new 
oftware package to identify the status of the node and the change of resources 
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registered in the node. This could be expected to show an increase in CPU usage due 
to the running of these acti vities in the node. 
Secondly, thi s new software package wi ll possibly make the installation of Vega 
Grid more complex. 
Tnirdly, if a situation arises in which there are many frequent changes in the Vega 
Grid , then more network traffic wi ll be seen from the new mechanism than from the 
current one. It could be expected that, if there are frequent changes in the node, every 
change will create a new data packet sent from the node to its neighbouring central 
resource router. Tlli s activity could possibly happen in less than 30-second cycles, 
which would create more network traffic. 
In conclusion, in order to make Grid applications more efficient in a large-scale 
network, it is reasonable to modify the current mechanism employed in Vega Grid. 
However, the negative implications of using the proposed mechanism should also be 
considered with the balance between reducing the network traffic generated in the 
Grid app lication and the improvement of the performance of the Grid app lication 
being the most important issue. 
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