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GENUS-ZERO AND GENUS-ONE STRING AMPLITUDES
AND SPECIAL MULTIPLE ZETA VALUES
DON ZAGIER AND FEDERICO ZERBINI
Abstract
In this paper we show that in perturbative string theory the genus-one contribution to formal 2-point
amplitudes can be related to the genus-zero contribution to 4-point amplitudes. This is achieved
by studying special linear combinations of multiple zeta values that appear as coefficients of the
amplitudes. We also exploit our results to relate closed strings to open strings at genus one using
Brown’s single-valued projection, proving a conjecture of [3].
1. Introduction
Define two meromorphic functions V (op) and V (cl) on S := {(s, t, u) ∈ C3 | s+ t+ u = 0} by
V (op)(s, t, u) =
Γ(1 + s) Γ(1 + t)
Γ(1− u) , V
(cl)(s, t, u) =
Γ(1 + s) Γ(1 + t) Γ(1 + u)
Γ(1− s) Γ(1− t) Γ(1 − u) . (1)
The first of these is a variant of Veneziano’s open bosonic string amplitude [23], while the second is
a variant of Virasoro’s closed bosonic string amplitude [24]. Their study in the context of scattering
amplitudes in the late 1960’s marked the birth of string theory. The letter “V” is a reminder of
the two originators, while the superscripts “(op)” and “(cl)” stand for open and closed strings,
respectively. In Section 2 we will study the Taylor expansion of V (cl)(s, t, u). Euler’s formula for
log Γ(1 + x) gives
V (cl)(s, t, u) = exp
(
− 2
∑
n≥1
ζ(2n+ 1)
2n+ 1
(s2n+1 + t2n+1 + u2n+1)
)
, (2)
so that each Taylor coefficient of V (cl)(s, t, u) is a polynomial with rational coefficients in the odd
zeta values ζ(3), ζ(5), ζ(7), . . . (see also Proposition 1). We will show in Theorem 1 that these
Taylor coefficients also belong to the Q-span of the special linear combinations of multiple zeta
values1 defined for k ≥ 2 and r ≥ 0 by
Z(k, r) :=
∑
r∈{1,2}j, j≥0
r1+···+rj=r
2#{i : ri=2} ζ(r, k), (3)
the first cases of which are given by
Z(k, 0) = ζ(k) ,
Z(k, 1) = 2 ζ(1, k) ,
Z(k, 2) = ζ(2, k) + 4 ζ(1, 1, k) ,
Z(k, 3) = 2 ζ(1, 2, k) + 2 ζ(2, 1, k) + 8 ζ(1, 1, 1, k) ,
Z(k, 4) = ζ(2, 2, k) + 4 ζ(1, 1, 2, k) + 4 ζ(1, 2, 1, k) + 4 ζ(2, 1, 1, k) + 16 ζ(1, 1, 1, 1, k) .
This is thus the reverse of what one usually tries to do in the theory of multiple zeta values,
which is to try to express Q-linear combinations of multiple zeta values as polynomials in the more
1Our convention for multiple zeta values is that ζ(k1, . . . , kr) =
∑
0<n1<···<nr
n−k11 · · ·n−krr .
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familiar single zeta values. Here the process is justified for two reasons. On the one hand, the
expression in terms of multiple zeta values is much more compact than the one in terms of products
of single zeta values (namely, O(q) terms rather than O(pq−1) terms for the coefficients ep,q defined
below). More interestingly, the specific linear combinations of multiple zeta values Z(k, r) that
occur turn out to be the same ones that had occurred in an earlier calculation of Green, Russo and
Vanhove [14] in the leading term of certain non-holomorphic modular functions in the upper half-
plane Dℓ(τ), known in the literature as (two-point) modular graph functions, which contribute to the
computation of genus-one closed superstring amplitudes. More specifically, Dℓ(τ) = dℓ(Y )+O(e
−Y )
for Y := 2π Im(τ) → +∞ and dℓ(Y ) a Laurent polynomial, and the results of the paper [14] and
its appendix showed that the coefficients of dℓ(Y ) are rational linear combinations of the numbers
Z(k, r) (see Proposition 5). Numerical calculations from [14] suggested the following theorem, which
will be proved in Section 3.1:
Theorem A. The coefficients of the Laurent polynomial dℓ(Y ) are polynomials in odd zeta values
with rational coefficients.
We will actually prove this in two different ways, with each proof providing a stronger result, as
they both relate the coefficients of dℓ(Y ) to the Taylor coefficients ep,q of the Virasoro function V
(cl).
A third and different proof of Theorem A was found very recently by D’Hoker and Green [8]. Our
first proof exploits the above-mentioned fact that both the coefficients of dℓ(Y ) and the numbers ep,q
belong to the rational vector spaces spanned by the special multiple zeta values Z(k, r). Our second
proof does not use the results from Section 2 but instead directly relates the coefficients of dℓ(Y ) to
the Virasoro function V (cl). Here we indicate how the latter approach gives a link between open and
closed string amplitudes at genus one, which is the topic of the second part of the paper. Specifically,
the coefficients of the Laurent polynomials dℓ(Y ) are given by simple linear combinations γn,k of
special multiple zeta values (see Proposition 6), whose generating series
W (cl)(X,Y ) :=
1
X (X + Y ) (Y −X) +
∑
n>k>0
γn,kX
n−k−1 Y 2k−2
is shown to satisfy (Proposition 8) the identity
W (cl)(X,Y ) =
V (cl)(2X,−X − Y, Y −X)
X (X + Y ) (Y −X) , (4)
which in particular implies Theorem A. The superscript “(cl)” refers once again to the fact that we
are considering numbers coming from closed strings.
We remark that a purely number-theoretical consequence of the results of this first part of the
paper is to highlight two special subspaces (see Section 2.5)
Ew :=
〈
ep,q
∣∣ p ≥ 0, q ≥ 1, 2p+ 3q = w 〉
Q
⊆ Dw :=
〈
Z(w − r, r) ∣∣ 0 ≤ r ≤ w − 2 〉
Q
, (5)
both of dimension O(w), the first spanned by the Taylor coefficients ep,q of V
(cl) (see formula (13))
or equivalently by the coefficients γn,k of the Laurent polynomials dℓ(Y ), and the second spanned
by the numbers Z(k, r) from (3). These vector spaces are contained in the presumably much larger
spacesRw and Zw of weight-w polynomials in odd zeta values and multiple zeta values, respectively2,
and have interesting structural properties.
We now turn to the open string side of this story. Holomorphic (but not quite modular3) ana-
logues Bℓ(τ) of the functions Dℓ(τ) were recently introduced in [3] and related to the computation of
genus-one open superstring amplitudes. They are known as (two-point, B-cycle) holomorphic graph
functions. It was shown in [3] that Bℓ(τ) = bℓ(T ) + O(e
−T ) for T := πτ/i → +∞ and bℓ(T ) a
Laurent polynomial with coefficients contained in the ring of multiple zeta values. In Section 4 we
study these Laurent polynomials and we relate them to the genus-zero Veneziano function V (op).
2The dimensions of Rw and Zw conjecturally grow roughly like eπ
√
w/3 and (1.3247 · · · )w, respectively, although
neither dimension can be proved to be larger than 1 for any w.
3The functions Bℓ(τ) can be written as special combinations of iterated Eichler integrals of Eisenstein series [4]
called elliptic multiple zeta values [12].
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More specifically, the coefficients of bℓ(T ) are simple linear combinations of special multiple zeta
values ηn,k (see Theorem 4 and its corollary) and we will show (Proposition 11) the identity
W (op)(X,Y ) =
(
sin
(
π(X + Y )
)
sin
(
π(Y −X)) − 1
)
V (op)(2X,−X − Y, Y −X)
2X2 (X + Y )
, (6)
where W (op)(X,Y ) is the generating series of the numbers ηn,k
W (op)(X,Y ) :=
1
X (X + Y ) (Y −X) +
∑
n≥k>0
ηn,kX
n−k−1 Y 2k−2.
For V (op), as opposed to V (cl), Euler’s expansion of log Γ(1 + x) gives
V (op)(s, t, u) = exp
(∑
n≥2
(−1)nζ(n)
n
(
sn + tn − (−u)n)), (7)
implying, together with equation (6), that also the open string coefficients ηn,k can be reduced to
single zeta values (Theorem 4), but this time involving also even zeta values ζ(2k). Far from being
an accident, this is part of a very intriguing pattern which seems to relate open strings to closed
strings by just mapping all periods appearing in the open case to the corresponding single-valued
periods4. The latter are given by a single-valued integration pairing between differential forms and
dual differential forms, defined by Brown [5] by transporting the action of complex conjugation from
singular to de Rham cohomology via the comparison isomorphism. A simple special case of this
“single-valued projection” gives for all k ≥ 1
sv(ζ(2k)) = 0 , sv(ζ(2k + 1)) = 2ζ(2k + 1). (8)
In particular, extending this by linearity to formal power series with rational coefficients and compar-
ing (7) with (2) we have sv
(
V (op)(s, t, u)
)
= V (cl)(s, t, u). Combining this with equations (4) and (6),
we prove in Section 4.3 the identity sv
(
W (op)(X,Y )
)
= W (cl)(X,Y ), or equivalently sv(ηn,k) = γn,k,
which implies our second main result of this article:
Theorem B. For all l ≥ 1 we have sv(bℓ(X)) = dℓ(X).
This is a special case of a general conjecture appeared in [3] relating open and closed string
amplitudes at genus one under Brown’s single-valued map.
Equations (4) and (6) yield also analogues of the KLT formula5 for the 2-point graph functions
appearing in genus-one superstring amplitudes (see Section 4.4). Finding higher-genus analogues of
the KLT formula is one of the main open problems in this area, and we hope that our result may
point towards a genus-one generalization.
We conclude this introduction by indicating briefly what is the physical relevance of our results.
The two functions in (1) occur in the lowest-order (i.e. genus zero) approximations to 4-gluon
and 4-graviton massless state scattering in Type II superstring theory, respectively [16]. In this
context, the variables s, t and u, calledMandelstam variables, are proportional to the scalar products
of pairs of the momentum vectors of the four scattering particles. Because these four momenta
have Minkowski norm 0 (the particles are massless) and sum to 0 (momentum conservation), there
are only three distinct scalar products, with sum 0 (“mass-shell constraint”). The proportionality
constant is an integer multiple of the inverse string tension α′, which makes the Mandelstam variables
dimensionless. By contrast, the functions Bℓ(τ) and Dℓ(τ) concern 2-gluon and 2-graviton genus-one
superstring amplitudes, respectively. They do not appear to have a physical meaning by themselves,
because by the mass-shell constraint they would depend on just one identically vanishing Mandelstam
variable, but they contribute to the 4-point genus-one amplitude [1, 3, 14].
4More precisely, such a map can be defined for special motivic periods, including motivic multiple zeta values, and
it induces a well-defined map on the actual periods only if we assume the period conjecture.
5This formula was discovered by Kawai, Lewellen and Tye in [17]. It expresses n-point genus-zero closed string
amplitudes as “double copies” of genus-zero open string amplitudes.
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The possible physical interest for the results obtained in this paper is twofold. On the one hand,
we have connected string amplitudes of different genera, a phenomenon which is possibly related to
a physical prediction called “unitarity” as well as to the fact that, in the limit Im(τ) → i∞, the
torus Eτ with n marked points can be thought of as a sphere with n+2 marked points, two of which
are colliding. On the other hand, Theorem B gives a first genus-one confirmation, after the recent
proofs at genus zero for any number of particles [7, 19, 22], that closed string amplitudes may be
obtained from open string amplitudes using Brown’s construction of single-valued periods. It would
be interesting to see if this can be explained as yet another “double-copy relation” between gauge
theories and gravity. We can summarize how our results fit into the string theory context with the
following diagram6:
A
(op)
0,4 (s, t) A
(cl)
0,4 (s, t)
A
(op)
1,2 (s, τ) A
(cl)
1,2 (s, τ)
sv
sv
τ→i∞ τ→i∞
2. The Virasoro function and special multiple zeta values
As already mentioned, the Virasoro function V (cl) from (1) appears in the computation of the genus-
zero 4-graviton scattering amplitude in Type II superstring theory. More specifically, the latter is
essentially given by an integral over the complex projective line7, known as the complex beta integral,
of the form
βC(s, t) = − 1
2πi
∫
P1
C
|z|2s−2 |1− z|2t−2 dz dz, (9)
which converges absolutely for Re(s),Re(t) > 0 and Re(s + t) < 1. It is related to the Virasoro
function by the equation
βC(s, t) = − u
st
V (cl)(s, t, u), (10)
where we pass from the minimal set of independent Mandelstam variables s and t to the more
symmetric set of variables (s, t, u) ∈ S, with S as in the introduction. Indeed, using polar coordinates,
the binomial theorem, the substitution r2 = v/(1−v), the usual beta integral, the reflection formula
for Γ(x), and Gauss’s formula for 2F1(a, b; c; 1) we can write
βC(s, t) =
1
π
∫ ∞
0
r2s−1
∫ 2π
0
(r2 − 2r cos θ + 1)t−1 dθ dr
=
∞∑
n=0
(
t− 1
2n
)
· 2
∫ ∞
0
r2s+2n−1(r2 + 1)t−2n−1dr · 1
2π
∫ 2π
0
(
eiθ + e−iθ)2n dθ
=
∞∑
n=0
Γ(t)
(2n)! Γ(t− 2n)
Γ(s+ n) Γ(1 + u+ n)
Γ(2n− t+ 1)
(
2n
n
)
=
Γ(s) Γ(1 + u)
Γ(1− t) 2F1(s, 1 + u; 1; 1)
=
Γ(s) Γ(t) Γ(1 + u)
Γ(1− s) Γ(1− t) Γ(−u) = −
u
st
Γ(1 + s) Γ(1 + t) Γ(1 + u)
Γ(1− s) Γ(1− t) Γ(1− u) .
In particular the complex beta integral, like the real one, is a quotient of products of gamma func-
tions. This computation, familiar to physicists but less so to mathematicians, is due to Shapiro [20].
Studying the Taylor expansion at the origin of V (cl) is therefore equivalent, from the physical view-
point, to studying the “α′-expansion” as the inverse string tension α′ → 0, also known as “low-energy
expansion”, whose coefficients give the higher order string theory corrections to the corresponding
field theory (which is, in this case, supergravity).
6We denote by A
(·)
g,n the n-point genus-g configuration-space contribution to the superstring amplitude, and by
writing n = 2 we mean the n = 2 contribution to the n = 4 amplitude.
7The perturbative expansion of n-point closed superstring amplitudes is a power series whose g-th coefficient (at
least for g ≤ 3 [11]) is an integral over Mg,n. Therefore if g = 0 and n = 4 one needs to compute an integral over P1C.
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2.1. The Taylor expansion of V (cl). The function defined by (1) has the following properties:
• V (cl)(s, t, u) is symmetric in s, t and u ;
• V (cl)(s, t, u) = 1 if stu = 0 ;
• V (cl)(s+ 1, t− 1, u) = s(s+ 1)
t(t− 1) V
(cl)(s, t, u) ;
• V (cl)(s, t, u)V (−s,−t,−u) = 1 ;
• V (cl)(s, t, u) has simple poles along the lines s = −n, t = −n, u = −n with n ∈ N, simple
zeros along the lines s = n, t = n, u = n with n ∈ N, and no other zeros or poles.
All of these properties follow immediately from the definition. (For the second, note that if, for
instance, u = 0, then 1 + u = 1 − u and 1 ± s = 1 ∓ t.) The first one implies that V (cl)(s, t, u) can
be written as a function V˜ (cl)(S, T ) of the new variables
S = −σ2(s, t, u) = 1
2
(s2 + t2 + u2) = s2 + st+ t2 ,
T = −σ3(s, t, u) = −stu = st(s+ t) . (11)
This new function V˜ (cl) then has poles and zeros along the lines T = −nS + n3 and T = nS − n3,
respectively, where again n runs over N. The Taylor expansion of its logarithm at the origin is
described by the following proposition, in which ζ(s) denotes the Riemann zeta function.
Proposition 1. For S, T ∈ C with |S|+ |T | < 1 one has
V˜ (cl)(S, T ) = exp
(
2
∑
p, q≥0
q odd
(
p+ q − 1
p
)
ζ(2p+ 3q)
Sp T q
q
)
. (12)
Proof. From the Weierstrass product expression of Γ we can write V (cl)(s, t, u) as an absolutely
convergent8 infinite product:
V (cl)(s, t, u) =
∞∏
n=1
(n− s)(n− t)(n− u)
(n+ s)(n+ t)(n+ u)
=
∞∏
n=1
n3 − nS + T
n3 − nS − T ,
But for n ∈ N and n|S|+ |T | < n3 we have
log
(
n3 − nS + T
n3 − nS − T
)
= 2
∑
q≥1
q odd
1
q
(
T
n3 − nS
)q
= 2
∑
p, q≥0
q odd
1
q
(
p+ q − 1
p
)
Sp T q
n2p+3q
.
Equation (12) follows immediately.

Corollary. The function V (cl)(s, t, u) = V˜ (cl)(S, T ) has an expansion
V˜ (cl)(S, T ) = 1 +
∑
p≥0, q≥1
ep,q S
p T q (13)
with coefficients ep,q in the ring R of odd Riemann zeta values.
More explicitly, by expanding the exponential in (3), we find the formulas
ep,1 = 2 ζ(2p+ 3) ,
ep,2 = 2
∑
p1, p2≥0
p1+p2=p
ζ(2p1 + 3) ζ(2p2 + 3) ,
ep,3 =
4
3
∑
p1, p2, p3≥0
p1+p2+p3=p
ζ(2p1 + 3) ζ(2p2 + 3) ζ(2p3 + 3) +
(p+ 1)(p+ 2)
3
ζ(2p+ 9) ,
8This is true because s+ t + u = 0.
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for the first few values of q, and in general a formula expressing ep,q as a linear combination of
products of at most q odd Riemann zeta values, always with total weight 2p+ 3q.
2.2. The Taylor coefficients of V (cl) as multiple zeta values. The formulas just given grow
rapidly in complexity as q grows, with ep,q having O(p
q−1) terms. But by using the “odd summation
formula” given in [13], one can rewrite the formula for ep,2 in the form
ep,2 = (2p+ 3) ζ(2p+ 6) − 4 ζ(1, 2p+ 5) .
This suggests that perhaps also the coefficients ep,q for larger values of q might be more simply
expressible in terms of multiple zeta values, and indeed in calculations carried out with Herbert
Gangl we found experimentally (for many p and numerically to high precision) the formulas
ep,3 = (p+ 1)(p+ 3) ζ(2p+ 9) − 2 (2p+ 5) ζ(1, 2p+ 8) + 2 ζ(2, 2p+ 7) + 8 ζ(1, 1, 2p+ 7) ,
ep,4 =
1
6
(p+ 1)(p+ 2)(2p+ 9) ζ(2p+ 12) − 2 (p2 + 6p+ 10) ζ(1, 2p+ 11)
+ 4 (2p+ 7) ζ(1, 1, 2p+ 10) − 4 ζ(1, 2, 2p+ 9) − 4 ζ(2, 1, 2p+ 9) − 16 ζ(1, 1, 1, 2p+ 9)
for q = 3 and q = 4. Looking at these formulas carefully, one observes that the last two terms in the
formula for ep,3 and the last five terms in the formula for ep,4 can be written in the form 2Z(2p+7, 2)
and (2p + 7)Z(2p + 10, 2) − 2Z(2p + 9, 3), where Z(k, r) denotes the special sum of multiple zeta
values of weight k + r defined by (3). Now looking for a similar formula for q = 5, we find
ep,5 =
1
12
(p+ 1)(p+ 2)(p+ 3)(p+ 6)Z(2p+ 15, 0) − 1
6
(2p+ 11)(p2 + 5p+ 12)Z(2p+ 14, 1)
+ (p2 + 8p+ 19)Z(2p+ 13, 2) − (2p+ 9)Z(2p+ 12, 3) + 2Z(2p+ 11, 4) .
On the basis of these special cases we (independently) conjectured the general formula for the
coefficients ep,q given in the following theorem, whose proof is the main object of this section of the
paper.
Theorem 1. For all p ≥ 0 and q ≥ 1, the coefficient ep,q in (13) is an integral linear combination
of multiple zeta values of weight 2p+ 3q and depth ≤ q with first argument larger than 2p+ 2q and
all other arguments equal to 1 or 2. More precisely, we have
ep,q =
q−1∑
r=0
(−1)r C(p, q, r)Z(2p+ 3q − r, r) (14)
where Z(k, r) is defined by (3) and the coefficients C(p, q, r) by the generating function
∞∑
q=r+1
C(p, q, r) yq−1 =
2 + y
(1− y)p+1
(
1−√1− 4y
2
)r
(r ∈ Z≥0, p ∈ Z) . (15)
Before proceeding any further, we say a few words about the coefficients C(p, q, r), since the
definition (15) is not very enlightening. For r = 0 they are given explicitly by
C(p, q, 0) =
2p+ 3q − 3
p
(
p+ q − 2
q − 1
)
= 2
(
p+ q − 1
q − 1
)
+
(
p+ q − 2
q − 2
)
, (16)
while for small values of q − r we have the polynomial formulas
C(p, q, q − 1) = 2 , (17)
C(p, q, q − 2) = 2p+ 2q − 1 ,
C(p, q, q − 3) = (p+ q)2 − 2p − 6 .
In general, C(p, q, q − d − 1) for a fixed value of d ≥ 0 is a polynomial of degree d in p and q with
top-degree term equal to 2(p+ q)d/d! and in fact a polynomial of degree d/2 in (p+ q+(d− 2)/2)2
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and p. (For d odd this statement means that it is (p+ q + (d− 2)/2) times a polynomial of degree
(d− 1)/2 in (p+ q + (d− 2)/2)2 and p.) For instance,
C(p, q, q − 6) = 1
60
(
p+ q +
3
2
)5
−
(
1
3
p+
25
24
)(
p+ q +
3
2
)3
+
(
p2 +
85
12
p+
2003
320
)(
p+ q +
3
2
)
.
The coefficients C(p, q, r) satisfy the two Pascal’s-triangle-like recursion relations
C(p, q, r) = C(p− 1, q, r) + C(p, q − 1, r) ,
C(p, q, r) = C(p, q, r + 1) + C(p, q − 1, r − 1) ,
the second of which, together with the initial values (16) and (17), determine them completely. The
generating function (15) also gives the closed formula
C(p, q, r) =
q−1∑
n=r
((
2n− r
n− 2
)(
2n− r − 1
n
))
C(p, q − n, 0)
with C(p, q′, 0) given by (16), making the polynomial nature of C(p, q, r) as a function of p evident.
As already mentioned in the introduction, the same expression as appears in (14) will turn up in
connection with the leading terms of the modular graph functions studied in Section 3. However,
there is a surprise: in the application there we will need not only the values of ep,q for p ≥ 0, q ≥ 1
appearing in the Taylor expansion (13), but also the values in the range −q < p < 0. (Notice
that the definition (14) makes sense in this range, since the first argument 2p + 3q − r of Z( · , r)
is still ≥ 2.) For the application it is important that also these values, like the ones occurring in
Theorem 1, belong to the odd zeta-value ring R, but in fact numerical calculations revealed the
following much stronger statement, whose proof will be given in Section 2.5:
Theorem 2. The numbers ep,q defined by (14) vanish for −q < p < 0 .
2.3. Proof of Theorem 1. We now turn to the proof of Theorem 1. We were unable to find
a “synthetic” proof which leads to the formula (14) in a natural way beginning from formula (1)
or (12). Instead, we shall start from the empirically discovered formula (14) for ep,q, define a
function E(s, t, u) = E˜(S, T ) as the right-hand side of (13) with these coefficients, and by studying
the properties of this new function show that it is equal to the original function V (cl)(s, t, u). The
starting point is the generating series
∞∑
r=0
Z(k, r) tr =
∞∑
n=1
1
nk
∏
0<m<n
(
1 +
2t
m
+
t2
m2
)
=
∞∑
n=1
1
nk
(
n+ t− 1
n− 1
)2
(18)
for the numbers defined by (3). Together with the generating series∑
p≥0, q≥r+1
C(p, q, r)xp yq−1 =
2 + y
1− x− y
(
1−√1− 4y
2
)r
(r ≥ 0) ,
which is an immediate consequence of the definition (15), this gives
E˜(S, T ) = 1 +
∑
p≥0, q>r≥0
(−1)r C(p, q, r)Z(2p+ 3q − r, r)Sp T q
= 1 +
∞∑
n=1
∑
p≥0
∑
q>r≥0
(−1)r C(p, q, r) S
p T q
n2p+3q−r
Coefftr
[(
n+ t− 1
n− 1
)2]
= 1 + T
∞∑
n=1
∞∑
r=0
(−n)r 2 + T/n
3
n3 − nS − T
(
1−√1− 4T/n3
2
)r
Coefftr
[(
n+ t− 1
n− 1
)2]
= 1 + T
∞∑
n=1
2 + T/n3
n3 − nS − T
(1
2
(
n+
√
n2 − 4T/n )− 1
n− 1
)2
. (19)
8 DON ZAGIER AND FEDERICO ZERBINI
This expression can be written more uniformly, although even less beautifully, as
E˜(S, T ) =
∞∑
n=0
2n3 + T
2T
n3 − 2T +√n3(n3 − 4T )
n3 − nS − T
(1
2
(
n+
√
n2 − 4T/n )
n
)2
.
Alternatively, and more attractively, we can use the simple identity(
a− 1
n− 1
)2
=
∏
0<j<n
(
1 − a
j
)(
1 − a
n− j
)
=
∏
0<j<n
(
1 − a(n− a)
j(n− j)
)
(20)
to rewrite (19) as
E˜(S, T ) = 1 + T
∞∑
n=1
2 + T/n3
n3 − nS − T
n−1∏
j=1
(
1 − T
nj(n− j)
)
. (21)
Going back to the original variables s, t and u, we find that we have reduced the proof of the theorem
to the proof of the following proposition, which is of some interest in itself.
Proposition 2. For (s, t, u) ∈ S we have the convergent series representation
V (cl)(s, t, u) = 1 − stu
∞∑
n=1
2− stu/n3
(n+ s)(n+ t)(n+ u)
n−1∏
j=1
(
1 +
stu
nj(n− j)
)
. (22)
Proof. We continue to denote the function on the right by E(s, t, u). We first observe that the series
in (22) converges like
∑
n−3 (the product over j is bounded, and in fact is 1 + O
(
n−2 logn
)
, as
n→∞), so defines a meromorphic function in S with simple poles along the lines s = −n, t = −n,
u = −n (n ∈ N) and no other poles. We compare the residues of V (cl) and E at s = −n ∈ Z<0 (and
with t, u generic—i.e. both not belonging to Z<0—with sum n). For E we have
Ress=−nE(s, t, u) = ntu
2 + tu/n2
(n+ t)(n+ u)
n−1∏
j−1
(
1 − tu
j(n− j)
)
=
tu
n
(
t− 1
n− 1
)2
= (−1)n−1 n
(
t
n
)(
u
n
)
,
where we have used the identities (n+ t)(n+ u) = 2n2 + tu and (20). For V (cl) the computation is
even simpler: since the residue of Γ(1 + s) at its simple pole at s = −n is (−1)n−1(n−1)! we have
Ress=−nV
(cl)(s, t, u) =
(−1)n−1
(n− 1)!
Γ(1 + t) Γ(1 + u)
Γ(1 + n) Γ(1 + t− n) Γ(1 + u− n) = (−1)
n−1 n
(
t
n
)(
u
n
)
.
By symmetry the residues of the functions V (cl) and E at the other poles t = −n and u = −n
also agree, so the difference of V (cl) and E is holomorphic in S, and the difference of V˜ (cl) and E˜
is holomorphic in C2. To complete the proof, we consider the growth of V˜ (cl) and E˜ for |S| → ∞
with T fixed. Rewriting (21) as
E˜(S, T ) = 1 +
∑
n≥1
rn(T )
S − n2 + T/n , rn(T ) = −
T (2 + T/n3)
n
n−1∏
j=1
(
1− T
nj(n− j)
)
and noting that rn(T ) = O(1/n) as n→∞ with T fixed, we find
E˜(S, T ) =

1 + O
(
logS
S
)
for S ∈ Cr⋃n≥1Dn, |S| → ∞,
1 +
rn(T )
S − n2 + T/n + O
(
logS
S
)
for S ∈ Dn, n→∞,
where Dn denotes the disk with center n
2 and radius n. For V (cl), we note that the only way that |S|
can go to infinity with T 6= 0 fixed is for exactly one of the three variables s, t and u, say s, to go to 0
like O(1/S) and the other two to go to infinity like ±√S. Then Γ(1+ s)/Γ(1− s) equals 1+O(1/S)
and each of Γ(1+ t)/Γ(1−u) and Γ(1+u)/Γ(1− t) equals 1+O((logS)/S), except for an additional
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pole term rn(T )/(S − n2 + T/n) in the vicinity of the pole S = n2 − T/n (corresponding to t = −n
or u = −n), so we get exactly the same estimate for V˜ (cl)(S, T ) as the one just given for E˜(S, T ).
It follows that the difference between V˜ (cl) and E˜ for T fixed is a holomorphic function of S which
is o(1) as |S| → ∞, and hence vanishes identically.

2.4. Complex beta function and a related symmetry property. As explained at the begin-
ning of the section, the Virasoro function V (cl) is essentially given by the complex beta function βC
defined by the integral (10). Here we give an alternative expression for βC as a sum of two hyperge-
ometric functions 3F2, which will be used in the proofs of Theorem 2 and later also of Proposition 8.
Proposition 3. For (s, t, u) ∈ S such that Re(s) ≥ 0, Re(t) ≥ 0 and Re(u) ≥ −1 we have
βC(s, t) =
∑
n≥0
(
u
n
)2(
1
n+ s
+
1
n+ t
)
. (23)
Proof. By equation (10) we can write the integral defining βC as
βC(s, t) = − 1
2πi
∫
C
|z|2s−2 |1− z|2u dz dz = − 1
2πi
(∫
|z|≤1
+
∫
|z|≥1
)
|z|2s−2 |1− z|2u dz dz.
We define
Ψ(x, y) := − 1
2πi
∫
|z|≤1
|z|2y−2 |1− z|2x dz dz,
and we use the change of variable z → 1/z to write
βC(s, t) = Ψ(u, s) + Ψ(u, t).
Using polar coordinates and the binomial theorem we obtain
Ψ(x, y) =
1
π
∫ 1
0
r2y−1 dr
∫ 2π
0
|1− reiθ|2x dθ
=
1
π
∑
m,n≥0
(−1)m+n
(
x
n
)(
x
m
) ∫ 1
0
r2y+m+n−1 dr
∫ 2π
0
ei(m−n)θ dθ
=
∑
n≥0
(
x
n
)2
1
n+ y
.

Corollary. The real numbers fµ,ν (µ, ν ≥ 0) defined by
fµ,ν =
∑
p+r=µ
(−1)r
((
ν + p
ν
)
+ (−1)νδp,0
)
Z(ν + p+ 3, r) (24)
are symmetric in µ and ν and belong to the ring R = Q[ζ(3), ζ(5), ζ(7), . . .].
Proof. The generating function of the numbers fµ,ν is given by∑
µ, ν≥0
fµ,ν t
νuµ =
∞∑
h=0
(
(t+ u)h + (−t)h) ∞∑
r=0
Z(h+ 3, r) (−u)r (h = ν + p)
=
∞∑
n=1
1
n2
( 1
n+ s
+
1
n+ t
)(n− u− 1
n− 1
)2
=
1 − V (cl)(s, t, u)
stu
,
where in the second line we have set s = −t − u and used equation (18) for the first equality and
equations (23) and (10) for the second. This generating function is therefore symmetric not only in t
and u as required, but in all three variables s, t, and u, and every fµ,ν can be expressed in terms of
the Taylor coefficients of V (cl)(s, t, u), which belong to R.

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2.5. Structure of the spaces Dw and Ew and proof of Theorem 2. The ultimate goal of this
section is to prove Theorem 2, but we first focus on proving the weaker statement ep,q ∈ R, needed
for our main application in the next section. We will also stress how these results shed more light
on the structure of the rational vector spaces9 of weight-w multiple zeta values
Ew :=
〈
ep,q
∣∣ q > 0, p+ q > 0, 2p+ 3q = w 〉
Q
⊆ Dw :=
〈
Z(w − r, r) ∣∣ 0 ≤ r ≤ w − 2 〉
Q
. (25)
The main ingredient of the proof is to consider for every integer w ≥ 3 also the vector space
Fw :=
〈
fµ,ν
∣∣ µ, ν ≥ 0, µ+ ν + 3 = w 〉
Q
⊆ Dw
spanned by the numbers fµ,ν defined by (24). We will show that it coincides with Ew.
Proposition 4. For all w ≥ 3 and all 0 ≤ ν ≤ w − 3 we have
fw−3−ν,ν =
∑
0<j<w/2
λj,ν(w) e3j−w,w−2j , (26)
where λj,ν(w) are the polynomials defined by the generating series∑
ν≥0,j≥1
λj,ν(w)X
j−1 Y ν :=
(1− t)w−2
(1− 3t) (1− t (1 + Y + Y 2)) (X = t (1− t)2). (27)
Proof. Comparing for every r the coefficients of Z(w − r, r) and substituting n = w − 3 − r, the
statement is reduced to proving for all 0 ≤ n ≤ w − 3 and 0 ≤ ν ≤ w − 3 the identity(
1 + (−1)ν δν,n
)(n
ν
)
=
∑
0<j<w/2
λj,ν(w)C(3j − w,w − 2j, w − 3− n).
We consider the generating function Λj(w, Y ) :=
∑
ν≥0 λj,ν(w)Y
ν , and we prove the stronger state-
ment that for all n ∈ Z≥0 and for all10 w ∈ C∑
1≤j≤ n+2
2
Λj(w, Y )C(3j − w,w − 2j, w − 3− n) = (1 + Y )n + (−Y )n. (28)
Substituting t = u
2
1−u+u2 and X =
u2(1−u)2
(1−u+u2)3 in the expansion (27) gives∑
j≥1
Λj(w, Y )
(1 + u)(2− u)(1− 2u)u2j−2
(1− u)w−2j(1− u+ u2)3j−w+1 =
1
1 + uY
+
1
1− u(1 + Y ) . (29)
On the other hand, substituting y = u(1− u) in the definition of C(p, q, r) gives the formula
C(p, q, r) = Resy=0
[
2 + y
(1 − y)p+1
(
1−√1− 4y
2
)r
dy
yq−r
]
= Resu=0
[
(1 + u)(2− u)(1− 2u)
(1− u)q(1− u+ u2)p+1
du
uq−r
]
.
Equation (28) then follows by comparing the coefficients of un on both sides of (29).

This proposition proves that Fw ⊆ Ew. We want to show that also the opposite inclusion holds.
Rewriting Λj(w, Y ) from the previous proof as a residue first at X = 0 and then at t = 0 gives
Λj(w, Y ) = Rest=0
[
(1− t)w−2j−1
1− t(1 + Y + Y 2)
dt
tj
]
=
j−1∑
r=0
(−1)r
(
w − 2j − 1
r
)
(1 + Y + Y 2)j−1−r . (30)
From this formula we find that for each j ≥ 1 the top coefficients λj,ν(w) read
9The range for the indices p, q in this definition of Ew includes also the cases with −q < p < 0, as opposed to the
definition (5) given in the introduction where we set p ≥ 0, but we use the same notation because Theorem 2 says
that the two spaces coincide.
10Notice that C(p, q, r) is well-defined by (15) for any (p, q, r) ∈ C3 such that q − r ∈ N.
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ν > 2j − 2 2j − 2 2j − 3 2j − 4
λj,ν(w) 0 1 j − 1
(
j+2
2
)− w ,
as one can see from the example
(
λj,k−1(12)
)
j=1,...,5
k=1,...,10
=

1 0 0 0 0 0 0 0 0 0
−6 1 1 0 0 0 0 0 0 0
6 −3 −2 2 1 0 0 0 0 0
0 0 0 1 3 3 1 0 0 0
0 1 4 9 13 13 9 4 1 0
 .
The triangular shape of the matrix
(
λj,k−1(w)
)
j,k
shows that it has full rank, and therefore proves
the desired opposite inclusion:
Corollary. For every integer w ≥ 3 we have Ew = Fw and therefore Ew ⊂ R.
Notice that, assuming standard conjectures on the structure of the Q-algebra of multiple zeta
values, the numbers Z(k, r) do not in general belong to R (e.g. Z(2k, 0) = ζ(2k)), so this result
implies that in general the inclusion (25) is strict11.
As mentioned previously, this corollary is already sufficient for the application discussed in the
next section. To obtain the full statement of Theorem 2 we need to study the polynomials λj,ν(w)
in more detail. We first remark that the striking symmetry of the last two rows of the matrix above
is not an accident, and it generalizes as follows:
Lemma 1. For w ∈ {2j + 1, . . . , 3j} and 0 ≤ ν ≤ w − 3 we have λj,ν(w) = λj,w−3−ν(w).
Proof. If w is an integer in the range stated, then the sum (30) terminates at r = w − 2j − 1 and
we find
Λj(w, Y ) = (Y + Y
2)w−2j−1 (1 + Y + Y 2)3j−w ,
from which the asserted symmetry is obvious.

Proof of Theorem 2. Equation (26) together with the symmetry statements in Lemma 1 and in
the corollary of Proposition 3 gives the relations
∑
0<j<w/3 λ
−
j,ν(w) e3j−w,w−2j = 0 for all w ∈ Z≥3,
where λ−j,ν(w) denotes the antisymmetrized coefficient λj,ν(w)−λj,w−3−ν(w). To show the vanishing
of the ep,q with −q < p < 0 it therefore suffices to show that the matrix
(
λ−j,ν(w)
)
0<j<w/3,0≤ν≤w−3
has maximal rank
⌊
w−1
3
⌋
, or equivalently that the antisymmetrized polynomials
Λ−w,j(Y ) := Λj(w, Y ) − Y w−3 Λj(w, 1/Y ) (0 < j < w/3)
are linearly independent. If we identify the space Vw−3 = 〈Y ν〉0≤ν≤w−3 with the weight w − 3 part
of the vector space V = Q[s, t, u]/(s+ t+ u = 0) via the homogenization operator Y ν 7→ tνuw−3−ν ,
then equation (59) implies that the space Lw := 〈Λj(w, Y )〉0<j<w/2 coincides with the subspace
of Vw−3 symmetric under the interchange of s and t, and hence that the space L
−
w spanned by
the Λ−w,j with 0 < j < w/2 (or equivalently, in view of Lemma 1, by the Λ
−
w,j with 0 < j < w/3)
is isomorpic to the image of Lw under 1 − ι, where ι denotes the involution t ↔ u. But the kernel
of the map 1 − ι : Lw ։ L−w is just the space V S3w−3 of homogeneous polynomials of degree w − 3
that are symmetric in all three variables s, t, u. Hence the dimension of L−w equals the coefficient
of xw−3 in the generating series 1(1−x)(1−x2) − 1(1−x2)(1−x3) , which is
⌊
w−1
3
⌋
as desired.

11Numerical experiments suggest that the inclusion is strict for all w 6= 3.
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The statement of Theorem 2 gives relations between the numbers Z(k, r), and it therefore reduces
the upper bound on the dimension of the space Dw from w− 1 to
⌊
2w
3
⌋
. Experimentally, this bound
seems to be sharp for w ≥ 10, i.e. as soon as ⌊2w3 ⌋ is lower than dim(Zw), while for w ≤ 9
dim(Dw) = dim(Zw). As for the dimension of Ew, Theorem 2 gives the upper bound
⌊
w+1
6
⌋
for
w 6= 3 mod 6 and ⌊w6 ⌋ + 1 for w = 3 mod 6. Experimentally, this bound seems to be sharp for all
w ≥ 2. Note that this dimension coincides with that of the space of cusp forms of weight 2w+ 6 on
SL2(Z), but we do not know whether there is a direct connection between the space Ew and modular
forms or their period polynomials.
3. Two-point modular graph functions
At genus one, the study of closed superstring amplitudes led to a new class of real analytic modular
functions associated to Feynman graphs, now known as modular graph functions [9, 25]. The four-
point amplitude involves12 contributions from two-vertex, three-vertex and four-vertex graphs. Here
we only consider two-vertex modular graph functions, which constitute a family parametrized by an
integer ℓ ≥ 0 (the number of edges between the two vertices). They were first systematically studied
in [14] by Green, Russo and Vanhove and are defined as
Dℓ(τ) = Avz
(
G(z, τ)ℓ
)
=
∫∫
C/Λτ
G(z, τ)ℓ dµ(z) . (31)
Here τ is a variable in the complex upper half-plane, Λτ ⊂ C the lattice Zτ + Z, dµ(z) = i dz dz2 Im(τ)
the normalized translation-invariant measure on the elliptic curve C/Λτ , and G(z, τ) the Green’s
function on the torus (see the appendix), which is defined in terms of the odd Jacobi function θ1(z, τ)
and the Dedekind function η(τ) by
G(z, τ) = − log
∣∣∣∣θ1(z, τ)η(τ)
∣∣∣∣2 + 2π Im(z)2Im(τ) . (32)
The function G is invariant under translations z 7→ z + ω (ω ∈ Λτ ) and modular transformations
(z, τ) 7→
( z
cτ + d
,
aτ + b
cτ + d
)
with
(a b
c d
)
∈ SL2(Z), so that the functions Dℓ(τ) are well-defined and
SL2(Z)-invariant. It was remarked in [15] that D1(τ) = 0 and D2(τ) = E(2, τ), where E(s, τ) is
the non-holomorphic Eisenstein series. Moreover, the first author proved in some unpublished notes
that D3(τ) = E(3, τ) + ζ(3) (see [10] for a more recent published proof). In general, however, these
functions are known to constitute an interesting new family of modular function which goes beyond
special values of non-holomorphic Eisenstein series and is conjecturally contained into a class of real
analytic modular forms constructed by Brown from iterated Eichler integrals of Eisenstein series [6].
The behavior at infinity can be found by using the product expansions of θ1 and η to write G(z, τ)
as an infinite sum of logarithms of the form log(1− t) and then expanding each of these as a series
in t and carrying out the remaining summation and integration. The result of this computation is
the following:
Proposition 5 (Green, Russo, Vanhove, Zagier [14]). If we set Y := 2π Im(τ)→ +∞,13 then
Dℓ(τ) = dℓ(Y ) + O(e
−Y )
with
dℓ(Y ) =
(
Y
6
)ℓ
2F1
(
1,−ℓ; 3
2
;
3
2
)
+
∑
a+b+c+m=ℓ
m≥2
ℓ! (2a+ b)!
a! b! c!
(−1)b
22a+b 6c
Z(2a+ b+ 3,m− 2)Y c−a−1,
(33)
where Z(k, r) are the numbers defined by (3).
12More precisely, it is given by integrals of the modular graph functions discussed here over the moduli space M1,1.
13Notice that we deviate from the usual notation y = π Im(τ) employed in most references, so our formulas look
slightly different.
GENUS-ZERO AND GENUS-ONE STRING AMPLITUDES AND SPECIAL MULTIPLE ZETA VALUES 13
This proposition implies in particular that all coefficients of dℓ(Y ) belong to the Q-algebra Z
of multiple zeta values. The main result of this section is the much stronger assertion given by
Theorem A from the introduction, whose truth was suggested by the numerical calculations14 in [14]
and whose statement we repeat here:
Theorem 3. For every integer ℓ ≥ 0 the Laurent polynomial dℓ(Y ) has coefficients belonging to the
ring R generated over Q by the odd Riemann zeta values.
Since the numbers Z(k, r) do not in general belong toR, we must study in detail the rational linear
combinations of multiple zeta values occurring in (33). We first rewrite (33). The hypergeometric
function appearing there can be written as
2F1
(
1,−ℓ; 3
2
;
3
2
)
=
ℓ∑
n=0
ℓ!
(ℓ − n)!
(−3/2)n
3
2 · 52 · · · (n+ 12 )
= ℓ!
∑
k3+n=ℓ
(−3)n
k3! (2n+ 1)!!
,
where (2n + 1)!! denotes the double factorial 1 × 3 × · · · × (2n + 1). Inserting this expression
into (33), and changing the names of k1 and m to k− 1 and r+2, we find that the generating series∑
ℓ dℓ(Y )s
ℓ/ℓ! factors as the product of a pure exponential (corresponding to the summation over
the variable k3) and a power series whose coefficients are considerably simpler Laurent polynomials
in Y , as given in the following proposition.15
Proposition 6. The Laurent polynomials dℓ(Y ) are given by the generating function
∞∑
ℓ=0
dℓ(Y )
sℓ
ℓ!
= esY/6
∞∑
n=0
(
Y n
(2n+ 1)!!
+
n−1∑
k=1
(−1)k−1 (2k − 3)!! γn,k
Y k
)(−s
2
)n
, (34)
where the coefficients γn,k are defined by
γn,k =
n−k−1∑
r=0
(−2)r+2
(
n− r + k − 3
2k − 2
)
Z(k + n− r, r) (0 < k < n) . (35)
Proving Theorem 3 thus reduces to showing that all the numbers γn,k belong to R. We prove
this in two different ways, both based on the stronger fact that the numbers γn,k can be written in
terms of the coefficients ep,q of the Virasoro function V
(cl).
3.1. Expressing γn,k in terms of the Taylor coefficients ep,q of V
(cl). We first check the truth
of the assertion for small values of n − k. Comparing equation (35) with the formulas for ep,q for
small q given in Section 2.2, we find the identities
γk+1,k = 2 ek−1,1 ,
γk+2,k = 4 ek−2,2 ,
γk+3,k = 8 ek−3,3 + 2 (3k) ek,1 ,
γk+4,k = 16 ek−4,4 + 4 (3k − 4) ek−1,2 ,
γk+5,k = 32 ek−5,5 + 8 (3k − 8) ek−2,3 + 9k(k + 1) ek+1,1 , (36)
proving our claim in these cases. Note that, although each of these formulas is easy to verify, the
fact that they exist is by no means automatic, since, for example, γk+4,k is a linear combination of
four values Z(2k + 4 − r, r) (0 ≤ r ≤ 3) and we only have two relevant e-values ek−4,4 and ek−1,2,
so that there is no a priori reason that any linear combination of them should give γk+4,4.
14More precisely, the formulas given in [14] show that all coefficients of dℓ for 0 ≤ ℓ ≤ 5 are polynomials in odd
zeta values. For ℓ = 6 the expression given in [14] involves both even and odd zeta values, but it turned out that this
was due to an error of transcription in the data in their formula (B.11) and that in fact also d6(Y ) involved only odd
zetas, making it reasonable to conjecture the truth of Theorem 3.
15It should be possible to deduce this proposition by a direct computation of the leading contribution to the
generating series of the integrals (31) and therefore relate our proof of Theorem 3 to that given in [8].
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Equations (36) and their successors suggest that the numbers γn,k are given by
γh+k,k =
∑
0≤2s<h
2h−2s Ps(h, k) ek−h+3s,h−2s (h, k > 0) (37)
for some integer-valued polynomials Ps(k, h) of degree s in h and k, the first three being
P0(k, h) = 1 , P1(k, h) = 3k − 4h+ 12 , P2(k, h) = (3k − 4h+ 22)
2 + 3k + 4
2
.
These polynomials grow rapidly in complexity and are not easy to recognize. Since the coefficients of
the numbers Z(k, r) in (35) are simpler than those occurring in (14), we look instead at the inversion
of (37), which has the form
2q−1 ep,q =
∑
0≤2s<q
Qs(p, q) γp+2q−s, p+q+s (38)
for certain integer-valued polynomials Qs(p, q), the first three of which are
Q0(p, q) = 1 , Q1(p, q) = q − 3p− 12 , Q2(p, q) = (q − 3p− 3)(q − 3p− 24)
2
+ 2q .
After a little trial and error we recognize these as the coefficients of the generating function
∞∑
s=0
Qs(p, q) t
s =
1− 9t
(1 + 3t)p+1(1− t)q , (39)
and by a simple residue calculation we can invert this to find the generating series formula
∞∑
s=0
Ps(h, k)
( x
(1 + 4x)3
)s
=
1
(1− 8x)(1 + x)k(1 + 4x)h−k−1 (40)
for the polynomials Ps as well.
Proposition 7. The numbers γn,k defined by (35) for 0 < k < n and the numbers ep,q defined
by (14) for q > 0 and p + q > 0 are related by the formulas (37) and (38), where the polynomials
Ps(k, h) and Qs(p, q) are given by equations (40) and (39), respectively.
Proof. The formulas (14) and (35) define ep,q and γn,k as linear combinations of the numbers Z(k, r),
so by comparing the coefficients of (−2)r+2Z(h+ 2k − r, r) in (14) and of (−2)r+2Z(2p+ 3q − r, r)
in (35) we see that these two formulas follow from the identities(
h− r + 2k − 3
2k − 2
)
=
∑
0≤2s<h−r
2h−r−2s−2Ps(h, k)C(k − h+ 3s, h− 2s, r) (0 < h < r)
and
2q−r−2 C(p, q, r) =
∑
0≤2s<q−r
Qs(p, q)
(
2p+ 3q − r − 3
q − r − 1− 2s
)
(0 < r < q), (41)
respectively, so we have to show that these two formulas hold if Ps and Qs are defined by (40)
and (39), respectively. From (39) (with t replaced by x2) we have
RHS of (41) = Coeffxq−r−1
[
(1 + x)2p+3q−r−3
1− 9x2
(1 + 3x2)
p+1
(1− x2)q
]
= Resx=0
[
(1− 9x2)(1 + x)2p+r−3
(1 + 3x2)
p+1
(1− x)r
(
(1 + x)2
x(1− x)
)q−r
dx
]
= 2q−r−2Resz=0
[
2 + z
(1− z)p+1
(
1−√1− 4z
2
)r
dz
zq
]
,
where in the last equation we have made the substitution z =
2x(1− x)
(1 + x)2
, x =
1−√1− 4z
3 +
√
1− 4z . In view
of the definition (15) of the numbers C(p, q, r), this is equivalent to (41). The proof of the inverse
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identity (39) is similar and is left to the reader.

Since the coefficients Ps(h, k) in (37) are rational, the statement γn,k ∈ R and hence the (first)
proof of Theorem 3 follow from the assertion that the numbers ep,q all belong to R. Note that
this assertion does not follow directly from the result of Section 2.1 that the numbers ep,q originally
defined as the coefficients in (13) belong to R by virtue of (12), because here we also need the
coefficients ep,q with −q < p < 0. But since we proved in Section 2.5 that the latter all belong to R,
and in fact even that they all vanish, this is not a problem.
We now present a second proof of Theorem 3, which directly relates the generating function
W (cl)(X,Y ) :=
1
X (X + Y ) (Y −X) +
∑
n>k>0
γn,kX
n−k−1 Y 2k−2 (42)
to the Virasoro function V (cl), avoiding all formulas involving ep,q with −q < p < 0. We will see
in the next section that the different formulas given by these two approaches can be shown to be
equivalent by simple combinatorial arguments.
Let us consider for all µ, ν ≥ 0 the combinations of the special multiple zeta values Z(k, r)
gµ,ν =
∑
s+r=µ
(−2)r
(
s+ ν
ν
)
Z(s+ ν + 3, r).
Our interest in these numbers here comes from the fact that γn,k = 4 gn−k−1,2k−2 and therefore∑
n>k>0
γn,kX
n−k−1 Y 2k−2 = 2
( ∑
µ,ν≥0
gµ,ν X
µ Y ν +
∑
µ,ν≥0
gµ,ν X
µ (−Y )ν
)
. (43)
By the same argument used in the proof of the corollary of Proposition 3, if we set x := 2X and
y := −X − Y we have the generating function identity∑
µ,ν≥0
gµ,ν X
µ Y ν =
1
x2
∑
n≥1
(
x
n
)2
1
n+ y
. (44)
Therefore, keeping x, y as above, setting z = −x− y and combining equations (43) and (44) we get∑
n>k>0
γn,kX
n−k−1 Y 2k−2 =
2
x2
∑
n≥1
(
x
n
)2(
1
n+ y
+
1
n+ z
)
.
By equations (23) and (10), this proves the identity announced in the introduction which explicitly
relates the functions W (cl) and V (cl), and it concludes our second proof of Theorem 3:
Proposition 8. We have
W (cl)(X,Y ) =
V (cl)(2X,−X − Y, Y −X)
X (X + Y ) (Y −X) .
3.2. Combinatorial identities. Alternative and somewhat simpler expressions for the polynomi-
als Ps(h, k) from (37) are given by
Ps(h, k) = cs(k + 3s− h, k) = (−1)h+k 33s+1−hck−1(h− 2s− 1, s+ 1) , (45)
where cn(a, b) denotes the coefficient of x
n in (1+4x)a/(1+x)b. We leave the proof of these identities
as an exercise to the reader.
Moreover, since
− 2
stu
(V (cl)(s, t, u) − 1) = 1
T
(V˜ (cl)(S, T ) − 1) =
∑
p≥0
q≥1
ep,q S
p T q−1,
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from Proposition 8 we obtain the formula
γh+k,k =
∑
2a+c+3d=h−1
b+c=k−1
(−1)d 3a 2c+d+1
(
a+ b
a
)(
c+ d
c
)
ea+b,c+d+1. (46)
It is another simple combinatorial exercise to show that equation (46) is equivalent to equation (37)
using the second expression for the polynomials Ps(h, k) from (45).
4. Open string amplitudes and the single-valued projection
The open string analogue of the Virasoro function V (cl) is the Veneziano function V (op) on the
left-hand side of (1). It appears in Type I superstring theory in the genus-zero 4-gluon scattering
amplitude, because the latter is essentially computed by the Euler beta function
β(s, t) =
∫ 1
0
xs−1 (1− x)t−1 dx (47)
and it is well-known that, setting u = −s− t,
β(s, t) =
Γ(s) Γ(t)
Γ(−u) = −
u
st
V (op)(s, t, u). (48)
Similarly to the closed string case, this means that the Taylor expansion at the origin of V (op) is
nothing but the α′-expansion of the amplitude, and therefore gives higher-order string corrections
to supersymmetric Yang-Mills theories.
4.1. The Taylor expansion of V (op). Equation (7) given in the introduction implies that the
Taylor coefficients of the Veneziano function V (op) are rational linear combinations of products of
single zeta values. The next proposition shows that these coefficients have a much simpler expression
in terms of the special multiple zeta values
H(k, r) := ζ(1, · · · , 1︸ ︷︷ ︸
r−1
, k + 1), k, r ≥ 1, (49)
which will be used later to connect genus-zero to genus-one amplitudes. Even though this result is
not new and is well-known to experts, we include the proof for completeness.
Proposition 9. The Taylor expansion of V (op)(s, t, u) with respect to the first two independent
variables s and t is given by
V (op)(s, t, u) = 1 +
∑
k,r≥1
(−1)k+r−1H(k, r) sk tr.
Proof. One can write
H(k, r) =
∫
0≤x1≤···≤xr≤y1≤···≤yk≤1
dx1
1− x1 · · ·
dxr
1− xr
dy1
y1
· · · dyk
yk
=
∫ 1
0
1
r!
(
log
1
1− y
)r 1
(k − 1)!
(
log
1
y
)k−1 dy
y
. (50)
Therefore, for s and t small enough we have∑
k,r≥1
H(k, r) sk tr = s
∫ 1
0
y−s−1
(
(1− y)−t − 1) dy.
If s is negative then this is the difference of two convergent integrals. One is the Euler beta integral,
the other is elementary, and we conclude that∑
k,r≥1
H(k, r) sk tr = s
(
Γ(−s) Γ(1− t)
Γ(1 − s− t) +
1
s
)
= 1 − Γ(1− s) Γ(1− t)
Γ(1− s− t) .

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We conclude our discussion of the Taylor coefficients of V (op) by expressing the multiple zeta
values H(k, r) in terms of special multiple series known as “Mordell-Tornheim sums”, because the
latter will turn up later in the proof of Theorem 4.
Lemma 2. For any k, r ≥ 1 one has
H(k, r) =
1
r!
∑
n1,...,nr≥1
1
n1 · · ·nr (n1 + · · ·+ nr)k .
Proof. The statement follows by comparing (50) with the integral representation∑
n1,...,nr≥1
1
n1 · · ·nr (n1 + · · ·+ nr)k =
∫
0≤x1,...,xr≤y1≤···≤yk≤1
dx1
1− x1 · · ·
dxr
1− xr
dy1
y1
· · · dyk
yk
=
∫ 1
0
(
log
1
1− y
)r 1
(k − 1)!
(
log
1
y
)k−1 dy
y
.
Alternatively, it follows from the stronger identity
1
z1 · · · zr (z1 + · · ·+ zr)k =
∑
σ∈Sr
1
zσ(1) · · · (zσ(1) + · · ·+ zσ(r−1)) (zσ(1) + · · ·+ zσ(r))k+1
,
where Sr is the symmetric group on r letters, which is valid for all z1, . . . , zr ∈ C and can be proven
using partial fractioning and induction on r.

4.2. Two-point holomorphic graph functions. Holomorphic graph functions are open string
analogues of the modular graph functions Dℓ(τ) from Section 3. They were introduced and related
to genus-one open superstring amplitudes16 in [3]. Here we are only interested in “two-vertex B-cycle
holomorphic graph functions”.
For τ ∈ iR+ and ℓ ≥ 0 we consider the integral17
Bℓ(τ) :=
∫
Rτ/Zτ
PB(z, τ)
ℓ dz
τ
, (51)
where the “B-cycle open string propagator” PB(z, τ) is given by
PB(z, τ) = − log
∣∣∣∣θ1(z, τ)η(τ)
∣∣∣∣− iπτ
(
z2 +
1
6
)
and can be seen (up to an additive constant) as a half of the restriction of the Green’s function on
the torus G(z, τ) to the B-cycle Rτ/Zτ . The integral in (51) is well defined, because if τ ∈ iR we get
PB(z + τ, τ) = PB(z, τ). The (unique) holomorphic extension of Bℓ(τ) to the whole complex upper
half-plane H coincides with the (B-cycle) holomorphic graph function B(G, τ) defined in [3] for a
graph G with two vertices and l edges. For this reason we keep writing τ instead of using the real
variable t = τ/i and by abuse of terminology we refer to Bℓ(τ) as “holomorphic” graph functions.
It is known that each Bℓ(τ) can be expressed in terms of elliptic multiple zeta values, and therefore
as (special) linear combinations of iterated integrals of holomorphic Eisenstein series [2, 12]. For
instance, it was shown in [3] that B2(τ) is essentially given by the Eichler integral of G4(τ) and
B3(τ) by the Eichler integral of G6(τ), while for ℓ ≥ 4 one needs Manin-Brown’s theory of iterated
Eichler integrals [18, 4]. Similarly to the closed string case, in the present work we will only focus
on the behaviour at infinity of holomorphic graph functions. We start by recalling the following:
16More precisely, holomorphic graph functions occur in a symmetrized version of the annulus-worldsheet contri-
bution to the scattering of 4-gluons in Type I superstring theory.
17If ℓ = 1 then the integral diverges and we regularize it following [3] by considering a tangential base point. Our
normalization of the propagator PB is picked in such a way that B1(τ) = 0.
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Proposition 10 (Bro¨del, Schlotterer, Zerbini [3]). For any ℓ ≥ 0 we have
Bℓ(τ) = bℓ(T ) + O(e
−T )
for T = πτ/i → +∞ and a Laurent polynomial bℓ(T ) whose coefficients are rational linear combi-
nations of multiple zeta values.
The method originally used to prove this proposition does not provide an explicit formula for the
polynomials bℓ(T ), but the numerical calculations performed up to ℓ = 6 seemed to indicate that
their coefficients should actually belong the smaller Q-ring generated by single zeta values. Our first
result on holomorphic graph function is a proof of this conjecture, which is obtained by writing an
explicit formula for bℓ(T ).
Theorem 4. The coefficients of the Laurent polynomials bℓ(τ) are rational linear combinations
of products of single zeta values. They are explicitly given in terms of the special multiple zeta
values H(k, r) from (49) by the formula
bℓ(T ) =
∑
a+b+c+d=ℓ
a,b,c,d≥0
ℓ!
a! b! c! d!
(−1)b+d ζ(2)d
6c (2a+ b+ 1)
T ℓ−2d
+
∑
a+b+c+d+e=ℓ
a,b,c,d≥0, e≥1
ℓ!
a! b! c! d!
(−1)b+d (2a+ b)! ζ(2)d
22a+b 6c
H(2a+ b+ 1, e)T c−a−d−1. (52)
Proof. Fixing the fundamental domain [−τ/2, τ/2], using the fact that PB(−z, τ) = PB(z, τ) and
rescaling the integration variable, we get
Bℓ(τ) = 2
∫ 1/2
0
PB(zτ, τ)
ℓ dz.
For z ∈ [0, 1] and τ ∈ iR+ Jacobi’s triple product formula for θ1 gives
PB(zτ, τ) = R(z, τ) + S(z, τ),
where we define for u˜ = exp(2πiτz) and T = πτ/i
R(z, τ) = T
(
z2 − z + 1
6
)
− ζ(2)
T
, (53)
S(z, τ) =
∑
m≥1
u˜m
m
+
∑
n,m≥1
u˜m qnm
m
+
∑
n,m≥1
u˜−m qnm
m
. (54)
Therefore
Bℓ(τ) = 2
∫ 1/2
0
(R(z, τ) + S(z, τ))ℓ dz = 2
∑
r+s=ℓ
r,s≥0
ℓ!
r! s!
∫ 1/2
0
R(z, τ)r S(z, τ)s dz.
If s = 0, by the invariance of the second Bernoulli polynomial z2 − z + 1/6 under z → 1− z we get
2
∫ 1/2
0
R(z, τ)ℓ dz =
∫ 1
0
R(z, τ)ℓ dz = T ℓ
∫ 1
0
(
z2 − z + 1
6
− ζ(2)
T 2
)ℓ
dz
=
∑
a+b+c+d=l
a,b,c,d≥0
ℓ!
a! b! c! d!
(−1)b+d ζ(2)d
6c (2a+ b+ 1)
T ℓ−2d,
which is the first term appearing in (52).
Let us now suppose that s ≥ 1. Using the explicit expressions (53) and (54), we write∫ 1/2
0
(R(z, τ) + S(z, τ))ℓ dz =
∑
a+b+c+d=r
e+f+g=s
a,b,c,d,e,f,g≥0
r! s!
a! b! c! d! e! f ! g!
(−1)b+d ζ(2)d
6c
T a+b+c−d Ia,b,e,f,g(T ),
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where
Ia,b,e,f,g(T ) =
∫ 1/2
0
z2a+b
(∑
m≥1
e−2mTz
m
)e ( ∑
k,h≥1
e−2kT (h+z)
k
)f ( ∑
u,v≥1
e−2uT (v−z)
u
)g
dz. (55)
We need to take into account only the contributions from (55) which are not exponentially suppressed
as T → +∞, so we can immediately set f = g = 0. A straightforward computation gives
Ia,b,e,0,0(T ) =
(2a+ b)!
(2T )2a+b+1
∑
m1,...,me≥1
1
m1 · · ·me (m1 + · · ·+me)2a+b+1 + O(e
−T ),
and so by Lemma 2 we obtain also the second term of formula (52). This concludes the proof of the
theorem, because we know by Proposition 9 that each H(k, r) is a polynomial in single zeta values
with rational coefficients.

Similarly to the closed string case, considering the generating function of the polynomials bℓ(T )
leads to simpler Laurent polynomials in T :
Corollary. We have∑
ℓ≥0
bℓ(T )
sℓ
ℓ!
= esT/6 e−ζ(2)s/T
∑
n≥0
(
T n
(2n+ 1)!!
+
n∑
k=1
(−1)k−1 (2k − 3)!! ηn,k
T k
)(
− s
2
)n
, (56)
where
ηn,k :=
n−k−1∑
r=−1
(−2)r+2
(
k + n− r − 3
2k − 2
)
H(k + n− r − 2, r + 2).
4.3. Relating dl to bl via Brown’s single-valued projection. Following the work of Brown [5]
and assuming standard conjectures on the structure of the ring of multiple zeta values Z, one can
define a map sv : Z → Z that sends multiple zeta values ζ(k) to single-valued multiple zeta values18
ζsv(k), which generate a (conjecturally) much smaller ring Zsv ⊂ Z. We will call sv the single-valued
projection. In particular, as already mentioned in (8), ζsv(2k) = 0 and ζsv(2k + 1) = 2ζ(2k + 1),
therefore by looking at the power series expansions (7) and (2) it is immediately clear that one
can obtain V (cl)(s, t, u) from V (op)(s, t, u) by applying the single-valued projection coefficientwise.
This is the 4-point case of a recently proved theorem [7, 19], whose statement was conjectured by
Stieberger [21], which predicts that, at genus zero, n-point closed string amplitudes are the image
of n-point open string amplitudes under the single-valued projection (applied term-by-term to the
α′-expansion).
Analogous statements are expected to hold true for higher-genus string amplitudes. The main
result of this section, which we called Theorem B in the introduction and whose statement we
repeat here, proves the 2-point case of a general conjecture about single-valued projections of string
amplitudes at genus one appeared in [3].
Theorem 5. For every integer ℓ ≥ 0 the formal extension by linearity of the single-valued projec-
tion19 to Laurent polynomials gives
sv
(
bℓ(X)
)
= dℓ(X).
18We do not need here to recall Brown’s general construction of single-valued periods, nor its specialization to
the Q-algebra Z of multiple zeta values. We just mention that single-valued multiple zeta values are special values
of single-valued multiple polylogarithms, as opposed to the fact that multiple zeta values are special values of (multi-
valued) classical multiple polylogarithms, and this explains the surprising term “single-valued” associated to a set of
numbers.
19If we keep the original variables T = πτ/i = − log(q)/2 and Y = 2πIm(τ) = − log |q|, we can interpret the
formal operation of mapping T to Y as yet another single-valued projection, because the single-valued image of log(x)
is log(x) + log(x).
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For example, one can look at the first non-trivial open string Laurent polynomials
b2(X) =
X2
180
+
ζ(2)
3
+
ζ(3)
X
− 3 ζ(4)
2X2
,
b3(X) =
X3
3780
+
ζ(2)X
15
+
ζ(3)
2
+
19 ζ(4)
4X
+
3 ζ(5)
2X2
− 3 ζ(3) ζ(2)
X2
+
8 ζ(6)
X3
,
and immediately see how they are mapped to the corresponding closed string Laurent polynomials
d2(X) =
X2
180
+
2ζ(3)
X
,
d3(X) =
X3
3780
+ ζ(3) +
3 ζ(5)
X2
.
Comparing the generating series (56) and (34) of the Laurent polynomials bℓ and dℓ and remem-
bering that ζsv(2) = 0, it is immediately clear that proving Theorem 5 is equivalent to proving that
for all n ≥ k > 0 we have sv(ηn,k) = γn,k.20 Therefore if we introduce the generating series
W (op)(X,Y ) :=
1
X (X + Y ) (Y −X) +
∑
n≥k>0
ηn,kX
n−k−1 Y 2k−2,
we need to prove that sv
(
W (op)(X,Y )
)
= W (cl)(X,Y ), with W (cl)(X,Y ) as in (42).
Proposition 11. We have the generating series identity
W (op)(X,Y ) =
(
sin
(
π(X + Y )
)
sin
(
π(Y −X)) − 1
)
V (op)(2X,−X − Y, Y −X)
2X2 (X + Y )
. (57)
Proof. Let us define, for all µ, ν ≥ 0,
hµ,ν :=
µ∑
s=0
(−2)µ−s+1
(
ν + s
ν
)
H(ν + s+ 1, µ− s+ 1).
Then by Proposition 9 we get∑
µ,ν≥0
hµ,ν X
µ Y ν =
∑
r,s,ν≥0
(−2)r+1
(
ν + s
ν
)
H(ν + s+ 1, r + 1)Xr+s Y ν
= −2
∑
k,r≥0
H(k + 1, r + 1)(−2X)r(X + Y )k = 1
X(X + Y )
(
1− Γ(1 + 2X)Γ(1−X − Y )
Γ(1 +X − Y )
)
.
Since hn−k,2k−2 = ηn,k for all n ≥ k > 0, we have∑
n≥k>0
ηn,kX
n−k−1 Y 2k−2 =
1
2X
( ∑
µ,ν≥0
hµ,ν X
µ Y ν +
∑
µ,ν≥0
hµ,ν X
µ (−Y )ν
)
=
1
X
(
1
(X + Y ) (X − Y ) +
Γ(2X) Γ(−X − Y )
Γ(1 +X − Y ) +
Γ(2X) Γ(−X + Y )
Γ(1 +X + Y )
)
=
1
X
(
1
(X + Y ) (X − Y ) +
Γ(2X) Γ(−X − Y )
Γ(1 +X − Y )
(
1 − sin
(
π(X + Y )
)
sin
(
π(Y −X))
))
,
where in the last line we have used the reflection identity Γ(z)Γ(1− z) = π/ sin(πz) of Γ.

Proof of Theorem 5. We need to prove that sv
(
W (op)(X,Y )
)
= W (cl)(X,Y ). First note that
sv
(
sin
(
π(X + Y )
)
sin
(
π(Y −X)) − 1
)
=
2X
Y −X .
20We define γn,k := 0 for n = k.
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Indeed, all rational coefficients of the power series expansion of the quotient of sines are multiplied
by a non-negative even power of π, so by Q-linearity and Euler’s theorem sv(π2k) = sv(ζ(2k)) = 0
for all k ≥ 1. The term 2X/(Y − X) is the only one in the expansion whose coefficient is just a
rational number. Moreover, we have already observed that sv
(
V (op)(s, t, u)
)
= V (cl)(s, t, u). The
statement follows from Propositions 11 and 8.

4.4. Relating dl to bl via the KLT formula. We have seen that the classical and complex beta
functions, defined by (47) and (9), respectively, can be related using Brown’s single-valued projection
coefficientwise in the α′-expansion. By equations (10) and (48), another obvious relation is given
(setting u = −s− t) by
βC(s, t) =
u
st
β(s, t)β(−s,−t)−1. (58)
Using the reflection property of Γ, this identity can be rewritten as
βC(s, t) = − sin(πs) sin(πt)
π sin(πu)
β(s, t)2, (59)
which is the 4-point case of a general formula of geometric origin, found by Kawai, Lewellen and
Tye [17] and known as the KLT formula, which allows to write genus-zero closed string amplitudes
as “double copies” of genus-zero open string amplitudes.21
By Propositions 8 and 11 we can use (58) and (59) to obtain the expressions
W (cl)(X,Y ) =
W (op)(X,Y )W (op)(−X,Y )−1
X (X + Y ) (X − Y ) (60)
and
W (cl)(X,Y ) =
2X2
π
sin
(
π(2X)
)
sin
(
π(X + Y )
)
sin
(
π(Y −X))(
sin
(
π(X + Y )
)
+ sin
(
π(X − Y )))2 W (op)(X,Y )2, (61)
respectively.
These formulas yield (equivalent) non-trivial relations between the special combinations of multi-
ple zeta values ηn,k and γn,k. Since these are the coefficients of (formal) 2-point amplitudes at genus
one, it would be interesting to know whether equations (60) and (61) have a geometric origin and
can be interpreted as “genus-one double-copy relations”.
Appendix: Green’s functions and closed string amplitudes
In closed string theory one has to integrate over the moduli spaces Mg,n of Riemann surfaces of
genus g with n marked points, where 2 − 2g − n < 0. In particular, one has to introduce natural
measures on these moduli spaces and find natural functions to integrate. One way, which arises
naturally in the calculation of certain amplitudes, will be sketched here very briefly. To define
a function on Mg,n, we must associate a number in a coordinate-independent way to each pair
(C, z) = (C; z1, . . . , zn) consisting of a curve C and n marked points zi ∈ C. This can be done
using the theory of Green’s functions on Riemann surfaces. We recall that for each metric ν on C
compatible with its conformal structure, one has a Green’s function Gν which is a symmetric and
real-analytic function on the complement of the diagonal in C × C, with a logarithmic singularity
near the diagonal (more precisely, with Gν(z, z0) = log |t0(z)|2 + O(1) as z → z0 ∈ C, where t0 is
a local coordinate near z0 vanishing at z0), and such that z 7→ Gν(z, z1)−Gν(z, z2) is harmonic on
C r {z1, z2} for any z1, z2 ∈ C. The Green’s functions depends on the metric only by the addition
of functions depending on its two arguments separately, so if we have two divisors D =
∑
i ni(zi)
and D′ =
∑
j n
′
j(z
′
j) of degree 0 on C, then the “height pairing” 〈D,D′〉 =
∑
i,j nin
′
jGν(zi, z
′
j) is
21One can see the single-valued projection on multiple zeta values and the KLT formula as two different instances
of a “single-valued integration pairing” for the de Rham cohomology, as discussed in [7].
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independent of the metric ν, is real-analytic as long as no two zi’s coincide, and is harmonic (away
from its singularities) with respect to each variable zi. In particular, the 4-variable function
G(z1, z2; z3, z4) = 〈(z1)− (z2), (z3)− (z4)〉 = Gν(z1, z3) − Gν(z2, z3) − Gν(z1, z4) + Gν(z2, z4)
is independent of the metric, real-analytic on {(z1, . . . , z4) ∈ C4 | {z1, z2} ∩ {z3, z4} = ∅}, and
harmonic in each variable. One also considers the exponentiated function
H(z1, z2; z3, z4) = e
G(z1,z2;z3,z4) =
Hν(z1, z3)Hν(z2, z4)
Hν(z2, z3)Hν(z1, z4)
(
Hν(z, z
′) = eGν(z,z
′)
)
,
which is again independent of the metric. In the case g = 0, if we identify C with the Riemann
sphere P1C, then H(z1, z2; z3, z4) =
∣∣∣ (z1 − z3)(z2 − z4)
(z2 − z3)(z1 − z4)
∣∣∣2 is just the absolute value squared of the
cross-ratio. A more general combination of Green’s functions, defined directly on tuples (C, z) as
above, is given by the sum G(C, z; s) =
∑
1≤i<j≤n sijGν(zi, zj), where s = (s1, . . . , sn) belongs to
the 12n(n−3) - dimensional vector space Sn of n×n symmetric matrices of (real or complex) numbers
with vanishing diagonal entries and vanishing row sums. (The entries of s correspond physically to
the scalar products of the momenta of n massless particles, which are the Mandelstam variables
mentioned in the introduction.) The fact that s has vanishing row (and column) sums implies that
G(C, z; s) depends only on the complex structure on C and not on the metric chosen to compute
the individual Green’s functions. Again we also have the corresponding exponentiated function
H(C, z; s) = eG(C,z;s) =
∏
1≤i<j≤nHν(zi, zj)
sij . The amplitude of interest is then the integral (with
respect to a suitable metric) of H(C, z; s) over [C, z] ∈ Mg,n, and is a function of the Mandelstam
variable s. If n = 4, then Sn corresponds to the S defined at the beginning of the article by assigning
to a matrix s ∈ S4 its first row (0 s t u), which is easily seen to determine the rest, and the integral
in question becomes a function of the variables S and T defined by (11). For g = 0, this integral is
essentially equal to the Virasoro function V (cl)(s, t, u) studied in the first part of the paper.
In the case g = 1, there is a canonical choice of Green’s function by taking ν to be the flat
metric, and the corresponding function Gν(z1, z2) depends only on z = z1 − z2 and agrees with the
function G(z, τ) given in (32) in terms of the Jacobi theta function, where C = C/Λτ . In this case
we do not have to pass to divisors of degree 0 or use the set Sn in order to define the amplitudes,
but already get an interesting 2-point function, or even 1-point function if we use the translation
invariance to place one of the points at the origin of the elliptic curve. This leads to the expression
Avz
(
H(z, τ)s
)
=
∑
ℓDℓ(τ)s
ℓ/ℓ! studied in Section 3.
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