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the Weyl algebra A,(C) with respect o the action of a finite group G. The (Quillen) 
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The purpose of this article is to classify and calculate some interesting 
invariants for the fixed rings of the Weyl algebra A,(C) with respect o the 
action of a finite group of C-automorphisms. It follows from standard 
results in the theory of fixed rings that these rings are all simple hereditary 
Noetherian domains of Gelfand-Kirillov dimension two. Thus none of the 
standard dimensional invariants can distinguish between them. For this 
reason we are forced to study more subtle techniques and invariants. The 
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classification is achieved in the first section using the technique of “reduc- 
tion mod p” to reduce the problem to a geometric situation (that of finite 
groups acting linearly on the affine plane) where a complete classification 
is already known. The invariants we calculate are the Quillen higher 
K-groups (in particular the Grothendieck group K,) and the trace group or 
zeroth (cyclic/Hochschild) homology, H,(R) = R![R, R]. The calculation 
of the K-groups is achieved using Quillen’s theorem on filtered rings, a 
technique first used in this context by Goodearl in [4]. The calculation of 
Zf,, on the other hand, is a complicated explicit computation and for this 
reason we were unable to calculate it in all cases. Interestingly, there is a 
close connection between Ko(Al(C)G) and H,(A ,(C)G) in the cases 
calculated. It turns out that Ko(A,(C)G) is a free abelian group of rank one 
more than the dimension of H,( A ,(@)G) as a C-vector space. 
Let Al(C) = C[p, q] where [p, q] = 1. Then it is well known that the 
natural action of X(2, C) on Cp + @q induces an injection of SL(2, C) 
into Aut,(A,(C)). Furthermore the actions of finite subgroups of SL(2, C) 
are reasonably tractable. The reason we are able to deal with the general 
case is the very important result that all finite subgroups of Aut,(A ,(C)) 
are conjugate to subgroups of the canonical image of X(2, C) [Z]. 
Furthermore the classification of finite subgroups of SL(2, C) is a classical 
subject (see for instance [12]). For any positive integer n: let C,, be the 
group generated by the matrix (6” 0, ) where o is a primitive nth root of 
unity. Let ID, be the group generated by CZlr and the matrix (9 6). Then 
any finite subgroup of X(2, C) is either conjugate to one of the C, or the 
D,, or to one of the exceptional groups T, 0, or 0. The explicit description 
of the remaining exceptional groups is not needed here but may be found 
in [12]. We summarize these facts in the following proposition. 
PROPOSITION. Let G be a finite subgroup of Autc(A,(@)). Then G is 
conjugate to one of the following special subgroups of the canonical image of 
SL(2, a=). 
C, : a cyclic group of order n. 
D,: a binary dihedral group of order 4n. 
T : a binary tetrahedral group of order 24. 
0 : a binary octahedral group of order 48. 
0 : a binary icosahedral group of order 120. 
The first author would like to thank C. Peskine and T. Levasseur for 
some very useful conversations. 
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1. REDUCTION mod p 
In this section we consider the problem of when two fixed rings are 
isomorphic. We show that F!~(C)~ is isomorphic to Al(@)r if and only if 
G z r. The method we use is that of “reduction mod p.” This technique 
enables us to reduce the problem to the geometric theory of double 
rational points developed in [ 111. We first recall the theorem that we shall 
be using. 
1.1. Let k be an algebraically closed field of characteristic 1. Then as 
long as I does not divide the order of the relevant group, the subgroups of 
X(2, C) referred to in the introduction may be defined analogously as 
subgroups of SL(2, k). Let us call such groups “admissible.” 
THEOREM. Let 1 be a prime number greater than 5, let k be an algebrai- 
callow closed field of characteristic 1 and let G and r be admissible finite sub- 
groups of SL(2, k) operating naturally on the affine plane A’. Then the 
algebras of intlariants k[A21G and k[A’]’ are isomorphic if and only tf 
G z I: 
Proof This result is a special case of a more general result stated in 
[ll, p. 721. 
1.2. In the case of our problem, this reduction mod 1 is done by 
following the steps described below. 
1.2.1. The following lemma is a kind of noncommutative binomial 
theorem. Its proof goes back to a paper of Kermack and McCrea [6]. 
LEMMA. Let A be a ring and let a and b be elements of A such that 
ab - ba = c for some central element c of A. Set (b + a)‘“‘= x:=, (:) b”-‘a’; 
then the following aersion of the binomial theorem holds in A: 
c’(b + a)‘n-2i) for n > 1. 
In particular, tf n is an odd prime and n . 1 = 0 in A, then 
(a + b)” = an + b”. 
Proof We prove the result by induction on n. We need two base cases. 
The case n = 1 is trivial and the case n = 2 is straightforward: 
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For n 2 1, set 0: = (i)’ (n!li! (n - 2i)!) if 0 < i< [ni2] and 0 otherwise. 
Then for all n >, 2 and all i we have 
Di, + nD:,y’, = Df, + , . 
Hence it follows that 0; is always an integer. Now for n 2 2 we get 
(u+b)“fL= a(a+b)“+b(a+b)” 
= (a + b)” a + b(u + 6)” + nc(u + by- ’ 
= y<; DLci(b(b + u)(pl - 20 
+(b+u)‘“-2i’u)+nc(u+b)“-’ 
1=0 
[n - l/2] 
+nc c D:,-,c’(~+u)‘“~~~~~) 
i=O 
[n/2 1 
= i:o 
Dici(b+uj(?t-2i+l) 
Cllfl.21 
+ C D~_l,ci~l(b+u)(“+l~2i~ 
i= I 
[n + l/2] 
= c DL+lci(b+u)(“-2i+1). 
i=O 
(Note that some care must be taken to establish the final equality since the 
odd and even cases need to be considered separately.) 
For the last part of the lemma, it is enough to observe that if p is an odd 
prime, then p 1 Di. This follows because DL is an integer and p divides 
p! = 2’i! (p - 2i)! Di. 
1.2.2. Let 4 : S + T be a homomorphism of commutative rings. Then 
4 induces a homomorphism A ,(d) from A,(S) to A,(T) given by 
There is also a natural induced homomorphism 5X(2,4) : SL(2, S) -+ 
SL(2, T) given by 
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Moreover, for a E SL(2, S), one has, 
1.2.3. PROFQSITION. Let G and r be finite subgroups of SL(2, C) such 
that there exists a C-isomorphism II/, : A ,(@)Gc + A,(@)‘-“. Then 
(i) There exists a Z-algebra of finite type S such that 
(a) IGJ’, lr,l-‘~S. 
(b) Cc = G,c SL(2, S), TC = i-sc SL(2, S); 
(c) A,(S)GS= S[a,, . . . . a,], A,(S)rs= S[b,, . . . . b,] and 
A,(C)Gc=c[a, )..., a,], A,(C)rc = C[b,, . . . . b,] 
(d) 1+5, restricts to an S-isomorphism $2: A,(S)GS+ A,(S)rS. 
(ii) Letp,, p2, . . . . p,, be a finite number of prime numbers. There exists 
a maximal ideal M of S such that, setting T= S/M ( = F,), we have, for the 
canonical homomorphism 4: S + T, that 
(a) char [F, # pl, . . . . pn. 
(b) The restrictions of SL(2,d) to G, and Ts are injective. Set 
G,= SL(2,4)(G,) and Tr= SL(2, $)(r,). 
(c) The isomorphism I,!I~ above induces an isomorphism 
I&:A,(T)~~+A,(T)? 
Proof: (i) Set S, = Z[IG,(-‘, Ir,l-‘, g,, yiil 1 < i, j < 2, gEGC, 
YE r,]. Then A,(S,) is an atline S,-algebra, G, c SL(2, S,) and rcc 
SL(2, S,). Thus the whole problem is defined over S, and we may consider 
A,(S,)GC and A,(S,)rC. B y [S], these two algebras are S,-aftine; let us 
denote them by 
Al(S,JGC = S,Ca,, . . . . ~1, A,(S,)fC=S,[b ,,..., b,]. 
It is then easy to see that 
A,(@)@ = C[a,, . . . . a,], A,(@)rC = @[b,, . . . . b,]. 
For let XEA,(C)~~; then x=CaVpiqj where u,E@. For YEA,(@) set 
J(Y) = IG,I --I Cgscc yg. Then x = J(x) = x xJp’q’) and the J(p’qj) E 
A,(S,)GC. On the other hand, we may write $I(a,)=~jfli,Mj(b,, . . . . b,) 
and $;‘(b,) = Cr;prsN,(aI, . . . . ak) where 1 < i < k, 1 d r d f, and 
Mj(b, 9 ...v b,) and N,(a,, . . . . uk) denote monomials in the b,, . . . . 6, and 
a,, -.., ak, respectively. (Note that there is no uniqueness in these expres- 
sions.) Set S = S,[/I,,, y,,]. Then S is again a finitely generated Z-algebra. 
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Taking Gs = G, and Ts = fr we see that statements (ah(d) are true for 
$>, the restriction of I+II, to A,(SIG’. 
(ii) Now consider the set E,= (p,. . . . . p,} u (g,, - 1, g12, gz,, 
g,,-lIg~G,)ui~,,-1,;‘,,,;‘2,,i:22- 1 IYE~,~) and set E=E;\{O). 
Then E is a finite subset of the finitely generated Z-algebra S. Since S is a 
Jacobson ring, there exists a maximal ideal A4 such that En M = 0. Set 
T= S/M; then T is a finite field [F, of characteristic different from p,, . . . . p,,. 
Furthermore the restriction of SL(2,d) to Gs is injective so that Gs 2 G,c 
SL(2, T) and likewise r,z T,c SL(2, T). Since $: is an S-isomorphism, 
we have that I+$,(MA,(S)‘~)=MA,(S)~~. The diagram below shows that 
passage to the quotient induces the required T-isomorphism. Note that the 
vertical arrows are all isomorphisms because ! G,I ~ ’ E S;M. 
A,(S)“‘;MA,(S)GS--+ A,(S)rS/MA,(S)T5 
1. I 
(A,WIMA,(S))GS- (AI(WMA,(S))~~ 
I I 
1.2.4. Recall [lo] that if k is a field of characteristic I, then the center 
of A,(k) is the polynomial ring k[p’, q’]. 
LEMMA. Let k be a field of characteristic I> 2, let G be a finite subgroup 
of SL(2, k) and let F be the Frobenius map. Then the action of G by restric- 
tion to Z(A,(k))=k[p’? q’] is given by SL(2, F)(G) acting linearly on 
kp’ + kq’. Moreover SL(2, F)(G) is isomorphic to G. 
Proof: Let g E G, say g = (; 2). By Lemma 1.2.1. we have that 
g( p’) = (ap + bq)’ = a’p’ + b’q’. 
The analogous statement for q proves the first claim. Since F is injective, 
SL(2, F) is also injective and hence G is isomorphic to SL(2, F)(G). 
Since all elements of G thus act nontrivially on the center of A,(k), 
this lemma also implies that the action of G is X-outer in the sense of 
[7, p. 421. In particular this enables us to deduce from [7, Corollary 6.71 
that Z(A,(k))G = Z(A,(k)G). 
1.2.5. THEOREM. Let G and I- be two finite, nonisomorphic subgroups 
of SL(2, C). Then the corresponding fixed rings A,(@)G and A,(@)r are not 
isomorphic. 
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Proof: Suppose that there exists an isomorphism $, : A ,(@)G --, A ,(uZ)~. 
By avoiding the primes 2, 3, and 5 and using the notation of 1.2.3 we 
obtain an isomorphism 
$3: A,(T)GT+ A,(Tyc 
This isomorphism restricts to the centers and by 1.2.4 we obtain an 
isomorphism 
I) : T[ p’, q/] Cr + T[ pl, ql] r;: 
where G, denotes the group X(2, F)(G,) and likewise for rr. By tensor- 
ing with T, the algebraic closure of T, and extending the action trivially to 
?, we may suppose that T is algebraically closed. But then we may apply 
Theorem 1.1. 
COROLLARY. Let G and r be two finite subgroups of Aut,(A,(@)). Then 
A,(C)G~AA(C)r ifand only ifGzr. 
2. K-GROUPS 
In this section we calculate the Quillen K-groups of the fixed rings 
FI,(C)~ using Quillen’s theorem on filtered rings. The idea of using 
Quillen’s theorem in this context is essentially due to Goodearl [4] who 
was interested in calculating K, for the skew group ring A,(@) * G in the 
case G=@,. Since these results may be proved without any additional 
effort for the general case of the nth Weyl algebra, we shall work in this 
more general setting. 
2.1. THEOREM. Let G be a finite group of linear automorphisms of A,(@). 
Then there exist natural isomorphisms, 
K;(CG) + K,(A,(@) * G) 
for all i 2 0. 
Proof: There is a standard filtration of A,(@) given by F,,= @, 
F, = C +Ci (Cpi+ @qi), F,= F,- ,F, for j> 2. Because G is linear, it 
induces vector space isomorphisms on the -F,. Define a filtration on 
A,(C) * G via pj = C, Fj g. Then it is easy to see that the associated graded 
ring is just C[X, , . . . . X,,] * G where the action of G is the induced linear 
action. Since @[X,, . . . . X,,] * G and CC have finite global dimension, the 
theorem then follows immediately from Quillen’s theorem [9, Theorem 73. 
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2.2. COROLLARY. Let G be a f’inite group of‘ automorphisms of A ,(C). 
Then for all i>O. K,(A,(@)G)~Ki(@G). In particular KO(A,(C)G) is afree 
abelian group whose rank, according to conjugacy type is: C,, + , , n + 1; 
D ,,-?, n+ 1; T: 7; 0, 8; 49. 
Proof. It suffices to note that A,(C)” and A,(C) * G are Morita equiva- 
lent. This follows from [7, Theorem 2.53. 
2.3. A similar result will of course hold for A,J@). One particularly 
interesting application is the following. 
COROLLARY. Let. X denote complex affine n-space and let G be a finite 
subgroup of SL(2, C) acting naturally on X. Let X/G be the corresponding 
quotient space and let D(X/G) be the ring of differential operators on X/G. 
If G contains no pseudo reflections, then 
K,(D(X/G))zKi(@G) forall iB0. 
Proof. It is shown in [S] that G induces an action on D(X) and that 
if G contains no pseudoreflections, then D(X/G) 2 D(X)‘. Now, of course, 
D(X) s A i(C) and the induced action of G is linear, so the result follows 
from Theorem 2.1 just as in the previous corollary. 
3. ZEROTH HOMOLOGY OR TRACE GROUP 
In this section we calculate HO(A,(C)‘)= A,(@)G/[A1(C)G, A,(@)‘] in 
the cases where G is a cyclic or binary dihedral group. For this calculation 
we need an explicit description of the action. Fortunately, by the proposi- 
tion in the introduction we may assume G is a very specific subgroup of 
SL(2, C). For G cyclic we may take G to be the group @, generated by the 
matrix (g 0, ) where o is a primitive nth root of unity. For G binary 
dihedral we may take G to be the group generated by CzS and the 
element (9 6). 
3.1. In the cyclic case the calculation was first done in [ 11. We give 
here a slightly more conceptual version of the original proof. 
THEOREM. Let G be a cyclic group of order n. Then 
dim, H,(A,(C)‘)=n- I 
Moreover the images of the elements (pq)i for i = 0, . . . . n - 2 form a basis for 
&(AI(@)~). 
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Proof As above, we may assume that G is the group generated by the 
automorphism sending p to wp and q to w-‘q where o is a primitive nth 
root of unity. Thus A r(C)” = C[p”, q”, pq]. Let us denote this algebra by 
R,. Recall that A r( C) is Z-graded via 
A,(@)= 0 A", where A” = @ Cp’qj. 
msz i-j-m 
Furthermore, 
The action of @, respects this grading and hence 
R, = ... @A”q2”@Aoqn@Ao@p”Ao@p2nAo@ . . . . 
Now for all k, i E N with k >, 1, we have that 
Cpk”(pdi, pql = kv““(pd’ and L-m (PqY $7 = WY hk”. 
Thus clearly 
. . . @ A”q2” @ A’q” @ p”A” @ p2”Ao @ . . . c [R,, R,]. 
Since [R,, R,] is a graded subspace of R, it now suffices to identify 
[R,, R,] nA”. Let u(X)=nl=, (X-i) and let L= {f(pq)-f(pq+n)I 
fW E dW @[Xl 1. w e c aim 1 that [R,, R,] n A0 = L. Since the degree of 
f(X) - f(X+ n) is one less than the degree off this will imply the theorem. 
Note that q”p” = c(pq) and p”q” = t’(pq +n) by [3, p. 2161. On the 
other hand, 
c(Pq)‘q”, P”1 = (Pq)i 4”P” - P”(PqYqn 
= ( pq )i q”p” - (pq + n)’ p”q”. 
Thus these commutators (for i = 0, 1, 2, . ..) form a basis for L. Hence 
LG [R,, R,] n A’. 
For the opposite inclusion note that an arbitrary element of 
[R,, R,] n A0 is a sum of commutators of the form 
Cf(P4) qkn, Pk”g(Pq)l =f(pq) qknPk”g(Pq) - pk”dpq) f(P4) qk” 
=f(pq) g(pq)qk”pk”-g(pq+k~)f(pq+k~)pk”qk” 
=dpq)-Wq+kn), 
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where nz(X)=g(X)f(X)nf’:d [:(X-in). Since m(X+in)Ee(X)C[X] for 
i = 0, 1, . . . . k - 1, it follows easily that such commutators lie in L. 
3.2. We now turn to the binary dihedral case. Note first that ED, 
contains C,, as a normal subgroup and that H = El,/@,, is a cyclic group 
of order 2. For the rest of this section we will denote A,(C)cLr by S. Then 
H acts and naturally on S in such a way that SH = A ,(C)b5. But H,(R) 
is a Morita invariant of the ring R and S“ is Morita equivalent o the skew 
group ring S * H since S is simple and H is a group of outer 
automorphisms [7, Theorem 2.51. Thus H,(S“) = H,(S * H) and since the 
calculations are a little easier in this latter case we shall compute H,(S * H) 
rather than H,(S”). 
3.2.1. We first need a general lemma about the structure of H, for 
skew group rings. 
LEMMA. Let A be a ring G a group acting on A and let A * G be the skeu 
group ring. Then 
HcdA * G)zH,(G; H,,(A))@ 
where the first term is the usual group homology with coefficients in H,(A). 
In particular, if G is a cyclic group of order 2 generated by 8, then 
H,(A * G)z H,(G; H,(A))@ A/CA, A], where [A, AIs is the subspace 
generated by the skewed commutators, [a, b]O = ab” - ba. 
Proof Clearly [A * G, A * G] = x:g,h [Ag, Ah]. Hence, 
H,,(A*G)z.UAg!I CC&h-‘Ml 
‘( g :/I
To prove the first statement it suffices to show that, 
H,(G; H,(A))zA/x [Ah-‘, Ah]. 
Define a map 4 : A * G + H,(G; H,(A)) by 4(x sg g) = S,. It is clear that 
Ker4zEg.. Ag. We claim that A n Ker 4 = C, [Ag, Ag-‘1. To see this 
first note that A n Ker 4 = [A, A] + (a - ag ( a E A, g E G). Now observe 
that 
[ag-‘, bg] = abg - bag-’ = [a, bg] + (bga - (bga)“-‘). 
It is then clear that A n Ker 4 2 xg [Ag, Ag- ‘1. The opposite inclusion is 
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verified by first taking g = e and then a = 1. Hence q5 induces an 
epimorphism, 
4: Ho(A * G) + ffo(G; Ho(A)) 
which restricts to the desired isomorphism. 
3.2.2. The proof of our main theorem reduces to the following com- 
binatorial fact about polynomials. For nonnegative integers s, n, and m 
define 
2m - I 
1 
(-1)“” JJ (s(m-n)+1/2+i) if n#O 
C[s, n, m] = 
i=O 
1 if n = 0. 
LEMMA. Let m > n be nonnegatioe integers with m +n = 2t + r where 
r=O or 1. Then 
(i) C[s, t, t+r]=C[s, t-n, t-n++] .C[s,n,m]. 
(ii) Let K be the subspace of the polynomial ring @[Xl generated bq’ 
the polwomiafs of the form X”+” - C[s, n, m] X”-“. Then dim,(@[X]/K) 
= 2. 
Proof: (i) Note first that m-n=2(t-n)+r. Then 
2sr - I 
C[s, t, t + r] = ( - 1)” n (sr + $ + i) 
i=O 
ZS(, - PI) - I 2sr ~ I 
= (_ 1)str-d sr+f+i).(-1)“” n (sr+$+i) 
i=Zs(l-rrl 
=C[s, t-n, t-n+r].C[s,n,m]. 
(ii) It follows from part (i) that 
x “I+“-C[s,n,m] X”-” 
= X2’+r - C[s, t, t + r] X’ 
-C[s,n,m](X*“-“‘+‘-C[s,-t-n, t-n+r]X’). 
Thus a basis for K is given by the set, 
{X2’ - CC.6 n, n], XZn+ ’ - C[s, n, n + l] X, n 2 0). 
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3.2.3. THEOREM. Let G he a binaty dihedral group of order 4s. Then 
dim, H,(A,(C)G)=~+2. 
Proof By the conjugacy result in the introduction. we may assume 
that G = ID,.. As noted above HO(A,(C)G) = II, = H,(S * H) where 
S= A,(C)L2r and H has order two. Recall that S is generated by the set 
(akp2sn, qkq2m; k, n > O> where r = pq - i. Now H is generated by an 
automorphism 0 which sends u to - 2. Thus it is clear from Theorem 3.1 
that 
dim, H,(H; H,(S)) = s. 
Hence by Lemma 3.2.1, it suffices to show that dim, S/[S, S10 = 2. 
Let us introduce a little more notation. Set x, = ( - 1)’ p2’ and x2 = 9”. 
It is clear that 
% 
s= Jj {@[a],~I+@[a]x;}oc[a]. 
N = I 
Further the action of I3 is given by: xy =x2, xi =x,, ze = -a. A standard 
identity [7, 3.21 in the Weyl algebra then becomes 
(1) x:f(cr)=f(sc+(-1)‘+‘2sn)xy for i= 1,2 and n>O. 
Let E be the subspace of S generated by commutators of the form 
[akx;, -a& and Cak, a”%, for k,m>O and n>O. 
Now 
[r”,a”]e=(-l+(-l)“)a~+k 
and by (1) 
[zkx;, -cl],=crk(a+(-1)‘+‘2sn)x~+ak+‘x~=2ak(~+(-1)’+’~n)~~~. 
Thus 
E= z (C[z](a+sn)x~+C[a](cc-sn)x;)+C[a]a 
II=1 
In particular, any element of the form f(z) x; is equivalent modulo E to 
f((-l)isn)xl. Hence 
(2) S=; (@x;+@x;)@@@E. 
i=l 
We are now in a position to deal with commutators of arbitrary form. 
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SUBLEMMA. Any skew commutator of the form [a(r) xy, b(x) x:]~ is 
equivalent modulo E to a scalar multiple of either 
Xy+“- C[s, n, m] x,” pn if man 
or 
X’“+” - C[s, m, n] XT-” if n>m. 
Proof: Using the identity (1) above, 
[a(a) xy, b(a) xyle = a(a) b( -a + ( - l)i 2sn) x:x; 
-b(a)a(a+( -l)i+‘2sm)x,“x:, 
wherejo denotes the action of 8 on the index by permutation. The problem 
now divides into four cases depending on whether i= j and which of n or 
m is the greater. Let us first introduce the function, 
2sn - I 
u,(T)= n (-l)““(T+++i). 
i=O 
Another standard identity in the Weyl algebra [7, 3.21 then becomes the 
following: for i # j, x:x; = u,(( - 1 )‘+ ’ a). So in the case i = j and n > m, 
using the fact that f(a) xl E f(( - 1)‘sn) x1 (mod E) we obtain 
[a(sr)x~,6(~)x~],=a(cc)6(-r+(-l)’2sn) 
xu,((-l)i+’ a+2s(n-m)))xl-” 
-b(a)a(a+(-1)J+‘2sm)x~+” 
E i(XF’“- u,(s(n -m)) xl-“)(mod E), 
where i= -a(( - l)‘s(n-m)) b(( - l)‘s(n+m))~@. Since u,(s(n-m))= 
C[s, m, n] this proves the claim in this case. The remaining three cases are 
dealt with analogously. This completes the proof of the sublemma. 
Since, in particular, [S, S], contains .Y? - XT for all m 3 0, it is clear from 
(2) that 
S/[S, S]o 2 C[X],‘K, 
where K is the subspace generated by all polynomials of the form X”+” - 
C[s, n, m] X”-“. The result then follows from Lemma 3.2.2(ii). 
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4. QUOTIENT DIVISION RINGS 
Finally we mention briefly one of the original motivating questions on 
which the least progress has been made. Let D, be the quotient division 
ring of A ,(C). If G is any group of automorphisms of A,(C). then the 
action of G may be extended to D, and it is well known that the quotient 
ring of the fixed ring is naturally isomorphic to 07 [7, Theorem 5.33. It is 
natural to ask whether Dy is isomorphic to D,. In fact, more generally, it 
is an open question whether or not D, contains any noncommutative divi- 
sion subrings not isomorphic to itself. In the cyclic case it is easy to see that 
they are isomorphic. For 07 contains two elements pn and pP”(pq) whose 
commutator is a scalar and the algebra they generate contains II,(C)~. 
In the remaining cases it is not known whether or not 1 is a commutator 
in 07. On the other hand it can be shown that 1 is a sum of commutators. 
For D, * G 2 M,,, (Dy) and 1 is certainly a commutator in this ring. By 
looking at the matrix entries one finds an expression for 1 as a sum of 
commutators in 07. 
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