We introduce a refinement of the persistence diagram, the graded persistence diagram. It is a sequence of diagrams whose sum is the persistence diagram. The points in the k-th graded persistence diagram are signed and are the local maxima and minima, according to their sign, of the k-th persistence landscape.
Introduction
In computational settings, persistent homology produces a persistence module indexed by the ordered set [m] = {0, 1, 2, . . . , m}. For each persistence module there is a rank function giving the ranks of the linear maps corresponding to the pairs a ≤ b, where a, b ∈ [m]. The persistence diagram of such a persistence module was first defined by Cohen-Steiner, Edelsbrunner, and Harer [3] . It is obtained from the rank function using a simple inclusionexclusion formula, and the rank function may be recovered using summation. Patel observed that this is an example of Möbius inversion [5] . In [1] an alternative summary of persistence modules, the persistence landscape, was defined. It may be viewed as a feature map or kernel [6] , allowing methods from machine learning and statistics to be easily applied to persistence modules.
Here we show that there is an elegant connection between these two approaches. The key step uses the simplest (and surely the oldest) way of representing natural numbers: the unary numeral system. We decompose the rank function into a sequence of k-th graded rank functions, for k ∈ N, whose values lie in {0, 1}. Möbius inversion produces the k-th graded persistence diagram. Unlike the persistence diagram, whose values lie in Z ≥0 , its values lie in {−1, 0, 1}. The sum of the graded persistence diagram is the persistence diagram (Theorem 3.5), so it is a refinement of the usual construction. Furthermore, the points where the k-th graded persistence diagram has values of 1 and −1 are the local maxima and local minima, respectively, of the k-th persistence landscape (Theorem 4.9).
Using the graded persistence diagram, we give a simple definition of the derivative of the persistence landscape (Definition 4.10, Theorem 4.13, and Corollary 4.14).
As a result of our theory, algorithms and software for the graded persistence diagram are already available. Indeed, the software described in [2] stores the piecewise-linear k-th persistence landscape by its critical points, which is the k-th graded persistence diagram.
Outline of the paper. In Section 2 we provide background on persistence modules and Möbius inversion and show how the latter may be applied to the former to obtain persistence diagrams. In Section 3 we define the k-th graded rank functions and apply Möbius inversion to obtain the k-th graded persistence diagrams. Compatibility with the usual approach is given in our Consistency Theorem (Theorem 3.5). In Section 4 we show how to extend the rank function and graded rank functions from the discrete to the continuous setting. We define the persistence landscape from these graded rank functions. We study the support of the graded rank functions and use it to characterize the persistence landscape in terms of the graded persistence diagram (Theorem 4.9). We also give a simple definition of the derivative of the persistence landscape in terms of the graded persistence diagram (Definition 4.10, Theorem 4.13, and Corollary 4.14). In Section 5 we observe that our results hold for persistence modules indexed by arbitrary finite subsets of R.
Background
In this section we introduce the background necessary for the subsequent sections. In particular, we introduce persistence modules, the rank function, and Möbius inversion and show how they can be used to obtain persistence diagrams and persistence landscapes.
2.1. Partially ordered sets, intervals, and categories. A partially ordered set or poset (P, ≤) is a set P with a reflexive, transitive, and antisymmetric relation ≤. Each poset P defines a category P with objects the elements of P and arrows a → b if and only if a ≤ b.
Denote the set of intervals in P by Int(P ). Note that all intervals are nonempty by definition and that for each a ∈ P there is an interval [a, a] which contains only the element a. The set Int(P ) is a poset with the partial order ⊆ given by subset containment. That is,
Example 2. 
2.2.
Persistence modules and rank functions. Let K be a field and let P be a subposet of R. A persistence module M with indexing poset P assigns a finite dimensional vector space over K, M(x), to every element x ∈ P . It also assigns an K-linear map The following theorem follows from the classification of persistence modules, which follows from the classification of graded modules over a graded PID [9] or from Gabriel's classification of finite type quiver representations [4] . Lemma 2.9. For any persistence module M with indexing poset P , the rank function rank(M) : Int(P ) → (Z, ≤) is an order-reversing function, where ≤ is the standard order on Z.
are intervals in Int(P ) then the following diagram commutes:
2.3. Incidence algebras and Möbius inversion. The theory of Möbius inversion for posets was initiated by Rota [7] and is an important part of enumerative combinatorics [8] . This theory applies to posets that are locally finite. A poset P is locally finite if for all pairs x ≤ y in P , the set [x, y] = {p | x ≤ p ≤ y} is finite. The poset [m] is locally finite, but (R, ≤) is not. Fix a commutative ring with unit R and a locally finite poset (P, ≤). Definition 2.10. The convolution operator is a binary operator * on the set of functions Int(P ) → R. For any f, g : Int(P ) → R and interval [x, y] ∈ Int(P ),
The incidence algebra on P consists of functions Int(P ) → R together with the convolution operator.
If P has a largest element ω, then for any function h : P → R, identify h with the function h : Int(P ) → R given by
for all x ≤ y ∈ P . Under this identification we have for h : P → R and f :
For a function f : Int(P ) → R and element [x, y] of Int(P ) we will write f (x, y) for f ([x, y]). The incidence algebra on P contains three distinguished elements.
Definition 2.11. For any poset P and commutative ring R with unit 1, define the following three functions Int(P ) → R:
• The zeta function ζ P : Int(P ) → R has ζ P (I) = 1 for all I ∈ Int(P ).
• The delta function δ P : Int(P ) → R has δ P (I) = 1 for all I of the form [x, x] ∈ Int(P ), and δ P (I) = 0 if I is not of this form.
• The Möbius function µ P : Int(P ) → R is defined recursively as follows. For all x ∈ P , µ P (x, x) = 1, and for any y > x define µ P (x, y) = − x≤y ′ <y µ P (x, y ′ ). We will drop the subscript P from the functions above when the poset is clear from the context. 
The calculation begins by noting µ(x, x) = 1. Assume
that is less than x+1 and greater than or equal to x. Subsequently note that if x+2 ∈ [m] then µ(x, x+2) = −(µ(x, x)+µ(x, x+1)) = 0, and similarly µ(x, y) = 0 for all y ≥ x + 2 by induction.
Proposition 2.13. Consider the incidence algebra of a locally finite poset P and commutative ring with identity R.
(1) Convolution is associative.
As a special case, δ P * h = h for any h : P → R. (3) The functions ζ P and µ P are inverses under convolution. That is, ζ P * µ P = δ P = µ P * ζ P . 
2.4. Persistence diagrams. In this section we show how persistence diagrams can be obtained from rank functions using Möbius inversion.
The poset [m+1]
2 < may be visualized as a discrete grid of points in the plane (see Figure 1 ). Consider the incidence algebra on [m+1] [
. Going forward, let µ, δ, and ζ be the corresponding functions in the incidence algebra on [m + 1] 
We also have that
and similarly µ((x, y), (x − 2, y)) = 0 and µ((x, y), (x − 2, y + 1)) = 0. By induction, µ((x, y), (x ′ , y ′ )) = 0 in all other cases.
Combining (1) 
(µ * h)((0, m + 1)) = h((0, m + 1)). Persistence diagrams were first defined in [3] and are one of the most popular summaries of persistence modules. Observe that ζ * PD = ζ * µ * rank = rank. It follows as a consequence of Theorem 2.8 that a module is determined up to isomorphism by its persistence diagram. See Figures 2, 3, and 4. 2.5. Persistence landscapes. Persistence landscapes were introduced in [1] for persistence modules with indexing poset R. Given such a module N, its persistence landscape is the function λ : N × R → R given by
Each function λ k = λ(k, −) : R → R is a continuous piecewise-linear function with pieces of slope +1, −1, and 0. In computational settings, each λ k has finitely many critical points where the slope of the function changes, and there are finitely many non-zero λ k . Computing and encoding a persistence landscape can be accomplished by identifying and storing the critical points of each λ k (see [2] ).
Graded persistence diagrams
In this section we introduce graded versions of the rank function and persistence diagrams. 
Given any n ∈ Z ≥0 we can form the sequence (u k (n)) k≥1 . For example, if n = 5 we obtain the sequence (1, 1, 1, 1, 1, 0, 0, . . . ). This sequence is called the unary representation of n and its sum is n. More abstractly, we have (u k ) k≥1 : Z ≥0 → k≥1 Z. Let Σ denote the function ⊕ k≥1 Z → Z given by summation. This function is well defined since (a k ) k≥1 ∈ k≥1 Z has only finitely many nonzero terms. Furthermore, for all n ∈ Z ≥0 , Σ(u k ) k≥1 (n) = n.
Recall (Section 2.2) that for the persistence module M, we have the corresponding rank function, rank : [m + 1] Proof. By Lemma 2.9 the rank function of M is order-reversing. Since rank k is u k • rank and the step function u k : Z → Z is order-preserving, rank k is order-reversing as well. Proof. Recall that we are given rank : [m + 1] 2 < → Z ≥0 ⊂ Z and by definition, we have that PD = µ * rank, rank k = u k •rank, PD k = µ * rank k , rank * = (rank k ) k≥1 , and PD * = (PD k ) k≥1 . Also recall that the composition Σ(u k ) k≥1 is the identity on Z ≥0 . It follows that Σ rank * = rank. The horizontal maps are inverses since ζ is the inverse of µ in the incidence algebra (Proposition 2.13). By Proposition 3.4, we have that Σ(µ * rank k ) k≥1 = µ * (Σ rank * ) = µ * rank. That is, Σ PD * = PD.
Persistence landscapes and graded persistence diagrams
In this section we show that in some sense the k-th graded persistence diagram is the k-th persistence landscape. Definition 4.2. For (x, y) ∈ R 2 < , define rank(x, y) = rank(⌊x⌋, ⌈y⌉) and rank k (x, y) = rank k (⌊x⌋, ⌈y⌉), where if either bound does not exist then the corresponding function is defined to be zero. Remark 4.4. This construction which is used to extend the domain of the rank and k-th graded rank functions may seem ad hoc. However, it is canonical. Specifically, it is given by the following left Kan extension.
Proof. By Definition 4.2 and Proposition 2.13, we have rank k (x, y) = rank k (⌊x⌋, ⌈y⌉) = ζ * PD k (⌊x⌋, ⌈y⌉). The result follows.
4.2.
The persistence landscape. In this section we show how the k-th persistence landscape may be defined in terms of the k-th graded rank function.
Let R + ⊂ R be the subset given by R + = {x ∈ R | x > 0}, and let R + = (R + , ≤) be the corresponding sub-poset of R = (R, ≤). For t ∈ R, let ι t : R + → R 2 < be given by h → (t − h, t + h). This gives an inclusion of posets ι t : R + ֒→ R 2 < . It follows that the composition rank k •ι t is an order-reversing map from R + to ({0, 1}, ≤). 
Proof. Starting with Definition 4.6, we have the following.
Support of the graded rank function. In this section we relate the k-th graded persistence diagram to the maximal elements of the support of the k-th graded rank function.
The support of a function f : X → Z is the set {x ∈ X | f (x) = 0}. Since rank k is an order-reversing function from [m + 1] 2 < to ({0, 1}, ≤) it follows that its support is a down-set. That is, if (x, y) is in the support of rank k and (
is in the support of rank k . The same is true for rank k as an order-reversing function from R (1) λ k is a continuous piecewise-linear function. (2) λ k (t) = h is a local maximum if and only if PD k (t − h, t + h) = 1. λ k (t) = h is a local minimum if and only if
Proof. It follows from Proposition 4.5 that the support of rank k equals the downward closure of the support of PD k . Together with Lemma 4.8, we obtain the desired result.
4.5.
The derivative of the persistence landscape.
The terminology in the following definition will be justified in Theorem 4.13.
Definition 4.10. Define the derivative k-th persistence landscape to be the function ρ k : R → R given by
First we simplify (2) in a basic example.
Proof. From Definition 4.10 we have,
Next we simplify (2) in a more general example.
Proof. From Definition 4.10 we have
Finally we simplify (2) in the general case.
Theorem 4.13. The derivative k-th persistence landscape is the derivative of the k-th per-
Proof. Since the support of rank k is downwards closed, each m i is distinct. Order the points in the support of PD k so that m 1 < m 2 < · · · < m n . From Lemma 4.8, it follows that if
Thus, we have that (c 1 , . . . , c n ) = (c 1 , . . . , c j 1 , c j 1 +1 , . . . , c j 2 , . . . , c jm ) and for 0 ≤ k ≤ m with j 0 = 0, (c j k +1 , . . . , c j k+1 ) = (1, −1, 1, −1, 1, . . . , 1) . Therefore, by Definition 4.10 and Lemma 4.12 we have the following.
This sum of indicator functions is precisely λ In this section we observe that our results may be applied to more general persistence modules.
In Section 4.1 we extended the rank function and k-th graded rank function of a persistence module indexed on [m + 1] We may define the persistence landscape using Definition 4.6. Generalizing Lemma 4.7, we have the following, which has the same proof as Lemma 4.7.
Lemma 5.3. λ k (t) = sup{h > 0 | rank M(p(t − h), p(t + h)) ≥ k}. Theorem 4.13 holds by essentially the same proof, as does Corollary 4.14.
