Abstract Tensor decompositions, in particular the Tucker model, are a powerful family of techniques for dimensionality reduction and are being increasingly used for compactly encoding large multidimensional arrays, images and other visual data sets. In interactive applications, volume data often needs to be decompressed and manipulated dynamically; when designing data reduction and reconstruction methods, several parameters must be taken into account, such as the achievable compression ratio, approximation error and reconstruction speed. Weighing these variables in an effective way is challenging, and here we present two main contributions to solve this issue for Tucker tensor decompositions. First, we provide algorithms to efficiently compute, store and retrieve good choices of tensor rank selection and decompression parameters in order to optimize memory usage, approximation quality and computational costs. Second, we propose a Tucker compression alternative based on coefficient thresholding and zigzag traversal, followed by logarithmic quantization on both the transformed tensor core and its factor matrices. In terms of approximation accuracy, this approach is theoretically and empirically better than the commonly used tensor rank truncation method.
Introduction
Multidimensional signals and data sets such as multi-view, time-varying or multi-spectral video, image and volume data in interactive multimedia, scientific visualization and 3D graphics applications are often large in size and continue to grow at a rapid pace. Therefore, effective data reduction, compact data representation and compression techniques are necessary to manage such large multidimensional visual data sets. This is especially critical for higher dimensional data arrays, as their complexity can grow exponentially in what is known as the curse of dimensionality.
Many effective data reduction and compression methods are based on transform coding approaches, which first perform a data domain transformation followed by (vector) quantization or coefficient thresholding, and often conclude with a variable length (prediction-error entropy) coding of the remaining data coefficients. Well known examples include discrete cosine transform (DCT) based JPEG image or MPEG video compression, as well as wavelet transform (WT) based image, video and 3D volume data compression methods. In the context of compact visual data representation, tensor approximation (TA) methods have recently been shown to be a powerful domain transformation alternative [5, 17, [21] [22] [23] 26, 27, [30] [31] [32] [33] [34] .
The all-orthogonal Tucker decomposition [12, 15] is an increasingly popular tensor-based technique for dimensionality reduction, which computes a least-squares fitting to a given N -dimensional input array A of size I 1 × · · · × I N . The fitting results in a multilinear decomposition of A into a set of N orthonormal basis factor matrices U (n) and the coefficients of an N -dimensional reduced core tensor B.
This factorization approximates the input data set by a multilinear combination of the basis factor matrices columns weighted by the core-tensor coefficients (see also Sect. 3).
The factor matrices are crucial components of the decomposition: their column vectors represent the set of basis functions onto which the data is projected, and thus define the mapping between initial and compressed data and vice versa. These columns are commonly referred to as tensor ranks. While in many basis transform compression methods [such as Fourier Transform (FT), DCT and WT] the bases are pre-defined and independent of the input data, tensor decompositions rely on data-dependent bases learned directly from the input data itself. For TA compression methods, the weight coefficients (the core tensor elements) as well as the factor matrix bases are part of the output. Thus, the data-dependent basis functions trade increased approximation accuracy for additional representation cost, which is dominated, however, by the weight coefficients storage for higher dimensional data with N ≥ 3.
Coefficient reduction is a key element of many compression algorithms. Under this concept, and after computing a transform of the input data, the least significant coefficients are eliminated in order to decrease the total memory needs. Therefore, it is important to develop and study effective data reduction strategies in the case of Tucker-based decomposition models: namely, which coefficients from the transform core tensor are considered the least significant and thus are preferable to discard for the sake of a compression in the most efficient way. We address these issues in this paper.
Related work
In the 2D case, the singular value decomposition (SVD) was used for image coding by Andrews and Patterson [2] . They select the first and most significant pairs of singular vectors, which are known capture the most energy of the image. Singular vectors form by definition an orthonormal basis; they use this redundancy to produce an even more compact representation and reduce the required coefficients by a 50 % factor. For higher-order data, the Tucker decomposition technique has been described as a generalization of the SVD, frequently denoted as HOSVD. Lathauwer et al. [15] show the strong links that exist between SVD and HOSVD. The higher-order orthogonal iteration (HOOI) [16] is a popular algorithm for obtaining this decomposition. It produces orthogonal factor matrices, similar to the left-and rightsingular vector matrices that SVD yields. While the Tucker model and the algorithms for its computation were born in the context of multiway data analysis [12] , they are increasingly applied in multidimensional visual data compression, interactive visualization and computer graphics. Indeed, they have been compared favorably to 3D compression algorithms such as Fourier-based [19] or wavelet-based [4, 23, 33, 34] . Other graphics applications include compressing scattering response fields [14] , BRDFs [20] and texture functions [29] .
The Tucker model allows a variable number of ranks R i for each tensor mode (alternatively called dimension, or way), as opposed to other models such as the CANDE-COMP/PARAFAC (CP) [6] . The choice of the number of ranks determines the amount of dimensionality reduction to be performed along each mode, and the target size of the core tensor B. In most Tucker-related applications, this is a critical matter and it strongly influences the resulting approximation accuracy. Typical 3D Tucker compression approaches involve knowing in advance the desired core tensor size, so that either (a) a rank-R 1 R 2 R 3 approximation can be directly computed [16] ; or (b) a subset of an existing approximation is selected in favor of a lower memory usage, and at the cost of reduced reconstruction quality. Setting the target ranks R i beforehand simplifies the problem and can be used for a faster decomposition (Vannieuwenhoven et al. [28] ). However, selecting a meaningful number of ranks is a non-trivial issue [12] . Chen et al. [8] detail an algorithm for computing it, provided that a target compression ratio is given. They compute a full-rank approximation as an initial step, followed by a rank selection based on the core entries. Alternatively, rank reduction can be performed by further reducing an already non-full core, e.g., dynamic rank selection as used in Suter et al. [22] .
Another major focus in the present paper is the study of hard thresholding, namely discarding the smallest, least significant coefficients of the approximation. Coefficient thresholding is a common practice in many forms of data compression (for example, DCT [35] or WT [7] ). Tucker core thresholding has been used by Rajwade et al. [18] , who exploit its high-frequency removal properties in the context of data denoising. A closely related topic is compressive sensing, which aims to recover data from a limited amount of observations (e.g., a sparse core). Several tensor recovery approaches have been proposed [9, 13, 24] ; however, they focus on (almost) perfect recovering low-rank instances, usually because part of the input has been corrupted. To the best of our knowledge, no study has been conducted yet to explore the effectiveness of hard thresholding on HOSVD-based models for volume compression and, in particular, the Tucker decomposition for three or more dimensions.
In practical applications, additional quantization is often applied on the computed tensor decomposition (e.g., linear in [33] , non-linear in [21] ), but simply to reduce precision storage costs and not as the primary method to eliminate coefficients. Given the proven usefulness of quantization to reduce the overall size, and in order to evaluate our method in a realistic setting, we choose to combine thresholding with a non-linear quantization step applied a posteriori. Under this perspective, hard thresholding can be regarded as an actual quantization approach that maps a whole region of elements to zero (the so-called deadzone threshold).
Multilinear tensor decomposition

Tucker model
In this paper, we study the Tucker decomposition in the context of dimensionality reduction and compact multidimensional data representation. This model performs a least-squares fitting of an N -dimensional input data array A ∈ R I 1 ×···×I N and defines a multilinear decomposition of A into the following: -a set of N so-called basis factor matrices, denoted U (n) , each of dimension I n × R n for n = 1, . . . , N , and -an N -dimensional core tensor B ∈ R R 1 ×···×R N , which contains most of the data coefficients and, having a significantly smaller size than the input A for R i I i ∀i, successfully allows for lossy data compression.
Given a fixed set of (orthogonal) bases U (n) and an input data set A , the corresponding coefficient core tensor is determined uniquely by
The n-mode product × n denotes the tensor-times-matrix operation, which essentially projects data onto given basis factors. For more comprehensive details on tensor decomposition and notation we refer the reader to the survey of Kolda and Bader [12] . The transformation can be conveniently inverted in order to obtain an approximation of the original data:
This formulation is depicted in Fig. 1 for the 3D case. The magnitude that the least squares fitting attempts to minimize is A − A , where · denotes the Frobenius norm:
Target variables
For the ease of presentation, from now on the ideas in this work will be detailed for the 3D case. Extensions using the general higher-order Tucker decompositions just defined are easy to formulate from this point. Important parameters in the Tucker-based compression include:
-The compression factor, measuring the size after compression versus the original, Fig. 1 The Tucker decomposition model for 3-way data, with a 3D R 1 × R 2 × R 3 core and 3 factor matrices of size I i × R i -The decomposition and reconstruction times, T D and T R , related to the amount of operations needed to compress/decompress a tensor to/from its decomposed format. They grow proportionally with the input size times the number of ranks chosen. -The relative error, in the L 2 sense, of the approximation compared to the original:
In general, the aim is to minimize all of these four quantities. Usually the first three are directly correlated with each other (a lower compressed size often demands less computing time) and inversely correlated with the fourth one, since improving them comes normally at the expense of reduced approximation quality.
Because Tucker's computing times T D and T R grow significantly with respect to the input data size [4] , it is common practice for compression applications to split large data sets into smaller bricks; e.g., in an octree manner. Under this principle, several hierarchical tensor approaches have been proposed [22, 23, 33, 34] .
Properties of Tucker and HOOI
We use the HOOI algorithm in the present work for solving the Tucker minimization problem, as there are a number of useful properties associated to both this technique and the Tucker tensor decomposition which we exploit. These are as follows:
1. Core norm invariance: the factors U (1) , U (2) and U (3) are orthonormal matrices, which means projecting a tensor onto them does not change its norm. Then from
2. Scalar product: A ,Ã = B 2 . A derivation can be found in [8] .
Approximation error identity:
(using the previous identities). This provides a fast and handy way for relative error computation, that does not require explicit reconstruction: = A 2 − B 2 / A 4. HOOI produces factor matrices which are column-wise orthonormal. It follows that U
and 0 otherwise (the symbol • denotes the outer product between vectors). 5. HOOI yields a core with slices in non-strictly decreasing norm along the 3 dimensions [15] . These norms can be regarded as a higher-order generalization of the singular values of a matrix. The largest core coefficients often tend to concentrate around the first corner, often known as the core's hot corner. 6. Tensor-times-matrix commutativity [15] : the factors can always be permuted when they operate along different
Logarithmic quantization
Quantizing the resulting tensor decomposition coefficients has already proven useful in several graphics applications and is thus an established way to further compress the data, at the expense of some newly introduced error. In order to account for this effect, we incorporate in our experiments a logarithmic quantization scheme of the Tucker core, similar to [21] . Every coefficient x ∈ B gets scaled to 9 bits. 8 of them are used to quantize its absolute value: |x| becomes 255 · log 2 (1 + |x|)/ log 2 (1 + max(|B|)) ∈ [0, 255]. The remaining bit encodes the sign of the original value. Due to its large magnitude, it is beneficial to separately encode the hot corner B(1, 1, 1). For this reason we store this element separately and do not consider it for the quantization formula. The factor matrices' U (n) impact on the overall TA storage grows in relation to the core tensor B's size with smaller number of ranks. Further importance is added to the factor matrices' sizes when applying the core thresholding technique because it removes additional coefficients from the core. This motivates also applying a quantization scheme to the factor matrices as well. In our experiments (Sect. 6) we compare both approaches: global quantization (core and factors) versus quantizing solely the core.
Core truncation
As mentioned before, eliminating coefficients of the decomposition is a common tensor-based compression approach. The simplest way to select a subset of elements is to truncate them by discarding part of the basis functions and the corresponding slices of the core. Because of Property 5 in Sect. 3.3, the optimal subset of bases to keep must be chosen from the where R n ≤ I n for n = {1, 2, 3} and the core elements B(1 :
. This rank truncation is illustrated in Fig. 2 , and it is computationally inexpensive. It is therefore a useful alternative to directly computing a rank-reduced decomposition by means of an HOOI algorithm.
While not being optimal, Lathauwer et al. [16] support that such a truncation scheme is usually a very good approximation of what is obtained with a direct decomposition. Hackbusch [10] gives a bound on the truncation error, which is at most √ N times larger than the smallest possible error among all solutions with the same ranks.
Non-symmetric cores
In this paper, we choose to explore arbitrary core shapes (where R 1 , R 2 and R 3 may be distinct) since, in general, they allow for better results than symmetric truncation (where no asymmetry of the core values is assumed, and the condition
Tucker decomposition can be relatively easily found [12] if each R i is chosen as rank i (A ). This is defined as the dimension of the vector space spanned by the mode-i fibers of A . A mode-i fiber of a tensor is the subspace obtained by freely moving the ith index, while fixing all the others. In our setting we focus on lossy compression and will tolerate a certain small error rather than imposing equality. This means that we aim for a good choice of R {1,2,3} that maximizes the compression ratio while minimizing the relative error, or optimizing a function that assigns a weight to each of these. The issue can be tackled by computing a large enough core and set of bases and selecting a good enough subset from them. Chen et al. [8] make use of the observation that, after computing a full-rank decomposition, the shape of the truncation (i.e., the number of columns kept per dimension) can be selected for minimizing the error by maximizing the norm of the selected subcore (Property 3). The authors assume a target compression factor and design an algorithm that takes the entire core as input and finds good enough rank values. Instead, we propose to obtain the whole set of good solutions because of two reasons: (a) we wish to exhaustively evaluate all the truncation possibili-ties over a Tucker core; and (b) for practical situations where the relative weight of the target variables can change frequently (such as applications in interactive visualization), it is convenient to quickly retrieve an optimal solution without having to revisit the whole core each time. As we show in the next section, we can efficiently precompute and store these solutions in a comparatively small list.
The optimal solution curve
Rank truncation is a discrete operation: only an integer number of ranks may be selected, and often the exact desired compression factor F cannot be achieved. Thus, in general, we must admit a margin of variability to evaluate the truncation strategy. In order to provide a broad comparison (error versus many different compression factors), for every possible subcore B i we compute (a) the relative error 
based on the number of coefficients. This way we produce a two-dimensional point plot that contains all I 1 I 2 I 3 possible solutions. Eventually, we want to discard every solution for which there exists a better one in terms of both F and . We can do this by sorting them in ascending order with respect to F and storing a variable with the best achieved so far (Algorithm 1). We traverse the sorted list and keep a point only when it improves the best ; i.e., a point i is selected if and only if for every j = i, either
The result is a connected subset C of the orthogonal convex hull of the point plot, which means that by joining the Algorithm 1 Computing a set C of optimal rank choices for a Tucker decomposition of the input tensor A with core B.
end for 11: end for 12: end for
0 ← 21: end if 22: end for 23: return C points it defines a piecewise curve that we can use for comparison with other compression methods. Only a border of the original point plot is selected with this approach, yielding a much smaller structure compared to the initial global pool of choices. Figure 3 shows a small example of such an optimal curve retrieval.
If needed, C can be stored in a tree-like search structure in order to quickly retrieve optimal solutions, e.g., determine the lowest possible for a given F, or vice versa. Even though we mostly target these two variables in the present work, it is worth noting that the concept of optimal solution curve just outlined above can be extended in practical applications to include other variables. For instance, T R can be estimated for each triplet (R 1 , R 2 , R 3 ) as detailed in Sect. 4.5, and used as a target variable.
Computation time
The cost of computing the optimal curve of solutions is dominated by sorting the list of I 1 I 2 I 3 solutions, amounting to O(I 1 I 2 I 3 log(I 1 I 2 I 3 )) operations. This is a relatively small amount compared to the cost of producing the Tucker decomposition in the first place, O(I 1 I 2 I 3 R 1 ), with R 1 often not far from I 1 /2.
Space requirements
Truncating a full-rank core tensor decreases the overall decomposition size from
Reconstruction time
The Tucker core truncation leaves the remaining elements arranged in a conveniently compact fashion. As a bonus, the procedure reduces the number of basis functions (factor matrix elements) that need to be stored. While a naive Tucker strategy traversing each core element individually would take time O(I 1 I 2 I 3 R 1 R 2 R 3 ), it has been shown that the reconstruction can be efficiently performed in time
by exploiting the compact structure and applying successive unfoldings [21, 22] . Tensor unfolding, also known as matricization, expresses an N -dimensional tensor as a matrix by slicing it and stitching together the resulting slabs. Figure 4 shows an example in the three-way case.
This transformation turns tensor-times-matrix operations into the more convenient matrix-matrix products: (n) . Efficient implementations exist for the matrix product; the result is folded afterwards in order to obtain a tensor again. In addition and because of Property 6, the ordering of the factors can be varied as desired for optimizing the speed, so that the final cost is O(
Core thresholding
When eliminating core coefficients in the Tucker model, rank truncation is not the only possibility. There are in fact 2 I 1 I 2 I 3 possible subsets of elements to choose. In this section, we show that removing the elements with smallest norm is the optimal way to minimize the L 2 approximation error. To prove this claim, it suffices to write the approximation as a sum of orthogonal basis elements. Let A = 
Because of Property 4, the above sum can be simplified to N n=M+1 B n 2 ; i.e., to minimize the error, the selected elements should be precisely the smallest in norm. This manifests the sub-optimality of rank truncation: it removes entire slices of B of lowest norm, whereas the best choice is always the smallest individual coefficients. These two are correlated but in general far from coincident, as shown by the experiments in Sect. 6. This argument holds as long as we employ a Tucker decomposition algorithm that yields orthonormal matrices, such as generated by HOOI.
We can compute an optimal solution curve with the same properties as the ones described for the truncated case. Such 
7:
10: end for 11: return C
Computation time
The most expensive part when obtaining the optimal curve cost in this case is sorting, as in the truncation algorithm. All the core coefficients must be handled, amounting again to O(I 1 I 2 I 3 log(I 1 I 2 I 3 )) operations for linear ordering.
Space requirements
Memory-wise, not only must the actual coefficient values of a sparse data set be stored, but also their positions must be recorded. At this point, we face the challenge of lossless compression of a volume consisting of binary elements (each element meaning either that the coefficient was thresholded, or that it stayed unchanged). Several approaches exist for sparse compression, including encoding algorithms and hierarchical strategies for pruning empty regions. In our case, there is one pattern in the spatial distribution of absent coefficients that can be exploited well. We observe that the core elements tend to be much larger at, or close to the hot corner (Property 5). In other words, most thresholded elements usually are far away from that hot corner, which suggests the usage of an element ordering that reflects this tendency. We implemented a 3D generalization of the commonly used zigzag scheme for image entropy encoding (as used in the JPEG standard [11] ). We traverse the core B in diagonal slices, starting at the hot corner and progressively moving further away from it along the cube diagonal; each of these slices is in turn traversed in a zigzag fashion. This traversal is illustrated in Fig. 6 .
The result is a binary vector of length R 1 R 2 R 3 with elements 0 or 1 indicating absence or presence of individual coefficients. After this step, which takes advantage of coefficient locality, we apply a run length encoding step on that vector, followed by Huffman coding in order to compress adjacent blocks of information with the same binary value as much as possible. The Huffman coding provides a good compact representation of the presence bits (up to 8-fold compression in our experiments, depending on the data set) while offering superior reconstruction speed than other methods such as arithmetic coding. Figure 7 summarizes the algorithm steps detailed so far and the final space requirement depends on the effectivity of the zigzag run-length and entropy coding. Figure 8 depicts the resulting state of B and U (n) after each of the three methods is applied at a compression factor of 0.25. Thresholding is the most adaptive algorithm, as it focuses on keeping the core coefficients with the highest energy. On the other hand, it must store a larger set of basis functions. 
Reconstruction time
As opposed to rank truncation, thresholding means eliminating coefficients from inner areas of the core. This results in a significantly larger bounding box, which in turn negatively impacts the reconstruction speed. Fortunately and due to the usual hot corner distribution, the discarded coefficients tend to lie in the outermost regions of the core. As a consequence, these regions can be trimmed conveniently when they become empty. We account for this in our implementation, and store the bounding box of the remaining coefficients.
Experimental results
So far we have detailed the two main strategies that we wanted to analyze: non-symmetric truncation (NST) and thresholding (T). In this section, we conduct experimental measurements of their performance and compare them against each other. We also compare them against the traditional symmetric truncation (ST), which serves as a baseline algorithm. In order to conduct an as exhaustive exploration as possible, we truncate or threshold the decompositions to the fullest possible range: from discarding no coefficients (F > 1 and = 0) to discarding everything (which gives an empty tensor, F = 0 and = 1).
Hardware and software
The experiments were run on a 16-core Intel Xeon CPU E5-2670 with 2.60GHz and 32GB of RAM. All algorithms were implemented in MATLAB 2014a, using the Tensor Toolbox [3] . MATLAB makes use of highly optimized, state-of-theart routines from the BLAS and LAPACK libraries in order to perform tensor-times-matrix operations and computations of eigenvalues and singular vectors.
Input data sets
We have used four distinct data sets in our experiments: a Bonsai tree, a human Foot and Skull, and a piece of Wood; all are 8-bit computer tomography (CT) scans of size 256 3 . The first three are standard volumes publicly available at volvis.org [1] . For our experiments, the data sets are split into 4 3 = 64 bricks, each of size 64 3 , which are all processed independently. The numerical results (compression error and needed time) are then averaged between all bricks of each test set. Empty bricks (those which contain only zeros) are not considered for the experiments: these are 1.56 % of the total bricks for the Bonsai, 7.81 % for the Foot and 0 % for the Skull and the Wood. All algorithms take the same per-brick input core B, obtained with the HOOI algorithm (3 iterations). The average per-brick decomposition time T D was 129 ms for the Bonsai, 134 ms for the Foot and 136 ms for the Skull and the Wood. Table 1 shows the resulting mean and median approximation error for every algorithm and quantization scheme used, for four different compressions F; Table 2 shows the mean and median tensor reconstruction time T R in milliseconds. Figures 9 and 10 display the average across all data sets. A substantial accuracy improvement can be observed between the non-global quantization employed in [22] and the proposed alternative which quantizes also the matrices. In the latter, the thresholding approach consistently attains a better compression performance than the other two core reduction strategies; this is achieved in exchange for a larger reconstruction time. In order to explore an exhaustive range of compression factors, we display the errors for each possi- 
Results
(h) (g) Fig. 11 Compression quality, rate distortion performance for the considered methods when applied on a data brick example of size 64 3 lying in the center of each data set. Global quantization (bottom) causes less error, except at the very right end.
ble factor F as a rate distortion diagram in Fig. 11 . The three algorithms and both quantization strategies are considered. Figure 12 shows the accuracy of each method by displaying their different error magnitudes, in absolute value.
Finally and in order to put the tested techniques in perspective, we conduct a comparison with DCT compres- sion and several wavelet transform-based methods. Results are shown in Figs. 13 and 14 in terms of accuracy and reconstruction time, respectively. The DCT coefficients are non-symmetrically truncated and then quantized as in the method we exposed for the tensor case. The WT coefficients are compressed with a standard scalar quantization scheme as used in [25] : a quantization step h that determines the overall resulting compression rate is defined for the first wavelet level, and reduced to h/2 l for any other level l as average coefficient energy tends to decrease in subsequent levels. The quantization function is f (x) = sign(x) · round(|x|/ h). The resulting integers are then concatenated in scan-line order, and compressed via run-length encoding followed by entropy encoding (with the Huffman algorithm).
Discussion and future work
In the view of the presented experiments, the following observations can be made: -The non-symmetric truncation approach almost always attains a higher approximation accuracy than the symmetric one, to an extent which depends on the data set. -When global quantization is used, the thresholding technique offers superior compression rate distortion quality compared to the standard Tucker rank reduction methods, including both symmetric [22] and non-symmetric [8] truncations. At high compression factors it is competitive with respect to transform coding approaches [23, 33] . -In terms of reconstruction time, non-symmetric truncation achieves a similar or even slightly better performance when compared to its symmetric counterpart. Thresholding is slower: the number of resulting ranks is higher, entailing more expensive tensor-times-matrix operations for the reconstruction stage. -The coefficient layout in the Tucker core is typically denser near the hot corner, and can be well entropyencoded by means of a zigzag slice-based traversal. -Quantization of the basis factor matrices in addition to the core tensor provides better rate distortion in all cases. It is particularly beneficial for the thresholding method.
We have tested a limited set of 3D CT-scans, but the results shown are already promising; in the future, more extensive experiments will be required to increase their statistical significance. Two other interesting future work lines of research exist:
1. Hybrid strategies between truncation and thresholding can be also explored: removing coefficients from inside the core that have a very small contribution, while truncating the sparsest outer parts of it. Such a mixture is potentially well suited to further refine a compromise between tensor compression accuracy and speed. 2. The ideas detailed in [2] for 2D SVD coding can be considered for higher dimensions. Unlike SVD, in the Tucker model the majority of transform coefficients lie in the core, rather than in the factor matrices. However, in the same way we showed matrix quantization can significantly improve the attained accuracy, other singular vector coding strategies are worth exploring. In particular, (a) exploiting matrix orthonormality to remove redundant elements, and (b) coding the difference between adjacent values of the 1D Tucker basis functions (differential pulse-code modulation, or DPCM). Care must be taken if coupling these strategies with quantization, as the combined error should be minimized.
Conclusions
In this paper, we have improved the standard Tucker decomposition based compression in two ways. First, we provided a method for obtaining a set of optimal core truncation solutions. We believe this concept is useful for successfully retrieving the most relevant ranks out for each dimension of a Tucker decomposition, and it helps to summarize the information distribution of the input data. In the context of multiway data analysis, the technique shows potential for assessing the degree of data complexity contained along each dimensional axis. Regarding data compression applications over regular grids, it allows for a more informed choice of the size for each basis, which offers a lower approximation error.
We also studied Tucker coefficient thresholding, and further improved the compression factor at the expense of a higher reconstruction time cost. It is thus preferable when storage or data transfer limitations outweigh the available computational power. Core truncation and thresholding are two opposite extremes of this trade-off, each of them optimizing a different property of the decomposition.
We tested and compared the employed techniques over a set of scanned real-world volumes. We showed, both numerically and visually, the advantages of the proposed thresholding method over previous Tucker compression schemes in terms of compression accuracy.
