We present the analysis of a discrete particle swarm optimization (PSO) algorithm that works on a significantly large class of discrete optimization problems. Assuming a blackbox setting, we prove upper and lower bounds on the expected number of function evaluations required by the proposed algorithm to solve the sorting problem and the problem of maximizing the number of ones in a bitstring, i. e., the function OneMax. We show that depending on the probability of moving towards the attractor, the expected optimization time may be polynomial or exponential. The cornerstone of our analysis are Θ-bounds on the expected time it takes until the PSO returns to the attractor. We obtain these bounds by solving linear recurrence equations with constant and non-constant coefficients. We also introduce a useful indistinguishability property of states of a Markov chain in order to obtain lower bounds on the expected optimization time of our proposed PSO algorithm.
INTRODUCTION
The investigation of runtime properties of meta-heuristics, such as evolutionary algorithms (EAs) [4, 6, 25] , ant colony optimization (ACO) [2, 12] , and particle swarm optimization (PSO) [18, 22] , is an ongoing effort in the scientific community. The purpose is to get some understanding of how these algorithms perform in a black-box setting, where the content of the black-box, the objective function, is known to the researcher (and to her or him only). The vast majority of meta-heuristic algorithms uses randomness. So the runtime Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. behavior of such an algorithm can be considered desirable if, in expectation, it solves a problem efficiently whenever the problem is easy to solve in a non-black-box setting. Runtime analysis can be useful for instance to rule out algorithm variants and parameter choices that lead to excessive runtime even on easy problems. In the present work we propose a simple PSO algorithm for optimizing over discrete domains and provide upper and lower runtime bounds on the sorting problem and OneMax, the problem of maximizing the number of ones in a bitstring. It turns out that, depending on the choice of the algorithm parameter, the runtime can be polynomial or exponential.
PSO, introduced by Kennedy and Eberhart [5, 9] , is a popular meta-heuristic for solving continuous optimization problems. It is inspired by the social interaction in bird flocks. A PSO algorithm manages a collection (swarm) of particles. Each particle consists of an (admissible) solution together with a velocity vector. Information between particles is shared via a common reference solution called attractor, which is the best solution found so far. In each iteration of the algorithm, the solution of each particle is updated according to certain movement equations, which yield a hybridization of the following two search strategies: i) looking for better solutions close to the attractor (exploitation), and ii) exploration of new territory in the search domain. Fields of successful application are, among many others, Biomedical Image Processing [20, 24] , Geosciences [13] , Agriculture [26] , and Materials Science [16] .
Although PSO has originally been proposed to solve optimization problems over a -typically rectangular -domain X ⊆ R n , n ≥ 1, several authors have adapted PSO to discrete domains. A discrete setting requires a fundamental reinterpretation of the PSO movement equation because corresponding mathematical operations may be lacking in the discrete setting; for example, think of multiplying the difference of two points of the search space with a real number. An early discrete PSO variant is the binary PSO proposed in [10] , which optimizes over the n-dimensional search space X = {0, 1} n . A more general approach optimizing over X = {0, . . . , M } n has been proposed in [23] . In order to reason about the runtime behavior of metaheuristics, they are typically cast in terms of stochastic processes, in particular random walks. For the binary PSO, the authors of [21, 22] provide various runtime results, e. g., a general lower bound of Ω(n/ log n) on every function with a unique global optimum and a bound of Θ(n log n) on the function OneMax, defined as OneMax((x1, . . . , xn)) = n i=1 xi .
For another set of discrete optimization problems, including many classical problems such as the traveling salesperson problem (TSP) and the sorting problem, the task is to optimize over the set of permutations of n items. In [1] , a PSO variant for solving permutation problems has been proposed, which has been evaluated on the TSP. This approach has been refined in [8] , where the authors empirically and theoretically investigate an improved PSO variant with a better convergence property.
In this paper we suggest a PSO variant, the OnePSO, that works in a very general discrete setting: The task is to optimize a function f : X → R, where X is the set of vertices of a finite, strongly connected graph. A distinguishing feature of the original PSO algorithm as well as the proposed OnePSO is the attractor. The proposed algorithm balances exploration and exploitation by choosing at random whether to move towards the attractor or to move to a random neighbor of the solution graph. The probability c ∈ [0, 1] of moving towards the attractor is given as a parameter of the algorithm. The choice of c sets the algorithm's bias for moving towards the attractor. For our runtime analysis we assume a swarm size of one, similar to the runtime results on EAs and ACO in [22] .
We now give a precise statement of the problems that we employ for the runtime analysis of the OnePSO algorithm and their search spaces. By the sorting problem we refer to the task of arranging n items in non-decreasing order using transpositions. Therefore, the search space is the following (undirected) graph: The vertices are the permutations on {1, 2, . . . , n} and two vertices x, y are adjacent iff there is a transposition t such that x • t = y. The objective function is the transposition distance to the identity permutation. Figure 1 shows the search space for the problem of sorting items {1, 2, 3, 4} using transpositions. Any two permutations drawn in the same layer have the same objective value. For the problem OneMax, the search space is the n-dimensional hypercube: A solution is a binary string of length n and two solutions are adjacent iff they differ by exactly one bitflip. The objective function counts the number of ones in a bitstring. So, for the sorting problem and OneMax, the objective function is the distance to the optimum in the respective graph.
Results and Techniques.
Our main results are upper and lower bounds on the expected time taken by the proposed discrete PSO algorithm for solving the sorting problem and OneMax in a blackbox setting using just elementary methods. The results are summarized in Table 1 . For c = 0, the algorithm behaves like a random walk on the search space, and for c = 1, the algorithm behaves essentially like the (1 + 1)-EA variants from [4, 17] . Therefore, for c = 1 we refer to these runtime results. However, note that the proof of the lower bound Ω(n 2 log n) on sorting claimed in [17, Thm. 4] does not apply to the transposition distance-based objective function which we use in our analysis. Please refer to the discus- sion in Section 5.1 for details. We show that for c ≥ 1/2 the expected optimization time for sorting and OneMax is polynomial, and for c ∈ (0, 1/2) the expected optimization time is exponential since for c in this range we provide lower bounds on the base of the exponential expression by α(c) for sorting (see Lemma 15) and β(c) for OneMax (see Lemma 16 ) such that 1 < β(c) < α(c) < 2 (see Figure 3 ). For the case c = 1/2 we have maximal exploration while keeping the expected runtime polynomial. In order to obtain the bounds shown in Table 1 , we use a Markov-model which captures the behavior of the OnePSO algorithm between two consecutive updates of the current best solution, i. e., the attractor. Depending on whether we seek upper or lower bounds on the runtime, the model is instantiated in a slightly different way. The relevant quantity we extract from the Markov-model is the expected number of steps taken until the PSO returns to the attractor. We determine Θ-bounds on the expected return time by an analysis of appropriate recurrence equations with constant and non-constant coefficients. Similar recurrences occur, for example, in the runtime analysis of randomized algorithms for the satisfiability problem [14, 19] . Thus, our analysis of the Markov-model presented in Section 3 may be of general interest. c ∈ (
Note that our analysis of the expected runtime is essentially tight with respect to the chosen Markov-model. The gaps between upper and lower bounds on the expected runtimes shown in Table 1 are a result of choosing best-case or worst-case bounds on the transition probabilities in the Markov-model, which are problem dependent. Since our bounds on the transition probabilities are essentially tight, see Section 4 in particular, the gap between the expected runtime bounds can only be closed by using a more elaborate model.
Upper Bounds. To obtain the upper bounds shown in Table 1 we use the established fitness level method (e. g., see [25] ). We instantiate our Markov-model such that improvements of the attractor are only accounted for if the current position is at the attractor. The main difficulty is to determine the expected number of steps needed to return to the attractor. We obtain this quantity from the analysis of the corresponding recurrences.
Lower Bounds. The runtime of the PSO is dominated by the time required for the last improvement of the attractor, after which the global optimum has been found. We again use the Markov-model and observe that in this situation, the global optimum can be reached only when the Markov-model is in a specific state. We argue that the optimal solution is included in a certain set Y of indistinguishable states. Therefore, in expectation, this set needs to be hit Ω(|Y |) times until the optimum has been found. By appropriately truncating the states and then bounding the transition probabilities we obtain a lower bound on the expected number of steps required to return to Y .
Search Space Structure. In Section 4 we consider a partition of the set of permutations on {1, 2, . . . , n} into layers, such that layer i contains all permutations of transposition distance i to a reference permutation. To aid our analysis of the PSO algorithm, we determine tight upper and lower bounds on the number of transpositions that decrease the transposition distance to the first layer. These results apply in any setting where transpositions act on permutations and may therefore also be of general interest. The layer structure of the permutations of {1, 2, 3, 4}, having the identity as reference permutation, is shown in Figure 1 .
THE DISCRETE PSO ALGORITHM
The main goal of this paper is to determine the runtime behavior of a simple PSO algorithm that optimizes discrete functions. Since we have just one single particle the algorithm is referred to as OnePSO. Note that the algorithm is different from the 1-PSO studied in [22] , which is tailored to optimization over bitstrings. The OnePSO algorithm samples items from a countable set X in order to determine some x * ∈ X that minimizes a given objective function f : X −→ R. In order to have a discrete PSO that remains true to the principles of the original PSO for optimization in the domain R n from [5, 9] , we need some additional structure on X: For each x ∈ X we have a set of neighbors NX (x). If the set X is clear from the context we may drop the subscript. The neighborhood structure induces a solution graph with nodes X and arcs {xy | x, y ∈ X, y ∈ N (x)}. The distance d(x, y) of solutions x, y ∈ X is the length of a shortest (directed) xy-path in this graph. We assume that the solution graph is strongly connected, so the PSO cannot get "trapped" in a particular strongly connected component.
The OnePSO algorithm performs the steps shown in Algorithm 1 below. The initial position of the particle is chosen uniformly at random (u.a.r.) from X. The parameter c determines the importance of the attractor a. In each iteration we move towards the attractor with probability c and otherwise move to a random neighbor. Note that the attractor a is updated in line 3 whenever a better solution has been found. We consider the PSO to be an infinite process so we do not give a termination criterion. We refer to the number of function evaluations performed to reach a global optimum x * ∈ X as optimization time. For practical purposes, efficient sampling of x in lines 1 and 2 is a requirement. Since we are interested in the optimization time only, efficient sampling is not relevant for our analysis. 
THE MODEL
We present a simple Markov-model that captures the behavior of the OnePSO algorithm between two consecutive updates of the attractor. Using this model we can infer upper and lower bounds on the expected optimization time of the OnePSO algorithm on suitable discrete functions. For our analysis, we assume that the objective function f : X → R has the property that every local optimum is a global one. This includes the class of unimodal functions. This implies that the function is either constant or any nonoptimum solution x has a neighbor y ∈ N (x) such that f (x) > f (y). This certainly narrows down the class of objective functions to which our analysis applies. However, the class seems still appreciably large.
Assume that the attractor a ∈ X is fixed and a is not a minimizer of f . Under which conditions can a new "best" solution be found? Certainly, if the current position x is equal to a, then, by the unimodality of f we get an improvement with positive probability. If x = a then the attractor may still be improved. However, for the purpose of upper bounding the expected optimization time of the OnePSO we dismiss the possibility that the attractor is updated if x = a. As a result, we obtain a reasonably simple Markovmodel of the OnePSO behavior. Quite surprisingly, using the same Markov-model, we are also able to get good lower bounds on the expected optimization time of the OnePSO (see Section 5.3 for the details).
Model Specification
Let n be the diameter of the search space X. We partition the search space according to the distance to the attractor a ∈ X. That is, for 0 ≤ i ≤ n, let Xi = {x ∈ X | d(x, a) = i}. Note that this partition does not depend on the objective function. The model consists of n + 1 states S0, S1, . . . , Sn. Being in state Si indicates that the current solution x of the OnePSO is in Xi. For 1 ≤ i ≤ n we denote by pi the transition probability from Si to Si−1. The probabilities pi in turn depend on the parameter c, which is the probability that the OnePSO explicitly moves towards the attractor. If the current position x is in Xi and the algorithm moves towards the attractor, then the new position is in Xi−1. On the other hand, if the PSO updates x to any neighbor chosen u.a.r. from N (x), then the new position is in Xi−1 with probability at least minx∈X i |N (x) ∩ Xi−1|/|N (x)|. So for upper bounds we set
The probability of moving from Xi to Xi+1 is at most 1−pi.
We assume in this model that equality holds for all 1 ≤ i < n, so the probability of moving from Si to a state Sj, j / ∈ {i − 1, i + 1}, is zero. This assumption holds for both problems we investigate in Section 5. Furthermore, if the OnePSO is at position x ∈ Xn then any move brings us closer to the reference solution; so pn = 1.
Let pa be the probability to improve the attractor if we are currently in state S0, hence at the attractor. Then the probability pa depends on f and the choice of a. We have that pa is positive since f is unimodal. Figure 2 shows the state diagram of the model. By M ((pi) 1≤i≤n ) we denote an instance of the Markov-model with states S0, S1, . . . , Sn and pi, 1 ≤ i ≤ n.
Our goal is to determine the expected number of steps needed to hit a solution which is better than the attractor after starting in S0. In order to reach a better solution from S0 we need in expectation 1/pa tries. If we are unsuccessful in some try, then the OnePSO moves to S1. For upper bounds we can ignore the chance to improve the attractor through other states. Thus we need to determine the expected number of steps it takes until we can perform the next try, that is, the expected first hitting time for the state S0, starting in S1. The expected number hi of steps needed to move from Si to S0 is given by the following recurrence:
Observe that in our applications the probabilities pi are not constant. If we assume that p1 = p2 = . . . = pn = p then we get a non-homogeneous recurrence of order two with constant coefficients. In this case, standard methods can be used to determine h1 as a function of n [7, Ch. 7] . Note also that for p = 1/k this is exactly the recurrence that occurs in the analysis of a randomized algorithm for k-SAT [14, 19] and [11, pp. 160f.] . If pi is a non-constant function of i, then the recurrence can in some cases be solved, see e. g., [7, Ch. 7] and [15] . Here, due to the structure of the recurrence, we can use a more pedestrian approach, which is outlined in the next subsection.
Solving the Recurrence
We first present a reformulation of the recurrence given in Equation (1) . Let Hi be the expected number of steps needed to move from state Si to state Si−1. Then Hi can be determined from Hi+1 as follows: In expectation, we need 1/pi trials to get from Si to Si−1, and each trial, except for the successful one, requires 1 + Hi+1 steps. The successful trial requires only a single step, so Hi is captured by the following recurrence:
In the following, assume that the probabilities pi are determined by some function P (n, i) depending on n and i. Rearranging Equation (2) gives Hi = 1/pi + (1 − pi)/pi · Hi+1.
Unfolding this recurrence k times, 1 ≤ k ≤ n, with initial value (3) followed by some rearrangement of the terms yields
Thus, for k = n we obtain the following expression for H1:
where the second term is a correction term which is required whenever P (n, n) = pn < 1 in order to satisfy the initial condition given in Equation (3). Equation (5) has also been mentioned in [3, Lemma 3] in the context of the analysis of a (1 + 1)-EA.
In the next two subsections we derive closed-form expressions and asymptotic properties of H1 = h1 from Equations (4) and (5) for various choices of probabilities pi.
Constant Probabilities
If the probabilities pi = p for some constant p ∈ [0, 1] and 1 ≤ i < n, then recurrences (2) become linear recurrence equations with constant coefficients. Standard methods can be used to determine closed-form expressions for hi and Hi. However, we are mainly interested in H1 and are able to determine closed-form expressions directly from Equation (5).
Proof. By setting pi = p in Equation (5) and performing some rearrangements the claim is proved.
It is easily verified that this expression for h1 satisfies Equation (1) . So, with pi = p we have that the time it takes to return to the attractor is constant, linear, or exponential in n if p < 1/2, p = 1/2, or p > 1/2, respectively.
Nonconstant Probabilities
Motivated by the runtime analysis of OnePSO applied to optimization problems such as sorting and OneMax, we are particularly interested in the expected time it takes to improve the attractor if the probabilities pi are slightly greater than 1/2. By slightly we mean pi = 1/2+i/(2A(n)) and pi = 1/2 + i 2 /(2A(n)), where A : N → N is some non-decreasing function of n such that limn→∞ A(n) = ∞. Clearly, in this setting we cannot hope for a recurrence with constant coefficients. Our goal in this section is to obtain the asymptotics of H1 as n → ∞ for A(n) = n and A(n) = n 2
. We show that, surprisingly, for A(n) = n the return time to the attractor is Θ( √ n), while for A(n) = n 2 the return time is Θ(n). In the following Γ(z) refers to the Gamma-function, which generalizes the factorial to arbitrary complex arguments.
Proof. We have pn = 1 so the correction term in Equation (5) is zero. We rearrange the remaining terms of Equation (5) and find that
Using the identity Γ(n+
we obtain the first part of the claimed statement and by Stirling's approximation of the factorial we have
Proof. Let A(n) = O(n 2 ) and let n ∈ N be the smallest number such that p n = 1/2 + n /(2A(n)) ≥ 1. First, assume that n ≤ n and consider the "truncated" model M = M ((pi) 1≤i≤n ). By Lemma 2 we have H1 = Θ( A(n)) with respect to M , which is by the construction of M also valid for M . On the other hand, assume that n > n and consider the "extended" modelM = M ((pi) 1≤i≤n ). LetH1 be the expected return time to state S1 with respect to M . By Lemma 2 we haveH1 = Θ( A(n)) and sinceH1 ≥ H1 we obtain H1 = O( A(n)).
To obtain a lower bound on H1 for the case n > n we consider the modelM = M ((pi) 1≤i≤N ) , where N = A(n) andpi = 1/2 + 1/N for 1 ≤ i < N , andpN = 1. LetĤ1 denote the expected return time to state S1 inM . Sincê pi > pi for 1 ≤ i ≤ N ,Ĥ1 is a lower bound on H1. Sincê pi =: p is constant for 1 ≤ i < N we get from Theorem 1 thatĤ
= Ω(N ) .
It remains to show that the statement holds if A(n) / ∈ O(n 2 ). In this case, H1 = O(n) is obtained by setting pi = 1/2 for 1 ≤ i < n and invoking Theorem 1. On the other hand, setting A(n) = n 2 gives a lower bound on H1. As discussed above, for A(n) = n 2 , the expected return time to S1 is Ω( A(n)). Therefore, H1 = Ω(n), which completes the proof.
For our applications, OneMax and sorting, the following two special cases of Theorem 3 will be of interest:
√ n) with respect to M and H1 = Θ(n) with respect to M .
We will now consider a slightly different class of instances of the Markov-model in order to obtain a lower bound on the OnePSO runtime for sorting in Section 5. For this purpose we consider transition probabilities pi that increase quadratically in i which suits our fitness level analysis of the sorting problem in Section 4. There we will prove that this class of models is relevant for the analysis of the best case behavior of the OnePSO algorithm for sorting n items (see Theorem 9) . Although we will only make use of a lower bound on H1 in this setting later on, we give the following Θ-bounds:
Proof. Consider the expression for H1 given in Equation (4). Since pi > 1/2 for 1 ≤ i ≤ n the products are at most 1 and 1/pi is at most 2. Therefore H1 ≤ 2k + H k . For H k the states S0 to S k−2 are irrelevant since they are never visited. We truncate the model to states S k−1 , . . . , Sn. For these states the minimal probability of moving towards the attractor is p k−1 . Therefore we can set pi = p k−1 for i ∈ {k, . . . , n} to receive an upper bound on the return time. By reindexing the states we obtain the model M * = M((p k−1 ) 1≤k≤n−k+1 ) and, because of the truncation, H * 1 is an upper bound on H k , where H * 1 is the expected number of steps to move from state S1 to S0 in model M * . To simplify calculations we consider the model M = M((p k−1 ) 1≤i≤n ), which is M * extended to n states. Let H 1 be the expected number of steps to move from state S1 to S0 in model M . In M we have the constant probabilities p k−1 and can therefore apply Theorem 1 to determine H 1 . Therefore
Altogether we have H1 ≤ 2k +
. With k = n 2/3 we get
which certifies that H1 = O(n 2/3 ). Using Equation (4) we have the following lower bound on H1:
FITNESS LEVELS FOR SORTING
Sorting is a classical task in computer science. Our motivation to use the OnePSO algorithm for this task is twofold: First, since sorting can be performed efficiently in a nonblack-box setting, our goal is to show that the OnePSO is able to perform this task efficiently in a black-box setting. Second, we are interested in the effect of using an attractor on the runtime in comparison to the (1 + 1)-EA from [17] , which uses the concept of elitism.
Our goal is to get good bounds on the transition probabilities in our Markov-model of the OnePSO sorting n items. The search space X is the set of permutations of {1, 2, . . . , n}. We will provide insights about the structure of sets Xi of permutations with distance i to the attractor a. Based on these observations we obtain tight best-case and worst-case bounds on the number of transpositions that let the OnePSO move from Xi to Xi−1. The notion of distance d(x, y) of two permutations x and y employed here is the minimum number of transpositions needed to transform x into y. As a motivating example, consider the case that the attractor is at the global optimum. Then {Xi} 1≤i≤n is a partition of the search space into fitness levels. Fitness levels are used heavily for analyzing the expected optimization time of nature-inspired optimization algorithms [17, 22, 25] .
In the following we denote by Tn the set of all transpositions on {1, 2, . . . , n}, that is, Tn = {(i j) | i, j ∈ {1, . . . , n}, i = j}. We first observe that in our setting the sets Xi have the following structure 1 :
Proposition 6. Let X0 = {idn}, where idn is the permutation on {1, 2, . . . , n} consisting of n singleton cycles. Then for 0 ≤ i ≤ n − 1, the set Xi consists of the permutations on {1, 2, . . . , n} with precisely n − i disjoint cycles.
Proof. X0 contains only the attractor, and for each 1 ≤ i ≤ n − 1, an item x ∈ Xi has distance i to the attractor. 1 This was already mentioned in [17] , but no proof was given.
Assume that the claimed statement holds for each Xj, 0 ≤ j ≤ i for some 0 ≤ i ≤ n−1. Let π ∈ Xi and let t = (a, b) be a transposition. Then π = t • π is a neighbor of π. We show that π is either in Xi−1 or Xi+1. If a and b are contained in a common cycle c of π then t splits c into two disjoint cycles. Therefore, π has n − (i − 1) disjoint cycles and, by assumption, π ∈ Xi−1. On the other hand, if a and b are contained in two distinct cycles c1, c2, then t combines c1 and c2 into a single cycle, hence the distance to the attractor increases by one. This is the case for each neighbor of any permutation π ∈ Xi. Therefore Xi+1 contains precisely the permutations consisting of n − (i + 1) disjoint cycles.
By relabeling {1, 2, . . . , n} it is always possible to choose X0 = {idn}. It follows that |Xi| = s(n, n − i), where s(n, k) denotes the unsigned Stirling numbers of the first kind. Our next goal is to bound the worst case and best case probabilities of moving closer to the attractor. Let π ∈ Xi, 1 ≤ i ≤ n, and let
be the number of transpositions that bring the OnePSO from π closer to the attractor. We characterize the cycle structure of the permutations that minimize or maximize Li:
Then the cycle decomposition of π contains only cycles of length r = n/i if i divides n and otherwise the cycle lengths differ by at most one. Furthermore, the cycle decomposition of π contains of n − i − 1 singleton cycles and one (i + 1)-cycle.
Proof. There are k 2 transpositions that split a k-cycle into two smaller cycles. We assume that for 0 ≤ i ≤ n the cycle structure of the permutations in Xi is according to Proposition 6. Let π ∈ Xi such that the cycle decomposition of π contains a cycle c1 of length k > 2 and a cycle c2 of length k + , ≥ 1. Furthermore, consider a permutation π ∈ Xi whose cycle decomposition is identical to that of π, except that the items permuted by c1 and c2 are permuted by two cycles c 1 and c 2 of lengths k + 1 and k + − 1, respectively. We count the number of transpositions that split up c1, c2, c 1 , and c 2 , and find that
holds whenever k ≥ 1. By iterating this argument the first statement is proved. Similarly, since Equation (7) holds for k ≥ 1 we deduce that any permutation π ∈ Xi that maximizes Li(π) consists of n − i − 1 singleton cycles and one (i + 1)-cycle.
We are now ready to give a closed-form expression for the number of transpositions that bring us from state i closer to the attractor. We consider the worst case over all permutations in Xi.
where B = 
Solving for m, m we obtain:
which completes the proof.
Next, we bound the number of transpositions in Tn that let the OnePSO move from Xi to Xi−1. We consider the minimum and maximum over all permutations in Xi.
Theorem 9. Let 1 ≤ i ≤ n. Then 1. minπ∈X i {Li(π)} ≥ i and equality holds for 1 ≤ i ≤ n/2 , and
Proof. For brevity, let f (i) := minπ∈X i {Li(π)}. Proposition 8 gives a closed-form expression for f . We bound this expression to obtain the claimed lower bound on f (i) in the worst-case. For 1 ≤ i < n/2 we have that B = n/(n − i) = 1 and therefore the expression for f (i) given in Proposition 8 simplifies to i. We consider the missing case that n is even and i = n/2. It is easy to check that f (i) simplifies to n/2 in this case as required. Now assume that n/2 < i ≤ n − 1. Let π ∈ Xi, let c be a longest cycle of π and let k be the length of c. Since n/2 < i ≤ n − 1 we have that k ≥ 3. Let t ∈ Tn such that t • π ∈ Xi−1 and t splits c into a cycle of length k − 1 and a singleton cycle. We bound Li−1(t • π) as follows
Therefore, f (i) − f (i − 1) ≥ k − 1 ≥ 2 and the worst-case bound is proved. Now the best-case upper bound remains to be proved. By Proposition 7, any permutation π ∈ Xi that maximizes Li(π) consists of n − i − 1 singleton cycles and one (i + 1)-cycle. There are exactly 
RUNTIME ANALYSIS
We present a runtime analysis of OnePSO for two combinatorial problems, the sorting problem and OneMax. Our analysis is based on the fitness level method [25] , in particular its application to the runtime analysis of a (1 + 1)-EA for the sorting problem in [17] . Consider a (discrete) search space X and an objective function f : X → R, where f assigns m distinct values f1 < f2 < . . . < fm on X. Let Si ⊆ X be the set of solutions with value fi. Assuming that some algorithm A optimizing f on X leaves fitness level i at most once then the expected runtime of A is bounded from above by m i=1 1/si, where si is a lower bound on the probability of A leaving Si. The method has also been applied successfully, e. g., in [22] to obtain bounds on the expected runtime of a binary PSO proposed in [10] .
Related Results
We first discuss the relevant results from [17, 22] . In [22] , general upper bounds on the runtime of the binary PSO for unimodal functions are given, as well as a detailed analysis of its runtime for OneMax. Note that the binary PSO studied in [22] has been designed for optimizing over {0, 1} n and it is different from our proposed OnePSO, which can be applied to a much wider range of discrete problems.
Theorem 10 ([22, Thm. 3]).
Under certain assumptions on the algorithm parameters, the expected number of generations performed by the binary PSO for optimizing f :
1/si. Essentially, this runtime result reflects the fact that the binary PSO converges to the attractor in expected time O(n log n) unless the attractor has been updated meanwhile. This happens once for each fitness level. For OneMax, this result yields a runtime of O(n 2 log n). By a more detailed analysis of the behavior of the binary 1-PSO on OneMax, the following improved bound is established:
Theorem 11 ([22, Thm. 5] ). The expected optimization time of the binary 1-PSO on OneMax is O(n log n).
In [17] , bounds are given for the expected optimization time of a (1 + 1)-EA sorting n items. Various choices of objective functions (e. g., Hamming distance, transposition distance,. . . ) as well as mutation operators (e. g., transpositions, reversing keys in a certain range, . . . ) are considered. A general lower bound of Ω(n 2 ) is proved, which holds for all permutation problems having objective functions with a unique optimum [17, Thm. 1]. The most relevant runtime result for a comparison with our OnePSO is the following:
Theorem 12 ([17, Thm. 2]). The expected optimization time of the (1+1)-EA for sorting n items is O(n 2 log n) if the objective function is the transposition distance to the sorted sequence and mutations are transpositions.
In the same setting, a lower bound of Ω(n 2 log n) is claimed in [17, Thm. 4] . However, there is an error in the proof, since it is implicitly assumed that, in the best case, the probability of moving from S k to S k−1 is O(k/n 2 ), as for the Hamming distance objective function. Recall that we provided a tight upper bound of O(k 2 /n 2 ) for this probability in Theorem 9. The correct bound yields an expected optimization time of Ω(n 2 ) for the (1 + 1)-EA, which offers no advantage over the lower bound given in [17, Thm. 1]. The mode of operation of the (1 + 1)-EA considered in [17] is reminiscent of stochastic hill climbing: In each iteration, a random solution is sampled and the current solution is replaced if and only if the solution is better. In order to escape local optima the distance between the current solution and the new one is determined according to Poisson distributed random variables. A bound on the expected runtime is obtained by determining the expected number of trials required to improve the current solution on each fitness level. In contrast, the PSO studied in [22] allows for non-improving solutions, but it converges to the attractor exactly once per fitness level. After the convergence occurred, the PSO behaves essentially like the (1 + 1)-EA.
Upper Bounds
Similar to [17, 22] , we use the fitness-level method to prove upper bounds on the expected optimization time of the OnePSO. In contrast to the former, we allow non-improving solutions and return to the attractor as often as needed in order to sample a neighbor of the attractor that belongs to a better fitness level. Therefore, the time needed to return to the attractor contributes a multiplicative term to the expected runtime, which depends on the choice of the algorithm parameter c.
Theorem 13. The expected optimization time Tsort(n) of the OnePSO sorting n items is bounded from above by
) .
Proof. Recall that Theorem 9 supplies the worst-case bound si ≥ i/ n 2 over all permutations in Xi. Consider the situation that the attractor has just been updated. Whenever the OnePSO fails to update the attractor in the next iteration it will take in expectation H1 iterations until the attractor is reached again and then it is improved with probability at least i/ n 2 . Again, if the OnePSO fails to improve the attractor we have to wait H1 steps, and so on. Since we do not consider the case that the attractor has been improved meanwhile, the general fitness level method yields an expected runtime of at most
, 1] and recall that pi is the probability of moving from state Si to state Si−1. Then 1 ≥ pi > c > 1 2 . Then the expression for H1 given in Theorem 1 is bounded from above by the constant 1/(2c−1), so Tsort(n) = O(n 2 log n). Now let c = ). Then pi > c > 0, and by Theorem 1, H1 is bounded from above by
Concerning OneMax, we again apply the fitness level method and use the return times from Section 3.
Theorem 14. The expected optimization time TOneMax(n) of the OnePSO solving OneMax is bounded from above by
Proof. The argument is along the lines of the proof of Theorem 13. We observe that on fitness level 0 ≤ i ≤ n there are i bit flips that increase the number of ones in the current solution. Therefore, si = i/n and the fitness level method yields an expected runtime of at most We remark that in the case c = 1 2 it is not sufficient to use the lower bound pi ≥ 1 2 + 1 n in order to obtain the runtime bound given in Theorem 14.
Lower Bounds
We will show how the model from Section 3 can be used to prove good lower bounds on the expected optimization time of the OnePSO algorithm in. For this purpose, we will restrict our attention to the last improvement of the attractor, which dominates the runtime, both for sorting and OneMax.
We first provide lower bounds on the expected return time to the attractor for c ∈ (0, 1 2 ). lemma 15. Let c ∈ (0, 1 2 ). For the sorting problem on n items, assume that the attractor has transposition distance one to the identity permutation. Then the expected return time H1 to the attractor is bounded from below by H1 = Ω(α(c) n ), where
. The probability of decreasing the distance to the attractor in state S k −1 can be bounded above by p = c + (1 − c) k 2 / n 2 using Theorem 9. Furthermore, for 1 ≤ i < k we bound
We truncate the model to states S0, S1, . . . , S k and set pi = for each 1 ≤ i < k , and set p k = 1. This does not increase return time to the state S1. We obtain a lower bound on the expected return time H1 to S1 in the truncated model by Theorem 1:
and since c < 1 2 we have that α(c) > 1.
). For OneMax, assume that the attractor has Hamming distance one to the optimum 1 n . Then the expected return time H1 to the attractor is bounded from below by H1 = Ω(β(c) n ), where
Proof. Let k = 
. By truncating the model to states S0, S1, . . . , S k , setting pi = for all 1 ≤ i < k , and setting p k = 1, we obtain a lower bound on H1 in the original model using Theorem 1:
and since c < 1 2 we have that β(c) > 1.
We now introduce a useful notion of indistinguishability of certain states of a Markov chain. We will later use this notion to prove lower bounds on the expected optimization time of OnePSO for sorting and OneMax as follows: We show that the optimum is contained in a set Y of indistinguishable states. Therefore, in expectation, the states Y have to be visited Ω(|Y |) times to hit the optimum with positive constant probability. 
2. and the probabilities to reach states in Y from states in Y are symmetric, i. e., for all y1, y2 ∈ Y :
Now we can prove a lower bound on the expected time for finding a specific state. Proof. Let Ti be the stopping time such that Y is visited the i-th time. 
It follows that for all i > 0 the difference Ti+1 − Ti of two consecutive stopping times has the same distribution as T and also
Now let y ∈ Y be fixed. The probability to reach y within the first T |Y |/2 steps is bounded above by
and therefore the expected time to reach the fixed y ∈ Y is bounded below by
The following two theorems supply lower bounds on the expected optimization time of the OnePSO optimizing the sorting problem and OneMax.
Theorem 19. The expected optimization time Tsort(n) of the OnePSO sorting n items is bounded from below by
Proof. Consider the situation that the attractor has just been updated to a solution that has distance one to the optimum. Without loss of generality, we assume that the attractor is the identity permutation and the optimum is the transposition (0 1). The number of steps required for the next (hence final) improvement of the attractor is a lower bound on the optimization time for the OnePSO. We determine a lower bound on this number for various choices of c.
For all c ∈ (0, 1] we apply Theorem 18. We use all permutations as set of states Y in the Markov process M . Let Y = X1 be the subset of states which are a single swap away from the attractor. Therefore the optimal solution is contained in Y , but up to the point when the OnePSO reaches the optimal solution it is indistinguishable from all other permutations in Y . We will immediately prove that Y is actually indistinguishable with respect to M . Initially the particle is situated on the attractor and after a single step it is situated at a permutation in Y , where each permutation has equal probability. We use the permutation after the first step as the initial state of the Markov process Z0 and all other Zi are the successive permutations. Therefore statement 1 of Definition 17 is fulfilled. Let T = min{t > 0 | Zt ∈ Y } the stopping time of Theorem 18. For each sequence of states Z0, . . . , ZT there is a one to one mapping to a sequenceZ0 = ZT ,Z1, . . . ,ZT −1,ZT = Z0 which has equal probability to appear. The sequenceZ0, . . . ,ZT is not the reversed sequence, because the forced steps would then lead to the wrong direction, but the sequence can be received by renaming the permutation indices. The renaming is possible because the permutations Z0 and ZT are both single swaps. As this one to one mapping exists also the statement 2 of Definition 17 is fulfilled. Finally we need a bound on the expectation of T . If we are in X1 = Y we can either go to the attractor by a forced move or random move and return to X1 in the next step or we can go to X2 by a random move and return to X1 in expectation after H2 steps. and
). Trivially the return time to X1 in M can be bounded by 2, which results in the lower bound Tsort(n) = Ω(n 2 ) for the case c ∈ ( ) .
Proof. First, let c ∈ (
, 1]. Then, with probability at least 1 2 , the initial solution contains at least k = n/2 = Ω(n) zeros. Each zero is flipped to one with probability 1/n in a random move, and none of the k entries is set to one in a move towards the attractor. The expected time required to sample the k distinct bit flips is bounded from below by the expected time it takes to obtain all coupons in the following instance of the coupon collector's problem: There are k coupons and each coupon is drawn independently with probability 1/k. The expected time to obtain all coupons is Ω(k log k) [11, Section 5.4.1] . It follows that the expected optimization time is Ω(n log n) as claimed.
For c ∈ (0, 1 2 ] we use the same approach as in the proof of Theorem 19. Consider the situation that the attractor has just been updated to a solution that has distance one to the optimum. We use the set of all bit strings as set of states Y in the Markov process M . Let Y = X1 the subset of bit strings which is a single bit flip away from the attractor, hence Y contains the optimum. Zi and T are instantiated as in the proof of Theorem 19. Therefore statement 1 of Definition 17 is fulfilled. Again for each sequence of states Z0, . . . , ZT we have a one to one mapping to a sequenceZ0 = ZT ,Z1, . . . ,ZT −1,ZT = Z0 which has equal probability to appear. This sequence is again received by renaming the indices plus some bit changes according to the shape of the attractor. Hence also statement 2 of Definition 17 is fulfilled. ) (see Lemma 16) also H2 = Ω(H1) for c ∈ (0, 1 2 ] which results in the lower bounds TOneMax(n) = Ω(|Y | · H1) = Ω(n · n 1/2 ) = Ω(n 3/2 ) for c = and TOneMax(n) = Ω(|Y | · H1) = Ω(n · β(c) n ) = Ω(n · β(c) n ) for c ∈ (0, 1 2 ).
Remark 21. The bounds shown for c = 0 in Table 1 can also be derived from the indistinguishability property: In each case, let Y = Y . It is readily verified that the initial state is uniformly distributed over Y . Furthermore, any Y -Y -path can be reversed and has the same probability to occur. Therefore, condition 2 of Definition 17 is satisfied and the lower runtime bound follows from Theorem 18 by choosing h(M ) = 1. The upper bound follows from a similar argument.
CONCLUSION
We proposed a PSO algorithm for a broad class of discrete optimization problems. We further provided upper and lower bounds on its expected optimization time for the sorting problem and OneMax. Depending on the algorithm parameter c, which is the probability of moving towards the attractor, the expected optimization time may be polynomial (c ≥ 1/2) or exponential (c < 1/2). The cornerstone of our analysis are Θ-bounds on the expected time it takes until the PSO returns to the attractor. We obtain these bounds by solving linear recurrence equations with constant and non-constant coefficients. We also establish a useful general property of indistinguishability (Definition 17) of a Markov process for obtaining lower bounds on the expected runtime of our proposed PSO.
There are several open problems for future work. First of all, it would be interesting to see if the upper and lower bounds on the expected optimization time for OneMax given in theorems 14 and 20 are valid for any linear function f : {0, 1} n → R, f (x1, x2, . . . , xn) = i wixi? Furthermore, we conjecture that the upper bounds on the sorting problem and c ≥ 1/2 are tight, as well as the upper bound for OneMax and c = 1/2. Finally, it would be interesting to determine the return time to the state S0 in a more general Markov model M((pi) 1≤i≤n ), where pi = 1/2 + z(i, n) such that z(i, n) = poly(i)/ poly(n) and z(i, n) is non-decreasing for 1 ≤ i ≤ n. This would generalize Theorems 3 and 5, and shed some light on the relation between z(i, n) and the return time to state S0. Here, we conjecture that for z(i, n) as defined above the return time is in poly(n).
