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Abstract 
Marcell&, F., A. Branquinho and J. Petronilho, On inverse problems for orthogonal polynomials, I, Journal of 
Computational and Applied Mathematics 49 (1993) 153-160. 
Bonan et al. (1987) gave an apparent generalization of semiclassical orthogonal polynomial sequences for 
positive measures as an inverse problem for orthogonal polynomials. We study a more general situation for 
regular orthogonal polynomials. The connection between the corresponding linear functions is obtained. The 
basic result is the semiclassical character of such functionals. 
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1. Introduction 
Recently, different characterizations of classical orthogonal polynomials were summarized 
[l]. A unified approach to this characterizations was presented in [5]. Our departure point is 
the distributional differential equation satisfied by the linear functional. 
Another characterization (see [2]) suggests the following inverse problem. 
Given two manic orthogonal polynomial sequences (MOPSs) (PJ and CR,), to characterize the 
linear functionals u and v associated with them such that 
n+P 
4(x)K,+, = c &,kPk, n as, (1.1) 
k=n-s 
where 4(x) is a fixed polynomial. 
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The basic tool is the use of the dual basis of the polynomial sequences (P,) and (Q,), where 
Q, = P,‘+,/(n + l), introduced in [8]. 
This problem has been solved in [4] for positive measures. In this paper, we solve the 
problem in a more general situation, in the framework of semiclassical orthogonal polynomials. 
The structure of the paper is the following. In Section 2, we introduce some basic definitions 
and the techniques which will allow us to solve the problem in a general way. In Section 3, the 
inverse problem studied in [4] is described in general, and solved explicitly. We give a very 
simple relation between the functionals u and v, as follows. 
Proposition 1.1. If (P,) and (R,) are MOPSs with respect to the linear functionals u and v such 
that (1.1) holds, then 
4(+ = h(+, 
where h(x) is a polynomial given by 
h(x) = (u,o ~(Y)[P,(Y)K%+ Y> -P,(-+,“?:‘(x~ Y)]), 
and 
2. Basic tools 
We start with the basic definitions to make things clearer in this paper. 
Definition 2.1. Let (p,) be a sequence of complex numbers, and u a complex-valued linear 
functional in the linear space of complex polynomials P such that 
(u, x”) =pn, for n EN. 
u is called the moment functional associated with (~~1. For each n E N, u,, is the nth moment. 
( -7 *) means the duality bracket. 
Pn is the linear space of complex polynomials of degree less than or equal to n. 
Definition 2.2. Let u be a moment functional. A set of polynomials (P,(X)) is called an 
orthogonal polynomial sequence (OPS) associated to u if for each n, deg( P,,) = n and 
(u, P,(x)P,(x)> = k,6,,, k, # 0, for n, m E N. 
Theorem 2.3. Let u be a moment functional and (uL,) the corresponding moment sequence. There 
exists an OPS associated to u if and only if the principal submatrices of the infinite Hankel matrix 
A = [ui+jIi,j E N are nonsingular. Such a functional is called regular or quasi definite. 
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Theorem 2.4. Let (P,(x)> be an OPS associated with u. Then, for every P(x) of degree n, 
P(x) = 2 ckPk(x), 
k=O 
where 
(u, p,(x)p(x)) 
ck = ) fork=0,1,2 )...) n. 
Corollary 2.5. Under the above conditions, each P,(x) is characterized up to a constant factor, i.e., 
if (Q,(x)) is another OPS associated with u, then there exists a sequence Cc,) with c, # 0, n E N, 
such that Q,(x) = c,P,(x). 
Theorem 2.6. Let u be a regular moment functional and let (P,,( x )) be the corresponding sequence 
of a manic orthogonal polynomial sequence (MOPS). Then, there exist two complex sequences (a,) 
and (b,), with b, # 0 for every n, such that 
xP,(x) = P,+,(x) + a,P,(x) + b,P,_,(x), for n = 1, 2,. . . , 
PO(X) = 1, PI(X) =x-a,. 
Definition 2.7. For every polynomial 4(x> a new moment functional can be constructed from u. 
This functional is called the left product of u by 4. We denote it MU and it is defined as 
(4(-+ P(X)> = (u, $(X)P(.+, P E p. 
Definition 2.8. The usual distributional derivative for u is given by 
(DU, P(X)> = -(u, P’(X)>, P E p. 
Let (P,) be an MOPS with respect to u. Since {P,, n E N} is an algebraic basis in IF’, we can 
associate with it the dual basis (ayn, n E N} in P* (the linear space of linear functionals on p> as 
CC%, p,> = a,,,. 
If v is an element of P*, we can express it as 
v = 5 hi(Yi, where Ai = (v, Pi), i E N. 
i=O 
As an immediate consequence, if v E $ * satisfies (v, Pi> = 0 for i & 1, 
l-l 
v = CA,cq. 
i=O 
In particular, for u we obtain 
U=/.+CQ. 
Next, we introduce some preliminary results. 
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Lemma 2.9. Zf (P,) is an MOPS, then every element of the dual basis (cY,) can be given as 
‘i(‘) 
(yi = +, p,‘(x))“’ iE RJ* 
Proof. It is a straightforward consequence of 
il ‘i(‘> u p (x) = (‘9 pi(x)pn(x)) =s, (4 pi+,> ’ n 1 (4 pi%>> r,n, n EN. 0 
Lemma 2.10. Zf (PJ, (Q,) are sequences of manic polynomials and (cy,), ( p,) the corresponding 
dual bases in P* and Q, = PL+ J(n + 11, then 
D/3, = -(n + ~)cx~+~. 
Proof. ( DP,, P, + 1 > = -(p,, DP,+,) = -(m + l)(p,, Q,) = -(m + 1)6,,,; then, the result 
follows. 0 
Corollary 2.11. Zf (P,> . 1s an MOPS associated to the linear functional u, then 
P,+P 
WI=-(n+l) * p2 L >’ ?I+1 
Finally, we introduce an important definition (see [7]). 
Definition 2.12. Let u be a regular functional and (PJ the corresponding MOPS. u is said to be 
semiclassical if there exist polynomials C$ and rl, with deg($) > 1 such that 
D(&) = I&. 
We can associate to a semiclassical functional u a natural number s, called the class of U, 
given by s = min max{deg(4) - 2, deg(+) - l}, where (c#J, $1 are all pairs of polynomials 
satisfying the above equation. 
In particular, if s = 0, u is called classical (see also [9, Definition 7.21). 
3. On inverse problems for orthogonal polynomials 
In the previous section we have defined the moment linear functional associated with a 
classical MOPS by the distributional equation 
D(@) = N, with deg( 4) G 2, deg( $) = 1. 
In fact, this property characterizes such classical MOPS. If we take as a departure point this 
result, some useful characterizations for the classical MOPS are obtained (see [51). 
Proposition 3.1. Let (P,,) be an MOPS associated with the moment functional u. Then, (P,,) is 
classical if and only if 
$(x)P~(x) = a,*P,+,(x) + b,*P,(x) + czPn-(x), 
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where 4 is a polynomial with degree less than or equal to two and a:, b,*, c,* are real parameters, 
with c,* # 0 for each n. 
This result was established in [2] by means of a constructive proof for the parameters of the 
three-term recurrence relation. As a generalization, a semiclassical MOPS can be characterized 
by the so-called structure formula 
n+P 
where 4(x> is a fixed polynomial (see [7]). 
This suggests consideration of the following inverse problem. 
Given two MOPS (P,) and (R,), characterize the linear regular functionals u and v associated 
with them such that there exist nonnegative integers s and p and a polynomial C#J of degree p such 
that 
fl+p 
4(+;+,(4 = c Ankpk(x>, n 2s~ (3.1) 
k=n-s 
with A,,_, # 0 and the convention A,i = 0 if i < 0. For 0 < n <s, (3.1) is the usual decomposi- 
tion without the constraint. 
Let (a,) and (p,) be the dual bases associated to (P,) and (R,), respectively. Put 
D(4ao> = C aojPj9 
where 
j+p-1 
aoj = (D(~cx,), Rj> = -(a,, $RJ)= - C hj-l,k(ag> Pk)* 
k=j-s-l 
From (3.11, 
-Aj-l,O, l<j<s+l, aoj = 
0, otherwise. 
So, (3.2) becomes 
s+l 
D(+~o) = - C Aj-l,oPj* 
j=l 
Since 
pn 
(y?Z = (u, P,“) 
u and pj= 
(34 
P-3) 
we get 
(3 4 
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where +,,s+ 1 is a polynomial of degree s + 1, given by 
s+l 
rl, O,s+l = - C *j-l,0 (urL;) ) 
j=l 
with the assumption (u, 1) = 1. 
In the same way, if we consider D(+ai), we obtain 
where $,,s+2 is a polynomial of degree s + 2, given by 
s+2 
cc, l,s+Z = - C *j-l,1 tvp,li) * 
j=l 
From (3.5) and applying (3.41, we get 
Pl~O,s+l 4 
(u, p;) v + (u, p$ = +lJ+2v* 
(3.5) 
(3.6) 
This expression is of the form 
@I = ?Pst2v. (3.7) 
Differentiating this formula and applying (3.4) we get 
w?s+2”) = @O,s+l”. (3.8) 
Hence v is semiclassical of class at most s. Moreover, because of (3.71, u being a rational 
modification of v, u is also semiclassical (see [9]). 
In particular, if we set s = 0, from (3.8) we conclude that v is classical. Then, u is a rational 
modification of a classical functional (see [9]). 
Moreover, if we set u = v, it easily follows that D(c#w) = $o,s+l~; and then, u is semiclassical 
of class at most max(p - 2, s). 
Now we are interested in giving the explicit relation between u and v. Since 4 is fixed, from 
(3.7) it remains to find explicitly the polynomial Ps+2. 
The comparison between (3.3) and (3.4) leads to 
Hence, 
s+l 
$o,s+l(x) = - c 
j=l 
or 
+o,s+l(x) = - (+ ~(YE?lG~ Y,), (3.9) 
where K,‘O;l,‘(x y) represents the generalized kernel associated to v and uy means the action of 
u over the variable y for polynomials in two variables (x, y>. 
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In a similar way, if we start with (3.51, we get 
Rewrite (3.6) as 
4u 
i 
Qt4l,s+l 
(& pf) = h+2- (U’ Pl") “* i 
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(3.10) 
(3.11) 
Finally, inserting (3.9) and (3.10) in the right-hand side of (3.11), we conclude the proof of 
Proposition 1.1. 
Remarks 3.2. (I) If there exists a polynomial 4 of degree at most p and an integer s 2 0 such 
that relation (1.1) holds, where (P,) and CR,) are MOPSs, then the pair <<P,>, CR,)) is called 
s-compatible. So, we have seen that 
(2 if ((PJ, CR,)) is an s-compatible pair, then (P,) and (R,) are semiclassical MOPSs, and 
the regular functional associated with each of them is a rational modification of the regular 
functional associated to the other; 
(ii) in particular, the only families of MOPSs compatible with some classical ones (case s = 0) 
are the classical families or rational modifications of the classical ones. 
(II) This problem is motivated by [4]. An explicit representation for two measures in the 
positive definite case - such that (P,) and (R,) are the corresponding MOPSs - was 
obtained using Fourier transforms. We have shown that this result can be related through (3.8) 
to the solution of distributional differential equations. Apparently, such a question is generated 
as a generalization of semiclassical orthogonal polynomials. We point out that (P,) and (R,) 
are, in general, semiclassical families. 
(III) Using the above technique (as in the proof of (3.3)), we can deduce 
n+s+l 
D(4(y,) = - C hj-l,nPj* 
j=n-p+l 
From this formula we obtain a relation between the parameters of the recurrence relation 
satisfied by (P,) and (R,). This will be the subject of a next paper. 
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