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Abstract
A stochastic Forward-Backward algorithm with a constant step is studied. At each time
step, this algorithm involves an independent copy of a couple of random maximal monotone
operators. Defining a mean operator as a selection integral, the differential inclusion built
from the sum of the two mean operators is considered. As a first result, it is shown that the
interpolated process obtained from the iterates converges narrowly in the small step regime
to the solution of this differential inclusion. In order to control the long term behavior of the
iterates, a stability result is needed in addition. To this end, the sequence of the iterates is
seen as a homogeneous Feller Markov chain whose transition kernel is parameterized by the
algorithm step size. The cluster points of the Markov chains invariant measures in the small
step regime are invariant for the semiflow induced by the differential inclusion. Conclusions
regarding the long run behavior of the iterates for small steps are drawn. It is shown that
when the sum of the mean operators is demipositive, the probabilities that the iterates are
away from the set of zeros of this sum are small in Cesa`ro mean. The ergodic behavior of
these iterates is studied as well. Applications of the proposed algorithm are considered. In
particular, a detailed analysis of the random proximal gradient algorithm with constant step
is performed.
Keywords: Dynamical systems, Narrow convergence of stochastic processes, Random max-
imal monotone operators, Stochastic approximation with constant step, Stochastic Forward -
Backward algorithm, Stochastic proximal point algorithm.
47H05, 47N10, 62L20, 34A60.
1 Introduction
Given two maximal monotone operators A and B on the space E = RN , where B is single valued,
the Forward-Backward splitting algorithm is an iterative algorithm for finding a zero of the sum
operator A+ B. It reads
xn+1 = (I + γA)
−1(xn − γB(xn)) , (1)
where γ is a positive step. This algorithm consists in a forward step (I − γB)(xn) followed by a
backward step, where the resolvent (I + γA)−1 of A, known to be single valued as A is maximal
monotone, is applied to the output of the former. When B satisfies a so called cocoercivity
condition, and when the step γ is small enough, the convergence of the algorithm towards a
zero of A + B (provided it exists) is a well established fact [6, Ch. 25]. In the field of convex
optimization, this algorithm can be used to find a minimizer of the sum of two real functions
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F + G on E, where F is a convex function which is defined on the whole E and which has a
Lipschitz gradient, and where G is a convex, proper, and lower semi continuous (lsc) function. In
this case, the Forward-Backward algorithm is known as the proximal gradient algorithm, and is
written as xn+1 = proxγG(xn − γ∇F (xn)), where proxγG := (I + γ∂G)
−1 is Moreau’s proximity
operator of γG.
In this paper, we are interested in the situation where the operators A and B are replaced with
random maximal monotone operators. Denote as M the set of maximal monotone operators on
E, let A,B : Ξ → M be two functions from a measurable space (Ξ,G ) to M , and let (ξn) be a
sequence of independent and identically distributed (iid) random variables from some probability
space to (Ξ,G ) with the probability distribution µ. Assuming that B(s) is single-valued operator
defined on the whole E, we examine the stochastic version of the Forward-Backward algorithm
xn+1 = (I + γA(ξn+1))
−1(I − γB(ξn+1))xn , γ > 0 . (2)
Our aim is to study the dynamical behavior of this algorithm in the limit of the small steps γ,
where the effect of the noise due to the ξn will be smoothened.
To give an application example for this algorithm, let us consider again the minimization
problem of the sum F + G, and let us assume that these functions are unknown to the observer
(or difficult to compute), and are written as F (x) = Eξ1f(ξ1, x) and G(x) = Eξ1g(ξ1, x). When
the functions f and g are known with f(ξ1, ·) being convex differentiable, and g(ξ1, ·) being con-
vex, proper, and lsc, and when an iid sequence (ξn) is available, we can approximatively solve
the minimization problem of F + G by resorting to the stochastic proximal gradient algorithm
xn+1 = proxγg(ξn+1,·)(xn − γ∇xf(ξn+1, xn)). Similar algorithms has been studied in [12, 38] with
the additional assumption that the step size γ vanishes as n tends to infinity. The main asset
of such vanishing step size algorithms is that the iterates (with or without averaging) converge
almost surely as the iteration index goes to infinity. This paper focuses on the case where the step
size γ is fixed w.r.t. n. As we shall see below, convergence hold in a weaker sense in this case.
Loosely speaking, the iterates fluctuate in a small neighborhood of the set of sought solutions, but
do not converge in an almost sure sense as n→∞. Yet, constant step size algorithms have raised
a great deal of attention in the signal processing and machine learning literature ([21]). First,
they are known to reach a neighborhood of the solution in a fewer number of iterations than the
decreasing step algorithms. Second, they are in practice able to adapt to non stationary or slowly
changing environments, and thus track a possible changing set of solutions. This is particularly
helpful in adaptive signal processing for instance.
In order to study the dynamical behavior of (2), we introduce the operators
A =
∫
A(s)µ(ds) and B =
∫
B(s)µ(ds) ,
where the first integral is a set-valued integral, which is to be recognized as a selection integral [30].
Assuming that the monotone operator A + B is maximal, it is a standard fact of the monotone
operator theory that for any x0 in the domain of A+ B, the Differential Inclusion (DI)ß
x˙(t) ∈ −(A+ B)(x(t))
x(0) = x0
(3)
admits a unique absolutely continuous solution on R+ := [0,∞) [15, 3]. Let xγ(t) be the continuous
random process obtained by assuming that the iterates xn are distant apart by the time step γ,
and by interpolating linearly these iterates. Then, the first step of the approach undertaken in
this paper is to show that xγ shadows the solution of the DI for small γ, in the sense that it
converges narrowly to this solution as γ → 0 in the topology of convergence on the compact sets of
R+. The same idea is behind the so-called ODE method which is frequently used in the stochastic
approximation literature [7, 28].
The compact convergence alone is not enough to control the long term behavior of the iterates.
A stability result is needed. To that end, the second step of the approach is to view the sequence
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(xn) as a homogeneous Feller Markov chain whose transition kernel is parameterized by γ. In
this context, the aim is to show that the set of invariant measures for this kernel is non empty,
and that the family of invariant measures obtained for all γ belonging to some interval (0, γ0] is
tight. We shall obtain a general tightness criterion which will be made more explicit in a number
of situations of interest involving random maximal monotone operators.
The narrow convergence of xγ , together with the tightness of the Markov chain invariant
measures, lead to the invariance of the small γ cluster points of these invariant measures with
respect to the semiflow induced by the DI (3) (see [24, 23, 8] for similar contexts). Using these
results, it becomes possible to characterize the long run behavior of the iterates (xn). In particular,
the proximity of these iterates to the set of zeros Z(A+ B) of A+ B is of obvious interest. First,
we show that when the operator A+ B is demipositive [16], the probabilities that the iterates are
away from Z(A + B) are small in Cesa`ro mean. Whether A + B is demipositive or not, we can
also characterize the ergodic behavior of the algorithm, showing that when γ is small, the partial
sums n−1
∑n
1 xk stay close to Z(A+ B) with a high probability.
Stochastic approximations with differential inclusions were considered in [9] and in [22] from
the dynamical systems viewpoint. The case where the DI is defined by a maximal monotone
operator was studied in [11], [12], and [38]. Instances of the random proximal gradient algorithm
were treated in e.g., [1] or [37]. All these references dealt with the decreasing step case, which
requires quite different tools from the constant step case. This case is considered in [19] (see also
[18]), which relies on a Robbins-Siegmund like approach requiring summability assumptions on the
random errors. The constant step case is also dealt with in [39] and in [13] for generic differential
inclusions. In the present work, we follow the line of reasoning of our paper [13], noting that the
case where the DI is defined by a maximal monotone operator has many specificities. For instance,
a maximal monotone operator is not upper semi continuous in general, as it was assumed for the
differential inclusions studied in [39] and [13]. Another difference lies in the fact that we consider
here the case where the domains of the operators A(s) can be different. Finally, the tightness
criterion for the Markov chain invariant measures requires a quite specific treatment in the context
of the maximal monotone operators.
We close this paragraph by mentioning [10], where one of the studied stochastic proximal
gradient algorithms can be cast in the general framework of (2).
Paper organization. Section 2 introduces the main algorithm and recalls some known facts
about random monotone operators and their selection integrals. Section 3 provides our assump-
tions and states our main result about the long run behavior of the iterates. A brief sketch of
the proof is also provided for convenience, the detailed arguments being postponed to the end of
the paper. Section 4 provides some illustrations of our results in particular cases. The monotone
operators involved are assumed to be subdifferentials, hence covering the context of numerical
optimization. Our assumptions are discussed at length in this scenario. The case when the mono-
tone operators are linear maps is addressed as well. Section 5 analyzes the dynamical behavior of
the iterates. It is shown that the piecewise linear interpolation of the iterates converges narrowly,
uniformly on compact sets, to a solution to the DI. The result, which has its own interest, is the
first key argument to establish the main Theorem of Section 3. The second argument is provided
in Section 6, where we characterize the cluster points of the invariant mesures (indexed by the
step size) of the Markov chain formed by the iterates. The appendices A and B are devoted to
the proofs relative to Sections 4 and 5 respectively.
2 Background and problem statement
2.1 Basic facts on maximal monotone operators
We start by recalling some basic facts related with the maximal monotone operators on E and with
their associated differential inclusions. These facts will be used in the proofs without mention.
For more details, the reader is referred to the treatises [15], [3], or [6], or to the tutorial paper [32].
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Consider a set valued mapping A : E ⇒ E, i.e., for each x ∈ E, A(x) is a subset of E. The
domain and the graph of A are the respective subsets of E and E × E defined as dom(A) :=
{x ∈ E : A(x) 6= ∅}, and gr(A) := {(x, y) ∈ E × E : y ∈ A(x)}. The operator A is proper if
dom(A) 6= ∅. The operator A is said to be monotone if ∀x, x′ ∈ dom(A), ∀y ∈ A(x), ∀y′ ∈ A(x′), it
holds that 〈y − y′, x− x′〉 ≥ 0. A proper monotone operator A is said maximal if its graph gr(A)
is a maximal element in the inclusion ordering among graphs of monotone operators.
Denote by I the identity operator, and by A−1 the inverse of the operator A, defined by the
fact that (x, y) ∈ gr(A−1) ⇔ (y, x) ∈ gr(A). It is well known that A belongs to the set M
of the maximal monotone operators on E if and only if, for all γ > 0, the so called resolvent
operator Jγ := (I + γA)
−1 is a contraction defined on the whole space E (in particular, Jγ is
single valued). We also know that when A ∈ M , the closure cl(dom(A)) of dom(A) is convex,
and limγ→0 Jγ(x) = Πcl(dom(A))(x), where ΠS is the projector on the closed convex set S. It holds
that A(x) is closed and convex for all x ∈ dom(A). We can therefore put A0(x) = ΠA(x)(0), in
other words, A0(x) is the minimum norm element of A(x). Of importance is the so called Yosida
regularization of A for γ > 0, defined as the single-valued operator Aγ = (I−Jγ)/γ. This is a 1/γ-
Lipschitz operator on E that satisfies Aγ(x) → A0(x) and ‖Aγ(x)‖ ↑ ‖A0(x)‖ for all x ∈ dom(A).
One can also check that Aγ(x) ∈ A(Jγ(x)) for all x ∈ E.
A typical maximal monotone operator is the subdifferential ∂f of a function f ∈ Γ0, the
set of proper, convex, and lsc functions on E. In this case, the resolvent (I + γ∂f)−1 for
γ > 0 is the well known proximity operator of γf , and is denoted as proxγf . The Yosida
regularization of ∂f for γ > 0 coincides with the gradient of the so-called Moreau’s envelope
fγ(x) := minw(f(w) + ‖w − x‖2/(2γ)) of f .
2.2 Set valued integrals and random maximal monotone operators
Let (Ξ,G , µ) be a probability space where the σ-field G is µ-complete. For any Euclidean space
E, denote as B(E) the Borel field of E, and let F : Ξ⇒ E be a set valued function such that F (s)
is a closed set for each s ∈ Ξ. The function F is said measurable if {s : F (s) ∩H 6= ∅} ∈ G for
any set H ∈ B(E). An equivalent definition for the mesurability of F requires that the domain
dom(F ) := {s ∈ Ξ : F (s) 6= ∅} of F belongs to G , and that there exists a sequence of measurable
functions ϕn : dom(F )→ E such that F (s) = cl {ϕn(s)}n for all s ∈ dom(F ) [17, Chap. 3] [25].
Assume now that F is measurable and that µ(dom(F )) = 1. Given 1 ≤ p < ∞, let
Lp(Ξ,G , µ;E) be the Banach space of the G -measurable functions ϕ : Ξ→ E such that
∫
‖ϕ‖pdµ <
∞, and let
S
p
F := {ϕ ∈ L
p(Ξ,G , µ;E) : ϕ(s) ∈ F (s) µ− a.e.} .
If S1F 6= ∅, the function F is said integrable. The selection integral [30] of F is the set∫
Fdµ := cl
ß∫
Ξ
ϕdµ : ϕ ∈ S1F
™
.
Now, consider a function A : Ξ → M . By the maximality of A(s), the graph gr(A(s)) of A(s) is
a closed subset of E × E [15]. For any γ > 0, denote by Jγ(s, ·) := (I + γA(s))−1(·) the resolvent
of A(s). Assume that the function s 7→ gr(A(s)) is measurable as a closed set-valued Ξ⇒ E × E
function. As shown in [2, Ch. 2], this is equivalent to saying that the function s 7→ Jγ(s, x) is
measurable from Ξ to E for any γ > 0 and any x ∈ E. Observe that since Jγ(s, x) is measurable
in s and continuous in x (being non expansive), Jγ : Ξ×E → E is G ⊗B(E)/B(E) measurable by
Carathe´odory’s theorem. Denoting by D(s) the domain of A(s), the measurability of s 7→ gr(A(s))
implies that the set-valued function s 7→ cl(D(s)) is measurable, which implies that the function
s 7→ d(x,D(s)) is measurable for each x ∈ E, where d(x, S) is the distance between the point
x and the set S. Denoting as A(s, x) the image of x by the operator A(s), the measurability of
the set valued function s 7→ A(s, x) for each x ∈ E is another consequence of the measurability
of s 7→ gr(A(s)). In particular, the function s 7→ A0(s, x) is measurable for each x ∈ E, where
A0(s, x) := ΠA(s,x)(0).
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The essential intersection D of the domains D(s) is defined as [27]
D :=
⋃
G∈G :µ(G)=0
⋂
s∈Ξ\G
D(s) ,
in other words, x ∈ D ⇔ µ({s : x ∈ D(s)}) = 1. Let us assume that D 6= ∅, and that the
set-valued mapping A(·, x) is integrable for each x ∈ D. For all x ∈ D, we can define
A(x) :=
∫
Ξ
A(s, x)µ(ds) .
One can immediately see that the operator A : D ⇒ E so defined is a monotone operator.
2.3 Differential inclusion involving maximal monotone operators
We now turn to the differential inclusions induced by maximal monotone operators. Given A ∈ M
and x0 ∈ dom(A), the DI x˙(t) ∈ −A(x(t)) on R+ with x(0) = x0 has a unique solution, i.e., a
unique absolutely continuous mapping x : R+ → E such that x(0) = x0, and x˙(t) ∈ −A(x(t)) for
almost all t > 0.
Consider the map Φ : dom(A) × R+ → dom(A), (x0, t) 7→ x(t) where x(t) is the DI solution
with initial value x0. Then, Φ satisfies ‖Φ(x, t) − Φ(y, t)‖ ≤ ‖x − y‖ for all t ≥ 0 and all x, y ∈
dom(A). Since E is complete, Φ can be extended to a map from cl(dom(A))×R+ to cl(dom(A)).
This extension that we still denote as Φ is a semiflow on cl(dom(A)) × R+, being a continuous
cl(dom(A)) × R+ → cl(dom(A)) function satisfying Φ(·, 0) = I, and Φ(x, t+ s) = Φ(Φ(x, s), t) for
each x ∈ cl(dom(A)), and t, s ≥ 0.
The set of zeros Z(A) := {x ∈ dom(A) : 0 ∈ A(x)} of A is a closed convex set which coincides
with the set of equilibrium points {x ∈ cl(dom(A)) : ∀t ≥ 0,Φ(x, t) = x} of Φ. The trajecto-
ries Φ(x, ·) of the semiflow do not necessarily converge to Z(A) (see [32] for a counterexample).
However, the ergodic theorem for the semiflows generated by the elements of M states that if
Z(A) 6= ∅, then for each x ∈ cl(dom(A)), the averaged function
Φ : cl(dom(A))× R+ −→ cl(dom(A))
(x, t) 7−→
1
t
∫ t
0
Φ(x, s) ds
(with Φ(·, 0) = Φ(·, 0)), converges to an element of Z(A) as t → ∞. The convergence of the
trajectories of the semiflow itself to an element of Z(A) is ensured when A is demipositive [16].
An operator A ∈ M is said demipositive if there exists w ∈ Z(A) such that for every sequence
((un, vn) ∈ gr(A)) such that (un) converges to u, and such that (vn) is bounded,
〈un − w, vn〉 −−−−→
n→∞
0 ⇒ u ∈ Z(A).
Under this condition and if Z(A) 6= ∅, then for all x ∈ cl(dom(A)), Φ(x, t) converges as t→∞ to
an element of Z(A).
We recall some of the most important notions related with the dynamical behavior of the
semiflow Φ. Denote as M(E) the space of probability measures on E equipped with its Borel
σ-field B(E). An element pi ∈ M(E) is called an invariant measure for Φ if pi = piΦ(·, t)−1 for
every t > 0. The set of invariant measures for Φ will be denoted I(Φ). The limit set of the
trajectory Φ(x, ·) of the semiflow Φ starting at x is the set
LΦ(x,·) :=
⋂
t≥0
cl (Φ(x, [t,∞)))
of the limits of the convergent subsequences (Φ(x, tk))k as tk →∞. A point x ∈ cl(domA) is said
recurrent if x ∈ LΦ(x,·). The Birkhoff center BCΦ of Φ is
BCΦ := cl {x ∈ cl(domA) : x ∈ LΦ(x,·)} ,
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i.e., the closure of the set of recurrent points of Φ. The celebrated Poincare´’s recurrence theorem
[20, Th. II.6.4 and Cor. II.6.5] says that the support of any pi ∈ I(Φ) is a subset of BCΦ.
Proposition 2.1. Assume that Z(A) 6= ∅, and let pi ∈ I(Φ). If A is demipositive, then supp(pi) ⊂
Z(A). If pi has a first moment, then, whether A is demipositive or not,∫
xpi(dx) ∈ Z(A) .
Proof. When A is demipositive, Z(A) coincides straightforwardly with BCΦ, and the first inclusion
follows from Poincare´’s recurrence theorem.
To show the second result, we start by proving that {Φ(·, t) : t > 0} is uniformly inte-
grable as a family of random variables in (E,B(E), pi). Let ε > 0. Since the family {Φ(·, t) :
t ≥ 0} is identically distributed, it is uniformly integrable, thus, there exists ηε > 0 such that
supt
∫
S
‖Φ(x, t)‖ pi(dx) ≤ ε for all S ∈ B(E) satisfying pi(S) ≤ ηε. By Tonelli’s theorem,
sup
t>0
∫
S
‖Φ(x, t)‖ pi(dx) ≤ sup
t>0
1
t
∫ t
0
∫
S
‖Φ(x, s)‖ pi(dx)ds ≤ ε ,
which shows that, indeed, {Φ(·, t) : t > 0} is uniformly integrable [31, Prop. II-5-2]. By the ergodic
theorem for semiflows generated by elements of M , there exists a function f : cl(domA)→ Z(A)
such that Φ(·, t)→ f as t→∞. Since∫
xpi(dx) =
∫
Φ(x, t)pi(dx) for all t ≥ 0 ,
we can make t→∞ and use the uniform integrability of {Φ(·, t) : t > 0} to obtain that
∫
‖f‖ dpi <
∞, and
∫
xpi(dx) =
∫
f(x)pi(dx). The result follows from the closed convexity of Z(A).
2.4 Presentation of the stochastic Forward-Backward algorithm
Let B : Ξ × E → E be a mapping such that B(·, x) is G -measurable for all x ∈ E, and B(s, ·) is
continuous and monotone (seen as a single-valued operator) on E. By Carathe´odory’s theorem, B
is G ⊗B(E)-measurable. Furthermore, since B(s, ·) is continuous on E, this monotone operator
is maximal [15, Prop. 2.4]. We also assume that the mapping B(·, x) : Ξ→ E is integrable for all
x ∈ E, and we set B(x) :=
∫
B(s, x)µ(ds). Note that domB = E.
Let (ξn) be an i.i.d. sequence of random variables from a probability space (Ω,F ,P) to (Ξ,G )
with the distribution µ. Let x0 be a E-valued random variable with probability law ν, and assume
that x0 and (ξn) are independent. Starting from x0, our purpose is to study the behavior of the
iterates
xn+1 = Jγ(ξn+1, xn − γB(ξn+1, xn)), n ∈ N , (4)
for a given γ > 0, where we recall the notation Jγ(s, ·) := (I + γA(s))−1(·) for every s ∈ Ξ.
In the deterministic case where the functions A(s, ·) and B(s, ·) are replaced with determin-
istic maximal monotone operators A(·) and B(·), with B still being assumed single-valued with
dom(B) = E, the algorithm coincides with the well-known Forward-Backward algorithm (1). As-
suming that B is so-called cocoercive and that γ is not too large, the iterates given by (1) are
known to converge to an element of Z(A+B), provided this set is not empty [6, Th. 25.8]. In the
stochastic case who is of interest here, this convergence does not hold in general. Nonetheless, we
shall show below that in the long run, the probability that the iterates or their empirical means
stay away of Z(A+ B) is small when γ is close to zero.
3 Assumptions and main results
We first observe that the process (xn) described by Eq. (4) is a homogeneous Markov chain whose
transition kernel Pγ is defined by the identity
Pγ(x, f) =
∫
f(Jγ(s, x− γB(s, x)))µ(ds) , (5)
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valid for each measurable and positive function f . The kernel Pγ and the initial measure ν deter-
mine completely the probability distribution of the process (xn), seen as a (Ω,F )→ (EN,B(E)⊗N)
random variable. We shall denote this probability distribution on (EN,B(E)⊗N) as Pν,γ . We de-
note by Eν,γ the corresponding expectation. When ν = δa for some a ∈ E, we shall prefer the
notations Pa,γ and Ea,γ to Pδa,γ and Eδa,γ . From nom on, (xn) will denote the canonical process
on the canonical space (EN,B(E)⊗N).
We denote as Fn the sub-σ-field of F generated by the family {x0, {ξ
γ
k : 1 ≤ k ≤ n}}, and we
write En[·] = E[· |Fn] for n ∈ N.
In the remainder of the paper, C will always denote a positive constant that does not depend
on the time n nor on γ. This constant may change from a line of calculation to another. In all our
derivations, γ will lie in the interval (0, γ0] where γ0 is a fixed constant which is chosen as small
as needed.
3.1 Assumptions
Assumption 3.1. For every compact set K ⊂ E, there exists ε > 0 such that
sup
x∈K∩D
∫
‖A0(s, x)‖
1+ε µ(ds) <∞.
Assumption 3.2. The monotone operator A is maximal.
Assumption 3.3. For every compact set K ⊂ E, there exists ε > 0 such that
sup
x∈K
∫
‖B(s, x)‖1+ε µ(ds) <∞ .
The next assumption will mainly lead to the tightness of the invariant measures mentioned in
the introduction.
We know that a point x⋆ is an element of Z(A + B) if there exists ϕ ∈ S1A(·,x⋆) such that∫
ϕ(s)µ(ds)+
∫
B(s, x⋆)µ(ds) = 0. When B(·, x⋆) ∈ L2(Ξ,G , µ;E), and when the above function
ϕ can be chosen in L2(Ξ,G , µ;E), we say that such a zero admits a L2 representation (ϕ,B). In
this case, we define
ψγ(x) :=
∫ {
〈Aγ(s, x− γB(s, x))− ϕ(s), Jγ(s, x− γB(s, x)) − x⋆〉
+ 〈B(s, x)−B(s, x⋆), x− x⋆〉
}
µ(ds)
+ γ
∫
‖Aγ(s, x− γB(s, x))‖
2µ(ds)− 6γ
∫
‖B(s, x)−B(s, x⋆)‖
2µ(ds) , (6)
where
Aγ(s, x) :=
x− Jγ(s, x)
γ
is the Yosida regularization of A(s, x) for γ > 0.
Assumption 3.4. There exists x⋆ ∈ Z(A+B) admitting a L2 representation (ϕ,B). The function
Ψ(x) := infγ∈(0,γ0] ψγ(x) satisfies one of the following properties:
(a) lim inf
‖x‖→∞
Ψ(x)
‖x‖
> 0.
(b)
Ψ(x)
‖x‖
−−−−−→
‖x‖→∞
∞.
(c) lim inf
‖x‖→∞
Ψ(x)
‖x‖2
> 0.
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Let us comment these assumptions.
Assumptions 3.1 and 3.3 are moment assumptions on A0(s, x) and B(s, x) that are usually
easy to check. Assumption 3.1 implies that for every x ∈ D, A0( . , x) is integrable. Therefore,
A( . , x) is integrable. This implies that the domain of the selection integral A coincides with D.
Conditions where Assumption 3.2 are satisfied can be found in [15, Chap. II.6] in the case where
µ has a finite support, and in [12, Prop. 3.1] in other cases. When A(s) is the subdifferential of
a function g(s, ·) belonging to Γ0, the maximality of A is established if we can exchange the
expectation of g(ξ1, x) w.r.t. ξ1 with the subdifferentiation w.r.t. x, in which case A would be
equal to ∂G, where G(x) =
∫
g(s, x)µ(ds). This problem is dealt with in [40] (see also Sec. 4.1
below).
The first role of Assumption 3.4 is to ensure the tightness of the invariant measures of the
kernels Pγ , as mentioned in the introduction. Beyond the tightness, this assumption controls the
asymptotic behavior of functionals of the iterates with a prescribed growth condition at infinity.
Assumption 3.4 will be specified and commented at length in Section 4.
Regarding the domains of the operatorsA(s), two cases will be considered, according to whether
these domains vary with s or not. We shall name these two cases the “common domain” case
and the “different domains” case respectively. In the common domain case, our assumption is
therefore:
Assumption 3.5 (Common domain case). The set-valued function s 7→ D(s) is µ-almost every-
where constant.
In the common domain case, Assumptions 3.1–3.4 will be sufficient to state our results, whereas
in the different domains case, three supplementary assumptions will be needed:
Assumption 3.6 (Different domains case). ∀x ∈ E,
∫
d(x,D(s))2 µ(ds) ≥ Cd(x)2, where d(·)
is the distance function to D.
Assumption 3.7 (Different domains case). For every compact set K ⊂ E, there exists ε > 0 such
that
sup
γ∈(0,γ0],x∈K
1
γ1+ε
∫
‖Jγ(s, x)−Πcl(D(s))(x)‖
1+ε µ(ds) <∞ .
Assumption 3.8 (Different domains case). For all γ ∈ (0, γ0] and all x ∈ E,
∫ Å
‖Jγ(s, x)−Πcl(D(s))(x)‖
γ
+ ‖B(s, x)‖
ã
µ(ds) ≤ C(1 + ψγ(x)) .
Assumption 3.6 is rather mild, and is easy to illustrate in the case where µ is a finite sum
of Dirac measures. Following [5], we say that a finite collection of closed and convex subsets
{C1, . . . , Cm} over E is linearly regular if there exists κ > 0 such that for every x,
max
i=1...m
d(x, Ci) ≥ κd(x, C), where C =
m⋂
i=1
Ci ,
and where implicitly C 6= ∅. Sufficient conditions for a collection of sets to satisfy the above
condition can be found in [5] and the references therein.
We know that when γ → 0, Jγ(s, x) converges to Πcl(D(s))(x) for each (s, x). Assumptions 3.7
and 3.8 add controls on the convergence rate. The instantiations of these assumptions in the case
of the stochastic proximal gradient algorithm will be provided in Section 4.1 below.
3.2 Main result
Lemma 3.1. Let Assumptions 3.2 and 3.3 hold true. Then, the monotone operator A + B is
maximal.
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Proof. Assumption 3.3 implies that the monotone operator B is continuous on E. Therefore, B is
maximal [15, Prop. 2.4]. The maximality of A+B follows, since A is maximal by Assumption 3.2,
and B has a full domain [15, Cor. 2.7].
Note that dom(A+B) = D. In the remainder of the paper, we denote as Φ : cl(D)×R+ → cl(D)
the semiflow produced by the DI x˙(t) ∈ −(A + B)(x(t)). Recall that I(Φ) is the set of invariant
measures for the semiflow Φ.
We also write
x¯n :=
1
n+ 1
n∑
k=0
xk .
We now state our main theorem.
Theorem 3.2. Let Assumptions 3.1, 3.2, 3.3, and 3.4–(a) be satisfied. Moreover, assume that
either Assumption 3.5 or Assumptions 3.6–3.8 are satisfied.
Then, I(Φ) 6= ∅. Let ν ∈M(E) be with a finite second moment, and let U :=
⋃
π∈I(Φ) supp(pi).
Then, for all ε > 0,
lim sup
n→∞
1
n+ 1
n∑
k=0
P
ν,γ(d(xk,U) > ε) −−−→
γ→0
0 . (7)
In particular, if the operator A+ B is demipositive, then
lim sup
n→∞
1
n+ 1
n∑
k=0
P
ν,γ (d(xk, Z(A+ B)) > ε) −−−→
γ→0
0 . (8)
Moreover, the set {pi ∈ I(Φ) : pi(Ψ) < ∞} is not empty. Let N ′ ∈ N∗, and let f : E → RN
′
be
continuous. Assume that there exists M ≥ 0 and ϕ : RN
′
→ R+ such that lim‖a‖→∞ ϕ(a)/‖a‖ =
∞, and
∀a ∈ E, ϕ(f(a)) ≤M(1 + Ψ(a)) .
Then, for all n ∈ N, γ ∈ (0, γ0], the r.v.
Fn :=
1
n+ 1
n∑
k=0
f(xk)
is P-integrable, and satisfies for all ε > 0,
lim sup
n→∞
P
ν,γ (d (Fn,Sf ) ≥ ε) −−−→
γ→0
0 , (9)
lim sup
n→∞
d (Eν,γ(Fn),Sf ) −−−→
γ→0
0 . (10)
where Sf := {pi(f) : pi ∈ I(Φ)}. In particular, if f(x) = x, and if Assumption 3.4–(b) is satisfied,
then
lim sup
n→∞
P
ν,γ (d (x¯n, Z(A+ B)) ≥ ε) −−−→
γ→0
0 , (11)
lim sup
n→∞
d (Eν,γ(x¯n), Z(A+ B)) −−−→
γ→0
0 . (12)
By Lem. 3.1 and Prop. 2.1, the convergences (8), (11), and (12) are the consequences of (7),
(9), and (10) respectively. We need to prove the latter.
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3.3 Proof technique
We first observe that the Markov kernels Pγ are Feller, i.e., they take the set Cb(E) of the real,
continuous, and bounded functions on E to Cb(E). Indeed, for each f ∈ Cb(E), Eq. (5) shows
that Pγ(·, f) ∈ Cb(E) by the continuity of Jγ(s, ·) and B(s, ·), and by dominated convergence.
For each γ > 0, we denote as
I(Pγ) := {pi ∈M(E) : pi = piPγ}
the set of invariant probability measures of Pγ . Define the family of kernels P := {Pγ}γ∈(0,γ0],
and let
I(P) :=
⋃
γ∈(0,γ0]
I(Pγ)
be the set of distributions pi such that pi = piPγ for at least one Pγ with γ ∈ (0, γ0].
The following proposition, which is valid for Feller Markov kernels, has been proven in [13] in
the more general context of set-valued differential inclusions.
Proposition 3.3. Let V : E → [0,+∞) and Q : E → [0,+∞) be measurable. Assume that
Q(x)→∞ as ‖x‖ → ∞. Assume that for each γ ∈ (0, γ0],
Pγ(x, V ) ≤ V (x)− α(γ)Q(x) + β(γ) , (13)
where α : (0, γ0] → (0,+∞) and β : (0, γ0] → R satisfy supγ∈(0,γ0]
β(γ)
α(γ) < ∞. Then, the family
I(P) is tight. Moreover, supπ∈I(P) pi(Q) <∞.
Assume moreover that, as γ → 0, any cluster point of I(P) is an element of I(Φ). In particular,
{pi ∈ I(Φ) : pi(Q) <∞} is not empty. Let ν ∈ M(E) s.t. ν(V ) <∞. Let U :=
⋃
π∈I(Φ) supp(pi).
Then, for all ε > 0,
lim sup
n→∞
1
n+ 1
n∑
k=0
P
ν,γ(d(xk,U) > ε) −−−→
γ→0
0 .
Let N ′ ∈ N∗ and f : E → RN
′
be continuous. Assume that there exists M ≥ 0 and ϕ : RN
′
→ R+
such that lim‖a‖→∞ ϕ(a)/‖a‖ =∞ and
∀a ∈ E, ϕ(f(a)) ≤M(1 +Q(a)) .
Then, for all n ∈ N, γ ∈ (0, γ0], the r.v.
Fn :=
1
n+ 1
n∑
k=0
f(xk)
is Pν,γ-integrable, and satisfies for all ε > 0,
lim sup
n→∞
d (Eν,γ(Fn) ,Sf ) −−−→
γ→0
0 , and lim sup
n→∞
P
ν,γ (d (Fn ,Sf ) ≥ ε) −−−→
γ→0
0 ,
where Sf := {pi(f) : pi ∈ I(Φ)}.
Proof. Assume that Eq. (13) holds. By [13, Prop. 6.7], I(P) is tight and supπ∈I(P) pi(Q) < ∞,
which proves the first point. Assume moreover that, as γ → 0, any cluster point of I(P) is an
element of I(Φ). By the tightness of I(P) and the Prokhorov theorem, such a cluster point pi
exists, and satisfies pi(Q) < ∞ by the first point just shown. The rest of the proof follows [13,
Section 6.4] word-for-word.
In order to prove Th. 3.2, it is enough to show that the assumptions of Prop. 3.3 are satisfied.
Namely, we need to establish (13) and to show that the cluster points of I(P) as γ → 0 are
elements of I(Φ).
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In Sec. 5, we show that the linearly interpolated process constructed from the sequence (xn)
converges narrowly as γ → 0 to a DI solution in the topology of uniform convergence on compact
sets. The main result of this section is Th. 5.1, which has its own interest. To prove this theorem,
we establish the tightness of the linearly interpolated process (Lem. 5.3), then we show that the
limit points coincide with the DI solution (Lem. 5.4–5.8). In Sec. 6, we start by establishing the
inequality (13), which is shown in Lem. 6.1 with Q(x) = Ψ(x). Using the tightness of I(P) in
conjunction with Th. 5.1, Lem 6.2 shows that the cluster points of I(P) are elements of I(Φ).
In the different domains case, this lemma requires that the invariant measures of Pγ put most of
their weights in a thickening of the domain D of order γ. This fact is established by Lem. 6.3.
4 Case studies - Tightness of the invariant measures
Before proving the main results, we first address three important cases: the case of the random
proximal gradient algorithm, the case where A(s) is an affine monotone operator and B(s) = 0, and
the case whereD is bounded. The main problem is to ensure that one of the cases of Assumption 3.4
is verified. We close the section with a general condition ensuring that Assumption 3.4–(a) is
verified. The proofs are postponed to Appendix A.
4.1 A random proximal gradient algorithm
Let (Σ,A , ζ) be a probability space, where A is ζ-complete. Denoting as epi the epigraph of
a function, a function h : Σ × E → (−∞,∞] is called a convex normal integrand [34] if the
set-valued mapping s 7→ epih(s, ·) is closed-valued and measurable, and if h(s, ·) is convex. To
simplify the presentation, we furthermore assume that h is finite everywhere, noting that the
results can be extended to the case where h can take the value ∞. Observe that the set-valued
function s 7→ ∂h(s, ·) is a measurable Σ → M function in the sense of Section 2.2 [2] (in all
what follows, the subdifferential or the gradient of a function in (s, x) will be meant to be taken
w.r.t. x). Assume that
∫
|h(s, x)|ζ(ds) < ∞ for all x ∈ E, and consider the convex function
H(x) :=
∫
h(s, x) ζ(ds) defined on E. By e.g., [36, page 179], ∂H(x) =
∫
∂h(s, x) ζ(ds).
Let f : Σ × E → R be such that f(·, x) is A -measurable for all x ∈ E, and f(s, ·) is convex
and continuously differentiable for all s ∈ Σ. Moreover, assume that
∫
|f(s, x)| ζ(ds) < ∞ for all
x ∈ E, and define the function F (x) :=
∫
f(s, x) ζ(ds) on E. This function is differentiable with
∇F (x) =
∫
∇f(s, x) ζ(ds).
Finally, given m ∈ N∗, let {C1, . . . , Cm} be a collection of closed and convex subsets of E. We
assume that
⋂m
i=1 ri(Ci) 6= ∅, where ri is the relative interior of a set.
Our purpose is to approximatively solve the optimization problem
min
x∈C
F (x) +H(x), C :=
m⋂
i=1
Ci (14)
whether the minimum is attained. Let (un) be an iid sequence on Σ with the probability measure
ζ. Let (In) be an iid sequence on {0, 1, . . . ,m} with the probability measure α such that α(k) =
P(I1 = k) > 0 for each k. Assume that (In) and (un) are independent. In order to solve the
problem (14), we consider the iterates
xn+1 =
®
proxα(0)−1γh(un+1,·)(xn − γ∇f(un+1, xn)) if In+1 = 0,
ΠCIn+1 (xn − γ∇f(un+1, xn)) otherwise,
(15)
for γ > 0. This problem can be cast in the general framework of the stochastic proximal gradient
algorithm presented in the introduction. On the space Ξ := Σ×{0, . . . ,m}, define the iid random
variables ξn := (un, In) with the measure µ := ζ ⊗α. Denoting as ιS the indicator function of the
set S, let g : Ξ× E → (−∞,∞] be defined as
g(s, x) :=
ß
α(0)−1h(u, x) if i = 0,
ιCi(x) otherwise,
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where s = (u, i). Then, Problem (14) is equivalent to minimizing the sum F (x) +G(x), where
G(x) :=
∫
g(s, x)µ(ds) =
m∑
k=1
ιCk(x) +H(x) .
It is furthermore clear that the algorithm (15) is the instance of the general algorithm (4) that
corresponds to A(s) = ∂g(s, ·) and B(s) = ∇f(u, ·) for s = (u, i). With our assumptions, the
qualification conditions hold, and the three sets argmin(F + G), Z(∂G + ∇F ), and Z(A + B)
coincide.
Before going further, we recall some well known facts regarding the coercive functions belonging
to Γ0. A function q ∈ Γ0 is said coercive if lim‖x‖→∞ q(x) = ∞. It is said supercoercive if
lim‖x‖→∞ q(x)/‖x‖ =∞. The three following conditions are equivalent: i) q is coercive, ii) there
exists a ∈ R such that the level set lev≤a q is non empty and compact, iii) lim inf‖x‖→∞ q(x)/‖x‖ >
0 (see e.g., [6, Prop. 11.11 and 11.12] and [14, Prop. 1.1.5]).
The main result of this paragraph is the following:
Proposition 4.1. Let the following hypotheses hold true:
H1 There exists x⋆ ∈ Z(∂G+∇F ) admitting a L2 representation (ϕ((u, i)),∇f(u, x⋆)).
H2 There exists c > 0 s.t. for every x ∈ E,
∫
〈∇f(s, x)−∇f(s, x⋆), x− x⋆〉 ζ(ds) ≥ c
∫
‖f(s, x)− f(s, x⋆)‖
2 ζ(ds).
H3 The function F +G satisfies one of the following properties:
(a) F +G is coercive.
(b) F +G is supercoercive.
Then, Assumption 3.4–(a) (resp., Assumption 3.4–(b)) holds true if Hypothesis H3–(a) (resp.,
Hypothesis H3–(b)) holds true.
Let us comment these hypotheses. A light condition ensuring the truth of Hypothesis H1 is
provided by the following lemma.
Lemma 4.2. Assume that there exists x⋆ ∈ Z(∂G + ∇F ) satisfying the two following condi-
tions:
∫
‖∇f(u, x⋆)‖2 ζ(du) < ∞, and there exists an open neighborhood N of x⋆ such that∫
h(u, x)2 ζ(du) <∞ for all x ∈ N . Then, Hypothesis H1 is verified.
We now turn to Hypothesis H2. When studying the deterministic Forward-Backward algorithm
(1), it is standard to assume that B is cocoercive, in other words, that there exists a constant
L > 0 such that 〈B(x) − B(y), x − y〉 ≥ L‖B(x) − B(y)‖2 [6, Th. 25.8]. A classical case where
this is satisfied is the case where B is the gradient of a convex differentiable function having a
1/L-Lipschitz continuous gradient, as is shown by the Baillon-Haddad theorem [6, Cor. 18.16].
In our case, if we assume that there exists a nonnegative measurable function β(s) such that
‖∇f(s, x)−∇f(s, x′)‖ ≤ β(s)‖x− x′‖, then by the Baillon-Haddad theorem,
〈∇f(s, x)−∇f(s, x′), x− x′〉 ≥
1
β(s)
‖∇f(s, x)−∇f(s, x′)‖2 .
Thus, one obvious case where Hypothesis H2 is satisfied is the case where β(s) is bounded.
Using proposition 4.1, we can now obtain the following corollary to Th. 3.2.
Corollary 4.3. Let Hypotheses H1–H3 hold true. Assume in addition the following hypotheses:
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C1 For every compact set K ⊂ E, there exists ε > 0 such that
sup
x∈K∩C
∫
‖∂h0(u, x)‖
1+ε ζ(du) <∞,
where ∂h0(u, ·) is the least norm element of ∂h(u, ·).
C2 For every compact set K ⊂ E, there exists ε > 0 such that
sup
x∈K
∫
‖∇f(u, x)‖1+ε ζ(du) <∞ .
C3 The sets C1, . . . , Cm are linearly regular.
C4 For all γ ∈ (0, γ0] and all x ∈ E,
∫
(‖∇hγ(u, x)‖ + ‖∇f(u, x)‖) ζ(du) ≤ C(1 + |F (x) +Hγ(x)|) ,
where hγ(u, ·) is the Moreau envelope of h(u, ·).
Then, for each probability measure ν having a finite second moment,
lim sup
n→∞
1
n+ 1
n∑
k=0
P
ν,γ (d(xk, argmin(F +G)) > ε) −−−→
γ→0
0 .
Moreover, if Hypothesis H3–(b) is satisfied, then
lim sup
n→∞
P
ν,γ (d (x¯n, argmin(F +G)) ≥ ε) −−−→
γ→0
0, and
lim sup
n→∞
d (Eν,γ(x¯n), argmin(F +G)) −−−→
γ→0
0 .
Proof. With the hypotheses H1–H3 and C1–C4, one can check that the assumptions 3.1–3.8 are
verified. Note that ∂G+∇F is a demipositive operator, being the subdifferential of a Γ0 function
having a minimizer [16]. The results of the corollary follow from those of Th. 3.2.
4.2 The case where A(s) is affine
In all the remainder of this section, we shall focus on the validity of Assumption 3.4. We assume
that B = 0, and that
A(s, x) = H(s)x+ d(s),
where H : Ξ → RN×N and d : Ξ → E are two G -measurable functions. It is easily seen that the
linear operator A(s) is monotone if and only if H(s) +H(s)T ≥ 0 in the semidefinite ordering of
matrices, a condition that we shall assume in this subsection. Moreover, assuming that
∫
(‖H(s)‖2 + ‖d(s)‖2)µ(ds) <∞,
the operator
A(x) =
(∫
H(s)µ(ds)
)
x+
∫
d(s)µ(ds) := Hx+ d
exists and is a maximal monotone operator with the domain E. When d belongs to the image of
H, Z(A) 6= ∅, and every x⋆ ∈ Z(A) has a unique L2 representation (ϕ(s) = H(s)x⋆ + d(s), 0).
We have the following proposition:
Proposition 4.4. If H +HT > 0, then H is invertible, Z(A) = {x⋆} with x⋆ = −H
−1
d, and
and Assumption 3.4–(c) is verified.
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4.3 The case where the domain D is bounded
Proposition 4.5. Let the following hypotheses hold true:
H1 The domain D is bounded.
H2 There exists a constant C > 0 such that
∀x ∈ E,
∫
d(s, x)2 µ(ds) ≥ Cd(x)2.
H3 There exists x⋆ ∈ Z(A+ B) admitting a L2 representation.
H4 There exists c > 0 s.t. for every x ∈ E, For all γ small enough,
∫
〈B(s, x) −B(s, x⋆), x− x⋆〉µ(ds) ≥ c
∫
‖B(s, x)−B(s, x⋆)‖
2 µ(ds) .
Then, Assumption 3.4–(c) is satisfied.
4.4 A case where Assumption 3.4–(a) is valid
We close this section by providing a general condition that guarantees the validity of Assump-
tion 3.4–(a). For simplicity, we focus on the case where B(s) = 0, noting that the result can
be easily extended to the case where B(s) 6= 0 when a cocoercivity hypothesis of the type of
Prop. 4.5–H4 is satisfied.
We denote by S(ρ, d) the sphere of E with center ρ and radius d. We also denote by intS the
interior of a set S.
Proposition 4.6. Assume that B(s) = 0, and that there exists x⋆ ∈ Z(A) ∩ intD admitting a
L2 representation ϕ ∈ S2A(·,x⋆). Assume that there exists a set Σ ∈ G such that D ⊂ ∩s∈ΣD(s),
µ(Σ) > 0, and such that for all s ∈ Σ, there exists δ(s) > 0 satisfying S(ϕ(s), δ(s)) ⊂ intD, and
∀x ∈ S(ϕ(s), δ(s)), inf
y∈A(s,x)
〈y − ϕ(s), x− x⋆〉 > 0.
Then, Assumption 3.4–(a) is satisfied.
Note that the inf in the statement of this proposition is attained, as is revealed by the proof.
5 Narrow convergence towards the DI solutions
5.1 Main result
The set C(R+, E) of continuous functions from R+ to E is equipped with the topology of uniform
convergence on the compact intervals, who is known to be compatible with the distance d defined
as
d(x, y) :=
∑
n∈N∗
2−n
Ç
1 ∧ sup
t∈[0,n]
‖x(t)− y(t)‖
å
.
For every γ > 0, we introduce the measurable map Xγ : (E
N,B(E)⊗N)→ (C(R+, E),B(C(R+, E))),
defined for every x = (xn : n ∈ N) in EN as
Xγ(x) : t 7→ x⌊ t
γ
⌋ + (t/γ − ⌊t/γ⌋)(x⌊ t
γ
⌋+1 − x⌊ t
γ
⌋) .
This map will be referred to as the linearly interpolated process. When x = (xn) is the process
with the probability measure Pν,γ defined above, the distribution of the r.v. Xγ is P
ν,γX−1γ . If S is
a subset of E and ε > 0, we denote by Sε := {a ∈ E : d(a, S) < ε} the ε-neighborhood of S. The
aim of the present section is to establish the following result:
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Theorem 5.1. Let Assumptions 3.1–3.3 hold true. Let either Assumption 3.5 or Assumptions 3.6-
3.7 hold true. Then, for every η > 0, for every compact set K ⊂ E s.t. K ∩ D 6= ∅,
∀M ≥ 0, sup
a∈K∩DγM
P
a,γ
(
d(Xγ ,Φ(Πcl(D)(a), ·)) > η
)
−−−→
γ→0
0. (16)
Using the Yosida regularization Aγ(s, x) of A(s, x), the iterates (4) can be rewritten as x0 =
a ∈ DγM and
xn+1 = xn − γB(ξn+1, xn)− γAγ(ξn+1, xn − γB(ξn+1, xn)). (17)
Setting hγ(s, x) := −B(s, x)−Aγ(s, x− γB(s, x)), the iterates (4) can be cast into the same form
as the one studied in [13]. The following result, which we state here mainly for the ease of the
reading, is a straightforward consequence of [13, Th. 5.1].
Proposition 5.2. Let Assumptions 3.1–3.3 hold true. Assume moreover that for every s ∈ Ξ,
D(s) = E. Then, Eq. (16) holds true.
Proof. It is sufficient to check that the mapping hγ satisfies the Assumption (RM) of [13, Th.
5.1]. Assumption i) in [13, As. (RM)] is satisfied by definition of hγ . As D(·) is a constant
equal to E, the operator A(s, ·) is upper semi continuous as a set-valued operator [33]. Thus,
H(s, ·) := −A(s, ·) − B(s, ·) is proper, upper semi continuous with closed convex values, and
µ-integrable. Hence, the assumptions iii-iv) in [13, As. (RM)] are satisfied. Assumption v) is
satisfied by the natural properties of the semiflow induced by the maximal monotone map A+B,
whereas Assumption vi) in [13, As. (RM)] directly follows from the present Assumptions 3.1 and
3.3 and the definition of hγ . One should finally verify Assumption ii) in [13, As. (RM)], which
states that for every converging sequence (un, γn) → (u⋆, 0), hγn(s, un) → H(s, u
⋆), for every
s ∈ Ξ. To this end, it is sufficient to prove that
Aγn(s, un − γnB(s, un))→ A(s, u
⋆) . (18)
Choose ε > 0. As A(s, ·) is upper semi continuous, there exists η > 0 s.t. ∀u, ‖u − u⋆‖ < η
implies A(s, u) ⊂ A(s, u⋆)ε. Let vn := Jγn(s, un − γB(s, un)). By the triangular inequality and
the non-expansiveness of Jγn ,
‖vn − u
⋆‖ ≤ ‖un − u
⋆‖+ γn‖B(s, un)‖ + ‖Jγn(u
⋆)− u⋆‖ ,
where it is clear that each of the three terms in the right hand side tends to zero. Thus, there
exists N ∈ N s.t. ∀n ≥ N , ‖vn − u⋆‖ ≤ η, which in turn implies A(s, vn) ⊂ A(s, u⋆)ε. As
Aγn(s, un − γnB(s, un)) ∈ A(s, vn), the convergence (18) is established.
5.2 Proof of Th. 5.1
In the sequel, we prove Theorem 5.1 under the set of Assumptions 3.6-3.7. The proof in the
common domain case i.e., when Assumption 3.5 holds, is somewhat easier and follows from the
same arguments.
In order to prove Theorem 5.1, we just have to weaken the assumptions of Proposition 5.2: for
a given s ∈ Ξ, the domain D(s) is not necessarily equal to E and the monotone operator A(s, . )
is not necessarily upper semi continuous. Up to these changes, the proof is similar to the proof of
[13, Th. 3.1] and the modifications are in fact confined to specific steps of the proof.
Choose a compact set K ⊂ E s.t. K ∩ cl(D) 6= ∅. Choose R > 0 s.t. K is contained in the ball
of radius R. For every x = (xn : n ∈ N) in EN, define τR(x) := inf{n ∈ N : xn > R} and introduce
the measurable mapping CR : E
N → EN, given by
CR(x) : n 7→ xn1n<τR(x) + xτR(x)1n≥τR(x) .
Consider the image measure P¯a,γ := Pa,γB−1R , which corresponds to the law of the truncated
process BR(x). The crux of the proof consists in showing that for every η > 0 and every M > 0,
sup
a∈K∩DγM
P¯
a,γ
(
d(Xγ ,Φ(Πcl(D)(a), ·)) > η
)
−−−→
γ→0
0. (19)
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Eq. (19) is the counterpart of [13, Lemma 4.3]. Once it has been proven, the conclusion follows
verbatim from [13, Section 4, End of the proof]. Our aim is thus to establish Eq. (19). The proof
follows the same steps as the proof of [13, Lemma 4.3] up to some confined changes. Here, the
steps of the proof which do not need any modification are recalled rather briefly (we refer the
reader to [13] for the details). On the other hand, the parts which require an adaptation are
explicitly stated as lemmas, whose detailed proofs are provided in Appendix B.
Define hγ,R(s, a) := hγ(s, a)1‖a‖≤R. First, we recall the following decomposition, established
in [13]:
Xγ = Π0 + Gγ,R ◦ Xγ + Xγ ◦∆γ,R ,
P¯
a,γ almost surely, where Π0 : E
N → C(R+, E), Gγ,R : C(R+, E) → C(R+, E) and ∆γ,R : EN →
EN are the mappings respectively defined by
Π0(x) : t 7→ x0
∆γ,R(x) : n 7→ (xn − x0)− γ
n−1∑
k=0
∫
hγ,R(s, xk)µ(ds)
Gγ,R(x) : t 7→
∫ t
0
∫
hγ,R(s, x(γ⌊u/γ⌋))µ(ds)du ,
for every x = (xn : n ∈ N) and every x ∈ C(R+, E) .
Lemma 5.3. For all γ ∈ (0, γ0] and all x ∈ EN, define Z
γ
n+1(x) := γ
−1(xn+1 − xn). There exists
ε > 0 such that:
sup
n∈N,a∈K∩DγM ,γ∈(0,γ0]
E¯
a,γ
ÇÅ
‖Zγn‖+
d(xn)
γ
1‖xn‖≤R
ã1+εå
< +∞ (20)
Using [13, Lemma 4.2], the uniform integrability condition (20) implies1 that {P¯a,γX−1γ : a ∈
K ∩ DγM , γ ∈ (0, γ0]} is tight, and for any T > 0,
sup
a∈K∩DγM
P¯
a,γ(‖Xγ ◦∆γ,R‖∞,T > ε)
γ→0
−−−→ 0 , (21)
where the notation ‖x‖∞,T stands for the uniform norm of x on [0, T ].
Lemma 5.4. For an arbitrary sequence (an, γn) such that an ∈ K∩DγnM and γn → 0, there exists
a subsequence (still denoted as (an, γn)) such that (an, γn)→ (a∗, 0) for some a∗ ∈ K∩ cl(D), and
there exists r.v. z and (xn : n ∈ N) defined on some probability space (Ω′,F ′,P′) into C(R+, E)
s.t. xn has the distribution P¯
an,γnX−1γn and xn(ω)→ z(ω) for all ω ∈ Ω
′. Moreover, defining
un(t) := xn(γn⌊t/γn⌋) ,
the sequence (an, γn) and (xn) can be chosen in such a way that the following holds P
′-a.e.
sup
n
∫ T
0
Å
d(un(t))
γn
1‖un(t)‖≤R
ã1+ ε
2
dt < +∞ (∀T > 0) , (22)
where ε > 0 is the constant introduced in Lem. 5.3.
The limit z satisfies the following:
Lemma 5.5. Introduce the open ball BR := {u ∈ E : ‖u‖ < R}. The following holds P′-a.e.:
∀t ≥ 0, z(t) ∈ cl(D) ∪BcR . (23)
1Lemma 4.2 of [13] was actually shown with condition [a ∈ K] instead of [a ∈ K ∩ DγM ], but the proof can be
easily adapted to the latter case.
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Define
vn(s, t) := hγn,R(s, un(t)) .
Thanks to the convergence (21), the following holds P′-a.e.:
z(t) = z(0) + lim
n→∞
∫ t
0
∫
Ξ
vn(s, u)µ(ds) du (∀t ≥ 0) . (24)
We now select an ω ∈ Ω′ s.t. the events (22), (23) and (24) are all realized, and omit the dependence
in ω in the sequel. Otherwise stated, un and vn are handled from now on as determinitic functions,
and no longer as random variables. The aim of the next lemmas is to analyze the integrand
vn(s, u). Let HR(s, a) := −A(s, a)−B(s, a) if ‖a‖ < R, and HR(s, a) := E otherwise. Denote the
corresponding selection integral as HR(a) =
∫
HR(s, a)µ(ds).
Lemma 5.6. For every s µ-a.e., it holds that for every t ≥ 0, (un(t), vn(s, t))→ gr(HR(s, . )).
Consider some T > 0 and let λT represent the Lebesgue measure on the interval [0, T ]. To
simplify notations, we set L1+εE := L
1+ε(Ξ× [0, T ],G ⊗B([0, T ]), µ⊗ λT ;E).
Lemma 5.7. The sequence (vn : n ∈ N) forms a bounded subset of L
1+ε/2
E .
The sequence of mappings ((s, t) 7→ (vn(s, t), ‖vn(s, t)‖)) is bounded in L
1+ε/2
E×R and therefore
admits a weak cluster point in that space. We denote by (v, w) such a cluster point, where
v : Ξ× [0, T ]→ E and w : Ξ× [0, T ]→ R. The following lemma is a consequence of Lem. 5.6.
Lemma 5.8. For every (s, t) µ⊗ λT -a.e., (z(t), v(s, t)) ∈ gr(HR(s, . )).
By Lem. 5.8 and Fubini’s theorem, there is a λT -negligible set s.t. for every t outside this set,
v( . , t) is an integrable selection of HR( . , z(t)). Moreover, as v is a weak cluster point of vn in
L
1+ε/2
E , it holds that
z(t) = z(0) +
∫ t
0
∫
Ξ
v(s, u)µ(ds) du , (∀t ∈ [0, T ]) .
Define HR(a) :=
∫
HR( . , a)dµ. By the above equality, z is a solution to the DI x˙ ∈ HR(x) with
initial condition z(0) = a∗. Denoting by ΦR(a
∗) the set of such solutions, this reads z ∈ ΦR(a
∗). As
a∗ ∈ K∩cl(D), one has z ∈ ΦR(K∩cl(D)) where we use the notation ΦR(S) := ∪a∈SΦR(a) for every
set S ⊂ E. Extending the notation d(x, S) := infy∈S d(x, y), we obtain that d(xn,ΦR(K∩cl(D)))→
0. Thus, for every η > 0, we have shown that P¯an,γn(d(Xγn ,ΦR(K ∩ cl(D))) > η)→ 0 as n→∞.
We have thus proven the following result:
∀η > 0, lim
γ→0
sup
a∈K∩DγM
P¯
a,γ(d(Xγ ,ΦR(K ∩ cl(D))) > η) = 0 .
Letting T > 0 and choosing R > sup{‖Φ(a, t)‖ : t ∈ [0, T ], a ∈ K ∩ cl(D)} (the latter quantity
being finite, see e.g. [15]), it is easy to show that any solution to the DI x˙ ∈ HR(x) with initial
condition a ∈ K∩ cl(D) coincides with Φ(a, . ) on [0, T ]. By the same arguments as in [13, Section
4 - End of the proof], Theorem 5.1 follows.
6 Cluster points of the Pγ invariant measures. End of the
proof of Th. 3.2
Lemma 6.1. Assume that there exists x⋆ ∈ Z(A+ B) that admits a L2 representation. Then,
Pγ(x, ‖ · −x⋆‖
2) ≤ ‖x− x⋆‖
2 − 0.5γψγ(x) + γ
2C,
where ψγ is the function defined in (6).
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Proof. By assumption, there exists a L2 representation (ϕ,B) of x⋆. By expanding
‖xn+1 − x⋆‖
2 = ‖xn − x⋆‖
2 + 2〈xn+1 − xn, xn − x⋆〉+ ‖xn+1 − xn‖
2 ,
and by using (17), we obtain
‖xn+1 − x⋆‖
2 = ‖xn − x⋆‖
2 − 2γ〈Aγ(ξn+1, xn − γB(ξn+1, xn)) +B(ξn+1, xn), xn − x⋆〉
+ γ2‖Aγ(ξn+1, xn − γB(ξn+1, xn)) +B(ξn+1, xn)‖
2. (25)
Write x = xn, Aγ = Aγ(ξn+1, xn − γB(ξn+1, xn)), Jγ = Jγ(ξn+1, xn − γB(ξn+1, xn)), B =
B(ξn+1, xn), B⋆ = (ξn+1, x⋆), and ϕ = ϕ(ξn+1) for conciseness. We write
〈Aγ , x− x⋆〉 = 〈Aγ − ϕ, Jγ − x⋆〉+ 〈Aγ − ϕ, x− γB − Jγ〉+ γ〈Aγ − ϕ,B〉
+ 〈ϕ, x − x⋆〉
= 〈Aγ − ϕ, Jγ − x⋆〉+ γ‖Aγ‖
2 − γ〈Aγ , ϕ〉+ γ〈Aγ − ϕ,B〉+ 〈ϕ, x − x⋆〉.
We also write 〈B, x−x⋆〉 = 〈B−B⋆, x−x⋆〉+ 〈B⋆, x−x⋆〉 and γ2‖Aγ+B‖2 = γ2(‖Aγ‖2+‖B‖2+
2〈Aγ , B〉). Plugging these identities at the right hand side of (25), we obtain
‖xn+1 − x⋆‖
2 = ‖x− x⋆‖
2 − 2γ {〈Aγ − ϕ, Jγ − x⋆〉+ 〈B −B⋆, x− x⋆〉} − γ
2‖Aγ‖
2
+ 2γ2〈Aγ , ϕ〉+ 2γ
2〈ϕ,B〉+ γ2‖B‖2 − 2γ〈ϕ+B⋆, x− x⋆〉
≤ ‖x− x⋆‖
2 − 2γ {〈Aγ − ϕ, Jγ − x⋆〉+ 〈B −B⋆, x− x⋆〉} − (γ
2/2)‖Aγ‖
2
+ (3γ2/2)‖B‖2 + 4γ2‖ϕ‖2 − 2γ〈ϕ+B⋆, x− x⋆〉
≤ ‖x− x⋆‖
2 − 2γ {〈Aγ − ϕ, Jγ − x⋆〉+ 〈B −B⋆, x− x⋆〉} − (γ
2/2)‖Aγ‖
2
+ 3γ2‖B − B⋆‖
2 + 3γ2‖B⋆‖
2 + 4γ2‖ϕ‖2 − 2γ〈ϕ+B⋆, x− x⋆〉
where the first inequality is due to the fact that 2〈a, b〉 ≤ ‖a‖2/2 + 2‖b‖2 and the second to the
triangle inequality. Observe that the term between the braces at the right hand side of the last
inequality is nonnegative thanks to the monotonicity of A(s, ·) and B(s, ·). Taking the conditional
expectation En at each side, the contribution of the last inner product at the right hand side
disappears, and we obtain
Pγ(x, ‖ · −x⋆‖
2) ≤ ‖x− x⋆‖
2 − 0.5γψγ(x) + 4γ
2
∫
‖ϕ(s)‖2µ(ds) + 3γ2
∫
‖B(s, x⋆)‖
2µ(ds)
where ψγ is the function defined in (6).
Given k ∈ N, we denote by P kγ the kernel Pγ iterated k times. The iterated kernel is defined
recursively as P 0γ (x, dy) = δx(dy), and
P kγ (x, S) =
∫
P k−1γ (y, S)Pγ(x, dy)
for each S ∈ B(E).
Lemma 6.2. Let the assumptions of the statement of Th. 5.1 hold true. Assume that for all
ε > 0, there exists M > 0 such that
sup
γ∈(0,γ0]
sup
π∈I(Pγ)
pi((DMγ)
c) ≤ ε. (26)
Then, as γ → 0, any cluster point of I(P) is an element of I(Φ).
Note that in the common domain case, (26) is trivially satisfied, since the supports of all the
invariant measures are included in cl(D).
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Proof. Choose two sequences (γi) and (pii) such that γi → 0, pii ∈ I(Pγi ) for all i ∈ N, and pii
converges narrowly to some pi ∈ M(E) as i→∞.
Let f be a real, bounded, and Lipschitz function on E with Lipschitz coefficient L. By defini-
tion, pii(f) = pii(P
k
γif) for all k ∈ N. Set t > 0, and let ki = ⌊t/γi⌋. We have
|piif − pii(f ◦ Φ(Πcl(D)(·), t))| =
∣∣∣∣
∫
(P kiγi (a, f)− f(Φ(Πcl(D)(a), t)))pii(da)
∣∣∣∣
≤
∫ ∣∣∣P kiγi (a, f)− f(Φ(Πcl(D)(a), kiγi))
∣∣∣ pii(da)
+
∫ ∣∣f(Φ(Πcl(D)(a), kiγi))− f(Φ(Πcl(D)(a), t))∣∣ pii(da)
≤
∫
E
a,γi
∣∣f(xki)− f(Φ(Πcl(D)(a), kiγi))∣∣ pii(da)
+
∫ ∣∣f(Φ(Πcl(D)(a), kiγi))− f(Φ(Πcl(D)(a), t))∣∣ pii(da)
:= Ui + Vi .
By the boundedness and the Lispchitz-continuity of f ,
Ui ≤
∫
E
a,γi
[
2‖f‖∞ ∧ L‖xki − Φ(Πcl(D)(a), kiγi)‖
]
pii(da) .
Fixing an arbitrarily small ε > 0, it holds by (26) that pii((DMγi)
c) ≤ ε/2 for a large enough M .
By the tightness of (pii), we can choose a compact K ⊂ E s.t. for all i, pii(Kc) ≤ ε/2. With these
choices, we obtain
Ui ≤ sup
a∈K∩DMγi
E
a,γi
[
2‖f‖∞ ∧ L‖xki − Φ(Πcl(D)(a), kiγi)‖
]
+ 2‖f‖∞ ε .
Denoting as (·)[0,t] the restriction of a function to the interval [0, t], and observing that ‖xki −
Φ(Πcl(D)(a), kiγi)‖ ≤ ‖(Xγ(x) − Φ(Πcl(D)(a), ·))[0,t]‖∞, we can now apply Th. 5.1 to obtain
sup
a∈K∩DMγi
E
a,γi
[
2‖f‖∞ ∧ L‖xki − Φ(Πcl(D)(a), kiγi)‖
]
−−−→
i→∞
0 .
As ε is arbitrary, we obtain that Ui →i 0. Turning to Vi, fix an arbitrary ε > 0, and choose a
compact K ⊂ E such that pii(Kc) ≤ ε for all i. We have
Vi ≤ sup
a∈K
∣∣f(Φ(Πcl(D)(a), kiγi))− f(Φ(Πcl(D)(a), t))∣∣ + 2‖f‖∞ε .
By the uniform continuity of the function f ◦ Φ(Πcl(D)(·), ·) on the compact K × [0, t], and by
the convergence kiγi ↑ t, we obtain that lim supi Vi ≤ 2‖f‖∞ε. As ε is arbitrary, Vi →i 0.
In conclusion, piif − pii(f ◦ Φ(Πcl(D)(·), t)) →i 0. Moreover, piif − pii(f ◦ Φ(Πcl(D)(·), t)) →i
pif − pi(f ◦ Φ(Πcl(D)(·), t)) since f(·) − f ◦ Φ(Πcl(D)(·), t)) is bounded continuous. Thus, pif =
pi(f ◦Φ(Πcl(D)(·), t)). Since pii converges narrowly to pi, we obtain that for all η > 0, pi(cl(Dη)
c) ≤
lim infi pii(cl(Dη)c) = 0 by choosing ε arbitrarily small in (26) and making γi → 0. Thus, supp(pi) ⊂
cl(D), and we obtain in conclusion that pif = pi(f ◦ Φ(·, t)) for an arbitrary real, bounded, and
Lipschitz continuous function f . Thus, pi ∈ I(Φ).
To establish (26) in the different domains case, we need the following lemma.
Lemma 6.3. Let Assumptions 3.6, 3.8, and 3.4–(a) hold true. Then, for all ε > 0, there exists
M > 0 such that
sup
γ∈(0,γ0]
sup
π∈I(Pγ)
pi((DMγ)
c) ≤ ε.
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Proof. We start by writing
d(xn+1) ≤ ‖xn+1 −Πcl(D)(xn)‖ ≤ ‖xn+1 −Πcl(D(ξn+1))(xn)‖+ ‖Πcl(D(ξn+1))(xn)−Πcl(D)(xn)‖.
On the one hand, we have by Assumption 3.8 and the nonexpansiveness of the resolvent that
E¯
a,γ
n ‖xn+1 −Πcl(D(ξn+1))(xn)‖ ≤ E¯
a,γ
n ‖Jγ(ξn+1, xn)−Πcl(D(ξn+1))(xn)‖+ γE¯
a,γ
n ‖B(ξn+1, xn)‖
≤ Cγ(1 + Ψ(xn)) ,
on the other hand, since
‖Πcl(D(ξn+1))(xn)−Πcl(D)(xn)‖
2 ≤ d(xn)
2 − d(xn, D(ξn+1))
2 (see (28)),
we can make use of Assumption 3.6 to obtain
E¯
a,γ
n ‖Πcl(D(ξn+1))(xn)−Πcl(D)(xn)‖ ≤ (E¯
a,γ
n ‖Πcl(D(ξn+1))(xn)−Πcl(D)(xn)‖
2)1/2 ≤ ρd(xn) ,
where ρ ∈ [0, 1). We therefore obtain that E¯a,γn d(xn+1) ≤ ρd(xn) + Cγ(1 + Ψ(xn)). By iterating,
we end up with the inequality
Pn+1γ (a,d) ≤ ρ
n+1
d(a) + Cγ
n∑
k=0
ρn−k(1 + P kγ (a,Ψ)). (27)
By Lem. 6.1, ψγ(x) ≤ 2γ−1‖x − x⋆‖2 + γC, thus Pγ(a, ψγ) ≤ 2γ−1Pγ(a, ‖ · −x⋆‖2) + γC ≤
2γ−1‖a − x⋆‖2 + C < ∞. We obtain similarly that P kγ (a, ψγ) < ∞, thus P
k
γ (a,Ψ) < ∞ for all
k ∈ N.
Since (DMγ)c = {x : d(x) ≥Mγ }, it holds by Markov’s inequality that
P kγ (a, (DMγ)
c) ≤
P kγ (a,d)
Mγ
for all k ∈ N. Let piγ be a Pγ-invariant probability measure. From Assumption 3.4–(a) and
Lem. 6.1, the inequality (13) in the statement of Prop. 3.3 is satisfied with V (x) = ‖x − x⋆‖2,
Q(x) = Ψ(x), α(γ) = γ/2, and β(γ) = Cγ2. By the first part of this proposition, supγ piγΨ <∞.
In particular, noting that d(x) ≤ ‖x‖+ ‖Πcl(D)(0)‖, we obtain that supγ piγd <∞. Getting back
to (27), we have for all n ∈ N,
piγ((DMγ)
c) = Pn+1γ (piγ , (DMγ)
c)
≤
Pn+1γ (piγ ,d)
Mγ
≤ ρn+1
piγd
Mγ
+
C
M
n∑
k=0
ρn−k(1 + P kγ (piγ ,Ψ))
= ρn+1
piγd
Mγ
+
C
M
n∑
k=0
ρn−k(1 + piγΨ)
≤ ρn+1
C
Mγ
+
C
M
.
By making n→∞, we obtain that piγ((DMγ)
c) ≤ C/M , and the proof is concluded by taking M
as large as required.
Th. 3.2: proofs of the convergences (7), (9), and (10)
We need to check that the assumptions of Prop. 3.3 are satisfied. Lem. 6.1 shows that the
inequality (13) is satisfied with V (x) = ‖x − x⋆‖2, Q(x) = Ψ(x), α(γ) = γ/2, and β(γ) = Cγ2,
and Assumption 3.4–(a) ensures that Ψ(x) −−−−−→
‖x‖→∞
∞ as required.
When the assumptions of Th. 5.1, are satisfied, Lem. 6.2 shows with the help of Lem. 6.3 when
needed that any cluster point of I(P) belongs to I(Φ). The required convergences follow at once
from Prop. 3.3. Theorem 3.2 is proven.
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A Proofs relative to Section 4
A.1 Proof of Prop. 4.1
It is well known that the coercivity or the supercoercivity of a function q ∈ Γ0 can be characterized
through the study of the recession function q∞ of q, which is the function in Γ0 whose epigraph is
the recession cone of the epigraph of q [35, §8], [29, § 6.8]. We recall the following fact.
Lemma A.1. The function q ∈ Γ0 is coercive if and only if 0 is the only solution of the inequality
q∞(x) ≤ 0. It is supercoercive if and only if q∞ = ι{0}.
Proof. By [29, Prop. 6.8.4], lev≤0 q
∞ is the recession cone of any level set lev≤a q which is not
empty [35, Th. 8.6]. Thus, q is coercive if and only if lev≤0 q
∞ is the recession cone of a nonempty
compact set, hence equal to {0}. The second point follows from [4, Prop. 2.16].
Lemma A.2. For each γ > 0, q∞ = (qγ)
∞.
Proof. By [29, Th. 6.8.5], the Legendre-Fenchel transform (q∞)∗ of q∞ satisfies (q∞)∗ = ιcl dom q∗ .
Since qγ = q ((2γ)
−1‖ · ‖2) where  is the infimal convolution operator, (qγ)∗ = q∗+(γ/2)‖ · ‖2.
Therefore, dom q∗ = dom(qγ)
∗, which implies that (q∞)∗ = ((qγ)
∞)∗, and the result follows.
Lemma A.3 ([26, Th. II.2.1]). Assume that q : Ξ × E → (−∞,∞] is a normal integrand such
that q(s, ·) ∈ Γ0 for almost every s. Assume that Q(x) :=
∫
q(s, x)µ(ds) belongs to Γ0. Then,
Q∞(x) =
∫
q∞(s, x)µ(ds), where q∞(s, ·) is the recession function of q(s, ·).
We now enter the proof of Prop. 4.1. Denote by gγ(s, ·) the Moreau envelope of the mapping
g(s, ·) defined above.
Lemma A.4. Let Hypothesis H1 hold true. Then, for all γ > 0, the mapping
Gγ : x 7→
∫
gγ(s, x)µ(ds) ,
is well defined on E → R, and is convex (hence continuous) on E. Moreover, Gγ ↑ G as γ ↓ 0.
Proof. Since x⋆ ∈ domG from Hypothesis H1, it holds from the definition of the function g
that
∫
|g(s, x⋆)|µ(ds) < ∞. Moreover, noting that ϕ(s) ∈ ∂g(s, x⋆), the inequality g(s, x) ≥
〈ϕ(s), x − x⋆〉+ g(s, x⋆) holds. Thus,
gγ(s, x) = inf
w
(
g(s, w) +
1
2γ
‖w − x‖2
)
≥ inf
w
(
〈ϕ(s), w − x⋆〉+ g(s, x⋆) +
1
2γ
‖w − x‖2
)
= 〈ϕ(s), x − x⋆〉 + g(s, x⋆)−
γ
2
‖ϕ(s)‖2.
Writing x = x+ − x− where x+ = x ∨ 0, this inequality shows that gγ(·, x⋆)− is integrable.
Moreover, since the Moreau envelope satisfies gγ(s, x) ≤ g(s, x), we obtain that gγ(·, x⋆)+ ≤
g(·, x⋆)
+ ≤ |g(·, x⋆)| who is also integrable. Therefore, |gγ(·, x⋆)| is integrable. For other values of
x, we have
gγ(s, x) = gγ(s, x⋆) +
∫ 1
0
〈x− x⋆,∇gγ(s, x⋆ + t(x− x⋆))−∇gγ(s, x⋆)〉 dt+ 〈x− x⋆,∇gγ(s, x⋆)〉,
where ∇gγ(s, x) is the gradient of gγ(s, x) w.r.t. x. Using the well know properties of the Yosida
regularization (see Sec. 2.1), we obtain
|gγ(s, x)| ≤ |gγ(s, x⋆)|+
‖x− x⋆‖2
2γ
+ ‖x− x⋆‖ ‖ϕ(s)‖
2.
Consequently, gγ(·, x) is integrable, thus, Gγ(x) is defined for all x ∈ E. The convexity and hence
the continuity of Gγ follow trivially from the convexity of gγ(s, ·).
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Since the integrand gγ(s, x) increases as γ decreases, so is the case of G
γ(x). If x ∈ dom(G),
it holds that |g(·, x)| is integrable. On the one hand, gγ(s, x)+ ≤ |g(s, x)|, and on the other hand,
gγ(s, x)
− ≤ ‖ϕ(s)‖‖x − x⋆‖ + |g(s, x⋆)| + ‖ϕ(s)‖2 for γ ≤ 2. By the dominated convergence,
Gγ(x) → G(x) as γ → 0. If x 6∈ domG, then
∫
gγ(s, x)
+µ(ds) → ∞ as γ → 0 by monotone
convergence, and
∫
gγ(s, x)
−µ(ds) remains bound. Thus, Gγ(x)→∞.
Lemma A.5. Let Hypotheses H1 and H2 hold true. Then, for all γ small enough,
Gγ(x) + F (x)−Gγ(x⋆)− F (x⋆) ≤ 2ψγ(x) + γC,
where ψγ is given by (6).
Proof. By the convexity of gγ(s, ·) and f(s, ·), we have
gγ(s, x− γ∇f(s, x))− gγ(s, x⋆) ≤ 〈∇gγ(s, x− γ∇f(s, x)), x− γ∇f(s, x)− x⋆〉, and
f(s, x)− f(s, x⋆)− 〈∇f(s, x⋆), x− x⋆〉 ≤ 〈∇f(s, x) −∇f(s, x⋆), x− x⋆〉.
Write gγ = gγ(s, x − γ∇f(s, x)), ∇f = ∇f(s, x), proxγ = proxγg(s,·)(x − γ∇f(s, x)), ϕ = ϕ(s),
and ∇f⋆ = ∇f(s, x⋆). From these two inequalities, we obtain
gγ(s, x− γ∇f(s, x))− gγ(s, x⋆) + f(s, x)− f(s, x⋆)− 〈ϕ(s) +∇f(s, x⋆), x− x⋆〉
≤ 〈∇gγ , x− γ∇f − x⋆ + proxγ − proxγ〉+ 〈∇f −∇f⋆, x− x⋆〉 − 〈ϕ, x− x⋆ + proxγ − proxγ〉
= 〈∇gγ − ϕ, proxγ −x⋆〉+ 〈∇f −∇f⋆, x− x⋆〉+ γ‖∇gγ‖
2 − γ〈ϕ,∇gγ +∇f〉.
Again, by the convexity of gγ(s, ·), we have
gγ(s, x− γ∇f(s, x)) ≥ gγ(s, x)− γ〈∇gγ(s, x),∇f(s, x)〉.
Thus, we obtain
gγ(s, x)− gγ(s, x⋆) + f(s, x)− f(s, x⋆)− 〈ϕ(s) +∇f(s, x⋆), x− x⋆〉
≤ 〈∇gγ − ϕ, proxγ −x⋆〉+ 〈∇f −∇f⋆, x− x⋆〉+ γ‖∇gγ‖
2 − γ〈ϕ,∇gγ +∇f〉+ γ〈∇gγ(s, x),∇f〉.
We now bound the sum of the last two terms at the right hand side. By the γ−1-Lipschitz
continuity of the Yosida regularization, |〈∇gγ(s, x) −∇gγ ,∇f〉| ≤ ‖∇f‖2. Using in addition the
inequalities |〈a, b〉| ≤ ‖a‖2/2 + ‖b‖2/2 and ‖∇f‖2 ≤ 2‖∇f⋆‖2 + 2‖∇f −∇f⋆‖2, we obtain
γ〈∇gγ(s, x),∇f〉 − γ〈ϕ,∇gγ +∇f〉 = γ〈∇gγ(s, x) −∇gγ ,∇f〉+ γ〈∇gγ ,∇f〉 − γ〈ϕ,∇gγ +∇f〉
≤ 2γ‖∇f‖2 + γ‖∇gγ‖
2 + γ‖ϕ‖2
≤ 4γ‖∇f −∇f⋆‖
2 + 4γ‖∇f⋆‖
2 + γ‖∇gγ‖
2 + γ‖ϕ‖2.
Thus,
gγ(s, x) − gγ(s, x⋆) + f(s, x)− f(s, x⋆)− 〈ϕ(s) +∇f(s, x⋆), x− x⋆〉
≤ 2
(
〈∇gγ − ϕ, proxγ −x⋆〉+ 〈∇f −∇f⋆, x− x⋆〉+ γ‖∇gγ‖
2 − 6γ‖∇f −∇f⋆‖
2
)
+ 16γ‖∇f −∇f⋆‖
2 − 〈∇f −∇f⋆, x− x⋆〉+ γ‖ϕ‖
2 + 4γ‖∇f⋆‖
2 .
Taking the integral with respect to µ(ds) at both sides, the contribution of the inner product
〈ϕ+∇f⋆, x− x⋆〉 vanishes. Recalling (6), we obtain
Gγ(x) + F (x)−Gγ(x⋆)− F (x⋆)
≤ 2ψγ(x) −
∫
(〈∇f −∇f⋆, x− x⋆〉 − 16γ‖∇f −∇f⋆‖
2) dµ+ γ
∫
(‖ϕ‖2 + 4‖∇f⋆‖
2) dµ .
Using Hypothesis H2, we obtain the desired result.
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End of the proof of Prop. 4.1. Let γ0 > 0 be such that Lem. A.5 holds true for all γ ∈ (0, γ0].
Denoting as q(s, ·)∞ the recession function of q(s, ·), we have
(Gγ0 + F )∞
(a)
=
∫
((gγ0(s, ·))
∞ + f(s, ·)∞) µ(ds)
(b)
=
∫
(g(s, ·)∞ + f(s, ·)∞) µ(ds)
(c)
= (G+ F )∞ ,
where the equalities (a) and (c) are due to Lem. A.3, and (b) is due to Lem. A.2. Thus, by Lem. A.1,
F + G is coercive (resp. supercoercive) if and only if F + Gγ0 is coercive (resp. supercoercive).
Consequently, since Gγ increases as γ decreases by Lem. A.4, the hypotheses H1, H2, and H3–(a)
(resp., H1, H2, H3–(b)) imply Assumption 3.4–(a) (resp. Assumption 3.4–(b)). Prop. 4.1 is proven.
A.2 Proof of Lem. 4.2
We first recall that ∂G(·) =
∫
∂g(s, ·)µ(ds), where
∂g(s, ·) =
ß
α(0)−1∂h(u, ·) if i = 0,
∂ιCi otherwise,
for s = (u, i) ∈ Ξ. Let ψ be an arbitrary measurable Σ → E function such that ψ(u) ∈ ∂h(u, x⋆)
for ζ-almost all u ∈ Σ (such functions are called measurable selections of the set-valued function
∂h(·, x⋆)). For each d ∈ E, it holds by the convexity of h(u, ·) that
h(u, x⋆ + d) ≥ h(u, x⋆) + 〈ψ(u), d〉, and
h(u, x⋆ − d) ≥ h(u, x⋆)− 〈ψ(u), d〉,
for ζ-almost all u ∈ Σ. Equivalently,
h(u, x⋆)− h(u, x⋆ − d) ≤ 〈ψ(u), d〉 ≤ h(u, x⋆ + d)− h(u, x⋆).
Thus, if ‖d‖ is small enough but otherwise d is arbitrary, we get from the second assumption of the
statement that 〈ψ(u), d〉 is ζ-square-integrable. Thus,
∫
‖ψ(u)‖2 ζ(du) < ∞ (see [26, Th. II.4.2]
for a similar argument). Now, writing s = (u, i) ∈ Ξ, every measurable selection φ of ∂g(·, x⋆) is
of the form
φ(s) =
ß
α(0)−1ψ(u) if i = 0,
θi otherwise,
where ψ is a measurable selection of ∂h(·, x⋆), and θi is an element of ∂ιCi(x⋆). By what precedes,
it is immediate that
∫
‖φ‖2dµ < ∞. By assumption, there exists a measurable selection ϕ of
∂g(·, x⋆) such that
∫
(ϕ(s) + ∇f(u, x⋆))µ(ds) = 0. Using the first assumption, we get that the
couple (ϕ(s),∇f(u, x⋆)) is a L2 representation of x⋆.
A.3 Proof of Prop. 4.4
The assertions about Z(A) are straightforward. A small calculation shows that
Jγ(s, x) = (I + γH(s))
−1(x− γd(s)), and
Aγ(s, x) = A(s, Jγ(s, x)) = (I + γH(s))
−1(H(s)x + d(s)).
Using these expressions, we obtain
ψγ(x) =
∫ {
〈A(s, Jγ(s, x))−H(s)x⋆ − d(s), Jγ(s, x)− x⋆〉+ γ‖A(s, Jγ(s, x))‖
2
}
µ(ds)
=
∫ {
(Jγ(s, x)− x⋆)
T H(s) +H
T (s)
2
(Jγ(s, x)− x⋆) + γ‖A(s, Jγ(s, x))‖
2
}
µ(ds).
Since (I + γH(s))−1 and H(s)(I + γH(s))−1 are respectively the resolvent and the Yosida
regularization of the linear, monotone and maximal operatorH(s), it holds that ‖(I+γH(s))−1‖ ≤
1, and ‖γH(s)(I + γH(s))−1‖ ≤ 1.
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Denoting as ‖ · ‖S the semi norm associated with any semidefinite nonnegative matrix S, we
write
ψγ(x) ≥
∫
‖Jγ(s, x)− x⋆‖
2
(H(s)+HT (s))/2 µ(ds)
=
∫ ∥∥∥(I + γH(s))−1
(
(x − x⋆)− γ(H(s)x⋆ + d(s))
)∥∥∥2
(H(s)+HT (s))/2
µ(ds).
Using the inequality ‖a− b‖2 ≥ 0.5‖a‖2 − ‖b‖2, we obtain that ψγ(x) ≥ 0.5Wγ(x)− Uγ , with
Wγ(x) =
∫ ∥∥(I + γH(s))−1(x− x⋆)∥∥2(H(s)+HT (s))/2 µ(ds), and
Uγ = γ
2
∫ ∥∥(I + γH(s))−1(H(s)x⋆ + d(s))∥∥2(H(s)+HT (s))/2 µ(ds)
= γ
∫
‖H(s)x⋆ + d(s))‖
2
γIγ(s)
µ(ds).
with
Iγ(s) = (I + γH(s))
−T H(s) +H
T (s)
2
(I + γH(s))−1.
From the inequalities shown above, we have∥∥∥γIγ(s)
∥∥∥ ≤ 1.
Therefore,
0 ≤ Uγ ≤ γ
∫
‖H(s)x⋆ + d(s)‖
2 µ(ds) ≤ γC.
Turning to Wγ(x), it holds that
Wγ(x) = (x− x⋆)
T
(∫
Iγ(s)µ(ds)
)
(x− x⋆),
Since ‖Iγ(s)‖ ≤
∥∥H(s)+HT (s)
2
∥∥ and Iγ(s) →γ→0 (H(s) + HT (s))/2, it holds by dominated con-
vergence that
∫
Iγ(s)µ(ds) →γ→0 H + H
T . If H + HT > 0, then there exists γ0 > 0 such
that
inf
γ∈(0,γ0]
λmin
Å∫
Iγ(s)µ(ds)
ã
> 0,
where λmin is the smallest eigenvalue. Thus, Assumption 3.4–(c) is verified.
A.4 Proof of Prop. 4.5
Since Aγ(s, ·) is 1/γ-Lipschitz, ‖Aγ(s, x − γB(s, x))‖ ≥ ‖Aγ(s, x)‖ − ‖B(s, x)‖ ≥ ‖Aγ(s, x)‖ −
‖B(s, x)−B(s, x⋆)‖ − ‖B(s, x⋆)‖. Therefore,
ψγ(x)
≥
∫ {
〈B(s, x) −B(s, x⋆), x− x⋆〉 − 6γ‖B(s, x)−B(s, x⋆)‖
2 + γ‖Aγ(s, x− γB(s, x))‖
2
}
µ(ds)
≥
∫ {
〈B(s, x) −B(s, x⋆), x− x⋆〉 − 8γ‖B(s, x)−B(s, x⋆)‖
2 + (γ/2)‖Aγ(s, x)‖
2
− 2γ‖B(s, x⋆)‖
2
}
µ(ds)
≥
γ
2
∫
‖Aγ(s, x)‖
2 µ(ds)− γC
for γ small enough, by Hypothesis H4. We now have
γ
∫
‖Aγ(s, x)‖
2 µ(ds) =
1
γ
∫
‖x− Jγ(s, x)‖
2 µ(ds) ≥
1
γ
∫
d(s, x)2 µ(ds) ≥
C
γ
d(x)2
thanks to Hypothesis H2. The result follows from the boundedness of D.
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A.5 Proof of Prop. 4.6
To prove this proposition, we start with the following result.
Lemma A.6. Let A ∈ M be such that
∃(x∗, y∗) ∈ gr(A), ∃δ > 0, S(x∗, δ) ⊂ int(domA), and ∀x ∈ S(x∗, δ), inf
y∈A(x)
〈y− y∗, x−x∗〉 > 0.
Then, assuming that domA is unbounded,
lim inf
x∈domA,‖x‖→∞
infy∈A(x)〈y − y∗, x− x∗〉
‖x‖
> 0.
Proof. Given a vector u ∈ E, define the function
fu(λ) = inf
y∈A(x∗+λu)
〈y − y∗, u〉
for all λ ≥ 0 such that x∗ + λu ∈ domA. For all λ1 > λ2 in dom fu, and all y1 ∈ A(x∗ + λ1u) and
y2 ∈ A(x∗ + λ2u), we have
〈y1 − y∗, u〉 − 〈y2 − y∗, u〉 = 〈y1 − y2, u〉 =
1
λ1 − λ2
〈y1 − y2, x∗ + λ1u− (x∗ + λ2u)〉 ≥ 0.
Passing to the infima, we obtain that fu(λ1) ≥ fu(λ2), in other words, fu is non decreasing.
For all x ∈ domA such that ‖x− x∗‖ ≥ δ, we have by setting u = δ(x − x∗)/‖x− x∗‖
inf
y∈A(x)
〈y − y∗, x− x∗〉 =
‖x− x∗‖
δ
fu(δ
−1‖x− x∗‖) ≥
‖x− x∗‖
δ
fu(1).
For any u ∈ S(0, δ), it holds by assumption that fu(1) = infy∈A(x∗+u)〈y − y∗, u〉 is positive. We
shall show that fu(1) is lower semicontinuous (lsc) as a function of u on the sphere S(0, δ). Since
this sphere is compact, fu(1) attains its infimum on S(0, δ), and the lemma will be proven.
It is well-known that A is locally bounded near any point in the interior if its domain [15,
Prop. 2.9] [6, §21.4]. Thus, by the closedeness of gr(A), the inf in the expression of fu(1) is
attained. Let un → u, and write fun(1) = 〈yn − y∗, un〉. By the maximality of A, we obtain
that for any accumulation point y of (yn) (who exists by the local boundedness), it holds that
(u, y) ∈ gr(A). Consequently, lim infn fun(1) ≥ fu(1), in other words, fu(1) is lsc.
We now prove Prop. 4.6. Let us write
f(γ, s, x) =
〈Aγ(s, x)− ϕ(s), Jγ(s, x) − x⋆〉
‖x‖
+
‖x− Jγ(s, x)‖2
γ‖x‖
, and
g(s, x) = inf
γ∈(0,1]
f(γ, s, x).
Note that ψγ(x)/‖x‖ =
∫
f(γ, s, x)µ(ds). We shall show that lim inf‖x‖→∞ g(s, x) > 0 for all
s ∈ Σ. Assume the contrary, namely, that there exist s ∈ Σ and ‖xk‖ → ∞ such that g(s, xk)→ 0.
In these conditions, there exists a sequence (γk) in (0, 1] such that f(γk, s, xk)→ 0. By inspecting
the second term in the expression of f(γk, s, xk), we obtain that ‖Jγk(s, xk)‖/‖xk‖ → 1. Rewriting
the first term as
‖Jγk(s, xk)‖
‖xk‖
〈Aγk(s, xk)− ϕ(s), Jγk(s, xk)− x⋆〉
‖Jγk(s, xk)‖
,
and recalling that Aγk(s, xk) ∈ A(s, Jγk(s, xk)), Lem. A.6 shows that the lim inf of this term is
positive, which raises a contradiction.
Note that
inf
γ∈(0,1]
ψγ(x)
‖x‖
≥
∫
g(s, x)µ(ds).
Using Fatou’s lemma, we obtain Assumption 3.4–(a).
25
B Proofs relative to Section 5
B.1 Proof of Lem. 5.3
Let ε be the smallest of the three constants (also named ε) in Assumptions 3.1, 3.3 and 3.7
respectively where K = BR. For every a, γ, the following holds for P¯
a,γ-almost all x = (xn : n ∈ N):
d(xn+1)1‖xn+1‖≤R = d(xn+1)1‖xn+1‖≤R(1‖xn‖≤R + 1‖xn‖>R) = d(xn+1)1‖xn+1‖≤R1‖xn‖≤R
≤ d(xn+1)1‖xn‖≤R
= ‖xn+1 −ΠD(xn+1)‖1‖xn‖≤R
≤ ‖xn+1 −ΠD(xn)‖1‖xn‖≤R .
Using the notation E¯a,γn = E¯
a,γ( . |x0, . . . , xn), we thus obtain:
E¯
a,γ
n (d(xn+1)
1+ε
1‖xn+1‖≤R) ≤
∫
‖Jγ(s, xn − γB(s, xn))−ΠD(xn)‖
1+ε
1‖xn‖≤R dµ(s) .
By the convexity of ‖ · ‖1+ε, for all α ∈ (0, 1),
‖x+ y‖1+ε =
1
α1+ε
∥∥∥αx+ (1− α) α
1− α
y
∥∥∥1+ε ≤ α−ε‖x‖1+ε + (1− α)−ε‖y‖1+ε .
Therefore, by setting δγ(s, a) := ‖Jγ(s, a− γB(s, a))−ΠD(s)(a)‖,
E¯
a,γ
n (d(xn+1)
1+ε
1‖xn+1‖≤R) ≤ α
−ε
∫
δγ(s, xn)
1+ε
1‖xn‖≤R dµ(s)
+ (1− α)−ε
∫
‖ΠD(s)(xn)−ΠD(xn)‖
1+ε
1‖xn‖≤R dµ(s) .
Note that for every s ∈ Ξ, a ∈ E,
‖δγ(s, a)‖ ≤ ‖Jγ(s, a)−ΠD(s)(a)‖+ γ‖B(s, a)‖ .
Hence, by Assumptions 3.7 and 3.3, there exists a deterministic constant C > 0 s.t.
sup
n
∫
δγ(s, xn)
1+ε
1‖xn‖≤R dµ(s) ≤ Cγ
1+ε .
Moreover, since Πcl(D(s)) is a firmly non expansive operator [6, Chap. 4], it holds that for all
u ∈ cl(D), and for µ-almost all s,
‖Πcl(D(s))(xn)− u‖
2 ≤ ‖xn − u‖
2 − ‖Πcl(D(s))(xn)− xn‖
2.
Taking u = Πcl(D)(xn), we obtain that
‖Πcl(D(s))(xn)−Πcl(D)(xn)‖
2 ≤ d(xn)
2 − d(xn, D(s))
2. (28)
Making use of Assumption 3.6, and assuming without loss of generality that ε ≤ 1, we obtain
∫
‖Πcl(D(s))(xn)−Πcl(D)(xn)‖
1+ε dµ(s) ≤
Å∫
‖Πcl(D(s))(xn)−Πcl(D)(xn)‖
2 dµ(s)
ã(1+ε)/2
≤ α′d(xn)
1+ε ,
for some α′ ∈ [0, 1). Choosing α close enough to zero, we obtain that there exists ρ ∈ [0, 1) such
that
E¯
a,γ
n
Å
d(xn+1)
1+ε
γ1+ε
1‖xn+1‖≤R
ã
≤ ρ
d(xn)
1+ε
γ1+ε
1‖xn‖≤R + C.
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Taking the expectation at both sides, iterating, and using the fact that d(x0) = d(a) < Mγ, we
obtain that
sup
n∈N,a∈K∩DγM ,γ∈(0,γ0]
E¯
a,γ
ÇÅ
d(xn)
γ
ã1+ε
1‖xn‖≤R
å
< +∞ . (29)
Since Aγ(s, ·) is γ−1-Lipschitz continuous, ‖Aγ(s, x− γB(s, x))‖ ≤ ‖Aγ(s, x)‖+ ‖B(s, x)‖. More-
over, choosing measurably x˜ ∈ D in such a way that ‖x − x˜‖ ≤ 2d(x), we obtain ‖Aγ(s, x)‖ ≤
‖A0(s, x˜)‖ + 2
d(x)
γ . Therefore, there exists R
′ depending only on R and D s.t.
‖Aγ(s, x)‖1‖x‖≤R ≤ ‖A0(s, x˜)‖1‖x˜‖≤R′ + 2
d(x)
γ
1‖x‖≤R .
Thus,
E¯
a,γ
n (‖Z
γ
n+1‖
1+ε) =
∫
‖hγ,R(s, xn)‖
1+εdµ(s)
=
∫
‖B(s, xn) +Aγ(s, xn − γB(s, xn))‖
1+ε
1‖xn‖≤R dµ(s)
≤
∫ Å
2‖B(s, xn)‖ + ‖A0(s, x˜n)‖+ 2
d(xn)
γ
ã1+ε
1‖xn‖≤R′ dµ(s) . (30)
By Assumption 3.3,
∫
‖B(s, xn)‖
1+ε
1‖xn‖≤R dµ(s) ≤ C where the constant C depends only on ε
and R. By Assumption 3.1, we also have
∫
‖A0(s, xn)‖1+ε1‖xn‖≤R dµ(s) ≤ C for some (other)
constant C. The third term is controlled by Eq. (29). Taking expectations, the bound (20) is
established.
B.2 Proof of Lem. 5.4
The first point can be obtained by straightforward application of Prokhorov and Skorokhod’s
theorems. However, to verify the second point, we need to construct the sequences more carefully.
Choose ε > 0 as in Lem. 5.3. We define the process Y γ : EN → RN s.t. for every n ∈ N,
Y γn (x) :=
n−1∑
k=0
d(xk)
1+ε/2
γε/2
1‖xk‖≤R ,
and we denote by (X,Y γ) : EN → (E ×R)N the process given by (X,Y γ)n(x) := (xn, Y γn (x)). We
define for every n, Z˜γn+1 := γ
−1((X,Y γ)n+1 − (X,Y
γ)n). By Lem. 5.3, it is easily seen that
sup
n∈N,a∈K∩DγM ,γ∈(0,γ0]
E¯
a,γ
Ä
‖Z˜γn‖1‖Z˜γn‖>A
ä
A→+∞
−−−−−→ 0 .
We now apply [13, Lemma 4.2], only replacing E by E × R and P¯a,γ by P¯a,γ(X,Y γ)−1. By
this lemma, the family {P¯a,γ(X,Y γ)−1X
−1
γ : a ∈ K ∩ DγM , γ ∈ (0, γ0]} is tight, where X
−1
γ :
(E × R)N → C(R+, E × R) is the piecewise linear interpolated process, defined in the same
way as Xγ only substituting E × R with E in the definition. By Prokhorov’s theorem, one can
choose the subsequence (an, γn) s.t. P¯
an,γn(X,Y γn)−1X
−1
γn converges narrowly to some probability
measure Υ on E × R. By Skorokhod’s theorem, we can define a stochastic process ((xn, yn) :
n ∈ N) on some probability space (Ω′,F ′,P′) into C(R+, E × R), whose distribution for a fixed
n coincides with P¯an,γn(X,Y γn)−1X
−1
γn , and s.t. for every ω ∈ Ω
′, (xn(ω), yn(ω)) → (z(ω),w(ω)),
where (z,w) is a r.v. defined on the same space. In particular, the first marginal distribution of
P¯
an,γn(X,Y γn)−1X
−1
γn coincides with P¯
an,γnX−1γn . Thus, the first point is proven.
For every γ ∈ (0, γ0], introduce the mapping
Γγ : C(R+, E) → C(R+,R)
x 7→
Ç
t 7→
∫ t
0
(γ−1d(x(γ⌊u/γ⌋)))1+ε/21‖x(γ⌊u/γ⌋)‖≤Rdu
å
.
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We denote by X−1γ : R
N → C(R+,R) the piecewise linear interpolated process, defined in the
same way as Xγ only substituting R with E in the definition. It is straightforward to show that
Xγ ◦ Y
γn = Γγ ◦ Xγ . For every n, by definition of the couple (xn, yn), the distribution under P′ of
the r.v. Γγn(xn)− yn is equal to the distribution of Γγn ◦Xγn −Xγn ◦Y
γn under P¯an,γn . Therefore,
P
′-a.e. and for every n, yn = Γγn(xn). This implies that, P
′-a.e., Γγn(xn) converges (uniformly on
compact set) to w. On that event, this implies that for every T ≥ 0, Γγn(xn)(T ) → w(T ), which
is finite. Hence, supn Γγn(xn)(T ) <∞ on that event, which proves the second point.
B.3 Proof of Lem. 5.5
For every t ≥ 0, notice that un(t)→ z(t) P′-a.e. Thus, d(z(t))1‖z(t)‖<R ≤ lim infn d(un(t))1‖un(t)‖≤R .
By Fatou’s lemma,
E
′(d(z(t))1‖z(t)‖<R) ≤ lim inf
n
E
′(d(un(t))1‖un(t)‖≤R) .
Define kn = ⌊
t
γn
⌋ and notice that
E
′(d(un(t))1‖un(t)‖≤R) = E¯
an,γn(d(xkn)1‖xkn‖≤R)
≤ sup
k∈N
E¯
an,γn(d(xk)1‖xk‖≤R) .
By Lem. 5.3 and since γn → 0, the supremum in the above inequality converges to zero as n→∞.
As a consequence, E′(d(z(t))1‖z(t)‖<R) = 0. This means that, P
′-a.e., z(t) ∈ cl(D) ∪ BcR. As
cl(D) ∪ BcR is closed and z is continuous, the probability-one event on which the above inclusion
holds can be made independent from t, and the conclusion follows.
B.4 Proof of Lem. 5.6
Consider any t ≥ 0 and any s s.t. D ⊂ D(s). We prove that (un(t), vn(s, t))→ gr(HR(s, . )). It is
clear that un(t) → z(t). If ‖z(t)‖ ≥ R, the result is trivial. We now assume that ‖z(t)‖ < R. In
this case, note that z(t) ∈ cl(D) by Lem. 5.5. This also implies that z(t) ∈ cl(D(s)).
To simplify notations, we now omit the dependence in (s, t) and write un := un(t), vn :=
vn(s, t), A := A(s, . ), B := B(s, . ), γ := γn, Jγ := Jγ(s, . ), Aγ := Aγ(s, . ), D := D(s),
HR = HR(s, . ), z := z(t). We also define u˜n := Jγ(un − γB(un)).
As ‖z‖ < R, it holds that ‖un‖ < R for every n large enough. Thus, −vn = B(un) +Aγ(un −
γB(un)). We decompose:
(un,−vn) = (u˜n, B(u˜n) +Aγ(un − γB(un))) + (un − u˜n, B(un)−B(u˜n)) .
As Aγ(un − γB(un)) ∈ A(u˜n), the first term in the right hand side belongs to gr(A + B). It
remains to show that the second term converges to zero, and we deduce that (un, vn)→ gr(HR),
as obviously gr(−A−B) ⊂ gr(HR). One has
‖u˜n − un‖ ≤ ‖Jγ(un − γB(un))− (un − γB(un))‖+ γ‖B(un)‖
= γ‖Aγ(un − γB(un))‖ + γ‖B(un)‖
≤ γ‖Aγ(z)‖ + γ‖Aγ(un − γB(un))−Aγ(z)‖+ γ‖B(un)‖
≤ ‖Jγ(z)− z‖+ ‖un − γB(un)− z‖+ γ‖B(un)‖ ,
where, for the last inequality, we used the γ−1-Lipschitz continuity of Aγ . As z ∈ cl(D(s)), it
holds that ‖Jγ(z) − z‖ → 0. Using the continuity of B and the convergence un → z, we conclude
that ‖u˜n − un‖ → 0 as n→∞. Thus, (un − u˜n, B(un)−B(u˜n))→ 0 and the lemma is shown.
28
B.5 Proof of Lem. 5.7
Define ca := supa∈BR∩D
∫
‖A0(s, a)‖1+ε/2dµ(s) and cb := supa:‖a‖≤R
∫
‖B(s, a)‖1+ε/2dµ(s) (these
constants being finite by Assumptions 3.1 and 3.3). By the same derivations as those leading to
Eq. (30), we obtain
∫
‖vn(s, t)‖
1+ε/2dµ(s) ≤ C
Ç
d(un(t))
1+ε/2
γ1+ε/2
1‖un(t)‖≤R + ca + cb
å
.
The proof is concluded by applying Lem. 5.4.
B.6 Proof of Lemma 5.8
The sequence ((vn, ‖vn( . , . )‖)) converges weakly to (v, w) in L
1+ε/2
E×R along some subsequence (n.b.:
compactness and sequential compactness are the same notions in the weak topology of L
1+ε/2
E×R ). We
still denote by ((vn, ‖vn( . , . )‖)) this subsequence. By Mazur’s theorem, there exists a function J :
N→ N and a sequence of sets of weights {αk,n : n ∈ N, k = n . . . , J(n) : αk,n ≥ 0,
∑J(n)
k=n αk,n = 1}
such that the sequence of functions
(v¯n, w¯n) : (s, t) 7→
J(n)∑
k=n
αk,n(vk(s, t), ‖vk(s, t)‖)
converges strongly to (v, w) in that space, as n → ∞. Taking a further subsequence (which we
still denote by (v¯n, w¯n)) we obtain the µ⊗λT -almost everywhere convergence of (v¯n, w¯n) to (v, w).
Consider a negligible set N ∈ B([0, T ])⊗ G such that for all (s, t) /∈ N , the following assertions
are true: i) (v¯n(s, t), w¯n(s, t))→ (v(s, t), w(s, t)); ii) (un(t), vn(s, t)) →n gr(HR(s, . )); iii) w(s, t)
is finite. The point ii) is made possible by Lem. 5.6. Let ε > 0. By conditions ii) and the fact that
un(t) → z(t), there exists n = nε s.t. for all k ≥ n, there exists (ak, bk) ∈ gr(HR(s, . )) satisfying
‖ak − z(t)‖ < ε and ‖bk − vk(s, t)‖ < ε. If ‖z(t)‖ ≥ R, obviously (z(t), v(s, t)) ∈ gr(HR(s, . )).
We just need to consider the case where ‖z(t)‖ < R, in which case the condition (z(t), v(s, t)) ∈
gr(HR(s, . )) is equivalent to:
(z(t),−v(s, t)) ∈ gr(A(s, . ) +B(s, . )) . (31)
To show Eq. (31), consider an arbitrary (p, q) ∈ gr(A(s, . ) +B(s, . )). Decompose:
〈q + v¯n(s, t), p− z(t)〉 = An +Bn + Cn , (32)
where
An =
J(n)∑
k=n
αk,n〈q + bk, p− ak〉
Bn =
J(n)∑
k=n
αk,n〈−bk + vk(s, t), p− ak〉
Cn =
J(n)∑
k=n
αk,n〈q + vk(s, t), ak − z(t)〉 .
The left hand side of (32) converges to 〈q+v(s, t), p−z(t)〉. The term An is positive by monotonicity
of A(s, . ) +B(s, . ). Moreover,
Bn ≥ −ε
J(n)∑
k=n
αk,n‖p− ak‖ ≥ −ε(‖p‖+ sup
k≥n
‖ak‖) ≥ −ε(C + ε) ,
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where the constant C := ‖p‖+ supn ‖un(t)‖ is finite, since un(t) converges. Similarly,
Cn ≥ −ε
J(n)∑
k=n
αk,n(‖q‖+ ‖vk(s, t)‖) ,
and the right hand side converges to −ε(‖q‖ + w(s, t)). Letting ε → 0, we conclude that 〈q +
v(s, t), p− z(t)〉 ≥ 0. As A(s, . ) +B(s, . ) ∈ M , this implies that Eq. (31) holds.
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