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CLUSTER TILTING MODULES AND NONCOMMUTATIVE
PROJECTIVE SCHEMES
KENTA UEYAMA
Abstract. In this paper, we study the relationship between equivalences of noncommutative
projective schemes and cluster tilting modules. In particular, we prove the following result.
Let A be an AS-Gorenstein algebra of dimension d ≥ 2 and tailsA the noncommutative
projective scheme associated to A. If gldim(tailsA) < ∞ and A has a (d− 1)-cluster tilting
module X satisfying that its graded endomorphism algebra is N-graded, then the graded
endomorphism algebra B of a basic (d − 1)-cluster tilting submodule of X is a two-sided
noetherian N-graded AS-regular algebra over B0 of global dimension d such that tailsB is
equivalent to tailsA.
1. Introduction
In [1], Artin and Zhang introduced the notion of a noncommutative projective scheme, and
established a fundamental and comprehensive theory of noncommutative projective schemes.
Since the study of the categories of coherent sheaves on commutative projective schemes (or
their derived categories) is of increasing importance in algebraic geometry, the study of non-
commutative projective schemes has been one of the most major projects in noncommutative
projective geometry.
Let A,A′ be right noetherian graded algebras, and tailsA, tailsA′ the noncommutative
projective schemes associated to A and A′ respectively. Clearly, if A ∼= A′ as graded algebras,
then tailsA ∼= tailsA′. It is well-known that the converse does not hold, so the following
question is natural to ask.
Question 1.1. Given a right noetherian graded algebra A, can we find a better homogeneous
coordinate ring of tailsA? That is, can we find a better graded algebra B (e.g. gldimB <∞)
such that tailsB ∼= tailsA?
For example, if we consider the commutative graded algebra A = k[x, y, z, w]/(xw − yz),
then tailsA (∼= cohP1×P1) is not equivalent to tailsk[x1, . . . , xn] (∼= cohP
n−1), but we can find
the noncommutative graded algebra B = k〈x, y〉/(x2y− yx2, y2x−xy2) of global dimension 3
such that tailsA ∼= tailsB, so the above question has a significant meaning in noncommutative
projective geometry.
The purpose of this paper is to give an answer to Question 1.1 by investigating clus-
ter tilting modules. Cluster tilting modules are crucial in the study of higher-dimensional
analogues of Auslander-Reiten theory, and also attract attention from the viewpoint of Van
den Bergh’s noncommutative crepant resolutions. In particular, cluster tilting modules have
been extensively studied for a certain class of algebras, called orders, including commutative
Cohen-Macaulay rings and finite dimensional algebras (see [7]). One of the motivations of this
2010 Mathematics Subject Classification. Primary: 16S38 Secondary: 14A22, 16G50, 16W50.
Key words and phrases. noncommutative projective scheme, cluster tilting module, AS-Gorenstein algebra,
AS-regular algebra, ASF-regular algebra.
The author was supported by JSPS Grant-in-Aid for Young Scientists (B) 15K17503.
1
2 KENTA UEYAMA
paper is to develop cluster tilting theory for non-orders in terms of noncommutative projective
geometry.
The main result of this paper is as follows. Let A be a two-sided noetherian connected
graded algebra satisfying χ and let X be a finitely generated graded right A-module. If A
is an AS-Gorenstein algebra of dimension d ≥ 2 and X is a (d − 1)-cluster tilting module
satisfying some additional conditions, then the graded endomorphism algebra B = EndA(X)
is a two-sided noetherian ASF-regular algebra of global dimension d such that the functors
tailsB → tailsA induced by −⊗BX, and
tailsBop → tailsAop induced by HomA(X,A) ⊗B −
are equivalences (Theorem 3.10 (1)). Moreover a certain converse statement also holds (The-
orem 3.10 (2)). As a corollary of this result, we can give an answer to Question 1.1 as follows.
Theorem 1.2. (Corollary 3.12) Let A be an AS-Gorenstein algebra of dimension d ≥ 2.
If gldim(tailsA) < ∞ and A has a (d − 1)-cluster tilting module X satisfying that its graded
endomorphism algebra is N-graded, then the graded endomorphism algebra B of a basic (d−1)-
cluster tilting submodule of X is a two-sided noetherian N-graded AS-regular algebra over B0
of global dimension d such that tailsB ∼= tailsA.
We note that the notions of ASF-regular and AS-regular over R were recently introduced
by Minamoto and Mori [9], and these are natural generalizations of AS-regular algebras for N-
graded (not necessarily connected graded) algebras. A comparison theorem for these algebras
is described in Theorem 2.10 (see also Corollary 2.11).
2. Preliminaries
Throughout, let k be a field. A graded k-vector space V =
⊕
i∈Z Vi is called locally finite
if dimk Vi < ∞ for all i ∈ Z, and it is called left (resp. right) bounded if Vi = 0 for all i≪ 0
(resp. i ≫ 0). We denote by DV = Homk(V, k) the graded vector space dual of a locally
finite graded k-vector space V .
In this paper, a graded algebra means a Z-graded algebra over k unless otherwise stated.
For a graded algebra A, we denote by GrModA the category of graded right A-modules with
A-module homomorphisms of degree 0, and by grmodA the full subcategory consisting of
finitely generated graded A-modules. Note that if A is right noetherian, then grmodA is an
abelian category. We denote by Aop the opposite algebra of A, and by Ae = Aop ⊗k A the
enveloping algebra. The category of graded left A-modules is identified with GrModAop, and
the category of graded A-A bimodules is identified with GrModAe.
For a graded module M ∈ GrModA and an integer n ∈ Z, we define the shift M(n) ∈
GrModA by M(n)i := Mn+i for i ∈ Z. Note that the rule M 7→ M(n) is a k-linear autoe-
quivalence for GrModA and grmodA, called the shift functor. For M,N ∈ GrModA, we write
ExtiGrModA(M,N) for the extension group in GrModA, and define
ExtiA(M,N) :=
⊕
i∈Z
ExtiGrModA(M,N(i)).
Let A be a right noetherian locally finite N-graded algebra. For M ∈ GrModA and an
integer n ∈ Z, we define the truncated submoduleM≥n ∈ GrModA by M≥n :=
⊕
i≥nMi. We
say that an element x of a graded module M ∈ GrModA is torsion if there exists a positive
integer n such that xA≥n = 0. We denote by t(M) the submodule of M consisting of all
torsion elements. A graded module M ∈ GrModA is called torsion if M = t(M), and torsion-
free if t(M) = 0. We denote by TorsA (resp. torsA) the full subcategory of GrModA (resp.
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grmodA) consisting of torsion modules. One can define the Serre quotient categories
TailsA = GrModA/TorsA and tailsA = grmodA/torsA.
Note that tailsA is the full subcategory of noetherian objects of TailsA. The quotient functor
is denoted by π : GrModA → TailsA. We often denote by M = πM ∈ TailsA the image
of M ∈ GrModA. Note that the shift functor preserves torsion modules, so it induces a k-
linear autoequivalence M 7→M(n) for TailsA and tailsA, again called the shift functor. For
M,N ∈ TailsA, we write ExtiTailsA(M,N ) for the extension group in TailsA, and define
ExtiA(M,N ) :=
⊕
i∈Z
ExtiTailsA(M,N (i)).
See [1, Section 7] for details on Ext-groups in tailsA. Following Serre’s theorem and the
Gabriel-Rosenberg reconstruction theorem, tailsA is called the noncommutative projective
scheme associated to A (see [1] for details). We define the global dimension of tailsA by
gldim(tailsA) = sup{i | ExtitailsA(M,N ) 6= 0 for someM,N ∈ tailsA}.
If gldimA < ∞, then it is clear that gldim(tailsA) < ∞. The condition gldim(tailsA) < ∞
is considered as a noncommutative graded isolated singularity property (see [20], [21], [14],
[15]).
Recall that we say that χi holds for A if Ext
j
A(A/A≥1,M) is finite dimensional over k for
everyM ∈ grmodA and every j ≤ i, and we say that χ holds for A if χi holds for every i. The
condition χi plays an essential role in the study of the noncommutative projective schemes
tailsA (see [1], [25] for details).
We call (C,O, s) an algebraic triple if it consists of a k-linear abelian category C, an object
O ∈ C, and a k-linear autoequivalence s ∈ Autk C.
Definition 2.1. ([1]) Let (C,O, s) be an algebraic triple. We say that the pair (O, s) is ample
for C if
(Am1) for every objectM∈ C, there are positive integers r1, . . . , rp ∈ N
+ and an epimorphism⊕p
i=1 s
−riO →M in C, and
(Am2) for every epimorphism M → N in C, there is an integer n0 such that the induced
map HomC(s
−nO,M)→ HomC(s
−nO,N ) is surjective for every n ≥ n0.
We define the graded algebra associated to an algebraic triple (C,O, s) by B(C,O, s) :=⊕
i∈ZHomC(O, s
iO). Moreover, for any objectM ∈ C, it is known that
⊕
i∈ZHomC(O, s
iM)
has a natural graded right B(C,O, s)-module structure.
Theorem 2.2. ([1, Corollary 4.6 (1)]) Let (C,O, s) be an algebraic triple. If O ∈ C is a
noetherian object, dimk HomC(O,M) < ∞ for all M ∈ C, and (O, s) is ample for C, then
B = B(C,O, s)≥0 is a right noetherian locally finite N-graded algebra satisfying χ1, and the
functor
C→ tailsB; F 7→ π
(⊕
i∈N
HomC(O, s
iF)
)
induces an equivalence of algebraic triples (C,O, s)→ (tailsB,B, (1)).
Let A be an N-graded algebra. Then the augmentation ideal A≥1 is denoted by m. We
define the functor Γ
m
: GrModA → GrModA by Γ
m
(−) = limn→∞HomA(A/A≥n,−). The
derived functor of Γ
m
is denoted by RΓ
m
(−), and its cohomologies are denoted by Hi
m
(−) =
hi(RΓ
m
(−)). For a graded module M ∈ GrModA, we define
depthM = inf{i | Hi
m
(M) 6= 0} and ldimM = sup{i | Hi
m
(M) 6= 0}.
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See [24], [22] for basic properties of RΓ
m
(−).
If A is an N-graded algebra with A0 = k, then A is called connected graded. Note that a
right noetherian connected graded algebra is locally finite.
Definition 2.3. A two-sided noetherian connected graded algebra A is called AS-Gorenstein
(resp. AS-regular) of dimension d and of Gorenstein parameter ℓ if
• injdimAA = injdimAop A = d <∞ (resp. gldimA = d <∞), and
• ExtiA(k,A)
∼= ExtiAop(k,A)
∼=
{
k(ℓ) if i = d,
0 if i 6= d.
For M ∈ GrModA and a graded algebra automorphism σ ∈ GrAutA, we define the twist
Mσ ∈ GrModA by Mσ = M as a graded k-vector space with the new right action m ∗ a =
mσ(a). Let A be an AS-Gorenstein algebra. Then it is well-known that A has a balanced
dualizing complex DRΓ
m
(A) ∼= DRΓ
m
op(A) ∼= Aν(−ℓ)[d] in D(GrModA
e) with some graded
algebra automorphism ν ∈ GrAutA. This graded algebra automorphism ν ∈ GrAutA is
called the generalized Nakayama automorphism. We define ωA := Aν(−ℓ) ∈ GrModA
e.
Definition 2.4. Let A be an AS-Gorenstein algebra of dimension d, andM ∈ grmodA. Then
M is called a graded maximal Cohen-Macaulay module if depthM = ldimM = d.
Let A be an AS-Gorenstein algebra. Then A is a graded maximal Cohen-Macaulay A-
module. It is well-known that M ∈ grmodA is graded maximal Cohen-Macaulay if and only
if ExtiA(M,A) = 0 for all i 6= 0. See [10] for basic properties of maximal Cohen-Macaulay
modules.
We write CMgr(A) for the full subcategory of grmodA consisting of graded maximal Cohen-
Macaulay modules. If M ∈ grmodA, then we define M † = HomA(M,A) ∈ grmodA
op.
Similarly, if N ∈ grmodAop, then we define N † = HomAop(N,A) ∈ grmodA. It is well-known
that the contravariant functors
CMgr(A)
(−)† //
CMgr(Aop)
(−)†
oo (2.1)
define a duality. For M ∈ CMgr(A), we put B = EndA(M), C = EndAop(M
†). Then
C ∼= EndAop(M
†) ∼= EndA(M)
op ∼= Bop (2.2)
as graded algebras by the above duality.
The following theorem, called the maximal Cohen-Macaulay approximation theorem, plays
a key role in this paper.
Theorem 2.5. Let A be an AS-Gorenstein algebra. For any M ∈ grmodA, there exists a
short exact sequence
0 // L // Z // M // 0
in grmodA such that Z ∈ CMgr(A) and injdimA L < ∞. Moreover Ext
i
A(X,L) = 0 holds for
any X ∈ CMgr(A) and any i ≥ 1.
Proof. This follows from [10, Proposition 5.3] and [21, Lemma 3.5]. 
Recently, Minamoto and Mori [9] introduced the two notions of an N-graded (not necessarily
connected graded) AS-regular algebra.
Definition 2.6. [9, Definition 3.1] A locally finite N-graded algebra B is called AS-regular
over R = B0 of dimension d and of Gorenstein parameter ℓ if
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• gldimB = gldimBop = d <∞, and
• RHomB(B0, B)
∼= RHomBop(B0, B)
∼= (DB0)(ℓ)[−d] in D(GrModB0) and in D(GrModB0
op).
Remark 2.7. For the purpose of this paper, we do not require gldimB0 <∞.
Definition 2.8. [9, Definition 3.9] A locally finite N-graded algebra B is called ASF-regular
of dimension d and of Gorenstein parameter ℓ if
• gldimB = gldimBop = d <∞, and
• RΓ
m
(B) ∼= RΓ
m
op(B) ∼= (DB)(ℓ)[−d] in D(GrModB) and in D(GrModBop).
By expanding the notion of an AS-regular algebra to N-graded algebras, Minamoto and
Mori [9] gave a nice correspondence between N-graded AS-regular algebras over R of dimension
d with gldimR <∞ and quasi-Fano algebras of global dimension d− 1. This result provides
a strong connection between noncommutative projective geometry and representation theory
of finite dimensional algebras. See [6], [9], [13] for details.
At the end of this section, we give a comparison theorem for the two notions of AS-regular
algebras.
Lemma 2.9. Let B be a two-sided noetherian ASF-regular algebra, and C a two-sided noe-
therian locally finite N-graded algebra. Then for any M ∈ GrModCop ⊗B,
DRΓ
m
(M) ∼= RHomB(M,DRΓm(B))
in D(GrModBop ⊗ C).
Proof. Van den Bergh [22] gave a theory on local duality for connected graded algebras. One
can check that the results in [22, Sections 3–6] hold with no essential change for a noetherian
locally finite N-graded algebra (see also [17, Remark 3.6], [18, Lemma 3.2 (1)]). This follows
from the locally finite N-graded version of [22, Theorem 5.1]. 
Theorem 2.10. If B is a two-sided noetherian ASF-regular algebra of dimension d and of
Gorenstein parameter ℓ, then B is an AS-regular algebra over B0 of dimension d and of
Gorenstein parameter ℓ.
Proof. Since there exists an algebra automorphism µ ∈ GrAutB such that DRΓ
m
(B) ∼=
Bµ(−ℓ)[d] in D(GrModB
e), we have
RHomB(B0, B)
∼= RHomB(B0, Bµ(−ℓ)[d])µ−1(ℓ)[−d]
∼= RHomB(B0,DRΓm(B))µ−1(ℓ)[−d]
∼= DRΓ
m
(B0)µ−1(ℓ)[−d]
∼= D(B0)µ−1(ℓ)[−d]
in D(GrModBop⊗B0), so RHomB(B0, B)
∼= D(B0)(ℓ)[−d] in D(GrModB0) and in D(GrModB0
op).
Hence the result follows. 
Corollary 2.11. Let B be a two-sided noetherian locally finite N-graded algebra with gldimB0 <
∞. Then A is ASF-regular if and only if AS-regular over B0.
Proof. This is a combination of Theorem 2.10 and [9, Theorem 3.12]. 
3. Main Result
In this section, we prove the main result (Theorem 3.10) and give an example of its use.
First we introduce a condition which we require for the main result.
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Definition 3.1. Let A be an AS-Gorenstein algebra with the generalized Nakayama auto-
morphism ν ∈ GrAutA. Then X ∈ GrModA is called ν-stable if Xν ∼= X as graded right
A-modules.
Since Aν ∼= A in GrModA, A is always ν-stable. Clearly, if A is symmetric, that is, the
generalized Nakayama automorphism of A is the identity, then everyM ∈ GrModA is ν-stable.
Example 3.2. Let S be an AS-regular algebra and G a finite subgroup of GrAutS such that
char k does not divide |G|. If SG is AS-Gorenstein, then S ∈ GrModSG is ν-stable by [20,
Lemma 5.8].
Lemma 3.3. Let A be an AS-Gorenstein algebra and let X ∈ CMgr(A). If X is ν-stable, then
X ∼= Xν−1 in GrModA and X
† is ν-stable in GrModAop.
Proof. It is easy to check that X ∼= Xνν−1 ∼= Xν−1 in GrModA, and
ν(X
†) ∼= HomA(X, νA)
∼= HomA(X,Aν−1)
∼= HomA(Xν , A)
∼= HomA(X,A)
∼= X†
in GrModAop. 
The notion of an n-cluster tilting module plays an important role in representation theory
of orders, especially, higher analogue of Auslander-Reiten theory. It can be regarded as a
natural generalization of the classical notion of Cohen-Macaulay representation-finiteness.
Definition 3.4. Let A be an AS-Gorenstein algebra. For a positive integer n ∈ N+, a graded
maximal Cohen-Macaulay module X ∈ CMgr(A) is called n-cluster tilting if
add {X(i)|i ∈ Z} = {M ∈ CMgr(A)|ExtiA(X,M) = 0 for 0 < i < n}
= {M ∈ CMgr(A)|ExtiA(M,X) = 0 for 0 < i < n},
where add {X(i)|i ∈ Z} is the full subcategory of grmodA consisting of direct summands of
finite direct sums of shifts of X.
Let A be a noetherian locally finite N-graded algebra. Then it is known that grmodA has
the Krull-Schmidt property, i.e., each finitely generated graded module is a direct sum of a
uniquely determined set of indecomposable graded modules. Recall that M ∈ grmodA is
called basic if each indecomposable direct summand occurs exactly once (up to isomorphism
and degree shift of grading) in a direct sum decomposition. The following proposition says
that if A has a (d − 1)-cluster tilting module and gldim(tailsA) < ∞, then it has a ν-stable
(d− 1)-cluster tilting module.
Proposition 3.5. Let A be an AS-Gorenstein algebra of dimension d ≥ 2, Gorenstein pa-
rameter ℓ, and gldim(tailsA) < ∞. If X ∈ CMgr(A) is a basic (d − 1)-cluster tilting module,
then X is ν-stable.
Proof. By [20, Corollary 4.5], we see that the stable category CMgr(A) has the Serre functor
− ⊗A Aν(−ℓ)[d − 1]. Since Ext
i
A(X,X)
∼=
⊕
s∈ZHomCMgr(A)(X,X(s)[i]) = 0 for any 0 < i <
d− 1, we have ExtiA(X,Xν) = 0 for any 0 < i < d− 1 by using the Serre functor of CM
gr(A),
so Xν ∈ add {X(i)|i ∈ Z}. Since X is basic, Xν is also basic, so it follows that Xν is a direct
summand of X. Similarly, we can show that Xν−1 is a direct summand of X, so X is a direct
summand of Xν . Hence the result follows. 
Next we prepare some lemmas which we need to prove the main result.
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Lemma 3.6. Let A be a graded algebra and X a graded right A-module containing A as a
direct summand. Then X is a finitely generated graded left projective module over EndA(X).
Moreover, for any M ∈ GrModA, there is a natural isomorphism
M ∼= HomA(X,M) ⊗EndA(X) X
in GrModA.
Proof. Put B := EndA(X). Since X
∼= A⊕ Y for some Y ∈ GrModA, we have
B = HomA(X,X)
∼= HomA(A,X) ⊕HomA(Y,X)
∼= X ⊕HomA(Y,X)
in GrModBop, so X is finitely generated graded left projective over B. Moreover one can
verify that EndBop(X)
∼= A as graded algebras. Thus, for any M ∈ GrModA, we have
HomA(X,M) ⊗B X
∼= HomA(EndBop(X),M)
∼= HomA(A,M)
∼=M
as graded right A-modules. 
Lemma 3.7. Let A be an AS-Gorenstein algebra, and X ∈ CMgr(A) such that X contains A
as a direct summand. If EndA(X) is right noetherian and M ∈ grmodA, then HomA(X,M)
is a finitely generated graded right EndA(X)-module.
Proof. Put B := EndA(X). By Theorem 2.5, we have an exact sequence
0→ HomA(X,L)→ HomA(X,Z)→ HomA(X,M)→ 0
in GrModB where Z ∈ CMgr(A) and injdimA L <∞, so it is enough to show that HomA(X,Z)
is finitely generated. Since A is AS-Gorenstein and Z ∈ CMgr(A), we have a graded monomor-
phism Z → F in GrModA where F is a finitely generated free A-module. Now A is a
direct summand of X, so there exist graded monomorphisms Z → Xˆ in GrModA and
HomA(X,Z) → HomA(X, Xˆ) in GrModB where Xˆ is a finite direct sum of shifts of X.
Since HomA(X, Xˆ) is finitely generated and B is right noetherian, HomA(X,Z) is also finitely
generated. 
Lemma 3.8. Let B be a two-sided noetherian locally finite N-graded algebra. For any M ∈
GrModBe,
RΓ
m
(RΓ
m
op(M)) ∼= RΓ
m
op(RΓ
m
(M))
in D(GrModBe).
Proof. One can show the locally finite N-graded version of [22, Lemma 4.5], so the assertion
holds. 
Lemma 3.9. Let B be a two-sided noetherian ASF-regular algebra with an idempotent e. If
M ∈ grmodB is finite dimensional over k such that Me = 0, then ExtiB(M,eB) = 0 for any
i.
Proof. Since B is ASF-regular, we have
RHomB(M,eB)
∼= eRHomB(M,DRΓm(B)(ℓ)[−d])
∼= eRHomB(M,DRΓm(B))(ℓ)[−d].
Moreover, by Lemma 2.9,
eRHomB(M,DRΓm(B))(ℓ)[−d]
∼= eDRΓ
m
(M)(ℓ)[−d].
Since M ∈ grmodB is finite dimensional over k, RΓ
m
(M) ∼= M , so we have ExtiB(M,eB)
∼=
eDHd−i
m
(M)(ℓ) = 0 for all i 6= d, and ExtdB(M,eB)
∼= eD(M)(ℓ) ∼= D(Me)(ℓ) = 0 because
Me = 0. 
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Now we are ready to prove the main result of this paper.
Theorem 3.10. Let A be a two-sided noetherian connected graded algebra satisfying χ on
both sides, and let X ∈ grmodA. We consider the following conditions (A) and (B):
(A): A and X satisfy
(A1): A is an AS-Gorenstein algebra of dimension d ≥ 2,
(A2): X is a (d− 1)-cluster tilting module,
(A3): EndA(X)<0 = 0, and
(A4): Ext1A(X,M) and Ext
1
A(M,X) are finite dimensional over k for anyM ∈ CM
gr(A).
(B): B := EndA(X) satisfies
(B1): B is a two-sided noetherian ASF-regular algebra of dimension d ≥ 2,
(B2): −⊗B X induces an equivalence functor tailsB
∼
−→ tailsA, and
(B3): X† ⊗B − induces an equivalence functor tailsB
op ∼−→ tailsAop.
Then
(1) If (A) is fulfilled and X is either ν-stable or basic, then (B) holds.
(2) If (B) is fulfilled and X contains A as a direct summand, then (A) holds.
Proof of (1) in Theorem 3.10. Suppose that A and X satisfy (A), and X is either ν-
stable or basic. Since A is indecomposable, (A2) implies that X is a graded maximal Cohen-
Macaulay A-module containing a shift of A as a direct summand. By properties of degree
shifts, we may assume that X contains A as a direct summand without loss of generality.
The proof is divided into the following several steps:
(a) (X , (1)) is ample for tailsA,
(b) B is right noetherian, and (B2) holds,
(c) gldimB = d,
(d) Hi
m
(B) = 0 for any i 6= d,
(e) (X †, (1)) is ample for tailsAop,
(f) B is left noetherian, and (B3) holds,
(g) gldimBop = d,
(h) Hi
m
op(B) = 0 for any i 6= d, and
(i) Hd
m
(B) ∼= Hd
m
op(B) ∼= (DB)(ℓ) in GrModB and in GrModBop.
Proof of (a): We show that (X , (1)) is ample for tailsA. Since A is a direct summand of X,
it is easy to check that the condition (Am1) is satisfied. Let f :M→N be an epimorphism
in tailsA. It gives a short exact sequence 0 → K → M → N → 0 in tailsA. We take a
finitely generated graded module K such that πK = K. By Theorem 2.5, there exists an
exact sequence
0 // L // Z // K // 0
in grmodA such that Z ∈ CMgr(A) and injdimA L < ∞. Furthermore Theorem 2.5 also
implies that Ext1A(X,K)
∼= Ext1A(X,Z) holds, so Ext
1
A(X,K) is finite dimensional over k by
(A4). By [1, Corollary 7.3 (2)], it follows that Ext1A(X ,K) is right bounded, and thus we
have Ext1A(X (−n),K) = Ext
1
A(X ,K)n = 0 for all n≫ 0. Since
HomA(X (−n),M)→ HomA(X (−n),N )→ Ext
1
A(X (−n),K)
is exact, HomA(X (−n),M)→ HomA(X (−n),N ) is surjective for all n≫ 0, so the condition
(Am2) is also satisfied, hence (X , (1)) is ample for tailsA.
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Proof of (b): We show that B is right noetherian and (B2) is satisfied. The basic idea
of the proof comes from [14, Section 2]. Since depthAX = d ≥ 2, we have
B = EndA(X) = B(grmodA,X, (1))
∼= B(tailsA,X , (1))
by [12, Lemma 3.3]. By using (A3) and Theorem 2.2, it follows that B = B≥0 ∼= B(tailsA,X , (1))≥0
is right noetherian locally finite. Moreover the functor
F := π ◦ HomA(X ,−) : tailsA→ tailsB
is an equivalence. For M ∈ grmodA, there exists n ∈ Z such that
HomA(X ,M)≥n
∼= HomA(X,M)≥n
in grmodB by [1, Corollary 7.3 (2)], so the functor F is induced by the functor HomA(X,−) :
grmodA→ grmodB. By using Lemma 3.6, we see that the functor tailsB → tailsA induced
by −⊗B X : grmodB → grmodA is an equivalence functor quasi-inverse to F .
Proof of (c): Here we show that gldimB = d. First let us explain that we can construct a
graded right add {X(i)|i ∈ Z}-approximation ofM ∈ grmodA. Since HomA(X,M) is a finitely
generated graded right B-module by Lemma 3.7, we can take fi ∈ HomGrModA(X(si),M) such
that f1, · · · , fn generate HomA(X,M). Thus for any f ∈ HomGrModA(X(t),M), there exist
graded homomorphisms gi ∈ HomGrModA(X(t),X(si)) such that
X(s1)⊕ · · · ⊕X(sn)
( f1 ... fn ) // M
X(t)
f
88♣♣♣♣♣♣♣

g1
...
gn


jj❯❯❯❯❯❯❯❯❯❯❯❯
commutes. We can check that φ :=
(
f1 . . . fn
)
:
⊕n
i=1X(si)→M is surjective, and
HomA(X,
⊕n
i=1X(si))
Hom(X,φ) // HomA(X,M)
is also surjective.
By the above arguments, the proof of gldimB ≤ d goes along the same line as that of
[3, Theorem 3.6] (see also [20, Theorem 5.10]). Let N ∈ grmodB and take a projective
presentation P1 → P0 → N → 0. Since we can write Pi ∼= HomA(X,Xi) where Xi ∈
add {X(i)|i ∈ Z} for each i, we have an exact sequence
0 // HomA(X,M1)
// HomA(X,X1)
// HomA(X,X0)
// N // 0
in grmodB such that 0 → M1 → X1 → X0 is exact in grmodA. By using a graded right
add {X(i)|i ∈ Z}-approximation, we have a module X2 ∈ add {X(i)|i ∈ Z} and a surjection
X2 → M1 such that HomA(X,X2) → HomA(X,M1) is also surjective. Let M2 the kernel of
X2 →M1. Then it is easy to see that Ext
1
A(X,M2) = 0. Continuing in this way inductively,
we can make exact sequences
0 // Md−1 // Xd−1 // · · · // X2 // X1
ξ // X0 // Coker ξ // 0
in grmodA, and
0 // HomA(X,Md−1) // Pd−1 // · · · // P2 // P1 // P0 // N // 0
in grmodB where Pi = HomA(X,Xi). Furthermore we see Ext
j
A(X,Mi) = 0 for any 2 ≤ i ≤
d − 1 and any 0 < j < i. If Md−1 = 0, then clearly projdimBN ≤ d − 1. We now consider
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the case Md−1 6= 0. Since Xi ∈ CM
gr(A), it follows from the depth lemma (cf. [2, Proposition
1.2.9]) that Md−1 is graded maximal Cohen-Macaulay. Moreover, since Ext
j
A(X,Md−1) = 0
for 0 < j < d − 1, it follows that Md−1 ∈ add {X(i)|i ∈ Z} by (A2). Thus we obtain
projdimBN ≤ d.
To see that gldimB = d, consider a graded projective resolution of HomA(X, k) in grmodB,
namely,
· · · // P2 // P1 // P0 // HomA(X, k) // 0.
Applying −⊗B X to the above exact sequence, we have an exact sequence
· · · // P2 ⊗B X // P1 ⊗B X // P0 ⊗B X // HomA(X, k) ⊗B X // 0
in grmodA. By Lemma 3.6, HomA(X, k) ⊗B X
∼= k. Since each Pi ⊗B X is a direct
summand of finite direct sums of shifts of X, it is graded maximal Cohen-Macaulay, so
projdimB HomA(X, k) ≤ d − 1 gives a contradiction to the fact that depthA k = 0. Thus
gldimB = d.
Proof of (d): We next show that Hi
m
(B) = 0 for i 6= d. By the arguments in the proof of
(a) and (b), we see that
(grmodA,X, (1))
pi // (tailsA,X , (1))
F∼=

(grmodB,B, (1))
pi //
−⊗BX
OO
(tailsB,B, (1)),
commutes, and the graded algebra homomorphism
EndB(B) = B(grmodB,B, (1))→ B(tailsB,B, (1)) = EndB(B)
induced by the natural functor π is an isomorphism. This says that the natural map ϕ
appearing in the exact sequence
0 // H0
m
(B) // EndB(B)
ϕ // EndB(B) // H
1
m
(B) // 0
in [1, Proposition 7.2 (2)] is an isomorphism. Thus H0
m
(B) = H1
m
(B) = 0.
Since we already have the equivalence functor in (B2), it follows that
ExtiB(B,B)
∼= ExtiA(X ,X ) (3.1)
for any i. Using depthAX = d and (A2), we have Ext
i
A(X ,X )
∼= ExtiA(X,X) = 0 for any
1 ≤ i ≤ d − 2, so ExtiB(B,B) = 0 for any 1 ≤ i ≤ d − 2. Thus H
i
m
(B) = 0 for 2 ≤ i ≤ d − 1
by [1, Theorem 7.2 (2)]. Furthermore B has global dimension d by (c), so Hi
m
(B) = 0 for
i ≥ d+ 1.
Proof of (e): By the duality (2.1), we see that (A) is equivalent to the following:
(Aop): Aop and X† satisfy
(A1op): Aop is an AS-Gorenstein algebra of dimension d ≥ 2
(A2op): X† is a (d− 1)-cluster tilting module, and
(A3op): EndAop(X
†)<0 = 0,
(A4op): Ext1Aop(N,X
†) and Ext1Aop(X
†, N) are finite dimensional over k for any N ∈
CMgr(Aop).
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Hence the same argument in the proof of (a) implies that (X†, (1)) is ample for tailsAop.
Proof of (f): Since (X†, (1)) is ample for tailsAop, It follows from the same argument in
the proof of (b) that C := EndAop(X
†) is right noetherian and −⊗CX
† induces an equivalence
functor tailsC
∼
−→ tailsAop. However, Bop ∼= C as graded algebras by (2.2), so we obtain that
B is left noetherian and X† ⊗B − induces an equivalence functor tailsB
op ∼−→ tailsAop.
Proof of (g) and (h): By the arguments in the proofs of (e) and (f), the proof of (g)
(resp. (h)) is obtained by the same way as that of (c) (resp. (d)).
Proof of (i): By (b) and (c), tailsA ∼= tailsB and gldimB < ∞, so it follows that tailsA
has finite global dimension. Thus the derived category Db(tailsA) has the Serre functor
−⊗A ωA[d− 1] ∼= −⊗A Aν(−ℓ)[d− 1] by [16, Theorem A.4]. Moreover, if X is basic, then it
is ν-stable by Proposition 3.5. Using the equivalence in (B2) and the fact that X is ν-stable,
for any M = πM ∈ tailsB, we have natural isomorphisms
HomB(M,B(−ℓ))
∼= HomA(π(M ⊗B X), πX(−ℓ))
∼= HomA(π(M ⊗B Xν−1), πXν−1(−ℓ))
∼= HomA(π(M ⊗B Xν−1), πX(−ℓ)) (by Lemma 3.3)
∼= DExtd−1A (πX(−ℓ), π(M ⊗B Xν−1 ⊗A Aν(−ℓ)))
∼= DExtd−1A (πX(−ℓ), π(M ⊗B X)(−ℓ))
∼= DExtd−1B (B,M)
as graded k-vector spaces. It follows that B(−ℓ) is a dualizing sheaf of tailsB in the sense of
[25]. By [1, Proposition 7.10 (3)], it is easy to check that cd(tailsB) = d − 1. Moreover, by
Theorem 2.2, we see that B is a right noetherian locally finite graded algebra satisfying χ1,
so it follows that
HomB(B,B(−ℓ)) ∼= DExt
d−1
B (B,B)
in GrModB by the proof of [25, Theorem 2.3 (2)]. Hence we obtain
B(−ℓ) ∼= HomB(B,B)(−ℓ) ∼= DExt
d−1
B (B,B)
∼= DHd
m
(B) (3.2)
in GrModB by (d). Dually, (f), (g), (h), and Lemma 3.3 imply
B(−ℓ) ∼= DHd
m
op(B) (3.3)
in GrModBop. In addition, we see that Hd
m
(B) and Hd
m
op(B) are right bounded graded Be-
modules, so it follows from Lemma 3.8 that
Hd
m
op(B) ∼= RΓ
m
(Hd
m
op(B)) ∼= RΓ
m
(Hd
m
op(B)[−d])[d]
∼= RΓ
m
(RΓ
m
op(B))[d] ∼= RΓ
m
op(RΓ
m
(B))[d]
∼= RΓ
m
op(Hd
m
(B)[−d])[d] ∼= RΓ
m
op(Hd
m
(B)) ∼= Hd
m
(B)
in D(GrModBe). Therefore our assertion follows from (3.2) and (3.3).
Hence the proof of Theorem 3.10 (1) is now complete. 
Proof of (2) in Theorem 3.10. Suppose that X satisfies (B), and contains A as a direct
summand. Clearly (A3) is satisfied by (B1).
First we show that (A1) holds. Since A is a direct summand of X, there exists an idem-
potent e ∈ B such that eBe ∼= EndA(A)
∼= A as graded algebras and Be ∼= HomA(A,X)
∼= X
as graded B-A bimodules. Then (B2) says that the functor tailsB → tails eBe induced by
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−⊗BBe is an equivalence, so it follows that B/(e) is finite dimensional over k by [15, Lemma
3.17]. Let ρ be the composition map
Be⊗LeBe eB −−→
nat.
Be⊗eBe eB −−−→
mult.
B.
We have the triangle
Be⊗LeBe eB
ρ
−→ B → C → Be⊗LeBe eB[−1]
in D(grmodB). Applying −⊗LB Be implies C ⊗
L
B Be = 0. It follows that h
i(C)e = 0 for all i,
and thus ExtjB(h
i(C), eB) = 0 for all i, j by Lemma 3.9. By using a hypercohomology spectral
sequence [23, 5.7.9], we obtain hp(RHomB(C, eB)) = 0 for all p, so RHomB(C, eB) = 0.
Applying RHomB(−, eB) to the above triangle induces
RHomB(Be⊗
L
eBe eB, eB)
∼= RHomB(B, eB)
∼= eB.
On the other hand, we have
RHomB(Be⊗
L
eBe eB, eB)
∼= RHomeBe(Be,RHomB(eB, eB))
∼= RHomeBe(Be, eBe),
so it follows that
ExtiA(X,A)
∼= ExtieBe(Be, eBe) = 0 (3.4)
for all i > 0.
Let M ∈ grmodA. Since gldimB = d, we can take a projective resolution
0 // Pm // · · · // P2 // P1 // P0 // M ⊗eBe eB // 0
in grmodB with m ≤ d. Applying − ⊗B Be to the above exact sequence, we have an exact
sequence
0 // Pm ⊗B Be // · · · // P2 ⊗B Be // P1 ⊗B Be // P0 ⊗B Be // M // 0.
Since each Pj ⊗B Be ∈ add {Be(i)|i ∈ Z} ∼= add {X(i)|i ∈ Z}, By (3.4), we see that
Extm+1A (M,A) = 0. Thus injdimAA ≤ d. By (B1), (B2), and (B3), gldim(tailsA) < ∞
and gldim(tailsAop) < ∞. Moreover A satisfies χ on both sides, so it has a dualizing com-
plex by [22, Theorem 6.3]. It follows from [4, Theorem 3.6] that A is AS-Gorenstein. If
injdimAA ≤ d − 1, then gldim(tailsB) = gldim(tailsA) ≤ d − 2 by the Serre duality [16,
Theorem A.4]. This is a contradiction to the fact that Extd−1B (B,B)
∼= Hd
m
(B) 6= 0. Hence A
is AS-Gorenstein of dimension d.
To show that (A2) holds, it is enough to show that
(a) X ∈ CMgr(A) and ExtiA(X,X) = 0 for any 0 < i < d− 1,
(b) M ∈ CMgr(A) satisfying ExtiA(X,M) = 0 for any 0 < i < d−1 belongs to add {X(i)|i ∈
Z}, and
(c) M ∈ CMgr(A) satisfying ExtiA(M,X) = 0 for any 0 < i < d−1 belongs to add {X(i)|i ∈
Z}.
By (3.4), we see that X ∈ CMgr(A). By (B2), the functor tailsB → tailsA induced by
− ⊗A X is an equivalence, so Ext
i
A(X ,X )
∼= ExtiB(B,B) for any i. Using depthAX = d and
[1, Theorem 7.2 (2)], it follows that
ExtiA(X,X)
∼= ExtiA(X ,X )
∼= ExtiB(B,B)
∼= Hi+1
m
(B)
for any 0 < i < d− 1. Hence (a) holds by (B1).
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We now give the proof of (b). Let M ∈ CMgr(A) be such that ExtiA(X,M) = 0 for any
0 < i < d − 1. Since we know that A is AS-Gorenstein, taking a free resolution of M † in
grmodAop and applying (−)†, we have an exact sequence
0 // M // F0 // · · · // Fd−3 // Y // 0
in grmodA where each Fi is a graded free A-module, and Y ∈ CMgr(A). Then we can make
an exact sequence
0 // HomA(X,M) // HomA(X,F0) // · · · // HomA(X,Fd−3) // HomA(X,Y ) // 0
in GrModB because ExtiA(X,M) = 0 for 0 < i < d− 1. Moreover, taking a free presentation
of Y † ∈ CMgr(Aop) and applying HomA(X, (−)
†), we have an exact sequence
0 // HomA(X,Y ) // HomA(X,Fd−2) // HomA(X,Fd−1)
in GrModB where Fd−2 and Fd−1 are graded free A-modules. By the assumption that A is
a direct summand of X, each HomA(X,Fi) is a graded right projective B-module. Since
any graded right B-module has projective dimension at most d by (B1), it holds that
projdimB HomA(X,M) = 0. This means that HomA(X,M) is finitely generated graded right
projective over B by Lemma 3.7, so M ∈ add {X(i)|i ∈ Z} by Lemma 3.6. Hence (b) is
proved.
We next give the proof of (c). Let M ∈ CMgr(A) be such that ExtiA(M,X) = 0 for any
0 < i < d− 1. Then ExtiAop(X
†,M †) = 0 for any 0 < i < d − 1. Since Bop ∼= EndAop(X
†) is
also ASF-regular, the same method in the proof of (b) yields M † ∈ add {X†(i)|i ∈ Z}. Thus
we see M ∈ add {X(i)|i ∈ Z} and we obtain (c).
In addition, since we have gldimB <∞ and tailsB ∼= tailsA by (B1) and (B2), it follows
that gldim(tailsA) <∞, so (A4) is satisfied by [20, Lemma 5.7].
Hence the proof of Theorem 3.10 (2) is finished. 
Remark 3.11. By observing the proof of Theorem 3.10, we notice that the condition (A4) in
Theorem 3.10 can be replaced by the condition
(A4’): gldim(tailsA) <∞.
In this sense, it can be said that (A4) corresponds to the graded isolated singularity property.
Here we obtain the following result.
Corollary 3.12. Let A be an AS-Gorenstein algebra of dimension d ≥ 2 and of Gorenstein
parameter ℓ. Assume that gldim(tailsA) < ∞ and A has a (d − 1)-cluster tilting module
X ∈ CMgr(A) satisfying EndA(X)<0 = 0. Then a basic (d − 1)-cluster tilting module Y can
be extracted from X, and besides B = EndA(Y ) is a two-sided noetherian AS-regular algebra
over B0 of dimension d and of Gorenstein parameter ℓ such that tailsB ∼= tailsA.
Proof. By the proof of Theorem 3.10(1), we see that Gorenstein parameter of B is given by
Gorenstein parameter of A, so the statement follows from Theorem 3.10, Remark 3.11 and
Theorem 2.10. 
It is clear that (A2), (A3), (A4) and the ν-stable assumption are conditions for a “right”
A-moduleX. On the other hand, we see that (B1), (B2) and (B3) are “two-sided” conditions
for B = EndA(X). Thus Theorem 3.10 (1) asserts that one-sided conditions for X imply two-
sided conditions for B = EndA(X).
We now consider the case that A is a noncommutative quotient singularity.
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Example 3.13. Let S be an AS-regular algebra of dimension d ≥ 2. Let G be a finite
subgroup of GrAutS such that hdet g = 1 for each g ∈ G (in the sense of Jørgensen and
Zhang [8]), and char k does not divide |G|. Assume that S ∗G/(e) is finite dimensional over
k where e = 1|G|
∑
g∈G 1 ∗ g ∈ S ∗G. Then
• SG is AS-Gorenstein of dimension d ≥ 2 by [8, Theorem 3.3],
• S ∈ CMgr(SG) is a (d− 1)-cluster tilting module by [14, Theorems 3.10, 3.15],
• EndSG(S)<0 = (S ∗G)<0 = 0 by [14, Theorem 3.10],
• gldim(tailsSG) <∞ by [14, Theorem 3.10, Lemma 2.12], and
• S is a ν-stable SG-module by Example 3.2,
so the assumption of Theorem 3.10 (1) is satisfied. If fact, it follows from [14, Corollary
3.6, Theorem 3.10] that B = EndSG(S) is a two-sided noetherian AS-regular algebra over
B0 ∼= kG of dimension d such that tails EndSG(S)
∼= tailsSG. Hence Theorem 3.10 is regarded
as a detailed version of this phenomenon.
For the rest of this paper, we construct a noncommutative quadric hypersurface which
gives a concrete example of Theorem 3.10. See [19, Section 5] and [21, Section 4] for detailed
information.
Example 3.14. In this example, we assume that k is algebraically closed of characteristic 0.
Let
S = k〈x, y, z〉/(xy + yx− z2, xz + zx, yz + zy), deg x = deg y = deg z = 1.
Then S is a Koszul AS-regular algebra of dimension dS = 3 and Gorenstein parameter ℓS = 3
with a central regular element x2 + y2 ∈ S2. Let
A = S/(x2 + y2).
Then A is a Koszul AS-Gorenstein algebra of dimension dA = 2 and Gorenstein parameter
ℓA = 1. Take w := x
2 ∈ A!2 so that S
! ∼= A!/(w). We define a finite dimensional algebra C(A)
by C(A) := A![w−1]0 (see [19, Lemma 5.1]). It is easy to check that C(A) ∼= k[t]/(t
4−1) ∼= k4
as algebras. By [21, Proposition 4.1], A is of finite Cohen-Macaulay representation type, so it
has a 1-cluster tilting module. It follows from [21, Theorem 3.4] that gldim(tailsA) <∞. By
[21, Proposition 4.4] and [11, Theorem 3.8], indecomposable non-projective maximal Cohen-
Macaulay A-modules (up to isomorphism and degree shift of grading) are parameterized by
points of ProjA! = V(xy + z2, x2 − y2) ⊂ P2. Using this, one can check that the graded
A-module
X := A⊕X1 ⊕X2 ⊕X3 ⊕X4
is a representation generator of CMgr(A), that is, a 1-cluster tilting module, where
X1 := A/(x− y + z)A, X2 := A/(x− y − z)A,
X3 := A/(x+ y + iz)A, X4 := A/(x+ y − iz)A
and i is a primitive 4th root of unity. Clearly X is basic, so it is ν-stable. Since generators
of X are concentrated in degree 0, every graded A-module homomorphism X → X(−s) has
to be zero for any positive integer s ∈ N+, so we have End(X)<0 = 0. Hence we obtain that
B = EndA(X) is a two-sided noetherian AS-regular algebra over B0 of dimension 2 and of
Gorenstein parameter 1 satisfying tailsB ∼= tailsA by Corollary 3.12. We can calculate that
the Hilbert series HB(t) is
9(1+t)
(1−t)2
. Furthermore B0 is isomorphic to the path algebra kQ where
Q =
•
&&◆◆◆
•
xx♣♣♣
•
•
88♣♣♣
•
ff◆◆◆ ,
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so gldimB0 <∞. Hence we obtain
Db(tailsA) ∼= Db(tailsB) ∼= Db(modB0) ∼= D
b(mod kQ)
by [9, Theorem 4.14]. As a remark, for any 2-dimensional commutative Cohen-Macaulay
algebra C of finite Cohen-Macaulay representation type generated in degree 1, it follows that
tailsC ∼= tailsk[x, y] ∼= cohP1 by [5, Theorem on page 347], so Db(tailsC) ∼= Db(cohP1) ∼=
Db(mod kQ′) where Q′ = •
//
// • . Thus we see that Db(tailsA) ∼= Db(tailsB) ≇ Db(tailsC).
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