A 4-wheel is the graph consisting of a chordless cycle on four vertices C4 plus an additional vertex adjacent to all the vertices of the C4. In this paper, we explore the structure of (P5, 4-wheel)-free graphs, and show that every such graph G is either perfect, or a quasi-line graph, or has a clique cutset, or G belongs to some well-defined special classes of graphs. This result enables us to show that every (P5, 4-wheel)-free graph G satisfies χ(G) ≤ 3 2 ω(G). Moreover, this bound is asymptotically tight. That is, there is a class of (P5, 4-wheel)-free graphs H such that every graph H ∈ H satisfies χ(H) ≥ 10 7 ω(H).
Introduction
All our graphs are simple and finite. Given a graph G, as usual, we write χ(G) to denote the chromatic number of G, and ω(G) to denote the size of a maximum clique in G. A graph G is perfect, if every induced subgraph H of G satisfies χ(H) = ω(H). As introduced by Gyárfás [13] , a hereditary class of graphs C is said to be χ-bounded, if there is a function f : Z + → Z + (called a χ-binding function for C) such that every G ∈ C satisfies χ(G) ≤ f (ω(G)). Obviously the class of perfect graphs is χ-bounded with identity function as a χbinding function. Recently there has been much research on χ-bounded classes of graphs; see [5, 6, 17, 19] for examples. We refer to [18] for a comprehensive survey on χ-bounded classes of graphs and their connections to other topics in graph theory.
Given a positive integer k, let P k denote the chordless (or induced) path on k vertices, and for k ≥ 3, C k denote the chordless (or induced) cycle on k vertices. For k ≥ 4, a k-wheel is the graph consisting of a cycle C k plus an additional vertex adjacent to all the vertices of the C k . We say that a graph G * Computer Science Unit, Indian Statistical Institute, Chennai Centre, Chennai 600029, India.
† Corresponding author, Computer Science Unit, Indian Statistical Institute, Chennai Centre, Chennai 600029, India. Partially supported by DST-SERB, Government of India, under MATRICS scheme.
Problem 1 is open even for the class of (P 5 , C 5 )-free graphs. Chudnovsky and Sivaraman [8] showed that every (P 5 , C 5 )-free graph G satisfies χ(G) ≤ 2 ω(G) − 1. Moreover, Fouquet, Giakoumakis, Maire and Thuillier [11] showed that there does not exist a linear χ-binding function even for the class of (P 5 , P c 5 )-free graphs. It is interesting to note that the existence of a polynomial χ-binding function for the class of P 5 -free graphs implies the Erdös-Hajnal conjecture for the class of P 5 -free graphs; see [18] . In this paper, we are interested in linearly χ-bounded P 5 -free graphs. Recently, the second author with Chudnovsky, Maceli and Maffray [3] showed that every (P 5 , gem)-free graph G satisfies χ(G) ≤ ⌈ 5ω(G) 4 ⌉, and with Huang [14] , he showed that every (P 5 , paraglider)-free graph G satisfies χ(G) ≤ 3 2 ω(G). A split graph is a graph whose vertex set can be partitioned into a stable set (possibly empty) and a clique (possibly empty). Földes and Hammer [10] showed that a graph G is a split graph if and only if G is (2K 2 , C 4 , C 5 )-free. It is easy to show that every split graph is perfect. Gyárfás [13] showed that for every (2K 2 , C 4 )-free graph G, χ(G) is either ω(G) or ω(G) + 1. The second author with Choudum and Shalu [1] generalized this result, and showed that every (P 5 , C 4 )-free graph G satisfies χ(G) ≤ ⌈ 5ω(G) 4 ⌉ and the bound is tight. They also showed that every (P 5 , 4-wheel)-free graph G satisfies χ(G) ≤ 5⌈ 5ω(G) 4 ⌉. We improve this result and establish an asymptotically best possible bound, as follows.
Theorem 1 Let G be a (P 5 , 4-wheel)-free graph. Then χ(G) ≤ 3 2 ω(G). Moreover, there is a class of (P 5 , 4-wheel)-free graphs L such that every graph H ∈ L satisfies χ(H) ≥ 10 7 ω(H).
The proof of Theorem 1 is given in Section 4. In fact, Theorem 1 will be proved from the structure theorem for the class of (P 5 , 4-wheel)-free graphs, and is given at the end of this section (Theorem 2). To state it, we require the following.
For a positive integer k, we write [k] to denote the set {1, 2, . . . , k}, and we say an index i ∈ [k], if i ∈ {1, 2, . . . , k} and i modulo k. Figure 1 : A 5-wheel, H 0 , and H 1 (left to right).
A graph G is a quasi-line graph if for each v ∈ V (G), the set of neighbors of v can be expressed as the union of two cliques.
For any two subsets X and Y of V (G), we say that X is complete (anticomplete) to Y if every vertex in X is adjacent (nonadjacent) to every vertex in Y . If X is singleton, say X = {v}, then we simply write v is complete (anticomplete) to Y , instead of writing {v} is complete (anticomplete) to Y .
Let G be a graph. Suppose X is a subset of V (G) that induces a P 3 -free graph in G. Then each component of G[X] is a complete subgraph of G, and so the set X can be written as a disjoint union of (nonempty) cliques; Each such clique is a maximal clique of G[X], and we call it an X-clique. We say that a set S ⊆ V (G) \ X is complete to exactly one X-clique, if there is an X-clique, K, such that S is complete to K, and anticomplete to X \ K. Let v ∈ V (G) \ X be any vertex. We say that the vertex v is good with respect to X if it satisfy the following two conditions: (a) If v has a neighbor in an X-clique, say K, then v is complete to K, and (b) v is complete to at least one X-clique. Blowups: A blowup of a graph H is any graph G such that V (G) can be partitioned into |V (H)| (not necessarily nonempty) sets Q v , v ∈ V (H), such that each Q v induces a P 3 -free graph, Q u is complete to Q v if uv ∈ E(H), and Q u is anticomplete to Q v if uv / ∈ E(H). A blowup is a clique-blowup if each Q v is a clique, and a perfect-blowup if each Q v induces a perfect graph.
Let H 0 , H 1 , H 2 , H 3 and H 4 be five graphs as shown in Figure 1 and Figure 2 .
Graph class H 1 : We say that a connected (P 5 , 4-wheel)-free graph G belongs to G 1 , if G is a blowup of H 1 such that for i ∈ {1, . . . , 6}, Q vi is a nonempty clique.
Graph class H 2 : We say that a connected (P 5 , 4-wheel)-free graph G belongs to G 2 , if G is a blowup of H 2 such that for i ∈ {1, . . . , 6}, Q vi is a nonempty clique.
Graph class H 3 : We say that a connected (P 5 , 4-wheel)-free graph G belongs to G 3 , if G is a blowup of H 3 , satisfying the following:
• For i ∈ {1, . . . , 6}, Q vi is a nonempty clique, and for j ∈ {1, 3, 6}, Q uj is nonempty.
• Exactly one of Q u2 ∪ Q u4 ∪ Q u5 , Q u7 is nonempty.
Graph class H 4 : We say that a connected (P 5 , 4-wheel)-free graph G belongs to G 4 , if G is a blowup of H 4 , satisfying the following:
• For i ∈ {1, . . . , 7}, Q vi is a nonempty clique.
• If Q u1 ,Q u3 = ∅, then Q u2 is empty, and one of Q u4 , Q u5 is empty. Figure 3 : Schematic representation of: a graph in G 1 (left), and a graph in G 2 (right). Figure 3 to Figure 8 give a schematic representation of graphs in G 1 , . . . , G 9 (defined below), and we use the following representations: The shapes (circles or ovals) represent a collection of sets into which the vertex-set of the graph is partitioned. The sets inside an oval form a partition of that set. Each shaded circle represents a nonempty clique, and other shapes induce a P 3 -free subgraph. A solid line between any two shapes represents that the respective sets are complete to each other. A dashed line between any two shapes represents that the adjacency between these sets are arbitrary, and is subject to the definition of the respective graph class. The absence of a line between any two shapes, except in Figure 4 :(a), represents that the respective sets are anticomplete to each other. In Figure 4 :(a), while the other adjacency between the sets are shown, the adjacency between Y i and A i+1 and A i−1 , for each i ∈ [5] is not shown, and is subject to the definition of the graph class G 3 .
Graph class G 1 : The class of connected (P 5 , 4-wheel)-free graphs G (see Figure 3) such that V (G) can be partitioned into eight non-empty sets A 1 , . . . , A 5 , X 1 , Z and T , and two (possibly empty) sets B 1 and B 2 , satisfying the following:
• For each i ∈ [5] , A i is a clique, A i is complete to A i−1 ∪ A i+1 ∪ Z, and anticomplete to A i−2 ∪ A i+2 ∪ T .
• Each B 1 , B 2 , X 1 and T induces a P 3 -free graph, and Z is a clique.
• B 1 is complete to A 1 ∪ A 4 , and anticomplete to V (G) \ (A 1 ∪ A 4 ); B 2 is complete to A 1 ∪ A 3 , and anticomplete to V (G) \ (A 1 ∪ A 3 ).
• X 1 is complete to A 1 ∪ A 3 ∪ A 4 , and anticomplete to A 2 ∪ A 5 ∪ Z.
• Z is complete to T .
• Each vertex in T has a neighbor in X 1 , and each T -clique is either complete or anticomplete to an X 1 -clique.
Graph class G 2 : The class of connected (P 5 , wheel)-free graphs G (see Figure 3 ) such that V (G) can be partitioned into seven non-empty sets A 1 , . . . , A 5 , X 1 and T , each induces a P 3 -free graph, satisfying the following:
• For each i ∈ [5] , A i is complete to A i−1 ∪ A i+1 , and anticomplete to A i−2 ∪ A i+2 ∪ T .
• A 3 and A 4 are cliques.
• X 1 is complete to A 1 ∪ A 3 ∪ A 4 , and anticomplete to A 2 ∪ A 5 .
• Each vertex in T has a neighbor in X 1 . Figure 4 : Schematic representation of (a) a graph in G 3 , (b) a graph in G 4 when X 1 is not anticomplete to X 3 , and (c) a graph in G 4 when X 1 is anticomplete to X 3 .
Graph class G 3 : The class of connected (P 5 , wheel)-free graphs G (see Figure 4 :(a)) such that V (G) can be partitioned into six nonempty sets A 1 , . . . , A 5 and Y 1 , and four (possibly empty) sets Y 2 , Y 3 , Y 4 and Y 5 , satisfying the following, for each i ∈ [5]:
• A i induces a P 3 -free graph, and Y i is a clique.
• For j ∈ {i − 1, i + 1}, each A j -clique has a vertex which is complete to Y i .
Graph class G 4 : The class of connected (P 5 , wheel)-free graphs G (see Figure 4:(b) and (c)) such that V (G) can be partitioned into eight nonempty sets A 1 , . . . , A 5 , X 1 and Y 2 , and three (possibly empty) sets X 3 ,Y 5 and T , satisfying the following for i ∈ [5] (here, every subscript is understood modulo 5):
• Each A 1 , . . . , A 5 , X 1 , X 3 and T induces a P 3 -free graph, and Y 2 is a clique.
• For j ∈ {1, 3}: X j is complete to A j , and anticomplete to A j+1 ∪ A j−1 . Moreover, each vertex in X j is good with respect to A j+2 and A j−2 .
• If X 1 is not anticomplete to X 3 , then there is an X 1 -clique, Q 1 , and an
• For j ∈ {2, 5}, each A (−1) j +j -clique has a vertex which is complete to Y j .
• Each T -clique has a neighbor in X 1 ∪ X 3 , and for j ∈ {1, 3}, each T -clique is either complete or anticomplete to an X j -clique.
• If T = ∅, then A 5 = B 5 is a clique. Graph class G 5 : The class of connected (P 5 , wheel)-free graphs G (see Figure 5 ) such that V (G) can be partitioned into seven nonempty sets A 1 , . . . , A 5 , X 1 and Y 1 , and two (possibly empty) sets X 5 and T , satisfying the following for i ∈ [5] (here, every subscript is understood modulo 5):
• Each A 1 , . . . , A 5 , X 1 , X 5 , and T induces a P 3 -free graph, and Y is a clique.
• For j ∈ {1, 5}, each vertex in X j is good with respect to A j+2 and A j−2 , and complete to either A j+2 or A j−2 ; X 1 is complete to A 1 ∪ X 5 ∪ Y 1 , and anticomplete to A 2 ∪ A 5 ∪ T ; There is a vertex in X 1 which is anticomplete to B 3 ; X 5 is complete to A 5 , and anticomplete to A 1 ∪ A 4 .
• If T = ∅, then X 5 = ∅, and T is complete to exactly one X 5 -clique. Graph class G 6 : The class of connected (P 5 , wheel)-free graphs G (see Figure 5 ) such that V (G) can be partitioned into seven nonempty sets A 1 , . . . , A 5 , X 1 and Y 1 , and three (possibly empty) sets Y 2 , Y 5 and T , satisfying the following, where i ∈ [5]:
• Each A 1 , . . . , A 5 , X 1 and T induces a P 3 -free graph, and Y 1 , Y 2 and Y 5 are cliques.
• For j ∈ {2, 5}, each A j -clique has a vertex which is complete to Y 1 , and each A (−1) j +j -clique has a vertex which is complete to Y j .
• Each vertex in X 1 is good with respect to A 3 and A 4 ; X 1 is complete to
T is complete to Y 2 , and each vertex in T has a neighbor in X 1 .
• Each vertex in X 1 ∪ Y 1 is either good with respect to T or anticomplete to T .
Graph class G 7 : The class of connected (P 5 , wheel)-free graphs G (see Figure 6 ) such that V (G) can be partitioned into six non-empty sets A 1 , . . . , A 5 , X 1 and five (possibly empty) sets X 2 , X 3 , X 4 , X 5 , and T each induces a P 3 -free graph, satisfying the following, for each i ∈ [5] :
• Each vertex in X i is good with respect to A i+2 and A i−2 , and complete to either A i+2 or A i−2 .
• X i is complete to X i+1 ∪ X i−1 , and anticomplete to X i+2 ∪ X i−2 .
• If T = ∅, then the following hold: Graph class G 8 : The class of connected (P 5 , wheel)-free graphs G (see Figure 7 ) such that V (G) can be partitioned into seven non-empty sets A 1 , . . . , A 5 , X 1 and X 3 , and three (possibly empty) sets X 4 , X 5 and T , each induces a P 3 -free graph, and an empty set X 2 (for our convenience), satisfying the following, for each i ∈ [5] :
• Each vertex in X i is good with respect to A i+2 and A i−2 ; Each X 4 -clique is complete to either A 1 or A 2 , and each X 5 -clique is complete to either A 2 or A 3 .
• X i is complete to X i+1 ∪ X i−1 ; and for i = 1, X i is anticomplete to X i+2 .
• There is an X 1 -clique, Q 1 , and an X 3 -clique,
Moreover, there is an A 3 -clique, A * 3 , such that Q 1 is complete to A * 3 , and anticomplete to A 3 \ A * 3 ; and there is an A 1 -clique, A * 1 , such that Q 3 is complete to A * 1 , and anticomplete to
• T is the union of two disjoint (possibly empty) sets T 1 and T 2 such that:
, and every vertex in Q 1 is either anticomplete or good with respect to T 2 . (iii) If X 4 ∪ X 5 = ∅, then • T 2 is complete to X 3 ∪ X 5 , and anticomplete to X 1 ∪ X 4 . Figure 8 : Schematic representation of a graph in G 9 when A * 1 = A * * 1 or T = ∅ (left), and when A * 1 = A * * 1 (right).
Graph class G 9 : The class of connected (P 5 , wheel)-free graphs G (see Figure 8 ) such that V (G) can be partitioned into eight non-empty sets A 1 , . . . , A 5 , X 1 , X 3 , X 4 , and one (possibly empty) set T , each induces a P 3 -free graph, satisfying the following, for each i ∈ [5] (here, every subscript is understood modulo 5):
• For j ∈ {1, 3, 4}: X j is complete to A j , and anticomplete to A j+1 ∪ A j−1 and for k ∈ {j + 2, j − 2}, each vertex in X j is good with respect to A k . Moreover, each X j -clique is either complete or anticomplete to an A k -clique.
• X 3 is complete to X 4 . Also, there are two distinct X 1 -cliques, Q 1 and Q ′ 1 , and an X 3 -clique, Q 3 , and an X 4 -clique, Q 4 , such that:
and T is complete to X 4 ∪Q 1 , and anticomplete to X 3 ∪ Q ′ 1 .
Theorem 2 Let G be a connected (P 5 , 4-wheel)-free graph. Then at least one of the following hold:
• G is a perfect graph.
• G is a quasi-line graph.
• G has a clique cutset.
• G is a blowup of a C 5 or a blowup of H 0 .
Proof. Let G be a connected (P 5 , 4-wheel)-free graph. If G is C 5 -free, then by Corollary 1, either G is perfect or G is a blowup of H 0 . So we may assume that G contains an induced C 5 , and has no clique cutset. If G has a 5-wheel, then by Theorem 4, G ∈ H 1 ∪H 2 ∪H 3 ∪H 4 ∪G 1 . If G is 5-wheel-free, then by Theorem 5, either G is a blowup of a C 5 or G is 3K 1 -free or G ∈ G 2 ∪ · · · ∪ G 9 . Now since a clique-blowup of a 5-wheel is in H 1 , the theorem follows from Lemma 2. This completes the proof.
Notation and Preliminaries
Let G be a graph with vertex-set V (G) and edge-set The union of k graphs each isomorphic to G is denoted by kG; for instance 2K 2 denotes the graph that consists union of two disjoint K 2 's. An induced cycle C k with vertex-set {v 1 , v 2 , . . . , v k } and edge-set
A graph is chordal if it has no induced cycle of length at least four.
We use the following two simple observations often.
(O1) Let G be a P 5 -free graph. Let A, B 1 and B 2 be three disjoint, nonempty, and mutually anticomplete subsets of V (G). Let x and y be two nonad- 3 Structure of (P 5 , 4-wheel)-free graphs 3.1 (P 5 , 4-wheel)-free graphs with no C 5
Proof. For convenience, we consider the complement graph of G, say H. So H is a (P c 5 , C 5 , 2K 2 ∪ K 1 )-free graph such that H c ( ∼ = G) is connected, and contains an induced C 7 , say u 1 -u 2 -u 3 -u 4 -u 5 -u 6 -u 7 -u 1 . So we may assume that there are seven nonempty and pairwise disjoint sets A 1 , ..., A 7 such that for each i modulo 7 the set A i is complete to A i−1 ∪ A i+1 , and anticomplete to
We choose these sets such that A is maximal, and let u i ∈ A i . Here every subscript is understood modulo 7. For each i ∈ [7] , let B i denote the set {x ∈ V (H) \ A | x has a neighbor in each A i , A i+1 , A i+2 , and A i+3 , and x is anticomplete
Clearly, since the graph H is (P c 5 , C 5 )-free, we have the following simple observation:
(1) Let P be a P 4 in H, say a 1 -a 2 -a 3 -a 4 . Then any vertex in V (H) \ V (P ) which is adjacent to a 1 and a 4 , is adjacent to a 2 and a 3 .
Moreover, the following hold, for each i ∈ [7]:
If x has no neighbor in A, then {u 1 , u 2 , u 4 , u 5 , x} induces a 2K 2 ∪ K 1 , a contradiction. This proves (2) . ⋄
Suppose not, and let i = 1. Let a 1 be a neighbor of x in A 1 . If N (x) ∩ A 3 = ∅ and N (x) ∩ A 6 = ∅, then by (1) , N (x) ∩ A 5 = ∅, and then {a 1 , x, u 5 , u 6 , u 3 } induces a 2K 2 ∪ K 1 , a contradiction; so we may assume that N (x) ∩ A 3 = ∅ and N (x) ∩ A 6 = ∅. Then by (1), x is complete to A 4 ∪ A 5 . Then again by using (1), we see that x is complete to A 2 ∪ A 7 . But then x ∈ D, a contradiction. This proves (3) . ⋄
. Then by (2), we may assume that x has a neighbor in A i , say a i . By (3), we may assume that N (x) ∩ A i+2 = ∅ and x is anticomplete to A i−2 . Then by (1), x is anticomplete A i−3 . Let a i+2 be a neighbor of x in A i+2 . We claim that x has a neighbor in A i+1 . Suppose x is anticomplete to A i+1 . Then by (1) 
But then x can be added to A i , contradicting the maximality of A. So we may assume that x has a neighbor in A i+1 , say a i+1 . Then by (1), x does not have neighbors in both A i+3 and
x has a neighbor in exactly one of A i+3 and A i−1 , say x has a neighbor in A i+3 . So x is in B i . This proves (4). ⋄
Let p, q ∈ A i , and suppose p, q are adjacent. Then {p, q, u i+2 , u i+3 , u i−2 } induces a 2K 2 ∪ K 1 , a contradiction. This proves (5) . ⋄
If there is a K 2 ∪ K 1 induced by the vertices, say {w 1 , w 2 , w 3 }, in B i , then {u i−1 , u i−2 , w 1 , w 2 , w 3 } induces a 2K 2 ∪ K 1 , a contradiction. This proves (6) . ⋄
, and suppose x, y are not adjacent. Let a i+1 and a i+2 be the neighbors of x in A i+1 and A i+2 respectively. By symmetry, we may assume that,
This proves (7) . ⋄
and suppose x and y are nonadjacent. By symmetry, we may assume that y ∈ B i+1 . Then by (7) , {x, u i+1 , y, u i+4 , u i+3 } induces a P c 5 , a contradiction. This proves (8) . ⋄
Suppose there are nonadjacent vertices, say x ∈ D and a ∈ A i . Pick neighbors of x in each A i+1 , A i+2 and A i−1 , say b, c, and d respectively. Then {a, b, c, d, x} induces a P c 5 , a contradiction. So D is complete to A. Next if there are nonadjacent vertices, say x ∈ D and x ′ ∈ B i , then by (7) and by the earlier argument,
5 , a contradiction. This proves (10) .
So we may assume that B 1 = ∅. Then by (9),
is empty, and one of B 2 , B 7 is empty. So we conclude that G is a blowup of H 0 . This completes the proof of the theorem.
So by the Strong Perfect Graph Theorem [7] , G contains an induced C c 7 . Now the corollary follows from Theorem 3.
By Corollary 1, from now on, we consider (P 5 , 4-wheel)-free graphs with an induced C 5 .
3.2 Some observations on (P 5 , 4-wheel)-free graphs that has an induced C 5
Let G be a connected (P 5 , 4-wheel)-free graph with no clique cutset. Suppose that G contains an induced
Then we may assume that there are five non-empty and pairwise disjoint sets A 1 , ..., A 5 such that for each i modulo 5 the set A i is complete to
We choose these sets such that A is maximal, and let v i ∈ A i . From now on every subscript is understood modulo 5.
}, and for each i let:
Then the following statements hold for each i ∈ [5]:
induces a complete subgraph of G, and so the set A i can be written as the disjoint union of cliques; Each such clique is a maximal clique of G[A i ], and from now on we call it an A i -clique.
If there are nonadjacent vertices, say x ∈ X i and p ∈ A i , then for any neighbor of
By symmetry, it is enough to prove for A i+2 . Let x ∈ X i and let K be an A i+2 -clique such that x has a neighbor in K. If x is not complete to K, then by assumption, there are vertices a, b in K such that ab, ax ∈ E and bx / ∈ E. But then by (R2), b-a-x-v i -v i−1 is a P 5 , a contradiction. This proves the first assertion of (R3).
The second assertion follows by the definition of X i and by the first assertion. This proves (R3). ⋄
Let x ∈ X i , and suppose that the assertion is not true. Then there are vertices p ∈ A i+2 and q ∈ A i−2 such that x is anticomplete to {p, q}. By the definition of X i , x has a neighbor in A i+2 , say r. Then by (R1) and (R3), pr / ∈ E. But then by (R2), p-q-r-x-v i is a P 5 , a contradiction. This proves (R4). ⋄
The proof of (R5) follows by the definition of X i , (R1) and (R3). ⋄ (R6) Any two nonadjacent vertices in X i have a common neighbor in A i+2 , and
The proof of (R6) follows by the definition of X i , (R1), (R3) and by (O1). ⋄
Suppose to the contrary that G[X i ] induces a P 3 with vertex-set {a 1 , a 2 , a 3 }. Then by (R4), and by the pigeonhole principle, we may assume that {a 1 , a 2 } is complete to A i−2 . Also by the definition of X i , a 3 has a neighbor in A i−2 , say p. Then by (R2), {v i , a 1 , a 2 , a 3 , p} induces a 4-wheel, a contradiction. This proves (R7). ⋄
Let x ∈ X i and x ′ ∈ X i+1 , and suppose that x, x ′ are nonadjacent. By definition, pick a neighbor of x ′ in A i−1 , say p, and a neighbor of
If X i and X i+1 are cliques, then by (R8), the assertion holds. So, up to symmetry, suppose that there are nonadjacent vertices in X i , say x and x ′ . Let
Let x ∈ X i and x ′ ∈ X i+2 , and suppose x, x ′ are adjacent. Let u ∈ X i+1 . By (R4), we may assume that u is complete to A i−2 . Now pick a neighbor of x in A i+2 , say p, and a neighbor of x in A i−2 , say q. Then by (R2) and (R8), {q, u, x ′ , p, x} induces a 4-wheel, a contradiction. This proves (R10). ⋄
Let t ∈ T be a neighbor of x. By (R2) and (R4), we may assume that x is complete to
This proves the first assertion of (R11).
To prove the second assertion, suppose there are nonadjacent vertices in A i+2 , say a and a ′ . Let x, x ′ be two nonadjacent vertices in X i which are complete to A i+2 ∪ A i−2 . Then for any a ′′ ∈ A i−2 , {x, a, x ′ , a ′ , a ′′ } induces a 4-wheel, a contradiction. So A i+2 is a clique. Likewise, A i−2 is a clique. This proves the second assertion of (R11). ⋄
(R12) Let Q be the vertex-set of a component of G[T ]. Then each vertex in X i
is either complete or anticomplete to Q.
Suppose that the assertion is not true. Then there are adjacent vertices q and
We may assume, up to symmetry, that j = i + 1. Let y ∈ Y i . Then by the definition of Y i , y has a neighbor in A i+1 , say p. Let K be the A i+1 -clique containing p. Since A i+1 is not a clique, A i+1 \ K = ∅. Now if y is not adjacent to some q ∈ A i+1 \ K (say), then for any neighbor of y in A i−2 , say r, we see
Let y ∈ Y i . Suppose y has a nonneighbor in each A i−1 and A i+1 , say a and a ′ respectively. So by (R13), A i−1 and A i+1 are cliques. Now by the definition of Y i , pick any neighbor of y in each A i−1 and A i+1 , say b and b ′ respectively.
The proof of (R15) is similar to the proof of (R3), and we omit the details. ⋄
We may assume, up to symmetry, that j = i + 2. Let y ∈ Y i . By (R15), it is enough to show that y has a neighbor in exactly one A i+2 -clique. Suppose not. Then there are nonadjacent vertices a and b in A i+2 such that y is adjacent to both a and b. Then pick a neighbor of y in each A i−2 and A i+1 , say p and q respectively; but then {p, a, q, b, y} induces a 4-wheel, a contradiction. This proves (R16). ⋄
Let y ∈ Y i . We may assume, up to symmetry, that y is not complete to A i−1 , and let p be a non-neighbor of y in A i−1 . So by (R13), A i−1 is a clique. Suppose to the contrary that y has a non-neighbor in A i−2 ∪ A i+2 , say q. If q ∈ A i−2 , then for any neighbor of y in A i+1 , say r, we see that q-p-v i -r-y is a P 5 , a contradiction; so q ∈ A i+2 . Pick a neighbor of y in each A i−1 and A i+1 , say a and b respectively. Since A i−1 is a clique, pa ∈ E. Now p-a-y-b-q is a P 5 , a contradiction. This proves the first assertion of (R17). The second assertion of (R17) follows by (R16). ⋄ 
Let y ∈ Y i and y ′ ∈ Y i+1 , and suppose y and y ′ are not adjacent. Let p be a neighbor of y in A i−2 . If py ′ / ∈ E, then for any neighbor of y ′ in A i , say a, and for any neighbor of y in A i+1 , say b, p-y-b-a-y ′ is a P 5 , a contradiction; so we may assume that py ′ ∈ E. Also it follows by the definition of Y i+1 , and by (R13) and (R15), that y and y ′ have a common neighbor in A i−1 , say q, and by the same argument, y and y ′ have a common neighbor in A i+2 , say r. But then {y ′ , q, y, r, p} induces a 4-wheel, a contradiction.
Suppose not. Let x ∈ X i , and, up to symmetry, let y ∈ Y i+2 . Pick any neighbor of y in A i−1 , say p. It follows by (R3) and (R13) that x and y have a common neighbor in A i−2 , say a. Now if xy ∈ E, then for any neighbor of y in A i , say a ′ , by (R2), {p, a, x, a ′ , y} induces a 4-wheel, a contradiction; so we may assume that xy / ∈ E. Then pick a neighbor of y in A i+1 , say b, and a neighbor of
The proof of (R21) is similar to that of (R12), and we omit the details. ⋄
Then the following hold:
First note that v has a neighbor in either A i−1 or A i+1 . We may assume, up to symmetry, that v has a neighbor in
Then since ut ∈ E, by (R11), u is complete to A i+2 , and so u and v have a common neighbor in A i+2 , say r. But then t-u-r-v-p is a P 5 , a contradiction. This proves (a).
Proof. Let G be a connected (P 5 , 4-wheel)-free graph that contains an induced 5-wheel, say with the 5- [5] . Suppose that G has no clique cutset. Then we define the sets A, X, Y , Z and T as in Section 3.2 with v i ∈ A i for each i ∈ [5] , and we use the facts (R1)-(R22) shown in Section 3.2. Note that z * ∈ Z. Further, the following properties hold, for each i ∈ [5]:
(1) Let K be an A i -clique. If a vertex in Z has a neighbor in K, then it is complete to K, and anticomplete to A i \ K.
Let z ∈ Z, and suppose z has a neighbor in K, say p.
Suppose there is a vertex q ∈ K which is nonadjacent to z. Since K is a clique, pq ∈ E. Then pick a neighbor of z in each A i+1 and A i−1 , say a and a ′ respectively; but then {a, z, a ′ , q, p} induces a 4-wheel, a contradiction. So z is complete to K. This proves the first assertion of (1).
For the second assertion of (1), let q ∈ A i \ K, and suppose q, z are adjacent. Clearly pq / ∈ E. Then pick a neighbor of z in each A i+1 and A i−1 , say a and a ′ respectively; but then {p, a, q, a ′ , z} induces a 4-wheel, a contradiction. So z is anticomplete to A i \ K. This proves (1) . ⋄ This implies that for i ∈ [5] , any vertex in Z is complete to exactly one A i -clique.
Suppose that the first assertion is not true. Then there are vertices b ∈ A i and b ′ ∈ A i+1 such that zb, zb ′ / ∈ E. Now pick a neighbor of z in each A i and A i−2 , say a and a ′ , respectively. Then by (1), ab / ∈ E; but then b-b ′ -a-z-a ′ is a P 5 , a contradiction. This proves the first assertion of (2).
We know that for i ∈ [5] , any vertex in Z is complete to exactly one A iclique. So since z * ∈ Z, by the first assertion of (2), we conclude that either A i or A i+1 is a clique. This proves (2) . ⋄ (3) There is an index j ∈ [5] such that A j , A j−2 and A j+2 are cliques.
Since z * ∈ Z, we have Z = ∅. Now the proof of (3) follows from (1) and (2) . ⋄ (4) Z is a clique.
Suppose there are non-adjacent vertices, say z 1 , z 2 in Z. Then by (3), there is an index j ∈ [5] such that A j , A j−2 and A j+2 are cliques, say j = 1. Then by the definition of Z and by (1),
Then again by the definition of Z, it follows by (O1), that z 1 and z 2 have a common neighbor in A 2 , say p. Then {v 1 , z 1 , v 3 , z 2 , p} induces a 4-wheel, a contradiction. This proves (4). ⋄
By (3), we may assume that A 1 , A 3 and A 4 are cliques. So by (1), for j ∈ {1, 3, 4}, A j is our required A * j . This implies that Z is complete to A j , for j ∈ {1, 3, 4}. Next we prove that A * 2 and A * 5 exist. Suppose, up to symmetry, A * 2 does not exist. Then by (1), we may assume that there are vertices z 1 , z 2 ∈ Z such that z 1 and z 2 do not share a common neighbor in
exists. This proves (5) . ⋄ Note that, since z * ∈ Z, by (5),
Let x ∈ X i and z ∈ Z, and suppose x, z are adjacent. By (R2) and (R4), we may assume that x is complete to
x, z} induces a 4-wheel, a contradiction. This proves (6) . ⋄
By (3), we may assume that A i−2 is a clique; so A i−2 = A * i−2 . Then by (R3), X i is complete to A i−2 . Next we prove for j = i + 2. Pick any x ∈ X i . Then by (6) , z * x / ∈ E. Also by (R2), x and z * have a common neighbor in A i . Then by definitions of X i and Z, (5), and by (O1), x and z * must have a common neighbor in A * i+2 , say p. So by (R3),
Suppose not, and let y ∈ Y i . Then by (R13) and (5), y and z * have a common neighbor in both A i+1 and A i−1 , say p and q, respectively. If z * y ∈ E, then {y, q, v i , p, z * } induces a 4-wheel, a contradiction; so we may assume that z * y / ∈ E. By (3), one of A i−2 and A i+2 is a clique; we may assume that A i−2 is a clique, and hence A i−2 = A * i−2 ; so z * and y must have a common neighbor in A i−2 , say a. Also by definitions of Y i and Z, (5) and by (O1), z * and y must have a common neighbor in A * i+2 , say b. Then {p, y, a, z * , b} induces a 4-wheel, a contradiction. This proves (8) . ⋄
Let x ∈ X i and x ′ ∈ X i+2 , and suppose x, x ′ are adjacent. By (6) , z * is not adjacent to both x and x ′ . By (R2), x and z * have a common neighbor in A i , and so by (O1), x and z * have a common neighbor in A i−2 , say p. Then v i+1 -z * -p-x-x ′ is a P 5 , a contradiction. This proves (9) . ⋄ By (3), we may assume that A 1 , A 3 and A 4 are cliques. Now if T = ∅, then by above properties, we conclude that G ∈ H 2 . So we may assume that T = ∅. Consequently, we have the following: . Then there is an index j ∈ [5] such that N (Q) ∩ X j = ∅, and hence there is a vertex x ∈ N (Q) ∩ X j such that x is complete to Q.
We know, by (8) , that Y = ∅. Since Z is a clique (by (4)), and since N (Q) ∩ Z is not a clique cutset, we see that N (Q) ∩ X = ∅. So there is an index j ∈ [5] such that N (Q) ∩ X j = ∅. Let x ∈ N (Q) ∩ X j . Then, by (R12), x is complete to Q. This proves (10) . ⋄ Since T = ∅, by (10), we have X = ∅, and every vertex in T has a neighbor in X.
Let z ∈ Z and t ∈ T , and suppose z, t are nonadjacent. Let Q be the vertexset of the component of G[T ] containing t. Then by (10) , there is an index j ∈ [5] such that there is a vertex x ∈ X j which is complete to Q, say j = 1. In particular, x is adjacent to t. So by (R11), x is complete to A 4 . Then v 2 -z-v 4 -x-t is a P 5 , a contradiction. This proves (11) . ⋄ (12) If a vertex in X i has a neighbor in T , then A i−2 and A i+2 are cliques.
The proof of (12) follows from (R11) and (7) . ⋄ Since Y = ∅, the proof of (13) follows from (R12) and (11) . ⋄
It is enough to show that each component of G[T ] is P 3 -free. Let Q be the vertex-set of a component of G[T ] containing a P 3 , say p-q-r. Then by (10), there is an index j ∈ [5] such that there is a vertex x ∈ X j which is complete to Q. But then by (6) and (11), {p, z * , r, x, q} induces a 4-wheel, a contradiction. This proves (14) . ⋄ (15) Let Q be a T -clique and let K be an X i -clique. Then Q is either complete or anticomplete to K.
We may assume that Q is not anticomplete to K. So N (Q) ∩ K = ∅, and let x ∈ N (Q) ∩ K. Then by (10), x is complete to Q. Now if there are nonadjacent vertices, say x ′ ∈ K and q ∈ Q, then by (11), x ′ -x-q-z * -v 2 is a P 5 , a contradiction. So Q is complete to K. This proves (15) . ⋄ Now suppose that there is an index i ∈ [5] such that X i = ∅ and X \ X i = ∅; say i = 1. First suppose A 1 \ A * 1 = ∅. By (10), every vertex in T has a neighbor in X 1 . So by (12) , A 3 and A 4 are cliques. Also, by (15) , each T -clique is either complete or anticomplete to an X 1 -clique. So by above properties, we conclude that G ∈ G 1 . So we may assume that A 1 \ A * 1 = ∅. If there are nonadjacent vertices, say t ∈ T and x ∈ X 1 , then by (10), t has a neighbor in X 1 , say x ′ , and so by (R22), xx ′ / ∈ E; but then for any a ∈ A 1 \ A * 1 , by (R2), z * -t-x ′ -a-x is a P 5 , a contradiction; so T is complete to X 1 . Then by (12) , A 3 and A 4 are cliques. Since A 1 is not a clique, by (2), A 2 and A 5 are cliques. Thus we conclude that G ∈ H 1 .
Next if there is an index i ∈ [5] such that X i , X i+2 and X i−2 are not empty or if X i , X i+2 = ∅ and X \ (X i ∪ X i+2 ) = ∅; say i = 1, then by (9), (10) and (R22), we see that T is complete to X. Since T is complete to X 1 ∪ X 3 , by (12) , A j is a clique, for j ∈ {1, 3, 4, 5}, and for the same reason and by our assumption, either A 2 is a clique or X 2 ∪ X 4 ∪ X 5 is empty. So we conclude that G ∈ H 3 .
Finally suppose that there is an index i ∈ [5] such that X i = ∅, X i−1 ∪X i+1 = ∅ and X i−2 ∪ X i+2 = ∅; say i = 1. Then by (9), X 2 is anticomplete to X 5 . Moreover:
If N (T ) ∩ X 1 = ∅, then by (12) , A 3 and A 4 are cliques. Then since X 2 ∪ X 5 = ∅, by (R3) and (R9), X 1 is a clique. So by (10), we may assume, up to symmetry, that N (T ) ∩ X 2 = ∅ and N (T ) ∩ X 1 = ∅. Then by (12) , A 4 is a clique. Then since X 1 = ∅, again by (R3) and (R9), X 1 is a clique. ⋄ (17) Any vertex in T which has a neighbor in X j is complete to X j , where j ∈ {1, 2, 5}.
Let t ∈ T . If t has a neighbor in X 1 , then by (16) and (R22), t is complete to X 1 . So by symmetry, we may assume that t has a neighbor in X 2 . By (12) , A 4 is a clique. Since X 1 = ∅, by (R3) and (R9), X 2 is a clique. Then by (R22), t is complete to X 2 . ⋄ To proceed further, we define three subsets of T as follows:
T 2 := {t ∈ T | t is complete to X 1 , and anticomplete to X 2 ∪ X 5 }; T 3 := {t ∈ T | t is complete to X 2 ∪ X 5 , and anticomplete to X 1 }.
Then we have the following:
Let t ∈ T . Now if t is anticomplete to X 1 , then by (10) that t has a neighbor in X 2 ∪ X 5 , and so by (17) and (R22), t ∈ T 3 . Next if t has a neighbor in X 1 and is anticomplete to X 2 ∪ X 5 , then by (17) , t ∈ T 2 . Finally if t has a neighbor in X 1 , and a neighbor in X 2 ∪ X 5 , then by (17) and (R22), t ∈ T 1 . This proves (18) . ⋄
Suppose there are adjacent vertices, say t ∈ T k and t ′ ∈ T k+1 . Then both t and t ′ belong to a component of G[T ], say T ′ . Then, by (13) , V (T ′ ) is a homogeneous set, a contradiction to the definition of T k 's. This proves (19) . ⋄ Since T = ∅, we have T k = ∅, for some k ∈ [3] . If T 1 ∪ T 2 = ∅, then there is a vertex in T which is complete to X 1 , and so by (12) , A 3 and A 4 are cliques. So we may assume that T 1 ∪ T 2 = ∅ and T 3 = ∅. Then we claim that both X 2 and X 5 are nonempty. If, up to symmetry, X 5 = ∅, then since T 3 is complete to X 2 , by (R11), X 2 is complete to A 4 , and then by (R9), X 2 is a clique; but then X 2 is a clique cutset, a contradiction. So both X 2 and X 5 are nonempty. Since T 3 is complete to X 2 ∪ X 5 , by (12) , A 3 and A 4 are cliques. This proves (20). ⋄ (21) If A 2 \ A * 2 and A 5 \ A * 5 are not empty, then A 1 is a clique, and one of X 2 and X 5 is empty.
The first assertion follows directly by (3) .
If there are vertices, say x 2 ∈ X 2 and x 5 ∈ X 5 , then for any a ′ ∈ A 2 \ A * 2 and a ′′ ∈ A 5 \ A * 5 , by (R2), (7) and (9), a ′′ -x 5 -v 2 -x 2 -a ′ is a P 5 , a contradiction. This proves the second assertion of (21). ⋄ So by above properties, we conclude that G ∈ H 4 . This completes the proof of the theorem.
Corollary 2 Let G be a connected (P 5 , 4-wheel)-free graph. Then at least one of the following hold:
Proof. Let G be a connected (P 5 , 4-wheel)-free graph. We may assume that G has no clique cutset, and there is a vertex v ∈ V (G) such that G[N (v)] is not chordal. So G[N (v)] contains an induced C k for some k ≥ 4. Since G has no 4-wheel, and since an induced C k , for k ≥ 6 contains an induced P 5 , G[N (v)] contains an induced C 5 , say C. Now V (C) ∪ {v} induces a 5-wheel in G. Then the corollary follows from Theorem 4.
Since each k-wheel, for k ≥ 6 has an induced P 5 , by Theorem 4, from now on, we consider only (P 5 , wheel)-free graphs.
(P 5 , wheel)-free graphs
Theorem 5 Let G be a connected (P 5 , wheel)-free graph. Suppose that G contains an induced C 5 , and has no clique cutset. Then either G is a blowup of C 5 or G is 3K 1 -free or G ∈ G 2 ∪ · · · ∪ G 9 .
Proof. Let G be a connected (P 5 , wheel)-free graph that contains an induced
Suppose that G has no clique cutset. Then we define the sets A, X, Y , Z and T as in Section 3.2 with v i ∈ A i , for each i, and we use the facts (R1)-(R22) shown in Section 3.2. Since G has no 5-wheel, Z = ∅. If X ∪ Y = ∅, then since G is connected, T = ∅, and so G is a blowup of C 5 . So we may assume that X ∪ Y = ∅. Recall that, by (R5), for i ∈ [5] , each vertex in X i is good with respect to A i+2 and A i−2 . Moreover, the following hold, for each i ∈ [5]:
Suppose that the assertion is not true. We may assume, up to symmetry, that j = i + 2. Then by (R15), (R16) and (R18), there are adjacent vertices y, y ′ in Y i , and nonadjacent vertices a, b in A i+2 such that ya, y ′ b ∈ E and yb, y ′ a / ∈ E. Then by (R17), {y, y ′ } is complete to A i+1 and A i−1 . Now if y and y ′ have a common neighbor in A i−2 , say p, then {p, y, v i+1 , b, y ′ } induces a 4-wheel, a contradiction; so we may assume that there is a vertex q ∈ A i−2 such that yq ∈ E and y ′ q / ∈ E. But then {v i+1 , a, q, v i−1 , y ′ , y} induces a 5-wheel, a contradiction. This proves (1) . ⋄
Suppose that the assertion is not true. Then by (1) 
Then clearly A i−2 is not a clique, and so by (R17), Y i is complete to A i−1 , and Y i+1 is complete to A i+2 . Now pick a vertex y ∈ Y i , and a neighbor of y in A i+2 , say a. Also, pick a vertex y ′ ∈ Y i+1 , and neighbor of y ′ in A i−1 , say a ′ . Then for any a ′′ ∈ B i−2 , by (R19), {y ′ , a, a ′′ , a ′ , y} induces a 4-wheel, a contradiction. So
We prove the assertion for j = i + 1. If A i+1 is not a clique, then by (R13), Y i is complete to A i+1 , and (3) holds; so assume that A i+1 is a clique. Now if G[Y i ∪ A i+1 ] contains an induced C 4 , say with vertex-set {p, q, r, s}, then for any a ∈ B i+2 , {p, q, r, s, a} induces a 4-wheel, a contradiction; so G[Y i ∪ A i+1 ] is C 4 -free. Since each vertex in Y i has a neighbor in A i+1 (which is a clique), by Lemma 1, A i+1 has a vertex which is complete to Y i . This proves (3). ⋄
Suppose, up to symmetry, there are adjacent vertices, say y ∈ Y i+1 and x ∈ X i . Pick a neighbor of y in each A i−1 and A i , say p and q respectively. If x and y have a common neighbor in A i−2 , say r, then, by (R2), {q, x, r, p, y} induces a 4wheel, a contradiction; so there exists a vertex w ∈ A i−2 such that yw ∈ E and xw / ∈ E. Then by (R4), x is complete to A i+2 . Now pick any neighbor of y in A i+2 , say r ′ . Then, by (R2), {p, q, x, r ′ , w, y} induces a 5-wheel, a contradiction. So Y i+1 is anticomplete to X i . Likewise, Y i+1 is anticomplete to X i+2 . This proves (4). ⋄ (5) Each y ∈ Y i+1 and x ∈ X i have a common neighbor in each A i , A i+2 and A i−2 , and each y ∈ Y i+1 and x ∈ X i+2 have a common neighbor in each A i , A i+2 and A i−1 .
We prove the first assertion, and the proof of the other is similar. Suppose y ∈ Y i+1 and x ∈ X i . By (R2), x is complete to A i , and so by the definition of Y i+1 , x and y have a common neighbor in A i . By (4), we know that yx / ∈ E. Now x and y have a common neighbor in each A i+2 and A i−2 , by (O1). This proves (5) . ⋄ So if Y i+1 = ∅, then by (5) and (R3), X i is complete to B i−2 , and X i+2 is complete to B i−1 .
Let x ∈ X i . Let y ∈ Y i+1 and a ∈ A i , and suppose y, a are nonadjacent. By (4), xy / ∈ E, and by (5), x and y have a common neighbor in A i+2 , say a ′ . Then by (R2), y-a ′ -x-a-v i+1 is a P 5 , a contradiction. So Y i+1 is complete to A i . Likewise, Y i−1 is complete to A i . This proves the first assertion of (6).
To prove the second assertion, suppose there are adjacent vertices, say y ∈ Y i+1 and y ′ ∈ Y i−1 . Then by (4), {y, y ′ } is anticomplete to x. If y and y ′ have a common neighbor in A i−2 , say a, then for any neighbor of y in A i−1 , say a ′ , by the first assertion, {a, a ′ , v i , y ′ , y} induces a 4-wheel, a contradiction. So we may assume that y and y ′ do not share a common neighbor in A i−2 . Now by (5), x and y have a common neighbor in A i−2 , say p. But then for any neighbor of y ′ in A i+1 , say q, we see that x-p-y-y ′ -q is a P 5 , a contradiction. This proves the second assertion of (6). ⋄ (7) Let K be an X i -clique, and let j ∈ {i + 2, i − 2}. Suppose that there exists a vertex x ∈ X j which is anticomplete to K, and Q is an A j -clique such that N (K) ∩ Q = ∅. Then K is complete to Q.
We prove (7) for j = i − 2, and the other case is similar. Suppose that the assertion is not true. Then there are vertices p ∈ K and r ∈ Q such that pr / ∈ E. By assumption, there is a vertex q ∈ K such that q has a neighbor in Q, and hence by (R3), qr ∈ E. Then for any neighbor of x in A i+1 , say a, by (R2), p-q-r-x-a is a P 5 , a contradiction. This proves (7) . ⋄ (8) Let K be an X i -clique. Then the following hold:
(a) Suppose that there exists a vertex x ∈ X i+2 which is anticomplete to K, and Q is an A i−2 -clique such that N (K) ∩ Q = ∅. Then K is complete to Q.
We prove the assertion (a), and the proof of (b) is similar. Suppose that the assertion is not true. Then there are vertices p ∈ K and r ∈ Q such that pr / ∈ E. By assumption, there is a vertex q ∈ K such that q has a neighbor in Q, and hence by (R3), qr ∈ E. Then for any neighbor of x in A i−1 , say a, we see that p-q-r-a-x is a P 5 , a contradiction. This proves (8) . ⋄ (9) Suppose K is an X i -clique and K ′ is an X i+2 -clique. Then K is complete to K ′ or K is anticomplete to K ′ .
Suppose not. Then there are vertices u ∈ K and v, w ∈ K ′ such that uv, vw ∈ E and uw / ∈ E. If v and w have a common neighbor in A i , say p, then for any neighbor of u in A i+2 , say q, by (R2), {p, u, q, w, v} induces a 4-wheel, a contradiction. So we may assume that v and w do not share a common neighbor in A i . So by the definition of X i+2 and (R4), both v and w are complete to A i−1 . Also there is a vertex r ∈ A i such that rv ∈ E and rw / ∈ E. But then for any neighbor of u in A i+2 , say a, by (R2), {u, r, v i−1 , w, a, v} induces a 5-wheel, a contradiction. This proves (9) . ⋄ (10) Suppose K is an X i -clique and K ′ is an X i+2 -clique such that K is complete to K ′ . Then the following hold:
(a): Suppose to the contrary that K is not anticomplete to X i+2 \ K ′ . Then there are vertices u ∈ K, v ∈ K ′ and w ∈ X i+2 \ K ′ such that uv, uw ∈ E and vw / ∈ E. Then by (R6), v and w have a common neighbor in A i , say p. But then for any neighbor of u in A i+2 , say q, by (R2), {p, v, q, w, u} induces a 4-wheel, a contradiction. So K is anticomplete to X i+2 \ K ′ . Likewise, K ′ is anticomplete to X i \ K. This proves the first assertion of (a).
To prove the second assertion in (a), we let u ∈ K and v ∈ K ′ be adjacent. If there are adjacent vertices, say u ′ ∈ X i \ K and v ′ ∈ X i+2 \ K ′ , then since vv ′ / ∈ E, by (R6), v and v ′ have a common neighbor in A i−1 , say p, and then using the first assertion of (a), we see that u-v-p-v ′ -u ′ is a P 5 , a contradiction. This proves (a). (b): First we show that each vertex in K is complete to exactly one A i+2 -clique. Suppose not. Then by (R5), there are vertices p ∈ K and a, a ′ ∈ A i+2 such that pa, pa ′ ∈ E and aa ′ / ∈ E. But then for any q ∈ K ′ , and for any neighbor of p in A i−2 , say r, by (R2), {r, a, q, a ′ , p} induces a 4-wheel, a contradiction. So each vertex in K is complete to exactly one A i+2 -clique. Now we show that K is complete to exactly one A i+2 -clique. Suppose not. Then by (R3) and by the earlier argument, there are vertices u, v ∈ K and p ∈ A i+2 such that up ∈ E and vp / ∈ E. Then by (R4), v is complete to A i−2 . But then for any neighbor of u in A i−2 , say a, and for any q ∈ K ′ , by (R2), {a, vq, p, u} induces a 4-wheel, contradiction. This proves (b). (c): Let u ∈ K and v ∈ X i−2 , and suppose u, v are adjacent. Let r ∈ K ′ . By (R8), v and r are adjacent. Now pick any neighbor of u in A i+2 , say p, and in A i−2 , say q. Then by (R2), {p, q, v, r, u} induces a 4-wheel, a contradiction. This proves (c).
(d): Suppose not. Then there are vertices u ∈ K, u ′ ∈ K ′ , p ∈ A i−2 and q ∈ A i−1 such that up, u ′ q / ∈ E. Now pick any neighbor of u ′ in A i−1 , say r. Then by (R3), q and r are not adjacent; but then q-p-r-u ′ -u is a P 5 , a contradiction. This proves (d). (e): By (8) , it is enough to prove that each vertex v ∈ X i \ K has a neighbor in exactly one A i−2 -clique. Suppose not. Then by (R3), there exist vertices p, q ∈ A i−2 such that pv, qv ∈ E and pq / ∈ E. Let u ∈ K and u ′ ∈ K ′ . Then by (R6), it follows that u is adjacent to one of p and q, say p. Again by (R6), u and v have a common neighbor in A i+2 , say r. Moreover, by (a), u ′ v / ∈ E. Now if qu ∈ E, then {v, p, u, q, r} is a 4-wheel, and if qu / ∈ E, then u ′ -u-p-v-q is a P 5 . These contradictions show that each vertex v ∈ X i \ K has a neighbor in exactly one A i−2 -clique. This proves (e).
This completes the proof of (10). ⋄
We prove for i = 1. If some vertex in T , say t, has neighbors in both Y 2 and Y 5 , say y and y ′ , respectively, then pick a neighbor of y in A 5 , say a, and a neighbor of y ′ in A 2 , say a ′ , and then a-y-t-y ′ -a ′ is a P 5 , a contradiction. This proves (11) . ⋄ (12) Every vertex in T has a neighbor in X.
Suppose there is a vertex t ∈ T which has no neighbor in X. Let Q be the vertexset of the component of G[T ] containing t. Then by (R12), Q is anticomplete to X. Then since G is connected, there is an j ∈ [5] such that N (Q) ∩ Y j = ∅. So by (R21) and (11) , N (Q) ∩ (Y j+2 ∪ Y j−2 ) = ∅, and for the same reason, we may assume, without loss of generality, that N (Q) ∩ Y j−1 = ∅. But then by (R19),
) is a clique cutset between A and Q, a contradiction. This proves (12) . ⋄
Suppose that there is a component of G[T ] which has an induced P 3 , say t 1t 2 -t 3 , and let Q be the vertex-set of that component. Since G has no 5-wheel, Z = ∅. Since G is connected, and since N (Q) ∩ (X ∪ Y ) is not a clique cutset, there are nonadjacent vertices in N (Q) ∩ (X ∪ Y ), say u and v. Then by (R12) and (R21), {u, v} is complete to Q; but then {u, t 1 , v, t 3 , t 2 } induces a 4-wheel, a contradiction. This proves (13) . ⋄ (14) No vertex in T has neighbors in three consecutive X i 's, where i ∈ [5] .
Suppose there is a vertex, say t ∈ T which has neighbors, say x 1 ∈ X 1 , x 2 ∈ X 2 and x 3 ∈ X 3 . By (R10), x 1 x 3 / ∈ E. Pick any a ∈ A 4 and a ′ ∈ A 5 . Then by (R11), we see that {t, x 1 , a ′ , a, x 3 , x 2 } induce a 5-wheel, a contradiction. This proves (14) . ⋄ Since X ∪ Y = ∅, we prove the theorem in three cases as follows.
Case 1. Suppose that Y is nonempty, and X is empty.
Since X = ∅, by (12), T = ∅. Moreover:
Since Y i is not complete to A i+1 , by (R13), A i+1 is a clique, and by (R17),
Thus we conclude that A i is a clique, for all i. This proves (15) . ⋄
Suppose that G contains a triad, say {u, v, w}. Since G[A] is 3K 1 -free, we may assume that u ∈ Y j , for some j. Then by (R14) and (R15), u is complete to
we may assume, without loss of generality, that u is complete to
But then for any neighbor of u in A j−2 , say a, and for any neighbor of v in A j , say b, we see that u-a-w-b-v is a P 5 , a contradiction. This proves (16) . ⋄ First suppose that there is an i ∈ [5] such that Y i is not anticomplete to Y i+2 . Let y ∈ Y i and y ′ ∈ Y i+2 be adjacent. Suppose y and y ′ share a common neighbor in A i+1 , say a. We know, by (R13) and (R15), that y and y ′ share a common neighbor in A i−1 , say a ′ . Now pick a neighbor of y ′ in A i , say a ′′ . Then {a, y, a ′ , a ′′ , y ′ } induces a 4-wheel, a contradiction; so suppose that y and y ′ do not share a common neighbor in A i+1 . So y and y ′ are not complete to A i+1 , hence Y i and Y i+2 are not complete to A i+1 . Thus, by (15) , we conclude that A i is a clique, for all i ∈ [5] . So by (16) , G is 3K 1 -free, and we conclude the theorem.
So we may assume that for each i ∈
Also, we may assume that if Y i and Y i+2 are nonempty, then at least one of Y i , Y i+2 is complete to A i+1 (for, otherwise, by (15) and (16), G is 3K 1 -free, and we conclude the theorem). Hence, we conclude that G ∈ G 3 .
Case 2. Suppose that both X and Y are nonempty.
Then we claim that Y i is anticomplete to Y i+2 ∪ Y i−2 . Suppose not. Let y ∈ Y i and y ′ ∈ Y i+2 be adjacent. Then by (6) ,
for each i. Now we split the proof into two cases as follows: By (3) , each A 3 -clique has a vertex which is complete to Y 2 , and each A 4 -clique has a vertex which is complete to Y 5 . Recall that Y 2 is complete to B 4 ∪ B 5 , and anticomplete to (
Since Y 2 = ∅, X 1 is complete to B 4 , and X 3 is complete to B 5 . Further, we observe the following:
Let T ′ be a T -clique in G. Then by (12) , by (4) ), it follows, by (R22), that T ′ is complete to Y 2 . This proves (17) , since T ′ is arbitrary. ⋄ So for j ∈ {1, 3}, since Y 2 is anticomplete to X 1 ∪ X 3 , by (12), (R22) and (R12), given an X j -clique, X * j , each T -clique is either complete or anticomplete to X * j .
Suppose not. Then there are vertices y ∈ Y 2 , p ∈ A 4 , and q ∈ A 5 such that yp, yq / ∈ E. Let t ∈ T . Then by (17) , yt ∈ E. But then for any neighbor of y in A 1 , say r, we see that p-q-r-y-t is a P 5 , a contradiction. This proves (18) . ⋄ Now suppose that X 1 is not anticomplete to X 3 . Let x 1 ∈ X 1 and x 3 ∈ X 3 be adjacent. Since X 3 = ∅, by (R20), Y 5 = ∅. Also by (6), Y 2 is complete to A 3 . Let Q 1 be the X 1 -clique containing x 1 , and let Q 3 be the X 3 -clique containing x 3 . Then by (10), Q 1 is complete to Q 3 , Q 1 is anticomplete to X 3 \ Q 3 , and X 1 \ Q 1 is anticomplete to X 3 . Let A * 1 be the A 1 -clique such that Q 3 is complete to A * 1 , and anticomplete to A 1 \ A * 1 , and let A * 3 be the A 3 -clique such that Q 1 is complete to A * 3 , and anticomplete to A 3 \ A * 3 . Such cliques A * 1 and A * 3 exist, by (10) . Also, if T = ∅, then by (18) , we may assume, up to symmetry, that Y 2 is complete to A 5 , and so A 5 = B 5 , is a clique. So by above properties, we conclude that G ∈ G 4 .
So suppose that X 1 is anticomplete to X 3 . First suppose that X 1 , X 3 = ∅. Then by our assumption, Y 3 = ∅, and by (R20), Y 5 = ∅. So we conclude that G ∈ G 4 . Next suppose that X 3 = ∅. If Y 5 = ∅, then since Y 2 ∪ Y 5 is anticomplete to X 1 (by (4)), it follows, by (R22), (11) and (12) , that T = ∅. So again we conclude that G ∈ G 4 .
Case 2.2:
There is an i ∈ [5] such that X i and Y i are nonempty.
Let i = 1. So X 1 and Y 1 are nonempty. Then by (R20), X 3 ∪X 4 ∪Y 3 ∪Y 4 = ∅. Recall that Y 1 is anticomplete to X 2 ∪ X 5 (by (4)), and complete to Y 2 ∪ Y 5 (by (R19)). Also X 1 is complete to X 2 ∪ X 5 (by (R8)), and anticomplete to Y 2 ∪ Y 5 (by (4)). By (2), Y 1 ∪ Y 2 is complete to B 4 , and anticomplete to A 4 \ B 4 , and Y 1 ∪ Y 5 is complete to B 3 , and anticomplete to A 3 \ B 3 . By (1), Y 2 is complete to B 5 , and anticomplete to A 5 \ B 5 , and Y 5 is complete to B 2 , and anticomplete to A 2 \ B 2 . Also, by (5) and (R3), X 2 is complete to B 4 , and X 5 is complete to
We may assume, up to symmetry, that x has a neighbor in A 3 \ B 3 , say p. Let y ∈ Y 1 , and suppose x, y are nonadjacent. Now pick a neighbor of y in A 5 , say a. Then for any a ′ ∈ A 1 , by (R2), p-x-a ′ -a-y is a P 5 , a contradiction. This proves (19) . ⋄
Let y 1 ∈ Y 1 , and let x ∈ X 1 and a ∈ A 3 \ B 3 be adjacent. Suppose Y 2 = ∅, and let y 2 ∈ Y 2 . Then by (19) , xy 1 ∈ E, and, by (R13), ay 2 ∈ E. Also, by (5) and (R3), x is complete to B 4 . Now for any a ′ ∈ B 4 , {a, x, y 1 , y 2 , a ′ } induces a 4-wheel, a contradiction. This proves (20). ⋄ (21) If X 2 = ∅, then each vertex in X 1 is either anticomplete to Y 1 or anticomplete to B 4 . Likewise, if X 5 = ∅, then each vertex in X 1 is either anticomplete to Y 1 or anticomplete to B 3 . Let x ′ ∈ X 2 , and let x ∈ X 1 . Suppose there are vertices y ∈ Y 1 and a ∈ B 4 such that xy, xa ∈ E. By (5) and (R3), ax ′ ∈ E, and again by (5), x ′ and y have a common neighbor in A 5 , say a ′ . Then by (R8), {x, y, a ′ , x ′ , a} induces a 4-wheel, a contradiction. This proves (21). ⋄ (22) If X 1 has a vertex which is anticomplete to one of B 3 and B 4 , then X 1 is complete to Y 1 .
We may assume, up to symmetry, that there is a vertex x ∈ X 1 which is anticomplete to B 3 . Then by the definition of X 1 , x has a neighbor in A 3 \ B 3 , and by (R4), x is complete to B 4 . Then by (19) , x is complete to Y 1 . Suppose there are nonadjacent vertices, say (x =) x ′ ∈ X 1 and y ∈ Y 1 . Then by (19) 
x and x ′ have a common neighbor in A 3 , a contradiction; so xx ′ ∈ E. Then for any a ∈ B 3 and a ′ ∈ B 4 , {x ′ , x, y, a, a ′ } induces a 4-wheel, a contradiction. This proves (22). ⋄ Let X ′ 1 be the set {x ∈ X 1 | x is anticomplete to one of B 3 , B 4 }. First suppose that X ′ 1 = ∅, and let x ∈ X ′ 1 . We may assume that x is anticomplete to B 3 . So x has a neighbor in A 3 \ B 3 . Then by (5), Y 5 = ∅, and by (20), Y 2 = ∅. So Y \ Y 1 = ∅. Since A 3 is not a clique, by (R17), Y 1 is complete to A 2 ∪ A 5 . By (R4), x is complete to B 4 , and, by (22), X 1 is complete to Y 1 . So by (21), X 2 = ∅; and so X \ (X 1 ∪ X 5 ) = ∅. By (R5), each vertex in X 1 is good with respect to A 3 and A 4 , and each vertex in X 5 is good with respect to A 2 and A 3 . Next we claim that each T -clique has a neighbor in X 5 . Suppose not. Let T ′ be a T -clique such that N (
is not a clique cutset, by (R18) and since X 1 is complete to Y 1 , there are nonadjacent vertices in N (T ′ )∩X 1 . Then by (R11), A 3 is a clique, a contradiction to our assumption that A 3 is not a clique; so each T -clique has a neighbor in X 5 . Now if X 5 = ∅, then T = ∅, and hence G ∈ G 5 . So we may assume that X 5 = ∅. By (21), X 1 is anticomplete to B 3 , and by (5) and (R3), X 5 is complete to B 3 . Now if T = ∅, then we conclude that G ∈ G 5 . If T = ∅, then, by (R11), T is anticomplete to X 1 . Since each T -clique has a neighbor in X 5 , by (R22), T is complete to Y 1 , and by (R11), T is complete to exactly one X 5 -clique, and anticomplete to the rest of the X 5 -cliques. So we conclude again that G ∈ G 5 .
So suppose that X ′ 1 = ∅. Now we claim that X 2 ∪ X 5 = ∅. Suppose not, and let x ∈ X 2 . Then by (21), X 1 is anticomplete to Y 1 . Pick x ′ ∈ X 1 , a ∈ B 3 , a ′ ∈ B 4 , and y ∈ Y 1 . Then by (5), x and y have a common neighbor in A 5 , say a ′′ . Then {y, a, x ′ , x, a ′′ , a ′ } induces a 5-wheel, a contradiction. So X 2 = ∅. Likewise, X 5 = ∅. So X \ X 1 = ∅. Next we claim that each Tclique has a neighbor in X 1 . Suppose not. Let T ′ be a T -clique such that N (T ′ ) ∩ X 1 = ∅. Then since G is connected, by (R21) and (11) , we may assume that N (T ′ ) ∩ Y 5 = ∅, and so N (
is a clique cutset between A and T ′ , a contradiction; so each T -clique has a neighbor in X 1 . Then by (R22) and (11), we may assume, up to symmetry, that Y 5 = ∅, and T is complete to Y 2 . By (R12), (R21) and (13) , every vertex in X 1 ∪ Y 1 is either good or anticomplete to T . So by (3), G ∈ G 6 .
Case 3: X is nonempty, and Y is empty.
Since X = ∅, recall that, by (R4), each vertex in X i good with respect to A i−2 and A i+2 , and is complete to either A i+2 or A i−2 . To proceed further, we split this case into two cases.
If T = ∅, then we conclude that G ∈ G 7 . So we may assume that T = ∅. Let L denote the set {i ∈ [5] | X i = ∅}. Consequently:
Let t ∈ T , and let T ′ be the T -clique containing t. Since G is connected, N (T ′ ) ∩ X = ∅. So |L| ≥ 1. If |L| ≥ 4, then by (R22), T ′ is complete to X, a contradiction to (14) . So |L| ≤ 3. Suppose |L| = 2 and X 1 , X 2 = ∅ (say). Since N (T ′ ) ∩ X is not a clique cutset, there are nonadjacent vertices, say u, v ∈ X such that u, v ∈ N (T ′ ). By (R8), we may assume that u, v ∈ X 1 . Then by (R11), A 4 is a clique. So X 1 ∪ X 2 is complete to A 4 . But then by (R9), X 1 is a clique, a contradiction to our assumption. This proves (23). ⋄ By (23), we have the following three possibilities: (a): |L| = 1, and X 1 = ∅ (say). Since N (T ) ∩ X 1 is not a clique cutset, there are nonadjacent vertices in N (T ) ∩ X 1 . Then by (R11), A 3 ∪ A 4 is clique. So G ∈ G 2 . (b): |L| = 2, and X 1 , X 3 = ∅ (say) or |L| = 3, and X 1 , X 3 , X 4 = ∅ (say). Then by (R22), T is complete to X. So by (R11), X j is complete to A j+2 ∪ A j−2 , for j ∈ {1, 3, 4}, j mod 5. So G ∈ G 7 . (c): |L| = 3, and X 1 , X 2 , X 3 = ∅ (say). Suppose there is a T -clique, say T ′ , such that N (
Since N (T ′ ) ∩ X 2 is not a clique cutset, there are nonadjacent vertices, say u, v ∈ N (T ′ ) ∩ X 2 . Then by (R11), A 4 is a clique, and so X 1 ∪ X 2 is complete to A 4 . Then by (R9), X 2 is a clique, a contradiction to our assumption. So given a T -clique, T ′ , either N (T ′ ) ∩ X 1 = ∅ or N (T ′ ) ∩ X 3 = ∅. Then by (R22), each T -clique is complete to X 1 ∪ X 3 . So by (14) , each T -clique is anticomplete to
Case 3.2:
There is an i ∈ [5] such that X i is not anticomplete to X i+2 .
Let i = 1. So there are vertices x 1 ∈ X 1 and x 3 ∈ X 3 such that x 1 x 3 ∈ E. Then by (R10), X 2 = ∅. Let Q 1 be the X 1 -clique containing x 1 , and let Q 3 be the X 3 -clique containing x 3 . Then by (10), Q 1 is complete to Q 3 , Q 1 is anticomplete to X 3 \ Q 3 , Q 3 is anticomplete to X 1 \ Q 1 , X 1 \ Q 1 is anticomplete to X 3 \ Q 3 , Q 1 is anticomplete to X 4 , and Q 3 is anticomplete to X 5 .
By (10), let A * 1 be the A 1 -clique such that Q 3 is complete to A * 1 , and anticomplete to A 1 \ A * 1 , and let A * 3 be the A 3 -clique such that Q 1 is complete to A * 3 , and anticomplete to A 3 \ A * 3 . By (12) , every vertex in T has a neighbor in X. Moreover:
Suppose that the assertion is not true. Then there is a vertex t ∈ T which has no neighbor in ( (12) , N (S) ∩ X ⊆ Q 1 ∪ Q 3 . But then N (S) ∩ X is a clique cutset between S and A which is a contradiction. This proves (24). ⋄ (25) Each vertex in T is complete to either Q 1 or Q 3 . Moreover, if X 4 ∪ X 5 = ∅, each vertex in T is complete to one of Q 1 and Q 3 , and anticomplete to the other.
Let t ∈ T . Then by (24), t has a neighbor in (
By (10), Q 1 is anticomplete to X 4 , and Q 3 is anticomplete to X 5 . So by (R22) and (24), if t has a neighbor in (X 1 \ Q 1 ) ∪ X 5 , then t is complete to Q 3 , and if t has a neighbor in (X 3 \ Q 3 ) ∪ X 4 , then t is complete to Q 1 . This proves the first assertion of (25).
To prove the second assertion, since X 4 ∪ X 5 = ∅, we may assume that X 4 = ∅. By (25), we know that t is complete to either Q 1 or Q 3 . Suppose t has neighbors, say p ∈ Q 1 and q ∈ Q 3 . Then by (R11), A 1 = A * 1 . So by (10) and (R22), t is complete X 4 . By (R11), (R2) and (R8), for any r ∈ X 4 and a ∈ A * 1 , {p, a, r, t, q} induces a 4-wheel, a contradiction. This proves the second assertion of (25). ⋄ Now suppose that X 4 ∪X 5 = ∅. If T = ∅, then by (24), (X 1 \Q 1 )∪(X 3 \Q 3 ) = ∅. We may assume that X 1 \ Q 1 = ∅. Then by (R22), T is complete to (X 1 \ Q 1 ) ∪ X 3 . By (R12), each vertex in Q 1 is either anticomplete to T or good with respect to T . Thus we conclude that G ∈ G 8 (with T 2 = T ). So suppose that X 4 ∪ X 5 = ∅.
First suppose that one of the following hold: X 4 , X 5 = ∅ or X 4 = ∅, X 1 is anticomplete to X 4 and X 5 = ∅. (The arguments for the case X 5 = ∅, X 3 is anticomplete to X 5 and X 4 = ∅ is similar, and we omit the details.) We know that if X 4 , X 5 = ∅, then by (R10), X 1 is anticomplete to X 4 , and X 3 is anticomplete to X 5 . If X 1 is anticomplete to X 4 , then by (7) and (8), each X 4 -clique is either complete or anticomplete to an A j -clique, for j ∈ {1, 2}. So by (R4), each X 4 -clique is complete to either A 1 or A 2 . If T = ∅, then let T 1 denote the union of T -cliques which are complete to X 1 ∪ X 4 , and anticomplete to X 3 ∪ X 5 , and let T 2 denote the union of T -cliques which are complete to X 3 ∪ X 5 , and anticomplete to X 1 ∪ X 4 . Clearly T 1 ∩ T 2 = ∅. Also we have the following.
Let t ∈ T , and let T ′ be the T -clique containing t. Then by (25), t is complete to exactly one of Q 1 , Q 3 . Suppose that t is complete to Q 1 , and anticomplete to Q 3 . Since X 1 is anticomplete to X 4 , by (R22), t is complete to X 1 ∪ X 4 . Also, by (14) , t is anticomplete to X 5 . Since X 3 is anticomplete to X 5 , by (R22), t is anticomplete to X 3 . So it follows by (R12), that T ′ is complete to X 1 ∪ X 4 , and anticomplete to X 3 ∪ X 5 . So T ′ ⊆ T 1 . Similarly, if t is complete to Q 3 , and anticomplete to Q 1 , then T ′ is complete to X 3 ∪ X 5 , and anticomplete to
So by (R11), we conclude that G ∈ G 8 .
Next, up to symmetry, suppose that X 4 = ∅, and X 1 is not anticomplete to X 4 . Then there are vertices x ′ 1 ∈ X 1 and x 4 ∈ X 4 such that x ′ 1 x 4 ∈ E. Then by (R10), X 5 = ∅. Also, by (10), x ′ 1 / ∈ Q 1 . Let Q ′ 1 be the X 1 -clique containing x ′ 1 , and let Q 4 be the X 4 -clique containing x 4 . Then by (10) , (10), we define the following: Let A * * 1 be the A 1clique such that Q 4 is complete to A * * 1 , and anticomplete to A 1 \ A * * 1 , and let A * 4 be the A 4 -clique which is complete to Q ′ 1 , and anticomplete to A 4 \ A * 4 . By (7) and (8), for i ∈ {1, 3, 4} and j ∈ {i + 2, i − 2}, each X i -clique is either complete or anticomplete to an A j -clique. By (R6) and (R5), X 3 \ Q 3 is complete A * 1 and X 4 \ Q 4 is complete A * * 1 . Also it follows from (R3) and (R9) that:
(28) If T = ∅, then A * 1 = A * * 1 , and T is anticomplete to exactly one of Q 1 and Q 3 .
Since T = ∅ and Q 1 is anticomplete to Q 4 , then by (25), (R22) and (R11), it follows that A * 1 = A * * 1 . So by (27), X 3 = Q 3 and X 4 = Q 4 . Suppose T is not anticomplete to both Q 1 and Q 3 , then by (25), there exist t 1 , t 2 ∈ T such that t 1 is complete to Q 1 and anticomplete to Q 3 , and t 2 is complete to Q 3 and anticomplete to Q 1 . By (R12), t 1 t 2 / ∈ E. Since Q 1 is anticomplete to X 4 and Q ′ 1 is anticomplete to X 3 , by (R22), t 1 is complete to Q 4 and anticomplete to Q ′ 1 , and t 2 is complete to Q ′ 1 and anticomplete to Q 4 . But now t 2 -x ′ 1 -x 4 -t 1 -x 1 is a P 5 , which is a contradiction. So by (25), we see that (28) holds. ⋄ So by (25) and (R22), we may assume that T is complete to Q 1 ∪ X 4 and anticomplete to Q ′ 1 ∪ X 3 , and
So we may assume that A * 1 = A * * 1 and T = ∅. Then we have the following:
Suppose that the assertion is not true. Then, up to symmetry, there are nonadjacent vertices, say, x ∈ X 3 \ Q 3 and y ∈ A 1 \ (A * 1 ∪ A * * 1 ). Then by (R2) and (R8), y-x 1 -x 3 -x 4 -x is a P 5 , a contradiction. This proves (29). ⋄ So in this case too we conclude that G ∈ G 9 . This complete the proof of the theorem.
4 Coloring of (P 5 , 4-wheel)-free graphs
We say that a clique Q in a graph G is a t-clique of G if |Q| = t. Given a graph G and a proper homogeneous set X in G, by replacing X with a clique Q, we mean deleting X from G, adding a clique Q to G, and adding all edges between Q and the vertices of V (G) \ X that are adjacent to X in G.
We use the following facts/known results often.
(F1) Lovász [16] : Perfect-blowup of a perfect graph is perfect.
(F2) Chudnovsky and Ovetsky [4] : Every quasi-line graph G satisfies χ(G) ≤ We will use the following theorem as a main tool in proving the chromatic bound for the class of (P 5 , 4-wheel)-free graphs.
Theorem 6 Let G be a graph such that every proper induced subgraph G ′ of G satisfies χ(G ′ ) ≤ 3 2 ω(G ′ ). Suppose that one of the following holds:
(i) G has a vertex of degree at most 3 2 ω(G) − 1.
(ii) Suppose G has three stable sets S 1 , S 2 , and S 3 such that ω(G \ (
Then
. Now consider any χ(G \ v)coloring of G \ v and extend it to a 3 2 ω(G)-coloring of G, using for v a (possibly new) color that does not appear in its neighborhood.
, and use S 1 , S 2 , and S 3 as three new color classes to get a coloring of G. Then
Proof. Let G be a blowup of a 5-wheel, and let that 5-wheel be as in Figure 1 .
Obviously the bound holds if G ′ is any induced subgraph of 5-wheel. Now suppose that G ′ is not an induced subgraph of 5-wheel. Suppose there is an i ∈ [5] such that Q ′ vi = ∅. Then we see that G ′ is a clique-blowup of a perfect graph, and hence by (F1), G ′ is perfect; so χ(G ′ ) ≤ ω(G ′ ). So we may assume that Q ′ vi = ∅, for i ∈ [5] . For each i ∈ [5] , let R i consist of one vertex from Q ′ vi . Now define S 1 := R 1 ∪ R 3 , S 2 := R 2 ∪ R 4 , and S 3 := R 5 . Clearly S 1 , S 2 and S 3 are stable sets such that ω(G ′ \ (S 1 ∪ S 2 ∪ S 3 )) ≤ ω(G ′ ) − 2. So by Theorem 6:(ii), we conclude that χ(G ′ ) ≤ 3 2 ω(G ′ ).
Lemma 4 If G is a (3K 1 , 4-wheel)-free graph, then χ(G) ≤ 3 2 ω(G).
Proof. Let G be a (3K 1 , 4-wheel)-free graph. Then by Lemma 2, G is either a quasi-line graph or a clique-blowup of a 5-wheel. If G is a quasi-line graph, then by (F2), we have χ(G) ≤ 3 2 ω(G), and so the lemma follows from Lemma 3.
Lemma 5 If G is a blowup of H 0 , then χ(G) ≤ 3 2 ω(G).
Proof. Let H 0 be as in Figure 1 , and let G be a blowup of
Then by (F3), χ(G ′ ) = χ(G) and ω(G ′ ) = ω(G). We prove that χ(G ′ ) ≤ 3 2 ω(G ′ ), by induction on |V (G ′ )|. Obviously the bound holds if G ′ is any induced subgraph of H 0 . Now suppose that G ′ is not an induced subgraph of H 0 . Suppose there is an i ∈ [7] such that Q ′ vi = ∅. Then we see that G ′ is a clique-blowup of a perfect graph, and hence by (F1), G ′ is perfect; so χ(G) ≤ ω(G ′ ). So we may assume that Q ′ vi = ∅, for all i ∈ [7] . Let M denote the set
Note that each maximum clique of G ′ belongs to M. For each i, let R i consist of one vertex from Q ′ vi if Q ′ vi = ∅, otherwise let R i = ∅. Now define S 1 := R 1 ∪ R 4 ∪ R 9 , S 2 := R 2 ∪ R 5 , and S 3 := R 3 ∪ R 7 ∪ R 8 . Clearly S 1 , S 2 and S 3 are stable sets such that ω(G ′ \ (S 1 ∪ S 2 ∪ S 3 )) ≤ ω(G ′ ) − 2. Now we conclude that χ(G ′ ) ≤ 3 2 ω(G ′ ) using Theorem 6:(ii).
Proof. Let H 1 be as in Figure 1 . Let G ∈ H 1 be as in the definition. Let G ′ be the clique-blowup of H 1 , where for each i ∈ [9] , Q vi is replaced by a clique of size ω(G[Q vi ]), say Q ′ vi . Then by (F3), we know that χ(G) = χ(G ′ ) and ω(G) = ω(G ′ ). We prove that
So by Theorem 6:(ii), we conclude that χ(G ′ ) ≤ 3 2 ω(G ′ ).
Proof. Let H 2 be as in Figure 2 . Let G ∈ H 2 be as in the definition. Let G ′ be the clique-blowup of H 2 , where for each i ∈ {1, . . . , 7}, Q ui is replaced by a clique of size ω(G[Q ui ]), say Q ′ ui . Then by (F3), χ(G ′ ) = χ(G) and ω(G ′ ) = ω(G). We prove that χ(G ′ ) ≤ 3 2 ω(G ′ ), by induction on |V (G ′ )|. Let q = ω(G ′ ), and let M denote the set of maximum cliques in G ′ . First, we claim that:
Proof of (1):
, a contradiction to the fact that Q v1 ∪ Q v5 is a clique. This proves (1). ⋄ By (1) and by symmetry, we may assume that Q v1 ∪ Q ′ u1 is not in M. For each i ∈ {1, . . . , 6}, let R i consist of one vertex from Q vi , and for each j ∈ {1, . . . , 7}, let L j consist of one vertex from Q ′ uj , if Q ′ uj = ∅, otherwise let L j = ∅. Now define S 1 := R 3 ∪ R 5 ∪ L 4 , S 2 := R 2 ∪ R 4 ∪ L 3 ∪ L 6 ∪ L 7 , and S 3 := R 1 ∪ L 2 ∪ L 5 . Clearly S 1 , S 2 and S 3 are stable sets, whose union meets each maximum clique of G ′ at least twice, and meets Q v1 ∪ Q ′ u1 once. So by (1),
Then by Theorem 6:(ii), we conclude that χ(G ′ ) ≤ 3 2 ω(G ′ ).
Proof. Let H 3 be as in Figure 2 . Let G ∈ H 3 be as in the definition. Let G ′ be the clique-blowup of H 3 , where for each i ∈ {1, . . . , 7}, Q ui is replaced by a clique of size ω(G[Q ui ]), say Q ′ ui . Then by (F3), χ(G ′ ) = χ(G) and ω(G ′ ) = ω(G). We prove that χ(G ′ ) ≤ 3 2 ω(G ′ ), by induction on |V (G ′ )|. Let q = ω(G ′ ), and let M denote the set of maximum cliques in G ′ . By the last item of the definition of H 3 , we observe that
First suppose that Q v6 ∪ Q ′ u6 / ∈ M. We claim the following:
There is at most one i ∈ [5] 
Proof of (1): Suppose not. Then there are indices j, k ∈ [5] and j = k such that
We may assume, up to symmetry, that j = k + 2, as otherwise the proof is similar to the proof of (1) of Lemma 7. Since 
. Then clearly S 1 , S 2 and S 3 are stable sets, whose union meets each maximum clique of G ′ at least twice, and meet the other cliques at least once. So by (1), we observe that ω(
We claim that:
Proof of (2):
This proves (2) . ⋄ Next we claim that:
Proof of (3):
, since Q vi = ∅, pick a vertex a i ∈ Q vi . Now define S 1 := {a 1 , a 3 , b}, S 2 := {a 2 , a 4 , b ′ }, and S 3 := {a 5 }. Then clearly S 1 , S 2 and S 3 are stable sets, whose union meets each maximum clique of G ′ at least twice, and meet the other cliques at least once. So by (2) and (3), we observe that ω(G ′ \ (S 1 ∪ S 2 ∪ S 3 )) ≤ ω(G ′ ) − 2. So by Theorem 6:(ii), we conclude that χ(G ′ ) ≤ 3 2 ω(G ′ ).
Lemma 9
If G ∈ H 4 , then χ(G) ≤ 3 2 ω(G).
Proof. Let H 4 be as in Figure 2 . Let G ∈ H 4 be as in the definition. Let G ′ be the graph, where for each i ∈ {1, . . . , 8}, Q ui of G, is replaced by a clique of size ω(G[Q ui ]), say Q ′ ui . Then by (F3), χ(G ′ ) = χ(G) and ω(G ′ ) = ω(G). We prove that χ(G ′ ) ≤ 3 2 ω(G ′ ), by induction on |V (G ′ )|. For each i ∈ {1, . . . , 7}, let R i consist of one vertex from Q vi , and for each j ∈ {1, . . . , 8}, let
Clearly S 1 , S 2 and S 3 are stable sets, whose union meets each maximum clique of G ′ at least twice, and meets other clique once.
So by Theorem 6:(ii), we conclude that χ(G ′ ) ≤ 3 2 ω(G ′ ). Next, by symmetry, we may assume that Q ′ u3 = ∅. Now we define S 1 := R 6 ∪L 2 ∪L 4 ∪L 5 , S 2 := R 2 ∪R 4 ∪R 7 ∪L 1 and S 3 := R 1 ∪R 3 ∪L 6 ∪L 7 ∪L 8 . Clearly S 1 , S 2 and S 3 are stable sets, whose union meets each maximum clique of G ′ at least twice, and meets
set of A i+1 . Then by the last two items of the definition of G, A ′ i is non-empty, for each i ∈ [5] . Now we define three sets
Clearly S 1 , S 2 and S 3 are stable sets. Moreover, using (F5), we observe that S 1 ∪ S 2 ∪ S 3 meets each maximum clique of G at least twice, and other cliques at least once. So ω(G \ (S 1 ∪ S 2 ∪ S 3 )) ≤ ω(G) − 2. Then by Theorem 6:(ii), we conclude that χ(G) ≤ 3 2 ω(G).
Proof. Let G ∈ G 5 be as in the definition. Let G ′ be the graph obtained from G by replacing A 1 , A 5 and T with cliques of size ω(G[A 1 ]), ω(G[A 5 ]) and ω(G[T ]), say A ′ 1 , A ′ 5 and T ′ respectively. Then by (F3), χ(G ′ ) = χ(G) and ω(G ′ ) = ω(G). We prove that χ(G ′ ) ≤ 3 2 ω(G ′ ) by induction on |V (G ′ )|. Let M be the set of possible maximum cliques of G ′ .
If |A ′ 1 | ≤ |Y 1 |, then by induction, we color G ′ [V (G ′ ) \ A ′ 1 ] using 3 2 ω(G ′ ) colors, and since A ′ 1 and Y 1 are cliques and N (A ′ 1 ) ⊂ N (Y 1 ), we extend the coloring to G ′ by using the colors of Y 1 to A ′ 1 , and we conclude the lemma. So we may assume that |A ′ 1 | > |Y 1 |. This implies that, if K is an X 1 -clique, then K ∪ Y 1 / ∈ M. To prove our bound, we need to prove some more properties of G ′ , and are given below:
Let K be an X 1 -clique and K ′ be an X 5 -clique. Suppose Q is an A 3 -clique such that N (K)∩Q = ∅ and N (K ′ )∩Q = ∅. Then K ∪K ′ is complete to Q.
(1)
Proof of (1): Suppose that K is not complete to Q. Then there are vertices p ∈ K and r ∈ Q such that pr / ∈ E. By assumption, there is a vertex q ∈ K such that q has a neighbor in Q, and since each vertex in X 1 is good, qr ∈ E. Also by our assumption, there is a vertex w ∈ K ′ such that w has a neighbor in Q, and since each vertex in X 5 is good, wr ∈ E. Since p is not complete to A 3 , p is complete to A 4 , and so p and q share a common neighbor in A 4 , say x. Then since X 1 is complete to X 5 , we see that {w, r, x, p, q} induces a 4-wheel, which is a contradiction. So K is complete to Q. Likewise, K ′ is complete to Q. This proves (1). ⋄
Next:
If an X 1 -clique, say K, has a vertex which is anticomplete to B 3 , then K is complete to B 4 .
Proof of (2): Suppose not. Then there are nonadjacent vertices, say q ∈ K and b ∈ B 4 . So q is complete to B 3 . By our assumption, there is a vertex, say q ′ ∈ K, which is anticomplete to B 3 , and hence q ′ is complete to B 4 ; so q ′ b ∈ E and q = q ′ . Then for any b ′ ∈ B 3 and y ∈ Y 1 , {b, b ′ , q, q ′ , y} induces a 4-wheel, which is a contradiction. This proves (2) . ⋄
Let K be an X 1 -clique. Then either K has a vertex which is complete to
Proof of (3): Suppose that no vertex in K is complete to B 3 ∪ B 4 . Then by (2) and since every vertex in X 1 is good with respect to A 3 and A 4 , K is anticomplete to exactly one of B 3 and B 4 , say B 3 . Since each vertex in X 1 is complete to either A 3 or A 4 , K is complete to B 4 . So K ∪ B 4 ∪ Y 1 ∈ M. This proves (3) . ⋄ Finally, we have the following: 
Proof of (1): We know that, if Y 2 = ∅, then B 4 , B 5 = ∅. Also, by the definition of G, there is a vertex in B 5 , say a, which is complete to Y 1 , in particular, a is complete to
Thus |Q| ≥ |B 4 ∪{a}| and hence |Q| ≥ 2. So we may assume that
| and hence |Q| ≥ 2. Next suppose that Y ′ 1 = ∅, and so M = Q ∪ X ′ , X ′ is a subset of some X 1 -clique. Since X ′ ∪ B 3 ∪ B 4 is a clique,
| and so |Q| ≥ |B 3 ∪ B 4 |. Since B 3 , B 4 = ∅, |Q| ≥ 2. This proves (1). ⋄ By (1), we see that there is no M ∈ M such that a trivial T -clique is a subset of M . If T = ∅, then let L consist of one vertex from each T -clique, otherwise let L = ∅. Let L ′ consist of one vertex from each nontrivial T -clique, which is not in L, otherwise let L ′ = ∅.
For j ∈ {2, 5}, we pick one vertex from each A j -clique has a vertex which is complete to Y 1 , and let A ′ j be the union of those vertices. Likewise, we pick one vertex from each A (−1) j +j -clique has a vertex which is complete to Y j , and let A ′ (−1) j +j be the union of those vertices. Now we define S 1 := R X1 ∪ A ′ 2 ∪ A ′ 5 , S 2 := R A1 ∪ A ′ 3 ∪ L and S 3 = A ′ 4 ∪ L ′ . Clearly S 1 , S 2 and S 3 are stable sets. Also using (F4) and (F5), we see that S 1 ∪ S 2 ∪ S 3 meets each maximum clique of G at least twice, and other cliques at least once. So ω(G \ (S 1 ∪ S 2 ∪ S 3 )) ≤ ω(G) − 2, and we conclude the lemma by Theorem 6:(ii).
Lemma 16
If G ∈ G 7 , then χ(G) ≤ 3 2 ω(G).
Proof. Let G ∈ G 7 be as in the definition. We prove the lemma by induction on |V (G)|. Let ω(G) = ω. First we claim the following:
Let i ∈ [5] and let K be an X i -clique and K ′ be an X i+1 -clique. Suppose Q is an A i−2 -clique such that N (K) ∩ Q = ∅ and N (K ′ ) ∩ Q = ∅. Then K ∪ K ′ is complete to Q.
Proof of (1): The proof is similar to that of Lemma 14: (1), and we omit the details. ⋄
For each i ∈ [5] , if X i = ∅, let W i denote the set {K ∪ Q | K is an X i -clique and Q is an A i -clique such that |K ∪ Q| = ω}, otherwise let W i = ∅. We claim that:
There is an i ∈ [5] such that W i = ∅.
Proof of (2): Suppose to the contrary that W i = ∅, for all i ∈ [5] . So X i = ∅. We claim that either X 1 is complete to A 3 or X 3 is complete to A 1 . Suppose there are vertices, say x 1 ∈ X 1 , a 3 ∈ A 3 , a 1 ∈ A 1 and x 3 ∈ X 3 such that if X 4 ∪ T ′ is a maximum clique of G ′ , then by (2), |T ′ | ≥ 2 and so there is a vertex t ′ ∈ T ′ such that t ′ = t. Let L ′ = {t ′ }, if X 4 ∪ T ′ is a maximum clique of G ′ , otherwise let L ′ = ∅. For j ∈ {3, 4}, let W ′ j denote the set {K ∪ A ′ | K = Q j is an X j -clique, and A ′ is an A j -clique such that |K ∪ A ′ | = q}, let W ′′ j denote the set {Q j ∪ A ′ | A ′ is an A j -clique such that |Q j ∪ A ′ | = q}, and let W j = W ′ j ∪ W ′′ j . Note that by (1), we observe the following: (i) If T ′ = ∅ or A * 1 = A * * 1 , one of W 3 and W 4 is empty. (ii) If W 3 , W 4 = ∅, X 3 is anticomplete to A * * 1 and X 4 is anticomplete to A * 1 . (iii) If W ′ 3 , W ′ 4 = ∅, A 1 = A * 1 ∪ A * * 1 . Now we define:
. Clearly S 1 , S 2 and S 3 are stable sets. Also by using (F4), we see that S 1 ∪S 2 ∪S 3 meets each maximum clique of G ′ at least twice, and other cliques at least once. So ω(G ′ \ (S 1 ∪ S 2 ∪ S 3 )) ≤ ω(G ′ ) − 2, and so by Theorem 6:(ii), we conclude the lemma.
Proof of Theorem 1. Let G be a (P 5 , 4-wheel)-free graph. We prove the first assertion of Theorem 1 by induction on |V (G)|. We may assume that G is connected and not perfect. If G has a clique cutset, say Q, let V 1 , V 2 be a partition of V (G) \ Q such that V 1 , V 2 = ∅, and V 1 is anticomplete to V 2 . Then χ(G) = max{χ(G[Q ∪ V 1 ]), χ(G[Q ∪ V 2 ])} ≤ max{ 3 2 ω(G[Q ∪ V 1 ]), 3 2 ω(G[Q ∪ V 2 ])} ≤ 3 2 ω(G). Now the first assertion of Theorem 1 follows from Theorem 2, (F2), and from Lemmas 5 to 18.
To prove the second assertion of Theorem 1, consider the clique-blowup H of the graph G * shown in Figure 9 where |Q v | = k ≥ 1, for each v ∈ V (G * ). Then it is shown in [2] that H is (3K 1 , 4-wheel)-free, and ω(H) = 7k. Moreover, χ(H) ≥ |V (H)| 2 = 20k 2 = 10k. This completes the proof of Theorem 1.
