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MOŽGANSKIH VZORCEV
PRI
MULTIPLI SISTEMSKI ATROFIJI IN
PROGRESIVNI SUPRANUKLEARNI
PARALIZI
S PET
Magistrsko delo
MENTOR: doc. dr. Andrej Studen
SOMENTORICA: asist. dr. Petra Tomše
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Identifikacija značilnih presnovnih možganskih vzorcev pri multipli
sistemski atrofiji in progresivni supranuklearni paralizi s PET
Izvleček
Multipla sistemska atrofija (MSA) in progresivna supranuklearna paraliza (PSP) sta
dve najbolj pogosti obliki atipičnih parkinsonizmov. Sta nevrodegenerativni bole-
zni, ki imata vpliv na spremenjeno aktivnost možganske presnove.
Prepoznani sta na kliničnem pregledu. Zaradi podobnosti simptomov v začetni fazi
bolezni je njuna diagnoza v kar 25 % primerov napačno postavljena.
Skalirani podprofilni model, ki temelji na analizi glavnih komponent (ang. Scaled
subprofile model/principle component analysis, SSM/PCA) je statistična metoda s
katero določamo značilne presnovne možganske vzorce. Ti vzorci ustrezajo bio-
loškim označevalcem (ang. biomarker) sprememb presnove v možganih značilnih za
izbrano nevrodegenerativno bolezen.
SSM/PCA lahko uporabimo na različnih slikovnih metodah, ki prikazujejo pre-
snovo v možganih, kot so 18F-fluorodeoksiglukozna pozitronska emisijska tomografija
(FDG-PET), funkcijsko magnetno resonančno slikanje (fMRI), fMRI v mirujočem
stanju (rs-fMRI), morfometrični MRI na posameznih vokslih (VBM MRI), perfu-
zijsko MRI slikanje z arterijskim spinskim označevanjem (ASL), H2
15O pozitronska
emisijska tomografija (H2
15O-PET) in 99mTc-ethylcysteinate dimer enofotonska iz-
sevna računalniška tomografija (99mTc-ECD SPECT).
Do sedaj so se značilni presnovni možganski vzorci, kot biološki označevalec, izkazali
uspešni pri: parkinsonovi bolezni (PB), ostalih oblikah parkinsonizmov - MSA, PSP
in kortikobazalni degeneraciji (CBD) ter alzheimerjevi bolezni (AB).
Namen magistrske naloge je uporabiti enak protokol za identifikacijo značilnih pre-
snovnih možganskih vzorcev pri MSA in PSP s PET.
V nalogi so na kratko predstavljene osnove slikanja FDG-PET in statističnih me-
tod, ki smo jih uporabljali v raziskavi. Nato so predstavljeni vsi koraki protokola
za določitev biološkega označevalca, od izbora primernih skupin oseb za identifika-
cijo, predobdelave slik, identifikacije značilnega presnovnega možganskega vzorca ter
njegovo preverjanje. Predstavljen je tudi test stabilnosti končnega rezultata identi-
fikacije ob variranju nekaterih nastavitev v protokolu.
V drugem delu je predstavljena aplikacija protokola na primeru MSA in PSP pri
slovenskih identifikacijskih osebah, kjer smo pridobili biološka označevalca: značilni
presnovni možganski vzorec MSA (ang. MSA related pattern, MSARP) in značilni
presnovni možganski vzorec PSP (ang. PSP related pattern, PSPRP).
Ključne besede: FDG-PET slikanje možganov, metoda SSM/PCA, MSA,
PSP, parkinsonizmi, MSARP, PSPRP
PACS: 87.10.+e, 87.19.xp, 87.55.D−, 87.57.uk, 87.57.N−, 87.61.Pk

Identification of characteristic metabolic brain networks for multiple
system atrophy and progressive supranuclear palsy with PET
Abstract
Multiple system atrophy (MSA) and progressive supranuclear palsy (PSP) are the
most common atypical parkinsonisms. They are neurodegenerative diseases, alter-
ing the metabolic brain activity.
Because of similar early simptoms among parkinosnisms, clinical diagnosis is wrong
in 25% of cases.
Scaled subprofile model/principle component analysis (SSM/PCA) is a statistical
method for identification of specific metabolic brain networks, which are suitable
biomarker for diseases where metabolic brain activity is altered.
SSM/PCA can be used with different imaging modalities, which are sensitive to brain
metabolism, such as 18F-fluorodeoxy glucose positron emission tomography (FDG-
PET), functional magnetic resonance imaging data (fMRI), resting state fMRI (rs-
fMRI), voxel based morphometry structural MRI data (VBM MRI), arterial spin la-
beling MRI perfusion imaging (ASL), H2
15O positron emission tomography (H2
15O-
PET) and 99mTc-ethylcysteinate dimer single photon emission computed tomogra-
phy (99mTc-ECD SPECT).
So far metabolic brain networks were found to be a sucessful biomarker for Parkin-
son’s disease (PD), other parkinsonisms - MSA, PSP and corticobasal degeneration
(CBD) and Alheimer’s disease (AD).
The purpose of this master thesis is to use equal protocol for identification of
metabolic brain networks for MSA and PSP with FDG-PET.
The thesis gives a simplified description of FDG-PET imaging and statistical meth-
ods. All steps of protocol for biomarker identification are introduced, from selection
of appropriate groups for pattern identification, image preprocessing and pattern
identification and validation. Tests of pattern stability with respect to critical pro-
tocol parameters will be described.
The second part of the thesis is the protocol application on slovenian identification
groups with MSA and PSP, with resulting biomarker patterns: multiple system at-
rophy related pattern (MSARP) and progressive supranuclear palsy related pattern
(PSPRP).
Keywords: FDG-PET brain imaging, SSM/PCA, MSA, PSP, parkin-
sonisms, MSARP, PSPRP
PACS: 87.10.+e, 87.19.xp, 87.55.D−, 87.57.uk, 87.57.N−, 87.61.Pk
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2.3.1 Krajevna ločljivost . . . . . . . . . . . . . . . . . . . . . . . . 15
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dve podskupini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
9
7 Značilni presnovni možganski vzorec pri progresivni supranuklearni
paralizi 55
7.1 Progresivna supranuklearna paraliza . . . . . . . . . . . . . . . . . . 55
7.2 Izbor bolnikov s PSP in ZP . . . . . . . . . . . . . . . . . . . . . . . 55
7.3 Identifikacija PSPRP . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.4 Preverjanje PSPRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
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Poglavje 1
Uvod
Parkinsonizmi so skupina drugih najboljih pogostih nevrodegenerativnih bolezni
možganov, ki prizadanejo 1 % populacije starejše od 65 let. [1] Od teh bolnikov ima
75 % idiopatsko parkinsonovo bolezen (PB), ostali pa imajo druge oblike parkinso-
nizmov - atipične parkinsonizme. Med njimi sta najbolj pogosti multipla sistemska
atrofija (ang. multiple system atrophy, MSA) in progresivna supranuklearna para-
liza (ang. progressive supranuclear palsy, PSP), manj pa kortikobazalna degeneracija
(ang. corticobasal degeneration, CBD).
Za vse parkinsonizme je značilno, da so bolezni bazalnih ganglijev. To so globoka
jedra v možganih, ki so odgovorna za motorične funkcije. Zato pri vseh teh boleznih
opazimo simptome, kot so počasno gibanje (akineza), povišan mišični tonus (rigi-
dnost), tresenje (tremor) in motnje ravnotežja (posturalne motnje).
Diagnozo parkinsonizmov postavi specialist nevrologije s kliničnim pregledom in
ugotavljanjem tipičnih kliničnih znakov. Zaradi velike podobnosti med PB in osta-
limi parkinsonizmi v začetnih stopnjah bolezni, je postavljena diagnoza nepravilna
v kar 25 % primerih. Pojavlja se potreba po objektivnem biološkem označevalcu, s
katerim bi že v začetnih stopnjah bolezni zagotovo potrdili določeno obliko parkin-
sonizma [2].
Dopolnitev k klinični diagnozi je magnetno resonančno slikanje (ang. magnetic re-
sonance imaging, MRI), kjer pregledamo strukturno zgradbo možganov. V kolikor
postavitev diagnoze ni jasna, opravimo funkcijski slikanji: slikanje s pozitronsko
emisijsko tomografijo (ang. positron emission tomography, PET) ali enofotonsko iz-
sevno računalniško tomografijo (ang. single photon emission computed topography,
SPECT) [3].
Slikanje PET z radiofarmakom 18F-fluorodeoksiglukozo (FDG) je funkcijsko slikanje,
ki lahko razlikuje med bolniki, ki imajo PB ali druge oblike parkinsonizmov (MSA,
PSP, CBD). FDG je analog glukoze, ki se razporedi po možganih. Njegova gostota
je večja v področjih, kjer je večja sinaptična aktivnost, manjša pa v področjih, ki so
povezana z nevronsko disfunkcijo. Porazdelitev gostote FDG je vidna na sliki PET.
Vizualno kvalitativno analizo slike lahko dopolnimo s kvantitavnimi analizami.
Vsako sliko bolnika lahko predstavimo kot skalarno polje. Ob primerjavi z drugimi
enakovredno pridobljenimi slikami lahko iz takih slik izluščimo značilne presnovne
možganske vzorce. Večinski del izluščenega vzorca je povezan z normalnim delova-
njem možganov, manjši del pa prikazuje bolezensko odvisne vzorce razlik delovanja
zdravih in obolelih možganov. Za razlikovanje med njima v analizi uporabimo sku-
pino zdravih kontrolnih preiskovancev, pri katerih se bolezenski del odziva ne pojavi.
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S pomočjo statistične primerjave slik skupine bolnikov in skupine zdravih kontrol-
nih preiskovancev ter algebraičnih osnov pridobimo značilne presnovne možganske
vzorce. Tej prikazujejo območja in povezave med njimi, ki so značilne za posamezno
bolezen.
S tem pridobimo primeren biološki označevalec - značilni presnovni možganski vzo-
rec, ki olajša diferencialno diagnozo med različnimi oblikami parkinsonizmov.
Posebna prednost značilnega presnovnega možganskega vzorca za posamezno bole-
zen je, da lahko njegovo izraženost enostavno in kvantitativno določimo tudi kasneje,
pri novih bolnikih. S pomočjo pridobljenega rezultata predstavimo stopnjo podob-
nosti, oziroma različnosti, z vzorcem bolezni, ter s tem napovemo verjetnost, da ima
bolnik to bolezen [4].
Poleg slikanja s FDG-PET lahko statistične metode za določitev značilnih pre-
snovnih možganskih vzorcev uporabimo tudi na drugih slikovnih metodah, kot
so funkcijski MRI (fMRI), fMRI v mirujočem stanju (rs-fMRI), vokselno odvi-
sen morfometrični MRI (VBM MRI), perfuzijsko MRI slikanje z arterijskim spin-
skim označevanjem (ASL), H2
15O pozitronska emisijska tomografija (H2
15O-PET) in
99mTc-ethylcysteinate dimer enofotonska izsevna računalniška tomografija (99mTc-
ECD SPECT) [5].
Značilni presnovni možganski vzorec bolezni na slikah FDG-PET je bil, kot biološki
označevalec, prvič identificiran in validiran za bolnike s PB v ZDA [4], kasneje pa še
za bolnike z MSA, PSP in CBD boleznijo [1]. Poleg tega so bili vzorci za PB, MSA
in PSP identificirani in validirani tudi na Nizozemskem [6] ter za PB na Kitajskem
[7]. V Sloveniji je bil identificiran in validiran vzorec za PB [8].
Raziskava je bila pregledana s strani Komisije Republike Slovenije za medicinsko
etiko in ocenjena kot etično neoporečna.
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Slikanje s FDG-PET
Slikanje s FDG-PET je funkcijsko slikanje, kjer z radioaktivnim označevalcem spre-
mljamo porazdelitev presnove glukoze v telesu. To je posebej pripravno za slikanje
aktivnosti v možganih, saj ti za svoje delovanje preferenčno uporabljajo ravno glu-
kozo. Bolniku vbrizgamo v žilo označevalec FDG, ki je analog glukoze in se porazdeli
po telesu sorazmerno z njeno porabo. 18F je radionuklid, ki predstavlja radioaktivni
del FDG, ki ob svojem razpadu izseva pozitrone, ti pa se v bližnji okolici anihi-
lirajo z elektroni. Pri anihilaciji nastane par anihilacijskih fotonov, ki odletita v
nasprotnih smereh, pod kotom 180◦ in ju zaznamo s pomočjo detektorja PET. Iz
podatkov o mestu detekcije obeh fotonov, ki ju zaznamo ob približno istem času,
lahko omejimo lego razpadlega jedra na črto odziva, ki povezuje legi interakcij. Na
podlagi izmerjenih razlik časov pa tudi to, kje vzdolž črte je anihilacija potekla. Iz
zajema podatkov večjega števila dogodkov lahko rekonstruiramo gostotno porazde-
litev označenih molekul FDG v tkivu [9].
2.1 Izvor signala
Kot izvor signala za zajem slike v detektorju PET uporabimo radiofarmak 18F -
FDG, ki je analog glukoze. Sestavljen je iz farmaka - molekule glukoze in pa radio-
nuklida 18F, ki razpada z β+ razpadom. Molekula je prikazana na sliki 2.1.
Slika 2.1: FDG molekula, ki nastane z dodatkom radionuklidnega označevalca 18F
na molekulo glukoze.
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Farmak določa fiziološko pot molekule v telesu, radionuklid pa služi kot izvor
signala, ko razpada v stabilne elemente.
Glukoza se v možganih porablja na območjih, kjer poteka presnovna aktivnost. Ker
molekula FDG sledi gibanju neoznačene glukoze, bo tudi njena koncentracija večja
na presnovno aktivnejših področjih možganov in manjša na presnovno manj aktiv-
nih področjih.
18F razpada z β+ razpadom z razpolovnim časom 109,7 minut. Pri razpadu nasta-
neta pozitron, nevtrino in stabilen element 18O.
18F− >18 O+ e+ + νe (2.1)
Nastali kisik imenujemo tudi težki kisik, ki je kemijsko enakovreden izotopu 16O
in omogoča, da molekula sodeluje pri procesih na isti način kot običajna glukoza,
ter razpade v končne produkte, ki niso radioaktivni. 18F, ki ni razpadel, se izloči z
urinom in nima škodljivih posledic na zdravje. Nastali nevtrino v telesu ne povzroči
nobene škode in ga tudi ne detektiramo.
Nastali pozitron, ki ima maksimalno energijo 635 keV, se v bližnjem tkivu anihilira
z elektronom. Pri tem nastaneta dva fotona z energijama 511 keV, ki zaradi zakona
o ohranitvi gibalne količine odletita v nasprotnih smereh, pod kotom 180◦.
e+ + e−− > 2γ (2.2)
Nastala žarka γ detektiramo z detektorjem PET.
Obe približno istočasni mesti dogodka, kjer žarka γ trčita v detektor, povežemo z
navidezno črto, ki ji pravimo črta odziva (ang. line of response, LOR) in s tem
lego razpadlega jedra omejimo na to črto. Na podlagi izmerjenih razlik časov med
zaznanima dogodka na detektorju določimo kje na LOR se je zgodila anihilacija.
2.2 Detektor PET
Detektor PET je prikazan na sliki 2.2. Sestavljen je iz manjših detektorskih elemen-
tov, ki so razporejeni v obroče. Več rezin obročev tvori valj s premerom 50 do 80
cm.
Detektorski elementi so segmentirani detektorji s scintilacijskimi kristali velikosti
nekaj milimetrov ter debeline med 20 in 30 mm. Najpogostejša materiala za detek-
torje PET sta L(Y)SO(Lu2−xYxSiO5) in BGO (Bi4Ge3O12).
Energijo fotonov, ki se absorbira v scintilacijskih celicah detektorji pretvorijo v scin-
tigrafsko svetlobo, katero zaznajo fotopomnoževalke in jo pretvorijo v električni tok.
S pomočjo električnega toka so na koincidenčni enoti prepoznani pari zaznanih fo-
tonov, ki ustrezajo istemu razpadu radionuklida.
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Slika 2.2: Sestava detektorja PET. Vsak modul v obroču sestavlja scintilatorski
kristal, ki je razdeljen na več detektorskih elementov. Na vsak detektor so dodane
tudi fotompomnoževalke, ki zbirajo signal. Prirejeno po [10].
2.3 Lastnosti slike pridobljene s FDG-PET
2.3.1 Krajevna ločljivost
Krajevna ločljivost detektorja PET je sestavljena iz treh različnih prispevkov: do-
sega pozitrona pred anihilacijo, nelinearnosti anihilacije ter krajevne ločjivosti de-
tektorjev.
Označevalec FDG razpada z β+ razpadom, pri katerem nastaneta pozitron in nev-
trino. Pozitron izgublja energijo z ionizacijo. Doseg delca je odvisen od števila
interakcij med njim in snovjo v kateri potuje. Verjetnost za anihilacijo se poveča,
ko se pozitron upočasni oziroma skoraj ustavi. Nastal pozitron iz 18F ima maksi-
malno energijo 635 keV in povprečen doseg 0,1 - 0,5 mm, ki prispeva k poslabšanju
prostorske ločljivosti Rdoseg.
Fotona, ki se anihilirata ne letita točno pod kotom 180◦, temveč pod nekoliko
manjšim, da vsota njunih gibalnih količin ustreza gibalni količini pozitrona. Poraz-
delitev po kotu med fotonoma je Gaussove oblike s FWHM 0,5◦ (oziroma 0,0088 rad).
V primeru, ko je anihilacija ravno na polovični razdalji med detektorjema lahko po-
slabšanje k prostorski ločljivosti ocenimo z R180◦ = D ∗ 0, 0022 rad, kar za detektor
PET s premerom D = 80 cm znaša 1,76 mm.
Napaka zaradi krajevne ločljivosti detektorja nastane zaradi končne velikosti de-
tektorskih elementov w. če je izvor ravno na LOR med sredinama kristalov, bo
krajevna ločljivost w
2
, medtem ko se bo proti robu kristala večala vse do w. Za
kristale velikosti 4 mm bo tako v najboljšem primeru Rdetektor širine 2 mm.
Skupna ločljivost detektorja PET je določena kot širina konvolucij posameznih pri-
spevkov, kot
R =
√︂
R2doseg +R
2
180◦ +R
2
detektor. (2.3)
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Skupna ločljivost lahko ocenimo na 2,7 mm. Kljub temu detektorji v praksi dosegajo
krajevno ločljivost le okoli 4 mm. Razlogi za odstopanja so v prispevku sipanih
fotonov, efektu bloka in prispevku zaradi napačno pripisane globine interakcije, v
primeru ko foton zadane detektor pod kotom.
2.3.2 Časovna ločljivost
Pri detektorju PET je merjenje časa bistvenega pomena. Dogodka, ki sta se zgodila
sočasno, oziroma v majhnem časovnem razmaku, pripišemo paru fotonov, ki sta
nastala kot posledica istega radioaktivnega razpada.
Pri slabi časovni ločljivosti se lahko zgodi več dogodkov, ki jih zaznamo kot sočasne,
in parov fotonov med seboj ne moremo razlikovati. Pri boljši časovni ločljivosti
detektorja PET pa lahko, poleg uspešne določitve para fotonov, zaznamo tudi njune
razlike v časih preleta do detektorja PET.
Tipične časovne ločljivosti sodobnih detektorjev PET so ∆t = 500 ps in presegajo
zahteve potrebne za identifikacijo para fotonov iz iste anihilacije. Z njimi lahko
izboljšamo kvaliteto slike s pomočjo tehnike TOF PET (ang. time of flight PET),
kjer iz zaznane razlike časov med interakcijami sklepamo o legi dogodka vzdolž črte
odziva LOR. če foton proti detektorju 1 potuje čas t1 =
x1
c
, kjer je x1 razdalja od
mesta interakcije do detektorskega elementa, in foton proti detektorju 2 potuje čas
t2 =
x2
c
lahko iz razlike časov določimo razmerje razdalij prek LOR kot
t2 − t1 = ∆t = x2−x1c =
∆x
c
. (2.4)
Informacija pridobljena s pomočjo tehnike TOF PET zmanjšuje šum rekonstruiranih
slik, na samo krajevno ločljivost slike pa nima vpliva.
2.3.3 Izkoristek
Pri detektorju PET je izkoristek odvisen od več prispevkov: geometrijskega izko-
ristka, izkoristka detektorjev, izkoristka povezanega z energijsko ločljivostjo, izko-
ristka časovnega okna in pa izkoristka mrtvega časa.
Geometrijski izkoristek ϵg je odvisen od geometrije skenerja. Na sredi dela osi, ki ga
pokriva obroč, je izkoristek enak razmerju med višino obroča in njegovim polmerom,
tipično blizu ene tretjine. Izkoristek pade na 0, ko se po osi premaknemo proti robu
obroča.
Izkoristek detektorjev ϵd je odvisen od verjetnosti za interakcijo, ko foton zadane
scintilatorski kristal in je odvisen od debeline scintilacijskega materiala.
Ker pri ločevanju sipanih fotonov od pravih uporabljamo energijsko okno, bomo
zavrgli tudi del fotonov, ki jim zaradi merske napake pripišemo energijo izven na-
stavljenega okna. Ta izkoristek popisuje ϵe.
Izkoristek povezan s časovnim oknom ϵt je povezan z verjetnosto za naključno ko-
incidenco, ki je enaka verjetnosti, da bomo v časovnem oknu zaznali eno ali več
neodvisnih anihilacij.
Izkoristek zaradi mrtvega časa ϵm je omejen s časom, ko lahko zaznamo dve zapo-
redni interakciji v kristalu. Skupni izkoristek je
ϵ = ϵg · ϵd · ϵe · ϵt · ϵm = 2%. (2.5)
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2.4 Rekonstrukcija slike FDG-PET
Podatke zbrane z detektorjem PET predstavimo s črtami odziva LOR, ki so para-
metrizirane v transaksialni ravnini s parametroma p in Φ in v osni ravnini z z in
∆z, kot je prikazano na sliki 2.3.
Slika 2.3: Zbiranje in parametrizacija podatkov zbranih z detektorjem PET [9]. Na
levi strani je prikazan prerez v transaksialni ravnini, parametriziran s parametroma
p in Φ, na desni pa v osni ravnini z z in ∆z.
Iz poznanega števila dogodkov vzdolž vseh pridobljenih LOR lahko določimo
prostorsko gostotno porazdelitev aktivnosti izvorov.
Rezultat take meritve imenujemo sinogram in ga zapišemo kot
s(p,Φ) =
∫︁
f(x, y)δ(p− rn)d2r, (2.6)
kjer je f(x, y) prostorska porazdelitev izvorov. Iz sinograma lahko z različnimi re-
konstrukcijskimi algoritmi pridobimo sliko gostotne porazdelitve izvorov v tkivu.
Najpogosteje uporabljana rekonstrukcijska algoritma sta filtrirana povratna projek-
cija (ang. filtred back projection, FBP) in metoda največje priličnosti z maksimizacijo
pričakovanja (ang. maximum likelihood expectation maximization, MLEM).
Pri obeh metodah predpostavimo, da so dogodki izmerjeni vzdolž vsake LOR Pois-
sonsko porazdeljeni kot
P (n) = µ
n
n!
e−µ, (2.7)
kjer je n število izmerjenih dogodkov, µ pa povprečna vrednost števila dogodkov.
Pri prvi rekonstrukcijski metodi, FBP, za aktivnost vzdolž LOR uporabimo kar
povprečno vrednost števila dogodkov µ. Sinogram najprej z 1D Fourierovo transfor-
macijo (ang. Fourier transformation, FT) pretvorimo v frekvenčni k prostor, kjer
uporabimo rekonstrukcijski filter kp nato pa z inverzno FT transformiramo nazaj v
prejšnji prostor in kot končni rezultat dobimo porazdelitev izvorov
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f(x, y) =
∫︁
S ′(p,Φ)δ(p− rn)dΦ
S ′(p,Φ) =
∫︁
S(kp,Φ)kpe
i2πkppdkp.
(2.8)
S to metodo dobimo oceno slike, ki se ob velikem številu meritev približa pravi
vrednosti. Statistična odstopanja od povprečne vrednosti števila dogodkov smo pri
metodi zanemarili.
Druga rekonstrukcijska metoda, MLEM, predopostavi, da je izmerjena slika le ena
od možnih realizacij meritev na podlagi slike izvorov λ.
Do končnega rezultata pridemo po korakih, kjer iskano sliko λi v vsakem koraku
izboljšamo za
λ+i′ = λi′
∑︁
j
YjMji′∑︁
k Mjkλk
, (2.9)
kjer so Yj izmerjene aktivnosti, Mij pa elementi sistemske matrike, ki opisujejo ver-
jetnosti, da bo foton izsevan iz elementa i na sliki povzročil dogodek na črti odziva,
ki ustreza binu j sinograma.
Z naraščanjem števila iteracij se bližamo pravi sliki, dokler nam merske napake v
sliko ne vnesejo dodatnega šuma. Približek je zaradi pravilnega upoštevanja stati-
stične narave slike stabilnejši od rekonstrukcije s FBP.
2.5 Kvantitativna analiza slike FDG-PET
Končni rezultat slikanja FDG-PET je slika, ki prikazuje prostorsko koncentracijo
označevalca FDG v posameznem koščku slike.
Vplivi, ki lahko kvarijo določitev izsevane FDG aktivnosti v posameznem delu slike
so različne občutljivosti detektorskih elementov, medsebojna primerljivost različnih
detektorjev, različni protokoli poteka slikanja ter različno doziranje radiofarmakov.
Na določitev gostotne porazdelitve FDG lahko vplivajo tudi korekcijski algoritmi v
detektorju, kot so korekcija prispevka sipanih fotonov, popravki zaradi atenuacije in
popravki delnega volumna.
Zaradi teh vplivov navadno ne gledamo direktno pridobljene aktivnosti, vendar sliko
normaliziramo na določeno področje v možganih ali kar na celotne možgane ter opa-
zujemo relativno aktivnost.
Vsako sliko lahko razdelimo na manjše slikovne elemente, kocke enake velikosti -
voksle s signalom v vsakem vokslu P (r), ki je sorazmeren izsevani aktivnosti v točki
r.
Zaradi diskretizacije prostora na voksle lahko celotno sliko predstavimo kot 3D ma-
triko.
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Statistične metode
V poglavju se predstavljene splošne statistične metode in testi, ki so uporabljeni v
kasnejših poglavjih [11].
3.1 Studentov t-test za neodvisne vzorce
Studentov t-test je statistična metoda, ki nam pove ali se povprečji dveh vzorcev
statistično signifikantno razlikujeta med seboj. Za dve neodvisni skupini v katerih
so podatki porazdeljeni po normalni porazdelitvi uporabimo Studentov t-test za
neodvisne vzorce [12]. Postavimo ničelno hipotezo, ki trdi, da sta povprečji skupin
enaki in izračunamo t vrednost kot
t = µ1−µ2√︃
(n1−1)σ21+(n2−1)σ
2
2
n1+n2−2
√︂
1
n1
+ 1
n2
, (3.1)
kjer je z n1 in n2 označeno število podatkov v vsaki od skupin, z µ1 in µ2 označeni
povprečji prve in druge skupine in s σ1 in σ2 varianci znotraj skupin, za katere pred-
postavimo, da sta si podobni.
Na ta način dobimo statistiko porazdeljeno po Studentovi porazdelitvi.
Kadar sta povprečji skupin enaki, dobimo t vrednost 0 in s tem potrdimo ničelno
hipotezo, ki trdi, da imata skupini enako povprečje in med njima ne moremo razli-
kovati.
Bolj kot se t razlikuje od vrednosti 0, večja verjetnost je, da lahko zavrnemo ničelno
hipotezo in s tem trdimo, da se povprečji skupin statistično pomembno razlikujeta
med seboj.
Ob poznanem številu prostostnih stopenj, ki ga izračunamo kot n1 + n2 − 2 lahko
iz izračunane vrednosti t s pomočjo Studentove t porazdelitve na sliki 3.1 določimo
stopnjo verjetja p. če je p manjši od izbrane meje (naprimer p <0,05 ali p <0,01)
lahko trdimo, da sta povprečji skupin signifikantno različni z izbrano p vrednostjo.
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Slika 3.1: Studentova t porazdelitev za določanje stopnje verjetja p glede na dobljeno
t vrednost. Prikazane so tri krivulje za različno število prostostnih stopenj.
3.2 Enosmerna analiza variance - ANOVA in post-
hoc Tukey HSD test
Ko primerjamo tri ali več skupin in imamo le en parameter, ki predstavlja vir va-
riance, po kateri se skupine razlikujejo, namesto Studentovega t-testa uporabimo
enosmerno analizo variance ANOVA. Ta nam pove, če je povprečje izbranega pa-
rametra pomembno različno v različnih skupinah. Metoda poda koliko različnosti
med povprečji skupin µi opiše celotna varianca med skupinami. Povprečne kvadrate
skupin med seboj primerjamo s Fischerjevim F -testom
F =
∑︁
ni(µi−µ)
2
k−1∑︁
(ni−1)σ2i
n−k
, (3.2)
kjer je k število skupin, n število vseh podatkov, ni število podatkov v posamezni
skupini, µi povprečje podatkov v posamezni skupini, µ povprečje vseh podatkov, σi
pa varianca v posamezni skupini.
če po enačbi 3.2 dobimo vrednost F okoli 1 med povprečji skupin ni bistvenih razlik.
Večji kot je F , večja verjetnost je, da ničelno hipotezo zavrnemo in parameter je
prepoznan kot primeren ključ za ločevanje v skupine. Iz F porazdelitve na sliki 3.2
določimo stopnjo verjetja p.
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Slika 3.2: Fischerjeva F porazdelitev za določanje stopnje verjetja glede na dobljeno
F vrednost. Prikazane so tri krivulje za različno število skupin, katerih povprečja
izbranega parametra primerjamo med seboj.
Po določitvi F vrednosti testa ANOVA vemo le, če obstajajo razlike med pov-
prečji skupin, ne pa tudi, med katerimi skupinami so. Zato po enosmerni analizi
variance ANOVA naredimo še post-hoc Tukey HSD test (ang. honestly significant
difference), ki določi razlikovanje povprečij med skupinami. S Tukeyevim HSD
postopkom preverimo razlikovanje med vsemi pari povprečij skupin, tako da iz-
računamo
HSDij =
µi−µj
σ√︃
(ni+nj)
2
, (3.3)
kjer je µi − µj razlika med parom povprečij skupin, σ skupna varianca v vseh sku-
pinah,
ni+nj
2
pa harmonična sredina števila podatkov v skupinah, ki ju primerjamo.
Pridobljene razlike so porazdeljene po Studentovi porazdelitvi, zato iz tabel razbe-
remo statistično signifikanco razlike povprečij. če je p manjši od 0,05 rečemo, da se
povprečne vrednosti parametra v skupinah signifikantno razlikujejejo.
3.3 Pearsonov koeficient korelacije
S Pearsonovim koeficientom korelacije želimo ovrednotiti linearno povezanost med
dvema skupinama paroma izmerjenih naključnih spremenljivk X1 in X2. Koeficient
med skupinana X1 z izidi x1,i, s povprečjem vzorca µ1 in varianco σ1 ter skupino
X2 z izidi x2,i, s povprečjem µ2 in varianco σ2, kjer je število podatkov N enako pri
obeh skupinah, lahko izračunamo kot
R1,2 =
1
N
∑︁N
i=1(x1,i−µ1)(x2,i−µ2)
σ1σ2
. (3.4)
V primeru, da je rezultat R1,2 enak 0, skupini med seboj nista linearno povezani. če
je koeficient v območju 0,01-0,19 med skupinama obstaja neznatna linearna pove-
zanost, v območju 0,20-0,39 nizka linearna povezanost, v območju 0,40-0,69 srednja
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linearna povezanost, v območju 0,70-0,89 visoka linearna povezanost, v območju
0,90-0,99 zelo visoka linearna povezanost, pri vrednosti 1,00 pa popolna linearna
povezanost med skupinama.
Za določitev celotne stopnje povezanosti med dvema parametroma skupine moremo
poleg vrednosti koeficienta določiti tudi zanesljivost povezanosti. Na sliki 3.3 vi-
dimo primera, v katerih sta skupini podatkov visoko linearno povezani, vendar nista
enako statistično zanesljivi.
Slika 3.3: Porazdelitvi z enako vrednostjo Pearsonovega koeficienta korelacije in
različno statistično zanesljivostjo. a) Podatki so visoko linearno povezani in tudi
visoko zanesljivi. b) Podatki so visoko linerano povezani, vendar manj zanesljivi
kot v primeru a).
Za vsako vrednost koeficienta R1,2 imamo kritično število podatkov pod katerim
statistična zanesljivost Pearsonovega koeficienta ni signifikantna.
Stopnjo statistične zanesljivosti določimo z izračunom t po enačbi 3.5, kjer je R1,2
Pearsonov koeficient korelacije, N pa število podatkov. Dobljeni t je porazdeljen po
Studentovi t porazdelitvi
t = R1,2
√
N−2√
1−R21,2
. (3.5)
Iz t vrednosti določimo p vrednost verjetja.
3.4 Ocena potrebnega števila oseb za signifikan-
tnost testa
V klinični praksi navadno želimo, da test vhodne podatke - osebe, vključene v ana-
lizo, razdeli na zdrave in bolne. Ker se posamezniki med seboj razlikujejo, moramo
za željeno signifikantnost testa zagotoviti minimalno število oseb določenih z enačbo
(zα + zβ)
2 = N(µ0−µ
σ
)2, (3.6)
kjer je µ0 povprečna vrednost testa pri zdravih osebah, µ povprečna vrednost testa
pri bolnih osebah, σ varianca vrednosti testa pri bolnih osebah, zα in zβ pa standar-
dni normalni spremenljivi meji, kjer zα ustreza zgornji meji signifikantnosti testa, in
zβ željeni moči testa kot 1-β.
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3.5 Krivulja ROC
Ena pomembnih statističnih metod v klinični praksi je določitev krivulj ROC (ang.
receiver operating characteristic). S krivuljo ROC prikažemo koliko zdravih oseb
določimo kot bolnih oziroma bolnih kot zdravih pri izbrani meji.
Pri izbrani meji testa označimo osebe, ki so bile s testom prepoznane kot bolne in so
tudi v resnici bolne s TP (ang. true positive), tiste, ki pa v resnici niso bolne s FP
(ang. false positive). Podobno naredimo za osebe, ki so bile s testom prepoznane
kot zdrave: tiste, ki so res zdrave označimo s TN(ang. true negative), tiste, ki so
bolne pa FN (ang. false negative).
S tem lahko zapišemo dve značilnosti testa: specifičnost = 1− FP
TP+FP
in občutljivost =
1 − FN
TN+FN
. Obe meri lahko prikažemo na grafu, kjer nanašamo na x os 100- spe-
cifičnost v %, na y pa občutljivost v %. Vsaki točki ustreza določena meja testa.
Površino pod izrisano krivuljo imenujemo AUC (ang. area under curve). Višja kot
je AUC vrednost, bolje test razlikuje med skupinama.
Primer je prikazan na sliki 3.4.
Slika 3.4: Primer določanja ROC krivulje. Na levi strani sta prikazani standardni
normalni porazdelitvi, ki se delno prekrivata. Skicirana je ena od možnih izbranih
mej testa. S TP (ang. true positive) so označene resnično bolne osebe, FP (ang.
false positive) napačno prepoznane bolne osebe, TN (ang. true negative) resnično
zdrave osebe in FN (ang. false positive) napačno prepoznane zdrave osebe. Na
desni je prikazana skicirana krivulja ROC, na kateri izbrana meja predstavlja eno
točko z določeno specifičnostjo in občutljivostjo. Z AUC (ang. area under curve) je
označena površina pod izrisano krivuljo. Z drobno črtkano črto je prikazan primer
krivulje ROC, kadar bi se porazdelitvi povsem prekrivali. Z daljšo črtkano črto
pa primer, v katerem se krivulji sploh ne bi prekrivali in bi bile vse bolne osebe
prepoznane kot bolne, zdrave pa kot zdrave.
3.6 Metoda ponovnega vzorčenja
Z metodo ponovnega vzorčenja oziroma zankanjem (ang. bootstrapping) določimo
stabilnost rezultata, tako da določeno analizo večkrat ponovimo (naprimer 500-
1000-krat), pri tem pa naključno izbiramo vhodne podatke. Stabilnost rezultata
nato lahko predstavimo na različne načine. če je rezultat analize slika sestavljena
iz vokslov, iz večkratnih ponovitev izračunamo povprečno vrednost in standardno
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deviacijo v vsakem vokslu, njun kvocient pa imenujemo inverzni koeficienta variance
( ang.inverse coefficient of variation, ICV), ki ga predstavimo kot stabilnost rezul-
tata.
Prostorsko 3D sliko vrednosti ICV izrišemo glede na izbrani prag z in pripadajočo
vrednost p glede na enostransko normalno porazdelitev. ICV izbranega voksla na-
mreč ustreza razliki presnove v tem vokslu med bolniki in ZP, izraženi v normalni
porazdelitvi. Iz kumulativne verjetnosti normalne porazdelitve pri danem ICV do-
bimo verjetnost p izbranega voksla, da je taka fluktuacija posledica naključja. Pri
izbranem pragu izločimo voksle z verjetnostjo pod izbrano mejo p oziroma ustrezno
mejo normalne porazdelitve z.
Slika 3.5: Krivulja standardne normalne porazdelitve. Z izbrano z vrednostjo izrisa
lahko določimo p vrednost verjetja vzorcu.
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Protokol za identifikacijo značilnih
presnovnih možganskih vzorcev
4.1 Izbor slik in preverjanje bolnikov
Za identifikacijo značilnih presnovnih možganskih vzorcev moramo zbrati zadostno
število bolnikov, ki imajo klinično potrjeno diagnozo bolezni, katere vzorec želimo
določiti. Poleg njih moramo zbrati tudi primerjalno skupino - zdrave kontrolne
preiskovance (ZP), ki se po starosti čimbolj ujemajo z bolniki ter nimajo nobene
znane nevrodegenerativne bolezni. Zaradi biološke variabilnosti je za dobro stati-
stično zanesljivost testa pomembno, da je skupina čim večja. Minimalno število oseb
vključenih v analizo določimo z enačbo 3.6.
Za izbrane identifikacijske osebe smo poiskali FDG-PET slike možganov v bazi po-
datkov.
4.2 Predobdelava slik
Pretvorba v primeren format
Pred analizo moramo slike pretvoriti v format, ki nam omogoča statistično primer-
javo. Slika, ki jo pridobimo iz kamere PET je v formatu DICOM, kjer so podatki
zapisani v standardnem koordinatnem sistemu, kjer je +x usmerjen v levo (kot če bi
gledali človeško telo v smeri leve roke), +y posteriorno (pri človeškem telesu v smeri
od spredaj nazaj), +z pa superiorno (od nog proti glavi) (ang. left, posterior, su-
perior, LPS). Zapis o usmerjenosti je shranjen v orientacijskem polju datoteke. Ob
spremembi v primeren format za obdelavo slik ohranimo prvotni koordinatni sistem
kjer podatke zavrtimo za 180 stopinj in izhodišče postavimo v center prostornine
kvadra slike. Z vrtenjem dosežemo, da so transverzalne rezine shranjene v smereh
desno, anteriorno (ang. right, anterior, superior, RAS). Aksialen prerez pretvorjene
slike je prikazan na sliki 4.1 kjer je poimenovan original.
Pri identifikaciji naših vzorcev smo ta korak izvedli s pomočjo programa MRI
Convert1.
1http://old-lcni.uoregon.edu/ jolinda/MRIConvert/
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Slika 4.1: Predprocesiranje slike. Iz originalne slike v primernem formatu s pomočjo
možganske predloge sliko registriramo, nato pa s filtrom še pogladimo.
Registracija
Slike so med seboj primerljive, le če so vse enake velikosti in se ujemajo v lokaci-
jah posameznih anatomskih struktur. Postopek s katerim to dosežemo imenujemo
registracija. Vsako sliko elastično transformiramo s pomočjo prilagajanja značilnih
anatomskih struktur na predpripravljeno možgansko predlogo.
Z registracijo sliko pretvorimo v standardiziran prostor, ki ga lahko opišemo s ko-
ordinatami MNI (Montreal Neurological Institute). Te predstavljajo tri dimen-
zionalni koordinatni sistem s standardiziranimi lokacijami anatomskih struktur v
človeških možganih. S tem obliko in velikost možganov prilagodimo predpripra-
vljeni možganski predlogi, kar lahko vidimo prikazano na registrirani sliki na sliki
4.1.
Pri identifikaciji naših vzorcev smo za ta korak uporabili program SPM 2 s pred-
pripravljeno možgansko predlogo, kjer smo PET sliko registrirali na PET template.nii.
Glajenje
Zaradi omejene prostorske ločljivosti detektorja PET, ki je večja od posameznega
slikovnega elementa, slike pogladimo. S pomočjo povprečevanja po sosednjih vokslih
in interpolacije povežemo sosednje voksle in omogočimo, da se znebimo lokalnih ne-
pravilnosti ter izboljšamo razmerje med signalom in šumom (ang. signal to noise
ratio, SNR) na sliki. Pri izbiri primerne širine Gaussovega filtra, s katerim sliko
2https://www.fil.ion.ucl.ac.uk/spm/
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pogladimo, moramo biti pozorni, da zaradi prevelike širine ne prezremo kakšnega
pomembnega manjšega področja. Dokončno predpripravljeno sliko - registrirano in
poglajeno lahko vidimo na sliki 4.1.
Pri identifikaciji naših vzorcev smo za ta korak prav tako uporabili program SPM,
za samo glajenje pa Gaussov filter s standardno širino 10 x 10 x 10 mm FWHM.
Primerjava posameznih oseb z zdravimi kontrolnimi preiskovanci
Preden slike uporabimo za iskanje vzorca, preverimo prisotnost morebitnih artefak-
tov nastalih med registracijo in glajenjem slik. To storimo s primerjavo FDG-PET
slike posameznika s skupino ZP na bazi vsakega voksla s Studentovim t-testom za
neodvisne vzorce. Primer je prikazan na sliki 4.2. Modra področja na sliki prika-
zujejo posameznikovo znižano presnovo v primerjavi z ZP v določenem področju,
rdeča pa posameznikovo zvišano presnovo glede na ZP.
Slika 4.2: Preverjanje artefaktov in vizualna ocena primernosti slike po registraciji in
glajenju. Tri prečne lobanjske rezine s prikazano anatomsko strukturo in prekritim
barvno kodiranim odstopanjem metabolne aktivnosti od povprečja vzorca zdravih
kontrolnih preiskovancev (ZP). Barvna lestvica je v arbitrarnih enotah. a) Zdrav
posameznik. Primerjava zdravega posameznika s skupino 20 ZP. b) Bolnik z MSA.
Primerjava bolnika z MSA s skupino 20 ZP. c) Bolnik s PSP. Primerjava bolnika s
PSP s skupino 20 ZP.
Ko skupaj s specialistom nevrologije pregledamo vse slike, so le te pripravljene
na osrednji postopek identifikacije značilnega presnovnega možganskega vzorca.
Za preverjanje smo uporabili program SPM.
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4.3 Identifikacija značilnega presnovnega možganskega
vzorca
SSM/PCA
SSM/PCA (ang. Scaled Subprofile Model/ Principal component Analysis) je stati-
stična analiza s katero identificiramo značilni presnovni možganski vzorec. Temelji
na treh korakih:
- iz vseh podatkov sestavimo matriko, katere vrstice predstavljajo različne slike oseb,
stolpci pa različne voksle v možganih,
- podatke v matriki predprocesiramo - logaritmiramo in dvojno centriramo, s čimer
se znebimo možganskih odzivov, ki niso bolezensko odvisni in do izraza pridejo bo-
lezensko odvisne razlike, ki jih želimo opaziti,
- izvedemo PCA del analize s pomočjo katerega izluščimo pomembna značilna po-
dročja v možganih za posamezno bolezen[13].
Pridobljeno predobdelano sliko gostotne porazdelitve označevalca FDG lahko pred-
stavimo kot skalarno polje posnete gostote možganske aktivnosti. Kot smo že omenili
v poglavju 2.5 so možgani razdeljeni v kocke enake velikosti - voksle - in signal v
vsakem vokslu P (r) je sorazmeren možganski aktivnosti v točki r.
Zaradi diskretizacije prostora na voksle lahko celotno sliko predstavimo kot 3D ma-
triko, ki jo preoblikujemo v vrstični vektor p z vsakim elementom oštevilčenim z
V .
Slika 4.3: Pretvorba skalarnega polja v vrstični vektor p. Iz 3D matrike, ki predsta-
vlja sliko posameznika, preoblikujemo podatke v eno vrstični vektor.
Podatke slik bolnikov in ZP, ki so predstavljeni v vrstičnih vektorjih p sestavimo
v matriko P, kjer je S indeks vsake vrstice in predstavlja posamezno osebo in V in-
deks stoplca, ki predstavlja posamezen voksel v možganih. Vsak element, ki ustreza
posamezni osebi S in posameznem vokslu V je v matriki P označen s PSV . Pri tem
razvrstitev oseb v vrstice ne igra pomembne vloge.
Za odstranitev šuma in nizkih vrednosti gostote FDG v možganih, uporabimo prag,
pod katerim ves signal izločimo. S tem se znebimo šuma in področij v možganih, ki
nimajo nobenega ali le majhen privzem FDG označevalca in ne prispevajo k odrazu
aktivnosti v možganih.
V postopku zajema in rekonstrukcije slik je signal v vsakem vokslu P (r) odvisen od
nastavitev samega detektorja PET in pa tudi od razlik v ravni glukoze med posa-
mezniki, za katere predpostavimo, da so multiplikativne. Vsaka oseba ima nekoliko
različno povprečno raven glukoze v krvi in dodatek nove glukoze v obliki FDG pred-
stavlja različen relativni delež glukoze, ki ustreza izmerjeni gostoti sevalcev.
Za izmerjene vrednosti signala predpostavimo, da so logaritemsko normalno poraz-
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deljene. Matriko P logaritmiramo PSV− > logPSV in s tem pridobimo normalno
porazdelitev podatkov. S tem korakom spremenimo multiplikativna odstopanja med
posamezniki v aditivna in jih zaradi tega lažje odstranimo v naslednjem koraku.
Večina zaznanega signala je posledica normalnih možganskih funkcij, ki potekajo
na isti način pri bolnikih in ZP, manjši del razlik v signalu pa je posledica bole-
zenskih sprememb. Ker nas zanima le manjši - bolezensko odvisen del signala, ki
ga v tem primeru težje zaznamo, želimo osnovno - povprečno možgansko aktivnost
odstraniti. Tako zaznamo le odstopanja od povprečnega odziva možganov. Pri
metodi SSM/PCA postopek odstranitve normalnega odziva možganov zaradi dveh
povprečitev - enkrat po osebah, drugič po vokslih imenujemo dvojno centriranje.
Povprečje po spremenljivki X označimo z < X >V=
1
NV
∑︁
V ∈{V }XV za povprečje
po vokslih in ekvivalentno < X >S=
1
NS
∑︁
S∈{S}XS za povprečje po osebah.
Najprej želimo odstraniti vplive različnih doz radiofarmaka med osebami ter njihov
različen privzem zaradi biološke variabilnosti. V ta namen z enačbo
Q = logP− L,
L =< logP >V ·iS
(4.1)
izračunamo povprečje vsake vrstice in vse izračunane vrednosti predstavimo kot
stolpični vektor l, ki je prikazan na sliki 4.4 a), kjer vsak element vektorja predstavlja
povprečno vrednost vseh logaritemsko transformiranih vokslov pri posamezni osebi.
Slika 4.4: Ilustracija izračuna stolpičnega vektorja l in matrike L.a) Izračun pov-
prečja. S povprečevanjem vrstic matrike logP dobimo stolpični vektor l. b) Tvorba
matrike. Z množenjem stolpičnega vektorja l in vrstičnega vektorja iS dobimo ma-
triko L.
Za lažje računanje pomnožimo dobljeni stolpični vektor l z vrstičnim vektorjem
iS, ki ima število elementov enako številu vokslov in vsi elementi so 1. Na ta način
dobimo matriko L, prikazano na 4.4 b), ki jo odštejemo od matrike logP, kot je
prikazano na 4.5.
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Slika 4.5: Ilustracija enačbe 4.1 z matričnimi elementi. Z odštevanjem matrike L od
matrike logP dobimo matriko Q.
Na ta način dobimo vrstično centrirano matriko Q. Element matrike Q pred-
stavlja odstopanje logaritma presnove v posameznem vokslu od logaritma presnove
osebe, povprečene po vseh vokslih v maski.
Presnovno aktivnost normiramo še na aritmetično povprečje aktivnosti posameznega
voksla. V logaritmu to pomeni odštevanje povprečja logaritmov danega voksla po
osebah.
Matematično ta korak izvedemo podobno, kot smo naredili pri vrsticah, le da to sto-
rimo po stolpcih. Povprečje vseh stolpcev po različnih osebah zberemo v vrstičnem
vektorju g, ki je prikazan na sliki 4.6 a) kjer vsak element predstavlja povprečje v
posameznem vokslu pri različnih osebah.
Slika 4.6: Ilustracija izračuna vrstičnega vektorja g in matrike G. a) Izračun pov-
prečja. S povprečevanjem vrstic matrike Q dobimo vrstični vektor g. b) Tvorba
matrike. Z množenjem vrstičnega vektorja g in stolpičnega vektorja iV dobimo
matriko G.
S pomočjo množenja vrstičnega vektorja g s stolpičnim vektorjem iV , ki ima
število elementov enako številu oseb, z vsemi elementi 1, dobimo matriko G, ki je
prikazana na sliki 4.6 b). Ko od matrike Q odštejemo povprečne vrednosti voksla
za vse osebe, zbrane v matriki G, dobimo matriko S, kot je zapisano v enačbi
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S = Q−G,
G = iV · < Q >S=< logP >S − < L >S
(4.2)
in prikazano na sliki 4.7.
Slika 4.7: Ilustracija enačbe 4.2 z matričnimi elementi. Z odštevanjem matrike G
od matrike Q dobimo matriko S.
V postopku dvojnega centriranja smo presnovno aktivnost normirali tako na
aritmetično povprečje posamezne osebe kot na povprečje posameznega voksla. S
tem smo se znebili vpliva različega nivoja glukoze posameznikov po eni ter krajevne
presnovne aktivnosti v možganih po drugi strani.
V SSM/PCA poimenovanju so po teh korakih elementi matrike S logaritemsko trans-
formirani in dvojno centrirani elementi matrike P. Pričakovana vrednost vsake vr-
stice in vsakega stolpca v matriki S je 0 in vsak element matrike S predstavlja
le odstopanja v presnovi možganov določene osebe v posameznem vokslu od pov-
prečnega odziva celotnega nabora oseb vključenih v identifikacijo. To dovoljuje, da
postanejo majhne razlike, oziroma odstopanja od povprečja, bolj reprezentativne.
Ker sta v identifikacijo vključeni dve pričakovano različni skupini, bolniki in ZP,
pričakujemo, da bo glavni vir razlik bolezensko odvisen.
Za iskanje vokslov, kjer je zbran največji delež odstopanj, zbranih v matriki S
tvorimo kovariančno matriko Υ=ST · S. Υ je kvadratna matrika enake velikosti
kot je število vokslov NV in z elementi, ki zaradi dvojnega centriranja predstavljajo
ravno kovarianco med voksli. Iz te matrike bi s PCA izluščili lastne vektorje. Tej
ustrezajo vzorcem logaritmov možganske aktivnosti, ki najbolje pojasnijo razlike
zbrane v matriki S. Elemente lastnega vektorja lahko razumemo kot uteži, ki pripi-
sujejo pomembnost posameznega voksla v vzorcu razlik. Tako bodo voksli z znatno
utežjo bolj selektivni in bo aktivnost v teh vokslih bolj pomembno povezana z vari-
acijo matrike S kot v vokslih s skromno vrednostjo.
Ker pa je število vokslov NV tri velikostne rede večje od števila oseb NS lahko name-
sto s kovariančno matriko Υ izvedemo analizo na ekvivalentni kovariančni matriki
Σ=S ·ST , ki je prav tako kvadratna matrika, le da je enake velikosti številu oseb za
identifikacijo NS in z elementi, ki zaradi dvojnega centriranja predstavljajo kovari-
anco med osebami.
Za iskanje bolezensko odvisnih vzorcev uporabimo PCA del analize na kovariančni
matrikiΣ ali ekvivalentno - izračunamo singlurani razcep (ang. single value decomposition,
SVD) matrike S. Rezultat SVD analize so lastni vektorji e(k), k=1,...NS in lastne
vrednosti λ(k), k=1,..NS kovariančne matrike Σ, zapisane z enačbo
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Σe(k) = λ(k)e(k). (4.3)
če je e(k) lastni vektor matrike S ·ST s pripadajočo lastno vrednostjo λ(k), je STe(k)
lastni vektor za ST · S z identično lastno vrednostjo. To lahko pokažemo, če obe
strani enačbe 4.3 pomnožimo s ST:
ST ·Σe(k) = STλ(k)e(k) = λ(k)STe(k)
(ST · S) · STe(k) = ST · (S · ST)e(k) = λ(k)STe(k).
(4.4)
če je ST ·S označen kot Υ, in STe(k) poimenujemo invariantni vzorec skupine (ang.
group invariant subprofile) gis, lahko enačbo 4.4 napišemo kot
Υ · gis(k) = λ(k)gis(k). (4.5)
Ekvivalentno kot v enačbi 4.4 so gis(k) lastni vektorji kovariančne matrike Υ v pro-
storu vokslov in predstavljajo vzorec obteženih vokslov.
S tem pokažemo, da bi do ekvivalentnega rezultata prišli, če bi naredili PCA na
matriki Υ, vendar je zaradi same velikosti matrike, bistveno lažje če izračunamo
lastne vektorje matrike Σ in jih nato pretvorimo v lastne vektorje matrike Υ.
Posamezen gis(k) predstavlja presnovni vzorec, sestavljen iz obteženih regij v možganih,
ki razlikuje med vsemi osebami za identifikacijo glede na vrednost pripadajoče la-
stne vrednosti λ(k). Večja lastna vrednost pomeni, da vzorec pojasnjuje ustrezno
večji del razlik zbranih v matriki S. Ker predpostavimo, da so največje razlike, ki
se pojavljajo med osebami za identifikacijo, bolezensko povezane in izhajajo iz raz-
ličnosti skupin, pričakujemo, da bodo lastni vektorji, ki pripadajo najvišjim lastnim
vrednostim, optimalno razlikovali med bolniki in ZP [14].
Relativni delež lastnih vrednosti pri SSM/PCA predstavlja del variance, zbrane v
S, ki jo opisuje posamezen gis(k). Ta delež imenujemo delež upoštevane variance,
VAF( ang. variance accounted for, VAF) in izračunamo kot:
VAF(k) = λ
(k)
λ1+λ2+...+λNS
. (4.6)
Vsakemu lastnemu vektorju gis(k) in dvojno centrirani osebni sliki s priredimo oceno
score
(k)
S kot:
score
(k)
S = s · gis(k). (4.7)
Vrstični vektor s je logaritmirana in dvojno centrirana aktivnost posamezne osebe
in ustreza vrstici iz matrike S. Iz score
(k)
S sestavimo matriko score
(k), kjer vrstice
predstavljajo različne osebe S in stolpci različne lastne vrednosti λ(k). Sestavljeno
32
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matriko uporabimo za določitev razlikovanja med osebami.
Tehniko za pridobitev osebnih vrednosti score
(k)
S imenujemo topografska cenitev
(ang. topographic profile rating, TPR).
Pri identifikaciji naših vzorcev smo SSM/PCA izvedli v programu ScanVp3 s
pragom nastavljenim na 35 % in izbrano logaritemsko transformacijo podatkov.
Izbor signifikantnih lastnih vektorjev
Rezultat SSM/PCA metode je matrika osebnih vrednosti score(k) in lastni vektorji
gis(k).
Kljub logaritemskem transformiranju in dvojnemu centriranju je mogoče, da nekateri
od pridobljenih gis(k) vektorjev niso povezani s samim presnovnim vzorcem določene
bolezni, temveč tudi z razlikami v možganskih funkcijah zaradi drugih vzrokov ter
nedoslednostimi pri tehničnih korakih priprave slik - rekonstrukcijskimi algoritmi,
značilnostmi detektorja PET. Zato je potrebno določiti tiste vektorje gis(k), ki so
povezani z razlikami zaradi bolezni. število linearno neodvisnih gis(k) lastnih vektor-
jev je omejeno na število oseb vključenih v identifikacijo in je še dodatno zmanjšano,
če je rang matrike Σ manjši kot število oseb oziroma, v kolikor so osebe med seboj
podobne.
Bolezensko odvisne vektorje gis(k) lahko določimo s preverjanjem stopnje statistične
pomembnosti razlik med izraženostjo ustreznih ocen score(k) za bolnike in ZP s Stu-
dentovim t-testom za neodvisne vzorce. Kriterij za izbor so različnost povprečja ocen
score(k) v skupini ZP in bolnikov pod mejo p <0.001 ter da z izbranimmi gis(k) po-
pišemo približno polovico variance zbrane v S,
∑︁
k V AF (k) = 0.5. S tem korakom
zmanjšamo dimenzionalnost podatkov. Uteži prispevka posameznega vektorja gis(k)
v končni vzorec dobimo z analizo logistične regresije, kjer vzamemo ocene score(k)
kot predikate, pripadnost skupini ZP oziroma bolnikov pa kot napovedni cilj.
Pridobljena linearna kombinacija predstavlja potencialni značilni presnovni možganski
vzorec bolezni (ang. related pattern, RP)
rp =
∑︁Nk
k=1 αkgis
(k), (4.8)
kjer so αk uteži, določene z logistično regresijo. Pri tem število Nk predikatov ome-
jimo na lastne vektorje, ki glede na Studentov t-test pomembno razlikujejo med
bolniki in ZP.
Izraženost vzorca pri posamezniku - osebno vrednost vzorca - lahko kvantitativno
določimo s TPR analizo, tako da namesto skalarnega množenja s posameznim izbra-
nimi vektorjem gis(k), množimo logaritmirano in dvojno centrirano posameznikovo
aktivnost s s pridobljenim vzorcem rp
VscoreS = s · rpT . (4.9)
Pridobljene osebne vrednosti, oziroma izraženosti presnovnega vzorca na posamezni
sliki VscoreS skaliramo s pomočjo povprečne vrednosti izraženosti ZP< Vscore >S∈ZP
in njihovega standardnega odklona VarS∈ZP (Vscore) kot
3https://feinsteinneuroscience.org/imaging-software/
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ZscoreS =
VscoreS−<Vscore>S∈ZP
VarS∈ZP (Vscore)
. (4.10)
S tem dosežemo, da so < Zscore >S∈ZP porazdeljene po normirani Gaussovi poraz-
delitvi - imajo torej povprečje 0 in standardno deviacijo 1.
4.4 Preverjanje značilnega presnovnega možganskega
vzorca
Vzorec pred nadaljno uporabo preverimo. Preverba je sestavljena iz izrisa vzorca in
primerjave s klinično sliko bolezni, ROC krivulj, metode ponovnega vzorčenja ter
primerjave z že preverjenim vzorcem.
Izris in primerjava vzorca s klinično sliko bolezni
Preden pridobljeni značilni presnovni možganski vzorec izrišemo, preverimo ali je
povprečna vrednost izraženosti vzorca pri bolnikih < Vscore >S/∈ZP višja od pov-
prečne vrednosti izraženosti pri ZP < Vscore >S∈ZP . To pričakujemo, ker vzorec
prikazuje bolezensko odvisna področja in je s tem bolj izražen pri bolnikih. V ko-
likor to ne drži, vektor rp pomnožimo z vrednostjo -1. S tem enolično določimo
presnovno bolj in manj aktivna področja.
Vzorec izrišemo tako, da vektor rp, ki pripada vzorcu, pretvorimo v 3D matriko
in področja, ki se za bolnike razlikujejo od povprečnega možganskega odziva, za
preglednejšo lokalizacijo izrišemo na predlogo MNI koordinatnega sistema.
Na izrisani sliki opazimo modra in rdeča področja. Bolj kot je področje modro, nižja
je presnova v prikazani regiji v primerjavi s povprečno aktivnostjo možganov. Bolj
kot je področje rdeče, višja je presnova v prikazanem področju.
Na podlagi kliničnega opisa bolezni lahko predvidimo, katera možganska področja
so bolj prizadeta pri posamezni bolezni. Ta področja primerjamo z našim vzorcem.
Izračunamo tudi izraženosti značilnega presnovnega vzorca pri bolnikih ter korela-
cijo med izraženostjo vzorca in časom trajanja bolezni ali drugim reprezentativnim
kliničnimim parametrom.
Krivulja ROC
Za pridobljeni vzorec narišemo krivuljo ROC, ki je opisana v 3.5, pri čemer ena po-
razdelitvena krivulja predstavlja izraženost značilnega presnovnega vzorca pri ZP,
druga pa pri bolnikih. če spreminjamo mejo z0 na parametru Zscore po korakih in
vsakič izračunamo delež bolnikov, ki so s to mejo pravilno prepoznani kot bolni ter
delež zdravih, ki so napačno uvrščeni med bolne, lahko izrišemo krivuljo ROC, ki
prikazuje specifičnost v odvisnosti od občutljivosti. Za dotičen presnovni možganski
vzorec določimo tudi AUC vrednost, ter vrednost izraženosti z0, katera je pri skupini
oseb uporabljenih za izris krivulje ROC povezana z optimalno kombinacijo speci-
fičnosti in občutljivosti in lahko služi kot orientacija za mejo med zdravimi in bolnimi
pri prihodnjih preiskovancih.
34
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Metoda ponovnega vzorčenja - zankanje
Stabilnost presnovnega vzorca preverimo z metodo ponovnega vzorčenja, ki je opi-
sana v poglavju 3.6. Postopek določitve presnovnega vzorca s SSM/PCA tipično
1000-krat ponovimo z nakljucnim izborom 19 od 20 slik ZP in 28 od 29 slik oseb
iz skupine bolnikov. Rezultat postopka je slika porazdelitve ICV v vseh vokslih,
ki jo prikažemo primerljivo originalni sliki presnovnega vzorca in s tem pridobimo
vrednost p, ki ocenjuje zanesljivost vokslov v našem vzorcu. S primerjavo slike po-
razdelitve ICV in slike presnovnega vzorca preverjamo tudi popačitve vzorca zaradi
abnormalnih odzivov ene osebe ali manjše skupine oseb za identifikacijo.
Primerjava z že preverjenim vzorcem
Velikokrat kot način primerjave uporabimo primerjavo različnih parametrov iz vzorca
z že preverjenim vzorcem.
Korelacija izraženosti: Primerjamo lahko izraženosti vzorca na istih osebah. To
lahko storimo na skupini oseb za identifikacijo ali na drugi skupini. S pomočjo TPR
analize izračunamo osebne vrednosti za isto skupino ljudi tako z našim, kot tudi z
referenčnim vzorcem. Vrednosti koreliramo in določimo Pearsonov koeficient kore-
lacije R. Večji R pomeni večjo korelacijo med vzorcema. Izračunamo tudi stopnjo
zanesljivosti p.
Korelacija v obteženih ROI: Primerjamo lahko tudi kolikšno obtežitev ima posa-
mezen vzorec v izbranem področju (ang. region of interest ROI). Običajno izberemo
več področij, ki so značilna za posamezno bolezen.
Za vsako področje tvorimo masko - vrstični vektor r, ki izbranim vokslom pripiše
vrednost 1 ostalim pa 0. Vektor vzorca nato skalarno pomožimo z vektorjem maske.
Na ta način dobimo presnovno aktivnost
ROI = rp · rT (4.11)
v izbranem področju.
Pridobljene vrednosti v posameznih področjih iz našega in iz referenčnega vzorca
koreliramo in izračunamo Pearsonov koeficient korelacije R ter stopnjo zanesljivosti
p.
Korelacija v vokslih: Podobno kot smo naredili korelacijo v regijah lahko nare-
dimo tudi korelacijo v posameznih vokslih s koreliranjem celotnega vektorja našega
vzorca in celotnega vektorja referenčnega vzorca. Kvantitativno stopnjo korelacije
določimo s Pearsonovim testom, kjer izračunamo R vrednost korelacije. Izračunamo
tudi stopnjo zanesljivosti p.
Za metode preverjanja smo uporabili programe ScanVp, prirejene skripte za av-
tomatizacijo posameznih korakov (zankanje, korelacija v obteženih ROI), Excel4 za
izvedbo Studentovega t-testa in Pearsonove korelacije ter MedCalc5 za izris krivulj
ROC.
4https://products.office.com/sl-si/excel
5https://www.medcalc.org/
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4.5 Potrditev značilnega presnovnega možganskega
vzorca
Ko vzorec zadosti celotnem postopku preverjanja lahko določimo pridobljeni vzorec
rp za značilni presnovni vzorec določene bolezni. Tak presnovni vzorec je prime-
ren biološki označevalec bolezni in vsem novim FDG-PET slikam oseb lahko s TPR
analizo kvantitativno določimo izraženost vzorca in s tem verjetnost za določeno bo-
lezen. Normalizirana osebna vrednost izraženosti vzorca na novo priključene osebe
bo s TPR analizo izračunana po enačbah 4.9 in 4.10.
Vsi zbrani koraki protokola za identifikacijo značilnih presnovnih možganskih
vzorcev, natančne nastavitve in shema avtomatizacije protokola so predstavljeni v
dodatkih A in B.
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V SSM/PCA delu identifikacije smo izbrali dve nastavitvi, za kateri smo želeli oceniti
vpliv na končen rezultat, in s tem določiti, kako pomembno vpliva izbira parametrov
na pridobljene rezultate. Predvsem nas je zanimal rez velikosti vokslov, ki jih iz-
beremo za analizo, ter morebitna normalnost porazdelitve vokslov, ki bi omogočala
neposredno primerjavo aktivnosti namesto primerjave logaritmov aktivnosti.
5.1 Spreminjanje praga
Najprej smo spreminjali višino praga nad katerim upoštevamo pridobljene podatke.
Nižji prag bo v naše podatke dodal več vokslov, katerih vrednost je posledica na-
ključnega spreminjanja ozadja, ki ni povezana z razliko med presnovo zdravih in
obolelih možganov. Po drugi strani pa bo previsok prag iz vzorca odstranil voksle,
pomembne za prepoznavanje vzorca.
Po predvidenih nastavitvah vzamemo najprej prag 35 %. Nato pa 25 %, 30 % in
40 % ter 45 %. Za testna značilna presnovna možganska vzorca smo uporabili oba
kasneje predstavljena vzorca: MSARP in PSPRP. Opazovali smo koliko se spremi-
nja izraženost vzorca pri osebah za identifikacijo za različno izbrane prage. Za vsak
primer smo določili povprečno vrednost < ZscoreS >S∈MSA,PSP , standardni odklon
VarS∈MSA,PSP (Zscore) bolnikov in s Studentovim t-testom za neodvisne vzorce p vre-
dnost razlikovanja med obema skupinama. Prikazali smo tudi relativno razliko p−p35
p35
med p pri danem pragu in pragu p35 pri predvideni nastavitvi. Pri tem negativna
razlika pomeni izboljšavo glede na referenčno statistično signifikanco, pozitivna pa
ustrezno poslabšanje signifikance. Razmerje je v negativni smeri omejeno na -1, kar
ustreza bistvenemu izboljšanju, v pozitivni smeri sicer ni omejeno, a vrednosti nad
10 pomenijo bistveno poslabšanje statistične signifikance.
V tabelah 5.1 za MSARP, za PSPRP pa v 5.2 vidimo, da se za pragove od 25 %
do 40 % oba vzorca le malo spreminjata z različnim izborom praga. Pri MSARP
je z višjim pragom razlikovanje med skupinama boljše, medtem ko je pri PSPRP z
višjim pragom razlikovanje slabše. Pri pragu 45 % se p vrednost razlikovanja med
bolniki z MSA in ZP oziroma bolniki s PSP in ZP bistveno poslabša.
Povprečna izraženost se pri bolnikih < ZscoreS >S∈MSA in VarS∈MSA(Zscore) kot
tudi pri bolnikih < ZscoreS >S∈PSP in VarS∈PSP (Zscore) ne bistveno spreminja.
Zaključimo lahko, da je pri majhni variaciji praga SSM/PCA metoda neobčutljiva
na izbiro praga. Ali bo z višanjem praga p vrednost razlikovanja boljša ali slabša
pa je odvisno od značilnosti podatkov.
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Tabela 5.1: Rezultati testa spreminjanja praga za MSARP. Zapisane so vrednosti
izraženosti MSARP pri bolnikih za identifikacijo, pripadajoči standardni odkloni in p
vrednosti razlikovanja Studentovega t-testa za neodvisne vzorce med bolniki z MSA
in zdravimi kontrolnimi preiskovanci (ZP) za različno izbrane prage pri identifikaciji
vzorca ter relativna razlika p−p35
p35
med p pri danem pragu in referenčni signifikanci p35.
Modra barva ustreza izboljšanju statistične signifikance p, rumena zanemarljivem
poslabšanju, rdeča pa znatnem poslabšanju.
25 % 30 % 35 % 40 % 45 %
< ZscoreS >S∈MSA 5,09 5,13 5,14 4,76 2,53
VarS∈MSA(Zscore) 3,97 3,87 3,68 3,35 2,20
p vrednost 1,51·10−6 8,06·10−7 3,05·10−7 2,36·10−7 2,32·10−5
p−p35
p35
3,97 1,64 0 -0,23 75,11
Tabela 5.2: Rezultati testa spreminjanja praga za PSPRP. Prikazane so vrednosti
izraženosti PSPRP pri bolnikih za identifikacijo, pripadajoči standardni odkloni in p
vrednosti razlikovanja Studentovega t-testa za neodvisne vzorce med bolniki s PSP
in zdravimi kontrolnimi preiskovanci (ZP) za različno izbrane prage pri identifikaciji
vzorca ter relativna razlika p−p35
p35
med p pri danem pragu in referenčni signifikanci p35.
Modra barva ustreza izboljšanju statistične signifikance p, rumena zanemarljivem
poslabšanju, rdeča pa znatnem poslabšanju.
25 % 30 % 35 % 40 % 45 %
< ZscoreS >S∈PSP 4,76 4,73 4,79 4,76 4,48
VarS∈PSP (Zscore) 1,30 1,30 1,35 1,46 1,48
p vrednost 9,86·10−15 1,09·10−14 2,24·10−14 1,82·10−13 1,34·10−12
p−p35
p35
-0,56 -0,51 0 7,12 58,61
5.2 Brez logaritmiranja podatkov
Preverili smo tudi vpliv logaritmiranja začetnih podatkov na izraženost končnega
vzorca pri osebah za identifikacijo. Pričakovano je, da bodo ob tem, ko ne bomo
uporabili logaritmiranja, multiplikativni efekti, ki jih sicer z logaritmiranjem od-
stranimo, ostali in bo končni rezultat pomembno drugačen in morda celo pokazal
drugačne značilnosti presnovnega možganskega vzorca. S tem korakom preverimo
morebitno normalnost porazdelitve.
Test logaritmiranja smo izvedli na vzorcih MSARP in PSPRP. Enkrat smo vzorca
določili po protokolu, drugič koraka z logaritmiranjem nismo izvedli. Za oba primera
smo izračunali povprečno vrednost normirane izraženosti vzorca< ZscoreS >S∈MSA,PSP ,
standardni odklon VarS∈MSA,PSP (Zscore) bolnikov ter s Studentovim t-testom za ne-
odvisne vzorce p vrednost razlikovanja med skupinama ter relativna razlika
p−plog
plog
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med p pri izbrani nastavitvi brez logaritmiranja in plog pri logaritmiranju. Razmerje
ima podoben pomen kot pri spreminjanju praga.
V tabeli 5.3 se p vrednost razlikovanja pri MSA ne spremeni pomembno, oziroma se
celo izboljša, ampak iz povprečne vrednosti izraženosti vzorca pri bolnikih opazimo,
da je ta različna od vrednosti, ko podatke logaritmiramo. V tabeli 5.4 opazimo, da
se p vrednost pri PSP bolnikih pomembno poslabša, če ne uporabimo logaritmira-
nja. Predvidevamo, da so na ta način v vzorcu ostali multiplikativni efekti zaradi
relativnega deleža glukoze v krvi posameznikov in različnost matrike je po dvojnem
centriranju, namesto iz bolezenskih znakov, izhajala iz različnosti detektorjev in po-
stopka slikanja. Opazimo, da se povprečne izraženosti pri bolnikih s PSP močno
razlikujejo. Ker brez logaritmiranja dobimo slabše rezultate lahko pri tem vzorcu
potrdimo, da je porazdelitev začetnih podatkov lognormalna.
Ob upoštevanju obeh vzorcev lahko povzamemo, da je korak z logaritmiranjem
pomemben saj SSM/PCA multiplikativnih efektov, ki jih z logaritmiranjem pretvo-
rimo v aditivne komponente, ne more uspešno odstraniti, če so med seboj množeni.
Natančna ocena vpliva logaritmiranja je odvisna od značilnosti vzorca.
Tabela 5.3: Rezultati testa logaritmiranja za MSARP. Prikazane so povprečne vre-
dnosti izraženosti MSARP pri bolnikih za identifikacijo, pripadajoči standardni od-
kloni in p vrednosti razlikovanja Studentovega t-testa za neodvisne vzorce med bol-
niki z MSA in ZP, ter relativno razliko
p−plog
plog
med p pri izbrani nastavitvi brez loga-
ritmiranja in plog pri logaritmiranju. Rumeni barvi ustreza zanemarljivo zmanjšanje
statistične signifikance p.
LOG brez LOG
< ZscoreS >S∈MSA 5,14 3,05
VarS∈MSA(Zscore) 3,68 2,09
p vrednost 3,05·10−7 3,24·10−7
p−plog
plog
0 0,06
Tabela 5.4: Rezultati testa logaritmiranja za PSPRP. Prikazane so povprečne vre-
dnosti izraženosti PSPRP pri bolnikih za identifikacijo, standardni odkloni in pa p
vrednosti razlikovanja Studentovega t-testa za neodvisne vzorce med bolniki s PSP
in ZP, ter relativno razliko
p−plog
plog
med p pri izbrani nastavitvi brez logaritmiranja
in plog pri logaritmiranju. Rdeči barvi ustreza znatno poslabšanje statistične signi-
fikance p.
LOG brez LOG
< ZscoreS >S∈PSP 4,79 1,61
VarS∈PSP (Zscore) 1,35 0,57
p vrednost 2,24·10−14 1,03·10−6
p−plog
plog
0 4,57·107
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Poglavje 6
Značilni presnovni možganski
vzorec pri multipli sistemski
atrofiji
6.1 Multipla sistemska atrofija
Izraz multipla sistemska atrofija (MSA) je bil prvič uporabljen leta 1969. Diagnoza
MSA temelji na kliničnem pregledu, vendar se zaradi podobnih začetnih simptomov
z ostalimi parkinsonizmi pojavlja potreba po bolj zanesljivi diagnostični metodi.
Bolezen prizadene tako moške kot ženske. Začne se po 60. letu starosti in hitro
napreduje. Srednje preživetje po postavitvi diagnoze je 6-9 let. Značilnosti MSA
so zmanjšanje delovanja vegetativnega živčevja, parkinsonski simptomi, prizadetost
malih možganov in piramidalni znaki. MSA se klinično deli na dva podtipa. Tip
bolezni MSA-P, pri katerih prevladujejo parkinsonski simptomi in tip MSA-C, kjer
prevladujejo simptomi prizadetosti malih možganov.
Klinična znaka podtipa MSA-P sta progresivna akinezija in rigidnost. Pojavlja se
tudi tremor. Veliko obolelih ima distonijo v predelu ust in obraza ali vratu. V
kasnejših stopnjah bolezni bolniki postanejo nestabilni in pogosto prihaja do pad-
cev. Diferencialna diagnoza med MSA-P in PB je zaradi zelo podobnih simptomov
zahtevna, razlikuje jih predvsem to, da se bolniki z MSA-P ne odzivajo na zdravilo
Levodopa, ki pomaga bolnikom s PB.
Klinični znaki podtipa MSA-C so ataksija hoje, udov in govora ter okulomotornih
cerebelarnih motenj. Običajno se pri teh bolnikih pojavijo tudi simptomi, ki niso
povezani samo s prizadetimi malimi možgani.
Za oba podtipa je značilna prizadetost vegetativnega živčevja, problemi z inkonti-
nenco, erektilna disfunkcija in ortostatska disfunkcija [15].
6.2 Izbor bolnikov z MSA in ZP
V bazi podatkov FDG-PET slik možganov Klinike za nuklearno medicino (KNM) v
Univerzitetnem Kliničnem Centru Ljubljana (UKCL) smo na podlagi klinične dia-
gnoze izbrali 29 bolnikov za identifikacijo z MSA, ki so v nadaljevanju poimenovani
bolniki.
Za skupino zdravih kontrolnih preiskovancev smo uporabili 20 oseb iz baze podatkov
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FDG-PET slik možganov na KNM UKCL.
Poleg prve skupine bolnikov smo izbrali tudi 19 bolnikov z MSA za validacijo, ki so
poimenovani validacijski bolniki. Demografski podatki vseh skupin za identifikacijo
so zbrani v tabeli 6.1.
Tabela 6.1: Demografski podatki za vzorec MSARP. Podatki za zdrave kon-
trolne preiskovance (ZP) in bolnike z MSA, ki so bili uporabljeni za identifikacijo
MSARP SLO vzorca (skupina 1) ter bolnike z MSA, uporabljene za validacijo (sku-
pina 2).
skupina ZP skupina 1 skupina 2
starost [leta] 67 ± 5 63 ± 11 67 ± 9
spol (M/ž) 9/11 10/19 13/6
trajanje bolezni [leta] 4 ± 3 4 ± 2
6.3 Identifikacija MSARP
Za vsakega posameznika smo s pomočjo programa SPM naredili primerjavo po vo-
kslih s skupino 20 ZP. Vse slike so bile na ta način pregledane za morebitne artefakte
in druge tehnične nepravilnosti.
Na vseh 49 slikah je bila izvedena SSM/PCA analiza s prednastavljenim pragom na
35 % maksimalne vrednosti in logaritmiranjem podatkov.
Rezultati analize so pokazali, da prvi štirje lastni vektorji e(k) ustrezajo pogoju, da
je V AF >5 % ter sočasno v seštevku ne presežejo 50 %. Studentov t-test za neod-
visne vzorce je pokazal, da od teh lastnih vektorjev vektorja e(1), z V AF vrednostjo
12,19, in e(2), z V AF vrednostjo 10,15, signifikantno razlikujeta med bolniki z MSA
in ZP.
S pomočjo logistične regresije, smo določili, da linearna kombinacija e(1) in e(2) op-
timalno razlikuje med skupinama
e(k)
′
= 0, 84 · e(1) + 0, 54 · e(2).
Ponoven Studentov t-test za neodvisne vzorce je pokazal, da na novo pridobljeni vzo-
rec MSARP SLO razlikuje med skupinama s signifikantno vrednostjo p <3,05·10−7.
Povprečna vrednost komponent < VscoreS >S∈ZP , ki pripadajo ZP v novo prido-
bljenem vektorju je bila -9,36, standardna deviacija VarS∈ZP (Vscore) pa 3,08. S
pomočjo teh vrednosti smo normirali vse komponente linearne kombinacije prvih
dveh lastnih vektorjev VscoreS kot ZscoreS =
VscoreS−(−9,36)
3,08
. S tem korakom smo
dosegli, da Z vrednosti ustrezajo normalni porazdelitvi.
Normalizirane osebne vrednosti identifikacijskih oseb so prikazane na sliki 6.1.
Ekvivalentna vektorja e(1) in e(2) v prostoru vokslov gis(1) in gis(2) smo z istimi
obtežitvami, kot smo jih pridobili z logistično regresijo sestavili v en sam vektor
gis MSARP SLO = 0, 84 ·gis(1)+0, 54 ·gis(2), ki predstavlja glavni rezultat iden-
tifikacije značilnega presnovnega vzorca.
Izris vektorja gis MSARP SLO je prikazan na sliki 6.2.
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Slika 6.1: Razlikovanje preiskovancev glede na izraženost pridobljenega presnovnega
vzorca MSARP SLO. Preiskovanci so razdeljeni na zdrave kontrolne preiskovance
(ZP) (moder znak karo) in bolnike z MSA (rdeč kvadrat), navpična os kaže izraženost
normalizirane spremenljivke ZscoreS za preiskovance. Vsak znak ustreza enemu od
20 ZP oziroma 29 bolnikov z MSA.
Slika 6.2: Izris MSARP SLO. Na zaporednih prečnih rezinah možganov iz MNI
atlasa so prekrite statistično pomembne vrednosti gis MSARP SLO v barvni le-
stvici, kjer modra barva ustreza področjem z nižjo, rdeča pa področjem z višjo ak-
tivnostjo glede na skupino zdravih kontrolnih preiskovancev (ZP). Barvna lestvica
je podana v arbitrarnih enotah.
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6.4 Preverjanje MSARP
Specialisti nevrologije so izrisani vzorec primerjali s pričakovano porazdelitvijo regij
z znižano in zvišano presnovno v možganih, značilnih za MSA. Dve značilni področji,
ki bi ju pričakovali na podlagi klinične slike bolezni sta znižana presnova v malih
možganih, ki je izražena predvsem pri bolnikih s podtipom bolezni C in znižana
presnova v putamnih, ki je asocirana s podtipom P. Obe področji sta jasno vidni na
izrisu vzorca na sliki 6.3, na drugačen način predstavljeni sliki 6.2.
Klinična slika bolezni predvideva, da bo vzorec bolj izražen pri bolj napredova-
lih bolnikih, zato smo preverili korelacijo s trajanjem bolezni. Pearsonov koeficient
korelacije je R=0,53, statistična zanesljivost p=0,003 in s tem izraženost le sre-
dnje povezana s časom trajanja bolezni. Odvisnost izraženosti od trajanja bolezni
je prikazana na sliki 6.4. Razlog, da korelacija ni signifikantna je lahko nenatančna
določitev začetka bolezni ter biološke variabilnosti razvoja bolezni med posamezniki.
V naslednjem koraku smo vzorec preverili s pomočjo ROC krivulj, katerih prikaz
je na sliki 6.5. Izraženost 1,4 pri naši skupini preiskovancev optimalno razlikuje sku-
pino bolnikov z MSA in ZP, z občutljivostjo 89,7 % in specifičnostjo 100 %. AUC
vrednost je bila 0,945.
Za določitev zanesljivosti prikazanih možganskih področij smo uporabili metodo
zankanja, kjer smo ponovili 1000 iteracij. Področja smo na sliki 6.6 izrisali z mejo
z=2,3 in p <0,01. Opazimo, da se slika izrisa vzorca in slika pridobljena z metodo
zankanja pri tej meji dobro ujemata v prikazu putamnov, nekoliko slabše pa v prikazu
malih možganov.
Slika 6.3: Izris MSARP SLO. Trije prerezi MRI slike iz MNI atlasa (levo zgoraj -
aksialna, desno zgoraj - koronalna, levo spodaj - sagitalna) prekriti z barvno ko-
diranim vzorcem MSARP SLO v arbitrarnih enotah. Puščice prikazujejo bistvene
anatomske regije s spremenjeno presnovno aktivnostjo - znižana presnova v puta-
mnih in malih možganih.
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Slika 6.4: Korelacija izraženosti MSARP SLO vzorca pri bolnikih z MSA s traja-
njem bolezni. Vodoravna os prikazuje trajanje bolezni v letih, navpična pa normi-
rano izraženost bolezni ZscoreS. Začetek bolezni je definiran kot prvič prepoznani
simptomi bolezni. Pearsonov koeficient korelacije je R=0,53, statistična zanesljivost
pa p=0,003.
Slika 6.5: Krivulja ROC za
MSARP SLO. Vodoravna os pri-
kazuje 1-specifičnost, izraženo v
odstotkih, navpična občutljivost.
Različne točke modre krivulje so
bile pridobljene s spreminjanjem
meje ločevanja na normirani iz-
raženosti ZscoreS.
Slika 6.6: Izris vzorca ICV MSARP SLO,
pridobljen z metodo zankanja. Na zapo-
rednih prečnih rezinah možganov iz MNI
atlasa so prekrite statistično pomembne
vrednosti ki predstavljajo inverzni koefi-
cient variance (ICV) po ponovljenih 1000
iteracijah v barvni lestvici, kjer modra
barva ustreza področjem z nižjo, rdeča
pa področjem z višjo aktivnostjo glede
na skupino zdravih kontrolnih preiskovan-
cev (ZP). Barvna lestvica ustreza izrisa-
nim ICV - z pod mejo z=-2,3 in nad mejo
z=2,3, ki ji ustreza p <0,01.
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Vzorec MSARP SLO smo nato preverjali še s primerjavo izraženosti pri valida-
cijski skupini bolnikov z MSA in izraženostjo pri bolnikih s PSP. Razlikovanje je
prikazano na sliki 6.7, vrednosti razlikovanja med skupinami so bile pridobljene s
testom ANOVA, ki je v celotnem vzorcu našel razlike p <3,94·10−7 in pa post-hoc
Tukey HSD testom, katerega rezultati so prikazani v tabeli 6.2.
Opazimo lahko, da vzorec razlikuje tudi med ZP in validacijsko skupino bolnikov z
MSA, ter ne razlikuje med skupino bolnikov MSA in validacijsko skupino bolnikov
z MSA. Prav tako vzorec ne razlikuje med bolniki z MSA in bolniki s PSP.
Primerjava pokaže, da je vzorec MSARP SLO primeren biološki označevalec za raz-
likovanje med ZP in bolniki z MSA, medtem ko za razlikovanje med bolniki z MSA
in bolniki s PSP vzorec ni primeren.
Slika 6.7: Razlikovanje preiskovancev glede na izraženost vzorca MSARP SLO. Pre-
iskovanci so razdeljeni na zdrave kontrolne preiskovance (ZP) (moder znak karo),
bolnike z MSA (rdeč kvadrat), validacijske bolnike z MSA (zelen trikotnik) in bol-
nike s PSP (vijola križec). Navpična os kaže izraženost normalizirane spremenljivke
ZscoreS za preiskovance. Vsak znak ustreza enemu od 20 ZP, 29 bolnikov z MSA,
19 validacijskih bolnikov z MSA oziroma 20 bolnikov s PSP.
Tabela 6.2: Vrednosti p razlikovanja s post-hoc Tukey HSD testom med različnimi
skupinami bolnikov in zdravimi kontrolnimi preiskovanci (ZP). Razlikovanje med
ZP in indentifikacijskimi ter validacijskimi bolniki z MSA je signifikantno, ostala
razlikovanja pa ne.
skupini p vrednost
ZP in identifikacijski bolniki z MSA 0,001
ZP in validacijski bolniki z MSA 0,001
identifikacijski in validacijski bolniki z MSA 0,554
identifikacijski bolniki z MSA in vsi bolniki s PSP 0,390
Sledila je primerjava z ameriškim vzorcem (MSARP USA), ki je bil pridobljen
na The Feinstein Institute for Medical Research v New Yorku na podlagi 10 ZP in
10 bolnikov z MSA s povprečno starostjo 55,9 ± 8,5 let in časom trajanja bolezni
4,1 ± 1,8 let [1].
Najprej smo s pomočjo TPR analize določili izraženost ameriškega vzorca na slo-
venskih bolnikih za identifikacijo z MSA. S pomočjo Pearsonovega testa smo določili
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stopnjo korelacije med skupinama kot R=0,80 in statistično zanesljivost p <0,00001,
ki kažeta na visoko povezanost vzorcev. Korelacija med vzorcema je prikazana na
sliki 6.8.
Izbrali smo 24 možganskih področij in odčitali njihovo obteženost v MSARP SLO
in MSARP USA. Vrednosti so prikazane na sliki 6.9a). Za izbrane regije smo iz-
računali Pearsonov koeficient korelacije R=0,57 in statistično zanesljivost p=0,004.
Korelacija torej obstaja, vendar ni signifikantna. Poskusili smo korelirati vzorce še
v vsakem vokslu. Vrednosti so prikazane na sliki 6.9b). Pearsonov koeficient ko-
relacije je R=0,48, statistična zanesljivost pa p <0,00001. Med vzorcema obstaja
srednja povezanost.
Slika 6.8: Korelacija izraženosti MSARP SLO in izraženosti MSARP USA na slo-
venskih osebah za identifikacijo. Vsaka oseba ustreza enemu znaku, z modrim karo
so prikazani zdravi kontrolni preiskovanci (ZP), z rdečim kvadratkom bolniki z MSA.
Pearsonov koeficient korelacije je R=0,80, statistična zanesljivost pa p <0,00001.
Slika 6.9: Korelacija obtežitev v regijah oziroma vokslih pri MSARP SLO in
MSARP USA. Na obeh krivuljah je dodana premica y=x, ki kaže idealno korelacijo
med vzorcema. a) Obteženost regij. Z modrim karom je prikazanih 24 odčitanih
vrednosti v izbranih ROI pri MSARP SLO in MSARP USA. Pearsonov koeficient
korealcije je R=0,57 statistična zanesljivost pa p=0,004. b) Obteženost vokslov.
Vsaka modra pika predstavlja vrednost v enem vokslu pri vzorcih MSARP SLO in
MSARP USA. Pearsonov koeficient korelacije je R=0,48, statistična zanesljivost pa
p<0,00001.
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6.5 Potrditev značilnega presnovnega možganskega
vzorca MSARP
S preverjanjem - validacijo pridobljenega vzorca smo pokazali, da vzorec MSARP SLO
potrdi pričakovano klinično sliko bolezni. Prav tako vzorec uspešno razlikuje med
skupino bolnikov z MSA in ZP, kar smo pokazali tudi s pomočjo ROC krivulje.
Vzorec se pri razlikovanju med skupino bolnikov z MSA in skupino bolnikov s PSP
ne izkaže kot uspešen.
V primerjavi z MSARP USA vidimo, da sta vzorca le srednje do visoko povezana.
Do razlik lahko prihaja zaradi razlike v starosti oseb za identifikacijo in biološke
variabilnosti med ameriškimi in slovenskimi bolniki na katerih sta bila vzorca iden-
tificirana.
Kljub temu, da se vzorec ne izkaže kot primeren v vseh preverjanjih, lahko za-
radi dobrega razlikovanja med bolniki in ZP, MSARP SLO uporabimo kot biološki
označevalec za MSA.
6.6 Razdelitev značilnega presnovnega možganskega
vzorca za MSA v dve podskupini
Ob šibkem ločevanju skupin MSA in PSP ter temu, da izraženost MSARP SLO pri
bolnikih ne korelira s časom trajanja bolezni, smo se odločili za dodatno analizo.
Bolnike z MSA smo poskusili razdeliti v dve podskupini, za kateri pričakujemo, da se
tudi na FDG-PET slikah različno izražata. MSA-C naj bi bila bolj izražena v malih
možganih, medtem ko naj bi bili pri MSA-P možganski vzorci bolj parkinsonski. V
ta namen smo na podlagi osebne vrednosti v malih možganih osebe razdelili v dve
skupini.
Osebne vrednosti v posameznih področjih smo pri osebah za identifikacijo določili
v 24 področjih. Vsako območje r smo najprej obtežili z MSARP SLO vzorcem
gis MSARP SLO, tako da smo vzorec množili z diagonalno matriko diag(r) in
nato zmnožili z dvojno normaliziranim vektorjem posamezne osebe s
ROIs = gis MSARP SLO · diag(r) · sT . (6.1)
ROIs je skalar, ki nam pove seštevek vseh vrednosti znotraj izbranega področja r
pri vsaki osebi.
S pridobljenimi ROIs v 24 področjih pri 49 različnih osebah smo izrisali matriko, pri
kateri so na vodoravni osi osebe, na navpični osi različne regije, barva pa prikazuje
dobljeni rezultat za posamezno osebo v določeni regiji. Na izrisu matrike 6.10 je
vidno, da se res bolniki (na osi oseb od 21-49) med seboj razlikujejo in jih v grobem
lahko razdelimo na dve skupini - eno z bolj izraženimi malimi možgani, ki so na osi
regij pod številkami 5 - leva stran in 6 - desna stran (zaradi dvojnega minusa, enega
v vzorcu in enega pri osebi, so osebe z bolj izraženimi svetlejše barve) in drugo z
bolj izraženimi putamni, ki so na osi regij s številkami 17 - leva stran in 18 - desna
stran.
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Slika 6.10: Matrika ROI vrednosti za 49 pacientov v 24 izbranih področjih. Na
vodoravni osi so osebe vključene v identifikacijo, pri čemer prvih 20 ustreza zdra-
vim kontrolnim preiskovancem (ZP), naslednjih 29 pa bolnikom za identifikacijo z
MSA. Na navpični osi so nanešene različne možganske regije. Liha števila regij pri-
padajo levi polovici možganov, soda pa desni. Barvna lestvica prikazuje razlike med
osebami. Kjer je pri bolnikih presnova boljša kot pri ZP rumena ustreza naraslem
signalu, kjer je slabša pa rumena barva ustreza slabljenem signalu.
Na podlagi dobljenih vrednosti v malih možganih smo osebe razdelili v dve sku-
pini. Osebe, ki so imele vrednost večjo od 0 smo uvrstili v skupino podtipa C, osebe,
ki so imele vrednost manjšo od 0 pa v skupino podtipa P. Na sliki 6.11 je prikazana
porazdelitev vrednosti v malih možganih med vsemi bolniki, pri čemer so na sliko
6.11a) uvrščeni bolniki, ki so imeli skupno vrednost v malih možganih (sešteto levo
+ desno) pozitivno, na sliko 6.11b) pa tisti z negativno. Z rdečo piko so označeni
pacienti, ki smo jih s to klasifikacijo uvrstili v napačno skupino glede na njihovo
klinično diagnozo.
Slika 6.11: Vrednosti v malih možganih za bolnike z MSA za identifikacijo. Z rdečo
barvo so označene pike oseb, ki smo jih s to razdelitvijo napačno opredelili glede na
njihovo klinično diagnozo, z modro pa pravilno uvrščene osebe. Vsaka pika ustreza
eni osebi. a) Uvrščeni bolniki z MSA v podtip C. Vrednosti v malih možganih so
za to skupino večje od 0. b) Uvrščeni bolniki z MSA v podtip P. Vrednosti v malih
možganih so za to skupino manjše od 0.
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Poglavje 6. Značilni presnovni možganski vzorec pri multipli sistemski
atrofiji
Bolnike smo nato ponovno razvrstili v dve skupini MSA C in MSA P, glede na
njihovo klinično diagnozo in ponovili identifikacijo presnovnih možganskih vzorcev.
Demografski podatki posameznih skupin so prikazani v tabeli 6.3.
Tabela 6.3: Demografski podatki za vzorec MSARP P. Prikazani so demografski
podatki za zdrave kontrolne preiskovance (ZP) in bolnike z MSA P, ki so bili upora-
bljeni za identifikacijo MSARP P vzorca ter bolnike z MSA C, ki so bili uporabljeni
za identifikacijo MSARP C vzorca.
skupina ZP MSA-C MSA-P
starost [leta] 67 ± 5 64 ± 7 62 ± 7
spol (M/ž) 9/11 3/6 6/13
trajanje bolezni [leta] 5 ± 3 5 ± 3
MSARP C
V identifikacijo MSARP C je bilo vključenih 9 bolnikov od katerih jih je 7 imelo
znižano presnovo v malih možganih.
MSARP C je bil identificiran kot prvi gis(1) z V AF vrednostjo 15,51 ter povprečjem
< VscoreS >S∈ZP -6,58 in standardno deviacijo VarS∈ZP (Vscore) 3,70. Osebne
vrednosti identifikacijskih oseb so bile tako normirane kot ZscoreS =
VscoreS−(−6,58)
3,70
.
Studentov t-test za neodvisne vzorce je pokazal, da vzorec s signifikantnostjo p <
9, 70 · 10−7 razlikuje med ZP in MSA C bolniki.
Razlikovanje je prikazano na sliki 6.12. Opazimo lahko, da ima ena oseba zelo nizko
izraženost. Ta oseba je imela na sliki 6.11 najnižjo izraženost v malih možganih in
je bila po klasifikaciji glede na male možgane uvrščena v skupino MSA P.
Izris vzorca je prikazan na sliki 6.13, kjer opazimo, da se na izrisu pojavijo modro
obarvana območja z zmanjšano presnovo v malih možganih, ki so značilna za bolezen
MSA C, putamni pa so manj izraženi kot pri vzorcu MSARP SLO.
Slika 6.12: Razlikovanje preiskovancev glede na izraženost pridobljenega presnov-
nega vzorca MSARP C. Preiskovanci so razdeljeni na zdrave kontrolne preiskovance
(ZP) (moder znak karo) in bolnike z MSA C (rdeč kvadrat), navpična os kaže iz-
raženost normalizirane spremenljivke ZscoreS za preiskovance. Vsak znak ustreza
enemu od 20 ZP oziroma 9 bolnikov z MSA C.
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Slika 6.13: Izris MSARP C. Trije prerezi MRI slike iz MNI atlasa (levo zgoraj - aksi-
alna, desno zgoraj - koronalna, levo spodaj - sagitalna) prekriti z barvno kodiranim
vzorcem MSARP C v arbitrarnih enotah. Puščice prikazujejo bistvene anatomske
regije s spremenjeno presnovno aktivnostjo - znižana presnova v putamnih in malih
možganih. Pri MSA C presnova v putamnih ni izrazito znižana ob primerjavi z
izrisom MSA.
MSARP P
Za identifikacijo MSARP P je bilo v analizo vključenih 19 bolnikov od katerih jih je
11 imelo podobno presnovo ZP v malih možganih.
MSARP P je bil identificiran kot drugi gis(2) z V AF vrednostjo 10,51 ter povprečjem
< VscoreS >S∈ZP -6,41 in standardno deviacijo VarS∈ZP (Vscore) 6,14. Osebne
vrednosti identifikacijskih oseb so bile tako normirane kot ZscoreS =
VscoreS−(−6,41)
6,14
.
Studentov t-test za neodvisne vzorce je pokazal, da vzorec s signifikantnosto p <
9, 64 · 10−5 razlikuje med ZP in MSA P bolniki.
Razlikovanje je prikazano na sliki 6.14.
Slika 6.14: Razlikovanje preiskovancev glede na izraženost pridobljenega presnov-
nega vzorca MSARP P. Preiskovanci so razdeljeni na zdrave kontrolne preiskovance
(ZP) (moder znak karo) in bolnike z MSA P (rdeč kvadrat), navpična os kaže iz-
raženost normalizirane spremenljivke ZscoreS za preiskovance. Vsak znak ustreza
enemu od 20 ZP oziroma 19 bolnikov z MSA P.
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Pri vseh osebah, ki imajo vrednosti blizu 0, vzorec ni prepoznal razlikovanja med
njimi in ZP v tej regiji in izraženost MSARP P pri posamezniku bo enaka ne glede
na vrednost v tej regiji.
Na sliki 6.15 opazimo, da so območja putamnov, ki so značilna za parkinsonske simp-
tome, na izrisu bolj modra, torej imajo znižano presnovo glede na zdrave možgane.
Območje malih možganov je le malo obarvano, kar pomeni, da presnovna aktivnost
v tem območju ne odstopa bistveno od ZP, oziroma ni bila prepoznana kot bole-
zenski znak. Zato MSARP P presnove v malih mozganih ne bo štel kot pomemben
razločevalni faktor pri izboru bolnikov.
Slika 6.15: Izris MSARP P. Trije prerezi MRI slike iz MNI atlasa (levo zgoraj - aksi-
alna, desno zgoraj - koronalna, levo spodaj - sagitalna) prekriti z barvno kodiranim
vzorcem MSARP P v arbitrarnih enotah. Puščice prikazujejo bistvene anatomske
regije s spremenjeno presnovno aktivnostjo - znižana presnova v putamnih in malih
možganih. Pri MSA P je presnova v malih možganih le malo znižana.
Signifikantnost testov preverjena s Studentovim t-testom za neodvisne vzorce se s
tem postopkom ne izboljša bistveno. V tabeli 6.4 so prikazane povprečne vrednosti
in standardne deviacije izraženosti MSA C oziroma MSA P bolnikov pridobljene
z MSARP SLO vzorcem ter z MSARP C oziroma MSARP P. Pripisane so tudi p
vrednosti razlikovanja Studentovega t-testa za neodvisne vzorce med ZP in skupino
bolnikov ter relativna razlika p−pMSARP SLO
pMSARP SLO
med p pri novem vzorcu in pMSARP SLO
pri enotnem MSARP SLO vzorcu. Pomen parametra p je podoben kot pri preizkusu
praga, oddelek 5.1.
Za nobenega od vzorcev se p vrednost Studentovega t-testa razlikovanja med ZP in
bolniki ne izboljša z razdelitvijo na dva podvzorca.
Kljub temu pri izrisu vzorcev opazimo, da sta si po pričakovanjih različna in oba
opisujeta območja, ki bi jih glede na klinično sliko podtipa bolezni pričakovali.
Za potrditev ali MSA bolje opišemo z enotnim vzorcem MSARP, ali pa je smiseln
opis s podvzorcema MSARP C in MSARP P bi potrebovali večjo skupino oseb za
identifikacijo.
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Tabela 6.4: Rezultati testa deljenja vzorca MSARP SLO na dva podvzorca. Prika-
zane so vrednosti izraženosti MSARP SLO, MSARP C in MSARP P pri bolnikih za
identifikacijo, pripadajoči standardni odkloni in p vrednosti razlikovanja Studento-
vega t-testa za neodvisne vzorce med bolniki z MSA C oziroma MSA P in zdravimi
kontrolnimi preiskovanci (ZP) ter relativna razlika p−pMSARP SLO
pMSARP SLO
med p pri novem
vzorcu in pMSARP SLO pri enotnem MSARP SLO vzorcu, kjer rumeni barvi ustreza
zanemarljivo poslabšanje staitsične signifikance p, rdeči pa znatno poslabšanje.
bolniki za identifikacijo MSA C MSA C MSA P MSA P
vzorec MSARP C MSARP MSARP P MSARP
< ZscoreS >S∈MSAi 5,74 6,34 2,14 4,51
VarS∈MSAi(Zscore) 4,31 1,87 3,68 3,24
p vrednost 9,70·10−6 2,56·10−6 9,64·10−5 1,23·10−6
p−pMSARP SLO
pMSARP SLO
2,79 0 77 0
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Poglavje 7
Značilni presnovni možganski
vzorec pri progresivni
supranuklearni paralizi
7.1 Progresivna supranuklearna paraliza
Progresivna supranuklearna paraliza (PSP) je ena od bolezni atipičnih parkinsoniz-
mov. Prvič je bila opisana leta 1964. Zaradi podobnih simptomov kot ostale oblike
parkinsonizmov je bolezen pogosto narobe diagnosticirana.
Povprečna starost bolnikov, pri katerih se pojavi PSP, je med 55 in 70 let starosti.
Prvi simptomi so pomanjkanje ravnotežja in padci. Sledijo jim kognitivne spre-
membe in spremembe obnašanja. Pojavi se tudi disartrija, počasno gibanje. Kasneje
pa motnje vida, kot so zamegljen vid, pekoče oči, občutljivost na svetlobo. Značilna
je tudi supranuklearna okvara pogleda, počasno odpiranje oči in nezmožnost po-
mežika ob svetlobi.
Povprečna doba preživetja je 5 – 6,7 let od postavitve diagnoze [16].
7.2 Izbor bolnikov s PSP in ZP
Na podlagi klinične diagnoze smo v bazi podatkov FDG PET slik možganov na
KNM UKCL izbrali 20 bolnikov za identifikacijo s PSP boleznijo, ki so v nadaljeva-
nju poimenovani bolniki s PSP.
Za skupino zdravih kontrolnih preiskovancev smo uporabili istih 20 oseb iz baze
podatkov FDG PET slik možganov na KNM UKCL, kateri so bili uporabljeni v
identifikaciji MSARP SLO vzorca.
V dodatni skupini bolnikov s PSP, ki je bila uporabljena za validacijo je bilo 24 oseb,
ki so v nadaljevanju poimenovane validacijski bolniki s PSP. Demografske podatke
vseh oseb za identifikacijo prikazuje tabela 7.1.
55
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Tabela 7.1: Demografski podatki za PSPRP SLO. ZP in bolnike s PSP, ki so bili
uporabljeni za identifikacijo PSPRP SLO vzorca (skupina 1) in bolnike s PSP, upo-
rabljene za validacijo (skupina 2).
skupina ZP skupina 1 skupina 2
starost [leta] 67 ± 5 70 ± 8 75 ± 6
spol (M/ž) 9/11 14/6 8/16
trajanje bolezni [leta] 5 ± 2 4 ± 3
7.3 Identifikacija PSPRP
Za vsakega posameznika smo s pomočjo programa SPM naredili primerjavo po vo-
kslih s skupino 20 ZP. Na ta način smo pregledali vse slike, če se kje pojavi kakšen
artefakt ali druga tehnična nepravilnost.
Na vseh 40 slikah za identifikacijo je bila izvedena SSM/PCA analiza v programu
ScanVp z prednastavljeno mejo na 35 % maksimalne vrednosti in logaritmiranjem.
Rezultati analize so pokazali, da prvi štirje lastni vektorji e(k) ustrezajo pogoju, da
je V AF >5% ter sočasno v seštevku ne presežejo 50%. Studentov t-test za neodvi-
sne vzorce med bolniki s PSP in ZP je pokazal, da le prvi lastni vektor e(1), z V AF
vrednostjo 22,73 signifikantno razlikuje med skupinama z vrednostjo p<2,24·10−14.
Povprečna vrednost komponent < VscoreS >S∈ZP , ki pripadajo ZP v izbranem la-
stnem vektorju je bila -15,84, standardna deviacija VarS∈ZP (Vscore) pa 6,62. S temi
vrednostmi smo normirali vse komponente linearne kombinacije prvih dveh lastnih
vektorjev VscoreS kot ZscoreS =
VscoreS−(−15,84)
6,62
. S tem korakom smo povprečno vre-
dnost ZP postavili na 0 in njihovo standardno deviacijo na 1. Normirane osebne
vrednosti oseb za identifikacijo so prikazane na sliki 7.1.
Ekvivalentni vektor vektorju e(1), v prostoru vokslov, gis(1) predstavlja glavni re-
zultat naše določitve značilnega presnovnega vzorca.
Izris vektorja gis PSPRP SLO je prikazan na sliki 7.2.
Slika 7.1: Razlikovanje preiskovancev glede na izraženost pridobljenega presnovnega
vzorca PSPRP SLO. Preiskovanci so razdeljeni med zdrave kontrolne preiskovance
(ZP) (moder znak karo) in bolnike s PSP (rdeč kvadrat), navpična os kaže izraženost
normalizirane spremenljivke ZscoreS za preiskovance. Vsak znak ustreza enemu od
20 ZP oziroma 20 bolnikov s PSP.
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Slika 7.2: Izris PSPRP SLO. Zaporedne prečne rezine možganov iz MNI atlasa so
prekrite statistično pomembne vrednosti gis PSPRP SLO v barvni lestvici, kjer
modra barva ustreza področjem z nižjo, rdeča pa področjem z višjo aktivnostjo
glede na skupino zdravih kontrolnih preiskovancev (ZP). Barvna lestvica je podana
v arbitrarnih enotah.
7.4 Preverjanje PSPRP
Vzorec smo preverili s specialisti nevrologije. Značilna področja PSP bolezni so
znižana presnova v medialni prefrontalni skorji, v talamusih, v frontalni skorji in
pa v zgornjem delu možganskega debla. Vsa našteta področja vidimo prikazana
tudi z vzorcem na sliki 7.3. Modra barva na sliki je asocirana z znižano presnovo v
primerjavi z normalnim delovanjem možganov, rdeča pa z zvišano. Na sliki 7.3 je
na drugačen način kot na sliki 7.2 prikazan izris vzorca z označenimi področji.
Prav tako kot pri MSA klinična slika bolezni predvideva, da bo vzorec bolj izražen
pri bolj napredovalih bolnikih, zato smo preverili korelacijo s trajanjem bolezni, ki
je prikazana na sliki 7.4. Korelacija R = 0,08 ni signifikantna, prav tako tudi sta-
tistična zanesljivost p = 0,737, kar bi lahko bilo tudi odraz biološke variabilnosti in
nenatančnosti določitve začetka bolezni.
V naslednjem koraku smo vzorec validirali s pomočjo krivulj ROC, katere so pri-
kazane na sliki 7.5. Izraženost 2 pri naši skupini preiskovancev optimalno razlikuje
skupino bolnikov s PSP in ZP, z občutljivostjo 100 % in specifičnostjo 100 %. AUC
vrednost je bila 1.
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Za določitev zanesljivosti prikazanih področij smo uporabili metodo zankanja
s 1000 ponovitvami postopka. Področja smo na sliki 7.6 izrisali z mejo z=2,3 in
p<0,01. Rezultat metode zankanja se pri izbrani meji le malo razlikuje od izrisa-
nega vzorca. Opazimo znižano presnovo v frontalni skorji, talamusu in medialni
prefrontalni skorji.
Slika 7.3: Izris PSPRP SLO. Trije prerezi MRI slike iz MNI atlasa (levo zgoraj - aksi-
alna, desno zgoraj - koronalna, levo spodaj - sagitalna) prekriti z barvno kodiranim
vzorcem PSPRP SLO v arbitrarnih enotah. Puščice prikazujejo bistvene anatomske
regije s spremenjeno presnovno aktivnostjo - znižana presnova v medialni prefron-
talni skorji, v talamusih, v frontalni skorji in pa v zgornjem delu možganskega debla.
Slika 7.4: Korelacija izraženosti PSPRP SLO vzorca pri bolnikih s PSP s trajanjem
bolezni. Vodoravna os prikazuje trajanje bolezni v letih, navpična pa normirano
izraženost bolezni ZscoreS. Začetek bolezni je definiran kot prvič prepoznani simp-
tomi bolezni. Pearsonov koeficient korelacije je R=0,08, statistična zanesljivost pa
p=0,737.
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Slika 7.5: Krivulja ROC za
PSPRP SLO. Vodoravna os pri-
kazuje 1-specifičnost, izraženo v
odstotkih, navpična občutljivost.
Različne točke modre krivulje so
bile pridobljene s spreminjanjem
meje ločevanja na normirani iz-
raženosti ZscoreS.
Slika 7.6: Izris vzorca ICV PSPRP SLO,
pridobljen z metodo zankanja. Na zapo-
rednih prečnih rezinah možganov iz MNI
atlasa so prekrite statistično pomembne
vrednosti ki predstavljajo inverzni koefi-
cient variance (ICV) po ponovljenih 1000
iteracijah v barvni lestvici, kjer modra
barva ustreza področjem z nižjo, rdeča
pa področjem z višjo aktivnostjo glede na
skupino zdravih kontrolnih preiskovancev
(ZP). Barvna lestvica ustreza izrisanim
ICV oziroma z pod mejo z=-2,3 in nad
mejo z=2,3, ki ji ustreza p <0,01.
Izraženost vzorca smo preverili še pri validacijski skupini bolnikov s PSP, ki niso
bili vključeni v identifikacijo in pri skupini bolnikov z MSA. Razlikovanje je prika-
zano na sliki 7.7, vrednosti razlikovanja med skupinami so bile pridobljene s testom
ANOVA, ki je pokazal p vrednost razlikovanja med vsemi skupinami 5,21·10−15. Re-
zultati post-hoc Tukey HSD testa, za razlikovanje med posameznimi skupinami, so
prikazani v tabeli 7.2.
Vzorec signifikantno razlikuje med ZP in validacijsko skupino bolnikov s PSP, med
identifikacijsko in validacijsko skupino bolnikov s PSP pa ne. Signifikantno razlikuje
tudi med bolniki s PSP in bolniki z MSA, zaradi česar je PSPRP SLO vzorec pri-
meren biološki označevalec tako za razlikovanje med ZP in bolniki s PSP, kot tudi
za razlikovanje med bolniki s PSP in z MSA.
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Slika 7.7: Razlikovanje preiskovancev glede na izraženost vzorca PSPRP SLO. Pre-
iskovanci so razdeljeni na zdrave kontrolne preiskovance (ZP) (moder znak karo),
bolnike s PSP (rdeč kvadrat), validacijske bolnike s PSP (zelen trikotnik) in bol-
nike z MSA (vijola križec). Navpična os kaže izraženost normalizirane spremenljivke
ZscoreS za preiskovance. Vsak znak ustreza enemu od 20 ZP, 20 bolnikov s PSP, 24
validacijskih bolnikov s PSP oziroma 29 bolnikov z MSA.
Tabela 7.2: Vrednosti p razlikovanja pridobljene s testom post-hoc Tukey HSD
med različnimi skupinami bolnikov in zdravimi kontrolnimi preiskovanci (ZP). Razen
razlikovanja med identifikacijskimi in validacijskimi bolniki s PSP, ki ni signifikantno,
so vsa ostala razlikovanja signifikantna.
skupini p vrednost
ZP in identifikacijski bolniki s PSP 0,001
ZP in validacijski bolniki s PSP 0,001
identifikacijski in validacijski bolniki s PSP 0,696
identifikacijski bolniki s PSP in vsi bolniki z MSA 0,001
Vzorec smo nato primerjali z ameriškim vzorcem (PSPRP USA), ki je bil pri-
dobljen na The Feinstein Institute for Medical Research v New Yorku na podlagi
10 ZP in 10 PSP bolnikov s povprečno starostjo 67,6 ± 7,4 let in časom trajanja
bolezni 2,8 ± 1,1 let [1].
Najprej smo s pomočjo TPR analize določili izraženost ameriškega vzorca na sloven-
skih identifikacijskih bolnikih s PSP. Izraženosti vzorcev so prikazane na sliki 7.8. S
pomočjo Pearsonovega testa smo določili stopnjo korelacije R=0,97 z zanesljivostjo
p<0,00001, ki kažeta na zelo visoko linearno povezanost vzorcev.
Tako na PSPRP SLO kot na PSPRP USA smo izbrali 24 možganskih področij in
pogledali njihovo obteženost z vzorcem. Vrednost Pearsonovega korelacijskega koefi-
cienta je R=0,85, zanesljivost pa p<0,00001, kar kaže na visoko linearno povezanost.
Naredili smo tudi primerjavo za vsak voksel v vzorcu. Dobljeni vrednosti sta ko-
relacija R=0,80 in zanesljivost p<0,00001, ki prav tako spadata v visoko linearno
povezanost vzorcev. Obe korelaciji sta prikazani na sliki 7.9.
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Slika 7.8: Korelacija izraženosti PSPRP SLO in izraženosti PSPRP USA na sloven-
skih osebah za identifikacijo. Vsaka oseba ustreza enemu znaku, z modrim karo so
prikazane zdravi kontrolni preiskovanci (ZP), z rdečim kvadratkom bolniki s PSP.
Pearsonov koeficient korelacije je R=0,97, statistična zanesljivost pa p<0,00001.
Slika 7.9: Korelacija obtežitev v regijah oziroma vokslih pri PSPRP SLO in
PSPRP USA. Na obeh krivuljah je dodana premica y=x, ki kaže idealno korelacijo
med vzorcema. a) Obteženost regij. Z modrim karom je prikazanih 24 odčitanih
vrednosti v izbranih ROI pri PSPRP SLO in PSPRP USA. Pearsonov koeficient
korelacije je R=0,85, statistična zanesljivost pa p<0,00001 b) Obteženost vokslov.
Vsaka modra pika predstavlja vrednost v enem vokslu pri vzorcih PSPRP SLO in
PSPRP USA. Pearsonov koeficient korelacije je R=0,80, statistična zanesljivost pa
p<0,00001.
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Poglavje 7. Značilni presnovni možganski vzorec pri progresivni
supranuklearni paralizi
7.5 Potrditev značilnega presnovnega možganskega
vzorca PSPRP
Značilni presnovni vzorec PSPRP SLO, ki je bil identificiran na slovenskih pacientih
se v vseh korakih preverjanja dobro izkaže. Izrisana področja se ujemajo s klinično
pričakovanimi, dobro razlikuje med ZP in bolniki s PSP - tako med identifikacijsko
kot tudi validacijsko skupino. Prav tako razlikuje med bolniki z MSA in bolniki
s PSP. Vzorec pri ROC analizi pokaže veliko stopnjo specifičnosti in senzitivnosti.
Z metodo zankanja pa dobimo potrjena stabilna področja pri izrisu, ko je p<0,01.
Vzorec korelira tudi z že validiranim PSPRP USA vzorcem.
Vzorec PSPRP SLO tako predstavlja primeren kvantitativni in objektivni biološki
označevalec za PSP.
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Cilj magistrske naloge je bila identifikacija značilnih presnovnih možganskih vzorcev
pri MSA in PSP s pomočjo FDG-PET slik možganov. V sklopu tega smo si za cilj
postavili tudi določititev enotnega protokola za identifikacijo značilnih presnovnih
možganskih vzorcev skupaj s preverjanjem njegove stabilnosti ter delovanje za raz-
lične identifikacijske skupine.
Zaradi podobnih začetnih simptomov pri PB in ostalih tipih parkinsonizmov je di-
agnoza, ki temelji na kliničnih znakih, težavna. Pojavlja se potreba po primernem
kvantitativnem biološkem označevalcu, ki bi bil v pomoč pri diferencialni diagnozi
parkinsonizmov.
Kot primeren označevalec, ki razlikuje med različnimi tipi parkinsonizmov, se je iz-
kazal značilni presnovni možganski vzorec bolezni, ki ga na funkcijskih FDG-PET
slikah določimo s statistično metodo SSM/PCA.
Za enotno identifikacijo vzorcev potrebujemo natančen protokol zaporedja korakov v
analizi. Najpomembnejši koraki so enak zajem podatkov z detektorjem PET, izbor
primernih kliničnih bolnikov ter zdravih kontrolnih preiskovancev, predprocesira-
nje slik, logaritemsko transformiranje za izločitev multiplikativnih efektov, dvojno
centriranje za odstranitev normalnega odziva možganov in iskanje lastnih vektorjev
s PCA ter zmanjšanje dimenzionalnosti podatkov z izborom signifikantnih lastnih
vektorjev, ki opisujejo bolezensko odvisne razlike. Pomemben korak po sami identi-
fikaciji vzorca je tudi njegova validacija, s katero potrdimo, da je pridobljeni vzorec
dejansko odraz bolezni in s tem primeren biološki označevalec.
V nalogi smo po natančni določitvi protokola identifikacije preverili kako različni
vhodni podatki vplivajo na končni rezultat. Ugotovili smo, da je ob majhnem spre-
minjanju praga izvzetega signala pridobljeni presnovni možganski vzorec stabilen
in analiza uspešno najde glavne značilnosti bolezni. Optimalen prag je odvisen od
značilnosti podatkov. Opustitev logaritmiranja ima vpliv na končen rezultat - na
ta način ne odstranimo multiplikativnih efektov, ki doprinesejo k različnosti vzorca.
Natančna ocena vpliva logaritmiranja je odvisna od značilnosti podatkov.
Identificirali in validirali smo MSARP SLO vzorec na slovenskih identifikacijskih
osebah. Zaradi velikih razlik med bolniki v območju malih možganov smo dodatno
identificirali tudi podvzorca bolezni MSARP P in MSARP C, ki sta se pri razliko-
vanju med ZP in bolniki izkazala kot primerljivo uspešna v primerjavi z enotnim
vzorcem MSARP SLO. Na izrisu obeh podvzorcev je jasno vidna razlika v klinični
sliki podtipov MSA C in MSA P.
Na slovenskih identifikacijskih osebah smo identificirali in validirali tudi PSPRP SLO
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vzorec. Po validaciji se je PSPRP SLO vzorec izkazal kot primeren biološki označevalec
PSP.
Cilji magistrske naloge so bili doseženi. Identificirali smo značilna presnovna možganska
vzorca pri MSA in PSP s PET. Poleg tega smo določili enoten protokol identifikacije
vzorcev, za katerega smo potrdili, da je stabilen in deluje na različnih primerih.
Za učinkovito diferencialno analizo med različnimi tipi parkinsonizmov pri sloven-
skih bolnikih potrebujemo značilne presnovne vzorce za vse vrste parkinsonizmov:
PDRP[8], MSARP, PSPRP in CBDRP. Z vzorcema, identificiranima v tej magistr-
ski nalogi MSARP in PSPRP, smo tako dopolnili nabor.
Metoda predstavljena v nalogi razlikuje le med dvema skupinama in odgovarja na
vprašanje le ali oseba ima določeno bolezen ali ne. S pomočjo drugačnih statističnih
metod, ki omogačajo multinomsko klasifikacijo med različnimi izraženosti vzorcev
pa je mogoče razlikovanje tudi med različnimi boleznimi. Tako bo s pomočjo pozna-
vanja vseh presnovnih vzorcev parkinsonizmov in diferencialne analize mogoče za
novega preiskovanca kvantitativno določiti, na podlagi FDG-PET slike možganov, s
kolikšno verjetnostjo ima posamezno obliko parkinsonizma.
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POMENSKO TEHNIČNO
Za določitev presnovnega vzorca izberemo 
FDG-PET slike možganov bolnikov z boleznijo, 
katere presnovni vzorec želimo pridobiti 
(MSA, PSP, ...) in zdravih kontrolnih 
preiskovancev (ZP). Potrebujemo vsaj 10 slik 
enih in pa 10 slik drugih. Slike so v izhodnem 
formatu PET kamere - DICOM. Za izbor 
primernih bolnikov preverimo njihove 
klinične diagnoze. 
- poiščemo FDG PET slike v bazi podatkov
- shranimo v primerne mape (tako, da 
razločujemo med bolniki in ZP)
1. IZBOR SLIK IN 
PREVERJANJE 
BOLNIKOV
- za registracijo in glajenje slik uprabljamo 
SPM5, dostopen iz Matlab 7.0
- zaženemo Matlab 7.0
- z ukazom "spm" zaženemo program SPM5, 
kliknemo "PET && VBM"
- izberemo registracijo s klikom na "Normalise"
- izberemo "New Normalise: Estimate & Write" 
in v levem oknu dvokliknemo na "Normalise: 
Estimate & Write"
-  v razdelku "Data" dodamo toliko predmetov 
("New Subject" na desni strani okna) kolikor 
imamo pacientov, katerih slike želimo 
registrirati
-  za vsakega izberemo "Source image" tako da 
kliknemo "Specify files" in izberemo sliko 
pacienta s končnico ".img" 
- isto datoteko izberemo tudi pod "Images to 
write" 
- v razdelku "Estimate Options" izberemo 
"Template Image" in kliknemo "Specifiy Files" 
ter pošičemo v instalacijskem paketu SPM sliko  
"spm5/templates/PET.nii", ostale ocenjevalne 
in zapisovalne nastavitve pustimo privzete 
("Template Weighting image: <none> ", "Source 
Image Smoothing: 8" , "Template Image 
Smoothing: 0", "Affine Regularisation: ICBM 
space template", "Nonlinear Frequency Cutoff: 
25", "Nonlinear Iterations: 16", "Nonlinear 
Regularisation: 1")
- pri "Writing Options" pustimo vse privzete 
nastavitve ("Preserve: Preserve 
Concentrations", "Bounding box: -78 -112 -50, 
78 76 85", "Voxel sizes: 2 2 2", "Interpolation: 
Trilinear", "Wrapping: No wrap")
- s klikom na "Save" shranimo matlabovo 
datoteko za registracijo
- zaženemo postopek registracije s klikom na 
"Run"
Z registracijo (v SPM: Normalise) sliko 
pretvorimo v anatomski prostor , ki ga lahko 
opišemo z MNI koordinatami (3 
dimenzionalni koordinatni sistem - atlas 
človeških možganov, ki ga uporabljamo za 
mapiranje in lokaliziranje različnih struktur v 
možganih), tako da obliko in velikost 
možganov prilagodimo možganski predlogi v 
programu SPM.
2.2. 
REGISTRA- 
CIJA
PROTOKOL
- odpremo MRI convert
- s klikom na "FSL NIfTI" kot izhodni format 
izberemo "SPM Analyze"
- v zgornji razdelek s klikom na "Add folder" 
uvozimo mapo s slikami v DICOM formatu
- s klikon na "Directory" določimo izhodno 
mapo
- kliknemo "Convert all"
- v izbrani datoteki dobimo dva izhodna 
dokumenta: eno s končnico ".img" in drugo s 
".hdr"
FDG-PET slike moramo pred obdelavo 
pretvoriti v format, ki bo skladen s 
programoma SPM in SSM/PCA. Podatki v 
obliki DICOM uporabljajo standrdni LPS 
koordinatni sistem, kjer je +x vsmerjen v Levo 
(če bi gledali človeško telo v smeri leve roke), 
+y Posteriorno (od spredaj nazaj), +z pa 
Superiorno (od nog proti glavi).  Zapis o 
usmerjenosti je shranjen v Orientacijskem 
polju slike. Ko pretvorimo v drugi format 
običajno to polje spremenimo. Ob 
spremembi v SPM Analyze dobimo LAS 
koordinacijski sistem, le da podatke zavrtimo 
za 180 stopinj preden jih zapišemo, izhodišče 
pa postavimo v center volumna slike. Z 
vrtenjem dosežemo, da so transverzalne 
rezine shranjene kot RAS (right-anterior-
superior).
2.1      
PRETVO- 
RBA V 
SPM 
ANALYZE 
FORMAT
2. PRED- 
OBDE- 
LAVA FDG 
PET SLIK 
MOŽGA- 
NOV
- v SPM5 s klikom na "Smooth" izberemo 
glajenje slik
- odpre se nam okno, kjer izberemo "Images to 
smooth" in "Specify Files"
- izberemo vse predhodno registrirane slike, ki 
so z registracijo pridobile predpono w-
- v razdelku "FWHM" izberemo "10 10 10" 
(določimo širino Gaussovega glajenja po 
sosednjih voxlih)
- kot "Data type" pustimo isti tip datoteke, kot 
so bile vhodne slike "SAME"
- s klikom na "Save" shranimo matlabovo 
datoteko za glajenje 
- s klikom na "Run" sprožimo glajenje slik
- dobimo slike s predpono "sw-" (registrirane in 
poglajene)
Z glajenjem slike (Smoothing) s pomočjo 
povprečevanja po sosednjih vokslih in 
interpolacije povežemo sosednje voksle in 
omogočimo, da se znebimo določenih 
lokalnih nepravilnosti in izboljšamo SNR na 
sliki. Tvegamo izgubo prostorske določenosti.
2.3.              
GLAJENJE
2.4 
PREVERJA- 
NJE SLIK
- za registracijo in glajenje slik uprabljamo 
SPM5, dostopen iz Matlab 7.0
- zaženemo Matlab 7.0
- z ukazom "spm" zaženemo program SPM5, 
kliknemo "PET && VBM"
- izberemo registracijo s klikom na "Normalise"
- izberemo "New Normalise: Estimate & Write" 
in v levem oknu dvokliknemo na "Normalise: 
Estimate & Write"
-  v razdelku "Data" dodamo toliko predmetov 
("New Subject" na desni strani okna) kolikor 
imamo pacientov, katerih slike želimo 
registrirati
-  za vsakega izberemo "Source image" tako da 
kliknemo "Specify files" in izberemo sliko 
pacienta s končnico ".img" 
- isto datoteko izberemo tudi pod "Images to 
write" 
- v razdelku "Estimate Options" izberemo 
"Template Image" in kliknemo "Specifiy Files" 
ter pošičemo v instalacijskem paketu SPM sliko  
"spm5/templates/PET.nii", ostale ocenjevalne 
in zapisovalne nastavitve pustimo privzete 
("Template Weighting image: <none> ", "Source 
Image Smoothing: 8" , "Template Image 
Smoothing: 0", "Affine Regularisation: ICBM 
space template", "Nonlinear Frequency Cutoff: 
25", "Nonlinear Iterations: 16", "Nonlinear 
Regularisation: 1")
- pri "Writing Options" pustimo vse privzete 
nastavitve ("Preserve: Preserve 
Concentrations", "Bounding box: -78 -112 -50, 
78 76 85", "Voxel sizes: 2 2 2", "Interpolation: 
Trilinear", "Wrapping: No wrap")
- s klikom na "Save" shranimo matlabovo 
datoteko za registracijo
- zaženemo postopek registracije s klikom na 
"Run"
Z registracijo (v SPM: Normalise) sliko 
pretvorimo v anatomski prostor , ki ga lahko 
opišemo z MNI koordinatami (3 
dimenzionalni koordinatni sistem - atlas 
človeških možganov, ki ga uporabljamo za 
mapiranje in lokaliziranje različnih struktur v 
možganih), tako da obliko in velikost 
možganov prilagodimo možganski predlogi v 
programu SPM.
2.2. 
REGISTRA- 
CIJA
- analizo izvajamo v SPM12 v Matlab8.3
- v Matlab okolju zaženemo program SPM: SPM 
PET z ukazom "spm" in klikom na "SPM & VBM"
- izberemo "Basic models" 
- s klikom na "Directory" in "Specify..." izberemo 
poljubno mapo, kjer želimo shraniti datoteke
- pod "Design" izberemo "Two-sample t-test"
- v skupino 1 s klikom na "Group 1 scans" in 
"Specify..." uvrstimo FDG-PET sliko 
posameznika, v skupino  2 s klikom na "Group 2 
scans" in "Specify..." pa slike preverjenih 
zdravih kontrolnih preiskovancev
- nastavimo "Independence: Yes"," Variance: 
Unequal"," Grand mean scaling: Yes"," 
ANCOVA: No"
- v razdelku "Masking" nastavimo "Threshold 
masking: Relative", "Threshold: 0,8", "Implicit 
Mask: Yes"
- v razdelku  "Global calculation" izberemo 
"Mean" 
- pri "Global normalisaton" izberemo "Overall 
grand mean scaling: No", "Normalisation: 
Propotional"
- kliknemo "Run"
- ko program na podlagi vhodnih slik izračuna v 
katerih voxlih se slika posameznika razlikuje od 
skupine, in v Matlabovem oknu izpiše: "Done", 
izberemo "Estimate" in pri "Select SPM.mat" s 
"Specifiy..." izberemo novo nastali "spm.mat", 
"Write residuals: No", "Method: Classical" in 
kliknemo "Run"
- ko program izpiše v Matlabovo okno "Done" 
kliknemo "Results", kjer s klikom na "Define 
new contrast..." nastavimo željene kontraste 
"type: t-contrast" in pripadajoče kontrastne 
vektorje ("Single Subject>Control Group: 1,-1 " 
in  "Single Subject<Control Group: -1,1"), ki jih s 
klikom "OK" potrdimo
- izberemo prvi kontrast in kliknemo "Done"
- odpre se okno, kjer izberemo "apply masking: 
none", "p value adjustment to control: none", 
"threshold {T or p value}: 0.05" (namesto 0.05 
lahko izberemo tudi drugačno mejo statistične 
zanesljivosti), "& extent threshold {voxels}: 0", 
program izriše sliko območij, ki so pri 
posamezniku z določeno mejo p statistično 
značilne glede na skupino zdravih kontrol
- potopek iz prejšnje alineje ponovimo še za 
drugi kontrast
- v izbrani mapi imamo dve novo nastali 
datoteki: "spmT_0001.nii" in "spmT_0002.nii", 
ki predstavljata vsaka svoj kontrast (manj 
izražena področja kot pri zdravih kontrolah in 
bolj izražena področja kot pri zdravih kontrolah)
- (Za ta postopek lahko uporabimo tudi 
predprivljeno skripto SingleCaseSPM, v kateri 
moremo zamenjati le sliko pacienta v razdelku 
skupina 1 v razdelku "Group 1", kot izhodni 
datoteki pa dobimo kontrasta slike posameznika 
"spmT_0001.nii" in "spmT_0002.nii", ki ju 
uporabimo za izris.)
- sliko izrišemo s pomočjo ukaza v Matlabovem 
oknu: "slover('basic_ui')", kjer izberemo 
posameznikova kontrasta "spmT_0001.nii" in 
"spmT_0002.nii", ter strukturno sliko 
"single_subject_T1.nii" 
- za prva dva izberemo "blobs": "hot" za prvega, 
"winter" za drugega, nastavimo primerne meje
- za tretjo sliko izberemo "structural" , "Image 
orientation: Axial" in izris rezin "Slices to display 
(mm) -34:4:56"
Za izločitev možnosti tehnično pridobljenih 
artefaktov v postopku registracije in glajenja 
na uporabljenih FDG-PET slikah možganov, 
preverimo slike možganov s pomočjo 
programa SPM, tako, da naredimo 
primerjavo vsakega bolnika ali zdravega 
kontrolnega preiskovanca s preverjeno 
skupino zdravih preiskovancev (ang. Single-
Case SPM Study).
2.4 
PREVERJA- 
NJE SLIK
- analizo izvajamo v SPM12 v Matlab8.3
- v Matlab okolju zaženemo program SPM: SPM 
PET z ukazom "spm" in klikom na "SPM & VBM"
- izberemo "Basic models" 
- s klikom na "Directory" in "Specify..." izberemo 
poljubno mapo, kjer želimo shraniti datoteke
- pod "Design" izberemo "Two-sample t-test"
- v skupino 1 s klikom na "Group 1 scans" in 
"Specify..." uvrstimo FDG-PET sliko 
posameznika, v skupino  2 s klikom na "Group 2 
scans" in "Specify..." pa slike preverjenih 
zdravih kontrolnih preiskovancev
- nastavimo "Independence: Yes"," Variance: 
Unequal"," Grand mean scaling: Yes"," 
ANCOVA: No"
- v razdelku "Masking" nastavimo "Threshold 
masking: Relative", "Threshold: 0,8", "Implicit 
Mask: Yes"
- v razdelku  "Global calculation" izberemo 
"Mean" 
- pri "Global normalisaton" izberemo "Overall 
grand mean scaling: No", "Normalisation: 
Propotional"
- kliknemo "Run"
- ko program na podlagi vhodnih slik izračuna v 
katerih voxlih se slika posameznika razlikuje od 
skupine, in v Matlabovem oknu izpiše: "Done", 
izberemo "Estimate" in pri "Select SPM.mat" s 
"Specifiy..." izberemo novo nastali "spm.mat", 
"Write residuals: No", "Method: Classical" in 
kliknemo "Run"
- ko program izpiše v Matlabovo okno "Done" 
kliknemo "Results", kjer s klikom na "Define 
new contrast..." nastavimo željene kontraste 
"type: t-contrast" in pripadajoče kontrastne 
vektorje ("Single Subject>Control Group: 1,-1 " 
in  "Single Subject<Control Group: -1,1"), ki jih s 
klikom "OK" potrdimo
- izberemo prvi kontrast in kliknemo "Done"
- odpre se okno, kjer izberemo "apply masking: 
none", "p value adjustment to control: none", 
"threshold {T or p value}: 0.05" (namesto 0.05 
lahko izberemo tudi drugačno mejo statistične 
zanesljivosti), "& extent threshold {voxels}: 0", 
program izriše sliko območij, ki so pri 
posamezniku z določeno mejo p statistično 
značilne glede na skupino zdravih kontrol
- potopek iz prejšnje alineje ponovimo še za 
drugi kontrast
- v izbrani mapi imamo dve novo nastali 
datoteki: "spmT_0001.nii" in "spmT_0002.nii", 
ki predstavljata vsaka svoj kontrast (manj 
izražena področja kot pri zdravih kontrolah in 
bolj izražena področja kot pri zdravih kontrolah)
- (Za ta postopek lahko uporabimo tudi 
predprivljeno skripto SingleCaseSPM, v kateri 
moremo zamenjati le sliko pacienta v razdelku 
skupina 1 v razdelku "Group 1", kot izhodni 
datoteki pa dobimo kontrasta slike posameznika 
"spmT_0001.nii" in "spmT_0002.nii", ki ju 
uporabimo za izris.)
- sliko izrišemo s pomočjo ukaza v Matlabovem 
oknu: "slover('basic_ui')", kjer izberemo 
posameznikova kontrasta "spmT_0001.nii" in 
"spmT_0002.nii", ter strukturno sliko 
"single_subject_T1.nii" 
- za prva dva izberemo "blobs": "hot" za prvega, 
"winter" za drugega, nastavimo primerne meje
- za tretjo sliko izberemo "structural" , "Image 
orientation: Axial" in izris rezin "Slices to display 
(mm) -34:4:56"
Za izločitev možnosti tehnično pridobljenih 
artefaktov v postopku registracije in glajenja 
na uporabljenih FDG-PET slikah možganov, 
preverimo slike možganov s pomočjo 
programa SPM, tako, da naredimo 
primerjavo vsakega bolnika ali zdravega 
kontrolnega preiskovanca s preverjeno 
skupino zdravih preiskovancev (ang. Single-
Case SPM Study).
SSM/PCA Analiza(ang. Scaled Subprofile 
Model/ Principal component Analysis ) temelji 
na treh korakih: najprej iz vseh podatkov 
sestavimo matriko, katere vrstice 
predstavljajo različne slike oseb, stolpci pa 
različne voksle v možganih. Nato podatke v 
matriki predprocesiramo. Predprocesiranje je 
sestavljeno iz logaritmiranja podatkov in 
dvojnega centriranja. Na ta način se znebimo 
velikih možganskih odzivov, ki niso 
bolezensko odvisni in do izraza pridejo 
razlike, ki jih želimo opaziti - bolezensko 
odvisne. Dvojno centriranje poteka tako, da 
enkrat povprečimo podatke v matriki po 
vrsticah (v vsaki vrstici so zapisani vsi voksli 
določene osebe) in dobljeno povprečje od 
vsakega voksla v vrstici odštejemo, drugič pa 
povprečimo vse podatke v posameznem 
stolpcu (določen voksel pri različnih osebah) 
in tudi to povprečje od vsake vrednosti v 
stolpcu odštejemo. Na ta način 
normaliziramo podatke glede na povprečno 
aktivnost (pacientov in posameznih regij). 
Tako pripravljeno matriko imenujemo 
matrika S, posamezne vrstice v tej matriki pa 
nam predstavljajo normalizirane osebne 
vektorje. Sestavimo še kovariančno matriko Σ 
tako, da pomnožimo matriko S in njeno 
transformirano matriko S in dobimo 
kvadratno matriko, katere število stolpcev in 
vrstic je enako številu oseb v analizi. Nato 
izvedemo PCA del analize na matriki Σ (oz. 
SVD (ang. Singular Value Decomposition) na 
matriki S ), ki zračuna lastne vektorje e(k) in 
ustrezne lastne vrednosti kovariančne 
matrike. Lastni vektorji so uteženi s 
kvadratnim korenom svojih lastnih vrednosti. 
Zapiše se .txt datoteka, v kateri so lastni 
vektorji, ki pripadajo glavnim komponentam 
PC1-16. Pri vsakem lastnem vektorju je 
zapisana tudi VAF (ang. Variance Accounted 
For ), ki predstavlja relativno velikost njegove 
lastne vrednosti. Transponirano matriko S 
pomnožimo z matriko osebnih vrednosti 
(matriko lastnih vektorjev) in dobimo 
vektorje presnovnega vzorca gis(k), ki se 
zapišejo kot .img/.hdr slika.
- v programskem okolju Matlab vtipkamo 
"scanvp" in zaženemo program ScAnVp
- z izborom v razdelku "Statistics" izberemo 
"SSM" Analizo, nato še "VOXEL BASED"
- nato s klikom na "PCA" izberemo analizo 
glavnih komponent PCA
- odpre se okno "SSM VOXEL PCA", pustimo 
izbrano "Normalized Raw data"
-  s klikom na "Subject Image Files" se nam 
odpre okno, kjer izberemo slike pacientov z 
določeno boleznijo, ki jo želimo analizirati in 
kliknemo "DONE"
- obkljukamo kvadratek pri "Controls" in 
ponovno se odpre okno, v katerem izberemo 
zdrave kontrolne preiskovance, ki jih bomo 
vključili v analizo in kliknemo "DONE"
- pri "SELECT/RESET MASK or THRESHOLD" 
izberemo "SET THRESHOLD" in nastavimo mejo 
na 35, klinkemo "RETURN"
- obkljukamo "LOG TRANSFORM DATA"
- obkljukamo "GIS SCORE DISPLAY SAVE"
- kliknemo na "PROCESS"
- potrdimo naslednje obvestilo s klikom na 
"PROCEED" 
- izberemo ime kot ime bolezni in končnica "RP" 
(ang. Related Pattern), kliknemo "OK"
- v oknu, ki nas sprašuje po shranjevanju "gis 
network 1scores" odgovorimo z "No", na 
vprašanje "display scores gis" s "cancel"
- po procesiranju se nam podatki shranijo v 
tekstovno datoteko z izbranim imenom, 
kateremu se doda še končnica "_Vscore.txt"
3.1  
SSM/PCA
3. SSM/PCA 
ANALIZA
3.2 IZBOR 
SIGNIFI- 
KANTNIH 
LASTNIH 
VEKTOR- 
JEV
- izraženost vzorca pri posameznem bolniku 
določimo z analizo TPR v programu ScanVp (v 
Matlabu: "scanvp")
- izberemo "SSM" analizo, "VOXEL BASED", nato 
pa "TPR" in "C-using reference mean"
- izberemo presnovni vzorec in izbiro potrdimo 
z "Open"
- s klikom na "Select New Image Data"  se nam 
odpre okno, kjer  izberemo vse željene paciente 
in zdrave kontrolne preiskovance in kliknemo 
"DONE"
- kliknemo "MASK" in dodamo zunanjo masko, 
ki jo najdemo v isti mapi kot presnovni vzorec s 
končnico "mask35.img" s klikom na "Open" in 
povprečje "inmean.img" s klikom na "Open"
- sliko logaritemsko transformiramo z 
odgovorom na "Log-transformation the data?" 
"Yes"
- imenujemo datoteko in kliknemo "OK" 
- zavrnemo z-transformacijo z odgovorom na "Z-
transform SSF Scores?" "NO"
- z uvozom v excel iz V-scores pridobimo Z-
scores, kot (x-mean(ZP))/Stdev(ZP)
- osebne vrednosti bolnikov in ZP izrišemo na 
graf, preverimo njihovo prekrivanje
- za preverjanje stopnje razlikovanja med njimi 
izvedemo tudi Studentov t-test za neodvisne 
vzorce
Za določitev izraženosti vzorca pri posamezni 
osebi (osebna vrednost) skalarno pomnožimo 
vektorja s (dvojno centriran vektor 
posameznika) in gis(k) vektor (vektor 
presnovnega vzorca). Osebna vrednost je 
tako ena sama številka (skalar), ki jo 
imenujemo TPR vrednost (ang. Topographic 
profile rating ) in nam pove koliko je vzorec 
izražen pri posamezni osebi. TPR vrednost 
normiramo glede na povprečno vrednost 
izraženosti pri ZP. Za več standardnih deviacij 
kot TPR vrednost odstopa od ZP, bolj je pri 
posamezniku izražen presnovni vzorec in s 
tem bolezen. TPR vrednosti uporabimo za 
nadaljne validacije.
- pridobljene rezultate v ".txt" datoteki izvozimo 
v Excel 
- s pomočjo Studentovega t-testa preverimo za 
katere gis(k) vektorje se bolniki in zdravi 
kontrolni preiskovanci statistično pomembno 
razlikujejo
- če je komponenta ena nadaljujemo pri alineji 
10, če jih je več pa jih uvozimo v program 
MedCalc:
          - komponentam vseh izbranih gis(k) 
vektorjev, ki pripadajo bolnikom, pripišemo 
vrednost skupine 1, ZP pa 0
          - v kategoriji "Statistic" izberemo 
"Regression" in "Logistic Regression"
          - kot odvisno spremenljivko vzamemo 
vrednosti, ki z 0 in 1 razlikujejo med zdravimi 
kontrolnimi preiskovanci in bolniki, kot 
neodvisne spremenljivke pa vse izbrane gis(k) 
vektorje
          - MedCalc nam s pomočjo linearne 
regresije, za katero izberemo stopnjo statistične 
značilnosti p<0,05, poda linarni model sestave 
gis(k) vektorjev
          - dobljene koeficiente normiramo kot 
Cinorm= Ci/(sqrt(sum(Ci^2))), kjer gre i od 1 do 
števila gis(k) vektorjev, ki so vključeni v model
          -  z  gis(k) vektorji in pripadajočimi 
koeficienti sestavimo nov vektor (linearna 
kombinacija), ki predstavlja V-vrednosti 
presnovnega vzorca, ki ga določamo
- z določitvijo povprečja in standardne deviacije 
komponent tega vektorja, ki pripadajo ZP 
normiramo celoten vektor kot (x-
mean(ZP))/Stdev(ZP)
- dobimo Z-vrednosti, katere predstavljajo na 
novo pridobljen presnovni vzorec določene 
bolezni
Nekateri od pridobljenih gis(k) vektorjev niso 
povezani s samim presnovnim vzorcem 
določene bolezni, temveč tudi z drugimi 
možganskimi funkcijami ter tehničnimi koraki 
priprave slik - rekonstrukcijskimi algoritmi, 
značilnostmi skenerja. Zato je izbor pravih 
gis(k) vektorjev zelo pomemben. Običajno 
pomembne vzorce prikazuje prvih nekaj 
gis(k) vektorjev. Katere, lahko določimo s 
preverjanjem stopnje statistične značilnosti 
(p-vrednost) razlikovanja med pacienti in ZP s 
Studentovim t-testom. Na koncu izberemo 
toliko vektorjev gis(k), ki imajo p vrednost 
pod željeno mejo (navadno manjši kot 0,001), 
da opišejo približno 50% VAF. Ko te vektorje z 
logistično regresijo kombiniramo dobimo 
potencialni presnovni vzorec za določeno 
bolezen, ki razlikuje ZP od bolnih. 
4. TPR
5. PREVER- 
JANJE 
(VALIDA- 
CIJA) 
VZORCA
- izraženost vzorca pri posameznem bolniku 
določimo z analizo TPR v programu ScanVp (v 
Matlabu: "scanvp")
- izberemo "SSM" analizo, "VOXEL BASED", nato 
pa "TPR" in "C-using reference mean"
- izberemo presnovni vzorec in izbiro potrdimo 
z "Open"
- s klikom na "Select New Image Data"  se nam 
odpre okno, kjer  izberemo vse željene paciente 
in zdrave kontrolne preiskovance in kliknemo 
"DONE"
- kliknemo "MASK" in dodamo zunanjo masko, 
ki jo najdemo v isti mapi kot presnovni vzorec s 
končnico "mask35.img" s klikom na "Open" in 
povprečje "inmean.img" s klikom na "Open"
- sliko logaritemsko transformiramo z 
odgovorom na "Log-transformation the data?" 
"Yes"
- imenujemo datoteko in kliknemo "OK" 
- zavrnemo z-transformacijo z odgovorom na "Z-
transform SSF Scores?" "NO"
- z uvozom v excel iz V-scores pridobimo Z-
scores, kot (x-mean(ZP))/Stdev(ZP)
- osebne vrednosti bolnikov in ZP izrišemo na 
graf, preverimo njihovo prekrivanje
- za preverjanje stopnje razlikovanja med njimi 
izvedemo tudi Studentov t-test za neodvisne 
vzorce
Za določitev izraženosti vzorca pri posamezni 
osebi (osebna vrednost) skalarno pomnožimo 
vektorja s (dvojno centriran vektor 
posameznika) in gis(k) vektor (vektor 
presnovnega vzorca). Osebna vrednost je 
tako ena sama številka (skalar), ki jo 
imenujemo TPR vrednost (ang. Topographic 
profile rating ) in nam pove koliko je vzorec 
izražen pri posamezni osebi. TPR vrednost 
normiramo glede na povprečno vrednost 
izraženosti pri ZP. Za več standardnih deviacij 
kot TPR vrednost odstopa od ZP, bolj je pri 
posamezniku izražen presnovni vzorec in s 
tem bolezen. TPR vrednosti uporabimo za 
nadaljne validacije.
- v kolikor smo uporabili linearno kombinacjo 
gis(k), moramo te najprej združiti v eno s 
pomočjo SPM funkcije "ImCalc", kjer v razdelku 
"Input images" s "Specify..." izberemo 
posamezne komponente("gis_00x.img"), 
določimo "Output Filename: bolezenRP", 
"Output Directory: izbrana mapa" v razdelku 
"Expression" slike v zapisu "iX", kjer je X 
zaporedna številka slike, kot smo jo dodali, 
množimo s koeficienti, ki smo jih pridobili v 
MedCalc z operatorjem ".*" in seštevamo med 
sabo z operatorjem "+"; pri "Options" pustimo 
vse privzete nastavitve("Data Matrix: No", 
"Masking: No implicit zero mask", 
"Interpolation: Trilinear", "Data Type: INT16 - 
signed short"), kliknemo "Run"
- sešteto sliko dobimo v ".nii" formatu in jo  s 
ScAnVP pretvorimo  v "Analayze" format, da 
dobimo datoteko s končnico ".img"
- v Matlabu zaženemo SPM z ukazom "spm"
- v kontrolno okno vpišemo: "slover('basic_ui')", 
odpre se okno za izrisovanje
- izberemo gis(k) vektor, ki nam predstavlja naš 
presnovni vzorec, njegovo kopijo in strukturno 
sliko, ki jo najdemo v instalacijski mapi 
programa SPM z imenom "single_subj_T1.nii" 
- za prvo sliko izberemo funkcijo "Blobs" in 
nastavimo meje od 1 do predvidene
- za naslednjo sliko izberemo "Negative Blobs" 
in nastavimo meje od -1 do predvidene 
- za tretjo sliko izberemo "Structural", "Image 
orientation: Axial" in "slices to display: -34:4:56" 
(pri čemer številke po vrsti pomenijo: z-koord. 
1.prereza; korak med zaporednimi prerezi in z-
koord. zadnjega prereza)
- prikaže se slika  presnovnega vzorca 
Za lažje predstavljanje rezultatov presnovni 
vzorec izrišemo. Preverimo če je povprečna 
izraženost bolnikov višja kot ZP. Če to ni res 
vektor vzorca pomnožimo z -1 in s tem 
enolično določimo barvno skalo izrisa.  Modra 
barva prikazuje znižano presnovo, rdeča pa 
zvišano.
5.1 IZRIS
4. TPR
Pri zankanju ponavljamo več ponovitev 
identifikacije presnovnega vzorca, pri čemer v 
vsaki ponovitvi izberemo naključne bolnike in 
ZP, ki jih vključimo v analizo. Po izbranem 
številu iteracij dobimo izhodni vzorec, ki nam 
prikazuje statistično najbolj zanesljiva 
področja vzorca. Ob izbrani primerni meji 
izrisa in primerjavi teh mej z z-tabelo verjetja 
sklepamo s kakšnim p verjetjem lahko 
zaupamo našem vzorcu.
- za izris ROC krivulje v program MedCalc 
vnesemo osebne vrednosti bolnikov in ZP
- bolnikom pripišemo vrednost vrednost 0, ZP 
pa 1
- Izberemo "Statistic" in "Roc curves" ter "Roc 
curve Analysis"
- kot spremenljivko vzamemo osebne vrednosti 
našega vzorca, kot klasifikacijsko spremenljivko 
pa diagnozo(0,1)
-  program MedCalc nam izriše ROC krivuljo, ki 
nam prikazuje odvisnost občutljivosti in 
specifičnosti vzorca od izbrane meje
Z ROC (ang. Receiver Operating 
Characteristic ) krivuljo prikažemo 
občutljivost in specifičnost presnovnega 
vzorca za razlikovanje med ZP in bolniki. 
Podatek nam pove koliko se vzorca prekrivata 
in ali dobro razlikujeta med bolnimi in ZP.  
5.2 ROC
- analizo izpeljemo s pomočjo ameriškega 
programa OrT_2011
- v programskem okolju Matlab nastavimo pot 
na mapo programa, vtipkamo "PCA_suite_f"
- naredimo dve tekstovni datoteki, v eno 
vpišemo poti do vseh slik oseb(datoteka1), v 
drugo pa številke po vrsti, ki določajo ali je slika 
od bolnika(2) ali ZP(1) (datoteka2)
-  v Matlabovem kontrolnem oknu izbiramo: 
- "Extract/Upload data": "2) Clear current 
workspace and upload new images", naložimo 
datoteko1
- "Excluding baseline condition, how many task 
levels are there?" "0"
- v razdelku "Analysis" izberemo "3)Perform a 
principal component analysis (PCA) on a target 
image array; design matrix optional"
- "Remove mean image from target image data 
during PCA (1==yes/0==no)?" izberemo "1"
- izberemo željene vektorje gis(k) za vključitev
- dopišemo ime in mesto shranjevanja
- pri analizi izberemo nato opcijo "5) Fit linearly 
combined PCA subject expressions against 
linearly combined behavioral variables", 
naložimo datoteko2
- v razdelku "Statistical Inference" izberemo 
"8)Execute a behavioral-fit bootstrap using 
behavioral responses and expressions of PCs", 
izberemo število iteracij
- ko program izračuna vse iteracije nam poda 
rezultat v obliki slike, ki jo shrani v izbrano 
mapo 
- za izris rezultata uporabimo funkcijo 
"slover('basic_ui')" v Matlabu, kjer izris poteka 
na enak način kot v točki 5.1
- ob poznani meji izrisa in podobnosti slike 
originalnem presnovnem vzorcu lahko 
sklepamo s kakšnim verjetjem verjamemo 
posameznim regijam 
5.3 
METODA 
PONOVNE- 
GA 
VZORČENJ
A - 
ZANKANJE
- za preverjanje stopnje korelacije med 
uteženostjo možganskih regij novo 
pridobljenega in referenčnega vzorca (npr. 
ameriškega) najprej v programu SPM5 s 
pomočjo WfuPickAtlasa pripravimo željene 
maske možganskih področij ROI (ang. Region Of 
Interest ) s klikom na področje in potrditvijo
- pripravljene maske koregistriramo s klikom na 
"Corregister: Reslice"
- kot "Image defining space" izberemo 
katerokoli normalizirano in poglajeno sliko 
pacienta, pod "Images to reslice" pa 
pripravljene slike mask
- ostale nastavitve pustimo prednastavljene
- shranimo in pritisnemo "Run"
- ko imamo vse maske pripravljene, odčitamo 
uteženosti možganskih regij presnovnega vzorca 
s pomočjo programa MarsBar
- v Matlab okolju zaženemo z ukazom 
"marsbar" poženemo program MarsBar
- kliknemo: "ROI definition: import: From 
number labelled ROI image" ter izberemo 
predhodno pripravljeno masko s pomočjo 
WfuPickAtlasa
- kliknemo  "Data: Extract ROI data(full 
options)", izberemo datoteko, v kateri imamo 
napisani povprečni vrednosti uteženosti 
možganskih področij (ROI) za določeno 
masko(končnica "_roi.mat")
- za "SPM design" izberemo "No", "Modlity of 
images to scale" izberemo "Other", "No of 
Subjects" izberemo "2" in nato oba željena 
vzorca, ki ju želimo primerjati, "Scalling from 
Raw data" in "scale grand mean" "0"
- kliknemo "Data: Export data", "Export what? 
Summary time course(s) for region(s)" in 
"export to text file" 
- na ta način se nam v izbrani mapi pojavi 
datoteka v kateri imamo napisani povprečni ROI 
vrednosti za določeno masko za oba vzorca, ki 
ju primerjamo
- iz podatkov večih mask sestavimo korelacijski 
graf med obema vzorcema in statistično 
preverimo njuno ujemanje s Pearsonovim 
testom in vrednostjo R
- DRUGI NAČIN: Ko imamo narejene maske s 
pomočjo WfuPickAtlasa izvedemo skalarni 
produkt maske (zapis celotne maske v eni 
vrstici) s tranponirano vrednostjo vzorca, za 
katerega želimo preveriti vrednost v maski
Uteženost možganskih regij določamo, da 
preverimo korelacijo vzorca z že znanim in 
potrjenim vzorcem. Boljša kot je korelacija, 
večja verjetnost je, da našem novo 
pridobljenem vzorcu lahko verjamemo.
5.5 
KORELA- 
CIJA 
OBTEŽI- 
TEV V ROI
- za presnovni vzorec, ki ga uporabljamo za 
validacijo novega, ponovimo TPR analizo za 
bolnike in ZP
- na isti način, kot je opisan pri 5.2 izrišemo v 
excel datoteko tudi osebne vrednosti oseb, 
vključenih v analizo, določene z drugim vzorcem 
(npr. ameriškim)
- naredimo korelacijo med osebnimi 
vrednostimi novo pridobljenega vzorca in že 
potrjenega presnovnega vzorca za iste osebe
- korelacijo preverimo s Pearsonovim testom, ki 
nam poda R vrednost korelacije in zanesljivost p
Za validacijo našega vzorca preverjamo 
korelacijo med na novo pribljenimi osebnimi 
vrednostimi in osebnimi vrednostimi istih 
oseb, pridobljene z drugim, že poznanim 
vzorcem (npr. ameriškim).
5.4 
KORELA-
CIJA 
IZRAŽE- 
NOSTI 
VZORCEV
Ko gre vzorec, določen v razdelku 3.2 IZBOR 
SIGNIFIKANTNIH VEKTORJEV skozi cel 
postopek validacije ga ponovno preverimo s 
klinično informacijo o bolezni in ob ujemanju 
razglasimo pridobljen vzorec za značilni 
presnovni možganski vzorec določene 
bolezni.
- z odprtim programom ScanVp vpišemo v 
matlabovo okno "vp_giscorr"
- v novo odprtem oknu izberemo vzorca katera 
želimo primerjati
- izberemo "yes", "0.0"
- izriše se graf primerjave v voxlih
- če želimo lahko predhodno oba vzorca 
normiramo in omejimo s pomočjo "ImCalc" v 
SPM, tako, da ne vsebujejo vrednosti okoli 
izhodišča (v ImCalc v programu SPM  izberemo 
sliko, ki jo želimo normirati, pod funkcijo za 
izračun pa: i1.*(i1<-0.5)+i1.*(i1>-0.5), ko 
izračuna s pomočjo "convert" v ScanVp to 
pretvorimo nazaj iz Nifti formata v Analyze)
En način validacije je tudi, da na novo 
pribljeni vzorec in pa že obstoječi vzorec 
primerjamo v vrednosti v vseh voxlih slike.
5.6 
PRIMERJA- 
VA V 
VOKSLIH
- za preverjanje stopnje korelacije med 
uteženostjo možganskih regij novo 
pridobljenega in referenčnega vzorca (npr. 
ameriškega) najprej v programu SPM5 s 
pomočjo WfuPickAtlasa pripravimo željene 
maske možganskih področij ROI (ang. Region Of 
Interest ) s klikom na področje in potrditvijo
- pripravljene maske koregistriramo s klikom na 
"Corregister: Reslice"
- kot "Image defining space" izberemo 
katerokoli normalizirano in poglajeno sliko 
pacienta, pod "Images to reslice" pa 
pripravljene slike mask
- ostale nastavitve pustimo prednastavljene
- shranimo in pritisnemo "Run"
- ko imamo vse maske pripravljene, odčitamo 
uteženosti možganskih regij presnovnega vzorca 
s pomočjo programa MarsBar
- v Matlab okolju zaženemo z ukazom 
"marsbar" poženemo program MarsBar
- kliknemo: "ROI definition: import: From 
number labelled ROI image" ter izberemo 
predhodno pripravljeno masko s pomočjo 
WfuPickAtlasa
- kliknemo  "Data: Extract ROI data(full 
options)", izberemo datoteko, v kateri imamo 
napisani povprečni vrednosti uteženosti 
možganskih področij (ROI) za določeno 
masko(končnica "_roi.mat")
- za "SPM design" izberemo "No", "Modlity of 
images to scale" izberemo "Other", "No of 
Subjects" izberemo "2" in nato oba željena 
vzorca, ki ju želimo primerjati, "Scalling from 
Raw data" in "scale grand mean" "0"
- kliknemo "Data: Export data", "Export what? 
Summary time course(s) for region(s)" in 
"export to text file" 
- na ta način se nam v izbrani mapi pojavi 
datoteka v kateri imamo napisani povprečni ROI 
vrednosti za določeno masko za oba vzorca, ki 
ju primerjamo
- iz podatkov večih mask sestavimo korelacijski 
graf med obema vzorcema in statistično 
preverimo njuno ujemanje s Pearsonovim 
testom in vrednostjo R
- DRUGI NAČIN: Ko imamo narejene maske s 
pomočjo WfuPickAtlasa izvedemo skalarni 
produkt maske (zapis celotne maske v eni 
vrstici) s tranponirano vrednostjo vzorca, za 
katerega želimo preveriti vrednost v maski
Uteženost možganskih regij določamo, da 
preverimo korelacijo vzorca z že znanim in 
potrjenim vzorcem. Boljša kot je korelacija, 
večja verjetnost je, da našem novo 
pridobljenem vzorcu lahko verjamemo.
5.5 
KORELA- 
CIJA 
OBTEŽI- 
TEV V ROI
6. POTRDITEV 
PRESNOVNEGA 
VZORCA
Dodatek B
Avtomatizacija protokola
Zbrano sosledje korakov, ki jih moremo izvesti, da identificiramo značilni presnovni
možganski vzorec je prikazano v shemi na slikah B.1 in B.2.
Najprej izberemo skupini ZP in bolnikov z določeno boleznijo in pridobimo nji-
hove FDG-PET slike, rekonstruirane z rekonstrukcijskim algoritmom, ki se upo-
rablja v klinični praksi, v DICOM formatu. Slike z MRIConvert1 pretvorimo v
primeren format, SPM Analyze, za nadaljno analizo. Nadaljujemo s predprocesi-
ranjem slik, tako da jih s pomočjo SPM programa2 registriramo s predpripravljeno
sliko PET template.nii in pogladimo z Gaussovim filtrom s širino 10 x 10 x 10 mm
FWHM.
Kot kontrolo postopka izvedemo test posameznika s skupino ZP in slike preverimo
za artefakte. S pregledanimi slikami nadaljujemo v korak, kjer v programu ScanVp
3 izvedemo SSM/PCA analizo s pragom nastavljenim na 35 % in logaritemsko trans-
formacijo.
Kot izhodno datoteko dobimo tabelo velikosti števila oseb za identifikacijo in prvih
16 lastnih vektorjev e(k) s pripadajočimi lastnimi vrednostmi. Osebe za identifika-
cijo razdelimo na ZP in bolnike ter za določitev razlikovanja naredimo Studentov
t-test za neodvisne vzorce, ki nam poda p vrednost razlikovanja.
Izberemo vse lastne vektorje, ki zadostijo pogojem:
- opisuje posamezen e(k) vsaj 5% VAF
- opisuje seštevek e(k) približno 50% VAF
- p vrednost signifikantno razlikuje med skupinama ZP in bolnikov.
Vsi vektorji, ki ustrezajo tem pogojem predstavljajo nabor lastnih vektorjev e(k),
ki so potencialni kandidati, da prikazujejo bolezensko odvisen vzorec. če je takih
vektorjev več kot en sam s pomočjo logistične regresije tvorimo njihovo linearno
kombinacijo, ki predstavlja naš identificiran vzorec.
Izberemo pripadajoči gis(k) vektor v prostoru vokslov, ki ustreza izbranemu e(k) oz.
linearni kombinaciji, ki predstavlja vzorec. Ta gis(k) predstavlja vzorec bolezni.
Vzorec moramo še validirati, kar naredimo s pomočjo izrisa vzorca in preverbe
s klinično sliko, izrisom krivulj ROC, določitvijo stabilnosti z metodo ponovnega
vzorčenja - zankanjem in pa primerjavo z že validiranim vzorcem.
če vzorec ne zadosti vsem validacijam, še enkrat preverimo korak analize, kjer smo
izbrali kombinacijo ustreznih lastnih vektorjev.
1http://old-lcni.uoregon.edu/ jolinda/MRIConvert/
2https://www.fil.ion.ucl.ac.uk/spm/
3https://feinsteinneuroscience.org/imaging-software/
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Dodatek B. Avtomatizacija protokola
Vsi koraki so zbrani na diagramu, kjer modra polja ustrezajo osnovnim korakom
analize, zelena pomembnim ročno izbranim podatkom v analizi, rdeča pa korakom,
kjer preverjamo ustreznost.
Slika B.1: Avtomatizacija protokola - osnovni koraki
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Slika B.2: Avtomatizacija protokola - bolj podroben opis korakov izbora signifikan-
tnih lastnih vektorjev.
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