Abstract-Recent studies have shown that multi-step optimization based on Model Predictive Control (MPC) can effectively coordinate the increasing number of distributed renewable energy and storage resources in the power system. However, the computation complexity of MPC is usually high which limits its use in practice. To improve the efficiency of MPC, in this paper, we apply a distributed optimization method to MPC. The approach consists of a partitioning technique based on spectral clustering that determines the best system partition and an improved Optimality Condition Decomposition method that solves the optimization problem in a distributed manner. Results of simulations conducted on the IEEE 118-bus system show that the distributed MPC problem can be solved significantly faster by using a good partition of the system and that this partition is applicable to multiple time steps without frequent changes.
I. INTRODUCTION
With an increasing number of intermittent energy resources and storages integrated into the power system, the question that arises is how to optimally coordinate these resources to overcome the uncertainty introduced by the intermittent resources and the inter-temporal coupling of storages. Multi-step optimization approaches based on Model Predictive Control (MPC) have been proposed to address this challenge by determining the optimal states of the controllable devices with a look-ahead scheme that accounts for the temporal characteristics of both intermittent resources and storages [1] - [3] . Such MPC-based approaches can effectively coordinate the intermittent resources and storages, hence reduce the total generation cost over a certain period of time.
However, the MPC approach is computationally expensive since the problem size grows drastically as the optimization horizon increases. Such computation complexity restricts the practical use of MPC because no control actions can be taken if an MPC problem is not solved within the required amount of time due to the lack of computation capability or storage capacity at the central computation entity. To address this issue, distributed MPC has been studied and applied to various applications [4] - [7] , where one common approach is to use decomposition techniques to decompose the optimization problem into subproblems that can be solved in parallel [3] , [8] , [9] with only a small amount of data shared among neighboring regions to achieve the overall optimality of the entire system.
While distributed approaches can alleviate the centralized computational burden, most decomposition methods are iterative and generally take many iterations to converge. However, it has been observed that the speed of decomposition methods is greatly dependent on the system partitioning; i.e., where the boundaries between different control regions are drawn. This needs to be defined properly before the implementation of any distributed methods is done [10] . Based on this observation, a partitioning method based on spectral clustering has recently been proposed that determines the best partition of a system such that the decomposition method can converge in fewer iterations when using the determined partition [11] .
To improve the efficiency of the MPC approach, in this paper, we apply this partitioning method in conjunction with an extended Optimality Condition Decomposition technique [12] , [13] to solve a multi-step AC OPF problem. Specifically, we optimize the usage of the wind generation and minimize the total generation cost over a 24-hour time period by optimally setting the charging/discharging status of the storages. While we employ a similar problem formulation as in [3] , the focus of this paper is very different and it contributes to existing work in the following two aspects. First, we show that the efficiency of the distributed MPC can be significantly improved by using a good partition of the system. Such efficiency gain can be very beneficial for the integration of renewable resources in practice. For example, if an MPC problem can be solved in shorter time, the calculation can start closer to the dispatch time (e.g., an hour or two ahead of time) when the wind forecasts are more accurate compared to day-ahead forecasts. Moreover, a faster distributed method provides more capability to handle MPC problems with longer time horizons or higher time resolutions. Second, different from [11] where the best partition of the system is computed and evaluated for a single time step, we demonstrate in this paper that the same partition can be used for solving the MPC problem for multiple time steps, which eases the practical use of distributed MPC as the partition of the system does not need to be changed frequently. Apart from AC OPF, the proposed approach can also be applied to solve similar multi-step optimization problems in a distributed fashion as well.
The rest of the paper is organized as follows: In Section II, the multi-step AC OPF problem is formulated and a distributed problem formulation is also given. In Section III, the partitioning method and the decomposition method used in this paper are presented. Section IV quantifies the effectiveness and efficiency of the proposed approach through simulations using the IEEE 118-bus test system. Finally, Section V concludes the paper and proposes possible future directions.
II. PROBLEM FORMULATION
In this section, the centralized multi-step AC OPF problem is first formulated including wind generation and storages, and its formulation in the distributed form is then given. Figure 1 shows an example of the wind and load data for a 24-hour period obtained from the Bonneville Power Administration at a 10-minute increments. As seen from Fig. 1 , the wind generation at different times of the day is usually random and it is possible that the wind generation is high while the demand of the system is low. Hence, to reduce the generation cost at the peak demand, the procedure is to store the excessive energy generated by the cheap generators during the time when the wind generation can serve most of the system load and use the stored energy when the demand is high. With this purpose in mind, we formulate a multi-step AC OPF problem where the objective is to minimize the total generation cost of non-renewable generations over a finite time horizon. It is assumed that the wind generation must be consumed when available, hence it can be treated as negative load at the bus where the wind generation is placed. The overall multi-step AC OPF problem at time step T is formulated as follows: 
for t = {T, . . . , T + N − 1} and j = {1, . . . , B}. N , B and G denote the length of optimization horizon, the number of buses and the number of generators, respectively. a i , b i , c i are the cost parameters of generator i. P Gi and Q Gi denote the active/reactive power output of generator i, and P Wj denotes the active power generated by wind at bus j. P Dj and Q Dj denote the active/reactive load at bus j. P Inj , P Outj and E j denote the power injected into/drawn from storage and the energy level in the storage at bus j, respectively. V j is the voltage magnitude of bus j, θ jk is the difference of voltage angles between bus j and bus k, and I jk is the current flowing on the line from bus j to bus k. sbl , η c and η d are the standby loss, charging and discharging efficiency of the storage. Ω j and Λ j denote the set of buses and generators connected to bus j, respectively. Equations (1b) and (1c) are the active and reactive power flow balances at each bus. Equation (1d) corresponds to the intertemporal constraints on storages, (1j) reflects the line thermal limits and all other constraints denote the upper and lower limits on the variables. Apart from the constraints explicitly given above, the voltage angle at the slack bus is set to zero and the voltage magnitudes at generator buses are set to pre-determined values. As a standard procedure in MPC, the solution found for the first time step is applied once the overall problem is solved. Then the optimization time horizon is shifted by one time step and the optimization problem is formulated and solved for the next time step.
In the following, we formulate the problem (1a) to (1j) in a distributed fashion by grouping the variables into sets that correspond to different subproblems. Such a formulation will facilitate the implementation of decomposition methods, which will be explained in Section III-A. Note that the geographical decomposition of the problem is considered in this paper where there is a subproblem associated with each area. The reformulated optimization problem as a function of these sets of variables for a total of K areas is given by
where x k includes the variables assigned to subproblem k and f k denotes the objective function associated with the k-th subproblem. Constraints (1b) to (1j) are represented in a compact form by constraints (2b) and (2c). Constraints (2b) denote the coupling constraints as they contain variables from multiple subproblems and (2c) denote the non-coupling constraint as they only contain variables from one subproblem. In the considered OPF problem, the coupling constraints include the power flow balances at the buses placed at the boundaries of the areas and the thermal limits on tie lines connecting different areas, while all other constraints are considered as non-coupling constraints.
The inequality constraints in (2b) and (2c) are handled with an Interior Point method.
III. PARTITIONING AND DECOMPOSITION
In this section, the two major methods used in our distributed optimization approach are introduced: 1) the partitioning method that determines the best geographical partition of the power system and 2) the decomposition method, namely, the Optimality Condition Decomposition method with Correction terms (OCD-C) that solves the OPF problem in a distributed fashion based on the partition determined using 1).
A. Decomposition Method 1) Optimality Condition Decomposition: Before introducing OCD-C, the general OCD method [12] , [13] is presented. To solve (2a)-(2c), one general approach is to derive the Lagrangian function which is denoted as L and find the solutions to satisfy the KKT conditions. Denoting all the variables that need to be determined (including the Lagrange multipliers) by y and solving for the KKT conditions using the Newton-Raphson approach, the aforementioned procedure is equivalent to solving the following equations to get the update of variables ∆y at each iteration:
where
Here, the variables y are grouped according to subproblems and the indices in y 1 , ..., y K indicate to which subproblem the variables belong. H is the Hessian matrix of the Lagrangian function of the overall optimization function with the variables rearranged according to the subproblems they are assigned to. All the elements in the right-hand-side vector of (3) have to be equal to zero at optimality. Notice that the subproblems are coupled by the non-trivial off-diagonal blocks H km (where k = m) in H, which does not allow independent solutions of ∆y 1 to ∆y K . Hence, to decouple the subproblems, OCD takes an approximate Newton step by setting the off-diagonal block elements in H to zeros [13] and then solving (3). Consequently, each area can carry out the following Newton-Raphson step independently
and update its variables according to y k ← y k + ∆y k . Then the updated values of variables are shared among subproblems to enable the next iteration of calculation. Note that only a small number of the updated variables need to be exchanged between neighboring areas, namely the voltages of the buses placed at the boundaries, the Lagrange multipliers associated with the power flow balances at those buses and the multipliers associated with the tie line thermal limits.
2) OCD with Correction Terms: Due to the fact that the updates of variables in OCD neglect the coupling between subproblems, the iterates deviate from the centralized approach which results in more iterations until convergence. To alleviate this problem, an extended OCD with additional correction terms, namely, OCD-C is proposed and applied to various case studies [3] , [10] , [11] . In OCD-C, the correction terms is added to the right-hand-side of (7) which results in the following updates of variables:
Here,r k is the correction term and it can be calculated bŷ
where each term in the summation can be calculated in one subproblem m and sent to subproblem k. The detailed derivation of (9) and the convergence criterion of OCD-C can be found in [11] which shows that OCD-C can converge to the same solution as the centralized approach if the convergence criterion is fulfilled. As H km and r k are both sparse, the correction term only contains few non-zero terms which results in little additional information to be exchanged. However, by adding the correction term, OCD-C generally converges in notably fewer iterations than OCD and is used in this paper instead of OCD in the simulations.
B. Power System Partitioning
To improve the time efficiency of decomposition methods, a partitioning method based on spectral clustering was proposed in [11] to determine a good partition of the system. In essence, the developed partitioning method defines an affinity metric for measuring the computational coupling between buses based on the formulation of the considered optimization problem and groups the strongly computationally coupled buses into one subsystem. This is based on the premise that weaker couplings lead to less mutual impact among the subsystems, thus leading to faster convergence of the decomposition methods. In the following, we present the rationale and key steps of the partitioning method, while more details can be found in [11] .
As mentioned before, we first define an affinity metric between any two buses that measures or represents their computational coupling. The notation H sys is used to denote the Hessian matrix of the overall Lagrangian function with variables ungrouped. We take advantage of the fact that if any entry H i,j in H sys is nonzero, this is an indication that the two variables with indices i and j are coupled; i.e., the updates of these two variables will appear in the same equation, hence, they directly affect each other. The larger the absolute value of H i,j , the stronger the coupling. Furthermore, it is assumed that the variables associated with one bus such as the voltage angle, the voltage magnitude and Lagrange multipliers should be assigned to the same subproblem. Hence, the affinity between any two buses is acquired based on the summation of all the absolute values of the elements in H sys that are associated with these two buses. Again, a larger affinity denotes a stronger computational coupling. Specifically, the affinity metric A m,n between any bus m and bus n is calculated as follows:
where Y m,n is the (m, n)-th element in the admittance matrix, and S m and S n denote the sets of the indices of the variables associated with buses m and n, respectively. After the affinity metric is calculated, the spectral clustering technique [14] is applied which groups the buses based on the affinity among the buses. In this work, we pre-define the number of areas but then determine which bus should be assigned to which area. Note that: 1) the partition of the system only affects the assignment of variables into subproblems in the computation, but does not affect the physical structure of the power system; 2) the partition of the system does not affect the exact solution of the optimization problem but only affects the time that decomposition methods take to converge to the solution; 3) the H sys used in the calculation is evaluated at the optimal point which could be different depending on operating points. For the MPC problem, the operating point changes with the time step as the load and wind generation vary during a day. However, it will be shown in Section IV-C that the partition of the system once determined is applicable to multiple time steps, hence does not need to be changed frequently. A simple explanation for this is that the affinity between buses is calculated mainly based on the line admittance, the voltage magnitude, the sin and cos of the differences between two bus angles, and the Lagrange multipliers for power flow and line thermal constraints, which do not change dramatically as the operating point changes if there is no severe line congestion. In Section IV-D, it will be further discussed how to choose the operating point for applying the partitioning method and handle the scenarios where there are different lines becoming congested.
IV. CASE STUDY
The distributed MPC approach is tested on the IEEE 118-bus test system, with a wind generator located at Bus 19 and a storage device located at Bus 70. In this section, we will present two sets of simulation results. First, the results using different time horizons are compared, which show the benefit of the MPC approach in terms of reducing the generation cost and the ramping of the generators. Next, the convergence speeds of the decomposition method for different partitions are compared, which demonstrates the importance of system partitioning and the fact that the previously developed partitioning method can be effectively applied to the MPC problem to enable an efficient implementation of the distributed approach.
A. Simulation Setup
The simulations are run in Matlab on an iMac with 3.2GHz Intel Core i5 and 8GB memory. The storage device has a roundtrip efficiency of η c · η d = 0.95%, standby loss of 0.005 p.u.·10-minute and maximum capacity of 1.0 p.u.· 10-minute. The wind and load data in Fig. 1 is used. The simulations were run for a 24-hour period using the time horizons of N = 1, 3, 6 and 9 with the time interval of 10 minutes, which correspond to no horizon, 30-minute, 60-minute, and 90-minute horizon, respectively. As the longest time horizon is 90 minutes and there are in total 144 time intervals over the 24-hour period, a total of 135 time steps are simulated using the available data. A multi-step AC OPF problem is solved at each time step. For comparison, the centralized optimization which uses Interior Point in combination with Newton Raphson to update variables is also simulated. Convergence is achieved if the norm of all the mismatch between the constraints is lower than 10 −3 . The same starting point and convergence criterion are used for the OCD-C method with different partitions and the centralized approach. Note that the OCD-C always converges to the same solution as the centralized approach regardless of what partition is used.
B. Impact of the Optimization Horizon
In this section, we evaluate the impact of the length of the optimization horizon. Figure 2 shows the optimal storage energy level with different time horizons denoted by N . It is clear that the utilization of the storage increases as the time horizon increases. The benefit of optimizing the usage of the storage is demonstrated in Table I which shows the total generation cost and the total generator ramping over a 24-hour period with different horizons. Again, as the time horizon increases, both the generator ramping and the generation cost decrease. Even though the generator ramping is not included as a hard constraint in the optimization problem, it has been reduced as the utilization of the storages smoothes out the fluctuations in the load. These results indicate that the MPC approach can effectively integrate the wind generation and storages especially with a longer time horizon. However, this does not indicate that one should extend the time horizon as long as possible, due to the fact that the problem size increases with the length of the time horizon. Hence, it takes more time and computation resources to solve the MPC problem with a longer time horizon. Besides, the forecasted wind and load data might not be available for a long time horizon at the required resolution. Overall, the choice of the length of the time horizon depends on specific applications and the computation capability and is beyond the scope of this paper.
C. Impact of Partitioning
In this section, we focus on the efficiency of the distributed MPC approach and show that a good partition of the system is the key to efficiently implementing decomposition methods. To evaluate the performance of decomposition methods, two metrics are used, namely, the number of iterations n and the convergence time t. The convergence time is an approximation of the time spent on solving the subproblems in parallel. Specifically, t = n · (max{t 1 , t 2 , ..., t K }) where t k , k = 1, ..., K denotes the time spent on solving the kth subproblem at each iteration, which is assumed not to change much over iterations because the subproblem size stays the same. The time spent on information exchange is not accounted for in the current simulation, but will be investigated in future works. A smaller k and t denote a better partitioning of the system as the objective of the partitioning method is to reduce the iterations and computation time until convergence.
For the 118-bus system, two partitions are used for the decomposition of the problem as shown in Fig. 3 . "SP Partition" denotes the best partition determined by the spectral partitioning technique presented in Section III-B, while "Arbitrary Partition" denotes a geographical partition of the system which is likely to be chosen if one determines the partition only by observing the diagram of the system. The best partition is found at the operating point of the base load level with N = 1. This partition is applied to solving the MPC problem at all time steps, which, as will be shown later, is also good for solving the MPC problem with an increased time horizon. Note that the spectral partitioning method can be applied to find a partition of the system with more than two areas. In practice, the choice of the number of areas depends on the computation and communication resources available in the system, while interested readers are referred to [15] for a more detailed discussion on this issue.
The average, median and maximum number of iterations until convergence of OCD-C using the two different partitions are shown in Table II and compared with the centralized approach. As shown in Table II , using SP Partition will lead to significantly reduced iterations compared to the arbitrary partition. Note that decomposition methods would always take more iterations than the centralized method due to the fact that only partial information of the system is available at each subproblem and frequent information exchange needs to be made to achieve the overall optimality.
In terms of the actual computation time, the average convergence time is shown in Table III . It is worth highlighting that the average convergence time using SP is even lower than the centralized approach, which shows that one can expect an efficiency gain of distributed approaches if the partition is chosen properly. Note that the sparsity of the matrices is exploited in the simulation to speed up the calculation, which works more to the advantage of the centralized approach where the matrices involved in calculations are relatively sparser. Hence, it is fairly impressive that the distributed MPC approach achieves a comparable time efficiency to the centralized approach if a good partition is used. Now, to evaluate the robustness of the partition with respect to multiple time steps, the convergence time with the time horizon N=9 over all time steps are shown in Fig. 4 . Note that for time step 1 to 13, a tie line associated with the best partition becomes congested, which, however, does not affect the convergence time of the OCD-C method much. In other words, the best partition is robust for all time steps even when line congestion occurs. However, there could be cases where the convergence performance of the decomposition method degrades once the tie line constraints become binding due to the increased computational coupling between the areas that the tie line connects.
D. Further Discussions
Here, we provide insights into how one can determine the partition of a system for different time steps when the load levels vary heavily over the considered simulation time frame. Since the best partition performs well for a fairly large range of load levels, one can find the best partition at the load level that occurs during most of the day. When the tie lines associated with the best partition are not severely congested as in the considered case, the best partition can be applied to all time steps. When the tie lines become severely congested, the partitioning method can be applied for that particular operating point to find a new partition. Overall, due to the robustness of the best partition, it can be expected that the computation effort spent on determining the partition of the system is quite low because the partition only needs to be computed for a few operating points with different line congestion scenarios. Finally, we would like to comment on the scalability of the proposed approach. It has been shown in [11] that the OCD-C method can be applied to solve the AC OPF problem on a 1412-bus system with mild coupling between regions. However, there are situations for which the convergence criterion of OCD-C can not be fulfilled, namely, when the physical structure of the system is such that the coupling between regions is strong even with a good partition of the system. One way to address this issue is to use a pre-conditioner for the OCD-C method [12] which requires some centralized coordination. Another way is to use a different decomposition method, e.g., ADMM [16] , as the proposed partitioning method has been shown to work effectively also for ADMM. Simulations have been carried out for the Polish 2383-bus system to solve the AC OPF problem in a distributed manner [15] , which can also be extended to solve the multi-step AC OPF problem.
V. CONCLUSIONS
In this paper, we applied a partitioning method in conjunction with a decomposition technique to solve a MPC-based multistep AC OPF problem in a distributed manner, which results in an effective integration of the wind generation and the storage device. Through simulation results, we showed that by determining a good partition of the system using the presented partitioning method, the efficiency of the decomposition method can be significantly improved. In particular, the computation time using the proposed distributed approach is shorter compared with the centralized approach. Furthermore, the best partition of the system is applicable to a wide range of time steps. The proposed distributed optimization approach can also be used for solving other general multi-step optimization problems, which provides a useful tool in the planning and management of power systems.
For future work, we plan to investigate how the information exchange involved in the distributed optimization can be implemented in real systems and how the associated communications latency affects the overall efficiency of decomposition methods.
