We have developed a system to classify cellular forms of fusion proteins with an enhanced yellow fluorescent protein (EYFP) into subcellular compartments using images by a fluorescent microscope. The system aims at image classification to accommodate the multiplicity of cellular forms. The cellular forms automatically searched for in the images are classified with excellent reliability using statistical pattern recognition. The patterns are extended models of the cellular forms which are the result of protein localization as seen in seven standard subcellular compartments, including in the apoptosis and the overexpression. The image itself is classified by the majority of cellular forms it contains so as to reflect the characteristics of cell population, rejecting cellular forms with low reliability and in the apoptosis. We have found that our system is 97.9% accurate in classifying cellular forms into subcellular compartments.
Introduction
Functional genomics promises to make it possible to understand the relation between sequence and function. A crucial requirement of functional genomics is the ability to determine the locations of gene products within the cell, to provide vital clues about their roles in vivo. The locations of gene products can be visualized by generating tagged proteins that are expressed in the cells and localized via the tag without antibodies for the gene products. Location can be determined by applying pattern recognition to cell images acquired using a fluorescent microscope. We have developed an integrated system for image classification for genomic function analysis in cells (I-GENFACE). The system acquires digitized microscopic images of DNA-transfected cells in order to analyze visible characteristics such as protein localization and morphological change. A detailed description of the system was reported previously [1] .
We have had to overcome a number of problems in system development. One of them was classification of protein-localization images, in which there appeared to be various cellular forms of a fusion protein within cells transfected by a DNA. The DNA transfection influences the number and variety of cellular forms as there is an enormous difference in the degree of transfectability of cells.
For distinguishing the subcellular locations of proteins using immunofluorescence microscopy, various approaches have been proposed using neural networks [2] [3] . This work aimed at distinguishing the cellular form of each cell that the researchers had selected. However, I-GENFACE can work with images where there appear to be a number of cellular forms and classify them automatically. Our system identifies the subcellular compartment as the location of the protein produced by the DNA transfected into the cells using images automatically acquired by a fluorescent microscope.
In this paper, we propose image classification to accommodate the multiplicity of cellular forms. After a variety of cellular forms is shown, we describe improved feature extraction and recognition with reliability belonging to each compartment. Then, experimental results are shown to confirm effectiveness of the proposed image classification.
Trial Data
The long-range goal of I-GENFACE is automated classification of the cellular forms of proteins expressed in cells transfected with novel human cDNA clones. In the ongoing development of I-GENFACE, cells are transfected not with cDNA clones but with proven vectors to properly label subcellular compartments with fluorescent proteins.
In this study, seven standard subcellular compartments of organelles were selected --endoplasmic reticulum (ER), Golgi complex (GOL), plasma membrane (MEM), mitochondrion (MITO), nucleolus (NUC), peroxisome (PER), and cytoplasm (CYTO). Human HeLa cells were transfected with pEYFP-ER, pEYFP-Golgi, pEYFP-Mem, pEYFP-Mito, pEYFP-Nuc, and pEYFP-Peroxi (BD, Franklin Lakes, NJ, USA). These vectors encoded a fusion protein consisting of an enhanced yellow fluorescent protein (EYFP) and a protein targeting each of the selected subcellular compartments, respectively, except that a special vector for CYTO which was compiled to encode a fusion protein consisting of EYFP and one of the mitogen-activated protein kinase signaling cascade genes, MEK3, and was transfected into human HeLa cells. The transfected cells were incubated for 24 hours in one well of plates every vector. The plates were set on the stage of the IX71 fluorescent microscope (Olympus Corp., Tokyo, Japan). In each well, the cells were captured by a CCD camera at an objective magnification of 20× and digitized into 520 696 × pixels with 65536 gray levels. Examples of the acquired microscopic images are shown in Figure  1 . There are both focused and unfocused cells at different levels of protein contents. Cells which were induced into apoptosis by transfection are observed in Figure 1 . Figure 2 shows how changes in the level of protein contents relate to changes in the cellular forms of protein in peroxisome. The cellular forms in overexpression such as in Figure 2 (b) and (c) can be seen in Figure 1 (b). Even to determine what subcellular compartment a single fusion protein is localized in, familiarity with the multiplicity of cellular forms is required for correct classification.
Cellular forms of proteins to properly label the selected subcellular compartments are shown in Figure 3 . There is always the possibility that cellular forms ER, MITO, and PER; ER, PER, and CYTO; GOL, MEM, and NUC; MEM and PER; and MITO and PER can be easily confused in observation. Typical cellular forms of a single fusion protein to label peroxisome are recognized as a pattern in (a). As the level of protein contents is advanced, the patterns change to (b) and (c).
(a) (b) (c) Figure 4 shows the process of automated image classification. Cellular forms are automatically searched for in the images acquired from each well of plates under the fluorescent microscope.
Automated Image Classification

Overview
A focal point is determined in the cellular form [1] [4] . (See Figure 5 (c).) A set of features is extracted from a square area around the focal point to reduce the area of the cellular form to a feature vector. The feature vector is used for pattern recognition instead of the cellular form. In order to classify the image into subcellular compartments with proteins, first each of the cellular forms in the image is classified as resembling one of the patterns chosen as models of the cellular forms.
Next, as correspondence to the DNA transfected into the cells in the well, the image is classified into subcellular compartments.
Our initial idea for accommodation to the multiplicity provided the subspace method [5] based on principal component analysis for I-GENFACE. Our present idea provides improved accommodation by encorporating the following four ideas. One is that two features are added to the set of features for geometric structure analysis. The second idea is that the patterns are extended to apply to protein localization, including cellular forms in the apoptosis and the overexpression in PER. The third idea is that the reliability of recognition of cellular forms is calculated and cellular forms with low reliability are rejected. Furthermore, cellular forms recognized as being of the pattern in the apoptosis are rejected and also those distinguished as the overexpression are integrated into PER. The fourth idea is that the image itself is classified by the majority of the cellular forms it contains. The improved accommodation to the multiplicity brings an approach to image classification, which is based on selecting by reliability, rejecting apoptosis, integrating PER, and classifying by the majority of cellular forms in the image.
Feature Extraction
For segmentation of cellular forms, our operators have measured the average cell-size in acquired images. A form-image is defined as the average cell-size square centered at the focal point. A set of features is extracted from the form-image, which consists of 41 features, adding 2 features to the 39 features that were confirmed useful in our previous work [1] [4] . Those 39 features were composed of five categories--gray-level value, edge element, geometry, texture, and run-length. However, past studies suggest that this set of features is inadequate to analyze the geometric structure of cellular forms. In this study, the physical concept of the center of gravity is introduced.
In the cellular-form search process of I-GENFACE, a focal point is obtained as a position whose correlation coefficency is the local maximum in the convolution image of matching an image with a protein-free cellular-form model, which is the first-order component of the results of principal component analysis of sub-images in training images. The sub-image is a square covering the outside of a form-image. In other words, the focal point is a representative of the cellular form, as in the protein-free cellular-form model. The geometric structure can be characterized using the center of gravity. Two features are added in order to distinguish between such cellular forms as CYTO and PER, especially the forms shown in Figure 2 (b). One is deviation of the center of gravity in the whole body of the cellular form. The first added feature is calculated as
is a form-image with a two-dimensional array whose element is a gray-level value at a pixel of ) , ( y x , ) , ( The other is the intensity difference between the area surrounding the center of gravity and the background of the cellular form. Let M be a set of points surrounding the center of gravity in a form-image. The area surrounding the center of gravity can be defined as
The average of intensity in the surrounding area is given as
where K is the total number of points in M . Let B be a set of points in the background of the cellular form segmented using a threshold by discriminant analysis. The average of intensity in the background is given as
where H is the total number of points in B . The second added feature is the ratio of both average intensities as b g i i / . After feature extraction, the form-image is converted into a 41-dimensional feature vector.
Pattern Recognition with Reliability
As there is always the possibility that cellular forms will be confused by simple observation, reliability is a key requirement in pattern recognition. The degree of reliability is governed by the probability of belonging to a class of the patterns. According to the subspace method, our previous work adopted, an eigenspace was constructed for each class of the patterns in training form-images. (See 4.) However, it is impossible to comprehensively evaluate recognition of each class because the eigenspaces are independent of each other. In this study, an eigenspace is constructed for merging all classes by all the patterns of training form-images.
The well-known eigenstructure decomposition of all features obtained from all training form-images provides an eigenspace with principal axes for recognition. The features are scattered over the eigenspace, and then an average vector Μ i is calculated for class i as ) , , , (
is the average of the feature of the k -th order component of the results of principal component analysis and K the dimension of the eigenspace. An unknown feature vector x is mapped to a vector ) , , , (
in the eigenspace. In order to determine the degree of reliability, the Mahalanobis distance between the unknown vector Χ x and the average vector of each class Μ i is calculated. Let i Σ be the variance-covariance matrix for the vectors of class i . The Mahalanobis distance in the eigenspace with dimension K is defined as
is chi-squared distributed with N degrees of freedom. Therefore, the values of the Mahalanobis distance with dimension K will be approximately chi-squared distributed with K degrees of freedom. Here, it is assumed that unknown vectors follow normal distribution. Let K i x p be the probability that unknown feature vector x belongs to class i . According to the probability density function of chi-squared distribution, the probability is given as
, where K is the degree of freedom and Γ the gamma function to generalize the factorial function to real numbers. It is recognized that the unknown feature vector x belongs to class i with reliability K i x p , therefore the unknown feature vector is recognized as belonging to the class with the highest reliability for all the classes.
Experiments and Results
The acquired microscopic images were 1120 images with 160 images for each subcellular compartment ER, GOL, MEM, MITO, NUC, PER, and CYTO. Half of them, 560 images with 80 images for each, were training images and half input images for classification.
Classification was performed on a PC system (CPU: Intel ® Pentium ® 4, Clock: 1.7 GHz, RAM: 512MB). The images were enhanced with a minimum-maximum contrast stretch, which took the lowest and highest existing gray-level values in the image and reallocated them to the lowest and highest possible gray-level values. All of the intermediate values were then recalculated linearly based on the reallocation of the minimum and maximum values.
Cellular-Form Search
Although the algorithm of cellular-form search has been described in the previous work [1] [4] [6] , some results are shown here. In order to design a protein-free cellular-form model, our operators interactively cropped square sub-images in training images. The size of a sub-image was the average square covering the outside of cellular forms, Figure 5 shows some results of each operation in the cellular-form search. point in an image, and then the form-image was enhanced by the minimum-maximum contrast stretch. A total of 41 features were extracted from the form-image to construct a feature vector. Learning 9 patterns of cellular forms was performed with a total of 560 training images. The patterns consisted of 7 classes of patterns of subcellular compartment ER, GOL, MEM, MITO, NUC, PER, and CYTO and 2 classes of the apoptosis and the overexpression in PER. An eigenspace was defined with dimensions fixed as required to most accurately classify cellular forms of the training images used in the supervised learning, increasing the dimensions to 41. The resultant dimensions were 20. Our classification was tested with 560 input images using the eigenspace with 20 dimensions. Cellular forms were rejected when their reliability was less than equal to the threshold of 0.1, because the reliability was almost always less than 0.1 when we could not classify the cellular forms as patterns in the training images. The cellular forms classified as the class of the apoptosis were also rejected. Furthermore, those classified as the class of the overexpression were merged into the class of PER.
Pattern Recognition and Image Classification
Results and Discussion
On the assumption that one image was acquired from each well of plates, that is, a cell population of one image, the results of image classification for 560 input images are shown in Table  1 . The results are calculated with information retrieval parameters used by evaluation methodology [7] [8] . The precision is the ratio of correct classification of all the images classified into a class and the recall is the ratio of correct classification of images of which we know the class. The f-measure is a popular combination of the precision and the recall into a single parameter and is defined as
where P is the precision, R the recall, and β a parameter which controls trade-off. The precision and the recall are equally weighted here and 1 = β . However, the precision can be expected to more accurately reflect the accuracy of our classification than the recall.
The f-measure of the classification nearly satisfied our initial target ratio of % 90 . The Table 1 . The results of image classification with the acquisition of one image every well.
The input images consisted of each 80 images of every class of subcellular compartments. That is, 80 wells for every class. *: mean of all of the precision and the recall classification of almost all images of ER, GOL, MEM, MITO, and NUC succeed because each f-measure is over the target. The precision is greater than equal to the recall in these classes; especially the precision is much greater than the recall in MEM, MITO, and NUC. Although the results of image classification was the achieved ratio of % 90 using the same seven classes and the same image sets in our previous work [1] , the precision was less than the current precision in GOL, MEM, MITO, and NUC. This approach is effective to classify the images into these classes. However, the classification is inadequate to correctly classify the images of PER and CYTO. The precision and the recall in PER is lowest of all. In the class of CYTO, the precision is much lower than the recall. It is suggested that some of the cellular forms of PER are very similar to some of the forms of CYTO. It may be that is the multiplicity of cellular forms causes the low ratio of PER, because we do not know whether the characteristics of the multiplicity are apparent in a small cell population using image classification.
In order to assess the accuracy of image classification using a large cell population, it assumed that four images are acquired from each well. The results of image classification are shown in Table 2 . The f-measure of the classification is nearly perfect. The classification of ER, GOL, MEM, and NUC is perfect. The larger cell population reflects the characteristics of the multiplicity of cellular forms in image classification. The large cell population is especially effective in classification of PER and CYTO. However, the classification is not adequate to classify the cellular forms of MITO and PER. The recall in MITO is the lowest at this time. It is suggested that the pattern of the cellular forms of MITO and PER is not sufficiently established. However, these results are better than in the previous work [1] . in the previous work, respectively. Note that these results are the fruits of complementary effects of the layered approach and the large cell population.
An advantage of our automated classification is that it does not depend on human judgment, as that image is classified based on all the cellular forms in the image. In related work [2] [3], a cellular form was selected by researchers, and then was classified. This is the most significant difference between our work and theirs. There are other differences, however, such as our using EYFP as a visualization technique and their using immunofluorescence; our different approaches to feature extraction; and our using the eigenspace method in pattern recognition and their using neural networks. Therefore, our automated image classification lends itself to genome wide experimental That is, each 20 wells for every class. However, the automated image classification must be improved for application to images of unknown localization of proteins encoded by novel human cDNA clones. There will be more multiplicity of cellular forms. Exactly, there appear to be cellular forms of multiple organelles and other/unknown localizations. Chen et al. applied their classifiers to protein localization obtained using random gene tagging technology. They have reported that their classifiers could not recognize patterns not used during their training and have generated dendrograms based on similarity of their subcellular location patterns [9] . However, our challenge is to develop an approach to recognize these cellular forms as combination of the patterns of training images considering the reliability in order to categorize these novel human cDNA clones.
Conclusion
Functional genomics is required to investigate the roles of gene products in a high-throughput manner. We have proposed that a valuable clue is the cellular forms of the protein in cells transfected with a novel human cDNA clone. We have developed a system to classify cellular forms of proteins into subcellular compartments using images displaying transfected cells, under a fluorescent microscope.
We propose an image classification system to accommodate the multiplicity of cellular forms of proteins. We present an approach with four ideas for improvement: features for geometric structure, patterns of cellular forms extended to the apoptosis and the overexpression, rejection of cellular forms with low reliability, and image classification by the majority of cellular forms it contains. The layered approach has been tested with larger cell population using trial data by proven vectors to properly label subcellular compartments with fluorescent proteins. The resultant ratio, % 9 . 97 , is the best thus far obtained. Although some forms of PER are similar to the forms that should be classified into classes of CYTO, the resultant ratio of them is improved to over our target ratio of % 90 . The approach with four-point improvement is effective in accommodating the multiplicity of cellular forms; in particular the image classification with larger cell population is beyond an enormous difference in the degree of transfectability of cells.
Our future work will be directed to improving automated image classification of multiple organelles and other/unknown localizations of proteins encode by novel human cDNA clones.
