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1. Introduction
Let us consider the strictly hyperbolic Cauchy problem
D2t u − b2(t)D2xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x)
under the assumption 0< b0  b(t) b1. In general one cannot expect the so-called generalized energy
conservation property (GEC), that is, the condition C0E(u;0) E(u; t) C1E(u;0) holds for the wave
energy. But if we assume for the oscillating behavior of b the assumptions
∣∣b(k)(t)∣∣ Ck(1+ t)−k for k = 1,2, (1.1)
* Corresponding author.
E-mail addresses: dabbicco@dm.uniba.it (M. D’Abbicco), reissig@math.tu-freiberg.de (M. Reissig).0022-0396/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2010.08.001
M. D’Abbicco, M. Reissig / J. Differential Equations 250 (2011) 752–781 753then (GEC) holds (see [7]). In [3] it was shown that one can get some beneﬁt of higher regularity of b,
namely b ∈ Cm , m  2, or b ∈ C∞ or b from a Gevrey space, if one assumes a so-called stabilization
condition. In this way condition (1.1) can be weakened for k = 1,2. On the other hand in [1] one can
ﬁnd an example of a coeﬃcient b = b(t) which oscillating behavior does not allow boundedness of
the wave energy (even of the higher order energies) for t → ∞. This hints to a blow-up behavior of
the energy for t → ∞. Finally, the paper [4] is devoted to the Cauchy problem
D2t u − λ2(t)b2(t)D2xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x) (1.2)
with an increasing shape function λ = λ(t). By using Cm regularity of λ(t) and b(t) and the idea of
stabilization, the goal is to prove the two sided estimate
C0 
1
λ(t)
Eλ(u; t) C1, (1.3)
where the constants C0 and C1 depend on the data and where
Eλ(u; t) := 1
2
∫
R
(
λ2(t)
∣∣Dxu(t, x)∣∣2 + ∣∣Dtu(t, x)∣∣2)dx. (1.4)
Completely new effects we have if we study the energy behavior for solutions to the Cauchy problem{
D2t u + 2λ(t)a(t)D2xtu − λ2(t)b2(t)D2xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(1.5)
One might expect a bad inﬂuence of possible interactions of oscillations of coeﬃcients a and b
(see [6]). The goal of this paper is to extend several results to 2 by 2 strictly hyperbolic systems
which contain as special cases the Cauchy problems (1.2) and (1.5).
There are recent results (see [2,8]) about Lp–Lq decay estimates for M by M strictly hyperbolic
systems, but we restrict to the case M = 2. This gives us a chance to apply new techniques and
to observe new effects which are known for second order strictly hyperbolic equations but which
cannot be expected for higher order ones. So, the restriction of our considerations to 2 by 2 strictly
hyperbolic systems is very reasonable.
Our strategies and goals are the following:
1. We are interested in the C2 approach.
2. A stabilization condition (Hypothesis 5) will be introduced.
3. A condition taking account of possible interaction of oscillations of the entries of the matrix A(t)
(Hypothesis 3) will be introduced.
4. All entries of A(t) have the same shape function.
5. Results for generalized energy conservation are proved (Theorems 1 and 2).
6. Scattering results are proved (Theorems 3 and 5) which take account of the inﬂuence of a term
of order zero B(t)U .
1.1. Starting problem
We consider in [0,∞) × R the Cauchy problem for the 2× 2 system{
∂tU − λ(t)A(t)∂xU = 0,
U (0, x) = U0(x), (1.6)
and we make the following basic assumptions.
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A(t) =
(
a(t) b(t)
c(t) d(t)
)
is real-valued, continuous, bounded, and uniformly strictly hyperbolic, that there exists ε > 0 such
that
(t) := (a(t) − d(t))2 + 4b(t)c(t) ε > 0, t  0.
Thanks to Hypothesis 1 we are able to ﬁnd a bounded, uniformly regular diagonalizer H(t) for the
matrix A(t), namely
H−1(t)A(t)H(t) =
(
μ+(t) + d(t) 0
0 μ−(t) + d(t)
)
, t  0,
with 0< C1  ‖H(t)‖ < C2, where
μ±(t) := a(t) − d(t) ±
√
(t)
2
.
Following [5], we deﬁne
H(t) := (1+ i)
(
b(t) μ−(t)
−μ−(t) c(t)
)
+ (1− i)
(
μ+(t) b(t)
c(t) −μ+(t)
)
, (1.7)
and we remark that |det H(t)| 2ε since
det H(t) = 2√(t)(c(t) − b(t) + i√(t) ).
Hypothesis 2. We assume that λ(t) ∈ C1 is real-valued, strictly positive and monotonic. Let
Λ(t) := 1+
t∫
0
λ(τ )dτ , t  0,
be a strictly positive primitive of λ. We assume that
∣∣λ′(t)∣∣ C λ2(t)
Λ(t)
,
and that limt→∞ Λ(t) = +∞.
We remark that Λ(t) is strictly increasing since Λ′(t) = λ(t) > 0.
Hypothesis 3. Let
A˜(t) := A(t) − 1
2
tr A(t) =
( a(t)−d(t)
2 b(t)
d(t)−a(t)
)
.c(t) 2
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∥∥ A˜(k)(t)∥∥ Ck( f (t))−k, t  0, k = 1,2,
for a suitable strictly positive, continuous function f (t), such that
lim
t→∞ f (t)λ(t) = +∞. (1.8)
Hypothesis 4. We deﬁne the complex-valued function
ψ(t) := (c − b − i
√
)((a − d)(b + c)′ − (a − d)′(b + c))
2
√
((b + c)2 + (a − d)2) , (1.9)
that depends on the entries of A˜(t) and A˜′(t), and we assume that
∣∣∣∣∣
t∫
0
	ψ(τ )dτ
∣∣∣∣∣ C, t  0.
We are ready to state our ﬁrst result.
Theorem 1.We assume that Hypotheses 1–4 hold with
f (t) = Λ(t)
λ(t)
. (1.10)
Then there exist c1, c2 > 0 such that the solution of the Cauchy problem (1.6) satisﬁes the following a priori
estimate:
c1‖U0‖L2 
∥∥U (t, ·)∥∥L2  c2‖U0‖L2 , t  0. (1.11)
We remark that both the constants c1, c2 do not depend on the initial datum U0 .
We say that the problem (1.6) veriﬁes the generalized energy conservation law when (1.11) is satis-
ﬁed.
Remark 1.1. We remark that the estimate from below c1‖U0‖L2  ‖U (t, ·)‖L2 automatically holds with
c1 = c−12 , provided that the estimate from above ‖U (t, ·)‖L2  c2‖U0‖L2 holds, whenever the invari-
ance for time inversion holds. Namely, for any T > 0, after the change of variable t = T − s, one should
estimate from above the solution to the forward Cauchy problem
∂sV + A(T − s)∂xV = 0, V (0, x) = U (T , x),
in the interval s ∈ [0, T ], with the same constant c1, independent of T . Nevertheless, we are going to
use a direct approach in the proof (see (1.29)) by estimating the fundamental solution both sided in
zones of the extended phase space.
We say that the oscillations represented by (1.10) are very slow. Our next purpose is to allow faster
oscillations for the derivatives of A˜.
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∂tU − A(t)∂xU = 0,
U (0, x) = U0(x), (1.12)
then the very slow oscillations for A˜(t) are represented by f (t) = 1+ t .
1.2. Energy Conservation results under stabilization condition
Deﬁnition 1. We say that a strictly positive, continuous function f (t) satisfying (1.8) represents not
very slow oscillations if f (t)λ(t) = o(Λ(t)) as t → ∞.
Following [4] we prove (1.11) for the Cauchy problem (1.6) for not very slow oscillations under a
stabilization condition on the matrix A(t).
Hypothesis 5 (Stabilization). Let f (t) represent not very slow oscillations as in Deﬁnition 1. We assume
that there exists a strictly positive, strictly increasing, continuous function Θ(t) such that:
• limt→∞ Θ(t) = +∞;
• there exists a constant C1 > 0 such that Θ(t)  C1λ(t) f (t) for t  0 (in particular, from Deﬁni-
tion 1, this implies that Θ(t) = o(Λ(t)) as t → ∞);
• there exists a constant C2 > 0 such that
∞∫
t
(
λ(τ )
)−1(
f (τ )
)−2
dτ  C2
(
Θ(t)
)−1
, t  0; (1.13)
• there exist a constant matrix
A∞ =
(
a∞ b∞
c∞ d∞
)
,
and a constant C3 > 0 such that
t∫
0
λ(τ )
∥∥ A˜(τ ) − A∞∥∥dτ  C3Θ(t), t  0. (1.14)
We remark that (1.13) corresponds to Assumption (A5) in [4] for m = 2. Without any stabilization
assumption, using the boundedness of A(t), we have only
t∫
0
λ(τ )
∥∥ A˜(τ ) − A∞∥∥dτ  CΛ(t), t  0, (1.15)
for any constant matrix A∞ . For more details on the matrix A∞ and on (1.14), we refer to Section 1.6.
Theorem 2.We assume that Hypotheses 1–5 hold. Then the solution of the Cauchy problem (1.6) satisﬁes the
a priori estimate in (1.11).
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slow oscillations as in Deﬁnition 1, one may ask which stabilizing function Θ(t) may be taken in
Hypothesis 5. We present some examples in Section 1.7.
Remark 1.3. We can regard Theorem 1 as a very special case of Theorem 2 in which we choose the
following:
• we consider very slow oscillations, that is f (t) = Λ(t)/λ(t);
• we take Θ(t) = Λ(t) in Hypothesis 5 since (1.13) is satisﬁed and (1.14) trivially holds for any
constant matrix A∞ , as shown in (1.15).
In fact, with the above choices the stabilization zone disappears (see later the proof of Theorem 2).
Our results still hold if we add to the system an integrable lower-order term, namely if we consider
the Cauchy problem {
∂tU − λ(t)A(t)∂xU − B(t)U = 0,
U (0, x) = U0(x), (1.16)
with B ∈ L1, may be complex-valued.
Theorem 3. We assume that Hypotheses 1–5 hold. Then the solution of the Cauchy problem (1.16) satisﬁes
the a priori estimate in (1.11), provided that B ∈ L1 . Moreover, there exist a linear bounded invertible operator
W+ : L2 → L2 and a continuous, strictly decreasing function K (t) with limt→∞ K (t) = 0 such that∥∥U (t, ·) − U˜ (t, ·)∥∥L2  K (t)‖U0‖L2 , t  0, (1.17)
where U is the solution of the Cauchy problem (1.16)with initial datum U0 and U˜ is the solution of the Cauchy
problem (1.6) with initial datum W+U0 .
More precisely, it is possible to take K (t) = C ∫∞t ‖B(τ )‖dτ with a suﬃciently large constant C .
Remark 1.4. As in the previous remark we may regard the case of very slow oscillations as a very
special case of Theorem 3. Therefore, the scattering result in (1.17) may be added in Theorem 1.
1.3. Energy estimates without stabilization condition
If we forget about Hypothesis 5, we can derive some energy estimates for the solutions to the
Cauchy problems (1.6) and (1.16) by assuming the following.
Hypothesis 6. We assume that Hypothesis 3 holds in correspondence of
f (t) := Λ(t)
λ(t)ν(t)
,
where ν(t) ∈ C1 is a real-valued, strictly positive function such that
lim
t→∞ν(t) = +∞, ν(t) = o
(
Λ(t)
)
, as t → ∞, (1.18)
and for some δ < 1/2 it holds
0 ν ′(t) δ λ(t)
Λ(t)
ν(t), t  0.
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Deﬁnition 1.
Hypothesis 7. We assume that B ∈ L1loc and that for some C > 0 it holds
μ(t) :=
t∫
0
∥∥B(τ )∥∥dτ  Cν(t), t  0. (1.19)
Theorem 4. We assume that Hypotheses 1–4 hold together with Hypothesis 6. Then there exists a constant
C > 0 such that the solution of the Cauchy problem (1.6) satisﬁes the following a priori estimate:
exp
(−Cν(t))‖U0‖L2  ∥∥U (t, ·)∥∥L2  exp(Cν(t))‖U0‖L2 , t  0. (1.20)
If we assume Hypothesis 7, then the solution of the Cauchy problem (1.16) satisﬁes (1.20), too.
Moreover (1.20) still holds true, if we replace Hypothesis 4 with the following:
t∫
0
∣∣	ψ(τ )∣∣dτ  Cν(t), t  0. (1.21)
Example 1.5. If we consider the Cauchy problem (1.12), that is λ ≡ 1, and we take ν(t) = (log(c + t))γ
with γ ∈ (0,1] for a suitable constant c > 1, then from (1.20) it follows that
• for any ε > 0 there exists a constant Cε > 0 such that
C−1ε (c + t)−ε‖U0‖L2 
∥∥U (t, ·)∥∥L2  Cε(c + t)ε‖U0‖L2 ,
if γ ∈ (0,1) (slow oscillations);
• there exist two constants C,M > 0 such that
C−1(c + t)−M‖U0‖L2 
∥∥U (t, ·)∥∥L2  C(c + t)M‖U0‖L2 ,
if γ = 1 (fast oscillations).
1.4. Modiﬁed scattering results
One may ask what happens if we consider the Cauchy problem (1.16) under Hypotheses 1–4 in
the case of very slow oscillations, f (t) = Λ(t)/λ(t), but if we take a lower-order term B ∈ L1loc \ L1. In
general, we cannot expect that (1.11) is satisﬁed, but under additional assumptions on B(t) we can
derive very precise estimates for the behavior of ‖U (t, ·)‖L2 . We write
B(t) = 1
2
tr B(t)I2 + B#(t),
where B#(t) has null trace, and we assume the following.
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Cauchy problem {
∂t E0(t, s) − B#(t)E0(t, s) = 0, t  0,
E0(s, s) = I2.
(1.22)
We assume that there exists C > 0 such that ‖E0(t, s)‖ C for any t, s 0.
Hypothesis 9. We assume that B#(t) ∈ C1 satisﬁes
∥∥B#(k)(t)∥∥ Ck( f (t))−k−1, k = 0,1. (1.23)
Later we explain how to verify Hypothesis 8 (see later in Section 6); we remark that B# ∈ L1
implies Hypothesis 8 (see later in (1.28)). Now, let H(t) be the diagonalizer for the matrix A(t) intro-
duced in (1.7); we write
R(t) = H−1(t)B#(t)H(t) = Ψ (t)
(
1 0
0 −1
)
+
(
0 η1(t)
η2(t) 0
)
, (1.24)
and we assume the following.
Hypothesis 10. We assume that
∣∣∣∣∣
t∫
0
Ψ (τ )dτ
∣∣∣∣∣ C, t  0,
and that there exists
∞∫
0
Ψ (τ )dτ = lim
t→∞
t∫
0
Ψ (τ )dτ .
Theorem 5. We assume that Hypotheses 1–4 hold with f (t) = Λ(t)/λ(t) (very slow oscillations) and that
Hypotheses 8–10 hold. Then the solution of the Cauchy problem (1.16) satisﬁes the following a priori estimate:
c1‖U0‖L2 
1
β(t)
∥∥U (t, ·)∥∥L2  c2‖U0‖L2 , t  0, (1.25)
where
β(t) := exp
(
1
2
t∫
0
tr B(τ )dτ
)
.
Moreover, there exists a linear bounded invertible operator W+ : L2 → L2 such that for any U0 ∈ L2 it holds
lim
t→∞
∥∥∥∥ 1β(t)U (t, ·) − U˜ (t, ·)
∥∥∥∥
2
= 0, (1.26)L
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problem (1.6) with initial datum W+U0 .
To understand the meaning of Hypothesis 8 and other questions related to Theorem 5 see later
the considerations in Section 6.
1.5. Notations and formulas
Let
M =
(
m11 m12
m21 m22
)
be a 2× 2 matrix; we use the following notations:
• by trM we denote the trace of M , namely trM =m11 +m22;
• by ‖M‖ we denote the norm of the matrix deﬁned as supi, j=1,2 |mij|;
• by I2 we denote the identity, that is, m11 =m22 = 1, m12 =m21 = 0.
In order to manage systems it is useful to recall that if A ∈ L1loc([0,∞)), then for any t0  0 the unique
matrix-valued solution E(t) of
{
E ′(t) = A(t)E(t), t  0,
E(t0) = I2,
is globally deﬁned in [0,∞) and it may be written in the form
E(t) = I2 +
t∫
t0
A(τ )dτ +
t∫
t0
A(τ )
( τ∫
t0
A(σ )dσ
)
dτ + · · ·
= I2 +
∞∑
k=1
t∫
t0
A(τ1)
τ1∫
t0
A(τ2) . . .
τk∫
t0
A(τk)dτk . . .dτ1, (1.27)
and veriﬁes
∥∥E(t)∥∥ exp( max{t0,t}∫
min{t0,t}
∥∥A(τ )∥∥dτ). (1.28)
Moreover, Liouville’s formula gives:
det E(t) = exp
( t∫
t0
tr A(τ )dτ
)
. (1.29)
By virtue of (1.27), if A ∈ L1 then ‖E(t)‖ exp(‖A‖L1).
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Let λ(t) be a positive, continuous function and let Λ(t) be a positive primitive of λ(t) with
limt→∞ Λ(t) = +∞, as in Hypothesis 2.
Deﬁnition 2. We say that a scalar continuous bounded function a(t) admits the constant a∞ as a
stabilization limit, and we denote it by a(t) a∞ , if
t∫
0
λ(τ )
∣∣a(τ ) − a∞∣∣dτ = o(Λ(t)), as t → ∞. (1.30)
If the stabilization limit exists, then it is unique; indeed, if a(t) a∞ and a(t) a′∞ , then it
follows
Λ(t)
∣∣a∞ − a′∞∣∣= t∫
0
λ(τ )
∣∣a∞ − a′∞∣∣dτ

t∫
0
λ(τ )
∣∣a(τ ) − a∞∣∣dτ + t∫
0
λ(τ )
∣∣a(τ ) − a′∞∣∣dτ
= o(Λ(t)).
If a(t) → b (classical limit) and a(t) a∞ , then b = a∞ . If |a(t) − c| δ for some δ > 0 and for any
t  0, then a(t)  c. We refer to [3,4] for additional properties of the stabilization limit.
A necessary condition in order the stabilization limit to exist is that
l = lim
t→∞
∫ t
0 λ(τ )a(τ )dτ
Λ(t)
, (1.31)
exists, and, in such a case, l = a∞; indeed, if (1.30) holds, then
∣∣∣∣
∫ t
0 λ(τ )a(τ )dτ
Λ(t)
− a∞
∣∣∣∣
∫ t
0 λ(τ )|a(τ ) − a∞|dτ
Λ(t)
→ 0, as t → ∞.
Therefore a strategy to check the existence of some stabilization limit could be to compute the classical
limit in (1.31) and, only if it exists, to verify if it satisﬁes (1.30). The construction of an explicit
function that admits the stabilization limit can be found in Example 1.9.
Deﬁnition 3. We say that a continuous bounded matrix A(t) admits the constant matrix A∞ as
a stabilization limit, and we denote it by A(t)  A∞ , or equivalently by A(t) − A∞  0, if it
holds ‖A(t) − A∞‖ 0, in the sense of Deﬁnition 2.
We remark that if A∞ satisﬁes (1.14), then A(t) A∞ . If A(t) is real-valued, then A∞ is real too
and if tr A(t) ≡ 0 then tr A∞ = 0 too. Moreover, we can prove the following.
Lemma 1.1. If A(t) satisﬁes Hypothesis 1 and A(t) A∞ , then A∞ is strictly hyperbolic.
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Therefore either A∞ = μI2 or
K A∞K−1 = μI2 + J , J =
(
0 1
0 0
)
, (1.32)
for some constant matrix K . Thanks to Hypothesis 1, we are able to ﬁnd a bounded and uniformly
regular diagonalizer H(t) for A(t). Therefore
H−1(t)
(
A(t) −μI2
)
H(t) = D(t) :=
(
μ+(t) + d(t) − μ 0
0 μ−(t) + d(t) −μ
)
with ‖A(t) − A∞‖ c‖D(t)‖. It is easy to check that ‖D(t)‖ δ for some δ > 0, hence D(t)  0.
If A∞ = μI2, then (1.14) cannot be satisﬁed and this is a contradiction. On the other hand, if (1.32)
holds, then there exist k(t) and m(t) such that
H−1(t)A∞H(t) = μI2 +
(
K H(t)
)−1
J
(
K H(t)
)= μI2 +(k(t)m(t) k2(t)−m2(t) −k(t)m(t)
)
,
hence
D(t) −
(
k(t)m(t) k2(t)
−m2(t) −k(t)m(t)
)
= H−1(t)(A(t) − A∞)H(t) (0 00 0
)
.
In particular, this implies k2(t) 0 and m2(t) 0, since D(t) is diagonal, then k(t)m(t) 0, too. This
means that D(t) 0 but, as shown above, this is a contradiction. 
1.7. Examples for the stabilization condition
Here we discuss the meaning of the stabilization condition via some examples related to suitable
shape functions λ(t).
Example 1.6 (Polynomial growth). Let λ(t) = (1 + t)p−1, with p > 0; then Λ(t) = 1 + ((1 + t)p − 1)/p
has a polynomial growth for t → ∞. Let f (t) = (1+ t)k with 1− p < k < 1. It follows
∞∫
t
(
λ(τ )
)−1(
f (τ )
)−2
dτ ≈
{+∞ if p + 2k − 2 0,
(1+ t)−(p+2k−2) if p + 2k − 2> 0,
hence we may take Θ(t) = (1+t)p+2k−2, provided that k > 1− p/2. Therefore Hypothesis 5 is satisﬁed
for λ(t) = (1+ t)p−1 with p > 0, and f (t) = (1+ t)k with 1− p/2 < k < 1 if
t∫
0
(1+ τ )p−1∥∥ A˜(τ ) − A∞∥∥dτ  C(1+ t)p+2k−2.
In particular, for the Cauchy problem (1.12), that is p = 1, Hypothesis 5 is satisﬁed for f (t) = (1+ t)k
with 1/2 < k < 1 if
t∫ ∥∥ A˜(τ ) − A∞∥∥dτ  C(1+ t)2k−1.
0
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bounded by increasing functions in such a case.
Example 1.7 (Exponential growth). Let λ(t) = et ; then Λ(t) = et has an exponential growth for t → ∞.
Let f (t) = e−δt with δ > 0. It follows
∞∫
t
(
λ(τ )
)−1(
f (τ )
)−2
dτ =
∞∫
t
e−(1−2δ)τ dτ ≈
{+∞ if 1− 2δ  0,
e−(1−2δ)t if 1− 2δ > 0,
hence we may take Θ(t) = e(1−2δ)t , provided that δ < 1/2. Therefore Hypothesis 5 is satisﬁed for
λ(t) = et and f (t) = e−δt with 0< δ < 1/2 if
t∫
0
eτ
∥∥ A˜(τ ) − A∞∥∥dτ  Ce(1−2δ)t .
We remark that the oscillations of the derivatives of A˜ may be taken bounded by increasing functions.
Example 1.8 (Logarithmic growth). Let λ(t) = (1 + t)−1; then Λ(t) = 1 + log(1 + t) has a logarithmic
growth for t → ∞. Let f (t) = (1+ t)(log(1+ t))α with 0< α < 1. Integrating by parts we get
(1− 2α)
∞∫
t
(
λ(τ )
)−1(
f (τ )
)−2
dτ =
{+∞ if 2α − 1 0,
− 1
log2α−1(1+t) if 2α − 1> 0,
hence we may take Θ(t) = (log(1 + t))2α−1, provided that 1/2 < α < 1. Therefore, Hypothesis 5 is
satisﬁed for λ(t) = (1+ t)−1 and f (t) = (1+ t)(log(1+ t))α with 1/2 < α < 1 if
t∫
0
(1+ τ )−1∥∥ A˜(τ ) − A∞∥∥dτ  C(log(1+ t))2α−1.
Example 1.9. Let us consider the matrix
A(t) =
(
a0(t) a1(t)
a2(t) a0(t)
)
; that is A˜(t) =
(
0 a1(t)
a2(t) 0
)
.
If a1,a2 ∈ C2 with 4a1(t)a2(t)  ε > 0 for any t  0, then Hypotheses 1 and 4 are trivially satisﬁed
(indeed, ψ ≡ 0). Our aim is to construct explicitly, in correspondence to some λ(t) that satisﬁes Hy-
pothesis 2, coeﬃcients ai(t) with i = 1,2, in a such way that ai admits not very slow oscillations and
Hypotheses 3 and 5 hold.
Let b1,b2 ∈ R with b1b2 > 0; for the sake of simplicity, we assume b1,b2  1. Following [4], we
construct two (possibly different) functions ϕi ∈ C2 with suppϕi ⊂ [0,1] for i = 1,2 with
1∫ ∣∣ϕi(t)∣∣dt = 12 , −1< ϕ(k)i (t) < 1, k = 0,1,2,
0
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t j ↗ ∞, 0 δ j  t j+1 − t j, 0 η j  1.
If we put
ai(t) = bi +
∞∑
j=1
η jϕi
(
(t − t j)/δ j
)
, i = 1,2,
then |a(k)i (t)|  η jδ−kj for t ∈ [t j, t j+1]. Therefore the sequence f j = η−1/2j δ j represents the behavior
of the oscillations of A˜(t) as in Hypothesis 3. Let
λ+j =max
{
λ(t j), λ(t j+1)
}
, λ−j =min
{
λ(t j), λ(t j+1)
}
.
In order to have not very slow oscillations we need that
λk fk/Λk → 0, where Λk =
k∑
j=1
λ−j (t j+1 − t j).
Via the change of variables σ = (τ − t j)/δ j , for t ∈ [t j, t j+1] we are able to estimate
t∫
t1
λ(τ )
∣∣ai(τ ) − bi∣∣dτ  k∑
j=1
η jλ
+
j
t j+1∫
t j
∣∣ϕi((τ − t j)/δ j)∣∣dτ = 12
k∑
j=1
η jλ
+
j δ j .
In order to prove Hypothesis 5 with A∞ =
(
0 b1
b2 0
)
we have to prove that
Θk → +∞, Θk  Cλ−k fk,
k∑
j=1
η jλ
+
j δ j  CΘk, (1.33)
where Θ−1k ≈
∑∞
j=k(λ
−
j )
−1 f −2j (t j+1 − t j).
In the exponential case λ(t) = et , following Example 1.7 we can take
t j = j, δ j = e−4 jδ/3, η j = e−2 jδ/3,
so that f j = e− jδ for some 0 < δ < 1/2; we have λ−j = e j , λ+j = e j+1 and Λk =
∑k
j=1 e j =
(ek+1 − 1)/(e − 1); it is clear that λk fk/Λk → 0. Now
∞∑
j=k
(
λ−j
)−1
f −2j (t j+1 − t j) =
∞∑
j=k
e− je2 jδ ≈ e−(1−2δ)k,
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1
2
k∑
j=1
e−2 jδ/3e j+1e−4 jδ/3 ≈ e(k+1)(1−2δ).
Analogously, in the polynomial case λ(t) = (1 + t)p−1 with p > 0, it is easy to check that, following
Example 1.6, we can take
t j = e j, δ j = exp
(
j
(
1− 4
3
(1− k)
))
, η j = exp
(
−2
3
j(1− k)
)
,
so that f j = e jk for some 1− p < k < 1.
2. Proof of Theorem 2
We perform the Fourier transform of (1.6) with respect to x obtaining{
∂t Û (t, ξ) = iξλ(t)A(t)Û (t, ξ),
Û (0, ξ) = Û0(ξ),
(2.1)
and we look for the fundamental solution for (2.1), namely E(t, s, ξ) such that for any s 0 and ξ ∈ R
it solves {
∂t E(t, s, ξ) = iξλ(t)A(t)E(t, s, ξ), t  0,
E(s, s, ξ) = I2.
Following [4], in correspondence of a suitable large integer N ∈ N, we divide the phase space into
three zones. We remark that we can assume, without loss of generality, Θ(t) < Λ(t), being Θ(t) =
o(Λ(t)) as t → ∞.
Deﬁnition 4. Let p0 := N; we deﬁne the strictly decreasing function
tp : [0, p0] → [0,∞], tp := Λ−1
(
Np−1
)
,
and the pseudo-differential zone as
Zpd(N) =
{
(t, ξ): |ξ | p0, 0 t  t|ξ |
}
.
Let p1 := N/Θ(0); we deﬁne the strictly decreasing function
t˜ p : [0, p1] → [0,∞], t˜ p := Θ−1
(
Np−1
)
,
the stabilizing zone and the hyperbolic zone as
Zstab(N) =
{
(t, ξ): |ξ | p0, t|ξ |  t  t˜|ξ |
}∪ {(t, ξ): p0  |ξ | p1, 0 t  t˜|ξ |},
Zhyp(N) =
{
(t, ξ): |ξ | p1, t˜|ξ |  t
}∪ {(t, ξ): p1  |ξ |, 0 t}.
For any p > p0 we put tp = 0, whereas for any p > p1 we put t˜ p = 0.
We remark that tp < t˜ p for any p < p1 since Θ(t) < Λ(t) for any t  0.
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We can directly estimate the fundamental solution E(t, s, ξ) in Zpd(N) and we call it Epd(t, s, ξ).
For any |ξ |  p0 and s, t  t|ξ | , thanks to (1.28), from the boundedness of A(t) and the positivity
of λ(t), it follows
∥∥Epd(t, s, ξ)∥∥ exp
(
|ξ |
t|ξ |∫
0
λ(τ )
∥∥A(τ )∥∥dτ)
 exp
(
C |ξ |
t|ξ |∫
0
λ(τ )dτ
)
 exp
(
C |ξ |Λ(t|ξ |)
)
 exp(CN) = C1.
In order to estimate ‖E−1pd (t, s, ξ)‖ we use (1.29) obtaining
det Epd(t, s, ξ) = exp
(
iξ
t∫
s
λ(τ ) tr A(τ )dτ
)
;
being λ(t) and tr A(t) real-valued, we get |det Epd(t, s, ξ)| = 1.
This implies ‖E−1pd (t, s, ξ)‖ C1 too, therefore C−11  ‖Epd(t, s, ξ)‖ C1.
We remark that in Zpd(N) we do not need Hypothesis 5, since we are able to estimate the funda-
mental solution E(t, s, ξ) in a direct way.
2.2. Stabilizing zone
In Zstab(N) we consider the Cauchy problem{
∂t Û − λ(t)
(
α(t)I2 + A∞
)
iξ Û = 0, t|ξ |  t  t˜|ξ |,
Û (t|ξ |, ξ) is given,
(2.2)
where we denoted α(t) = tr A(t)/2 = (a(t)+d(t))/2. Thanks to Lemma 1.1, the constant matrix A∞ is
strictly hyperbolic; we remark that tr A∞ = 0 since tr A˜(t) = 0, hence its two eigenvalues ±μ are real
and μ = 0. Therefore the matrix A∞ admits a (constant) diagonalizer H∞ . Let ϕ±(t) = λ(t)(α(t)±μ);
by replacing Û (t, ξ) = H∞V (t, ξ) the Cauchy problem (2.2) is equivalent to⎧⎪⎨⎪⎩
∂t V −
(
ϕ+(t) 0
0 ϕ−(t)
)
iξV = 0, t|ξ |  t  t˜|ξ |,
V (t|ξ |, ξ) = H∞Û (t|ξ |, ξ),
hence the fundamental solution for (2.2) may be written as
E∞(t, s, ξ) := H∞
(
exp(iξ
∫ t
s ϕ+(τ )dτ ) 0
0 exp(iξ
∫ t
s ϕ−(τ )dτ )
)
H−1∞ ;
it trivially satisﬁes the estimate ‖E∞(t, s, ξ)‖ C and E−1∞ (t, s, ξ) = E∞(s, t, ξ).
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solution in the form
Estab(t, s, ξ) = E∞(t, s, ξ)Q∞(t, s, ξ),
that is, for any |ξ |  p1 and for any t|ξ |  s  t˜|ξ | , the matrix Q∞(t, s, ξ) has to solve the following
Cauchy problem:
{
∂t Q∞(t, s, ξ) = λ(t)iξ R(t, s, ξ)Q∞(t, s, ξ), t|ξ |  t  t˜|ξ |,
Q∞(s, s, ξ) = I2,
where R(t, s, ξ) = E∞(s, t, ξ)( A˜(t) − A∞)E∞(t, s, ξ). Thanks to the boundedness of E∞(t, s, ξ), we
derive ‖R(t, s, ξ)‖ C2‖ A˜(t) − A∞‖. From Hypothesis 5 and by using (1.28) and s, t  t˜|ξ | , it follows
that
∥∥Q∞(t, s, ξ)∥∥ exp(C2|ξ |
t˜|ξ |∫
0
λ(τ )
∥∥ A˜(τ ) − A∞∥∥dτ)
 exp
(
C ′|ξ |Θ(t˜|ξ |)
)
 exp
(
C ′N
)= C1.
Thanks to (1.29), being
t∫
0
iξλ(τ ) tr R(τ , s, ξ)dτ = iξ
t∫
0
λ(τ ) tr
(
A˜(τ ) − A∞
)
dτ = 0,
we get |det Q∞(t, s, ξ)| = 1, hence we obtain ‖Q −1∞ (t, s, ξ)‖ C1 too. This implies that
C−11 
∥∥Estab(t, s, ξ)∥∥ C1.
2.3. Hyperbolic zone
We replace Û (t, ξ) = (det H(t))− 12 H(t)V (t, ξ) and we get
∂t V − λ(t)
(
μ+ + d 0
0 μ− + d
)
iξV + H−1(t)H ′(t)V − (det H(t))
′
2det H(t)
V = 0;
we remark that the matrix
H−1(t)H ′(t) − (det H(t))
′
2det H(t)
I2 = ψ(t)
(
1 0
0 −1
)
+
(
0 h+(t)
h−(t) 0
)
,
where ψ(t) is deﬁned by (1.9) and
h±(t) = det H(t)
2(t)
(√
(t)(i(d(t) − a(t)) ± (b(t) + c(t)))
det H(t)
)′
,
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K (t, ξ) :=
(
1 h+(t)
iξλ(t)
√
(t)
− h−(t)
iξλ(t)
√
(t)
1
)
. (2.3)
Thanks to Hypothesis 3 we have
|h±(t)|
|ξ |λ(t)√(t) 
C
|ξ | f (t)λ(t) 
C1
|ξ |Θ(t) 
C1
N
,
hence |det K |  1 − C21/N2. Therefore, K (t, ξ) is uniformly regular and bounded with ‖K (t, ξ)‖ = 1
for a suﬃciently large N . We replace V (t, ξ) = K (t, ξ)W (t, ξ) and we get
∂tW − λ(t)
(
μ+ + d 0
0 μ− + d
)
iξW + ψ(t)
(
1 0
0 −1
)
W + J (t, ξ)W = 0,
for t  t˜|ξ | , where
J = 1
det K
1
iξλ
√

(−h+h− 2ψh+
2ψh− h+h−
)
− 1
det K
h+h−
ξ2λ2
(−2ψ h+
h− 2ψ
)
+ K−1K ′.
Thanks to Hypothesis 3 we directly check that
∥∥ J (t, ξ)∥∥ C1|ξ |λ(t) f 2(t) + C2|ξ |2λ2(t) f 3(t) + C3|ξ |Λ(t) f (t)  C|ξ |λ(t) f 2(t) , (2.4)
since N  |ξ |Θ(t) C ′ f (t)λ(t) and f (t)λ(t) C ′′Λ(t). We remark that to estimate ‖K ′(t, ξ)‖ we used
Hypothesis 2 too (in fact, this is the only step of the proof where it is used), whereas ‖K−1(t, ξ)‖ C
in Zhyp(N). Now let
D(t, ξ) :=
(
exp(
∫ t
t˜|ξ | 	ψ(τ )dτ ) 0
0 exp(− ∫ tt˜|ξ | 	ψ(τ )dτ )
)
; (2.5)
thanks to Hypothesis 4 it holds c1  ‖D(t, ξ)‖  c2. By making the substitution W (t, ξ) =
D(t, ξ)Z(t, ξ) and by denoting
M(t, ξ) := (det H(t))− 12 H(t)K (t, ξ)D(t, ξ),
we obtain the following Cauchy problem in Zhyp(N):⎧⎪⎨⎪⎩ ∂t Z −
(
ϕ+(t, ξ) 0
0 ϕ−(t, ξ)
)
i Z + J˜ (t, ξ)Z = 0, t  t˜|ξ |,
Z(t˜|ξ |, ξ) = M−1(t˜|ξ |, ξ)Û (t˜|ξ |, ξ),
(2.6)
where
ϕ±(t, ξ) =
(
μ±(t) + d(t)
)
λ(t)ξ ± ψ(t)
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∥∥ J˜ (t, ξ)∥∥ C|ξ |λ(t) f 2(t) .
We deﬁne
E1(t, s, ξ) :=
(
exp(i
∫ t
s ϕ+(τ , ξ)dτ ) 0
0 exp(i
∫ t
s ϕ−(τ , ξ)dτ )
)
;
it is clear that E−11 (t, s, ξ) = E1(s, t, ξ) and that ‖E1(t, s, ξ)‖ = 1. We look for Q 1(t, s, ξ) such that
E1(t, s, ξ)Q 1(t, s, ξ) is the fundamental solution for (2.6); therefore, for any ξ ∈ R and for any s t˜|ξ | ,
the matrix Q 1(t, s, ξ) has to be the solution of the Cauchy problem{
∂t Q 1(t, s, ξ) =
(
E1(s, t, ξ )˜ J (t, ξ)E1(t, s, ξ)
)
Q 1(t, s, ξ), t  t˜|ξ |,
Q 1(s, s, ξ) = I2.
For any s, t  t˜|ξ | we have
∥∥∥∥∥
t∫
s
E1(s, τ , ξ )˜ J (τ , ξ)E1(τ , s, ξ)dτ
∥∥∥∥∥ C
∞∫
t˜|ξ |
dτ
|ξ |λ(τ ) f 2(τ ) 
C ′
|ξ |Θ(t˜|ξ |)
= C
′
N
,
hence, by virtue of (1.28), we get ‖Q 1(t, s, ξ)‖  e C
′
N = C1. In order to estimate ‖Q −11 (t, s, ξ)‖ we
use (1.29); from
tr
(
E−11 J˜ E1
)= tr J˜ = tr J = tr(K−1K ′)= (det K )′
det K
,
we get
det Q 1(t, s, ξ) = exp
( t∫
s
(det K (τ , ξ))′
det K (τ , ξ)
dτ
)
= det K (t, ξ)
det K (s, ξ)
.
From s, t  t˜|ξ | it follows that |det Q 1(t, s, ξ)|  C2, hence ‖Q −11 (t, s, ξ)‖  C . Being
E1(t, s, ξ)Q 1(t, s, ξ) the fundamental solution for (2.6) it follows that the fundamental solution
for (2.1) in Zhyp(N) may be written as
Ehyp(t, s, ξ) = M(t, ξ)E1(t, s, ξ)Q 1(t, s, ξ)M−1(s, ξ).
Summarizing we have proved that
c1 
∥∥Ehyp(t, s, ξ)∥∥ c2.
The solution of (2.1) is Û (t, ξ) = E(t, ξ)Û0(ξ), where
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⎧⎪⎨⎪⎩
Epd(t,0, ξ) if t  t|ξ |,
Estab(t, t|ξ |, ξ)Epd(t|ξ |,0, ξ) if t|ξ |  t  t˜|ξ |,
Ehyp(t, t˜|ξ |, ξ)Estab(t˜|ξ |, t|ξ |, ξ)Epd(t|ξ |,0, ξ) if t˜|ξ |  t.
(2.7)
We showed that c1  ‖E(t, ξ)‖ c2, and this concludes the proof.
3. Proof of Theorem 3
Our aim is to construct the fundamental solution for{
∂t Û (t, ξ) = iξλ(t)A(t)Û (t, ξ) + B(t)Û (t, ξ),
Û (0, ξ) = Û0(ξ).
(3.1)
We may regard the Cauchy problem (1.6) as the special case of the Cauchy problem (1.16) for B ≡ 0.
In Section 2 we showed that the fundamental solution E˜(t, s, ξ) for (2.1) veriﬁes c1  ‖E˜(t, s, ξ)‖ c2
for any s, t  0. We look for E(t, s, ξ) such that the fundamental solution for (3.1), for any s, t  0, is
E(t, s, ξ) = E˜(t, s, ξ)E(t, s, ξ).
For any s, t  0 and for any ξ ∈ R, the matrix E(t, s, ξ) has to be the solution of the Cauchy problem{
∂t E(t, s, ξ) =
(
E˜−1(t, s, ξ)B(t )˜E(t, s, ξ)
)
E(t, s, ξ), t  0,
E(s, s, ξ) = I2.
Indeed, the case B ≡ 0 corresponds to E ≡ I2. The matrix E˜(t, s, ξ) is bounded both from above and
from below, hence, by virtue of (1.28), it follows
∥∥E(t, s, ξ)∥∥ exp(C ∞∫
0
∥∥B(τ )∥∥dτ)= exp(C‖B‖L1)= C1.
By using (1.29) we get ‖E(t, s, ξ)‖  c, therefore, the fundamental solution for (3.1) satisﬁes c1 
‖E(t, s, ξ)‖  c2. If we put E(t, ξ) = E(t,0, ξ) as in (2.7), then the solution of (3.1) is Û (t, ξ) =
E(t, ξ)Û0(ξ), and this proves (1.11).
Now we prove (1.17). Our ﬁrst aim is to construct the limit-matrix
W+(ξ) := lim
t→∞ E˜
−1(t, ξ)E(t, ξ) = lim
t→∞ E(t,0, ξ)
for any ξ ∈ R, where we put E˜(t, ξ) = E˜(t,0, ξ). We deﬁne
R(t, ξ) = E˜−1(t, ξ)B(t)E˜(t, ξ),
and we notice that ‖R(t, ξ)‖ C‖B(t)‖. We claim that:
W+(ξ) = I2 +
∞∫
0
R(τ , ξ)dτ +
∞∫
0
R(τ , ξ)
( τ∫
0
R(σ , ξ)dσ
)
dτ + · · ·
= I2 +
∞∑
k=1
∞∫
R(τ1, ξ)
τ1∫
R(τ2, ξ) . . .
τk−1∫
R(τk, ξ)dτk . . .dτ1.0 0 0
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W+(ξ) − E(t,0, ξ) =
∞∫
t
R(τ , ξ)
∞∑
j=0
τ∫
0
R(σ1, ξ) . . .
σ j∫
0
R(σ j, ξ)dσ j . . .dσ1 dτ ,
hence, by taking into consideration that ‖R(t, ξ)‖ C‖B(t)‖ C1,
∥∥W+(ξ) − E(t,0, ξ)∥∥ ∞∫
t
∥∥R(τ , ξ)∥∥exp( τ∫
0
∥∥R(σ , ξ)∥∥dσ)dτ

∞∫
t
∥∥R(τ , ξ)∥∥eC1 dτ
 C2
∞∫
t
∥∥B(τ )∥∥dτ → 0; (3.2)
it is clear that c1  ‖W+(ξ)‖ c2. To prove (1.17) we have to show that
L(t, ξ) := E(t, ξ) − E˜(t, ξ)W+(ξ) → 0, for t → ∞, (3.3)
as a linear bounded operator mapping L2 into itself. Taking account of (3.2) it follows that
∥∥L(t, ξ)∥∥= ∥∥E˜(t, ξ)(E(t,0, ξ) − W+(ξ))∥∥ C ′ ∞∫
t
∥∥B(τ )∥∥dτ → 0
with a constant C ′ which is independent of ξ ∈ R. This concludes the proof.
4. Proof of Theorem 4
We perform the Fourier transform of (1.16) with respect to x, obtaining (3.1) and we look for its
fundamental solution E(t, s, ξ). The special case B ≡ 0 would correspond to the Cauchy problem (1.6)
(ﬁrst part of Theorem 4). In correspondence of a suitable large integer N ∈ N we divide the phase
space into two zones.
Deﬁnition 5. Let p0 := N/ν(0); we deﬁne the strictly decreasing function
tp : [0, p0] → [0,∞], tp :=
(
Λ
ν
)−1(
Np−1
)
,
and the pseudo-differential zone and the hyperbolic zone as
Zpd(N) =
{
(t, ξ): |ξ | p0, 0 t  t|ξ |
}
,
Zhyp(N) =
{
(t, ξ): |ξ | p0, t|ξ |  t
}∪ {(t, ξ): p0  |ξ |, 0 t}.
For any p > p0 we put tp = 0.
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Λ
ν
)′
= λν − Λν
′
ν2
 λ
2ν
> 0, lim
t→∞
Λ(t)
ν(t)
= +∞.
As in Section 2 we estimate the fundamental solution in Zpd(N) in a direct way. Thanks to (1.19)
and (1.28), by using the boundedness of ‖A(t)‖ and the positivity of λ(t), for any 0 s  t  t|ξ | we
can estimate
∥∥Epd(t, s, ξ)∥∥ exp
(
|ξ |
t∫
s
λ(τ )
∥∥A(τ )∥∥dτ + t∫
s
∥∥B(τ )∥∥dτ)
 exp
(
C |ξ |
t∫
0
λ(τ )dτ + μ(t)
)
 exp
(
C |ξ |Λ(t) +μ(t))
 exp
(
CNν(t) + μ(t))
 exp
(
C1ν(t)
)
.
By (1.29), being λ(t) and tr A(t) real-valued, we get
det Epd(t, s, ξ) = exp
( t∫
s
(
iξλ(τ ) tr A(τ ) + tr B(τ ))dτ)= exp( t∫
s
tr B(τ )dτ
)
hence ‖E−1pd (t, s, ξ)‖ exp(C2ν(t)), that is, we proved that
exp
(−C2ν(t)) ∥∥Epd(t, s, ξ)∥∥ exp(C1ν(t)).
In Zhyp(N) we consider the diagonalizers H(t) in (1.7) and K (t, ξ) in (2.3). From the estimate
|h±(t)|
|ξ |λ(t)√(t) 
C
|ξ | f (t)λ(t) 
C1ν(t)
|ξ |Λ(t) 
C1
N
,
it follows that K (t, ξ) is uniformly regular and bounded with ‖K (t, ξ)‖ = 1, for a suﬃciently large N .
As in Section 2, we deﬁne J (t, ξ) and we derive (2.4) by taking account of |ξ | f (t)λ(t)  N and of
f (t)λ(t)ν(0)Λ(t), where ν(0) > 0. As in Section 2 we introduce W (t, ξ) = D(t, ξ)Z(t, ξ), and, anal-
ogously to (2.6), we obtain⎧⎪⎨⎪⎩ ∂t Z −
(
ϕ+(t, ξ) 0
0 ϕ−(t, ξ)
)
i Z + J˜ (t, ξ)Z + B˜(t, ξ)Z = 0, t  t|ξ |,
Z(t|ξ |, ξ) = M−1(t|ξ |, ξ)Û (t|ξ |, ξ)
(4.1)
in Zhyp(N), where the matrix J˜ = D−1 J D satisﬁes the following estimate:
∥∥ J˜ (t, ξ)∥∥ C|ξ |λ(t) f 2(t) = Cλ(t)ν2(t)|ξ |Λ2(t) ,
and where B˜ is deﬁned by B˜(t, ξ) = M−1(t, ξ)B(t)M(t, ξ).
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parts thanks to Hypothesis 6 we get
I :=
∞∫
t|ξ |
λ(τ )ν2(τ )
Λ2(τ )
dτ = −
∞∫
t|ξ |
(
1
Λ(τ)
)′
ν2(τ )dτ
 ν
2(t|ξ |)
Λ(t|ξ |)
+ 2
∞∫
t|ξ |
1
Λ(τ)
ν(τ )ν ′(τ )dτ  ν
2(t|ξ |)
Λ(t|ξ |)
+ 2δ I,
that is, being 1− 2δ > 0,
∞∫
t|ξ |
∥∥ J˜ (τ , ξ)∥∥dτ  C1 ν2(t|ξ |)|ξ |Λ(t|ξ |) = C1N ν(t|ξ |).
On the other hand, for any s t , from (1.19) we immediately get the following
t∫
s
∥∥B˜(τ , ξ)∥∥dτ  C t∫
s
∥∥B(τ )∥∥dτ  Cμ(t).
By virtue of (1.28), we get ‖Q 1(t, s, ξ)‖  exp(C2ν(t)) for any t  s  t|ξ | . Thanks to (1.29), we are
able to prove ‖Q −11 (t, s, ξ)‖ exp(C3ν(t)) too. The proof of (1.20) follows. If we replace Hypothesis 4
with (1.21), we take D ≡ I2 and we derive the Cauchy problem
⎧⎪⎨⎪⎩∂t Z −
(
ϕ+ 0
0 ϕ−
)
i Z +
(−1 0
0 1
)
(	ψ)Z + J˜ Z + B˜ Z = 0, t  t|ξ |,
Z(t|ξ |, ξ) = M−1(t|ξ |, ξ)Û (t|ξ |, ξ),
(4.2)
where M(t, ξ) = (det H(t))− 12 H(t)K (t, ξ). The proof easily follows from the above reasoning by taking
account of (1.21).
5. Proof of Theorem 5
In order to prove Theorem 5 we rely on the proof of Theorem 4, but we take account of the
term of lower order B(t) in the calculations in a more precise way. We look for the fundamental
solution E(t, s, ξ) for (1.16) and, as in Section 4 we divide the phase space into two zones.
Deﬁnition 6. We deﬁne p0, the function tp and the pseudo-differential zone as in Deﬁnition 4, whereas
we deﬁne the hyperbolic zone as
Zhyp(N) =
{
(t, ξ): |ξ | p0, t|ξ |  t
}∪ {(t, ξ): p0  |ξ |, 0 t}.
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In Zpd(N) the leading term might be B(t) in comparison with iλ(t)A(t)ξ . Thanks to Hypothesis 8
we can estimate the solution E0(t, s) of the Cauchy problem (1.22) from above. Moreover, by virtue
of (1.29), being tr B#(t) = 0, we get the same estimate from below too. We recall that
β(t) = exp
(
1
2
t∫
0
tr B(τ )dτ
)
,
and for any s, t  t|ξ | we look for E1(t, s, ξ) such that
Epd(t, s, ξ) = β(t)
β(s)
E0(t, s)E1(t, s, ξ)
is the fundamental solution for (3.1), that is, for any |ξ | p0 and for any s t|ξ | the matrix E1(t, s, ξ)
has to be the solution of{
∂t E1(t, s, ξ) −
(
E−10 (t, s)λ(t)iξ A(t)E0(t, s)
)
E1(t, s, ξ) = 0, 0 t  t|ξ |,
E1(s, s, ξ) = I2.
By virtue of (1.28), using the boundedness of A(t) and the positivity of λ(t), from c1  ‖E0(t, s)‖ c2,
it follows
∥∥E1(t, s, ξ)∥∥ exp(C |ξ |
t|ξ |∫
0
λ(τ )
∥∥A(τ )∥∥dτ) exp(C1|ξ |(Λ(t|ξ |))) C2.
By (1.29), as usual we derive an estimate from below too, hence we get
c1 
β(s)
β(t)
∥∥Epd(t, s, ξ)∥∥ c2, 0 s, t  t|ξ |. (5.1)
5.2. Hyperbolic zone
Let H(t) be the diagonalizer for the matrix A(t) as in (1.7); by replacing
Û (t, ξ) = β(t)(det H(t))− 12 H(t)V (t, ξ)
directly into (3.1) we get
∂t V − λ(t)
(
μ+ + d 0
0 μ− + d
)
iξV − R(t)V + H−1(t)H ′(t)V − (det H(t))
′
2det H(t)
V = 0,
where R(t) is deﬁned in (1.24). We deﬁne
K#(t, ξ) :=
(
1 −η1(t)+h+(t)
iξλ(t)
√
(t)
η2(t)−h−(t)√ 1
)
.iξλ(t) (t)
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|ηi(t)| + |h±(t)|
|ξ |λ(t)√(t) 
C
|ξ | f (t)Λ(t) 
C1
N
,
hence K# is uniformly regular and bounded with ‖K#(t, ξ)‖ = 1 in Zhyp(N), for a suﬃciently large N .
After setting V (t, ξ) = K#(t, ξ)W (t, ξ) we get
∂tW − λ(t)
(
μ+ + d 0
0 μ− + d
)
iξW + (ψ(t) − Ψ (t))(1 0
0 −1
)
W + J#(t, ξ)W = 0,
where J#(t, ξ), thanks to Hypothesis 9, satisﬁes the usual estimate
∥∥ J#(t, ξ)∥∥ C|ξ |λ(t) f 2(t) = Cλ(t)|ξ |Λ2(t) .
Now let D(t, ξ) be as in (2.5) and let
D0(t, ξ) =
(
exp(− ∫ tt|ξ | Ψ (τ )dτ ) 0
0 exp(
∫ t
t|ξ | Ψ (τ )dτ )
)
;
from Hypothesis 10 it follows that ‖D0(t, ξ)‖ is bounded both from above and from below. By set-
ting W (t, ξ) = D(t, ξ)D0(t, ξ)Z(t, ξ) and after introducing
M#(t, ξ) := (det H(t))− 12 H(t)K#(t, ξ)D(t, ξ)D0(t, ξ),
that is bounded both from above and from below, we obtain the following Cauchy problem in
Zhyp(N):
⎧⎪⎪⎨⎪⎪⎩
∂t Z −
(
ϕ+(t, ξ) 0
0 ϕ−(t, ξ)
)
i Z + J˜#(t, ξ)Z = 0, t  t|ξ |,
Z(t|ξ |, ξ) = 1
β(t|ξ |)
(
M#
)−1
(t|ξ |, ξ)Û (t|ξ |, ξ),
where
ϕ±(t, ξ) =
(
μ±(t) + d(t)
)
λ(t)ξ ± ψ(t)
are real-valued and J˜# = D−10 D−1 J#DD0 satisﬁes the following estimate:
∥∥ J˜#(t, ξ)∥∥ Cλ(t)|ξ |Λ2(t) .
As in Section 4 we construct E1(t, s, ξ) and Q #1 (t, s, ξ) and we prove that
0 < c1 
∥∥E1(t, s, ξ)Q #1 (t, s, ξ)∥∥ c2.
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Ehyp(t, s, ξ) = β(t)M#(t, ξ)E1(t, s, ξ)Q #1 (t, s, ξ)
(
M#
)−1
(s, ξ)
1
β(s)
,
that is, the fundamental solution for (3.1) in Zhyp(N) satisﬁes
c1 
β(s)
β(t)
∥∥Ehyp(t, s, ξ)∥∥ c2, s, t  t|ξ |. (5.2)
The solution of (2.1) is Û (t, ξ) = E(t, ξ)Û0(ξ), where
E(t, ξ) :=
{
Epd(t,0, ξ) if 0 t  t|ξ |,
Ehyp(t, t|ξ |, ξ)Epd(t|ξ |,0, ξ) if t|ξ |  t.
Taking into account (5.1) and (5.2) we have shown that
0 < c1 
β(0)
β(t)
∥∥E(t, ξ)∥∥ c2, t  0.
Indeed, for t  t|ξ | it holds E(t, ξ) = Epd(t,0, ξ), whereas for t  t|ξ | it holds
β(0)
β(t)
E(t, ξ) =
(
β(t|ξ |)
β(t)
Ehyp(t, t|ξ |, ξ)
)(
β(0)
β(t|ξ |)
Epd(t|ξ |,0, ξ)
)
.
Being β(0) = 1 we proved (1.25). Now we prove (1.26): our purpose is to construct the limit-matrix
W+(ξ) := lim
t→∞
1
β(t)
E˜−1(t, ξ)E(t, ξ),
where E˜(t, ξ) = E˜(t,0, ξ) and E˜(t, s, ξ) is the fundamental solution in the special case B ≡ 0. It is
clear that
c1 
∥∥∥∥ 1β(t) E˜−1(t, ξ)E(t, ξ)
∥∥∥∥ c2, t  0, ξ ∈ R.
We ﬁx ξ ∈ R \ {0}. For any t  t|ξ | it holds
1
β(t)
E˜−1(t, ξ)E(t, ξ) = E˜−1pd (t|ξ |,0, ξ)M(t|ξ |, ξ)Q −11 (t, t|ξ |, ξ)
× E−11 (t, t|ξ |, ξ)M−1(t, ξ)M#(t, ξ)E1(t, t|ξ |, ξ)
× Q #1 (t, t|ξ |, ξ)
(
M#
)−1
(t|ξ |, ξ)
1
β(t|ξ |)
Epd(t|ξ |,0, ξ).
We recall that
M−1(t, ξ)M#(t, ξ) = D−1(t, ξ)K−1(t, ξ)K#(t, ξ)D(t, ξ)D0(t, ξ)
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lim
t→∞ K (t, ξ) = I2 = limt→∞ K
#(t, ξ),
therefore
lim
t→∞M
−1(t, ξ)M#(t, ξ) = lim
t→∞ D0(t, ξ) = D0(∞, ξ)
=
(
exp(− ∫∞t|ξ | Ψ (τ )dτ ) 0
0 exp(
∫∞
t|ξ | Ψ (τ )dτ )
)
.
The matrices E1, E
−1
1 and D0 commute since they are diagonal, hence
lim
t→∞ E
−1
1 (t, t|ξ |, ξ)M
−1(t, ξ)M#(t, ξ)E1(t, t|ξ |, ξ) = D0(∞, ξ).
Analogously to Section 2, thanks to (1.27) and (1.28), we directly prove the existence of the matrices
Q 1(∞, t|ξ |, ξ) = lim
t→∞ Q 1(t, t|ξ |, ξ), Q
#
1 (∞, t|ξ |, ξ) = limt→∞ Q
#
1 (t, t|ξ |, ξ),
which are invertible and bounded from above and from below. This gives that
W+(ξ) = E˜−1pd (t|ξ |,0, ξ)M(t|ξ |, ξ)Q −11 (∞, t|ξ |, ξ)D0(∞, ξ)
× Q #1 (∞, t|ξ |, ξ)
(
M#
)−1
(t|ξ |, ξ)
1
β(t|ξ |)
Epd(t|ξ |,0, ξ) (5.3)
is well deﬁned, invertible and bounded both from above and from below. The next step is to construct
W+ as a limit linear bounded operator mapping L2 into itself. We deﬁne
Y := {U0 ∈ L2: dist(supp Û0,0) = 0},
a dense subset in L2 and we construct the operator (W+, Y ), bounded and injective on Y . Indeed, let
U0 ∈ Y and let dist(supp Û0,0) = ε. For |ξ | ε we put W+(ξ)Û0(ξ) = W+(ξ)0 = 0, whereas W+(ξ)
is deﬁned as in (5.3) for |ξ | > ε. For any U ∈ L2 let {Un}n∈N ⊂ Y be a sequence such that Un → U .
From the boundedness of W+ the pointwise limit
W+U = lim
n→∞W+Un
is well deﬁned since
‖W+Un − W+Um‖L2  ‖W+‖L(Y→L2)‖Un − Um‖L2 ,
where by ‖W+‖L(Y→L2) we denote the norm of W+ as a linear bounded operator mapping Y into L2.
Moreover, W+ is a bounded operator on L2, since W+ is bounded on Y , and the same holds for its
inverse. Moreover (1.26) holds true since the operators
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β(t)
E(t, ·) − E˜(t, ·)W+, t  0,
are uniformly bounded in L2, and for any U0 ∈ L2 it holds L(t)U0 → 0 in L2.
Indeed, let U0 ∈ L2 and  > 0; there exists U1 ∈ Y such that ‖U0−U1‖ <  . Then, there exists t > 0
such that ‖L(t)U1‖ <  for any t  t , that is,
∥∥L(t)U0∥∥L2  ∥∥L(t)∥∥L(L2→L2)‖U0 − U1‖ + ∥∥L(t)U1∥∥ C + , t  t,
being ‖L(t)‖L(L2→L2)  C , the norms of the operators L(t) mapping L2 into L2 are uniformly bounded.
The choice of t depends on U0, that is the limit is pointwise, i.e. we are not able to prove
‖L(t)‖L(L2→L2) → 0 for t → ∞, as in (3.3).
Remark 5.1. It remains open the question if it exists
W+(0) = lim
t→∞
1
β(t)
E˜−1(t,0)E(t,0).
Indeed, in correspondence of ξ = 0 we get E˜(t,0) = I2 for any t  0, whereas we get E(t,0) =
β(t)E0(t,0) with E0(t, s) as in Hypothesis 8. Therefore
W+(0) = lim
t→∞ E0(t,0);
if this limit exists, then W+(0) is invertible and bounded both from above and from below. On the
other hand we may ask if W+(ξ) converges for ξ → 0 and, in such a case, if it is continuous at ξ = 0,
provided that W+(0) exists. In this last case the operator W+ would be directly deﬁned as a limit
operator on L2 as it happens for B ∈ L1.
6. Examples and remarks for Modiﬁed Scattering
Example 6.1. We look for suﬃcient conditions on B#(t) which imply the boundedness of the solu-
tion E0(t, s) to the Cauchy problem (1.22), uniformly with respect to s. Let H be a constant, invertible
matrix. We can write
H−1B#(t)H =
(
φ(t) ν1(t)
ν2(t) −φ(t)
)
,
since tr B#(t) = 0. If we replace E0(t, s) = HEH (t, s), then (1.22) becomes
⎧⎨⎩ ∂t EH (t, s) −
(
φ(t) ν1(t)
ν2(t) −φ(t)
)
EH (t, s) = 0, t  0,
EH (s, s) = H−1.
(6.1)
Let v(t, s) and w(t, s) be the two rows of the matrix EH (t, s) and let v0 and w0 be the two rows of
H−1. We split (6.1) in the following two systems:
{
v ′(t, s) = φ(t)v(t, s) + ν1(t)w(t, s), {w ′(t, s) = −φ(t)w(t, s) + ν2(t)v(t, s), (6.2)
v(s, s) = v0, w(s, s) = w0.
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∣∣∣∣∣
t∫
s
φ(τ )dτ
∣∣∣∣∣ C, s, t  0, (6.3)
therefore
e−C  exp
( t∫
s
φ(τ )dτ
)
= Φ(t)
Φ(s)
 eC ,
where
Φ(t) := exp
( t∫
0
φ(τ )dτ
)
.
If we make the following substitutions:
v˜(t, s) = Φ(s)
Φ(t)
v(t, s), w˜(t, s) = Φ(t)
Φ(s)
w(t, s),
ν˜1(τ , s) = Φ
2(s)
Φ2(τ )
ν1(τ ), ν˜2(σ , s) = Φ
2(σ )
Φ2(s)
ν2(σ ),
we can write the solution of each system from (6.2) as follows:
v˜(t, s) = v0 +
t∫
s
ν˜1(τ , s)w˜(τ , s)dτ , (6.4)
w˜(t, s) = w0 +
t∫
s
ν˜2(σ , s)v˜(σ , s)dσ . (6.5)
By (6.3), if v˜(t, s), w˜(t, s) ∈ L∞ , then EH (t, s) ∈ L∞ , therefore E0(t, s) ∈ L∞ , too. If we put (6.4)
into (6.5), then
w˜(t, s) = w0 + v0
t∫
s
ν˜2(σ , s)dσ +
t∫
s
ν˜2(σ , s)
( σ∫
s
ν˜1(τ , s)w˜(τ , s)dτ
)
dσ .
After integrating by parts we get
t∫
ν˜2(σ )
( σ∫
ν˜1(τ , s)w˜(τ , s)dτ
)
dσ =
t∫ ( t∫
ν˜2(τ , s)dτ
)
ν˜1(σ , s)w˜(σ , s)dσ .s s s σ
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f (t, s) = w0 + v0
t∫
s
ν˜2(σ , s)dσ ,
k(t,σ ) = ν˜1(σ , s)
t∫
σ
ν˜2(τ , s)dτ = ν1(σ )
t∫
σ
ν˜2(τ ,σ )dτ ,
then we obtain the following Volterra type integral equation
w˜(t, s) = f (t, s) +
t∫
s
k(t,σ )w˜(σ , s)dσ . (6.6)
The integral equation (6.6) admits a (unique) solution w˜ in L∞ if
∣∣ f (t, s)∣∣ C, sup
t0
∣∣∣∣∣
t∫
s
k(t,σ )dσ
∣∣∣∣∣ C; (6.7)
condition (6.7) is veriﬁed if
∣∣∣∣∣
t∫
s
ν˜2(σ , s)dσ
∣∣∣∣∣ C, s, t  0, (6.8)
∣∣∣∣∣
t∫
s
ν1(σ )
( t∫
σ
ν˜2(τ ,σ )dτ
)
dσ
∣∣∣∣∣ C, s, t  0. (6.9)
Analogously, we prove that v˜ ∈ L∞ if
∣∣∣∣∣
t∫
s
ν˜1(τ , s)dτ
∣∣∣∣∣ C, s, t  0, (6.10)
∣∣∣∣∣
t∫
s
ν2(τ )
( t∫
τ
ν˜1(σ , τ )dσ
)
dτ
∣∣∣∣∣ C, s, t  0. (6.11)
Summarizing we proved that Hypothesis 8 is veriﬁed if one can ﬁnd some constant invertible matrix H such
that (6.3) holds together with (6.8) to (6.11) for the entries of H−1B#(t)H. Moreover, under these assumptions,
Hypothesis 10 trivially holds true if the diagonalizer of A(t) is such a constant matrix H .
On the other hand, if we assume (6.3) together with ν1 ∈ L1 (resp. ν2 ∈ L1) and (6.8) (resp. (6.10)),
then the uniform boundedness of E0(t, s) follows. Indeed, ν1 ∈ L1 and (6.8) directly imply (6.9), hence
w˜ ∈ L∞; from (6.4), thanks to w˜ ∈ L∞ and ν1 ∈ L1, we derive v˜ ∈ L∞ .
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mental solution in the pseudo-differential zone takes into account together the inﬂuence from A(t, ξ)
and B(t). Indeed, let H be a constant, invertible matrix, and a(t) be a scalar function such that if we
put
A(t, ξ) = H−1(λ(t)iξ A(t) + (B(t) − a(t)I2))H,
then for any ξ ∈ R and s 0 the solution EH (t, s, ξ) of the forward Cauchy problem{
∂t EH (t, s, ξ) − A(t, ξ)EH (t, s, ξ) = 0, t  s,
EH (s, s, ξ) = H−1,
(6.12)
is bounded from above in Zpd(N), uniformly with respect to s  0 and ξ ∈ R. We remark that here
we cannot apply (1.29) to derive a uniform estimate from below. If we assume Hypothesis 9 and 10
too, then we can derive the usual estimate in Zhyp(N). In this way we arrive at the estimates∥∥Epd(t,0, ξ)∥∥ Cα(t), t  t|ξ |,∥∥Ehyp(t, t|ξ |, ξ)∥∥ C β(t)
β(t|ξ |)
, t  t|ξ |,
where
α(t) = exp
( t∫
0
a(τ )dτ
)
, β(t) = exp
(
1
2
t∫
0
tr B(τ )dτ
)
.
If there exists C ′ > 0 such that β(t) C ′α(t) (resp. α(t) C ′β(t)), then the following energy estimate
from above still holds true:∥∥U (t, ·)∥∥L2  C ′′α(t)‖U0‖L2 (resp. C ′′β(t)‖U0‖L2).
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