Abstract-Monitoring and control of traffic networks represent alternative, inexpensive strategies to minimize traffic congestion. As the number of traffic sensors is naturally constrained by budgetary requirements, real-time estimation of traffic flow in road segments that are not equipped with sensors is of significant importance-thereby providing situational awareness and guiding feedback-control strategies. To that end, firstly we build a generalized traffic flow model for stretched highways with arbitrary number of ramp flows based on the Lighthill Whitham Richards (LWR) flow model. Secondly, we characterize the function set corresponding to the nonlinearities present in the LWR model, and use this characterization to design realtime and robust state estimators (SE) for stretched highway segments. Specifically, we show that the nonlinearities from the derived models are locally Lipschitz continuous by providing the analytical Lipschitz constants. Thirdly, the analytical derivation is then incorporated through a robust SE method given a limited number of traffic sensors, under the impact of process and measurement disturbances and unknown inputs. Finally, numerical tests are given showcasing the applicability and scalability of the proposed methods for large systems under high magnitude disturbances and unknown inputs.
I. INTRODUCTION AND PAPER CONTRIBUTIONS
Traffic congestion is a growing concern in most urban areas of the world. In the US alone, congestion caused a burden of more than $300B in 2016 [1] . At the network level, congestion occurs when the demand exceeds the transportation network's capacity. Several strategies exist to mitigate the impact of traffic congestion, including infrastructure modifications (creation of additional lanes), capacity improvements through the use of automation (cooperative cruise control or autonomous vehicles), and traffic network control. Among all strategies, network control strategies are the most cost-effective and easy to implement. These include for example dynamic speed limits [2] , ramp metering [3] , or dynamic toll pricing [4] .
While traffic control strategies can be effective, they require the network operator to estimate a real-time traffic state with the highest possible accuracy-since it is financially infeasible to install sensors at each road/highway segment. The practice of running a control scheme with incorrect traffic estimates could result in a worsening of overall traffic congestion. For this reason, a significant number of control systems are openloop, including pre-timed traffic signals [5] , pre-times tolling strategies, and pre-timed ramp metering.
To perform real-time monitoring and control of traffic networks, physics-based models are needed. Among traffic flow models, we can broadly distinguish two classes: macroscopic models [6] , which compute the evolution of the vehicular density, and microscopic models [7] , which model the trajectory of each vehicle. Macroscopic flow models are suitable to traffic state estimation since they scale well to large networks: the computational time required to simulate traffic is independent of the number of vehicles modeled, as opposed to microscopic models. Moreover, in macroscopic model, the number of states is fixed since it depends on the highway size.
It is known that traffic density is one of major indicators that is useful for determining traffic conditions [8] . To that end, here we focus on performing state estimation of traffic density on stretched highway by considering the classical macroscopic Lighthill Whitham Richards (LWR) flow model [9] , [10] , which is a first order hyperbolic conservation law. This nonlinear dynamic model has been extensively used in traffic modeling for various purposes, e.g., in estimation and control applications [11] , [12] and ramp metering [13] , [14] . The LWR model is indeed robust and easy to calibrate, since it only depends on a small number of well-known traffic parameters, encoded as a flow-density relationship known as the fundamental diagram. In this paper, motivated by earlier work [15] - [17] , we specifically utilize the Greenshield's model [18] to represent the fundamental diagram, which is a concave and parabolic flow-density relationship.
The objective of this work is to characterize the function sets corresponding to the nonlinearities present in the LWR model, and use this characterization to design real-time state estimators for stretched highway segments having arbitrary input/output ramp flows. Specifically in this paper, we pursue a control-theoretic approach to address the state estimation problem of highways equipped with limited number of sensors; related literature is succinctly discussed next.
The traffic state estimation based on the switching-mode scheme of cell transmission model (CTM) is investigated in [19] . The same problem is revisited in [20] by developing adaptive nonlinear observers on a continuous time traffic model, as opposed to the discrete-time CTM. In [21] , a fuzzy-based observer is developed for traffic estimation of METANET traffic model [22] , [23] . The traffic density estimation using Kalman filter based on the measurements of average traffic speed and flow for mixed traffic is conducted in [24] while assuming the METANET traffic flow model. The authors in [25] implement the Extended Kalman Filter (EKF) to perform traffic estimation based on linearized CTM. EKFbased traffic state estimation is also pursued in [26] , in which the highway is modeled by a stochastic macroscopic traffic model based on CTM. To estimate traffic speed, Ensemble Kalman Filter is used in [11] by using GPS data, whereas authors in [27] solve the same problem in real time by using Lagrangian sensors. To mitigate the impact of time-delays, decentralized observers for traffic estimation based on the CTM is developed in [28] . The study of connected vehicle technology with artificial intelligence-based algorithm for realtime traffic state estimation is conducted in [8] . Recently, the sensor placement problem of highway segments is studied in [16] where the linearized Greenshield's model is considered. Albeit it offers simplicity in contrast with nonlinear dynamic models, the linearized models are only representative of the dynamics when the traffic density lies in the vicinity of that point. Moreover, the study is conducted to the extent of observability of the linearized dynamic models. This paper aims to investigate the robust traffic estimation problem using control-theoretic approach by considering the nonlinear nature of traffic dynamics based on Greenshield's model, while incorporating worst-case disturbance scenarios thereby yielding a robust state estimation routine.
The estimation of traffic density can be performed by implementing a suitable dynamic state estimation methods such as robust Kalman filters or observers. As the paper's contribution is focused on observer designs for nonlinear systems, we succinctly discuss relevant research studies pertaining to this approach. There are indeed numerous observer design methods available in the literature. The analysis on the stability of observers for Lipschitz nonlinear systems * is performed in [29] . The authors in [30] derive linear matrix inequality (LMI) conditions to synthesize observers for Lipschitz nonlinear systems; a similar result is also proposed in [31] . Albeit these lead to relatively simple procedures, they are not designed for systems with unknown inputs, disturbances, and measurement noise which are always present in practical situations. To that end, a robust H ∞ observer for Lipschitz nonlinear systems is proposed in [32] . Recently, authors in [33] use the concept of L ∞ stability, reported in [34] , to design an observer for systems with incremental quadratic nonlinearity which is more generalized form of Lipschitz nonlinearity.
In light of the aforementioned literature contributions, our paper's contributions and organization are summarized next.
• From a transportation network modeling perspective, we formulate the traffic dynamic model of stretched highway consisting of multiple ramp flows based on Greenshield's fundamental diagram for congested and uncongested modes. The modeling presumes the knowledge of congested and * The nonlinear systemẋ = f (x, u) is globally Lipschitz if there exists a constant γ ≥ 0 such that f (x, u) − f (x, u) 2 ≤ γ x −x 2 for all x,x ∈ R m . The constant γ essentially characterizes this nonlinearity.
uncongested modes (or cases) on highways, which can be done through data analytics or fault detection techniques. This classification of modes is updated regularly to reflect the physical state of traffic. Given this, the formulated dynamic model is then represented in state-space form making it amenable to a plethora of control-theoretic approaches. This contribution is presented in Section III.
• From a nonlinear traffic model perspective, we prove that the nonlinearity in the Greeshield dynamic traffic model follows the locally Lipschitz continuous function set. We also provide methods to compute the corresponding Lipschitz constant for an arbitrary highway configuration for congested and uncogested modes. This contribution is provided in Section IV. These two aforementioned contributions pave the way for two applications in transportation systems: (A) Performing robust state estimation of traffic density by utilizing nonlinear observers for Lipschitz systems, considering uncertainty in process and measurement models. This is akin to designing H ∞ controllers to perform state feedback control. (B) Building localized observer-based control strategies for ramp metering and state-feedback control.
• From a control and estimation-theoretic perspective, we consider the aforementioned L ∞ stability concept to design an observer for traffic density estimation for systems under disturbances, unknown inputs, and sensor faults. Instead of using the incremental quadratic nonlinearity classification of the nonlinearity from [33] , we propose a different condition which is simpler as it is designed specifically for Lipschitz nonlinear systems-a property which we prove in this paper for the traffic dynamics. Section V presents this contribution. The design of this robust observer is performed using scalable semidefinite programming (SDP) methods and shown to perform well even under significant disturbances; this is discussed in the numerical tests in Section VI. The next section presents the notation used in this paper.
II. NOTATION Italicized, boldface upper and lower case characters represent matrices and column vectors: a is a scalar, a is a vector, and A is a matrix. Matrix I denotes the identity square matrix, whereas O denotes a zero matrix of appropriate dimensions. The notations R, R + , and R ++ denote the set of real numbers, non-negative, and positive real numbers. The notations R n and R p×q denote row vectors with n elements and matrices with size p-by-q with elements in R, whereas S m + and S m ++ denote the set of positive semi-definite and positive definite matrices. For any vector x ∈ R n , x 2 denotes the Euclidean norm of of x, defined as x 2 = √ x x , where x is the transpose of x. The Frobenius norm of a matrix X is denoted by X F . For set X , the notation |X | denotes the cardinality of X . For simplicity, the notation ' * ' denotes terms induced by symmetry in symmetric block matrices. 
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, [10] , [35] . This model is a nonlinear first-order hyperbolic PDE based on the vehicle conservation principle. This principle describes the evolution of traffic density on a highway segment, given the knowledge of initial conditions and boundary conditions, and is expressed by the following PDE [36] 
where ρ and q are functions of position x and time t. The relation between ρ and q is given as [36, Section 2.4.1]
where v is the average traffic speed. In practice, the traffic speed on a highway segment depends on its current traffic density. One of the widely used model that describes this relation is the Greenshield fundamental diagram. This model assumes a linear relationship between traffic speed and traffic density [36, Section 2.4.3] , that is, for known free flow speed v f and maximum density ρ m , traffic speed is calculated as
as depicted in Fig. 1 . Critical density ρ c is regarded as the density for which the flow is maximal, which for a Greenshield model corresponds to one half the maximum density, i.e.,
In This model, the relation between traffic flow and traffic density is illustrated in Fig. 1 , where the maximum flow q m is achieved when the traffic density is equal to critical density. In order to enable state estimation for traffic density at highway segments without traffic sensor installation, the firstorder PDE (1) is then discretized in space using Godunov's scheme [37] . The resulting model can be approximated with the following ODĖ
where l is the length of the highway segment. The evolution of the traffic density on each highway segment is influenced by the upstream and downstream densities from its neighboring highway segments. There are two regions where the steadystate flow (or equilibirum point) of the stretched highway can lie: congested and uncongested [16] . A highway segment is said to be congested if the density ρ(t) satisfies ρ c < ρ(t) ≤ ρ m , and otherwise uncongested if ρ(t) satisfies 0 ≤ ρ(t) ≤ ρ c . This implies that, for a highway divided into N segments, there are 2 N possible modes, in which each segment can be either congested or uncongested.
Following [16] , here we consider a case that likely prevails on a stretched highway, in which segments inside a highway section (which is made of a number of segments) are classified into two modes: congested or uncongested. Other studies, such as [19] , have considered more than two modes and then perform traffic density estimation. The mode identification is based on density measurements at cell boundaries. Other works have considered the mode identification [38] which we consider as given in the paper. That is, the proposed methods in this paper are not considered with the problem of modes detection and identification; we are rather concerned with the classification of the nonlinear dynamics and scalable, robust state estimation methods. This approach is simple since we do not consider all possible modes, thus avoiding a more complex switching-model. Furthermore, and by using the nonlinear model, one does not need to perform linearization which can be more practical in the situation when the equilibrium point is unknown.
A. The Uncongested Case
For each highway segment, (4) can be generalized as folloẇ
where x 1 and x 2 represent the location of the boundaries such that x 2 − x 1 = l. In the above equation, q(x 1 , t) and q(x 2 , t) denote the total inflow and total outflow associated with that highway segment. To build the dynamic model, the stretched highway is divided into N segments of equal length l such that the rate of change of the traffic density on each segment can be modeled by (5). Fig. 2 gives an illustration on how the model is built for the uncongested case, in which we assume that 0 ≤ ρ i ≤ ρ c for all i ∈ E. Although the densities of on-and off-ramps are determined by inflows and outflows on each ramp, here we consider the case where 0 ≤ ρ i ≤ ρ c for all i ∈Ê and i ∈Ě. All in-and off-ramps are also assumed to have the same properties as those on the stretched highway segments, such as l, v f , ρ c and ρ m .
For simplicity, it is also assumed that any highway segment can have at most one on-ramp and/or one off-ramp, in which the first and last highway segments are not connected to any on-ramp nor off-ramp. If a highway segment i is connected to both on-and off-ramp, then i ∈ E I ∩E O with N IO = |E I ∩E O | denotes the number of highway segments connected to both on-and off-ramps. In addition, we require that the upstream flow on the first highway segment f in , upstream flow on each on-rampf i for i ∈Ê, and downstream flow on each off-ramp f i for i ∈Ě are all known, which in a real situation, can be obtained from conventional traffic detectors [24] . Based on these assumptions, by conveniently defining constant δ v f lρm , and combining equations (2) and (3) with (5), the equations describing the evolution of traffic densities can be classified into several categories, each of which are specified as follows
We construct the state vector x ρ i · · ·ρ j · · ·ρ k in an increasing order for all i ∈ E, j ∈Ê, and k ∈Ě such that x ∈ R n where n = N + N I + N O . By doing so, Eq. (6) can be written in nonlinear state-space formaṫ
with A 1 , A 2 , A 3 , f (·), B u , and u are specified in Table II .
B. The Congested Case
In this section, the modeling for the traffic model considering congested zones is presented. Without loss of generality, all highway segments are assumed to be congested, i.e., ρ c < ρ i ≤ ρ m for all i ∈ E, i ∈Ê, and i ∈Ě. We consider the same assumptions as in the uncongested case except that the downstream flow on the last highway segment f out is known (instead of f in ). To that end, the evolution of traffic densities in the congested case are formulated as follows 
Likewise, from (8), the traffic dynamics for the congested case can be written in a state-space form of (7), where A 1 , f (·), B u , and u are detailed in Table IV and matrices A 2 and A 3 are given in Table II . Given the dynamic models for the congested and uncontested cases, the next section presents a characterization of the function set of the nonlinearity f (·).
IV. CHARACTERIZATION OF THE NONLINEAR FUNCTIONS
This section discusses the investigation of the function set class for f (·). As there are several function sets that a multivariable function can belong to (e.g., locally/globally Lipschitz, one-sided Lipschitz, quadratically bounded, et cetera). From a control-theoretic perspective, this is important as it allows the design of asymptotic state-feedback controllers and state observers-the latter application is discussed in Section V. In the case of traffic dynamics, the fact that the traffic density is differentiable and bounded in its domain implies that the nonlinear term f (·) is differentiable Lipschitz continuous-at least locally in a bounded region of the statespace. The definition of Lipschitz continuity is given next.
for all x,x ∈ B.
Although the smallest γ satisfying (9) is desired-especially if this property is used to design controllers and observersfinding such constant can be cumbersome and impractical.
Interestingly, any γ that satisfies (9) is acceptable for most cases. To that end, we use the next lemma that proposes an easy method to compute a Lipschitz constant for the traffic dynamics.
If there exists γ i ∈ R + such that
This shows that f is Lipschitz continuous in B with Lipschitz constant γ = n i=1 γ 2 i . The following results provide Lipschitz constants of the nonlinear function for both uncongested and congested cases. Theorem 1. In the uncongested case, the nonlinear function f : R n → R n governing the traffic dynamics and specified in Table II is locally Lipschitz in [0, ρ c ] n with
Proof. Let f : R n → R n be such function. By using the fact that v f , ρ m , ρ c , l > 0 and ρ c = 1 2 ρ m , then for each case of f i (·) specified in Table II and any 
.
By using the result from Lemma 1 and equations (12a)-(12g), we obtain (11) and hence the proof is complete.
Corollary 1.
In the congested case, the nonlinear function f (·) specified in Table IV is Proof. The proof is similar to that of Theorem 1 by using the fact that x,x ∈ (ρ c , ρ m ] n for the congested case. Hence, for the sake of brevity, the complete proof is omitted. Remark 1. The analytically derived Lipschitz constants γ u and γ c depend on the traffic network parameters, number of in-and out-flow ramps, and how many highway segments are labeled as congested and uncongested. Therefore, and depending on the classification of traffic modes in highways, the constants γ u and γ c will change.
It is important to notice that the results given in Theorem 1 and Corollary 1 are useful in the sense that, not only are they showing the nonlinearities to be Lipschitz, but more importantly, they also provide practical Lipschitz constants that can be actually used in Lipschitz-based state estimator and observer designs. Furthermore, these results make it possible to implement many methods in control theory which can potentially solve problems arising in traffic networks that can be cast into estimation and control problems.
To that end, the next section proposes a robust state estimation method for the nonlinear dynamics (7) considering limited number of measurements and unknown disturbances.
V. ROBUST NONLINEAR STATE ESTIMATION
As shown in previous sections, the traffic density of highways with multiple ramp flows can be modeled by a set of ODE, which is further represented by a nonlinear state-space equation. Moreover, it is also shown that the nonlinearity satisfies the local Lipschitz condition and the Lipschitz constant is derived for any arbitrary highway configuration. This enables us to design a certain type of observer to perform robust traffic density estimation, which is the focus of this section.
A. Traffic Modeling under Disturbances and L ∞ Stability
Here, we present the perturbed traffic dynamics. Specifically, we consider that the perturbation or uncertainty is due to unknown inputs, process disturbances, measurement noise, and sensor faults. These can all be succinctly represented by vector w(t), an unknown quantity. Given these disturbances, the nonlinear perturbed dynamics can be expressed aṡ
In the above model, (13a) represents (7) with unknown inputs B w w and (13b) is the linear measurement model with measurement noise D w w, where y ∈ R p is the measurement vector and C ∈ R p×n is a matrix representing the configuration and location of the sensors. The disturbance vector w ∈ R q is assumed to be bounded, with the corresponding matrices B w and D w are of appropriate dimensions. In this study, we are interested in the case when many highway segments do not have traffic sensor installations, i.e., p < n. Thus, the objective of the observer is to estimate the traffic density for the entire highway segments.
Remark 2. Vector w(t) lumps all unknown inputs in a single vector for the sake of simplicity. This is identical to considering two different vectors of disturbances that perturb the process and measurement separately. For example, if v 1 represents unknown inputs and v 2 represents measurement noise, with corresponding matrices V 1 and V 2 , such that the system dynamics are expressed aṡ
then defining w = v 1 v 2 along with B w = V 1 O and D w = O V 2 of appropriate dimensions allows (14) to be expressed in form of (13).
To design the observer, letx(t) be the observer's state (or estimation) vector andŷ(t) be the observer's measurement vector. The proposed observer dynamics follow a similar form to the classic Luenberger observer, and are given aṡ
where L(y −ŷ) is the Luenberger-type correction term with L ∈ R n×p . By defining the estimation error as e(t) x(t) − x(t), the error dynamics can be computed aṡ e(t) = (A − LC) e(t) + ∆f (t) + (B w − LD w ) w(t), (16) where ∆f (t) f (x)−f (x). Since the traffic dynamic model is determined by the choice of states' operational range, which can be either congested or uncongested, then it is helpful to have the following definition.
n , if the highway is congested.
By using Definition 2, then we can simply invoke x,x ∈ X regardless on the condition of the highway. To design the L ∞ observer, first we state the definition of L ∞ space and L ∞ norm, which are crucial for building the concept of L ∞ stability.
Definition 3. The L ∞ space is defined as
in which the L ∞ norm, denoted by · L∞ , is defined as
The definition of L ∞ stability with performance level µ is given below.
Definition 4. Let z ∈ R z be a performance output constructed as z = Ze for a user-defined performance matrix Z ∈ R z×n . Then, the nonlinear dynamics (16) is said to be L ∞ stable with performance level µ if the following conditions hold.
1) The undisturbed system is globally uniformly asymptotically stable around the origin. 2) For any bounded disturbance w ∈ L ∞ and zero initial conditions e 0 = 0, we have z ≤ µ w L∞ . 3) There exists a function β : R n × R + → R + such that, for any initial condition e 0 and any bounded disturbance w ∈ L ∞ , we have z ≤ β e 0 , w L∞ . 4) For any initial condition e 0 and any bounded disturbance w ∈ L ∞ , we have lim t→∞ sup z ≤ µ w L∞ .
B. L ∞ Observer Design
We are now ready to present a lemma that establishes a sufficient condition to achieve L ∞ stability with performance level µ for the estimation error dynamics given in (16).
Lemma 2. Consider the estimation error dynamics (16) with performance output z = Ze and bounded disturbance w. If there exists a differentiable Lyapunov function V : R n → R + and constants µ 0 , µ 1 , µ 2 ∈ R + such that
for all t ≥ 0, then the estimation error dynamics (16) is L ∞ stable with performance level µ =
Proof. The proof is similar to that of Theorem 1 in [34] and hence is omitted here for brevity.
By using the above lemma, we present a sufficient condition to synthesize the L ∞ observer for Lipschitz nonlinear systems in the following theorem-see Appendix B for the proof. Theorem 2. Consider the nonlinear system with unknown input and measurement noise (13) and observer (15) where x,x ∈ X , w ∈ L ∞ , and the nonlinear function f : R n → R n is locally Lipschitz in X with Lipschitz constant γ. If there exist P ∈ S n ++ , Y ∈ R n×p , , µ 0 , µ 1 , µ 2 ∈ R + , and α ∈ R ++ so that the following optimization problem is solved
then the error dynamics (16) is L ∞ stable with performance level µ = √ µ 0 µ 1 + µ 2 for performance output given as z = Ze. In this case, the observer gain is given as
Realize that the L ∞ -Observer problem is nonconvex due to bilinear terms appearing in (19a) and (19b). Specifically, the problem is nonconvex in terms of variables α, µ 0 , µ 1 , and P . To render the L ∞ -Observer as a convex optimization problem, one can set the values of α and either µ 0 or µ 1 a priori.
Remark 3.
It is important to note that, albeit the system's and observer's states are defined locally in X , we are able to use Theorem 2 to synthesize the L ∞ observer which is based on the definition of global L ∞ stability. This is justified by the argument that, since the system's and observer's states are always in X , then the nonlinear function f (·) always satisfies the local Lipschitz condition. Hence, the notion of L ∞ stability is valid in X .
Remark 4. In the proposed observer design, we consider that the Lipschitz constants and state-space matrices are fixed. If a change to the classification of the two traffic cases (congested and uncongested) takes place, the observer design problem needs to be solved again for updated observer gain matrix L. This requires a scalable SDP solver, which is discussed in the end of the next section.
C. Successive Convex Approximations and Scalability
As mentioned above, fixing the values of α and either µ 0 or µ 1 transforms the L ∞ -Observer to a convex optimization problem. Although this allows us to solve the L ∞ -Observer using convex programming tools, it could potentially lead to conservative results. To avoid having this conservatism, one can use either convex relaxation or convex approximation technique to solve (19) . Herein, we will demonstrate how to solve the nonconvex problem (19) using Successive Convex Approximations (SCA), which is inspired the authors' recent work [39] , [40] .
The idea behind SCA is to decompose the BMI terms in (19) into a difference of two convex functions [41] , in which later are transformed into a set of LMIs using the first-order Taylor approximation and the Schur Complement. For example, one of the bilinear terms appearing in (19b) is αP . Realize that this can be written as
In the above equation, the term (αI + P ) (αI + P ) is convex whereas − (αI − P ) (αI − P ) is concave. Since the first-order Taylor approximation of a concave function is a global overestimator, then it can be overestimated by a linear function Σ(α, P ;α,P ), which is exactly the first-order Taylor approximation of − (αI − P ) (αI − P ) around α,P . By doing so, we get an approximation of αP given as αP 1 4 (αI + P ) (αI + P ) + 1 4 Σ(α, P ;α,P ).
If this method is applied for all bilinear terms in problem (19) , then the convex approximation of L ∞ -Observer around the point α,μ 0 ,μ 1 ,P can be expressed as
In (20), ν is an additional scalar variable acting as an upper bound of the nonconvex objective function (19a), Σ 1 (·) is the convex approximation of (19b), and Σ 2 (·) is the convex approximation of objective function (19a). The L ∞ -Observer-2, which is a convex problem, is then solved iteratively, starting form initial
that is strictly feasible for L ∞ -Observer, until the objective value converges to a certain degree specified by a user-defined tolerance or the maximum iteration is achieved. Interested readers are referred to [41] for more details about this method.
A discussion on scalability of the proposed observer design is discussed next. The proposed observer design requires solving either a single SDP-if constants α and µ 0 or µ 1 are fixed-or a sequence of SDPs if the convex approximation is used. Unfortunately, SDPs are known to scale poorly with the statespace dimension n. Since the case classification of congested and uncongested highway zones happens frequently, then the observer design problem should be solved again to reflect the change in the system cases. This requires a fast computational method to solve SDPs. To that end, the objective here is to use a scalable SDP solver that potentially utilizes the fact that the state-space matrices are indeed sparse, in which we can easily confirm from Table II and IV. For example, the matrix A 1 has nonzero entries on the diagonal, where it becomes an upper triangular matrix (by the addition of nonzero entries above the diagonal) for the congested case and lower triangular matrix (by the addition of nonzero entries below the diagonal) for the uncongested case, with the remaining entries equal to zero. In addition, the entries on matrix A 2 is nonzero only when the corresponding highway segments are connected to on-ramps/off-ramps, and A 3 is a purely diagonal matrix. This finally leads to a sparse matrix A. To that end, we use SDPNAL+-introduced in [42] -which is considered to be one of the scalable SDP solver available. SDPNAL+ uses the nonlinear Newton-conjugate gradient method with augmented Lagrangian algorithm to solve SDP. This method is proven to be more efficient in solving large scale SDP, especially when the SDP problem data is sparse as we have observed recently, compared to the standard interior pointbased methods that are implemented in vintage solvers such as Mosek [43] , SeDuMi [44] , and SDPT3 [45] .
VI. NUMERICAL TESTS
The objective of this section is three-fold. First, demonstrating that the formulated SDP formulation graciously scale with the number of highway segments through a scalable SDP solver. Second, showcasing that the derived Lipschitz constant is not conservative and that the SDP for L ∞ problem can in fact yield feasible solutions. Third, demonstrating the applicability of the proposed state estimation method under high magnitude disturbances in the process dynamics and the measurement model. All simulations are performed using MATLAB R2016b running on a 64-bit Windows 10 with 3.4GHz Intel R Core TM i7-6700 CPU and 16 GB of RAM with YALMIP [46] as the interface to solve all convex problems.
A. Traffic Density Estimation on A Simple Highway
The next section showcases the scalability and performance of the proposed methods on a larger system. Here, we consider a simple highway consisting of and characterized by the following parameters.
• N = 10 highway segments, N I = 2 on-ramps connected to the 2 nd and 4 th highway segments, and N O = 1 off-ramps connected to the 9 th highway segment.
• p = 6, where 4 sensors on the 1 st , 3 rd , 5 th , and 10 th highway segments, one sensor on the 2 nd on-ramp, and one sensor on the off-ramp (hence n = 13 and C ∈ R 6×13 ). Note that the considered example is under-sensed, in the sense that not all highway segments have traffic flow sensors.
• Parameters: v f = 31.3 m/s, ρ m = 0.053 vehicles/m, and l = 500 m; the above parameters are adapted from [16] , which are obtained from traffic detectors measuring I-15 NB in Las Vegas, Nevada.
• We simulate the above system for the uncongested case, in which the exit ratio and flow vector are chosen such that α = 0.04 and a fixed input u(t) = 0.2 0.1 0.1 0.01 for t ∈ [0, 500] sec. We aim to estimate the traffic density on highway segments and on-ramp that are not equipped with sensors, namely the 2 nd , 4 th , 6 th , 7 th , 8 th , and 9 th highway segments and the 2 nd onramp. The corresponding Lipschitz constant for this system is γ u = 0.3170, which is obtained from using Eq. (11) given in Theorem 1. The initial conditions for the system and the robust observer are carefully chosen such that 0 ≤ x i (0) ≤ ρ c and 0 ≤x i (0) ≤ ρ c for all i ∈ E, i ∈Ê, and i ∈Ě. With that in mind, the observer initial conditions are significantly different than the actual state of the system.
In this simulation, we use the L ∞ -Observer described in Theorem 2. To obtain a convex problem, instead of using the more complex SCA, we set α = 0.01 and µ 1 = 100. We use SDPNAL+ [42] to solve the convex problem. The performance matrix is chosen to be Z = 0.1I. Herein, we consider the case when there exist some kind of random disturbances acting as unknown input and measurement noise. The disturbance vector w has the following structure
In (21), we define r : [0, ∞) → [−1, 1] as a random mapping. The corresponding disturbance matrices are chosen so that B w = B u O and D w = O C . This particular choice makes the random parts of unknown input and measurement noise to have maximum values 20% of u(t) and x(t). Note that the artificially added unknown input w is significant and of high magnitude in comparison with the magnitude of the states. We have considered that to merely test the robustness of the developed estimation method.
The simulation is performed from t = 0 to t f = 500 sec and the results can be seen in Fig. 3 . From these figures, we can see that the observer's trajectories follow the actual system's trajectories with small insignificant deviations. The computed performance index is µ = 0.01322 with the L ∞ norm of the disturbance ||w|| L∞ is approximately equal to 0.0497. From  Fig. 4 , we can see that the norm of performance output z (where z = Ze) converges to a close vicinity of zero, although it experiences some kind of fluctuations caused by disturbance. Moreover, we can also observe that the definition of L ∞ stability is actually satisfied, as the norm of the performance output at the steady state region is below ||w|| L∞ multiplied by µ. This also corroborates the analytical results given in Theorem 2 and Lemma 2. This result showcases that even under high-magnitude disturbances, and using only a few traffic sensors, excellent real-time estimates can be generated to approximate the traffic state of a stretched highway.
B. Lipschitz Constant Conservatism and Scalability
In this section, and to test for scalability and applicability of the proposed methods to larger systems, we compare the performance of two different solvers, Mosek [43] and SDP-NAL+ [42] ; see Section V-C. The comparison is performed by solving the L ∞ -Observer from Theorem 2 for different highway sizes assuming the uncongested case, ranging from 20 segments of stretched highway to 200. To obtain a convex problem, we again choose to set the values of α and µ 1 a priori such that α = 10 −3 and µ 1 = 10 4 . The performance matrix for L ∞ -Observer is chosen to be Z = 10 −3 I with disturbance matrices selected to be B w = 0.01B u O and D w = O 0.01C . For simplicity, we impose that all highways only have one on-ramp and one off-ramp, which are respectively connected to the 2 nd and (N − 1) th segments on the stretched highway. All highway segments are assumed to be equipped with sensors except three segments in the middle. Other parameters are similar to those assumed in the previous simulation.
The detailed results of this experiment are given in Table III. The Lipschitz constant γ u increases as the number of highway segments increases. This is in accordance with Theorem 1 and Eq. (11) , where the Lipschitz constant γ u is determined by N , N I , N O , and α(·). We also observe that SDPNAL+ outperforms Mosek in terms of the computational time. SDPNAL+ is able to compute the solution for any highway size within seconds. This is in contrast to Mosek, where the utilized computer can only give results for up to N = 140. Additionally, we increase the number of highway segments up to 1000 for SDPNAL+, and the result is given in Fig. 5 , where it only takes less than 200 seconds for SDPNAL+ to obtain the solution on a personal computer. SDPNAL+ is able to solve the problem with very short computational time as it exploits the sparsity of the traffic model. In fact, SDPNAL+ is designed to deal with SDPs with sparse problem data. This result is significant as it (a) challenges the notion that SDPs do not scale well for dynamic networks of medium to large sizes and (b) showcases that the proposed estimator design can be performed whenever a change in the highway mode classification occurs. (h) Figure 3 . The trajectories of actual and estimated states for some unmeasured highway segments: (a) 2 nd highway segment, (b) 4 th highway segment, (c) 6 th highway segment, (d) 7 th highway segment, (e) 8 th highway segment, (f) 9 th highway segment, (g) 2 nd on-ramp; and (h) the norm of disturbance vector ||w|| 2 . Note that the unknown disturbance is of significant magnitude, compared to the state magnitudes. This is considered to test the estimation method. The results illustrate that even for a large highway section, the proposed robust estimator can still be used and designed every few minutes.
VII. SUMMARY AND FUTURE WORK
In this paper, we present a new nonlinear, state-space model for a generalized traffic flow model for stretched highways with arbitrary number of ramp flows based on the Lighthill Whitham Richards (LWR) flow model assuming that all highway segments are either congested or uncongested. Then, the function set of this nonlinear system is shown to be locally Lipschitz with an analytically derived Lipschitz constant. This characterization is then used to design real-time and robust state estimators (SE) for stretched highway segments, given a limited number of traffic sensors, under the impact of process and measurement disturbances and unknown inputs. The robust SE method is designed based on the concept of L ∞ stability. We have showcased how the proposed methods scale graciously with the number of state variables and highway sizes, and hence can be potentially utilized while considering high magnitude unknown inputs. Future work will consider the discrete time cell transmission model under disturbances-also nonlinear in the state evolution-which can provide improved traffic flow accuracy. In addition, the minimal traffic sensor placement problem considering the nonlinear model will be investigated in conjunction with the robust state estimation routine. The corresponding state-space parameters of traffic density model for the congested case is given in Table IV .
B. Proof of Theorem 2
Proof. Let V (e) = e P e be a Lyapunov function candidate where P 0. Then, (18a) holds if there exists α > 0 such thatV (e)+α V (e) − µ 0 w 
where Ω A P + P A − C L P − P LC + αP . Since the function f (·) is locally Lipschitz, then we also have Defining Y P L and Ψ Ω+ γ 2 I, the above is equivalent to (19b). Next, substituting z = Ze to (18b) yields By using congruence transformation and applying the Schur Complement, the above is equivalent to (19c). Thus, the solvability of optimization problem (19) ensures that (18) is satisfied, which consequently implies that the estimation error dynamics given in (16) is L ∞ stable with performance level µ = √ µ 0 µ 1 + µ 2 and observer gain L = P −1 Y . This ends the proof.
