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Abstract
Let V be a reduced projective hypersurface in P and C the ane cone over V in X =A+1.
We employ cohomological methods to study the Brauer groups of the varieties C; C−P; X −C
and X − C, where P is the vertex of the cone, X = P+1 and C is the completion of C in X .
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1. Introduction
Let k be an algebraically closed eld of characteristic zero. Fix integers d and 
both greater than 1. Let f be a square-free homogeneous polynomial of degree d in
k[x0; : : : ; x]. Let V = Z(f) be the variety in P=Proj k[x0; : : : ; x] dened by f. Then
V is a reduced projective hypersurface. Let X =A+1=Spec k[x0; : : : ; x]. Let C=Z(f)
in A+1 be the ane cone over V in X . Let P = (0; : : : ; 0) denote the vertex of the
cone C in A+1. Let C denote the projective closure of C in X = P+1. We view V
as the hyperplane section of C at innity. Then C = V [ C.
In this paper, we employ cohomological methods to study the Brauer groups of the
varieties C, C − P, X − C and X − C. All of the varieties C, X − C and X − C are
ane.
C = Spec
k[x0; : : : ; x]
(f)
; (1)
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X − C = Spec k[x0; : : : ; x][1=f]; (2)
X − C = Spec (k[x0; : : : ; x; x+1][1=f])0: (3)
In (3), ()0 means take the subring of elements of degree 0. The non-ane variety
C − P has an open ane cover fxi 6= 0 j i = 0; : : : ; g:
C − P =
[
i=0
Spec
k[x0; : : : ; x][1=xi]
(f)
(4)
Throughout, unless otherwise specied, all cohomology and sheaves are for the etale
topology. Let S be a scheme over k, and n  1 an integer. By n we denote the
group (or sheaf) of nth roots of unity which is non-canonically isomorphic to the
group (or sheaf) Z=n. Let n(−1) denote HomZ(n;Z=n). By Gm we denote the sheaf
of multiplicative units. Sometimes we shorten H 0(S;Gm) to S. The group H 1(S; n)
classies the Galois covers of S with group Z=n. For an abelian group M , we denote
by nM the subgroup of elements annihilated by multiplication by n. By Pic S we
denote the Picard group which is isomorphic to H 1(S;Gm). By B(S) we denote the
Brauer group. The cohomological Brauer group is denoted B0(S) and is by denition
the group of torsion in H 2(S;Gm). By the Hoobler{Gabber theorem (e.g. [12]), if S is
the separated union of two ane schemes, B(S) = B0(S) by a natural isomorphism.
All other unexplained notation and terminology are as in [15].
By Kummer theory, the exact sequence of sheaves on S
1! n ! Gm n!Gm ! 1; (5)
gives rise to the following exact sequences of groups:
1! S=(S)n ! H 1(S; n)!n Pic(S)! 0; (6)
0! Pic(S)⊗ Z=n ! H 2(S; n)!n B0(S)! 0; (7)
0! Hp−1(S;Gm)⊗ Z=n ! Hp(S; n)!n Hp(S;Gm)! 0: (8)
If S is a nonsingular variety, by [9, II, Proposition 1.4] Hp(S;Gm) is torsion for p  2.
Taking limits in (8) yields
Hp(S; ) = Hp(S;Gm) for p  3: (9)
We are interested in the values of the functor B() on the varieties C; X − C; C − P
and X − C. Table 1 gives references to results in this paper where these values are
computed.
For a variety X with function eld K , let X1 be the points of codimension one on
X . The group of Weil divisors on X , DivX , is the free abelian group generated by the
points Y in X1. For any f in K, the divisor of f; div f, is
P
vY (f)Y where the sum
is taken over all Y in X1 and vY is the discrete valuation on K corresponding to Y .
The group of principal divisors is Prin X = fdivf jf 2 Kg. The divisor class group
is Cl(X )=DivX=Prin X . The reader is referred to [11, Section II.6] for an introduction
to groups of divisors. The following version of Nagata’s Theorem will be useful. We
include a proof, for lack of a reference.
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Table 1
B(C); B(X − C); B(C − P); B( X − C)
Non-singular V General V
C Proposition 1.2(b) Proposition 1.2(b)
X − C Theorem 2.1 Theorem 3.1(b) ( = 2), Theorem 3.1 (c) (C normal)
C − P Theorem 2.2 Theorem 3.4 ( = 2)
X − C Theorem 3.1(a) Theorem 3.1(a)
Theorem 1.1 (Nagata). Let X be a normal integral noetherian scheme and D a re-
duced eective divisor on X with irreducible components D1; : : : ; Dn. The sequence of
groups
1! X  ! (X − D) !
nL
i=1
Z  Di ! Cl(X )! Cl(X − D)! 0
is exact.
Proof. Our proof is based on the proof of Nagata’s Theorem given in [8, p. 35]. Begin
with the commutative diagram with exact rows
(10)
We also have the commutative diagram
(11)
with exact rows, where K is the function eld of X . Since  is an isomorphism,  is
surjective and
1! X  ! (X − D) ! ker  ! 0 (12)
is exact. Now  is surjective and hence  is surjective. The kernel of  is
Ln
i=1 Z Di.
The lemma follows from (12) and the Snake lemma applied to (10).
Proposition 1.2. Let V be a reduced variety (not necessarily irreducible) in P and
C the cone over V in X =A+1.
(a) H 0(C;Gm) = k.
(b) B(C) = 0.
(c) If V is integral and C is normal; Pic(C) = 0.
(d) Pic(X − C) = 0.
Proof. The coordinate ring of C is  (C;O) and is also the homogeneous coordinate
ring of V . The ring  (C;O) is graded by Z0 and the subring of elements of degree
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zero is equal to k. Therefore (a) is true. By [13], (b) and (c) are true. Since X =A+1
is nonsingular, PicX ! Pic(X − C) is surjective, by Theorem 1.1. Since PicX = 0,
(d) is true.
Proposition 1.3. If V is a reduced eective divisor in P with irreducible components
V1; : : : ; Vr and C the cone over V in X =A+1; then
(a) H 0(X − C;Gm) = k  (Z)r
(b) Suppose r = 1 (i.e. V is a prime divisor) and P is the vertex of C. Then
H 0(C − P;Gm) = k:
(c) Set D = gcd(degV1; : : : ; degVr). Then
H 1(P − V;Q=Z) = (−1)(r−1)  D(−1):
Proof. Since Cl(X )= 0 and X = k, Theorem 1.1 applied to X and X −C gives (a).
For (b), suppose V = Z(f) where f is irreducible. Set R = k[x0; : : : ; x]=(f). Then
P corresponds to the maximal ideal of R generated by fx0; : : : ; xg. Cover C − P by
ane open sets x0 6= 0; : : : ; x 6= 0. The rules  (x0) = x0 and if i> 0,  (xi) = yix0,
dene the isomorphism in the rst row below:
R[1=x0] =
k[x0; : : : ; x][1=x0]
f(x0; : : : ; x)
 =−! k[x0; 1=x0; y1; : : : ; y]
f(x0; y1x0; : : : ; yx0)
=−! k[x0; 1=x0; y1; : : : ; y]
xd0f(1; y1; : : : ; y)
=−! k[x0; 1=x0]⊗ k[y1; : : : ; y]f(1; y1; : : : ; y) : (13)
For u 2 fx0; : : : ; xg, let Vu denote the open ane subset of V where u 6= 0. It follows
from (13) that H 0(R[1=u];Gm)=H 0(Vu;Gm)hui. Since Gm is a sheaf on the Zariski
topology,
H 0(C − P;Gm) =
\
u2fx0 ;:::;xg
H 0(R[1=u];Gm) = k; (14)
which implies (b).
Since Cl(P)=Z is generated by a hyperplane, by Theorem 1.1, Pic(P−V ) = Z=D
and (P − V ) = k  (Z)(r−1). By (6),
0! (Z=n)(r−1) ! H 1(P − V; n)!n (Z=D)! 0 (15)
is exact. Taking the limit over all n in (15) gives
H 1(P − V; ) = (Q=Z)(r−1)  Z=D: (16)
Changing coecients in (16) gives (c).
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Lemma 1.4. Let Y be a reduced closed subvariety of codimension r in X =A+1. If
r  2; then B0(X − Y ) = 0. If r  3; then H 3(X − Y; ) = 0.
Proof. Consider the exact sequence
B0(X )! B0(X − Y )! H 3Y (X; )! H 3(X; )! H 3(X − Y; )! H 4Y (X; ) (17)
of [7, Lemma 0.1]. Since X is ane space A+1 over k, B0(X ) = 0 and H 3(X; ) = 0
[13, p. 164]. By [15, Lemma VI.9.1], HsY (X; n) = 0 for s< 2r, for all n> 0. Taking
limits over all n, it follows that B0(X −Y )=0 if r  2 and H 3(X −Y; )=0 if r  3.
2. The nonsingular case
In this section, we consider the case where V is a nonsingular variety in P of
degree d. The next theorem considers the Brauer group of the open complement of
the cone C in X = A+1. If the codimension of V is greater than or equal to two,
then B(X − C) = B0(X − C) = 0 by Lemma 1.4. Therefore, we assume that V is a
hypersurface in P. Theorem 2.1(b) is generalized by Theorem 3.1.
Theorem 2.1. Let V be a nonsingular hypersurface in P of degree d and C the
ane cone over V in X =A+1. If P is the vertex of C; then
(a) B(X − C) = H 1(C − P;Q=Z).
(b) If = 2; there is a split-exact sequence
0! H 1(V;Q=Z)! H 1(C − P;Q=Z)! d(−1)! 0:
(c) If   3; B(X − C) = 0.
Proof. It follows from Lemma 1.4 that B0(X − P) = 0 and H 3(X − P; ) = 0. Since
X − P and C − P are both nonsingular, by [7, Corollary 1.4] the sequence
0! B0(X − P)! B0(X − C)! H 1(C − P;Q=Z)! H 3(X − P; ) (18)
is exact. By (18), B0(X − C) = H 1(C − P;Q=Z). Since X − C is ane, by Hoobler{
Gabber, B(X − C) = B0(X − C).
Since V is nonsingular, PicV = Cl(V ) and Pic(C − P) = Cl(C). There is an exact
sequence
0! Z! PicV ! Pic(C − P)! 0 (19)
[11, Example II.6.3, pp. 146{147]. The rst arrow sends 1 7! V:H, where H is any
hyperplane in P which does not contain V . The second arrow is induced by the
projection map C−P ! V . For any m> 1, Kummer theory, combined with (19) gives
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the following commutative diagram:
(20)
In the third column, exactness at H 1(C − P; m) is due to Proposition 1.3(b). The
Snake Lemma applied to (20) gives the exact sequence
0! H 1(V; m)! H 1(C − P; m)! Z=m ! PicV ⊗ Z=m ! Pic(C − P)⊗ Z=m:
(21)
Suppose = 2. Then  maps 1 to an element divisible by d. If m divides d= degV ,
then  = 0. If d = degV is prime to m, then  is injective. Taking the limit over all
m gives the exact sequence
0! H 1(V; )! H 1(C − P; )! Z=d ! 0: (22)
The group H 1(V; ) is divisible, since V is a nonsingular curve. Sequence (22) splits.
After changing coecients, (b) follows from (22).
If   3, by the Weak Lefschetz theorem [15, p. 253] and duality [15, p. 276],
H 1(V; m) = 0 for all m> 0. Let h represent the class of a a hyperplane section of V
in the Neron{Severi group NS(V ). For all n  2, since   3, the equation h= nx has
no solution for x in NS(V ) (see [3, p. 49] for = 3 and [10, p. 140] for   4), so 
is injective. Therefore (c) follows from (21).
In the next theorem, C − P is equal to the set of regular points on the cone C.
Theorem 2.2. Let V be a nonsingular hypersurface in P of degree d and C the
ane cone over V in X = A+1. Let C denote the projective closure of C in P+1
and P the vertex of C (and C).
(a) B0( C − P) = B0(V ).
(b) If = 2; B(C − P) = H 1(V;Q=Z).
(c) If   3; B0(C − P) = B0(V ).
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Proof. We view V as the hyperplane section of C at innity. Then C = V [ C. Let
 : C − P ! V be the projection. The hyperplane section at innity  :V ! C − P is
a section to . So  :B0( C − P)! B0(V ) is surjective.
For i 2 f0; : : : ; g, let Vi denote the open subset of V where xi 6= 0. Then −1(Vi) =
Vi A1. It follows from [13] that
B(−1(Vi)) = B(Vi): (23)
Consider the commutative diagram
B0( C − P) 

−! B0(V )
a
??y
??y b
B(−1(Vi))
=−! B(Vi)
(24)
Since C−P and V are nonsingular, the maps a and b are both injective [15, Corollary
IV.2.6]. Therefore,  is injective, hence  is an isomorphism. This proves (a).
By [7, Corollary 1.4] there is an exact sequence
0! B0( C − P)! B0(C − P)! H 1(V;Q=Z): (25)
As mentioned in the proof of Theorem 2.1(c), if   3, H 1(V;Q=Z) = 0. Thus (c)
follows from (a) and (25).
For (b), assume  = 2. Let Ci denote the open subset of C where xi 6= 0. After a
change of variables, if necessary, we assume that V =V0[V1 and (C−P)=(C0[C1).
As in (13), for each i, Ci = Vi  T1, where T1 = Spec k[t; t−1]. Since Vi is a curve
over k, B(Vi) = 0. It follows from [13, Theorem 2.4] that
B(Ci) = H 1(Vi;Q=Z) and B(C01) = H 1(V01;Q=Z); (26)
where C01 = C0 \ C1 and V01 = V0 \ V1. The Mayer{Vietoris sequence for the union
C0 [ C1, with coecients in Gm, is [15, p. 110]
Pic(C0 [ C1)! Pic(C0) Pic(C1)! Pic(C01)
! B(C0 [ C1)! B(C0) B(C1)! B(C01): (27)
Since C0 [ C1 is regular, the homomorphism Pic(C0) ! Pic(C01) is onto (Theorem
1.1). The Mayer{Vietoris sequence for the union V0 [ V1, with coecients in Q=Z, is
H 0(V0;Q=Z) H 0(V1;Q=Z)! H 0(V01;Q=Z)
! H 1(V;Q=Z)! H 1(V0;Q=Z) H 1(V1;Q=Z)! H 1(V01;Q=Z): (28)
The map H 0(V1;Q=Z)! H 0(V01;Q=Z) is surjective. Combine (26){(28) to make the
following commutative diagram:
(29)
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The rows in (29) are exact. From (29) we see that homomorphism d is an isomorphism.
This proves (b).
In [14] it is shown that for a normal C, the reexive Brauer group of C is
(C) = H 2(Creg;Gm):
Example 2.3. We consider an example from [14, p. 251]. Let d = 2,  = 2 and f =
x2 − yz. Then V is an irreducible conic in P2. Let R= k[x; y; z]=(f) and C = SpecR.
According to Theorem 2.2, B(C − P) = 0. In this example, we give another proof of
this fact. Notice that C is isomorphic to the ane toric variety associated to the cone
 in R2 spanned by
1 =

2
−1

and 2 =

0
1

:
To see this, let fa; bg be the basis for the dual lattice. Then using the methods of [5],
check that k[a; ab; ab2] is the ane coordinate ring of the ane toric variety of .
Dene a homomorphism  : R ! k[a; b] by (x) = ab, (y) = a, (z) = ab2. Check
that  is one-to-one and maps R isomorphically onto k[a; ab; ab2]. The set of regular
points of C correspond to the toric variety associated to the fan = f0; 1; 2g. By [5,
Corollary 1.2],
(C) = H 2(Creg;Gm) = B(TN emb()) = 0:
Therefore, B(R)=0=(R). The class group of R is cyclic of order 2. Let I be a height
one prime ideal of R which generates Cl(R). The class of the reexive Azumaya algebra
= EndR(R I)
is trivial in the group (R), but according to [14, p. 251], is not an Azumaya algebra.
Example 2.4. If V is a normal integral plane curve of degree greater than two, then
H 1(V;Q=Z) 6= 0. By Theorem 2.2, B(Creg) = (R) 6= 0. Since B(R) = 0, in this case
B(R)! (R) is not surjective.
3. The singular case
Assume f is a square-free homogeneous polynomial of degree d in k[x0; : : : ; x] and
V =Z(f) is a reduced projective hypersurface in P with cone C in X =A+1. In this
section, we do not assume V is irreducible or nonsingular.
Theorem 3.1(b) reduces the computation of the Brauer group of k[x0; x1; x2][1=f]
down to the computations of the groups B(P2−V ) and H 1(P2−V;Q=Z). By Proposition
1.3(c), the group H 1(P−V;Q=Z) is determined in terms of the irreducible factors of
f. It is shown in [6, Section 3] that
B(P2 − V ) = H 1( ~V ;Q=Z) H1( ; (−1)); (30)
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where  : ~V ! V is the normalization of V and   is a graph associated to V . Let Z
denote the singular locus of V and W=−1(Z). Set j=jW j−jZ j. Then H1( ; (−1)) =
(−1)(j). Note that B(P2 − V ) is divisible.
Theorem 3.1. Let V be a reduced eective divisor in P with ane cone C in X =
A+1. Let C denote the projective closure of C in X = P+1.
(a) B( X − C) = B(P − V ).
(b) If = 2; B(X − C) = H 1(P2 − V;Q=Z) B(P2 − V ).
(c) If C is normal; B(X −C) is isomorphic to the subgroup of torsion elements in
Cl(C).
Proof. Assume V is the zero set of the square-free homogeneous polynomial f 2
k[x0; : : : ; x]. We view X=P+1 as Proj k[x0; : : : ; x; x+1] and X as the open subset of X
where x+1 6= 0. We view P − V as the closed subset of
X − C where x+1 =0. Let  : X − C ! P−V be the projection map. The closed im-
mersion  : P−V ! X − C is a section to . This implies  : B( X − C)! B(P−V )
is surjective. Cover P−V with open sets Ui such that −1(Ui) = UiA1. It follows
from [13] that
B(−1(Ui)) = B(Ui) (31)
and
H 3(−1(Ui); ) = H 3(Ui; ) (32)
for all i. Consider the commutative diagram
B( X − C) 

−! B(P − V )
a
??y
??y b
B(−1(U0))
=−! B(U0)
(33)
Since X − C and P − V are nonsingular, the maps a and b are both injective [15,
Corollary IV.2.6]. Therefore  is injective, hence  is an isomorphism. This proves
(a).
Assume  = 2. After a change of variables, we can assume V contains the point
Z(x0)\ Z(x1). Then P2 − V =U0 [U1 and X − C = −1(U0)[ −1(U1). The Mayer{
Vietoris sequence for the open cover P2 − V = U0 [ U1, with coecients in Gm, is
[15, p. 110]
   ! B(U0) B(U1) r1!B(U01)! H 3(P2 − V;Gm)!    : (34)
Since the ane variety P2 − V has dimension two and is nonsingular, by (9) and
[15, p. 253], H 3(P2 − V;Gm) = H 3(P2 − V; ) = 0. Therefore the map r1 in (34) is
surjective. The Mayer{Vietoris sequence for the open cover X− C=−1(U0)[−1(U1),
with coecients in Gm, is [15, p. 110]
   ! B(−1(U0)) B(−1(U1))! B(−1(U01))!
H 3( X − C;Gm)! H 3(−1(U0);Gm) H 3(−1(U1);Gm)!    : (35)
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Since Ui is a nonsingular ane surface, by (9), (32) and [15, p. 253], for i = 0 and
i = 1 we have H 3(−1(Ui);Gm) = 0. Combining (31) and (34), it follows from (35)
that H 3( X − C;Gm) = 0. We view P2 − V as the hyperplane section x3 = 0 of X − C.
Since X − C and P2 − V are both nonsingular, we have the exact sequence
0! B( X − C)! B(X − C)! H 1(P2 − V;Q=Z)! H 3( X − C;Gm) (36)
of [7, Corollary 1:4]. The groups in (30) are divisible, so (36) splits. Therefore, (b)
follows from (a) and (36).
For (c), assume C is normal. Let C denote the singular locus of C. Then C has
codimension at least 3 in X . Lemma 1.4 implies that B0(X−C)=H 3(X−C; )=0. It
follows from (18) with P replaced by C that B(X −C) = H 1(C−C;Q=Z). Since C
is normal, Pic(C−C) = Cl(C−C) = Cl(C). By Proposition 1.2(a), H 0(C;Gm)=k.
By Kummer theory, (6), we see that H 1(C − C;Q=Z) is isomorphic to the subgroup
of torsion elements in Cl(C).
Example 3.2. This example is from [6, Example 2]. Set f = xd − yd−1z. Then V is
rational with at most one unibranched singularity. In the notation established in the
paragraph preceding Theorem 3.1, H 1( ~V ;Q=Z) = 0 and H1( ; (−1)) = 0. Therefore
B(P2 − V ) = 0. By Proposition 1.3(c), H 1(P2 − V;Q=Z) = Z=d. By Theorem 3.1
B(X − C) = B(k[x; y; z][1=f]) = Z=d.
Example 3.3. This example is from [16, Proposition 3:2]. Let + 1 = m2 and relabel
the indeterminates fx0; : : : ; xg as fxij j 1  i; j  mg. Let f be the determinant of the
m-by-m matrix with (i; j) entry xij. Then C is the determinantal variety in X = Am
2
dened by f=0. In this case, C is a normal variety and Cl(C) is a nitely generated
free Z-module [1, Theorem 8:3]. By Theorem 3.1(c),
B(X − C) = B(k[xij j 1  i; j  m][1=f]) = 0
Theorem 3.4. Let V be an integral projective plane curve of degree d with equation
f(x; y; z)=0. Let ~V be the normalization of V. If C is the ane cone over V in A3;
and P the vertex of C; then B(C − P) = H 1( ~V ;Q=Z).
Proof. Step 1: If necessary perform a change of variables and assume V = Vx [ Vy.
Furthermore, we assume that Vxy = Vx \ Vy contains all of the singularities of V .
Step 2: Set R= k[x; y; z]=(f). As in (13), R[1=x] = k[x; 1=x]⊗ k[y1; y2]=f(1; y1; y2).
Therefore, Vx=Spec k[y1; y2]=f(1; y1; y2). Set Ux=SpecR[1=x] and T1 =Spec k[t; t−1].
Then Ux = Vx  T1. Likewise, set Uy =SpecR[1=y] = Vy  T1. Then C − P =Ux [Uy
is an open ane cover.
Step 3: Let ~V x and ~Vy denote the normalizations of Vx and Vy. Paste ~V = ~V x [ ~Vy,
to make the normalization ~V of V . There is a nite morphism  : ~V ! V . Let cx be
the conductor ideal for O(Vx) ! O( ~V x). Let Zx and Wx be the closed subschemes of
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Vx and ~V x respectively corresponding to the ideal cx. There is a Cartesian square
Wx −! ~V x??y
??y 
Zx −! Vx :
(37)
Tensoring (37) over k with T1 gives
Wx  T1 −! ~Ux??y
??y 
Zx  T1 −! Ux
(38)
where ~Ux = ~V x  T1. The schemes in (38) are ane. The reduced closed sub-scheme
(Wx  T1)red is isomorphic to a disjoint union of copies of T1. By the standard argu-
ment involving Nakayama’s lemma, Pic(Wx  T1)=Pic(T1)= 0 [8, Lemma 18:16]. By
[4, Theorem 1], B(Wx  T1) = B(T1) = 0. Likewise, B(Zx  T1) = 0. By [2] there is an
exact sequence
Pic(Ux)! Pic(Zx  T1) Pic( ~Ux)! Pic(Wx  T1)
! B(Ux)! B(Zx  T1) B( ~Ux)! B(Wx  T1) (39)
which reduces to
B(Ux) = B( ~Ux): (40)
On the open sets Uy and Uxy the counterparts of (40) are
B(Uy) = B( ~Uy) and B(Uxy) = B( ~Uxy): (41)
Step 4: The Mayer{Vietoris sequence for the open cover C − P = Ux [ Uy is
[15, p. 110]
Pic(C − P)! Pic(Ux) Pic(Uy)! Pic(Uxy)
! B(C − P)! B(Ux) B(Uy)! B(Uxy): (42)
Because Vxy contains all of the singularities of V , the closed set Ux − Uxy has a
nonsingular open neighborhood, say N . Since N is nonsingular, N lifts isomorphi-
cally to a nonsingular open neighborhood of ~Ux − ~Uxy. By excision [15, p. 92] and
[7, Lemma 0:1]
H 2Ux−Uxy(Ux;Gm) = H
2
~Ux− ~Uxy(
~Ux;Gm) = 0: (43)
By the long exact sequence of cohomology with supports in Ux −Uxy [15, p. 92], the
following sequences:
Pic(Ux)! Pic(Uxy)! 0 (44)
0! B(Ux)! B(Uxy) (45)
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are exact. The top row of (46) comes from (40) and (42). The second row of (46)
comes from the Mayer{Vietoris sequence for the open cover ~V = ~Vx [ ~Vy with coef-
cients in Q=Z.
(46)
It follows from (44) that the top row of (46) is exact. The second row of (46) is exact,
since the map H 0( ~Vy;Q=Z)! H 0( ~V xy;Q=Z) is surjective. Since the Brauer group of
a curve over k is trivial, by [13, Theorem 2:4], the maps b and c are isomorphisms.
It follows that a is an isomorphism.
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