To promote the implementation of realistic control over various complex networks, recent work has been focusing on analyzing energy cost. Indeed, the energy cost quantifies how much effort is required to drive the system from one state to another when it is fully controllable. A fully controllable system means that the system can be driven by external inputs from any initial state to any final state in finite time. However, it is prohibitively expensive and unnecessary to confine that the system is fully controllable when we merely need to accomplish the so-called target control-controlling a subnet of nodes chosen from the entire network. Yet, when the system is partially controllable, the associated energy cost remains elusive. Here we present the minimum energy cost for controlling an arbitrary subset of nodes of a network. Moreover, we systematically show the scaling behavior of the precise upper and lower bounds of the minimum energy in term of the time given to accomplish control. For controlling a given number of target nodes, we further demonstrate that the associated energy over different configurations can differ by several orders of magnitude. When the adjacency matrix of the network is nonsingular, we can simplify the framework by just considering the induced subgraph spanned by target nodes instead of the entire network. Importantly, we find that, energy cost could be saved by orders of magnitude as we only need the partial controllability of the entire network. Our theoretical results are all corroborated by numerical calculations, and pave the way for estimating the energy cost to implement realistic target control in various applications.
Introduction
Network control has received much attention in the past decade [1] [2] [3] [4] [5] [6] [7] . The practical requirement of controlling complex networks from arbitrary initial to final states in finite time by appropriate external inputs motivates various explorations on the essential attribute of complex networked systems-network controllability [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . By detecting the controllability of the underlying networks, one can implement various control tasks to alter systems' states accordingly. To do this, the associated energy cost, serving as a common metric, has to be estimated in advance.
In many large-scale practical dynamical networks, it is a strong constraint to ensure their full controllability. Moreover, in practical control tasks, it is prohibitively expensive and unnecessary to steer the whole network nodes towards the desired state. In Ref. [18] , authors approximated the minimum number of driver nodes for the target control of complex networks, which shows traditional full control overestimates the number of driver nodes. That is, choosing a subset of network nodes as target nodes and only controlling these nodes to achieve expected tasks efficiently reduces the number of control inputs. For energy cost of target control, Ref. [19] presented that it exponentially ascends with the number of target nodes. Therefore, it requires much more energy to control the entire network. However, previous analysis depends on the full controllability of the entire network, namely, although we only need to calculate the energy cost to control some of the nodes of the network, other nodes have to be controllable as well [19] . A systematic analysis of energy cost for achieving the sole target control with the existence of uncontrollable nodes remains elusive.
Here, we consider energy cost for target control. We present the scaling behavior of both upper and lower bounds of the minimum energy in terms of the given control time. Furthermore, we revel that with the certain number of target nodes, different targets can result in hugely different energy cost. Particularly, for the case of nonsingular adjacency matrix, the corresponding results are more intuitively over the networked topology, where we just need to examine the induced subgraph spanned by the target nodes.
Results
We consider the canonical linear discrete time-invariant dynamics x(τ + 1) = Ax(τ ) + Bu(τ ), τ = 0, 1, 2, ...
where x(τ ) = (x 1 (τ ), x 2 (τ ), . . . , x n (τ )) T ∈ R n denotes the state of the entire network with n nodes and u(τ ) = (u 1 (τ ), u 2 (τ ), . . . , u m (τ )) T ∈ R m captures m external input signals at time τ . A ∈ R n×n is the adjacency matrix of the network which can represent interactions between system components. Here, we consider undirected networks i.e., A = A T . B = (b ij ) ∈ R n×m is the input matrix, in which b ij = 1 means node i is infected by the input j directly, otherwise b ij = 0. Nodes that directly receive independent external input signals are called driver nodes. And, each external input is allowed to directly control one driver node ( Fig. 1(a) ). System (1) is defined as controllable in τ f ∈ N steps if there exists an input u(τ ) to drive the system to the desired state x f = x(τ f ) from any initial state x 0 = x(0) at τ f steps. According to the Kalman's controllability criterion [20] , the rank r = rank(C) of the controllability matrix C(A, B) = [B, AB, A 2 B, · · · , A n−1 B]
represents the dimension of the controllable space. In other words, for networked system (1), r = rank(C) tells that there are r nodes can be controlled towards any desired state in finite time. For example, for a not fully controllable network shown in fig. 1 (a) with 4 nodes, the controllable space is three dimensional. From fig. 1 (c), (d), we can see that the states of nodes 3 and 4 are always the same. The corresponding method determining the controllable subspace was proposed in [21] . In what follows, we aim to analyse the corresponding energy cost required to control these controllable nodes. Firstly, we consider the special case where A is nonsingular. We analyse the target control of this case from the view of structural controllability [13, 22] . For a network, if each node has a self dynamics (i.e., a ii = 0), then the corresponding adjacency matrix is nonsingular. And for the data-sample system, there are two types of signals: continuous-time signal and discrete-time signal. In order to study and design this kind of system, it is necessary to translate the continuous-time state space models into the equivalent discrete-time state space models [23] . Specifically, for continuous-time systemṡ
where A and B are the corresponding system matrix and input matrix, the equivalent discretized linear system is the system (1), where
At dt)B with η being equal sampling period satisfying Shannon sampling theorem [24] . Apparently, in the time-discretized system (1), the system matrix A = e Aη is nonsingular. When system (1) is not fully controllable, i.e., rank(C) = r < n, we denote the controllable node set by {c 1 , c 2 , · · · , c r } and uncontrollable node set by {c 1 ,c 2 , · · · ,c n−r }. Next, we permute the order of the nodes such that the first r nodes are controllable, and leave the rest n − r nodes uncontrollable. Consequently, the corresponding state variable transformation comes withx
where Θ is a permutation matrix with ΘΘ T = Θ T Θ = I. Then system (1) is equivalent tō A network with 4 nodes, which is not fully controllable. We randomly generate 5, 000 normalized states that the network can be driven from the origin. In (b), we depict locations of nodes 1, 2, 3 in three dimensional space. And the corresponding locations of nodes 2, 3, 4 are presented in (c), from which we can see these points are located in the plane x 3 = x 4 . Panel (d) is the view of (c) from the angle parallel to the plane x 3 = x 4 . In other words, (d) presents the projection of (c) onto the plane x 2 = 0, which indicates the states of nodes 3 and 4 are exactly the same.
By minimizing the energy cost E(τ f ), one can employ optimal energy control theory [26] to derive the optimal control input (see section A.2)
where y f = y(τ f ) and W is Gramian matrix of the system (1) with
Accordingly, the minimum energy cost is
Assuming x 0 = 0 and denoting W C = CWC T , we further have
Intuitively, W C consists of the first r rows and r columns of the matrix W. Note that if system (3) is output controllable, matrix W C is invertible. By normalizing the control distance y f = 1, we have
where λ max (λ min ) is the maximum (minimum) eigenvalue of W C . From Eq. (9), the kernel problem is to obtain the minimum and maximum eigenvalues of W C . In previous studies, researchers focused on the lower bound of energy cost, where the trace of the corresponding Gramian matrix used to approximate the maximum eigenvalue [12, 17, 27] . Indeed, given that the trace of a matrix is equal to the sum of the corresponding eigenvalues, it is frequently employed to approximate the maximum eigenvalue of controllability Gramian matrix, where most eigenvalues are relatively small. It further reflects the upper bound of the energy cost dominates. Therefore, it is meaningful to acquire the corresponding upper bound of energy for achieving control goals. We take the three-dimensional fully controllable network as an example. As shown in Eq. (25) 
is invertible with three positive eigenvalues µ 1 , µ 2 , µ 3 and the corresponding three linearly independent and orthogonal normalized eigenvectors α 1 , α 2 , α 3 . Here, we assume α = 1 and α is a linear combination of α 1 , α 2 , α 3 as α = a 1 α 1 + a 2 α 2 + a 3 α 3 . Therefore, we have y = √ µ 2 a 2 and z = √ µ 3 a 3 with a 1 = sin θ cos φ, a 2 = sin θ sin φ and a 3 = cos θ, we have
where d is the distance between the origin and the point (x, y, z).
At a given control distance, we show the energy required to reach final states on the unit sphere in fig. 2 (c). And from fig. 2 , it is clear that a large proportion (∼ 65%) of the final states requires the largest amount (> 75%) of energy to accomplish control. , as shown in the pie. Accordingly in (c), we depict these 90, 000 points in three dimensional coordinates by taking logarithm of these energy ln(E) as the distance from the origin to these points.
In the sequel, we analyse the problem from the point of view of system decomposition. Since system (1) is not fully controllable, the system can be decomposed into two parts: controllable part and uncontrollable part, by introducing variable transformation
where R is an orthogonal matrix. The first r columns of R T are constructed by the orthonormal basis of column space of C (via Gram-Schmidt orthogonalization), and the rest columns are constructed by n − r column vectors orthogonal to existing r columns. Therefore, system (1) translates into
where A = RAR T and B = RB. According to controllability decomposition theory, the specific form of (11) is
where x c (τ ) ∈ R r , A c ∈ R r×r , and B c ∈ R r×m . Therein, the dynamics of the controllable part is
For example, for a not fully controllable network as shown in fig. 1 , one can preform controllable decomposition. Firstly, it needs to obtain maximal linearly independent group of column vectors of C as
. By performing Gram-Schmidt orthogonalization on the above vectors and extending to the whole 4 dimensional linear space, we have
. Furthermore,
For system (12) , the corresponding Gramian matrix is
which is invertible. Substituting A = RAR T and B = RB into W C , we have
where
and R 1 ∈ R r×r . It needs to be emphasized that the ultimate goal is to derive the minimum and maximum eigenvalues of W C . For that, based on an effective approach to approximate the minimum and maximum eigenvalues of positive definite matrix M [28], we can derive the corresponding upper and lower bounds as
and
In Sections B.1 and B.2, we make adequate analysis on calculating parameters α, β, α and β of W C to obtain approximations of the corresponding maximum and minimum eigenvalues. Table 1 presents the upper and lower bounds of the minimum energy cost and the corresponding numerical verification is shown in fig. 3 . Table 1 : Lower and upper bounds of the minimum energy. Here, |λ c1 | and |λ cr | are the minimum and the maximum absolute values of eigenvalues of A c , respectively, i.e., |λ c1 | = min{|λ ci | |λ ci ∈ λ(A c )} and |λ cr | = max{|λ ci | |λ ci ∈ λ(A c )}. When |λ cr | > 1, E decreases for time τ f with power law λ
holds for any number of driver nodes. When |λ cr | = 1, E approaches a constant irrespective of τ f . For one driver node, the constant is given by Eq. (16) with (35)(36) and for any number of driver nodes, the constant is given by Eq. (16) with (39)(40). Analogously, for the upper bound, when
holds and when
holds. When |λ c1 | < 1, E approaches a constant irrespective of τ f as Eq. (15) with (37)(38) for one driver node. 
From energy scaling in terms of the control time for target control, we find that controlling different target nodes corresponds to different energy scalings. Therefore, in the given control task to control a given number of nodes, one can achieve minimum energy control by choosing appropriate driver nodes. In fig. 4 (a), it is clear that the network is not controllable due to dilation. When nodes 1 and 5 are assigned as driver node separately, set of the controllable nodes is different. When node 1 is the driver node, nodes 1, 2 are controllable, and the minimum absolute value of eigenvalues of the corresponding Gramian matrix of controllable part is 0. When node 5 is the driver node, nodes 1, 2, 5 are controllable, and the minimum absolute value of eigenvalues of the corresponding Gramian matrix of controllable part is 1.07. Therefore, the upper bounds of energy cost for achieving target control are different, and the corresponding energy scaling behaviors are different, which are depicted in fig. 4 (d), [2, 6 .5169] by selecting a = 2, which leads to |λ c1 | > 1. Here, we adopt the random network with size n = 20, and the dimension of controllable space of the network is 14 by selecting one driver node. In each panel, we can see that the generated pattern of analytical derivation almost overlaps that of numerical calculations.
(e). For a given set of target nodes, one can employ a greedy algorithm proposed in [18] to find an approximately minimum set of driver nodes for target control. In (b) and (c), we assign node 1 and node 5 as driver node, respectively. When node 1 is driver node, only node 1 and node 2 are controllable; when node 5 is driver node, nodes 1, 2, 5 are controllable. For (b), the minimum eigenvalue λ c1 of A c satisfies |λ c1 | < 1. Therefore, the corresponding upper bound of energy approaches a constant, depicted in (d) (see theory shown in table 1). Analogously, for (c), the minimum eigenvalue λ c1 of A c satisfies |λ c1 | > 1. Therefore, the corresponding upper bound of energy exponentially decreases with τ f , as depicted in (e).
In addition, we find that we can save huge amount of energy cost, even multiple orders of magnitude less by achieving target control compared with traditional full controllability. For example, in fig. 5 , we make a comparison on energy cost between controlling partial network and controlling the entire network. When achieving target control by one external input, there are 9 controllable nodes as shown in fig. 5 (a) (node 2 is uncontrollable). When applying two external inputs to the network as shown in fig. 5(b) , the network is fully controllable. From fig. 5 (c), we find that it expends less energy cost to achieve target control with controlling 90% nodes, compared with controlling the entire network when τ f is large. When τ f is small, it expends less energy cost to achieve full control compared with achieving target control, which is reasonable due to the effect of more input signals for full control and consistent with the result in Ref. [27] . Figure 5 : Comparison of energy cost for achieving target control and full control. In (a), we control the network by adding an input to node 9 directly (blue), under which there are 9 nodes being controllable (green) except the node 2 (white). In (b), we directly control nodes 2 and 9, by which the network is fully controllable. In (c), for
T in networks (a) and (b), by letting x i (τ f ) = 1, i = 1, 3, 4, . . . , 10 and x 2 (τ f ) = 2, 3, 4, we calculate the corresponding energy cost. And upper bounds of the corresponding minimum energy cost are presented in (d). It is clear that energy cost of achieving target control is much less than achieving full control, when τ f is large.
Discussion
In this paper, we investigate energy cost for achieving target control, i.e., controlling a part of complex networks towards the desired state. In practical control tasks, sometimes it is unnecessary and inadvisable to control the entire network [18, 30] . Target control relaxes the requirement from full controllability and avoids excessive waste of energy cost [19] . With respect to issues of energy cost for controlling complex networks, we give a framework for estimating the exact upper and the lower bounds of control energy. The method we applied is effective and can be widely used to analyse the traditional full controllability [31] as well. The nonlinear dynamics is admitted to properly describe practical complex systems [32, 33] . However, the corresponding operation of recognizing empirical parameterizations is challenging. A common alternative to process the nonlinearity is to investigate the linearized version. Indeed, in many aspects, linear dynamics is adequate to approximate and explore nonlinear dynamics in permissible local regions. Specifically, the ability of detecting the controllability of linearized dynamics has been validated to guarantee the controllability of the original nonlinear systems along the trajectory in corresponding regions [34] . Nevertheless, further analysis on nonlinear dynamics still remains a promising direction for general networked systems in future work.
In a real complex network, temporal networks are universal, that is, the interactions between nodes are dynamic [12, [35] [36] [37] . As a preliminary exploration, we consider the framework for static networks, which can be extended to explore the corresponding energy cost for controlling temporal networks. Controlling a part of temporal networks, one can utilize output controllability to formulate specific problems. Furthermore, one can take advantage of the effective Gramian matrix given in Ref. [12] and adopt controllable decomposition to solve the problem. In order to achieve target control of temporal networks with less energy cost, one can apply independent path theorem proposed in [37] to determine driver nodes according to the framework for temporal networks. 
A Optimal Control Energy Theory

A.1 Fully controllable systems
In this subsection, we assume system (1) is fully controllable. According to the optimal control energy theory, we have the Hamilton function
The state variable x(τ ) and λ(τ ) satisfy
And the optimal input satisfies
By solving Eq. (19) , the optimal input is
Furthermore, from iterative equation (18), we can derive
In addition, the solution of Eq. (1) is
Substituting Eqs. (20) and (21) into (22), we have
By letting τ = τ f in Eq. (23), we have x(τ f ) = A τ f x 0 − Wλ(τ f ) and
is the controllability Gramian matrix of system (1). Substituting Eqs. (21) and (24) into (20), we derive the optimal input
and the minimum energy cost
A.2 Output controllable system
Consider the output controllable system (3) with x 0 = x(0) and y f = y(τ f ). Let C = [I r , 0] ∈ R r×n with I r being r-order identity matrix and rank C(A, B, C) = r holds. Analogously, construct Hamilton function as Eq. (17). Then Eqs. (18) (19) and (20) hold. From the iterative equation (18), we have (A T ) τ λ(τ ) = λ(0), which further leads to
Moreover, let λ(τ f ) = C Tλ f , and we have
And then, substituting Eqs. (19) and (20) into (22), we have
Since the controllability Gramian matrix of system (1) is W, we obtain
and the second equality is equivalent tô
Then the optimal input (20) with (26) and (27) is
Denoting β = y f − CA τ f x 0 , the minimum energy cost is
B Energy scaling B.1 Energy scaling for full controllability
In this subsection, we assume system (1) is fully controllable, which implies the Gramian matrix W is invertible. Next, we give detailed analysis on approximations of the minimum and maximum eigenvalues of W. For A = A T , we assume that its eigenvalues satisfy
then Gramian matrix W is equivalent to
which indicates
all eigenvalues of M and W are the same. Furthermore, M τ has the following form
Note that, we have M(i, j) = q ij τ f if λ i λ j = 1, since lim
Therefore, in following analysis, we consider the form of M as Eq. (28).
B.1.1 n driver nodes
In the case of n driver nodes, each node receives an independent input signal separately. Then the corresponding matrix Q = I n causes M to be a diagonal matrix
Apparently, the function
which is an even function withḟ (x) > 0 for x > 0, andḟ (x) = 0 at x = 0. Therefore, the function f (x) increases as the variable |x| increases. And then, the minimum and maximum eigenvalues of M is 
, if |λ 1 | > 1.
B.1.2 1 driver node
In the case of 1 driver node, we assume the sole node h as the driver node. Then, we have the specific form of M as M(i, j) = p hi p hj
According to the definitions of α and β, we have
More specifically, when the maximum eigenvalue of A satisfies |λ n | < 1, with the approximation of 1 − (λ i λ j ) τ f ≈ 1 for i, j = 1, 2, . . . , n, we have
When the maximum eigenvalue of A satisfies |λ n | = 1, with the approximation of
When the maximum eigenvalue of A satisfies |λ n | > 1, we have
In order to get values of α and β, the key precondition relies on M −1 . When all eigenvalues
Furthermore, the corresponding inverse matrix M −1 is
Hence, in this case, matrix M 2 has the following form
From that, we can derive α and β as
When |λ 1 | < 1 and other eigenvalues satisfy 
Then in the process of calculating α and β, we find that elements of the first l rows and l columns of M −1 dominate, i.e., c ij , i, j ≤ l are adequate. Thus, in order to get the specific forms of α and β, we employ the inverse matrix of M 1 to replace the inverse matrix of M. And then, the corresponding α and β are
, we have
= 0, we have
and β ∼ τ f −4 .
When |λ 1 | > 1, i.e., M = M 6 with l = r = 0 in (B.1.2), for
Moreover, in calculating α and β, λ
dominates. Therefore, we have
, and β ∼ λ −8τ f 1 .
B.1.3 m driver nodes
In the case of m driver nodes, the indexes of driver nodes can be denoted by
n×m with e i being the ith column of identity matrix. Accordingly, we have
In the analysis of 1 driver node, we find that the form of q ij has no essential effect on the main analysis process. For example, when |λ n | < 1, we have
. Furthermore, we have the corresponding α and β
Analogously, other cases can also be derived and thus omitted here. In summary, in different cases of A with different properties, parameters α, β, α and β are obtained. And the corresponding bounds are acquired accordingly as shown in table 2.
B.2 Energy scaling for target control
The essential procedure is to get the minimum and maximum eigenvalues of W C in Eq. (14) . Furthermore, we employ λ max (W) ≈ f (α, β) and λ min (W) ≈ 1 f (α,β) to approximate the 
Upper bound E |λ 1 | < 1 Eq. (15) with (31)(32)
corresponding eigenvalues. Note that subsystem (12) is controllable. Analogical to the case of full controllability, we perform the following analysis. For system (12), we have A c = P c Λ c P T c and B c = R 1 B r with Λ =diag(λ c1 , λ c2 , . . . , λ cr ) and B r being the first r rows of B. It is obvious that λ ci ∈ {λ 1 , λ 2 , . . . , λ n }. Moreover, the corresponding W is
In the case of 1 driver node, the elements of
Similar to the section B. In the case of |λ cr | > 1, we have 
To calculate α and β, the pivotal is to get W
For simplicity, denoting P r = (P 
