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PREFACE
This thesis considers various problems in 
statistical inference when the data are grouped, with 
particular reference to the loss in efficiency due to 
the grouping. I was introduced to this subject by my 
supervisor, Professor P.A.P. Moran, who suggested many 
of the problems considered here and who guided me 
throughout in their investigation. I am greatly 
indebted to him.
I am also indebted to the other members of staff 
of the two departments of statistics at the Australian 
National University. There is not one of them who 
has not helped me at some stage on some aspect of this 
research investigation. In particular I thank 
Professor W.J. Ewens, Professor E.J. Hannan and Dr. D. 
Vere-Jones. I also wish to thank Professor G. 
Newstead, who suggested to me the problem on signal 
detection.
The contents of this thesis are the original 
work of the author. Each chapter is based on a paper 
by the author, with the possible exception of Chapter 
2, which is awaiting decision on publication.
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SUMMARY
This thesis presents an investigation of the effect 
of data grouping (also called digitizing, roundingsoff, 
quantizing or clipping) on some of the standard procedures 
in statistical estimation and hypothesis testing. The 
six chapters form a consecutive discussion of the problems 
considered. At the same time each chapter is largely 
self-contained and treats a particular facet of the main 
discussion. To simplify the mathematics, the discussion 
is limited to situations in which the data are grouped at 
the mid-points of equispaced intervals and, as an extreme 
case of this, situations in which the data are grouped 
according to sign.
Generally speaking, the effect of data grouping is 
two-fold: it gives rise to bias in the estimator or test
statistic; and it reduces the efficiency or power of the 
statistic. The former effect is because grouping alters 
the expectation of the statistic, the latter because 
grouping alters the variance. The bias (which does not 
disappear as the sample size becomes large) must be 
removed if a consistent estimator of a parameter is 
required. However in hypothesis testing it is quite 
possible to obtain a consistent test even though the test
(ii)
statistic may be biased by the grouping. The loss in 
efficiency is of interest, since in some situations it 
may be advisable to group the data purposely, in order to 
reduce computation, say, or because accurate measurement 
is difficult. For estimation problems the efficiency 
loss may be expressed in terms of the fractional gain in 
asymptotic variance of the estimator; for hypothesis 
testing it is expressed, where possible, in terms of 
Pitman's asymptotic relative efficiency.
The chapters may be summarized as follows: Chapter
1 presents an account of the problem of estimating an
unknown parameter with grouped data, and a method is
given for removing the asymptotic bias in the estimator.
Some examples from specific distributions are worked out
in detail. In Chapter 2 the hypothesis testing problem
is taken up. The tests considered in detail are Student's
2t-test, Hotellings T -test, and the F and chi-squared 
tests for equality of variances. Particular emphasis is 
given to the loss in Pitman efficiency caused by the 
grouping. Distribution-free tests are discussed in 
Chapter 3, with particular reference to the Wilcoxon, Mood 
and Mann tests involving ranks, and Pitman's independence 
test. Grouping gives rise to ties in rank tests, and the 
results obtained seem to indicate that the loss in
( ü i )
e f f i c i e n c y  i s  s m a l l  (ev en  f o r  c l a s s  i n t e r v a l s  com parab le  
w i t h  t h e  s t a n d a r d  d e v i a t i o n  o f  t h e  d i s t r i b u t i o n )  no 
m a t t e r  which  of  t h e  s t a n d a r d  t i e - b r e a k i n g  p r o c e d u r e s  i s  
u s e d .  As a  consequence  o f  t h i s ,  t h e  a v e r a g e - r a n k  method 
o f  b r e a k i n g  t i e s ,  o f t e n  p r e f e r r e d  t o  random o r d e r i n g  o f  
t i e d  r a n k s  b e c a u s e  of  i t s  g r e a t e r  e f f i c i e n c y ,  may i n  f a c t  
be i n f e r i o r  i n  view o f  t h e  s i m p l i c i t y  of  t h e  l a t t e r  method.  
C h a p te r  4 p r e s e n t s  an a c c o u n t  o f  t h e  c o m p l i c a t i o n s  cau sed  
by g ro u p in g  i n  s e q u e n t i a l  t e s t s .  The two p o s s i b l e  methods 
f o r  d e a l i n g  w i t h  g rouped  d a t a  -  e i t h e r  a d j u s t i n g  t h e  t e s t  
s t a t i s t i c  t o  a l l o w  f o r  t h e  g r o u p i n g  o r  p r o c e e d i n g  a s  i f  
t h e  d a t a  were n o t  g rouped  and a d j u s t i n g  t h e  p r o b a b i l i t y  
l e v e l s  - a r e  examined w i t h  p a r t i c u l a r  r e f e r e n c e  t o  t h e  
e f f e c t  on t h e  power cu rv e  i n  e ac h  c a s e .
The l a s t  two c h a p t e r s  a r e  c o n ce rn e d  w i t h  t im e  s e r i e s .  
G rouping ,  o r  c l i p p i n g  a s  i t  i s  c a l l e d  h e r e ,  o f  t h e  r e c o r d  
i s  p a r t i c u l a r l y  i m p o r t a n t  a s  a  means o f  r e d u c i n g  t h e  
c o m p u ta t i o n s .  I n  C h a p te r  5 c o n s i s t e n t  e s t i m a t o r s  o f  t h e  
c o v a r i a n c e  and s p e c t r a l  d e n s i t y  f u n c t i o n s  o f  a  s t a t i o n a r y  
t im e  s e r i e s  from a  c l i p p e d  r e c o r d  a r e  d e r i v e d ,  and t h e  l o s s  
i n  e f f i c i e n c y  i s  i n v e s t i g a t e d .  A prob lem  i n  s i g n a l  
d e t e c t i o n ,  when t h e  s i g n a l  i s  t r a n s i e n t  a s  would be t h e  
c a se  f o r  an e a r t h q u a k e ,  i s  examined i n  C h a p te r  6.
CHAPTER 1
ESTIMATION OF UNKNOWN PARAMETERS
In this first chapter we discuss methods of estimating 
unknown parameters with independent observations from a 
distribution of known form. It will be assumed that these 
observations are grouped at the mid-points of equispaced 
intervals. The main discussion is concerned with a method 
which leads to consistent estimators, and with the loss in 
asymptotic efficiency due to grouping. The following 
account is based on a paper by the author (1966a).
1. HISTORICAL BACKGROUND
Sheppard's corrections, for the effect of equispaced 
grouping of the values of a random variable on the moments, 
are well known to statisticians. If one wishes to estimate 
one of the moments of a continuous distribution when the 
sample is grouped, a traditional method is to apply 
Sheppard's corrections (where applicable) to the same 
function of the grouped values as some suitable estimator 
(say the maximum likelihood estimator) is of the ungrouped 
values, and use this as an estimator. This method was 
shown by Fisher (1922) to give very efficient estimates in 
the case of the moments of the normal distribution.
However Lindley (1950) pointed out that there is no a 
priori justification for the above method, since Sheppard's
2corrections apply to population moments and not to 
estimators, and in any case it does not provide a technique 
for estimating a parameter which is not a moment. He 
suggested a new approach, namely to solve the maximum 
likelihood equations by Newton's iteration formula, thereby 
obtaining a first approximation to a consistent and 
asymptotically efficient estimator. The maximum likelihood 
estimator has also been discussed by Kulldorff (1961), for 
exponential distributions.
While Lindley's method furnishes useful estimators 
when the width of the grouping intervals is small, it does 
not provide consistent estimators, and it becomes very 
complicated if one wishes to proceed beyond the first 
approximation. We proceed to investigate a method which 
leads to a consistent estimator, no matter how large the 
group width. Compared with the maximum likelihood estimator 
the computation is simpler, while the loss in asymptotic 
efficiency is generally small.
2. THE BIAS IN MAKING NO GROUPING CORRECTION
Consider the situation where there is a single unknown 
parameter © to be estimated. Suppose we have a continuous 
population with probability density function f(x,0), whose 
range is independent of 0, and that t = t (x-^ , x^» •. • > xn ) 
is a consistent statistic for the estimation of 0 from the
3independent sample values x-^ ,X2>..,xn, that is, t tends
in probability to ö as n tends to infinity. Denote by
*x^, i=l,2,...,n, the grouped sample values. These are 
grouped, or 'digitized', in such a way that they differ only 
by integral multiples of a*fixed real number d > 0. The 
case when an x^ is half-way between two consecutive digit­
ized values may be neglected, as this event has probability 
zero. Thus
(1.1) x± = qd+£ if ( q-|)d+£ < i ( q+i)d+£, ( q=0, ±1, ±2, . . . ),
where £ is fixed and —J-d < £ 6 id. £ and d respectively
represent the 'origin' and 'width' of the grouping grid.
-x- ■&Denote by t the same function of the x. as t is of ° n i n
the x^, that is
(1.2) t^ = t^(x-^ ,X2>•••>)•
*If we are looking for a function of t which is a 
consistent estimator of 0, conditions must be imposed on
*t^. For example, if t is the median of the sample, tn
*takes discrete values only, and there is no function of t 
which is a consistent estimator of 0. Assume that t
takes the form
4(1.3)
n
E « x ) ,
i=l
where E [k( )] = 9, and var[k(x^)j = v(0)<oo. It follows
that t is consistent, since its variance is 0(n~^). Let
*us evaluate the bias in using t to estimate 0. This is 
equivalent to incorrectly assuming that the sample is not 
grouped. Erom equations (1.2) and (1.3)
(1.4) 1n ZZk(x ). i=l 1
Using equations (1.1) and (1.4)
(1.5) E(tn )
oo
J2 k(qd+t) q=-oo
(q+i)d+ef f(x,0)dx. 
(q-i)d+t
The right-hand side of equation (1.5) may be expressed as 
a Fourier series in i, following Fisher (1922). Thus
(1.6)
where
(1.7)
OO
E(t ) = Y1 Ar exp( 27Tire/d),
r=-x>
1
d
i ^ (q+i)d+c
I exp(-2irir6/d )de k(qd+£) J f(x, 0)dx,
o (q-i)d+e
id oo
f dx J exp[2irir(x-y)/d] k(y-x)f(y,9)dy.
-id -oo
Putting equation (1.7) in equation (1.6), and using the
5fact that t is unbiased, the bias due to grouping is
» “
(1.8) E(tn-e) = g- Y1 Jdx J exp [2TTir(£+x-y)/^k(y-x)f(y,e)dyr=-® ±-id -w
In the special case k(x) = x, equation (1.8) becomes
(1.9) E(t -0) = - ^  Y1 exp( 27Tirs/d) 0(-2TTr/d, 6),r
where 0(u,0) is the characteristic function of x^, that 
is 0(u, 0) = E [exp( iux^)] , and denotes summation over
all integers except zero. In this case, for fixed d and 
£, the magnitude of the bias depends on how rapidly 0(u,©) 
tends to zero as |u| tends to infinity. Similar, though 
more complicated, results follow for the case when k(x) is 
a polynomial.
3. CONSISTENT ESTIMATION OF 0 WHEN THE SAMPLE IS GROUPED 
Prom equations (1.1) and (1.4)
r oo (q+i)d+&  ^ '
(1.10) var(tn ) = i| E  k2(qd+£) J f(x,0)dx - E2(*n ) >.
(•q_“co (q.-i)d+e J
Put E( t ) = g(0) and n var(t ) = h(0). Prom equation (1.8)
oo -J-d
(1.11) h(0) = ^ L  f dx f  exp[änLr(£+x-y)/d]k2(y-x)f(y,0)dy-g2(0).
r=-og 1 I - i d  -oo
6There does not seem to he any general relation between the 
conditions v( 0 ) < oo and h( ©)«:;», hut we mention that a 
sufficient condition for v(9)^^° to imply h(0) ^°o is 
that the function k(x) he monotonic increasing for large 
values of |x| and satisfy
k(x-Hg-d) = 0(k(x)) for large values of x, and
k(x—J-d) = 0(k(x)) for large values of -x.
Provided h(0)<oo, it follows from the central limit theorem 
that the distribution of
[tn - g(©)] [n/h( 0)]^
is asymptotically standard normal. Suppose g(.) has the 
unique inverse g ^(.). Then the distribution of
g 1 (©) [g_1 (tn ) - 0] [n/h( 0)] 2
_1 * .is also asymptotically standard normal, and g (t ) is a 
consistent estimator of 0.
If f(x,0) is completely specified except for © and 
e and d are known, the function g(. ), and thus g .), 
is given by the first term in the right-hand side of 
equation (1.8).
Although g (t ) is a consistent estimator under the 
above conditions, it is generally biased. Assuming the
7existence of g'"(0), we have hy Taylor's theorem, ignoring 
terms which are o(n~"*~) as n tends to infinity
E[g-1(tn)]= e +|g'(ö)]-1E[tn-g(e)] - fe"(e)jg'(e)]-3E|tn-g(e)] ?
It follows that the bias is given hy
(1.12) e [g x(tn ) - e] = - i  g"(e)h(e) [g'(e)] 3 + o(n 1 ).
4. THE ASYMPTOTIC EFFICIENCY OF g-1(t)
The asymptotic relative efficiency of two consistent
estimators t and t' of the same parameter is defined as n n ^
(1.13) eff (t ', t ) lim var(tn ) n-+o° var ( t^) *
_i ■jf 1  / %Since t and g (t ) have asymptotic variances —v(0)
and ^h(© ) |g'(0)] respectively, the asymptotic relative
_1 * . efficiency of g (t ) to t is, from equation (1.13)
(1.14) eff (g 1(t), t) = [g'(e)]2 V  (0)/h(0).
This provides a measure of the loss in efficiency due to
grouping. If t is an asymptotically efficient estimator
of 0, that is, for any other estimator t^, eff (t', t)$l, 
—1 *then eff (g (t), t) may he defined as the asymptotic
8efficiency of g (t ). However even when t is asymp­
totically efficient, there may he other functions of the 
digitized sample values which have greater asymptotic
_ 1 .* . Aefficiency than g (t ). Suppose 0 is the maximum 
likelihood estimator of 0 from the grouped sample, defined 
as the solution in 0 to the equation
n -v *
Y^  ae log p(x±»e) = o,
z+id
where p(z,0) = f f(x,0)dx.
z-id
- 1 / *  \
(Ö is the estimator to which Lindley (1950) obtained a 
first approximation.) Under certain very general conditions 
(stated by Cramer (1946), p500), ^  is an asymptotically
efficient estimator of © from the grouped sample, and the 
distribution of
is asymptotically standard normal. Consequently the
Aasymptotic relative efficiency of ©n to t is, from 
equation (1.13)
eff (0, t) = -v(0)E ae2 loS p (x ±,0)
oO
= -v(0) Y  p(qd+£,e)q=-oo(1.15) log p(qd+£, 6).
9Assuming the Euler-Maclaurin formula to he valid, equation
(1.15) becomes
° °  2
(1.16) eff (§, t) = - Jp(y,0) rfgr log p(y,0)dy.
— 00
This is equivalent to writing eff (0, t) as a Fourier 
series in t and ignoring the periodic terms. Under mild 
regularity conditions on f(x,0) we have
p(y,0) = df(y,0) + f"(y,0) + 0(d5),
the dash denoting differentiation with respect to the first 
argument, and equation (1.16) becomes
(1.17) eff("0, t ) = 1 - V(©) E
where f = f(x^,©). This result is due to Lindley (19 50).
In the following sections some particular cases will 
be discussed in detail.
5. MEAN VALUE OF N0BM.AL DISTRIBUTION
If f(x, ©) = ( 2l\ar )~2exp [—J-( x-0) /er' J, where
<r is known, the sample mean x is a consistent estimator 
of 0. Being the maximum likelihood statistic, it is also 
asymptotically efficient. Putting k(x) = x, and using 
equation (1.9) we find
10
00 2
(1.18) g(9) = 0 + ~ z  (-l)r r"1 sr sin[2nr(9-e)/dj ,77 r=l
2 2 2where a = exp(-27T o' /d ). Differentiating with respect 
to 9 equation (1.18) “becomes
oo 2
(1.19) g r(0) = 1 + 2 l  (-l)r ar cos [*27Tr(©-£ )/d] .
r=l
g*(0) is the theta function ^  (1T( 0-9)/d, a), which has no 
real zeros (see Whittaker and Watson (1935), pp463-4). 
Since g * (9+-§-d) > 0, g*(0)>O for all real 0, and so
g(0) has a unique inverse, which may “be written
(1.20) g ^(t) = t + ^ a sin [2tt( t-£)/dj + O(a^).
Even for fairly large values of d, the above approximation 
is extremely good: when the grid width is three standard
deviations, a^ = 0.0001, approximately. Figure 1 shows 
graphs of g”^(t) against t for d = (T, 4^ ", and 6<r, when 
£ = 0. Using equations (1.11) and (1.18)
2 . 9
Me) = v2 + X2 + ^  t49“2 + (rF)2f - a)r cos(2rcc)
(1.21) r=l
+ £9 W r 1(-a)r sin( 2ra)l,L r=l J
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where oc = 7T(©-s)/d. Thus, from equations (1.14), (1.19)
__"I
and (1.21), the asymptotic efficiency of g (t ), 
eff g_1(t), is
{1+2 Z  (-a)r r=l2 00 rs 2 2 /■ QO 2
1+lir2+r?i,-4+(^ ) J(-a)r°os(2ra) +^"(l q 5 ^ (-a)r sin(2r«)F
The above expression is a periodic function of 0 with 
period d, and may he shown, by simple differentiation, to 
have extreme values at 0 = £ , (minimum) and 0 = £ + -J-d
(maximum). These points almost certainly correspond to 
least and greatest values of eff g (t), in which case
2-\ 2
{l+2Z(-a)r }
r=l
12u r=l nTa^ J
“2^.eff g~\ t) ^
(l+2f: a-2}2 
L r=l J
r2
However it seems difficult to prove this. Even for a 
moderately large grid width the above inequality is extremely 
narrow. Eor example, when d = 2a, it becomes
0.7463 ^ eff g-1(t) 6 0.7538.
Graphs of eff t) against 6 for d = cr, 2cr, 3<r, 4<r
and 6cr and 6 = 0  are depicted in Figure 2. If d is
r2sufficiently small for the terms involving a to be
The function 
eff ( g”’1(t) ], the asymptotic efficiency of the statistic^ 
for estimating the mean of a normal distribution with known variance u ; 
the sample is digitized at spacing d and t is the average of the 
digitized values.
12
n e g l e c t e d ,
( 1 . 2 2 )  e f f  g 1 ( t )  =
From e q u a t i o n  ( 1 . 1 5 )  t h e  a s y m p t o t i c  e f f i c i e n c y  o f  
t h e  maximum l i k e l i h o o d  e s t i m a t o r  i s
l
2  { e x p  | - b 2(q + l ) ]  -  exp [ - b 2( q )]_[ 2
( 1 . 2 3 )  e f f  0 = -  2_ ; ------------------------------------ -------- r------ ,
q=-oo e r f  [b( q + 1 )] -  e r f [ h ( q ) j
where  b ( q )  = ( 2cr2 ) ~ z  [( q—iJ-)d+e-0j . E q u a t i o n  ( 1 . 1 7 )  
r e d u c e s  t o
2
e f f  §  = 1 ----- + 0 ( d 4 ) .
12cr^
T h is  may he compared w i t h  e q u a t i o n  ( 1 . 2 2 ) .  T ab le  1
_1 * a
d e m o n s t r a t e s  t h e  c l o s e n e s s  o f  e f f  g ( t )  and e f f  9, and
- 1 /  *  \t h u s  t h e  t r i f l i n g  l o s s  i n  e f f i c i e n c y  i n  u s i n g  g ( t  )
d e / d  o .1 .2 .3 .4 .5
1
e f f g -1( t )  .9 2308 
e f f  6 .92308
.92308
.92308
.92308
.92308
.92308
.92308
.92308
.92308
.92308
.92308
2
e f f  g_1( t )  .50223  
e f f  9 .5 0 2 3 0
.51554
.51702
. 5 5 1 8 8
.56257
.59843
.60180
.63657
.63917
.65116
.65432
3
e f f g ' t t )  .09896  
e f f  0 .09896
.14437
.14540
.27156
.27209
.43898
.43913
.58103
.58172
.63663  
.63663
TABLE 1
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rather than the maximum likelihood estimator. Values are 
given for the case 6 = 0 ,  in which each function is symmet­
rical about 9 = -J-d, and values for only half the period 
need he shown.
Prom equation (1.19)
g"(e) = H  sin [2tt( 0-e )/d] exp( -2rr2o~2/d2 ) + cKa4").
Inserting this in equation (1.12), and using equations
(1.19) and (1.21), the finite-sample bias in using 
- 1 / *  \g (t ) is given by
2
E[g-1(tn) -e]= - I ^sin[2n-(e-£)/d](cr2+ ^ )  exp(-2T(3r2/a2) + 0(a4),
ignoring terms which are o(n ^ ). Thus, to the first order, 
the bias is small and has average value zero if 0 is 
assumed to be uniformly distributed over a group interval.
6. LOCATION PARAMETER IN EXTREME-VALUE DISTRIBUTION
Consider the extreme-value distribution (see, for 
example, Kimball (1956)) f(x) = a exp [-a( x-m)-e_a  ^x ~ m  ^ ], 
-oo<x<3o. If the scale parameter a is known,
oo
tn “ /L exP( -axi ) n i=l 1
is a sufficient statistic for the estimation of m, and 
E(tn ) = e am. Suppose v/e wish to estimate © = e-ajn from
14
a g ro u p e d  sa m p le .  From e q u a t i o n  ( 1 . 3 )  k ( x )  = e a x , and 
p u t t i n g  t h i s  i n  e q u a t i o n  ( 1 . 8 )  we f i n d
g ( e )
( 1 . 2 4 )
-&• >  ; f dx |e x p [2 lT ir (  £ + x -y  ) /d -2 a y + a x -©  1e ayJdy,
T= - ° ° - u  L
f f  s i n h  ( _ i ) r r ( 1 + 2 E |£ )  e 2 i r i r / ( a d )  e2 r t V a
r=-oo
H ence, d i f f e r e n t i a t i n g  e q u a t i o n  ( 1 . 2 4 )  w i t h  r e s p e c t  to  Ö, 
( 1 . 2 5 )  g f ( 0 )  = s i n h  ( -1  )r  T( 2+ ~ ^ )  exp | ^ ^ ( l o g e + a e ) l
T — — OC I- J
DO
s i n h  f f ;  ( - l ) r  J xl+ 2 T T ir / (a d )  ^ x + T T i r h ^_2_
ad r=-oo
w here h = ^ - ( l o g  © + a e  ) .  I n t e r c h a n g i n g  th e  o r d e r  o f  
sum m ation  and i n t e g r a t i o n  we g e t
g ' ( 0 )
_2_
ad s i n h
ad
2
DO ,s
OO '
/  x e - x{ l +2 Z . ( -1  )r oos[frr(h + 2- i f f x  | dx.
The e x p r e s s i o n  i n  c u r l y  b r a c k e t s  i s  t h e  t h e t a  f u n c t i o n  
o9(h+ 2 1)> w h ic h  i s  n o n - n e g a t i v e ,  a s  we saw i n  th e
p r e v i o u s  s e c t i o n .  I t  f o l l o w s  t h a t  g * ( 6 ) > 0  and so th e  
f u n c t i o n  g ( . )  h a s  a  u n iq u e  i n v e r s e .  P u t t i n g
r X l + i x )  = eU( c o s V +  i s i n V ) ,
w here  U = U(x)  and  V = V( x ) ,  e q u a t i o n  ( 1 . 2 4 )  becom es
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(1.26) g(e) =|| sinh ^ |l+2 5T( -1 )rexp[ü( j] cos[TTrh+V(
Using the well-known identity
ra+z)ru-z) simrz
it follows that
eU(x) =|r(l+ix)i = (S3^ S )*~(2i«)*e-^,
and so the infinite series in the right-hand side of 
equation (1.26) rapidly converges as r tends to 
infinity. Furthermore the functions U(x) and V(x) 
are tabulated (National Bureau of Standards (1954)), 
facilitating numerical computation of the function g ^(.). 
Graphs of g~^(t) against t for the cases d = 0, 2/a, 
4/a and t = 0 are shown in Figure 3.
Neglecting terms periodic in t (this corresponds to 
neglecting terms involving exp fu(-|j^ p)] ^or r ^  1) equation 
(1.11) becomes
(1.27) h(0) = 0‘ sinh(ad) - (^~)2sinh2(^)
Hence, using equations (1.14), (1.25) and (1.27), the
-1 *asymptotic efficiency of g (t ) is, to the first order
C+
’K
—  1 / *  \Pig.3.The function g (t), a consistent statistic for 
estimating -9 = e from an extreme-value distribution 
with location parameter m and known scale parameter a, 
is the average of exp(-ax^) where x^ are the sample 
values digitized at spacing d.
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(1.28) eff g 1( t)
/ 2x2 . ,2/ ad %(jd} sinh _________
^sinh(ad)-(^-)2sinh2(
1 - (ad)E + 0(d4 ).
On the other hand, the asymptotic efficiency of the maximum 
likelihood estimator is, from equation (1.17)
eff @ = 1 - + 0(d4 ).
Hence, ignoring terms which are 0(d4 ) as d tends to
- 1 / *  x Azero, g (tn ) and 9^ are equivalent in asymptotic 
efficiency.
7> LOCATION PARAMETER IN LAPLACE DISTRIBUTION
Suppose f(x,9) = (2a2 )“^exp[-x/2|x-e|/cr], < x < oo,
where g- is known. Because of the discontinuity in 
f 1(x,9) at x = 9, Bindley1s method of finding breaks
down. The sample mean x is a consistent estimator of 9 
from the ungrouped sample. The maximum likelihood 
estimator is actually the sample median, which is asymptot­
ically efficient provided the sample size is odd. However 
because the sample median is not expressible in the form of
equation (1.3), we use x.
* 1 *Butting t = — 2_ x . , whence k(x) = x, we have from 
1 i=l 1
equation (1.9)
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(1.29) g(0 ) = 0  + .^  51 r -1 )r( l+2ir2crLr^/d2 ) ^sin [2rrr( 0-e)/d].
r=l
Differentiating equation (1.29) with respect to Ö we find
(1.30) g'(0) = 1 + 2 ( -1 )r( l+27r~(T"r2/d2 ) 1cos [2irr( 0- e)/d] .
r=l
g'(0) is the Fourier expansion of
^  cosech( j^ ~) cosh J2{ 0-S -pd)cT
where p is the largest integer less than (0-e)/d (see 
Dwight (1950), p84). Thus g'( ©) is strictly positive 
and g(©) has a unique inverse. It follows also that 
equation (1.29) may he written
(1.31) g(0) =pd + I cosech(^) sinh J2( 0-fc-pd)
simplifying computation of the function g 1(.). 
Equation (1.11) reduces to
2 . n 2 // - 2  2
h( 0) = cr2 + ^ 2 + ( -1 )r — +.d. A  -^TT0r J n cos( 2ra)
r=l
(1.32) (l + 27rV2r 2/d2)2
f oo a q
+ £2-- £+- 51 (-l)rr"1(l+27T2T2r2/d2)"1sin( 2roc)l. 
c r=l J
The asymptotic relative efficiency of g_1(l ) to t isn n
eff^g“1(t ),t] 4
» • »
The function efffg-i(t),t), the asymptotic relative efficiency of the statistic 
g~^(t) relative to the ungrouped mean of a Laplace distribution with known 
variance cr 
when the sample is digitized at spacing 
d*
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now obtained by substituting equations (1.30) and (1.32)
into equation (1.14), with v(0) = . Graphs of
eff (g~^(t), t) for the values d/cr = 0(1)4, when £ = 0,
are shown in figure 4. We observe from these graphs the
surprising fact that for values of © near e +-j§-d,
/ — 1 / *  \ \eff (g (t), t)> 1. This means that for certain values of 
9 we actually gain efficiency by grouping. However it 
must be remembered that t = x is not asymptotically 
efficient. In fact the asymptotic relative efficiency of 
t to the sample median, which is asymptotically efficient, 
is -I-. Consequently the asymptotic efficiency of g""^ (t ) 
is -g- eff (g (t), t), and this quantity never exceeds 1, 
although it approaches unity as d tends to infinity when 
0-e—g-d is an integral multiple of d. The explanation of 
the latter lies in the fact that when testing the hypothesis 
that the location parameter of a Laplace distribution is 
zero, the sign test (which corresponds to extreme grouping, 
that is the limiting case as d tends to infinity) is 
asymptotically efficient.
8. M E M  VALUE IN NEGATIVE EXPONENTIAL DISTRIBUTION
If f(x,9) is the negative exponential distribution
defined over (0,oo) with mean value 0, the sample mean is
* 1 *an efficient estimator of 0, so we may put t = — > x^
n i=l 1
*as in the previous example. Furthermore t is a
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sufficient statistic for estimating 0 from the digitized
sample values, since the likelihood function of the grouped
*sample factorizes into a function of t and a function of
0. This means that the maximum likelihood estimator
*is a function of t only, and clearly
g( 0) is obtained directly from equation (1.5)» which 
becomes
is strictly positive for all 0 > 0, g(.) has a unique
(1.33) = £ + id e £//^  cosech^g-).
Since
(1.34) g*(e) = i(d/02)e [e + id coth(id/0)]
inverse g ^(.). In the particular case £ = 0 we obtain, 
inverting equation (1.33)
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When £ = -gd,
(1.36) g ^t) - 2 , Vl+2t/dJ_ -1 1
which agrees with Kulldorff (1961) p26. In a similar 
manner we obtain from equation (1.10)
(1.37) h(0) = d2e-(£+*dVe[1+e-d/e-e-(f+*d )/e][l+e-d/e]-2.
—1 *The asymptotic efficiency of g (t ) is now obtained hy 
substituting equations (1.34) and (1.37) into equation 
(1.14) and using the fact that v(0) = 0. We find
(1.38) eff g d(t) e +£d coth(£d/e)\2
02{l + e-d/e-e-t£ '
- 1 / *  \Some numerical values of eff g (t) are given in Table 2. 
Case (a), when t - 0, is more efficient than case (b), when 
i = -|d. This is to be expected, because sample values 
nearest the origin contain the most information about 0.
&/g 0 1 2 3 4 5 6
(a) 1.0000 .9326 .8264 .7413 .6597 .5700 .4751
w 1.0000 .9207 .7241 .4963 .3041 .1707 .0897
TABLE 2
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- 1  / * VThe finite-sample bias in using g (t ) is given, 
to the first order, by equation (1.12), and using equations 
(1.34) and (1.37) we find
&
-l,*(tn ) - e] i 2e_n d
2 r
c o th (-g-d/ 0) — 20/d sinh2(^-d/0) + o ( n 1)
when £ = id. In this case the bias is always negative, 
since coth x> 1/x for all x* 0.
9. THE CASE OF MORE T H M  ONE UNKNOWN PARAMETER
If we wish to estimate more than one parameter of a
distribution (or a parameter in the presence of unknown
nuisance parameters) we encounter a difficulty in applying
the above method. Suppose that the unknown parameters
are ©lf 6m , and that t-^ t2,..., tm are
consistent estimators of the 0's when the sample is not
grouped. If we denote these estimators, considered as
functions of the digitized sample values, by t^, where
i=l, 2,..., m, then the mean value of the limiting
distribution of each t. (provided it exists) generally
involves all the 0's, not just ©.. In order to find0
functions of the t^ which are consistent estimators of 
the ©i we would have to solve for the 0± the system of 
equations
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(1*39) — gj_( Go* • * *9 i 1 * 2,.«., m,
where g^ is defined by the condition that each of 
Vn(t^-g^), i=l, 2,..., m, have a limiting distribution 
with mean zero as n tends to infinity. Even when there 
are only two unknown parameters the inversion of equations 
(1.39) is generally difficult. For example let us 
consider the estimation of the variance of a normal 
distribution from a grouped sample when the mean is unknown.
Let f(x,©2) = ( 2rr©2)”^ exp[-(x-©^)^/( 2©^)] , where 
—oc>< x < 30 and ©^ is unknown. fhe statistics t^ = x 
1 JO, 2and t2 = y^jr (x^-x) are consistent estimators of ©-^ 
i=l
and ©2 respectively when the sample is not grouped. 
Accordingly we put
Using the central limit theorem it may be shown that the 
distributions of 7n[t^- ECx^jJ and Vn[t2 -var(x^)] are 
each asymptotically normal with mean zero. E(x^) and
■X-var(x^) are given by equations (1.18) and (1.21)
2respectively, with © and <7 respectively replaced by 
©^ and ©£. A first approximation to the expression for
■X X©0 in terms of g1 = E(x^) and g2 = var(x^) may be
exp |-27T2i^e^/d2]obtained by neglecting terms involving ar = 
when r ^  2. Then to the first order
(1.40) g1 = ~ a sin( 27T(ei-^)/d)
and
(1.41) g 2 = e2 + d2/12 - 4|e2 + i(d/r)2J a cos( 2Tr(e1-fc)/d).
Substituting the expression for 0-^  from equation (1.40) 
into equation (1.41) we find, to the first approximation,
exp |-2TT2g 2/d2j cos 12?r(g^ -£)/a].
It follows that, provided exp( -4t21T^/d2 ) is sufficiently 
small to be neglected, an approximately consistent estimator 
of © 0 is
t^ - + 4exp(rr2/6) jt^  — ” ~^Jex^ )[""2^^ 2^^] cosC^n'(t-^--£)/dj.
The method of estimating an unknown parameter with 
digitized data, outlined in the above sections, is easily 
extended to the case where the distribution is multivariate. 
An example of this, namely the estimation of the correlation 
coefficient in a bivariate normal distribution, will be 
treated in Chapter 5*
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CHAPTER 2 
PARAMETRIC TESTS
In this chapter we continue our discussion of statist­
ical inference with grouped data by considering parametric 
tests. In the previous chapter it was shown that grouping 
of the data gives rise to biased estimators, and that some 
adjustment is required to provide a consistent statistic. 
However in the case of testing hypotheses it is often 
unnecessary to make any grouping correction. Two particular 
tests will be discussed in detail:
(a) testing the equality of means of two multivariate 
normal distributions, and
(b) testing that the variances of several normal 
populations are all equal.
In the former case no adjustment need be made to the normal 
theory test to provide a consistent test with grouped data, 
but this is no longer true for case (b). We shall also 
investigate the loss in power due to grouping for the above 
tests, expressed in terms of the Pitman asymptotic relative 
efficiency. The main part of the following account is based 
on a paper by the author (1967b).
1. STUDENT1S t-TEST
Suppose we wish to test HQ: 0 = 0 against H^: 0 >0 
for the normal distribution
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f(x,G) = ( 2iicr2)“2exp j—1( x-G^/o"2] , -oocx*- o°9
zr "being unspecified. Given a sample of n independent 
observations (x-p X2> ••• » xn ), most power­
ful test is obtained by using Student*s statistic
(2.1) t = n2 x A -x2 Hg-
large values being significant (see, for example, Kendall 
& Stuart (1961), Vol2, pl97). Since the denominator in 
the right-hand side of equation (2.1) tends in probability 
to cr as n tends to infinity, it follows from the 
central limit theorem that the distribution of t - n2G/r 
is asymptotically standard normal.
Let the sample values be digitized according to 
equation (1.1) and define
(2.2) vr ^n2 x sir ± < hn ± i=l 1
Put g(G) = E(x^) and h(G) = var(x^), as in Chapter 1. 
The denominator in the right-hand side of equation (2.2) 
converges in probability to |h(G)}^ as n tends to 
infinity, so the central limit theorem implies that the 
distribution of t - n2g(G)|h(0)}”^ is asymptotically
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Standard normal, g(©) is given by equation (1.18), 
whence
OO
(2.3) g(0) = - - 2  (-l)rr“1exp(-2;r2r2a'2/d2)sin(2(Tr^/d).
' r=l
Prom equation (2.3) it follows that g(0) = 0 if and
1 *only if i = 0 or -g-d, so t provides a consistent test 
of Hq against for these two values of £ only.
However these values, particularly the former, are those 
most likely to occur in practice.
Assuming £ = 0 or -J-d, the limiting distributions of
*t and t are identical under HQ, and consequently for 
large samples the significance level need not be altered to 
allow for the grouping. In this case let us evaluate the 
loss in power due to grouping. We use Pitman's (1948) 
definition of asymptotic relative efficiency, which may be 
summarised, in a slightly less general form, as follows: 
Suppose we are testing the hypothesis Hq: © = ©Q 
against the sequence of alternatives Hn: © = 0 = ©Q + kn"^, 
b > 0, and that t is a statistic associated with which 
functions M(0), V(©) exist such that
(I) the limiting distribution of xi |t - M(©)}/V(©) 
is standard normal as n tends to infinity;
(II) M(©0) = 0, M *(©Q) £ 0; and
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( I I I )  th e  r e g u l a r i t y  c o n d i t i o n s
l i m ^ V  = l im  = 1
n-*» M1 (0 ) n  >oo v( 8 7 o o
a r e  s a t i s f i e d .
F o r two t e s t  s t a t i s t i c s  t  and  t '  r e q u i r i n g  th e  samen  n
v a lu e  o f  3  , and  h a v in g  th e  same s i g n i f i c a n c e  l e v e l s ,  
P i tm a n  showed t h a t  t h e i r  pow ers a g a i n s t  th e  same a l t e r n ­
a t i v e s  a r e  a s y m p to t i c a l l y  e q u a l  when t h e i r  r e s p e c t i v e  
sam p le  s i z e s  n  and  n* s a t i s f y
( 2 . 4 )  l im  £  = l im  { ß ( t ^ ) / R ( t n )}1/S,
w here
( 2 . 5 )  R(tn ) = n;>M'(e0 ) /V(e0 ).
The r i g h t - h a n d  s i d e  o f  e q u a t io n  ( 2 . 4 )  i s  c a l l e d  th e  
( p i tm a n )  » a sy m p to tic  r e l a t i v e  e f f i c i e n c y *  o f  t ^  to  t n , 
and  w i l l  he d e n o te d  by  A ( t ' ,  t ) .
S in c e  t  -  n 2©/<x and t  -  n £g ( 0 ) /{ h ( 8 ) }  2 a r e  e a c h  
a s y m p to t i c a l l y  s t a n d a r d  n o rm a lly  d i s t r i b u t e d ,  S = -J- and  
f o r  t ,  M(0)  = e / r ,  f o r  t ,  M(6)  = g( e  ) /{ h (  6)} * ,  and  V( e )  
i s  u n i t y  i n  e ac h  c a s e .  S in c e  0 Q = 0 we f i n d ,  u s in g  
e q u a t io n s  ( 2 . 4 )  and  ( 2 . 5 )
( 2 . 6 )  A ( t ,  t )  = j g ' ( 0 ) } 2cr2/ h ( 0 ) .
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g ' ( 0 )  and  h ( 0 )  a r e  g iv e n  by  e q u a t io n s  ( 1 .1 9 )  and 
( 1 .2 1 ) ,  and p u t t i n g  th e s e  e x p r e s s io n s  i n  e q u a t io n  ( 2 . 6 )  
we o b t a i n
| l + 2 ^ (  + )r exp( -2TT2r 2rr2/ d 2 )J 2
i 2 ' r >  i < { '
w here  th e  p o s i t i v e  ( n e g a t i v e )  s ig n  i n  (+ )  i s  ta k e n
when £ = -g-d ( 0 ) .  I n s p e c t i o n  o f  e q u a t io n  ( 2 . 7 )  and  th e
—1 *
e x p r e s s io n  f o r  e f f  g  ( t ) ,  a t  th e  to p  o f  page 1 1 , r e v e a l s  
*t h a t  A( t ,  t )  i s  g iv e n  ( f o r  v a r i o u s  v a lu e s  o f  d/cr) by  th e  
m axim a ( £ = -g-d) and  m inim a ( £ = 0 )  o f  th e  g ra p h s  d e p ic te d  
i n  F ig u re  2 . C l e a r l y  th e  l o s s  i n  a s y m p to t ic  pow er i s  
g r e a t e r  when £  = 0 th a n  when £  = -g-d. In  th e  l a t t e r  
c a s e ,  f o r  l a r g e  d
A ( t ,  t )  ~ { f  V  e x p ( - 2 i I 2r 2rr2/<i2 ) ) 2/ { T^ T  +
r  —-JL
-— > ^  when d —roo,
s in c e  ~  ^ T ^ e x p (-2 ir2r 2cr2/ d 2 ) te n d s  to  ( 2 i r ^ ) ”^ when d
te n d s  to  i n f i n i t y .  T h is  r e s u l t  i s  to  be e x p e c te d  s in c e  
th e  l i m i t i n g  c a s e  o f  d i g i t i z i n g  when t  = -J-d and d-^*cx>,
29
suitably scaled, is simply the sign test, which is well 
known to have asymptotic relative efficiency 2/tt 
compared v/ith Student's t-test for this problem.
If Student's t-test were used to test the equality 
of means in two normal populations, given two independent
ftsamples { x_^ } and {y^}, then t would be consistent
*for every value of £, for in this case t is a function 
5T *of (x - y), whose expectation is always zero under the 
null hypothesis provided each sample is grouped in the 
same way. This problem will now be investigated in the 
more general situation where each sample comes from a 
multivariate normal distribution.
2. HOTELLING-' S T -TEST
1 yrj} (r = 1, 2, ... , n;Let X = ixr;jy, Y
d = 1, 2, ... , p) be matrices representing a sample of
size n from each of two p-variate normal distributions.
The (column) vectors of mean values associated with X
and Y, } and respectively, are unknown, andJ 1 d
the covariance matrices are also unknown. Put z
= x. . - y .. ’Wien testing the hypothesis H : = rn . ^d d ® d *■ d
d = 1, 2, ... , p, it is common to use Hotelling's 
statistic, which is defined as
(2.8) T2 =
30
where is sample mean vector and Sn the sample
covariance matrix of the z ., r = 1, 2, ... , n. Under
J2H , (n-p)T /(np-p) has an F-distribution with degrees of 
freedom p and n-p respectively (see Anderson (1958) 
for a proof of this result), and consequently when p is 
fixed 1 has a limiting distribution as n tends to 
infinity which is chi-squared with p degrees of freedom
< * * > •
If x . and y . are digitized as in equation (1.1)
-*• J d*2 * 2 and 1 denotes the same function of the z . as T is
J* pof the z ., then (n-p)T /(np-p) does not have an F-dist- 
-*• J *2 2ribution. However it will be shown that T and T have
identical limiting distributions under Hq, and thus if one
is interested in large sample methods, it is not necessary
to devise a special test to allow for the grouping. One
*2slight drawback in this approach is that T has positive
probability of being infinity, while is finite with
*2 2probability one. However if ! and T have the same
limiting distribution, Probjl^ = ooj may be neglected for
sufficiently large samples. It is of interest to compare
2 *2the asymptotic powers of 5? and T for particular 
alternatives. To do so we make use of Hannan's (1956) 
theory of asymptotic powers of chi-squared tests, which may 
be summarised as follows:
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The h y p o t h e s i s  Hq : 0 = 0 i s  b e i n g  t e s t e d  a g a i n s t  
t h e  s e q u e n c e  o f  a l t e r n a t i v e s  © = ©n = k n  2 . t ^ n ,
3 = 1 ,  2, . . .  , m a r e  s t a t i s t i c s  w i t h  means jj. ^ 0)  and 
c o v a r i a n c e s  o^n ( ©) G [jn (  0)  ^ n ( ©), i> 3 = 1 »  2, . . .  , m, 
s a t i s f y i n g  t h e  c o n d i t i o n s
( I ' )  t h e  j o i n t  d i s t r i b u t i o n  o f  t h e  t .  , 3 = 1 ,  2,
d ^
. . .  , m, i s  a s y m p t o t i c a l l y  m u l t i v a r i a t e  
n o rm a l  a s  n  oo a t  b o t h  0 = 0 and © = © ,
( I I ' )  pjn(o) = o, Kj^ (o) = o,
( I I I 1) l im ft 'n^® n^  = l i m  = l i m
n w 7 ^ T 0 F  n-»oo cr.n (C) a-*00
and l im  K jn '^  = c .  =f 0 , 
n-*°°Jha-n (C ) 3
P u t  A n(e) = A-y^ö) and A  = l i m  A ^ O ) .
Aj.-jn^ = 1 ,
X j n (C)
i ,  j  — 1 , 2 , . .
Then Hannan
showed t h a t
,m.
( 2 . 9 )  l 4 =  ( V ^ O ^ ^ O l t ^ / c r ^ O ) }
2h a s  a  l i m i t i n g  d i s t r i b u t i o n  w h ic h  i s  X u n d e r  H and °  ' m o
n o n - c e n t r a l  c h i - s q u a r e d  w i t h  m d e g r e e s  o f  f reedom  and n o n -
2
c e n t r a l i t y  p a r a m e t e r  a  (Xm( a ) )  u n d e r  H , where
( 2 . 1 0 )  a  = k ( { o j } V t 1 t.c $ * -
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Prom this result the asymptotic power of the test based on 
K is obtainable, Por two statistics of the form (2.9) 
(with the same value of m) requiring the same signific­
ance level, Hannan showed that their powers against the 
same alternatives are asymptotically equal when their 
respective sample sizes n and n' satisfy
(2.11) n/n* A/ (a/a1)^ *
The right-hand side of equation (2.11) is the asymptotic 
relative efficiency of the second test relative to the 
first.
Let us return now to the problem of testing that the 
mean vectors [f A and [ nl-\ of "two p-variate normal 
distributions are equal, given a sample of size n from 
each. If we base our test on the sample differences 
Z = X - Y only, this is equivalent to testing that the 
mean vector { 0 of a p-variate normal distribution with
J
unknown covariance matrix {cr. <j-f. , say, is the null* 0 3^
vector. The null hypothesis is
Hq: = 0, 3 = 1 ,  2, ... , p.
Por the purpose of obtaining the asymptotic power one 
would test against the sequence of alternatives
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Hn: öj — k^n ^9 Ö *" 2, ...» p*
Hq and Hn may be reduced to hypotheses involving a singLe
parameter by defining 0. = k.9, in which case the right-
J 0
hand side of equation (2.10) may involve all the k.. The
Jpasymptotic power of a test based on T will be in fact
independent of the k. since this test is rotationally
J *2invariant. The same is not true for T , as will be shown
later. Let us assume for the moment that k. = k, all j.
J
Define
(2.12) z. - I
and
(2‘13) sij = k g _ (zri - zi>(zrj - zj}-
It is easily shown that the statistics n2z., j =1,..., p,
J
satisfy the conditions (I*), (II*) and (III*), with 
covariances , and
(2.14) c. = 1 /cry
Thus n^z^/o'^y.AI j z where -A = has a limiting
1 v 2.distribution which is Y  under H and A(a) under H ,/ p o 'v n*
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where
(2.15) a = kUl/cr^j' A -1 {l/cv}] K
2 2(In fact the distributions are exactly V and y (a)
'Jr 1
respectively for all n. ) Since Sn = s ^  converges 
in probability to {o\ <r. p^.} as it follows that
njz./'x} jC^{z./c7.} has the same limiting distribution 
J J J Jpas 1 %  given by equation (2.8). The asymptotic power
pof T is obtained by using equation (2.15).
*Consider now the digitized observations zT y  The
grouped p-variate normal distribution has means g.(0.)
J J
and variances h.(©.), where the functions g. and h.
J J J J
are given by equations (1.18) and (1.21) respectively,
with <r replaced by cr. and £ = 0. ( £ = 0 because
each of the samples X and Y is supposed digitized in
the same way.) Denote by A  = {p —  } the correlation
matrix of the grouped distribution. It may be shown that
conditions (I'), (II*) and (III') are satisfied by the 
4 *statistics n 2z., with
J
(2.16) c ^ = gj(0)[tu(0)} 2'
Using the same argument as in the previous paragraph, it
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follows that the statistic
( 2.17) $2 = n{2 y S ^ H S p
has a limiting distribution which is under Hq and
.2/ *■y (a) "under H , where rv n
(2.18) t2 = k{g!(0)[h,(0)]"^]'A_1{g!(0)lh.(0)]_ij.
Using equations (2.11), (2.15) and (2.18), the asymp­
totic relative efficiency of to T^ is
*2 fg-.(0)[h,(0)J-*l/A"1{gf(0)[h,(0)]-i|
(2.19) a (t2,t 2) = l-3----- a--- - ---- V - J ----- a------•.
*The matrix A is obtained by using the expression for 
*
?±y given by equation (5.21) of Chapter 5. In partic- 
ular, if terms involving exp{-2« cn cr.qvd i , q^l, are 
sufficiently small to be neglected, equation (5.22) may 
be used, whence
(2.2 0 )}±i= {hi(0)h;j(0)}“M<ri orjpij+ d2Ej,
^ 2  £ l - 2e*p{-2n242(af - 20.0-.^.., + <r2)/d2}.where E
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I n  t h i s  c a s e ,  u s i n g  e q u a t i o n s  ( 1 , 1 8 )  and  ( 1 . 2 1 ) ,  we f i n d
( 2 . 2 1 )  g » ( 0 )  = 1 ,
and
( 2 . 2 2 )  h . ( 0 )  = erf + d 2/ 1 2 .
J J
A f t e r  i n s p e c t i o n  o f  e q u a t i o n  ( 2 . 2 0 )  i t  i s  c l e a r  t h a t
I = 1 f o r  IF j  I = 1 • 
F o r  a  d i s c u s s i o n  o f  t h i s  s e e  D a n i e l s  ( 1 9 4 7 ) .  U s in g  
e q u a t i o n s  ( 2 . 2 1 )  and  ( 2 . 2 2 )  e q u a t io n  ( 2 . 1 9 )  becom es
max
,* . * 
.( 1 u n l e s s  cr\ -  0 \ ,  when \p id
( 2 . 2 3 ) A( T2 T2 )
d 2/ 1 2 ) _4j /A " ;L{ ( a 2 + d 2/ 1 2 ) “*}
________________________________________ lJ_________________ _ ______ ____
{ l /c r . jX 1} ! /^ }
*
t h e  e l e m e n t s  o f  A b e in g  g i v e n  by  e q u a t i o n  ( 2 . 2 0 ) .
EXAMPLE -  BIV AR IA TE NORMAL DISTR IBU TIO N
When p = 2 e q u a t i o n  ( 2 . 2 3 )  becom es
( 2 . 2 4 )  A(T2 T2 )
(1  -  p 2 ){<r2 -  2o^<j2 p  <r2 + d 2( l / 6 -  2E)}
~ ~  ---  ----  "  1 '  ..............................  ...... ------ "  "  '  '  ■ ' ............................................  .
(1  -  p 2 )(<x2 -  2<r1cr2 p + o-2 )
I f  cr  ^ f  ~ , A(T,  T2 ) t e n d s  t o  z e r o  when I pi t e n d s  to  
•u n i ty ,  no  m a t t e r  how s m a l l  t h e  v a lu e  o f  d . W hile  t h i s  
r e s u l t  may seem s u r p r i s i n g ,  i t s  e x p l a n a t i o n  l i e s  i n  t h e  
f a c t  (m e n t io n e d  a b o v e )  t h a t  when f  cr^  , m a x ) p | < l .  When
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the value of a, given by equation (2.15),
increases without limit and consequently the power of the
test based on T approaches unity. But if op f cr^  'tiie
value of a, given by equation (2.18), is bounded since
* 2its denominator is 1 - p, and thus the power of the test 
based on T does not tend to unity as \p\ ->1. Prom 
this it is clear that the asymptotic relative efficiency 
of T to T should approach zero as \p| -> 1.
Next consider the case cr^  = a^. Equation (2.24) 
reduces to
(2.25) A(T2 T2) ___________________________ 1 .  +  P ______________________________
1 + f + (a/o-)2(l/l2 + E)
and this expression tends to zero when j> -» -1, but not 
when p-» 1. Its maximum value is slightly greater than 
-[1 + dv(12c/ )} , and this occurs between f - 0 and 
p = 1.
*2One might conclude from the above results that T 
gives a more powerful test when the correlation is posit­
ive. However it must be remembered that the power of a 
test depends on the alternative hypothesis, and the alter-
inative we have chosen, namely H : 0. = k .n 2, where
J J
k. = k, j s 1, 2, is a special case. If we had chosen 
J
k = -k instead of k = k then the sign of p in the
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right-hand side of equation (2.24) would he reversed,
and the maximum value of A( Tf T ) would occur when the
correlation is negative, A similar comment applies to
the more general multivariate case. This verifies the
*2earlier statement that the test based on T is not 
rotationally invariant.
3, MULTIVARIATE SIGN TESTS
When the z . are grouped according to sign, so 
* / \that zrj = sgn(zrj), two procedures are available:
(a) to proceed as if the abservations were not
*2grouped, that is to use the normal theory test T ; or
(b) to devise a special test to allow for the 
grouping, as did Bennett (1962).
The two methods are still available, of course, for 
digitized data, and we have investigated the first 
possibility only. But for digitized observations the 
first procedure would be complicated, and it is doubtful 
whether there would be any appreciable gain in efficiency 
in using it.
39
3.1 THE NOBI/IAL THEORY TEST
The arguments used in section 2 carry over, in toto,
¥r . ,to the case when = sgn(zr_j). In this case we have
oo
g.(0) = / sgn(x) f {(x-e )/sr } dx,
^ —  50 "
where f(x) is the probability density function of a 
standardised normal variable. Thus
o 00
S'AO) = - J f 1 (x/v. )dx - ~ J f ' ( x/ <r- )dx,
J -oo 3 O j o  3
(2.26) = - f(0) = (2/k IV"1.
D J
Clearly h.(0) = 1, d = 1,2,...,p, and by Sheppard's 0
formula for normal correlations (see equation (5.31))
(2.27) fij ~ arcsin fid*
Hence equation 
(2.28) A(T2 T2)
(2.19) becomes 
= 2{l/^Y A-hl/crj}
*where j\_ (I arcsin fij}-
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EXAMPLE 1 -  BIVARIATE DISTRIBUTION
When p = 2, e q u a t io n  ( 2 . 2 8 )  r e d u c e s  to
( 2 . 2 9 )  A(T2 T2 ) 1 -  f
2_
l - (  2/iz ) a r c s i n  ^
2 2
fTl  ” 2^^ ar c sinf  +^ 2
L ~ 2ol cr2j + ( T 2
I n s p e c t i o n  o f  th e  r i g h t - h a n d  s i d e  o f  e q u a t io n  ( 2 . 2 9 )  
r e v e a l s  t h a t  i f  ^  ^ th e  a s y m p to t ic  r e l a t i v e  e f f i c i e n c y  
te n d s  to  z e ro  a s  l f |  -> 1 , and i s  e q u a l  to  2/m when j* = 0 . 
I f  h o w ev er, A( T, T ) te n d s  to  z e ro  a s  p - 1 ,
h u t  n o t  when p —> 1 w here  i t s  v a lu e  a p p ro a c h e s  2/ r . In
F ig u re  5 c u rv e s  o f  A( Tf T ) a s  a  f u n c t io n  o f  p a r e  
shown f o r  v a r io u s  v a lu e s  o f
EXAMPLE 2 -  MULTIVARIATE DISTRIBUTION WITH EQUAL VARIANCES
I f  p •• = f ,  i  =f j ,  th e n  i t  may he shown h y  in d u c t io n  
t h a t  th e  sum o f  th e  e le m e n ts  o f  jC^~ i s  p / { l  + ( p - l ) }  .
H ence i f  cr. = cr, j  = l , 2 , . . . , p ,  e q u a t io n  ( 2 . 2 8 )  becom es
J
( 2 . 3 0 )  A(T2 rJ?2 ) 2 1 + ( p - 1 )________7T 1 +  ( 2 / tc)( p - 1 )a r c s i n  p  ’
w h ic h , fcp? e ac h  v a lu e  o f  p , i n c r e a s e s  from  z e ro  a t  
P = - l / ( p - l )  to  a  u n iq u e  maximum b e tw een  p  = 0 and p = 1 . 
As p -* c o  th e  maximum v a lu e  a p p ro a c h e s  u n i t y  and  t h i s  o c c u rs  
a t  p = 0 .
*2 2The f u n c t i o n  A(T' , T ) ,  t h e  P i tm a n  a s y m p t o t i c  r e l a t i v e  
e f f i c i e n c y  o f  t h e  s t a t i s t i c  b a se d  on t h e  s i g n s  o n ly  
r e l a t i v e  t o  H o t e l l i n g ’ s t e s t  on t h e  mean o f  a  b i v a r i a t e
jl  y .
n o rm al  d i s t r i b u t i o n  w i t h  v a r i a n c e s  or , 01 and c o r r e l a t i o n  y .
c Z "
- O  ? 1 o p- O i >
Fl ' i  - Kf S'
41
Suppose now that p ^  , all the variances
being equal. This would be the case when testing the 
hypothesis that the mean of a first-order autoregression 
is zero, since if
x . - r xi_i -
where the £. are independent N ( © , c r  ) variates, then 
J
corrCXj^ , x .) = .
It is not difficult to show that equation (2.28) becomes
(9 rn m2') - 2 f 1 f f_______i f p(l -(2/rr)arcsin p) +(4/rr)sin
1 ' ” Ti|r'+ ( 2/ini") arc sin p j \ p(l-p) + 2p
which increases from zero at f = -1 to a maximum value, 
unique for each p, between ß = 0 and f = 1, and then 
decreases to 2/ru at p = 1.
3.2 BENNETT1S SIGN TEST
For data grouped according to sign, Bennett (1962) 
considered a test of Hq valid for p^3» and for p > 3  
if the correlations are small. We will now evaluate the
asymptotic power of this test and compare it with that of
2 *2 Or and T .
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CASE 1 - BIVARIATE NORMAL DISTRIBUTION
-ft -X*Let n^ be the number of pairs (zrl, zr2^ o:f 
form (1, 1), n0 the number of the form (1, -1), 
n^ (-1, 1) and n^ (-1, -1), so that ni+n2+n3+n4 = n. 
Then
k2 _ (nl~ n4)2 (n2~ n3)2 2 n^+ n^ n^+ n^
pis asymptotically distributed as ~/2 under Hq, and is the
statistic proposed by Bennett to test BQ in the case
2p = 2. Reverting to the earlier notation K2 may be 
written
(2.32) k :
n(z1+ z 2 )
* *2(l+si2+z-Lz2)
* * 2 
11(2!- 22)
* * *
2( 1— 2"”^ 1^  2
It is easily shown, using the central limit theorem and 
the convergence in probability of the denominators, that
i^In = nfc(z1+ z 2)/(2 + 2s12+ 2z1z2)-
and t2n = n^z-^- z2 )/(2 - 2s10- 2z^z2 )^
satisfy conditions (I*), (II*) and (III*)» with asymptotic 
covariance zero, and
c-^ = (l/1^  + l/a^)/(m: + 2 arcsin ) 2 ,
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= ( l /c r^  -  l / c r ^ ) / ( tc -  2 a r c s i n  _p)2 ,
2
T hus, from  e q u a t i o n  ( 2 . 1 0 ) ,  i s  a s y m p t o t i c a l l y
d i s t r i b u t e d  a s  u n d e r  Hn w i th
( 2 . 3 3 )  a ‘ 2k*TT
- 2  2 Oi -  2 o i  2 / rr) a r c  s i n  -p + cr2
a ^ c r ^ l  -  ( 2 /7 r)2a r c s i n ‘}>j -
U s in g  e q u a t io n s  ( 2 . 1 1 ) ,  ( 2 . 1 5 )  and ( 2 . 3 3 )  t h e  a sy m p t­
o t i c  r e l a t i v e  e f f i c i e n c y  o f  t o  T2 i s
( 2 . 3 4 )  A(k | ,  T2 ) = §
1  -_p' f(J l~ ^a l rr2^ E i n ’r 'V /"  + a f ’
2 2 n p 2
1 - (  2 /tt ) arcsin^J L <7^ -  2Gi a 2f +cr2
* p p
w h ic h  i s  t h e  same a s  A(Tf T ) when p = 2 . T h e r e f o r e
B e n n e t t ' s  s i g n  t e s t  i s  a s y m p t o t i c a l l y  e q u a v a l e n t  i n  pow er 
*2t o  T i n  t h e  b i v a r i a t e  c a s e .
A(K2 , T2 ) was o b t a i n e d  by  B h a t t a c h a r y y a  (1 9 6 6 )  f o r  
m ore g e n e r a l  a l t e r n a t i v e s  t h a n  b i v a r i a t e  n o r m a ls .
CASE 2 -  TRIVABIATE NORMAL DISTRIBUTION
P u t t i n g  n^ = number o f  t r i p l e t s  ( z r q> zr ° ’ z r 3 ^  
o f  t h e  form  ( 1 ,  1 ,  1 ) ,  n Q ( 1 ,  1 ,  - 1 ) ,  n^ ( 1 ,  - 1 ,  1 ) ,  
n4 (-1, 1, 1), n5 (1, -1, -1), n6 (-1, 1, -1),
( - 1 ,  - 1 ,  1 )  and ng ( - 1 ,  - 1 ,  - 1 ) ,  B e n n e t t ' s  t e s t  
s t a t i s t i c  f o r  a  t r i v a r i a t e  n o rm a l  d i s t r i b u t i o n  i s
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, p r2 _ (nl~ n8)2, (n2~ n7)2, (n3~ n6)2, (n4~ n5)2 U - jJ) ^4 ni+ n8 n2+ n7 n3+ n& n4+ n5
Equation (2.35) may be written
(2.36) = tfn + + t23n + t2n,
where t
and
h2n = - (  4V
*
zi +
*
Z2 +
*
V
*
z123 )2/ d +
*
z12+
*
Z23+
*
Z31
4 n
- n( 
-  4
*
zi +
*
z 2-
*
z 3-
*
z123 ) 2/ ( l +
*
z12"
*
z 23”
*
Z31
t?3n
n/ 
= 4<
*
zi +
*
z 3-
*
z 2-
*
z123 )2/ ( l -
*
z12“
*
z 23+
*
Z31
t 24n -  £( " 41
*
z 2"
*
zl +
*
z 3"
*
z123 ) 2/ ( l -
*
z12+
*
Z23"
*
Z31
*
z . . i j
1
n
Ä  * *> z . z 
r t i  r l  :r j ’
*
z123
_ 1 
n .
n
2
r=l
* * 
zr l z:
*
r2 zr3 '►
Again it is easily shown that the t. satisfy conditions
(I1), (II’) and (III’), and consequently that the distrib- 
2 2ution of converges to a ^  distribution under Hq,
2/v\ A/and a distribution under Hn , where
-1
3 'k 2 (a”  +  +  o y - + (cr'
2i\ 1  +  > 1 2 +  f 2 3 + } 3 1 1  +
+
(cr” 1 -  or2 1 +  cr“ 1 - ^ ) 2 
* * *
( T i
1 - i 12” -P23+ f 31
■Pi2“ -P23 -P31
L-  cr~1 +
h2+ hr hi J1 -
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'V ^ — i  ♦  / / \Hn is 0 = k n, ? jp = (2/7i)arcsin p , and
(2.38) r- |t i  ■roglat(j>23-Ji2^ 1)/(l-j^ 1)*U-/f2)*J.
For ungrouped data, the limiting distribution of T
pis, from section 2, Xt(a) under H with'5 n
(2*39) a2 = k2[ l/cr-p l/cr2, l/or^) jC1 (l/o^ , l/cr2, l/cr^),
2A  being the 3*3 matrix with elements p ^ y  Since 
2and T have different numbers of degrees of freedom, we 
can not use formula (2.11) for the asymptotic relative 
efficiency. A(K^ j, T2) will depend upon k, k and a, 
the significance level of the tests. Let us compare the 
asymptotic powers of K2 and T2 for various values of a, 
assuming k and k to be small.
The tests of Hq based on T2 and are,
asymptotically; accept (reject) Hq if
T2 < (>) X, K? < (>) X,
respectively, where
(2.40) J G^(x,0)dx = a = ./G^(x,0)dx,
x A
and Gm(x,a) is the probability density function of a
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p
/ ^ ( a )  v a r ia b le .  In  view of eq u a tio n s  (2 .3 7 )  and (2 .3 9 ) 
th e  powers of th e  two t e s t s  a re  a sy m p to tic a lly  equal when
° °  oo
(2 .4 1 ) f  (*Ax,a)dx = J1 Gd(x ,a )d x .
A J 1
I f  k and k a re  s u f f i c i e n t ly  sm a ll, th en  a and a 
a re  sm a ll, and G ^(x ,a) and G ^(x,a) may each be approx­
im ated by th e  f i r s t  two term s in  th e  expansion  of th e  
p ro b a b i l i ty  d e n s ity  fu n c tio n  (s e e , fo r  example, K endall and 
S tu a r t (1961), v o l 2 , p 228). E quation  (2 .4 1 )  becomes
co
J  G ,(x ,0 )(  l - £ a ( l - x /3  ))dx = Gd(x ,0 )(  1—£ a ( l-x /4  )]dx ,
d 7\ ^
whence, u s in g  eq u a tio n s  (2 .4 0 )
( 2 . 4 2 )  ä =  ( V 4 ) - ^ ^ 4 ( x »0 ) d x  ~ g .  375 % 1 ? < T ^ 2  
a (1 /3 )  J s xG^(x, 0)dx -  a 16 e~ ^
/%/
where > and > a re  g iven  in  term s of a by eq u a tio n s  
(2 .4 0 ) . I t  may be shown th a t  a / a  in c re a s e s  from 3/4
a t a = 0 to  1 a t  a = 1 .
For th e  a l t e r n a t iv e s  to  be th e  same, a s y m p to tic a lly ,
(2 .4 3 ) k k n~^.
'
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Thus t h e  a s y m p t o t i c  r e l a t i v e  e f f i c i e n c y  o f  t o  T2 ,
d e f i n e d  as  t h e  l i m i t i n g  r a t i o  o f  sample  s i z e s ,  n / n ,  
r e q u i r e d  t o  g iv e  t h e  same power a g a i n s t  t h e  same a l t e r n a t i v e s  
f o r  t h e  same s i g n i f i c a n c e  l e v e l  f o r  e ach  t e s t ,  i s
( 2 . 4 4 )  A(K2 , T2 ) = ( k / £ ) 2 ,
w h ich  may be e x p r e s s e d  i n  t e r m s  o f  a and t h e  
u s i n g  e q u a t i o n s  ( 2 .3 7 ) »  ( 2 . 3 9 )  and ( 2 . 4 2 ) .
"J fid
TWO SPECIAL CASES
( a )  P u t  = cr, = j>, i , j  = 1 , 2 , 3 ,  i  /  j .  Then 
e q u a t i o n  ( 2 . 4 4 )  becomes
( 2 . 4 5 )  ACK2 T2 ) 2 ( l + 2 p ) (  3+c2 + ^ c(c-3 ) ( 4/ ti)a r c s i n p)
 ^ ^ax 3tc( l+ (6 /7c)arcsin /> ) [ l - (2 /7 i)a r c s in j? )  *
where Z  = ( ö / iO a r c s i n t i V d + f ) ) . I f  th e  term  ( a / a ) 2 ,
g i v e n  by  e q u a t i o n  ( 2 . 4 2 ) ,  i s  a  m o n o to n ic  f u n c t i o n  o f  a
(w h ich  a p p e a r s  t o  be t r u e ,  b u t  seems d i f f i c u l t  t o  p r o v e )
2
t h e n  t h e  power o f  i s  s m a l l e s t  n e a r  a = 0,  t h a t  i s  when
t h e  s i z e  o f  t h e  t e s t  i s  s m a l l ,  and l a r g e s t  when t h e  s i z e  o f  
t h e  t e s t  i s  l a r g e .  A lso  A(K^, T ) t e n d s  t o  z e r o  a s  
b u t  n o t  when f>-> 1 ,  where i t s  v a l u e  a p p ro a c h e s  
2 ( a / a ) 2/7c. A(K2 , 5 2 ) i s  o f  more i n t e r e s t ,  and i s ,  f rom
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eq u a tio n s ( 2 . 30 ) and (2.45)
(2.46)  A(K2 , 52 ) ^1+ ( 4 / tc)a r c s in \?) ( 3+ <? + r ( r - 3 ) ( 4 A )a rc s in f)>
 ^ a  3( 1 - ( 2 / ti) a rc s  in f') [ l+ (6 /i t)a rc s in p ]
In sp e c tio n  of th e  r ig h t-h a n d  s id e  of eq u a tio n  (2 .46)  re v e a ls
th a t  th e  asym pto tic  r e l a t i v e  e f f ic ie n c y  i s  ( a /a )  a t  p  = 0
and j> = 1, and ten d s  to  i n f i n i t y  as M oreover,
A(K^, T ) has a lo c a l  maximum of approx im ately  1 .0083( a / a ) ,
which occurs n ear f> = 0.93« Num erical in v e s t ig a t io n
re v e a ls  th a t  th e  c o e f f ic ie n t  of ( a /a )  in  th e  r ig h t-h a n d
s id e  of eq u a tio n  (2 .46)  d i f f e r s  from u n ity  by l e s s  th an
0.17 when -0 .4 9  < f> < 1, and th u s  A(K2 , $*) i s  l e s s
th an  u n ity  u n le s s  a i s  n ea r 1 or f  i s  c lo se  to  —J.
2V alues of th e  asym pto tic  r e l a t i v e  e f f ic ie n c y  of compared
w ith  ? 2 a re  g iven  f o r  v a rio u s  v a lu es  of p  and a in  
Table 3»
\ \  04
P \
0.001 0.01 0.05 0.10 0.30 0.50 0 .90
-0 .4 9 0.774 0.795 0.822 0.839 0.882 0.917 1.026
0 0.663 0.681 0.704 0.719 0.756 O.786 0.879
0.5 0.664 0.682 0.705 0.720 0.757 0.787 0.880
0.93 0.668 0.687 0.710 0.725 0.763 0.792 O.887
TABLE 3
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(b ) If we put ?a = ? i,j = 1,2,3, we find
(2.47) u(l + P )2n(3-f) *
where n = ^  ^  + -11.7...')- , r = iarotan j=,
l + 2 f + ß  1 - ß  1 “ 2f + s *
and p = (2/7i)arcsin( J2 ). In this case A(K^,T^) has a 
similar behaviour to that of the previous example, since it 
increases from zero at _p = -1 to a maximum value between 
f = 0 and f = 1, and decreases to (2/*n:)(a/a) at p = 1. 
Using equations (2.31) and (2.47) we obtain
(2.48) m2 \ _ / a\2 u( 1 + (2/7i)arcsinp) v a / 4( 3 - (2/7i)arcsinj?]
Hence the asymptotic relative efficiency is (a/a)2/4 at 
p = —1 and (a/a)2 at p = 0 and p = 1. Also A(K2 , 5 2 ) 
has a local maximum at p = 0, and a local minimum near 
p = 0.56. Numerical values are given in Table 4.
0.01 0.05 0.10 0.50 0.90
-1.0 0.481 0.498 0.508 0.556 0.621
0 0.681 0.704 0.719 O .786 0.879
0.56 0.661 0.683 0.697 0.763 0.853
TABLE 4
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In view of the two examples cited above, it would 
appear that it is better to use the normal theory test in 
this case even though only the signs of the data are used, 
and so Bennett*s sign test is of doubtful value. In fact 
the results of the last two sections would seem to indicate 
that there is little to be lost, in terms of asymptotic 
power, in using normal-theory tests for the mean of a 
multivariate normal distribution when the data are grouped.
4. THE F- TEST
Suppose we have two independent samples [x^] and 
ly^) of sizes n-^ , n2 respectively from two normal
distributions having unknown means p2 snd variances
2 2 • cr , Gv respectively, and we wish to test the hypothesis
Hq: Q = 1 against the alternative H-^ s G = 3* >1. The
statistic
n2 ni
F = (n-,-1) I (y^-y)2/ U n p-l) E (x.-x)2}
1 i=l 1 d i=l 1
is uniformly most powerful for testing Hq against H^.
The distribution of (F-ö)(2/n^ + 2/n2 is asymptotically 
standard normal as n-^  and n2 tend to infinity.
Let (x^), (y^) be the digitized samples (with the 
same group width d for each sample), and put
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S-Cx) * i I (x.-x)k , Sv (y) = i 2 (y.;-y)k»
L1 i=l 2 i=l
whence F = S2(y)/S2(x). Using the central limit theorem, 
it may be shown that the distributions of
( S2(y) - var(y)](n2/j(y)]^ and {S2 (x) - var(x) ] (n-j/j (x) }*^ ,
where
(2.49) j(x) = var(x-x)2 = e (x - E ( x )]4 - E2(x - E ( x ))2 ,
each converge as n->°o to the standard normal distribution. 
Since
[n;1S^(x)[S4(y)-s2(^)]+ n“1 s |(y )  fe4(x) - s |(x ) ]  )/S*(x) 
converges in probability to v(5), say, where
(2.50) v($) = (n2^(var x)2j(y) + n ^ v a r  y)2;j(x))/(var x)4,
as n^, n2 tend to infinity, it follows that the 
distribution of
S2(x)l5 - (var y)/(var x))
(n2'LS^(x)[S4(y)- S2(y)]+ n ^ S 2(y)[s4(x)- S2 (x)U*
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is asymptotically standard normal. We now show that the 
limiting distributions of F and $ are different under 
Hq. From equation (1.21), neglecting terms involving
exp(-2r2r^ Tt2/d2) for r > 1, it follows that
(2.52) (var y)/(var x) = (3 2 + d2/l2 )/(r2 + d2/l2),
= 1 when 9 = 1 .
Using equations (1.8) and (2.49) it may be shown that, 
to the same approximation
(2.53) j(y) = 2(9cr2 )2 + (9a2 )d2/3 + dVl80.
j(x) is given by equation (2.53) with 0 = 1 .  Thus, 
putting equations (2.52) and (2.53) in equation (2.50) 
we obtain
(2.54) v(f) = (2/n1+ 2/V 1 - 240a- when -9=1.
Hence the asymptotic variances of F and $ are 
different under HQ. However this difference is extremely 
small, even if d is relatively large, and it is doubtful 
whether there is any practical advantage in making the 
adjustment by using the statistic (2.51).
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*
The a s y m p to t i c  r e l a t i v e  e f f i c i e n c y  o f  F compared 
w i t h  F i s  o b t a i n e d  by u s i n g  e q u a t i o n s  ( 2 . 4 )  and ( 2 . 5 ) .  
F o r  F
( 2 . 5 5 )  R(F)  = ( 2 /n 1 + 2 /r lg )“ 4 .
From e q u a t i o n s  ( 2 . 5 2 )  and ( 2 . 5 4 )  i t  f o l l o w s  t h a t
( 2 . 5 6 )  H(F) = ( l / n 1+l / n 2 r ^ ( 2 +  d2/ ( 3 c r ) +  d4/ ( l 8 0 o - 4 ) )- ^ .
Now s u b s t i t u t i n g  e q u a t i o n s  ( 2 . 5 5 )  and ( 2 . 5 6 )  i n t o  
e q u a t i o n  ( 2 . 4 )  we o b t a i n
( 2 . 5 7 )  A($,  F) = ( l  + d2/(6<x2 ) + d4/ (3 6 0 c r4 ) ]_ 1 .
5. 5»22-TEST FOR EQUALITY OF SEVERAL VARIANCES
Suppose k i n d e p e n d e n t  sam ples  o f  s i z e s  n^
( i  = l , 2 , . . . , k )  a r e  t a k e n  from d i f f e r e n t  norm al  p o p u l a t i o n s
2 2 2 w i t h  means and v a r i a n c e s  err. To t e s t  Hq : ^  = cr »
2
i  = l , 2 , . . . , k ,  where t  i s  n o t  s p e c i f i e d ,  i t  i s  common 
t o  u s e  t h e  maximum l i k e l i h o o d  s t a t i s t i c
( 2 .5 8 )  K = I  n . l o g  ( s 2/ s ? ),
i = l  1 e 1
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2 thwhere is the sample variance of the i sample, and
(2.59) s2 = i
i=l
kn = In.
i=l
The limiting distribution of K may be obtained as follows: 
From equation (2.58)
where 0 in probability as all the n tend to infinity.
Now the distribution of each of the (k+1) expressions in 
curly brackets in the right-hand side of equation (2.60) 
is asymptotically standard normal under Hq as the n^ 
all tend to infinity. Furthermore, only (k-1) are
2independent, so K is asymptotically distributed as
under H .o
Consider now the case when each sample is digitized in
the same way with group width d, and denote the sample
th *2variance of the i digitized sample by s^, and the total
*2variance by s . Put
i=l x
+ (^ n^, Ü2,. •., n^),
Then
(2.62)
2E2 (!2 )
Z (n^(s?-E(s2 ))/(var(s2 ))^)2 
i=l 1 1
- (n^( s2-'E( s2 ) )/var( s2 ) )^)2 +
where ^  tends to zero in probability as the n^ tend to 
infinity. Hence 2E2 (s2 )£/var(s2 ) is asymptotically
^ under H . Neglecting terms 
involving exp(-27t2v^r2/d2 ) for r > 1, as in the previous 
section, it follows that
distributed as
2E2 (s2 )/var(s2 ) (1
1 + d 2/(6^r
d2/(12^r2 ))
2 ) dV(360«/)
Consequently the difference between the asymptotic
*
distributions of K and K under H q is practically 
negligible.
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CHAPTER 3
DISTRIBUTION-FREE TESTS
In distribution-free hypothesis testing it is usually 
assumed that the underlying distributions are continuous, 
in which case rank statistics may be used. In practice, 
however, such an assumption is not reasonable, because 
observations are usually rounded or digitized to a number 
of decimal places. This leads to the occurrence of ties. 
Methods of dealing with ties have been investigated in the 
literature (see, for example, Putter (1955), Taylor (1964), 
Klotz (1966).) However little is known about the loss in 
power of the various tests due to grouping of the data.
In this chapter the power loss due to grouping, in 
terms of Pitman's asymptotic relative efficiency, will be 
investigated for some commonly used distribution-free tests. 
The following account is based on a paper by the author 
(1967c).
1. WILCOXON'S TEST
Given independent random samples (x.J, (y .) of sizes
 ^ J
nl* n2 respectively from continuous distribution functions 
F(x), G(x ) we wish to test the hypothesis
Hq: F(x ) = G(x), all x.
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To test Hq in the absence of knowledge of P and G it is 
common to use Wilcoxon*s statistic U, defined as
nl n2
(3.1) 0 = 1  I hj
1=1 j=l 12
where h ^  = 1 if X^ > Y^, zero otherwise. The null 
distribution of U, obtained by permutation of the observat­
ions, is known and has been tabulated (see, for example, 
Kendall and Stuart (1961), p 494, vol 2).
Por grouped data we have the possibility that X^ = Yy 
Two procedures have been suggested in this situation, namely
(a) : define
(3.2) h.. = * if X± = Y.,
(b) : perform a random experiment, so that
(3*3) hjj = 0 or 1 if X^ = Y^, each with probability 4.
The null distribution of U is unaffected by the grouping 
for procedure (b), but not for procedure (a), in which case 
the test must be adjusted. However procedure (b) is obvious' 
ly less efficient. In fact Putter (1955) showed that the 
asymptotic relative efficiency of U for case (a) compared 
with case (b) is (1 - Zp~!) for location-shift
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alternatives, where pp is the magnitude of the r^ *1 jump 
in F(x). We will evaluate the loss in asymptotic power 
due to grouping in each case, for alternatives of the form
F(x) = G(x-e).
As before we denote the digitized observations by 
(I.), where and are of the form qd+£,
q = 0, ±1, .... and d >0 and £ are constants. Let IT 
and 5 be the test statistic for procedures (a) and (b) 
respectively. From equations (3»l) and (3*3)
E(&) = n-^lProb(X^ > ) + 4Prob(X^= )] = n^ngM^),
where
(3.4) M(-0) = Z p (0)/ 1 +
and p (3) = f ( (q+i)d+i:+^] - f ( (q—J-)d+e+S). Similarly
j.
E(U) = n^lKe),
where
oo
(3.5) M(S) = j P(x-«)dF(x).
-Oo
Put n = n_^  + n^, and suppose n^~ cn when n is large. 
From equations (3.1) and (3*3) it is easily shown that
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when 0 = 0 ,
v a r = v a r 5
n l n 2n l n2
Suppose f o r  0  n e a r  z e r o  
{ v a r [ u / ( n ^ n 2 ) ] } ^  n~^V(0) and ( v a r t u / ( n 1n2 n ~ H ( 0 ) ,
whence
( 3 . 6 )  V(0) = V(0)  = l l 2 c ( l - c ) ) “ * .
I t  f o l l o w s  t h a t  f o r  O n e a r  z e r o  t h e  l i m i t i n g  d i s t r i b u t i o n s  
o f  n ^ t u / C n ^ ) - M ( « ) ) / V ( « )  and ) -  M ( « ) ) / f ( e )
a r e  e a c h  s t a n d a r d  n o rm a l .  U s in g  e q u a t i o n s  ( 2 . 4 ) ,  ( 2 . 5 )  
and ( 3 . 6 ) ,  t h e  a s y m p t o t i c  r e l a t i v e  e f f i c i e n c y  o f  U 
compared w i t h  U i s
( 3 . 7 )  a (6 ,  U) = ( S , ( 0 ) A , ( 0 ) ) 2 .
D i f f e r e n t i a t i n g  w i t h  r e s p e c t  t o  0  and p u t t i n g  0 = 0  i n  
e q u a t i o n  (3*5)  we g e t
oo
( 3 . 8 )  M*(0) = -  J f ^ ( x ) d x ,
— oo
where f ( x )  = D F ( x ) /0 x .  From e q u a t i o n  ( 3*4)  we have
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M ’(0) = -i I [f( (q+4)d+g) + f( (q-i)a+fc]Jp (0),
q=-9o ^
which has the Fourier series expansion
oU
(3*9) M * (0) = - I A exp (27iirs/d),
r=-o0
where
A = Jjr j exp(-27iirs/d) I [fl (q+2-)d+e]+f ((q-4)d+s)]p (O)cLe,
0 q=-<*> q
p d 00
(3.10) = — j dx J exp(-27tiry/d)f (y)f(y+x)dy.
— d  —  00
Using equations (3*7)» (3*8), (3*9) and (3*10) the 
asymptotic relative efficiency of 6 compared with U for 
location-shift alternatives is
(3.11) A(U, U)
p u . uu
I ■■-g-g-'- f dx  J exp(27tir(e-yyd)f (y)f (y+x) dy
— d —03
J f2(y)dy
In many cases the periodic terms in the right-hand 
side of equation (3• 9) may "be neglected (this will have 
to be verified for each particular case by finding bounds 
for |Ar |)• In this case equation (3.11) becomes
«  J4 dx J f(y)f(y+x)dy / / f2(y)dy
I — d — 00 ~ 00
(3.12) A(ft, U)
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To o b t a i n  A(5, Ü ), i t  i s  n e c e s s a r y  o n ly  t o  compare 
v a r(U )  and v a r(G )  when 3 = 0, s i n c e  E(TT) = E(U) f o r  
a l l  v a lu e s  o f  3 .  When - 0 = 0
v a r(U )  = n ^ C n - a  ){e  - E 2 (lii ; j )}+ {e U ? ..  ) -E 2 ( h ^
i^ k
U sing  e q u a t io n  (3*2)  t h i s  becomes
var(U ) = n 1n2 ( n - 2 ) { p r o b ( l i < f , t i k< $ , )  + P r o b C l ^ ! ^ )
+ j p r o b  ( 2^= 2 1 = Yj) -  
+ n 1n 2 { P r o b ( i i < Y..) + ^  P ro b  (Xj =
( 3 . 1 3 )  = n-]n2 { (n -2  ) { 1 -  Z p ^ (0 ) ] /1 2  + ( 1  -  2p^(0) ]/4^-,
t h e  sum m ation b e in g  from  r  = -  w t o  r  = o°. P r o c e e d in g  
a s  b e f o r e ,  we f i n d
A($, ” >  , l l m  ,
n-too v a r ^ U ;
= X -  Xp^(o),
u s i n g  e q u a t io n s  ( i . 6 )  and (3*13 )• T h is  a g r e e s  w i th  
P u t t e r  (1 9 5 5 ) .  U s in g  t h e  F o u r i e r  s e r i e s  r e p r e s e n t a t i o n
we o b t a i n
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* —  °° ( - ) r  ?, rA(U,U) = 1 - 1  I]] dudvdw J exp(27ti.r(fc-y)/d] f(y-rti)f(y+v)f(y-+w)dy,
1--CO
(3.14) ~ 1 - 4  fff dudvdw / f (y+u)f (y+v)f (y+w)dy,
assuming the periodic terms
r d °°
(3.15) Br = ^ ~ -  fff i exp(27dry/d] f (y+u)f (y+v)f(y»-w) dy,
/> - 00
r ^ 0, are sufficiently small to be neglected. In this 
case the asymptotic relative efficiency of U compared 
with U is, from equations (3*12) and (3.14)
(3.16) A(U,U)~'
1 d oo ->2f dx / f(y)f(y+x)dyf 
— d -oo
■f /f2 (y)dy||l- ~  fff dudvdw / f (y+u)f(y+v)f (y+w)dy}
# _We investigate A(U, U) and A(U, U) for some particular 
distributions.
1.1 NORMAL DISTRIBUTION
Put f(x) = (2Tier2 ) ^exp(-i(x-|i )2/<r2 ). Prom equations 
(3.10) and (3.15) it follows that
|Ar| < (471a2 ) ^exp(-7t2r2cr^ /d2 ), and
|Br i < d2(l2n2a4r*exp(-jn2r2<T2/d2),
and these terms are small even when d = cr.
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E q u a t io n s  (3*12)  and ( 3 . 1 6 )  become
A(U, U ) *  f { ^ e r f ( ^ ) } 2 = 1 -  | ( | ) 2 + o ( d 2/ r 2 ),
and
d/<r
A (U ,U)#  A ( 5 ,U ) ( i  -  f J f  e x p ( - ( u 2+v2+w£'-uv-vw-wu)//5]dudvd^,
o
= 1 -  £ ( 1 -  Js/n)(d/<r)2 + o U V o 2 ) .
I n  T ab le  5 v a l u e s  o f  A(5, U) and A(ET, U) a r e  g i v e n  f o r  
v a r i o u s  v a l u e s  o f  d/<r.
d/cr A(U, U) A(U, U)
0 . 2 5 0 .9895 0 .9951
0 . 5 0 .9595 0 .9816
0 .7 5 0 .9121 0 .9595
1 . 0 0 . 8 5 1 1 0 .9299
TABLE 5
1 . 2  CAUCHY DISTRIBUTION
L et  f ( x )  = p2 + ( x - q ) 2 )” 1 . We f i n d
71
| Ar l 1  ((27ip)- 1 + I r  I / d } exp ( - 2  711 r  | p / d ) .
S in c e  f ( x )  i s  u n im o d a l ,  f rom  e q u a t i o n  (3*15)
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& 0,0
I Bp I < I ^ ! [j dudvdw f exp(-27tiry/d)f^(y)dy |,
0  —  oo
2 3  00
= J j exp(-27iiry/d)( p2 + (y-q)2)~^dy |,
71T -*>
< (3d2/(7rp)2 )exp(-27ir|p|/d).
Consequently the periodic terms may be neglected if d/p 
is small. Thus
A(&,U) arctan(^~)J = 1 - ^(d/p)2 + o(d2/p2 ),
and
A(tT,U) rrf t (u-v)2+(v-w)2+(w-u)2+24)dudvdw1 — i” fff
71 d 0 ( (u-v )2+4) [ (v-w)2+4} ( (w-u )2+4)
1 “ |(l-9/(27i)2](d/p)2 + o(d2/p2 ).
-1
A(U,U),
Table 6 contains values of A(U,U) and A(U,U) for 
d - ip and d = p.
d/p A(C,U) A ( t r , u )
0.5
1.0
0.9604
0.8597
0.9690
0.8898
TABLE 6
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1.3 LAPLACIAN DISTRIBUTION
Suppose f(x) = (2cr2 r^exp(-72|x-p|/cr). Then
lAr l < (2o-r1(l+ i i t W / d 2 )'1, |Br | <|^( 1+ |n2r2<r2/d2 )"*
so the periodic terms are negligable when d <  or/10, say. 
Equations (3.12) and (3*16) reduce to
A(U, U (1 " exp(-dJ2A)) + y(d/cr)2j^
= 1 -/2(d/cr) + o(d/cr);
A(tJ,U)« A(S,U)jl- ^ (sinh(2/2ö/(r) - (2-3dy^'o-)sinh(i2^cT-)]\~1 )
= 1 - i j 2 d/ t  +  o (d/cr ).
When d A  = 0.1, A(U,U)^ 0.8809 and A(U,U)^ 0.9630.
It is interesting to note that, for the first two 
examples at least, the grid may be quite large without 
appreciable loss in asymptotic power, no matter which of 
procedures (a) and (b) is used. Because of the conven­
ience of not having to adjust the test, and the fact that 
little extra loss in power results, procedure (b) may be 
generally preferable to procedure (a) for testing Hq against 
location-shift alternatives with grouped data.
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2. MOOD * S W-TEST
Wilcoxon's test is clearly not powerful for testing 
H q against purely scale-shift alternatives
Hi : G-(x) = F(x/0 ).
Instead Mood (1957) proposed the statistic 
nl
W = 2 (r . - 4 (n+1 ))2 ,
i=l 1
where R^ is the rank of the i"*'*1 member of the first 
sample (x^) among the n observations, and showed that in 
the normal case its asymptotic relative efficiency compared 
to the F-test (which is optimum) is ) ~ 0.76. Let
us evaluate the loss in asymptotic power due to grouping. 
Denote by nlr (n2r ) 't l^e number of members of the first 
(second) sample of the form rd+ e. If the ties are
broken by a random experiment, as in procedure (b), the
*average value of W, taken over this randomization, is
*W
00 n-,1 -- lE_
r=— »nlri’II2:
n n +n0 lr 2rI
s=l
r-1
+ 2 (n
t=—00
2
lt+n2t ^ “ 4 (n+l)) .
Define pr(£) = Fl (r+jg-)d/£ + e/3) - f [ (r—|)d/3 + e/3). Since
nlr and n converge in probability to n1pr (l)/n and 
n2Pr (^)/n respectively as n tends to infinity, it follows 
that E(W) tends to
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2 » nlPr(l) "A»;1«.«*).
” =.1
r-1+ I (n1Pt(l)+n2pt(^))
as n-* oo. In the limit as n-*<*>, the sum I may be
s
replaced by an integral, and standardizing the range of this 
integral to the interval (0,1), we have
E(ft)-*n2n, I Pr(l) J {xlnlpr^ + n2pr ^ + 2r=-co 0 t=—
= in2ni I Pr(l)((Sr-i)2+ (Sr-i)(Sr.1-i)+ (Slwl-i)2),
J r=-oo
r ifwhere Sr = I —I n-^ p.t= —oo ^
E($) with respect to
lim E^(W) = -j n n ^  
(3.17)
(l )+n2p^.(0)). Differentiating 
0 and putting 0 = 1, we obtain
r { I p.(l) - *}{2Rf(R)[p (l)+pr+1(l)] 
r=-oo tt =-°° 1 I
+pr(l)(R-d)f (R-d) + pr+1(l)(R+d)f (R+d)|,
where R = (r+-|-)d+e. As before, we write the right-hand 
side of equation (3*17) as a Fourier series. Under 
similar conditions to those of the previous section, the 
periodic terms may be neglected, in which case
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lim E^(l) dt f (f(y+t)(ip(y+d) + jP(y) -4)oo
\0
(3.18) + f(y-t)(jP(y-d) + yP(y) ~£))yf(y)<ty.
Now
(3.19) E{(W) = -2nin2n j y(P(y) -i)f2 (y)dy
and when 0 = 1
(3.20) var($) = var(W) = n - ^ t n + l )(n2- 4 )A80,
(see Sukhatme (1957))» so provided n^/n2 ^en<^ s a 
constant limit as n tends to infinity, equations (2.4), 
(2.5)» (3.18)> (3*19) and (3*20) may be employed to 
give i = £ and
(3.21) A($,W) «
2.1 EXAMPLE - NORMAL DISTRIBUTION
It is not difficult to show that the approximation 
(3*21) is valid for the normal distribution if d < a.
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In this case the right-hand side of equation (3*21) 
reduces to a complicated expression involving error 
functions. If d/o' is small, we obtain directly from 
(3*21)
A(W, W)« 1 - j(d/cr)2 + o U 2/^2)-
Thus, to the first order, the loss in efficiency due to 
grouping with random tie-breaking is twice as much for 
Mood’s W-test against normal scale-shift alternatives as 
for Wilcoxon’s test against locatoon-shift alternatives.
3. MANN’S TEST FOR RANDOMNESS AGAINST TREND 
To test the hypothesis 
V  F^(x) = F2(x) = = Fn(x), a1  ^x*
given an observation X^ from each of the continuous 
distributions F^x) Mann (1945) proposed the statistic
n-1 n
(3.22) ft = I I h,,, 
i=l j=i+l 13
where h ^  = 1 if X^ > Xy zero otherwise. This test 
has known null distribution (under permutations) and is 
consistent for very general alternatives, in particular for 
the trend alternative
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Hx: Xi = a+ iO + Y.,
where the Y^ are identically and independently 
distributed random variables with probability density 
function f(x). For grouped data we define 5 by using 
procedure (b) of section 1. Then when $ = 0
(3.23) var(Q) = var(Q) = n(n-l)(2n+5)/72
(see Kendall and Stuart, (1961) vol 2, p 486). From 
equations (3*3) and (3.22)
E(§) = [ I lProb(X. >X.) + iProb(X.=$.)]. 
i< j 1 J 1 •>
Proceeding as in the previous sections we find
i* d 00
e ;(5> = 2 l(i-j) 2 J dx [ exp(-27iir(y-e)/d)f(y)f(y+x)dy,
i< J r= — 00 - 0 0
d 00
(3.24) ^  ^ n(n2-l) J5 dx I f(y)f(y-f-x)dy,
-d
neglecting periodic terms. Using equations (2.4), (2.5), 
(3.23) and (3*24), ä =  3/2, and
r d 0 0 / f3 ^2/3
(3.25) A(Q, Q)^<^- J dx J f(y)f(y+x)dy/ Jf2(y)dyf
Equation (3*25) may be compared with equation (3*12).
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Clearly the fractional loss in asymptotic power due to 
grouping is much less when testing the randomness hypothesis 
than for the two-sample problem. For example, the loss 
is only about 5$ when the observations are normally 
distributed and the grouping grid is equal to the standard 
deviation. The loss for procedure (a) would be even less, 
but in view of the convenience in using procedure (b) there 
seems little to recommend the former procedure.
4. PITMAN’S INDEPENDENCE TEST
To test the null hypothesis Hq that a continuous 
distribution function F(x,y) factorizes into the product 
of two continuous marginal distributions F(x) and G(y), 
Pitman (1937~8) proposed a test based on the sample 
correlation coefficient
(3.26) r = (1-1/n) S ^ / S ^ ,
l n _ iwhere ± I (Ui-1T)(Vi-7) and Sy = .i—1
The null distribution of r is the distribution obtained 
by permuting the X's and the Y ’s, and is thus independent 
of F and G, but depends on the data. The problem of 
evaluating this distribution for each set of data is often 
overcome by using the fact that as n increases the
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the permutation distribution of [(n-2)r^/(l-r^)]^
approaches that of '‘Student’s" distrubution with n-2 
degrees of freedom (see Kendall and Stuart (1961) vol 2, 
p 475)* Since this is true for any distribution of 
whether continuous or not, it is also true for the grouped 
sample. Thus
and no adjustment is necessary.
Let us evaluate the asymptotic relative efficiency of
distribution of (X^jY^) has joint probability density 
function f(x,y, p) with correlation coefficient _p. Then
Hq: p = 0 and H-^ : p = Q  ^  0.
Let var(fj) = (vy)2 < oo, E(0V) - E(U)E(V) = Now
(3.27) r = (1-1/n) S ^ / O .XY' X Y  ’
*r compared with r for the alternative hypothesis that the
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Applying the central limit theorem, the distributions of
n^ (5^ . - v|) and n^($^ “ v^) ea°k converge as n tends to
infinity to a normal distribution with zero mean value and 
finite variance. Since §^ ., and converge in
* *probability to v^, v^ and v ^  respectively as n tends
to infinity, it follows that the right-hand side of equation
1 ^ ^ ^
(3.28) , and thus n®(r - vxy/^xvY^
normally distributed with zero mean and finite variance.
Its asymptotic variance, when Hq is true, is unity. Hence
(3.29) lim E^(?) = E^(X?)/(vx^)?
provided E(X)E(?) does not depend on p. Similarly r 
is asymptotically normally distributed with mean 3 and 
null variance 1/n, so using equations (2.4), (2.5) and 
(3*29), the asymptotic relative efficiency of r to r is
(3.30) A(r, r ) = [e^(X?))2/(*xvy)2.
Suppose the grid for the and has respective
widths d ,^ CL2 011(1 origins and £2 * 1^ follows that
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00
(q+4)d+e
( 3 .3 1 )  E q (S $ )  = I
q-l=*”0° %
t h e  d a s h  d e n o t i n g  d i f f e r e n t i a t i o n  w i t h  r e s p e c t  t o  t h e  t h i r d  
a r g u m e n t  i n  f .  N e g l e c t i n g  p e r i o d i c  t e r m s  i n  t h e  r i g h t -  
h a n d  s i d e  o f  e q u a t i o n  ( 3 * 3 l ) >  t h i s  b e c o m e s
T he  v a l i d i t y  o f  t h i s  a p p r o x i m a t i o n  d e p e n d s  u p o n  t h e  s i z e  o f  
t e r m s  s u c h  a s  0* ( - 2 7 iq 1 / d 1>-2 7 iq 2/ d 2 , 0 ) ,  q 1 ^  0 ,  q 2 /  0 ,
w h e r e  0 ( u , v , j ^ )  i s  t h e  j o i n t  c h a r a c t e r i s t i c  f u n c t i o n  o f  
( X ,Y ) ,  a n d  = d ft/'d p  ( s e e  W a t t s  ( 1 9 6 2 ) ) ,  E q u a t i o n  
( 3 , 2 2 )  r e d u c e s  t o
w h e r e  0 ^ ,  (U, a r e  t h e  s t a n d a r d  d e v i a t i o n s  o f  X, Y 
r e s p e c t i v e l y .  U n d e r  s i m i l a r  c o n d i t i o n s
( 3 .3 2 )  f  d u  f  d v
^  - H i  - i d 2
4dx 4d2
( 3 - 3 3 )  E ^ ( S ? )
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P u tt in g  eq u a tio n s ( 3 » 33)  and ( 3*34)  in t o  eq u a tio n  
( 3 . 3 0 ) we f i n a l l y  o b ta in
( 3*35)  A(r,  r)  = t [ l  + ^ ( d ^ A ^  )^] [ 1 + ) ^] } \
The e x a ct v a lu e  o f  A(r,  r )  was o b ta in ed  by th e  author  
(1966a) in  th e  case  when th e  d ata  are b iv a r ia t e  norm al. 
T h is v a lu e  depends upon th e  mean v a lu e s  o f  th e  d i s t r i b ­
u t io n ,  b e s id e s  and £2 » but bounds, depending on ly
on d ^ /o± and d2/ o 2 > are a ls o  g iv e n .
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CHAPTER 4 
SEQUENTIAL TESTS
I f  we w ish  t o  t e s t  s e q u e n t i a l l y  f o r  an unknown 
p a ra m e te r  when t h e  d a t a  a r e  g ro u p e d , t h e  s t r i c t l y  c o r r e c t  
p ro c e d u re  i s  t o  u s e  an a d j u s t e d  s t a t i s t i c  b a se d  on th e  
g ro u p ed  p o p u l a t i o n .  However t h i s  m ethod h a s  c e r t a i n  
d i s a d v a n t a g e s :  t h e  a d j u s t e d  s t a t i s t i c  may be d i f f i c u l t  t o
com pute, f o r  exam ple , o r  i t  may n o t  be known t h a t  t h e  d a t a  
a r e  g ro u p e d .  I t  i s  o f  i n t e r e s t  t h e r e f o r e  t o  know what i s  
l o s t  o r  g a in e d  by u s i n g  s t a t i s t i c s  b a s e d  on t h e  un g ro u p ed  
p o p u l a t i o n  when i n  f a c t  t h e  o b s e r v a t i o n s  a r e  g ro u p ed . 
C l e a r l y  t h e  t e s t  i s  no lo n g e r  v a l i d  s in c e  t h e  e r r o r s  o f  
t h e  f i r s t  and seco n d  k in d  a r e  a l t e r e d ,  b u t  i f  t h i s  e f f e c t  
i s  s m a l l  t h e n  one i s  j u s t i f i e d  i n  u s i n g  t h i s  m ethod.
I n  t h i s  c h a p te r  we b e g in  w i th  two exam ples i n  w hich  
t h e  c o r r e c t  p ro c e d u re  i s  u s e d :  t e s t i n g  on t h e  s t a n d a r d  
d e v i a t i o n  o f  a  L a p la c ia n  d i s t r i b u t i o n  w i th  d i g i t i z e d  d a t a ,  
and t e s t i n g  in d e p e n d e n c e  i n  a  b i v a r i a t e  n o rm al d i s t r i b u t i o n  
u s i n g  o n ly  t h e  s i g n s  o f  t h e  d a t a .  The e f f e c t  o f  g ro u p in g  
i s  exam ined and s e e n  t o  be s u r p r i s i n g l y  s m a l l .  Next we 
i n v e s t i g a t e  t h e  power c u rv e  and a v e ra g e  sam ple s i z e  f o r  
t h e  p r o c e d u r e  o f  u s i n g  t h e  u n a d ju s t e d  s t a t i s t i c  w i th  
g ro u p ed  d a t a .  Form ulae  d e r iv e d  by Ewens (1961) a r e  u s e d
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t o  o b t a i n  g e n e r a l  r e s u l t s ,  and some s p e c i a l  c a s e s  a r e  
worked out  i n  d e t a i l .  The f o l l o w i n g  d i s c u s s i o n  i s  b a s e d  
on a  p a p e r  by t h e  a u t h o r  (1 9 6 6 b ) .
1.  WALD'S PROBABILITY RATIO TEST
To t e s t  s e q u e n t i a l l y  t h e  h y p o t h e s i s  Hq : f ( x ) = f ( x ,  0q)
a g a i n s t  t h e  a l t e r n a t i v e  H- s^ f ( x )  = f ( x , 0 - ^ ) ,  w i t h  e r r o r s  o f
t h e  f i r s t  and seco n d  k in d  a and ß r e s p e c t i v e l y ,  we 
c o n t i n u e  t e s t i n g  w h i l e
n
( 4 . 1 )  l n ( ß / ( l - a ) } < I  z .  < l n l ( l - ß ) / a ) ,
i = l  1
where = ln (  f  ) / f  ( x^ , 3 q )} , a c c e p t i n g  Hq (H-^) i f
t h e  lo w e r  ( u p p e r )  i n e q u a l i t y  i s  b r o k e n .  Wald (1947)  
showed t h a t  i f  t h e  t r u e  v a lu e  o f  t h e  p a r a m e t e r  i s  -0, t h e n ,  
i g n o r i n g  b o u n d a ry  o v e r l a p ,  P = P r o b ( a c c e p t i n g  Hq ) i s  
g i v e n  by
( 4 . 2 ) ( ( l - B ) / g ) k -  1  
( ( l - ß ) / a } h - ( s / ( l - a ) ) h ’
where h i s  t h e  u n iq u e  n o n - z e r o  s o l u t i o n  f o r  t  i n
O Ü
( 4 . 3 )  1 =  J ( f  ( x j ö - j ^ / f  ( x , 0 o ))"fcf  ( x , 0 ) d x .
- o o
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When the parameter is ■© the average sample size is
(4.4) E(n) = {P lnfp/CL-a)] + (1-P)ln[(l-g )/a] )/E(z|«), 
where P is found from equations (4,2) and (4*3)*
*If the population is grouped, the digitized data x^ 
being given in terms of the by equation (l.l), the
statistic is = lnl p(x^,$^)/p(x^,30)}, where
x+4d
(4.5) p(x,3) = f f(x*,^)dx'.
x-id
Equation (4.3) becomes
(4.6) 1 = I (p(qd+e,ö1 )/p(qd+£,öo ))tp(qd+e,^).
q=—oo
2. STANDARD DEVIATION QP LAPLACIAN DISTRIBUTION
Suppose f(x,G) = (x/2^ ) ^exp(-^/21x|/ö). The correct 
statistic for digitized data is, from equation (4.5),
1 - exp(-d/(v/2ö1 ))cosh(v/2xi/ö1 )
1 - exp(-d/(72^o )] cosh(x/^xi/^o )..
sinht d/(/2^1 ))~
.sinhl d/(J~240)l
+ v/2|xi | -1 „-1
|x± | < id, 
otherwise.
When e = id, equation (4.6) becomes
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sinhta/(72el))|t sinh(a/(ygQ)}________
sinhld/U2«0J]j sinht d( T
If there is no grouping, the equation is
1 = (e0/«1)t(i-«t/^+et^]“1.
In Fig. 6 graphs of the power curve, obtained, by putting 
the solution t(3) of equation (4.7) in equation (4.2), 
are given for various values of d in the case when 
a = ß = 0.05, = 1 and. 0^ = 4.
3. A SEQUENTIAL SIGN TEST FOR IND5PENDSNCS
An extreme case of grouping arises when only the 
sign of each observation is recorded.. In this case it is 
usually possible to find the test statistic without 
difficulty and evaluate the power curve and average sample 
size exactly. Let the observations (x^,y^) be 
identically distributed independent bivariate normal 
variables, with zero means and unit variances, and 
correlation coefficient j^ , and consider the hypotheses 
Hq: f(x,y,j>) = f(x,y,0) and f(x,y,p) = f(x,y,j^).
When the observations are ungrouped the appropriate test 
statistic is
Zt = log f(xi,y1,f1) - log f(xi,yi,0),
Fig.6. The power curve for the Wald Probability Ratio 
Test of Ho:*9 = 1 against : 3 = 4 where 0 is the 
standard deviation of a Laplace distribution with mean 
zero, and the data is digitized with spacing d.
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i.e., z± = (ipL/(l-f^)][2xiyi-f1(x^+y?)] - Jln(l-f^).
Using equation (4.3) the power curve is given by equation 
(4.2) where h is the unique non-zero root for t in
OÖ
1 =  n  f1 )/f(x,y,0)]tf(x,y,p)dydx,
'  00
which reduces to
(4.8) (l-jfrt = 1 + 2tP ^ p j -  
Similarly E(z|p) is given by
(4.9) E(z| y) = i ln(l-f^),
ll^2]
whence E(n) may be found by putting E(z|j?) in equation 
(4.4).
If, on the other hand, the observations are 
(sgn x^ , sgny^), the distribution function of the 
observations is bivariate binomial, and we find that the 
appropriate test statistic is
2
rln(l + - a r c s i n ) if sgnx^= sgn yi ,
Zi = I 2
Lln(l - ^ arcsin ) otherwise,
.22  ^fl i-f
and equation (4.6) becomes
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(4.10) 1 = (l+a^)^4(l+a) + (l-a1 )^4(l-a),
where a =  (2/7i)arcsin y and a^ = (2/7c)arcsinj^. Also
(4.11) E(z|p) = 4(l+a) In (l+a^) + 4(l-a) ln(l-a^).
We may compare the power curves in the two cases by solving 
equations (4.8 ) and (4.10) respectively for t and 
substituting the solution, h, in equation (4.2). In Pig. 
7 the curve of 1-P against f is given for each case 
when a = 3 = 0.05, = 4 .
Looking now at the average sample number, the ratio 
of E(n) for the two cases is, from equations (4.9)*
(4.11) and (4.4)
2?\ + ln(l-Pi)
(4.12) E(n)WnJ
-ln(l-a^)
when ? = °»
-ln(l-p‘ )
(1+a. ) lnCl + a^ ) + (1-a^) lnCl-a-^)
when y =
When fa = 4* the above ratio is 3.26 when H q is true, 
and 2.54 when H-^  is true. When tends to zero the
right-hand side of equation (4.12) approaches the value 
ti /4, which is the same as the asymptotic relative 
efficiency of the sample correlation coefficient compared
The power curve for the Wald probability ratio test of 
H^: j5 = 0 against H. : f = £ where ? is the correlation 
coefficient in a standardized bivariate normal distribution 
and the data are (a) grouped according to sign (b) ungrouped.
GROUPED DATA
UNGROUPED 
‘ DATA
o i -
FIGURE 7
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with the statistic Isgntx^JsgnCy^) for testing H q in 
fixed samples.
4. DEPARTURES FROM ASSUMPTION
For a sequential test of an unknown parameter when 
the density type is wrongly specified, Ewens (1961) showed 
that if the true density type is g(x,0), the power curve 
and average sample size are given, as before, by equations 
(4.2) and (4.4), where h is now the unique non-zero 
solution for t in
If the grouped population is incorrectly assumed to 
be ungrouped, then g(x,0) is zero almost everywhere, with 
jumps p(qd+e,0) at the points qd+e, and equations (4.13) 
and (4.14) become
and
(4.15) 1 = I p(qd+£,■©)( f (qd+e,^ )/f (qd+e,0Q ) )"^ ,
and
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( 4 .1 6 )  E(z|«Ö) = I  p (q d + £ ,$ )  l n  ( f  (q d + £ ,-ö ^ ) / f  (q d + £ ,$ 0 ) ) .
q=-oo
The r i g h t - h a n d  s i d e  o f  e q u a t io n  (4 .1 5 )»  b e in g  p e r i o d i c  
i n  £ w i th  p e r io d  d, may be w r i t t e n  a s  a  F o u r i e r  s e r i e s ,  
and we have
( 4 .1 7 )  1 = I  A e x p (2 7 i i r £ /d ) ,
2*=—oo 1
where
a
Ap = j  J  2 p (q d + £ ,ö ) t  f  ( q d + e ^ ^ / f  (qd+£,eoj)]^exp(-2Ti±r^/d)d£»
o
i d  <»
(4.18) = i  f  dx f ( x + y , « ) ( f ( y , « 1 ) / f ( y , e o ) ) t exp(-2Td.ryA)dy. 
- i d
S i m i l a r l y  e q u a t io n  ( 4 .1 6 )  may be e x p r e s s e d  a s
i d  00
(4.19) E(z|-9) = 2 i  f  dx j f(x+y,9)2n(f(y,eL)/f(y,0o))exp[27dr(£-y)/d)dy.
r = - ^ . i d  - *
I n  many i n s t a n c e s  h ig h  a c c u ra c y  f o r  s u f f i c i e n t l y  sm a ll  
v a lu e s  o f  d i s  o b ta in e d  by  c o n s i d e r i n g  o n ly  t h e  te rm  
w i th  r  = 0 i n  e q u a t io n s  ( 4 .1 7 )  and ( 4 . 1 9 ) .  (T h is  i s  
e q u i v a l e n t  t o  u s i n g  t h e  E u le r - M a c la u r in  fo rm u la  i n  e q u a t ­
io n s  ( 4 .1 5 )  and ( 4 . 1 6 ) ) .  I n  p a r t i c u l a r  t h i s  i s  t r u e  
f o r  t h e  norm al d i s t r i b u t i o n ,  w hich  we now c o n s i d e r .
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5. MEAN VALUE OF NORMAL DISTRIBUTION
Let th e  n u l l  h y p o th e s is  be Hq: x n N ( $ o ,cr ) and
2 2th e  a l t e r n a t iv e  H^: x H N ( ^ , a  ) ,  th e  v a r ia n ce  cr b e in g
known. From e q u a tio n  ( 4 . 1 8 )
2
= exp{-27i^r^o'^/d^+4t(^0 - ^ ) ( t ( 9 o —0^)+^o+ ^ -2 0 ) / j^ - 27iirQ^iy 
>< ( 2 / d ) s i n h ( i d t ( ^ 0 — ( t ( 3 0—^  ) / c r 2 +  27cir/d ] .
P u tt in g  t h i s  in  eq u a tio n  ( 4 . 1 7 ) ,  we o b ta in
(4 .20) 1 = a / i  + 2 l ( -  )r e x p (-2 n 2r 2cr2/ # )
Jl r = l
cost 27ir(£-e ) /d  + a) 1 
11 + 2rcroo4 dt (90-  6^))
where
( 4 .2 i )  v  e x p [4 t(e -^ )(i;(e 0- e ;L)+«o+eL-2el^r2]
and a =  a r c ta n  [2 7ircr^/( (2rrc<x2 )^+(dt  )2 (0 Q—9-^  )2 )^] . I t
appears d i f f i c u l t  to  f in d  th e  extrem e v a lu e s  o f  th e  r ig h t -  
hand s id e  o f eq u a tio n  ( 4 . 2 0 )  fo r  v a r y in g  e , but crude 
upper and low er bounds are g iv e n  by r e p la c in g  
cost 27ir(0-£ )/d + a) by +1 and - 1  r e s p e c t iv e ly .  We may 
tran sform  eq u a tio n  ( 4 . 2 0 )  t o  w r ite
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(4.22) e(t) = *(«„+«]_) + i(e0-«1 )t
■ / a0"2 Y 2r.r  2 ^+  t T dt^0-01;sinh 'dt(0^ -QQj (l+2D U ,0)},
where D(ef0 ) is confined between the limits
(4.23) i. I {l+(27tro-^ )^/[dt(0 -0-, )}^} ®exp(-2<n;^ r^ o‘^ /d^ ).
27=1
For sufficiently small values of d/r, D(e.0) may be 
neglected, in which case the power curve is independent of 
e. If d/j £ 1, the first term in (4.23) is smaller 
than exp(-27t ). In any case the series converges very 
rapidly. Also, if we assume that the position of the 
group origin is at random, then the average value of 0(t) 
is given by equation (4.22) with D(e,0) = 0. In view 
of equations (4.2) and (4.15), the power curve is given 
by the parametric equations (4.22) and
(4.24) P(t) = ((1- 8)/q)^-l 
( (1-0 )/a]^-t ß/(l-a)) »
where bounds for the error involved in neglecting D(e,0 ) 
are given by the expressions (4.23)« In the particular 
case 0Q = -J, 0-^ = if cr = 1, a = ß = 0.05, average values 
of 1-P(0 ) with bounds corresponding to various 0 and d
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a re  g iv e n  in  T ab le  7* S in ce  -0 = -«G’ g iv e s  t  = - t *  
and hence  P = 1-P ,‘ i t  i s  c l e a r  t h a t  o n ly  h a l f  o f  each  c u rv e  
need  be c o n s id e re d .  I t  i s  i n t e r e s t i n g  t o  n o te  th e  sm a ll 
e f f e c t  o f  g ro u p in g  on th e  power c u rv e . T h is  a g re e s  w ith  
Ewens, who showed t h a t  s e q u e n t i a l  t e s t s  f o r  m eans a re  
r o b u s t  u n d e r  d e p a r tu r e s  from  th e  n o r m a l i ty  a s su m p tio n .
\ d
e  \ 0 1 2 3
0 .0 0 .5 0 0 0 .5 0 0 0 .5 0 0 0 . 5 0 0
0 .1 0 .643 0 .633 0 .6 0 9 0 .5 8 4  + 0 .0 0 0 5
0 .2 0 .7 6 5 0 .7 4 8 0 . 7 0 8 0 .6 6 2  + 0 .0 0 2
0 .3 0 .854 0 .8 3 6 0 .7 9 1 0 .7 3 4  + 0 .003
0 .4 0 .913 0 .8 9 8 0 . 8 5 5 0 . 7 9 5  + 0 . 0 0 5
0 .5 0 .9 5 0 0 .9 3 8 0 .9 0 2 0 .8 4 6  + 0 .0 0 6
0 .6 0 .9 7 2 0 .9 6 3 0 .9 3 5 0 .8 8 6  + 0 .0 0 6
0 .7 0 .984 0 .9 7 8 0 . 9 5 8 0 .9 1 7  t  0 - 006
TABLE 7
C o n s id e r in g  now th e  a v e ra g e  sam ple s i z e ,  e q u a t io n  
(4 .1 9 )  re d u c e s  i n  t h i s  c a se  t o
(4.2 5) E(z|e) = ^ - ^ ( 2 0 - e o- ^ - 2 d  X ( - f  e x p ( - 2 ^ 2/ l ) a i n ^ S ^ ^ ) .
2cr i*=l CL
N e g le c t in g  th e  p e r i o d i c  te rm , th e  v a lu e  o f  E( z | *©) i s  th u s
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unchanged by the grouping, and so the effect of grouping on 
the average sample number is completely contained in the 
numerator of equation (4.4). Values of E(n) for the 
cases % = ^  = 1, a = ß = 0.05, d = 0, 1 and
2 are compared in Table 8.
0 1 2
0.0 3.67 8.00 6.50
0.1 8.42 7.83 6.42
0.2 7.80 7.30 6.12
0.3 6.95 6.60 5.71
0.4 6.08 5*86 5.23
0.5 5.30 5.16 4.73
0.6 4.63 4.54 4.27
0.7 4.07 4.02 3.85
TABLE 8
A curious fact is that the average sample size is 
markedly reduced by the wrong assumption. However, if the 
null and alternative hypotheses (or, on the other hand, the 
values of a and ß) were altered so as to give the same 
errors of the first and second kind as in the case when the 
observations are ungrouped, inspection of Tables 7 and 8 
indicates that E(n) is only slightly altered by the grouping.
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6. VARIANCE OF NORMAL DISTRIBUTION
If Hq: xnN(|i,öo), H-^ xnNln,^), where is 
known, equation (4.18) reduces to
(4.26) Ar= (§0/31 )2t exp(-27i2r20/(/d2)]
id
* j exp( t(ö”1—0,1)x2/(2^)+2ixir(x-/p)/(^d))dx,
-id 0 1
where / = 1 - <0t(^o^-<0^^). Using the mean value theorem 
for integrals, equation (4.26) may be written
(4.27) = (^0/01)^exp(-27i2r2ö/(/d2)+27tir(a/^-p)/d)
id
x i [ exptt(0^1-e“1)x2/(2^))dx,
“id
where a is such that -id £ a <_ id. Putting equation
(4.27) into equation (4.17) we find
(4.28) 1 - etO"1-«”1) = (eo/Q1)t{{n/Az.)i{l+2-D(e)]erf/zy,
where z = -gd2t(30 -^<0-^ )/( 1 - 0^)), and D(e) is a
periodic function of e which may be shown, using a result 
of Wintner (1947)» to lie between the limits
(4.29) I (+l)rexpl-27i:2r20/(^d2 )). 
r=l
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I f  e i s  assum ed t o  be u n i f o r m ly  d i s t r i b u t e d  o v e r  th e  
i n t e r v a l  ( - 4 d ,£ d ) ,  t h e  a v e ra g e  v a lu e  o f  D( s )  i s  z e r o .  
The power cu rve  i s  now found  by p u t t i n g  t h e  n o n - z e r o  
s o l u t i o n  f o r  t  o f  e q u a t io n  ( 4 . 2 8 )  i n  e q u a t io n  ( 4 . 2 4 ) ,  
w i th  bounds o b ta in e d  by u s i n g  th e  e x p r e s s io n s  ( 4 . 2 9 ) .  I n  
T ab le  9 v a lu e s  o f  l - P ( ^ )  f o r  v a r i o u s  v a lu e s  o f  d a r e  
compared i n  t h e  c a se  = 1 , = 4 , a = ß = 0 .0 5 .
V* 0 1 2 3
0 .5 0 .0005 0 .0 0 1 0 .0 0 8 0 .0 8 0 + 0 .0 4 4
1 .0 0 .0 5 0 0 .0 7 5 0 . 1775+0.0005 0 .4 3 0 + 0 .1 6 6
2 .0 0 .582 0 .6 2 1 0 . 724+0.003 O.838+O .087
3 .0 0 .8 7 1 0 .8 8 2 0 . 909+0 .003 0 .9 4 0 + 0 .0 3 3
4 .0 0 .9 5 0 0 .953 0 .962 + 0 .0 0 2 0 .9 7 2 + 0 .0 1 6
5 .0 0 .976 0 .9 7 7 0 . 981t 0 . 001 0 .9 8 5 + 0 .0 0 9
TABLE 9
I f  d i s  s m a l l ,  e q u a t io n  ( 4 . 2 8 )  may be w r i t t e n  
(4 .30)  ( « , /« ! ) *  = l l - t ( e +  d2/12)(«Q 1- 9 i 1 )] + o(a3 ).
2
Thus i f  we n e g l e c t  te rm s  w hich  t e n d  t o  z e ro  f a s t e r  t h a n  d , 
t h e  e f f e c t  o f  g ro u p in g  i s  t o  i n c r e a s e  •© by t h e  amount 
d /1 2  (w h ich  i s  S h e p p a r d 's  c o r r e c t i o n  t o  th e  v a r i a n c e  o f  a  
g rouped  p o p u l a t i o n ) ,  and a c c o r d i n g l y  t o  s h i f t  t h e  power
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curve by this amount in the direction of -9 decreasing.
However, this approximation is not valid for small 
values of 9 (which correspond to large values of vz)
isince the first two terms in the expansion of (n/Azrerfjz 
are then not sufficient to give reasonable accuracy. 
Neglecting periodic terms in e, the kurtosis of a grouped 
normal population is given by using Sheppard’s corrections, 
and is therefore
(4.31) 1C, ------ 67A206 (1+ 12e/d2)-1
2 («+ a2/i2)2 5
(see Kendall and Stuart (1961) vol 1, p 81). If 9 is 
large, ^  small, and in view of the results of Ewens, 
who discussed the effect of kurtosis on the power curve for 
departures from normal theory sequential tests of variances, 
we would not expect any marked twisting of the power curve. 
This effect is indeed verified by Table 9. But if 9 is 
small, K-, = “6/5, a value of sufficiently large magnitude 
to cause the power curve to first steepen, then flatten out 
as 9 tends to zero.
To summarize, the approximate effect of grouping on a 
sequential test for the variance of a normal distribution is 
to shift the power curve bodily in the direction of 9 
decreasing if 9 is large, and to cause the power curve to 
first steepen, then flatten out as 9 tends to zero.
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F o r  t h i s  exam ple ,  t h e  a v e r a g e  sample  number i s  g i v e n  
by e q u a t i o n  ( 4 , 4 )  w h e re ,  from e q u a t i o n  ( 4 . 1 9 ) ,
( 4 . 3 2 )  E (z |© )  = - J l n ( Ö 0/© 1) +  i ( © ” 1-©“ 1 )(© + d2/ l 2
+ l ( - l ) r [(7ir) 2 cosa+ (TixT^sina] exp (-2n2 ©r2/c?)}, 
r = l
where a = 27tr( e -p  ) / d .  N e g l e c t i n g  t h e  p e r i o d i c  t e r m s  i n  
e i n  e q u a t i o n  ( 4 . 3 2 ) ,  t h e  e f f e c t  o f  g r o u p i n g  i s ,  a s  f o r  
t h e  power c u rv e ,  t o  i n c r e a s e  © by d / 1 2 .  S in c e  t h e  
a p p ro x im a te  e f f e c t  on t h e  n u m e r a to r  o f  t h e  r i g h t - h a n d  s i d e  
o f  e q u a t i o n  ( 4 . 4 )  i s  t h e  same, t h e  a p p ro x im a te  e f f e c t  o f  
g r o u p in g  on t h e  a v e r a g e  sample  number i s  t o  i n c r e a s e  © by 
t h e  amount d / 1 2 .  I n  T ab le  10 v a l u e s  o f  t h e  a v e ra g e  
sample  number a r e  g i v e n  f o r  v a r i o u s  v a l u e s  of  © i n  t h e  
c a s e s  ©o = 1 ,  ©^ = 4, a  = 0 = 0 . 0 5 ,  d = 0, 1 and 2.
« d 0 1 2
0 .5 5 .82 6 .1 9 7 .6 1
1 . 0 8 .33 8 . 7 2 9 .8 3
2 . 0 8 .5 3 8 .0 8 7 .3 5
3 . 0 5 .07 4 .8 6 4 .3 2
4 . 0 3 .2 8 3 .1 8 2 .9 2
5 . 0 2 .3 7 2 . 3 2 2 .1 7
TABLE 10
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\
7. PARAMETER IN NEGATIVE-EXPONENTIAL DISTRIBUTION
If f(x,0) is the negative-exponential density-
function, f(x,0) = (l/3)exp(-x/9), 0 <x<oo, it would 
appear that equation (4,15) reduces to a simple closed 
form, enabling us to find the power curve without 
approximation for all values of d. However it turns out 
that if d is too large, the test breaks down.
Let the group divisions occur at 0, d, 2d,... so 
that e = Jd and from equation (4.5)
p(qd+e,$) = exp(-qd/3)[ 1 - exp(-d/3)).
Equation (4.15) becomes
1 =  I (G /O, )t (l - e-<i//^ )exp(-qd/e+ (q+i)dt(0““1-e~1 )), 
q=0 0 1 0 1
that is,
expt dt(O” 1-’0~1 )} - (ö0|^1 )'Cexp(iDt(^1- ^ 1)]rl srU\
(4.33) G(t) = d In-
1 " («</«! )Xexp(it(S"1-«“1))
%
Equations (4.24) and (4.33) are the parametric equations 
for the power curve. Observe from equation (4.33) that
«(0) = lim 0(t) = t-*o d ln<
2 ln(«1/«0 ) + (e"1-«“ 1 )^
2 lnC^/^) - (e”1-e^1)dj*
This is the value of 3 for which the probability of
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rejecting or accepting the null hypothesis is ■£. Now as
d tends to 2(ln ), 9(0) tends to zero,
and if d > 2( ln(9^/9o) ]/(9o ~^<Ö^1), 9(0) is undefined.
Consequently the test breaks down if d is greater than 
the above value. This is not really surprising, as can be 
seen from the following argument:
To test Hq against with strength (a,ß) for
the ungrouped test we continue sampling while
(4.34) ln( ß/(l-a)j < (9~1-9~1) 2  ( Xjf Lln(91/^o) ] )]
< ln(a/(l-ß )),
accepting HQ (H^) if the lower (upper) inequality is 
broken. Clearly if d > 2(ln(9^/9Q))/(9~^—9“ "^) there is
no possibility of breaking the lower inequality, no matter 
what the value of 9.
The above phenomenon may be avoided by choosing the 
range of the grouped observations to be (qd), q = 0,1,2,... 
However, if this is not done, we would expect the same sort 
of thing to happen for any one-sided distribution.
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CHAPTER 5
INFERENCE IN STATIONARY TIME SERIES
In analysing time series a considerable decrease in 
the amount of computation may be effected by digitizing or 
"clipping** the data (see, for example, Heaps and Willcock 
(1965)). Such clipping will generally involve, besides 
bias or distortion, loss in efficiency of estimates of the 
parameters of the process, but in many cases, particularly 
if a long record is available, the computational saving 
will more than compensate for this loss.
In this chapter we construct consistent estimates of 
the covariance and spectral density functions of a stationary 
stochastic process, based on a clipped realisation of the 
process, under the assumption that there exist consistent 
estimates based on an exact realisation. We treat the 
case when everything is known about the process except the 
covariance function. The case when there are other unknowns, 
such as the mean value of the process, leads to complications, 
which will be discussed briefly. Expressions are obtained 
for the asymptotic efficiency of estimates based on a clipped 
realisation, compared with those based on an exact record of 
the process. The following account is based on a paper by 
the author (1967a).
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1.  ESTIMATION OF THE COVARIANCE FUNCTION
Suppose t h a t  Y ( t )  (0  £  t  < oo)  i s  a  r e a l i s a t i o n  of  
a  s t a t i o n a r y  s t o c h a s t i c  p r o c e s s  i n  which
( 5 . 1 )  e ( Y( t ) ] = 0 ,  v a r (  Y ( t ) )  = cr2, e ( Y ( t  )Y ( t+ u ) ]  = K(u) = cr2jKu),
where cr i s  a  f i n i t e  c o n s t a n t  and R(u)  depends  on u
t h a t  t h e  f o u r t h  p r o d u c t  moment
( 5 . 2 )  P ( u 1 ( u 2 , u 3 ) = E ( Y ( t ) Y ( t+ u 1 )Y ( t+ u 2 )Y ( t+ u 3 ))
i s  c o n t i n u o u s  and depends  o n ly  on t h e  t im e  d i f f e r e n c e s  u-^, 
Ug and U y  As an e s t i m a t o r  o f  R(u)  P a r z e n  (1957)  
showed t h a t  t h e  s t a t i s t i c
o n ly  and i s  such  t h a t  ] |R ( u ) |d ilu < 0 0 .  Suppose f u r t h e r
— 0 0
T-u
( 5 . 3 )  Rt (u ) = f  Y ( t ) Y ( t + u ) d t
o
s a t i s f i e s
and
( 5 . 5 )  l i m  T cov( R (u  ) ,R m(u  )) = j {p(u , s, s+u ) -  R(u )R(ujds. 
T->oo T 1 J- 2 1 2 1 2
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Since from equation (5»5), var(Rrp(u)] = 0(T ^ ), R^(u)
is a consistent estimator of R(u).
Let X(t) (0 < t < ■•*>) be a realisation of a process 
which has continuous probability density function f(x), 
symmetrical about the origin, for fixed t, and which 
satisfies equations (5.1) and (5.2). Consider the 
digitized process X(t), defined by equation (1*1).
E(x(t)) is a periodic function of e, the group origin, 
with period d, the group width, and is zero when e = 0 or 
id. Denoting the joint probability density function of 
X(t) and X(t-hu) by f(x,y), we'have from equation (1.1)
* *(5.6) E(x(t)X(t+u)) = X X (md+e ) (nd+e ) I P f (x+md+e,y+nd*e)cbnftm n t] i-id
where summation is over all integers. Developing the right- 
hand side of equation (2.6) in a Fourier series, following 
Daniels (1947)» we find
(5.7) e (X(t)X(t+u)] = I £  A exp(2«i(p+q)e/d),p q Pa
where
A = pq (l/d)2 j X X(md+£-^)(nd+£2 ) J j f (x+md+e-^, y+nd+£2 )
X exp(-27ii(ps1+q£2 )/d)dxdyd£1de2 >
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whence
( 5 . 8 )
oO
d” 2 j 1 f ( z 1 , z 2 )exp(-2r . i (pz^- i -qz2 ) / d ] d z 1d z 2
-  0Ü
i d
X [  j ( z 1- x ) ( z 2-y )e x p ( 2 7 c i ( p x + q y ) /d ] d x d y .  
- i d
Denote  by 0 ( u ^ , u 2 ) t h e  j o i n t  c h a r a c t e r i s t i c  
f u n c t i o n  o f  X ( t )  and X ( t + u ) ,  and by  j2f^(u^,u2 ) and 
j^2 (u-L, u 2 ) i t s  p a r t i a l  d e r i v a t i v e s  w i t h  r e s p e c t  t o  and
u 2 r e s p e c t i v e l y .  I t  f o l l o w s  from e q u a t i o n  ( 5 . 8 )  t h a t
A — oo
^po ~ 2 7iip
z l z2-^ z i > z2 ) d Z f d z 2 = R (u ) ;
—  O O
Oo
- d ( - l ) p
z 2 ^ ( z l , s 2 ) exP(“ 2'^ipz^/<i)dz^dZ2>
( 5 . 9 ) )22 ( - 2 i t p / d , 0 )  (AQ<1 = e t c . ,  pq /  0 ) ;
-< ^ (-i?+q r°°rA = - —   Jj f  ( z 1 , z2 ) e x p [ - 27i i ( p z 1+qzp ) / d ] d z 1dz2 ,
4tc pq
= JL-Cl jji -----  ^(-27 ip /d ,-27 iq /d)  (pq /  0 ).
4?t pq
These e x p r e s s i o n s  were o b t a i n e d  by  D a n i e l s  who n e g l e c t e d ,  
however ,  t o  i n c l u d e  t h e  t e r m s  A , .  A (pq  4  0 ) .  We now 
s e t  E [ x ( t ) ]  = 0, which  o c c u r s  when e = 0 or  i d .  Denote  
t h e  c o v a r i a n c e  f u n c t i o n  o f  t h e  i ( t )  p r o c e s s  by 5 ( u ) ,  so
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(5.10) e (X(t)X(t+u)) = R(u) when e = 0 or Jd.
Then from equations (5.6), (5.9) and (5.10) it follows 
that
(5.11) 6(u) = R(u) - ^  I'(+)P p"1 (i2f2 (-27tE/d., 0)+ JZf(0,-2np/d)]
- (id/it)2 I'Z'(+)p+<1(pq)-1i2!(-2np/d,-27iq^), 
P q “
where the positive sign is taken if e = id and the 
negative sign if € = 0, and I* means summation over all 
integers except zero. When e [ X ( t )) = 0, the variance of 
the X(t) process is
fc(o) I (nd+e)2 n f (x+nd-r£ )dx.
Using the Fourier series representation we obtain
(5.12) 5(0) = tr2+d2/ l 2 - Z ' ( + ) p (-f- 0'(-27tp/d)-i(d/-np)? jZ!(-27ip6)),p —  Ttip
where .) is the characteristic function of X(t).
Equation (5.12) could have been obtained by putting 
u = 0 in equation (5.11). Equations (5.11) and (5.12) 
enable us to find consistent estimates of the covariance 
function R(u), given a record from X(t).
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1.1 THE CASE WHEN THE VARIANCE IS KNOWN 
Define the statistic R^(u) by 
I-u
(5.13) lT (u) = i J X(t)X(t+u)dt.
0
2If o" is known and knowledge of the correlation function 
f>(u) completely specifies the joint characteristic 
function 0(u1?u2 ), then we may write, from equation (5,11),
( 5.14) R(u) = g(R(u)),
where the function g may be found. Suppose g has a 
unique inverse, g 1. Prom equations (5.4) and (5.5)
we find
(5.15) lim T^{E(g-1(ET(u)))- R(u)} = 0, 
and lim T oovf g“1(ST(u-L)), g-1(RT(u2 ))]
oO
(5.16) = ( g' (R(u^ ) )g’ (R(u 2 ))) ^ \ (? (up» 3i s+u2 )-g(E(u-L))g(R(u2)))du.
—  oo
— 1 *g (R^(u)) is consequently a consistent estimator of R(u). 
Prom equations (5.5) and (5,16), the asymptotic relative
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m m  1efficiency of g (Rt (u )) compared with RT (u) is
(3o
(g‘ (r (u ))]2 I [p(u,s,s+u) - R2 (u))ds
(5.17) eff(R, R) = -- — ---- — ------------------------ •
I [ P(u, s, s+u)- g2 (R(u)) )ds
-oo
However the evaluation of the fourth product moment for 
the clipped process, P(u,s,s+u), seems difficult. It may 
be expressed as a Fourier series in a similar manner to 
g(R(u)). We have
(5.18) P(u,s,s+u) = 1 1 1 1  A exp(2Tii(p+qtrts)e/d),
p q r s PI170
where
d id
Apqrs= d7 H | 1!,!,i1K d+el) ••(n# +e4) •*x4m 4d+e4)
o 1  ^ 3 ^  -id
exp(-27ti(p£1-f-q£2+ r £ ^ + S £ 4 J/dldx-^ . .dx^de^ .d£4,
oo
( 5 . 1 9 )  = \\\\f (z^, Zp 2^,z4)ex p (-2 7 ii(p z 1-i-qz2-t-rz^-i-sz4 ) /d )d z 1 . .dz^
- 00
id
-id
(zx-X l ).. (z4-x4 )exp( 2 7ii (px1+qx2+rx^+sx4/djdx]..dfy
and f(z^fz2 ,z^,z4 ) is the joint probability density 
function of X(t), X(t-t-u), X(t+s) and X(t+s+u). The 
Fourier coefficients are thus expressible in terms of the
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characteristic function ,u^,u^) corresponding to
f (z^ , Z2» z3> z4 ). In particular, when pqrs 7^ 0, equation
(5.19) becomes
Apqrs
(-1 )p+q-+r+s 
16ti: pqrs
i0(-2*n:p/d,-27i:q/d,-27ir/d,-27is/d).
Since the other coefficients are o(d^) when d is large, 
from equation (5*18)
(5.20) 5?(u,s,s+u)= “■““““X Z’Z' Z’Z
16tt p q r s
( 1  ) P + - q - f l r + s  , . « . g r i p  - 2 t c i  -2nr - 2 t s  \ 
pqrs ^  d ’ d ’ d ’ d '’
4for large values of d, neglecting terms which are o(d ).
If the X(t) process is Gaussian, J#(u) = exp(—J-cr^ u^ ),
2 2 2 2and JZKu^Ug) = exp(~iia u^+2R(u)u1u2+cr u^) ), so from 
equations (5.11) and (5.14)
g(R) = r (i+4 Z (^ )-Pexp(-27i2ö-2p2/d^))
P=1
2
(5.21) -^>2 Z' Z' (^)P'+’<1(pq) 1exp(-27i^ (cr2p2+2pqR+ar2q^ )/d2).
Differentiation with respect to R in equation (5.21) 
gives
102
g*(R ) = 1+4 Z(+ )^ exp(-27t2rfp2/d?)+I,Z,(+.)P"t’(^ exp(-27p2+2pqR+tx2q2)/d2], 
p=l POL
= 1+4 I (+)pexp(-27i2o-2p2/d2) 
p=l
+ 4 1  Z expt-27i2cr2(p2+q2 )/d2) cosh(47i£'pqR/d2 ), 
p=l q=l
> (l + 2 Z (+)pexp(-2ir2tj2p2/d2 )]2,
P=1
since coshx > 1 for all real x. Thus g*(x) > 0 and
so g has a unique inverse (g *^ ). To compute g^^x),
rewrite equation (5.21) in the form
g(R) = r ( 1 + 4 Z (+)Pexp(-27t2cr2p2/d2)) 
p=l
(5.22) + i(d/7i)2 Z p 2exp[-47i2p2(cr2-R)/d2) + C,
P=1
where C(R) = d2/(27r)2 Z'(+)nexp(-2it2cr2n2/d2) Z'lm(m-n)
n m^n
x exp(-47t2m(m-n)(cr2-R)/d2}.
For the case e = id, the values of g(R) and C are 
given in Table 11, for d A  = 1(1)6 and R(u)/cr2 = 0(0.1)1. 
Since g(-R) = -g(R), values for R < 0 are unnecessary.
We observe from the table that if d < 2 , C < 0.003, so 
that a good approximation for relatively large values of d
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is obtained by neglecting the third term in the right-hand 
side of equation (5.22) and thus avoiding the computation 
of the double series. Daniels (1947) justified this approx­
imation for general ^(u^,^)» but only in the situation when 
the correlation function f(u) is near unity. A similar 
argument should hold for e = 0.
R/<r2 d/cr 1 2 3 4 5 6
1 0 0 g(H) .0000 .0000 .0000 .0000 .0000 .0000c .0000 -.0000 -.0057 -.0688 -.2617 -.6148
0.1 g(R) .1000 .1029 .1498 .2554 .3986 .5739c .0000 -.0000 -.0036 -.0520 -.2072 -.4934
0.2 g(R) .2000 .2058 .3007 .5134 .8012 1.1537c -0000 -.0000 -.0023 -.0380 -.1568 -.3760
0. ^ g(R) .3000 .3088 .4538 .7767 1.2124 1.7458
0 .0000 -.0000 -.0014 -.0257 -.1076 -.2582
0. 4 g(R) .4000 .4121 .6108 1.0489 1.6374 2.3578c .0000 -.0000 -.0007 -.0136 -.0566 “.1350
0.5 g(R) .5000 .5158 .7743 1.3344 2 . 0 8 3 4 3.0000
c .0000 .0000 .0000 .0000 .0000 .0000
0.6 g(R) .6000 .6212 .9482 1.6397 2.5604 3 . 6 8 7 0C .0000 +.0000 .0011 .0175 .0675 .1556
0.7 g(R) .7000 .7306 1.1391 1.9756 3.0852 4.4427w • 1 c . 0000 +.0000 .0034 .0428 .1544 • 3457
0.8 g(R) .8000 .8512 1.3593 2.3625 3.6896 5.3130c .0000 +.0000 .0087 .0835 .2763 .5970
0.9 g(R) .9010 1.0026 1.6392 2.8528 4.4554 6.4158c .0000 .0002 .0223 .1588 .4737 .9777
1.0 g(R) 1.0833 1.3650 2.2986 4.0020 6.2500 9 . 0 0 0 0c .0000 .0029 .1018 .4750 1.1772 2 .2 1 2 7
TABLE 11
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1 . 2  THE CASE WHEN THE VARIANCE IS UNKNOWN
When t h e  v a r i a n c e  o f  X ( t )  i s  unknown, th e  m ethods o f  
S e c t i o n  1 .1  do n o t  a p p ly ,  s in ce  t h e  f u n c t i o n  g ( . )  w i l l  
in v o lv e  t h e  v a r i a n c e .  I t  w i l l  he n e c e s s a r y  t o  lo o k  f o r  a  
f u n c t i o n  o f  b o th  R^ ( u ) ,  th e  sam ple c o v a r i a n c e ,  and R^ ( 0 ) ,  
t h e  sam ple v a r i a n c e ,  i n  o r d e r  t o  e s t im a t e  R( u)  c o n s i s t e n t l y .  
The v a r i a n c e  o f  t h e  d i g i t i z e d  p r o c e s s ,  R ( 0 ) ,  i s  g iv e n  i n
o
t e rm s  o f  v by e q u a t io n  ( 5 . 1 2 ) .  Assume t h a t  0 ( . )  i s
2c o m p le te ly  d e te rm in e d  when cr i s  known, and w r i t e
( 5 . 2 3 )  R(0)  = h(cr2 ).
L e t  h have t h e  u n iq u e  i n v e r s e  f u n c t i o n  tL . Then
—1 * 2
h ( Rrp( 0 ) )  i s  a  c o n s i s t e n t  e s t i m a t o r  o f  cr . The a s y m p to t -
— 1 *
i c  v a r i a n c e  o f  h ( R^,( 0 ) )  i s  g iv e n  by e q u a t io n  ( 5 . 1 6 ) ,
w i th  g ( x )  r e p l a c e d  by  h ( x )  and u q = u 2 = 0.
From e q u a t io n  ( 5 . 1 1 ) ,  R(u)  i s  g iv e n  a s  a  f u n c t i o n  
2
o f  R( u)  and o* o n ly ,  s i n c e  we a r e  assum ing  t h a t  knowledge 
o f  R(u)  c o m p le te ly  s p e c i f i e s  jZKu^Ug). P u t
( 5 . 2 4 )  R( u)  = g(R(u) ; o-2 ),
and d e n o te  by g” ^ ( x ; y )  t h e  i n v e r s e  o f  g ( x ; y )  f o r  f i x e d
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y. We propose to use the statistic g~1{RT(u);h~1(Rrp(0)))
to estimate R(u), and it will be shown to be consistent.
Denote the partial derivatives of g ^(xjy) with respect to
x and y by g-1(x;y) and g~^(x;y) respectively. Thenx y
g-1( RT(u);h’1(fiT(0))) = g^tfUu)??-2]! Rt (u )- 6(u )} +-R(u)
(5.25) + (h,(cr2))“,1gy1(R(u);a2)(ST(0)-R(0))
+ r^[1(6T(u) - 6(u)] + ^2(rt (0) - 6(0)),
where /rj-^ and tend to zero in probability as T tends
to infinity. It follows from equation (5.15) that
(5.26) lim #jE[g-1l$T(u);h“;L($T(0))]] - R(u)} = 0.
It may be shown that
g“1(R(u); er2} = tgx(R(u)))”1
and
g”1(6(u); 2) = -fg (R(u)))-1g (R(u)), j y
where g (R(u)) and g (R(u)) denote the partial x y
derivatives of g(x;y) with respect to x and y
2respectively, at the point (R(u),<r ). Hence from 
equations (5.16) and (5.25) we find
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lim T cov|g”’1(S.T(u1);h“’1(fiT(0))], g“J*(§T(u2 );h”1(6T(0))) j
00 r
(5.27) = (gx(R(u1))gy(R(u2)))"1 ^ 1 ^ (u1,s,s+u2) “
(gla^))- fcl »(„,))- to.
where
St^SjUg) « f(ulfs,s+u2) -
g (r(u2)]
i7 ( 7 T
^ ( U-^  j S f 3 ) “*
(5.28) 5 ^ ' K o. . . ^ )  .h' (er2 ) 2 (h' (er2 ) ]2
Consequently g ^(fL(u);h RIL(O))] is a consistent statistic 
for estimating R(u) when the variance is unknown. Its 
asymptotic relative efficiency compared with R^(u) may be 
obtained by dividing the right-hand side of equation (5.5) 
by the right-hand side of equation (5.27) and putting 
Uf = u2 = u.
1.3 INFINITELY CLIPPED TIME SERIES
X(t) is said to be "infinitely clipped" if X(t) is
replaced by +1 when X(t) > 0  and by -1 when X(t) < 0.
Let £(t) denote a record of the infinitely clipped process.
It is impossible to estimate R(u) from a record of £(t)
2unless cr is known, since infinite clipping destroys all
knowledge of the variance of X(t). However, it is
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possible to estimate the correlation function p(t) even 
when ^  is unknown, since the variance of §(t) is 
unity. Consider the estimation of R(u) when cr^  is 
known. The correlation function of §(t) is
(5.29) p(u) = jj (f(x,y) + f(-x,y) - f(x,-y) - f(-x,-y)]dxdy,
o
= jt p(u)], say.
If j(x) has a unique inverse j 1 i say, the statistic 
pT(u)), where
(5.30) °T(u) = JUX(t)S(t+u)dt,
o
may be used to estimate R(u) consistently.
In the case when X(t) is Gaussian, Equation (5.29) 
becomes
(5.31) p(u) = (2/7i)arcsin j>(u),
the well-known formula due to Sheppard (see, for example, 
Lawson and Uhlenbeck (1950) p 58). Accordingly we shall 
use the statistic cr^sint^Tc^-Xu)) to estimate R(u). From 
equation (5.16) the asymptotic covariance of this statist­
ic is
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where
(5.33) §(u1 ,s,s+u2 ) = e ( S(t )S(t-i-u1 )S(t-t-u2+s )l(t+s)).
by McFadden (1958), who suggested that it is difficult to 
obtain since it is closely related to the quadrivariate 
normal integral (that is, the probability that four 
correlated normal variates are all positive), which is not 
expressible in closed form. However, we will show that it 
is possible to obtain ?(u-^, s, s+u2 ) in a form suitable for 
computation. It is clear that as far as the correlation 
function is concerned, the £(t) process is the limiting 
case as d^> ^  of the 1t(t) process with e = id. Thus
(5*35) §(0) =cr^ + d2/l2 + 4 I (l+d^/(47i^cr^p^ ))exp(-27?a^p^/(?).
p=l
The fourth product moment 5(u^,s,s+u2 ) has been discussed
(5.34) £( U-p S, S+U2 ) = lim tß(0))"’^ f>(u-, ,s, s+Up ).cL~^ oo
2 2From equation (5.12), putting 0(x) = exp(-io x ), e = id,
we have
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From equation (5.35) R(0)~d /4 when d is large.
Putting this in equation (5.34) together with equation 
(2.20) we obtain
(5.36) £(un » s, Up) = -K lim 1 1111 * 1 1 (pqr s )”
± *ji d->°° p q r s ± a a
-27tr - 2 tcsn 
d » d
where j 2 | ( ) is the joint characteristic function of 
the jointly Gaussian-distributed variables X(t), X(t+u-^), 
X(t+s) and X(t+s+u2 ) respectively. The multiple sum in 
equation (5.36) may be expressed as a sum over the positive 
integers. We find
^(u^s.s+Ug) = *4 lim I I Z
1 d tC  <^“p=l q=l x=l a=l a a a a
(5.37) *  e x p (-4 7 t^ (p 2+ q ^ + r2+s ‘' )/£),
where
(5.38) A(x,y,z,t) = 2 a(-x,^ )1y,^ )2z,2).t),
id1jd2jdyz±l) 3 *
and
a( x, y , z, t ) = exp( xy^u-^ )+xz p( s )+xt j>( s+u2 )+yzp( s+u-j,)
(5.39) +ytp(s+u2-u^) + ztf(u2 )).
no
It may be seen by inspection that (xyzt)~^A(x,y,z,t) 
remains finite when any one of x, y, z, t tend to zero.
We are therefore justified in replacing the multiple sum in 
the right-hand side of equation (5*37) by a multiple 
integral in the limit as d-+<x?. Thus
oo
?(u-j,s,s+u2 ) = ^  j ((( (xyzt)”1A(x,y,z,t)
71 o
(5*40) x exp( ~|(x2+y2+z2+t2 ))dxdydzdt.
The right-hand side of equation (5.40) is now in a form 
suitable for numerical evaluation on a high speed computer, 
since the integrand converges to zero very quickly as any 
one of x, y, z, t increases.
Putting equation (5.31) in equation (5.17)» and. 
using the fact that when X(t) is Gaussian
P(u,s,s+u) = R2(s) + R2(u) + R( s-u)R( s+u),
we finally obtain, for the asymptotic relative efficiency 
of cr2sin(i7iCT(u)) to R^(u),
oo
q (1— _p2(u ))“”1 i (f2(s)+ j>( s-u )p (s+u)) d?
(5.41) eff(8, R)= — -------- — ------- ------ ---------
i ( (i'7i:)2ß(u, s, s+u) - arcsin2p(u)] ds
OO
where §(u,s,s+u) is given by equation (5.40).
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2. TESTING THAT P(u) = 0
For testing the hypothesis Hq that the correlation 
function p(u) is zero for some particular value of u, 
we may use the statistic .frp(u) = R^(u)/R^(0) if we have
a record of the X(t) process, or the statistic *rp(u)
= Rrp(u)/Rrp(0), given a record of X(t). In order to 
find the loss in efficiency of the test due to digitizing 
the data, we use Pitman’s asymptotic relative efficiency. 
Consequently we must assume that the distributions of
# ( R T(u) - R(u)]/j^lim T var(RT(u))j^ (A)
and
T2[rt(u ) - R(u)}/jlim T varfRT(u)fj^ (B)
are each asymptotically standard normal as T-^oo when Hq 
is true. Under certain weak moment conditions Rosenblatt 
(1956) proved that the sample covariance function of a 
stochastic process is asymptotically normally distributed 
provided the process satisfies a "uniform mixing" condition, 
which may be stated as follows:
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"Let X_^ (w) = 2^ . (“ 6o< t < 06 ) be a random process 
that is measurable in t and w jointly. Let 8^  be 
the Borel field of events generated by the random variables 
X (u < t) and p' the Borel field of events generated by 
the random variables X (u > s). The process X, 
satisfies a uniform mixing condition if there is some 
positive function g(x) defined for 0 £ x < with 
g(x)-^ 0 as x such that for any pair of events 
B e p t, B ' 6 ^  (t<s), |P(B OB') - p (b ]p [b '] | < g(s-t)."
Clearly if X(t) satisfies this condition, so does 
X(t), in which case the asymptotic normality assumption is 
valid for both the statistics (A) and (B). (This is 
true in particular if X(t) is Gaussian, since under 
certain weak conditions Kolmogorov and Rosanov (i960) 
showed that any Gaussian process satisfies the uniform 
mixing condition.) Since
Rt (0)-> and 6t (0) ->S(0) = h( 2)
in probability as T «>, the distributions of
T^h(fr2 ){ pm(u) - g(R(u)]/cr2)/[ limTvar (IL(u))]^  and
T^ct2( ^ rp(u) - p(u)]/( lim Tvar(Rm(u)) )^ are each asymptotic-
ally standard normal when Hq is true. Applying the
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equat ions  ( 2 . 4 )  and ( 2 . 5 )  f o r  the  (Pitman) asympto t i c  
r e l a t i v e  e f f i c i e n c y ,  we f i n d
r( j ^ ( u ) ) = T ^ ^ / f  l im T  var (rt (u ) M 2 | fJ(u ) = o
and r [ * t ( u )] = T^h(cr2 )g' ( 0 ) / (  ^im T v a r ( § T(u))  )^|  p^u j 
whence - = £  and
= 0
( 5 . 4 2 )  A ( f , p)
[h(gr-2 ) g ' ( 0 ) ) 2 [j, imT var (ET(u))  ) | 0
var(S5,(u)) ) | J, ( u)=  0
Sin ce ,  when M u )  = 0,  P ( u , s , s + u )  = R2 ( s )  and f ( u , s , s + u )  
equa l s  g2 ( R ( s ) ) ,  i t  f o l l o w s  from eq uat ions  ( 5 . 5 )  and 
( 5 . 1 6 )  t h a t
( 5 . 4 3 )  [ l±mT var(RT(u))  ) | ^ 13)=0 = ]R 2 ( s ) d s
T - ^ c jKu)
and
OO
( 5 . 4 4 )  v a r (ß T(u) )  ) | ^ ( u )=ü = J g2 l R ( s ) ) d s .
P u t t i n g  e qua t i on s  ( 5 . 4 3 )  and ( 5 . 4 4 )  i n  equat ion  ( 5 . 4 2 )  
we get
( 5 . 4 5 )  A ( p , p )
( h ( ^ 2 )g '  ( 0 ) ) 2 J f 2 ( s ) d s
— oO
J g2 [ R ( s )) ds
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It would be interesting to find if A(p,f) has a 
minimum value for various functions j>(u). We look for 
the maximum value of _ ^ g  iR(s))ds, subject to the condition
oO
that J V'2 (s )ds be constant. Using Lagrange’s multiplier,
OQ J
this is equivalent to maximizing the integral
exOJ lg2(R(s)) - jiR2(s))ds.
Prom the calculus of variations, this integral is maximized 
when g2[R(u)) - pR2(u)) = 0. Since g2(R(s)} is not a
linear function of R (s), we must have R'(s) = 0, that is 
j^(s) = 1. It follows that the minimum value of A(p,p) 
is ( h(cr2 )g' (0)/cr2g(cr^  )}^. However, this minimum value
can never be attained, since if J (s) = 1, £ p 2(s)ds
diverges. The problem remains to minimize the right-hand 
side of equation (5.45), subject to the condition that 
R(u) be a positive definite function (or that p(u) be a
f° 2characteristic function) satisfying J^R (s)ds <
If X(t) is Gaussian, we have from equation (5.21)
g(cr) - o"2 1 + —d— ■ + 4 1  (+l)p (l + — ^ 2 “ g) exp(-27t2J~2p2/d2 )| 
C 12a2 p=l v 4 i t V p ^
and g*(0) = [l + 2 Z (+1 )pexp(-27i2^2p2/ d ^ K  . Thus a 
L p=l ’
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lower bound for ACp,^) is approximately (l + dL'/(l2cr^ ))”2,
since exp(-27i cr^/d^) is small (< e”^ )  when d < <x. If 
£(t) is an infinitely clipped Gaussian process equation 
(5-45) becomes
(5.46) A(j?,p) = J p^(s)ds ircsin2p(s)ds,
2the lower bound for which is 4/tt. In particular, if
p(s)= 1 -  cIsJ for -l/c < s < l/c and zero elsewhere, 
from equation (5.46)
A(j5f f) = 4/t 3(tc2-8)) = 0.7132
to four decimal places, independently of c.
3. ESTIMATION OF THE SPECTRAL DENSITY FUNCTION
For a stationary time series with zero mean and 
finite variance there is a one-to-one relationship between 
the covariance function R(u) and the spectral density 
function, defined in the continuous time case by
(5.47) f W  = 1 j e-lwuR(u)du.
2 71
In determining the nature of the X(t) process it is often 
better to estimate the spectral density function than the
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covariance function, since it turns out that certain 
consistent estimates of the spectral density function at 
different values of w are asymptotically independent. 
Estimates of ^(w) have the additional advantage that 
their asymptotic variances involve second-order moments 
only. This is a distinct advantage when estimating from 
a record of the clipped process, since the evaluation of 
the awkward fourth product moment P(u,s,s+u) is avoided.
In order to estimate 7^)» given a record of X(t), 
it is necessary to introduce functions called covariance 
averaging kernels. k(z) is a covariance averaging kernel 
if it is even, bounded, square-integral and normalized so 
that k(0) = 1. We assume that
|k(z) j = o(I zI  ^) as I z|-? oö for some S > -J-,
and also that there exists a largest number r, called the 
characteristic exponent of k(z), such that
0 < lira (1 - k(z) )/| z| r < <®. z->o
Parzen (1957) considered estimates of Y*(w) °f the
form
where B^, the bandwidth of the estimate, is a constant
T
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such that 0 and B^T °o when Parzen showed
that if the fourth product moment of X(t) satisfies
T T T
lim j" I (P(u^, s, si-u2 ) - R(u 1)R(u 2 ) - R( S+U2 )R(s-u-^)
- T O O
(5.49) - R( s )R( Si-U2-u-^)) du^du2ds < <*>
and if q > 0 is such that
c>o
(5.50) j |u| q | R(u) I du <«?,
—  o O
then uniformly in w^, w2 and w such that w^ > <£ and 
w2 > e for any ^ > 0,
(5.51) B-^{e (>t (w )] - £ s' V -- II 0 if r > q,
and
lim TBmT-w loov[-yT (w1)f7T (w2 )]
(5.52)
c O
= Y"(w) j
—  C O
k2(z)dz (l + 3(0,w1 ))^(w1,w?
where ^(w1,w2 ) = 1 if v*1 = w2 and zero otherwise.
Following the procedure in Section 1 it would seem
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r e a s o n a b l e  t o  i n t r o d u c e  t h e  s t a t i s t i c
T
( 5 - 5 3 )  yT(w) = 775J j e "V/uk(BTu )R T(u ) d u ,
-T
i n  o r d e r  t o  e s t i m a t e  y ( w )  from a  r e c o r d  of  X ( t ) .  y ^ (w )
i s  a  c o n s i s t e n t  e s t i m a t o r  o f  -y (w ), t h e  s p e c t r a l  d e n s i t y  
f u n c t i o n  of  t h e  X ( t )  p r o c e s s ,  p r o v i d e d  R(u) s a t i s f i e s  
t h e  i n e q u a l i t y  ( 5 . 4 9 ) .  The n e x t  s t e p  would be t o  f i n d  a 
f u n c t i o n  of  ^ ( w )  which  i s  a  c o n s i s t e n t  e s t i m a t o r  of  
y-(w). To f i n d  t h i s  f u n c t i o n  i t  i s  n e c e s s a r y  t o  f i n d  t h e  
r e l a t i o n s h i p  b e tw een  •y(w) and y ( w ) .  F o r  i f
( 5 . 5 4 )  y ( v t )  = L { y ( w ) ) ,
and L ( . ) h a s  a  u n iq u e  i n v e r s e  L '*'(.) s a y ,  t h e n  t h e  
e q u a t i o n s
( 5 . 5 5 )  l ira  B“ q [E(L_ 1 ( y T(w ) ) )  -  > ( w ) )j = 0 i f  r  > q,
and
l im  TBT c o v f  L~1 ( ^ T(w1 ) ) ,L “ 1 (-y-T(w2 ))}- 1 / *
T-*oo
C 5 0
[ L ( y ( w ) ) / L ’ ( f ( v i )  ) ] 2 ( 1 + w2) ( l^ (z )dz ,( 5 . 5 6 )
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hold whenever equations (5.51) and (5.52) are true and 
,^R(u) satisfies the inequality (5.50). Consequently 
IT1^  (w)} is a consistent estimator of y(w )*
Unfortunately, it seems difficult to find the 
function L(. ) Since
(5.57) 1 e iwug( R(u))du,
—  OO
g(.) being given by equation (5.11), we are faced with 
the problem of finding the Fourier transform of a function 
of a function whose Fourier transform is known. Even in 
the special case of the infinitely clipped Gaussian process, 
when g(R(u)J = (2/ti)arcsin j^ (u), the discussion is complic­
ated (see, for example, Lawson and Uhlenbeck, (1950) p 58).
An alternative approach would be to consider the 
estimates
1 e“iwuk(B )g-l(g (u ))du (t 2 known),
(5.58)
1
-T
m
5 -iwu
-T
e“iwu k(B^u)g_1( ST(u); h-1( ST(0)] ]du
(a-2 unknown),
where g ^(.), g ^(.;y) are the inverse functions of g(.) 
and g(•5 y ) lor fixed y respectively. We derive the 
asymptotic mean and covariance of ^ ( w ) .  Consider first 
the case when the variance of X(t) is known. Write
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(5.59) g 1(ST(u)] = R(u) + (&T(u)-R(u)] tl/g'(r(u )) + <vj),
where as T-»°o. Therefore Ejg "H RT(u) )}= R(u) + 0(T ^ ).
Since e (r ,^(u )) = R(u) + 0(T-1), it follows from equation 
(5.51) that
(5.60) lim B“q{E(^r(w)) - y-(w)} = 0  if r > q.
From equation (5.59) we find
E |(g"1{RT(u1)) - R(u1) )(g~1(RT(u2 )] - R(u2))]
= (g,!R(u1))g,(R(u2)) l”1 e[(r t (u j )- S(u1))[^ (u 2)-S(u 2))] + o(t \
Hence
T-^oo
lim TBT(27i)”  ^ J J expf-i(w1u1-t-w2u2 )] k(^ru-j)k(BTu2) du1du2
-T -T
X E[(g‘“1(Rr(u1) ) -R (u 1)] (g‘^ S T(u2) ) - R ( u 2)]]
T T
(g'(0) 2ti)~2 lim TBt J fdu^d^ exp[-i(w1u1+w2u2 ) )k(BTu1 )
-T
x k(BTu2)E[[ST(u1)- S(u]))(rt(i^ )-R(u2)]].
-T 
Thus, replacing R(u) by R(u) in equation (5.56), we
have
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lim TBt c o v t ^ w .  ), y„(w„ ))
T'^OO ± d. ± C.
oo
(5.61) = !1+^(0,w 1 ))3(w 1,w 2 )(l (>(w ))/g*(0)f fk2(z)dz,
— Oo
whenever the inequality (5.49) is true for the clipped 
process. Equations (5.60) and (5*61) imply that 
^rp(w) is a consistent estimator of the spectral density 
function y(w) when or is known. From equations 
(5.52) and (5.61), its asymptotic relative efficiency 
compared with w) is
(5.62) eff(y,^) = (y(w)g' (0)/L(^(w) )]2.
On the other hand, if it were possible to find the function
L(.) given by equation (5.54), and invert it, the asymptot-
—  1  ■#*ic relative efficiency of the statistic L (-y^(w)) compared 
with yT(w) would be, from equations (5.52) and (5.56),
(5.63) eff(y,^) = {'7"(w)L' (y^w))/l ['^/'(w )) )2 .
2Suppose now that cr is unknown. In this case 
additional terms involving the partial derivative of g(x;y) 
with respect to y must be considered. It follows from 
equation (5.25) that
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^  {r Cu^ J  g j  R(u^) E | jg  *L[rt(u 1) ; h \ \ ( 0 ) )  R ^ ) ;  h \^ (0 ) ) -R (u^} j
= e [( Rt (u1 ) - S ( u1 )) ( Rt ( u2 ) -R ( u 2 ) ) ]
( 5 . 6 4 )  -  - E
gTr[R (u 1 ))
h '  ( c r )
( Rt (u2 ) -R (u2 )) ( Rt (0  )-R( 0 ) ) ]
-  e  [(6 t (u1 ) - r (Ui )) ( r t ( 0 )-&£0))]
+
h ’ ( cr ) 
ev( rCü-l )) gv( R(u.2 ))
277?( h '  (cr ))
l( L ( 0 ) - R ( 0 ) ) 2 ] + oCT“ 1 ).
By making t h e  t r a n s f o r m a t i o n  z^  = B^u-^, z 2 = B^u2 , i t  i s  
e a s i l y  shown t h a t  t h e  seco n d ,  t h i r d  and f o u r t h  t e rm s  i n  t h e  
r i g h t - h a n d  s i d e  of  e q u a t i o n  ( 5 . 6 4 )  do n o t  c o n t r i b u t e  t o
l im  TBTc o v [^ T(w1 ) , ^ r (w2 ) ] .
C o n s e q u e n t ly ,  e q u a t i o n  ( 5 . 6 2 )  r e m a in s  t r u e  when t h e  
v a r i a n c e  i s  unknown.
4. OTHER UNKNOWN PARAMETERS
Up t i l l  now we have  o n ly  c o n s i d e r e d  t h e  c a se  when 
( a )  t h e  mean v a lu e  o f  X ( t )  i s  known and supposed  z e r o ,  
and (b )  t h e  c o v a r i a n c e  f u n c t i o n  R ( u ) ,  t h o u g h  unknown, 
c o m p l e t e ly  s p e c i f i e s  t h e  j o i n t  p r o b a b i l i t y  d i s t r i b u t i o n  of  
X ( t )  and X ( t+ u ) .  When t h e s e  c o n d i t i o n s  a r e  n o t  s a t i s f i e d  
t h e r e  i s  no a d d i t i o n a l  d i f f i c u l t y  when e s t i m a t i n g  from t h e  
e x a c t  r e c o r d  o f  X ( t ) :  i f  t h e  mean i s  unknown we s im p ly
123
subtract its least-squares estimate from the observed time 
series; if higher cumulants than the second are unknown 
and not specified by the covariance function, it makes no 
difference to the asymptotic properties of the estimator. 
However, if we are estimating from a record of the clipped 
process, relaxation of either of (a) or (b) gives rise to 
a difficulty.
Consider first the case when the mean value of X(t), 
say |i, is unknown. Since E[x(t)) and ji are, in 
general, unequal, it does not suffice simply to subtract 
the least squares estimate of Efx(t)). Prom equation 
(1.9) we find
(5.65) E(x(t) = ji + ~ I (+l)r r 1 0(-27tr/d)sin(27irji/d).
71 r=l
If .) contains no unknown parameters, it will be 
possible to write
(5.66) E(S(t)] = b(|i),
and if in addition b(.) has a unique inverse b ^(.), the 
statistic b (m^), where m^ , is the least-squares estimate 
of E(x(t)}, is a consistent estimator of ji. If b vm^) 
is now subtracted from the record of X(t), we may proceed
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as before to estimate R(u) and \f(w).
If 0(. ) contains unknown parameters, such as the
variance cr , the function b(.) is not known, and we
have essentially the same problem as when restriction (b)
is relaxed. In this case we may write down equations
(such as (5.11), (5.12) and (5.65)), giving the paramet- 
*ers of the X(t) process in terms of the parameters of the 
X(t) process. It will be necessary to invert these 
equations to find the parameters of X(t) in terms of 
those of X(t). Even when there are only two unknown 
parameters (e.g. mean value and variance) the problem is 
difficult, as we saw in Section 9 of Chapter 1.
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CHAPTER 6
A SIGNAL DETECTION PROBLEM
The problem of detection of a stationary signal in 
the presence of stationary random noise has received much 
attention in recent years (see, for example, Wainstein and 
Zubakov (1962)). The stationarity of the signal enables 
one to estimate its power consistently. A very good 
method for determining both the power and the direction of 
the signal is the so-called cross-correlation technique, in 
which the records from two receiving stations, sufficiently 
distant in location for the outputs to be statistically 
independent, are synchronized, multiplied, and averaged 
over time. The cross-correlation method is improved by 
averaging the records from several receiving stations (see 
Jacobson (1957))*
The case when the signal is not stationary, but dies 
out after a finite time (as would be the case for an earth­
quake or atomic explosion), does not seem to have received 
much attention in the literature. In this situation it is 
clearly impossible to find consistent statistics for 
estimating the power or detecting the presence of the 
signal with only two receiving stations. However, if we 
have a large number of stations, it is possible to construct 
statistics that tend in probability to the true value as the
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number of stations tends to infinity, and are thus 
consistent in that sense.
In this chapter we investigate the problem of 
testing for the presence of a signal of the latter type. 
Various statistics, consistent in the above sense, will 
be defined, and judged according to two criteria, ease of 
computation and efficiency. A natural way to compare 
the efficiencies of several statistics is to compute the 
signal-to-noise ratio detectable by each statistic with 
pre-assigned errors of the first and second kind. Clearly 
the smaller the signal-to-noise ratio required, the more 
efficient will be the statistic. Since digitization of 
the values of a record considerably reduces the amount of 
computation and, as we shall see, hardly reduces the 
efficiency of the test statistic, this aspect will be 
discussed in detail. The following account is based on a 
paper by the author (I967d).
1. THE STATISTICAL MODEL
Let S(t), with -oo< t < o o , denote the signal. We 
wish to test the hypothesis
Hq: S(t) = 0 for t 1 < t < t'+T
against the alternative
H^s S(t) = S ’(t) for t* <_ t < t'+T,
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for particular values of t' and T, where S'(t) is of 
known form but involves unknown parameters. The data 
consist of the set of 2n records
(6.1) X±(t) = S{t+u±) + N^t-ru^, i = 1,2, ...,2n,
recorded at receiving stations sufficiently distant in
location for X.(t) and X.(t+u), i / j, to be statistic-
ally independent for all values of u. (In many situations
the stations are arranged in the form of a right-angled
cross, with n stations on each arm.) Let each N^(t)
phave zero mean value and finite variance cr , and common 
covariance function
(6.2) R(u) = e{N(t)N(t-u)}.
Finally we assume that the lags u^, i = l,2,...,2n, are 
known. This is true if the direction of the signal is 
known.
Since the signal may be expected to undergo some 
distortion in passing from one station to another, it 
would be more realistic to replace equation (6.1) by
(6.3) X±(t) = Si(t+ui) + Ki(t+ui), i = 1,2,...,2n.
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However, if the functions S^(.) are monotonic functions 
of S (which we would expect to be near to the truth), the 
above refinement will make little difference to the results 
we are about to prove, and for mathematical convenience 
equation (6.1) will be assumed to hold.
2. DEFINITIONS OF STATISTICS
In the case when the noise is Gaussian it may be 
shown, using the maximum likelihood method, that the 
optimum statistic for testing H q against H-^  is of the 
form
C(t’,T) =
t'+T
2ET f
t '
2n
H(t-t * ) 1 X.(t-u.)dt, 
i=l 1 1
where H(t) depends upon S'(t) and R(t). However, 
C(t*,T) suffers from the fact that usually H(t) is not 
known beforehand. Consequently we are concerned exclus­
ively with statistics that are functions of the observat­
ions only. It is natural, and mathematically convenient, 
to use statistics based on quadratic forms in the observ­
ations. Let
(6.4)
n
(n2T)_1 I Z Z X. (t-u, )X.(t-u.)dt.
i=l j=n+l 1 1 J J
C (t',T) is the statistic used by Jacobson (1957) to
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estimate the direction of a stationary signal. Define
(6.5) C0 (t\T) = ! n(2n-l )t )-1
t'+T
2 X. (t-u. )X .(t-u . )dt.
. i<3 1 0 3
Clearly C^(t',T) is simpler to compute than CgCt'jT), 
since C^ involves n(2n-l) multiplications before 
averaging whereas requires only one. However it
will be shown that is more efficient than C-^ . Put
t'+T
2mx-l(6.6) S x(t',T) = (n T)
n 2n
I Z l.(t-u. )i.(t-u.)dt, 
i=lj=n+l J 3
where X is the digitized value of X, given by equation
(l.i).
In Section 5 we shall discuss statistics of the form
t'+Tp , r n 2n *
(6.6') C'(t’,T) = (n T) A I 2 X. (t-u, )X . (t-u . )dt.
1 i=l Q=n+1 1 1 J 3
The merit of digitizing only one factor in each product 
was discussed by Watts (1962).
An alternative to C-^(t',T) is the statistic
t'+T
(6.7) C2 (t‘,T) = (n(2n-l)]~1T~1 f Z (t-u..)dt,
f
which may be regarded as the digitized analogue to C2 (t*,T).
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Using equations (6*1) and (6.2), it follows from 
equations (6.4), (6.5), (6.6) and (6.7) that the mean 
values of the above statistics are given by
t’+T
(6.8) E(Cr(t',T)] = T-1 S^(t)dt, r = 1,2,
and
t'+T
(6.9) E[^r(t',T)) = T"1 j E2{ (S(t)+N(t))*]dt, r =  1,2.
t'
In view of equation (6.8), and C2 are unbiased
estimators of the mean square of the signal over the 
interval (t',t'+T), while, from equation (6.9), and
*2 are biased estimators of this quantity. Equation
(1.9) may be used to determine the bias. If the noise 
is Gaussian, equation (1.9) reduces to equation (1.18), 
and putting this into equation (6.9) we obtain
e( cr(t’ ,t ))
t’+T
(6.10) = i | [s(t) + ^ Z^-^-Pexp(-2Ti2+2p2/<^ )sin(27ip(S(t)-£Xcl^ t.
Observe that the bias due to digitizing, which is given by 
the right-hand side of equation (6.10), is very small if 
d is smaller than cr, the standard deviation of the noise.
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The bias due to infinite clipping, that is, when 
X = sgnX,may be obtained by the following argument: It
is clear that infinite clipping corresponds to the limiting 
case of digitization as d-^oo when e = -Jd. Thus for 
Gaussian noise
e (sgn(S(t)+N(t))) = lim ||s(t) + - I i exp(-2n2cr2^ d2)sta^^^
d->'50 p=lp
(6.11) = —lim I — exp(-27T2T2p2/d2 )sin( 27ipS(t )/d). *d p=iP
The above infinite series may be replaced by the equivalent 
integral in the limit as d~>^, and we find
oO
e [ sgn( 3(t )+N(t))) = J (2/( tcx) )sin( 27TxS(t )]exp(-27i^crt'x2 )dx,
o
(6.12) = erf(s(t)/(2o2 )^ ].
It follows that for infinite clipping with Gaussian noise
t ’+T
(6.13) ElCp(f,T)} = i J  (erf(s(t)/(2cr2)*))2dt, r = 1,2.
t ’
Observe that if S(t)/(2cr2 )2 is small
t ’+T
(6.14) e ( C^( t ’, T ) ] = (i7ccr2T)"’1 J S2(t)dt + 0( ( S( t )/cr] ^  ).
t ’
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3. A COMP ARISON OF THE EFFICIENCIES OF C1 AND C2
In order to compare the efficiencies of the four 
statistics defined above, it is necessary to obtain 
expressions for their variances. From equation (6.4)
t'+T
e [ C2 (t ', T ) ] = n-4T-2 j [ e | ^  ^ X i(t-ui )Xk (u-uk )
2n 2 n 1
)(E| I l X^(t-Uj )X^(u-u^ )| dtdu,
j=n+l £=n+l
t ’+T
(6.15) -4 -2= n (n^S(t)S(u) + nR(t-u))^dtdu.
Thus, using equation (6.8),
t'+T
var( C-, (t *, T )) =
1 nT^
(6.16)
3(t)S(u)R(t-u)dtdu
t'+T
7? Un (t-u)dtdu.
Making the change of variables t-u = x, u = y, equation 
(6.16) may be written
var ( C-j (t *, T )} — —
-1 nx
t'+T-x
R(x)dx S(y+x)S(y)dy
+ I (l-x/T)R^(x)dx.
n T J o
(6.17)
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In a similar manner we obtain from equations (6.5) and
(6.8)
var( C2 (t1 ,T) ]
(6.18)
T t
=_i(4n-l) I R(x)dx 
3n(2n-l)r J
' + T-x
3(y-rx)S(y)dy
t 1
T
ET2n-TTJ I d-VT)R2(x)dx.
0
When H q is true, the first terms in the right-hand sides 
of equations (6.17) and (6.18) vanish, and
(6.19) var(Cr (t',T)) = 0(n- 2 ), r =  1,2.
When H-^  is true, however,
(6.20) vartc (t',T)) = 0(n_ 1 ).
In each case it may be shown, using the central limit 
theorem, that the distributions of C (t*,T) - e [C (t1,T)), 
r = 1,2, suitably scaled, are asymptotically normal as 
n -><*>. It follows from equations (6.19) and (6.20) 
that C-^  and are consistent statistics for testing
H q against H-^ . However, because of the discontinuity 
in the variance given by equations (6.19) and (6.20), 
we cannot use Pitman's asymptotic relative efficiency to
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compare the efficiencies of and C^ .
Let a and ß be the probabilities of error of the
and second kind respectively, that is
a - Prob(rejecting Ho when Ho is true),
ß = Prob(accepting Ho when H1 is true).
In order to form a basis for comparison of the statistics 
we assume that a and ß are fixed in advance. This 
imposes restrictions on the function S'(t) which specifies 
H^. For example, if S'(t) is of known form, but involves 
one unknown parameter, its amplitude, say, then there is a 
value of this parameter corresponding to each pair of values 
of a and ß. For this value for S'(t) we define the 
quantity
t'+Tn(6.21) n = (a-2!!1 (S'(t))2dt
as the signal-to noise ratio corresponding to a test of 
strength (a,ß). l/|i might be called the detection effic­
iency of the statistic, since clearly the smaller the value 
of ji, the more efficient is the statistic, other things 
being equal. Let us compare the detection efficiencies of 
C-^ and .
Assume n is sufficiently large for C. and C„
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to be approximately normally distributed, the discrepancy 
being negligible. Let the functions S-^ (t) and S£(t) 
specify alternative hypotheses which give a test of 
strength (a,3) for the statistics and respect­
ively, so that from equation (6.21)
(6.22) {i. (a^T)*”1
t ' + T
S£(t)dt, 1,2.
Write
(6.23)
t ’+T-t
*N
3 (u+t)S (u)du dt , J r r r = 1,2,
and
T
(6.24) R2 = 2T_1 j (l-t/T)R2 (t)dt.
0
Because of the normality assumption, it follows from 
equations (6.8), (6.17)» (6.18) and (6.24) that the 
distributions of nC^/R and (n(2n-l))2C2/R are standard 
normal when H q is true. Employing, in addition, equations 
(6.22) and (6.23), we find that when is true
n(cl-<r2|i1)/(R2+ 2n S 2 )“ and (n(2n-l) )*( C g - o ^ / t  R2+(8n-2 )S2/3j^  
are also distributed as standard normal variables.
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Consequently, for a and 3 to be the same for each 
statistic, the critical values 7\^  and 7^ must satisfy
2
I2tiR‘
exp(~&n2x2/ R 2 )dx
A,
(6.25) (n(2n-l)
i
l 2itR2 . V
exp(~J-n(2n-l)x2/R2 )dx = a,
\
and
00
— ^  |exp(-in2(x-c^1)7(R2+2nS2 ))dx = 1-ß
'N 06
r f
(6.26) = I p ^ 2n~ ~ d  ~ exp( -£n(2n-l)(x- <J2^ A  T?+ |(4n-l)^]]L 2 m l T - f  j ( 4 n - l ) ^ J  J ^
Equations (6.25) reduce to
(6.27) ^ n / R  = Apt n(2n-l)) 2/R = c(a),
where c(a) is given by a =
Substituting for  ^ and 
equations (6.26) reduce to
00
j (2tt) ^exp(-ig-x2 )dx. 
c(a)
from equations (6.27),
c(a)R-ncr2^1 c(a)R-(n(2n-l))2cr2^2
(6.23) 2(R^nS? ) 2 (R2+|(4n-l)Sp® c(l-3).
dx.
From equations (6.28) the values of and p2 may
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be found, provided the signal is specified except for a 
single unknown parameter. Suppose this parameter is the 
amplitude, and let us investigate the effect of the form 
of the signal upon p^ and pg.
Define
T t'+T-t
g2 2 j R(t)at 1 S1(u+t)S1(u)du
(6.29) Q = = — 2------if— — --------------------- .
° ^ i  cr2! t s2(t)at
0
The form of the function S-^ (t) determines the value of 
Q. Using equation (6.29), equations (6.28) imply that
(6.30) 2^1 Hc(cl) + Qc2(1- ^1 4 2 o*n c2(a)-c2(l- 0,
and, consequently, that the maximum (minimum) value of p^, 
and similarly pQ, occurs when Q takes its maximum 
(minimum) value. It seems difficult to find the precise 
forms of the function S-^ (t) which respectively maximize 
and minimize the right-hand side of equation (6.29), but 
some indication of the wide range of variation of Q is 
demonstrated by the following two examples.
Put R(t) = cr^exp[-(t/T)2 ). Then
(l) if S-^(t) = A, where A is a constant,
Q = 2 (l-t/T)exp[-(t/T)2]dt,
T
dt = 0.8615;
o
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(2)  i f  S ~ ( t )  = Asint 2n(  t - t  ’ ) / t ) , where A =  c o n s t . ,
T /T
Q= j'l cos(27rt/T )+ (27 i)- 1 sjn&jt^))exp(-t2/l?)dt/
o o
= 0 . 0 5 0 0 .
From e q u a t io n  ( 6 . 2 4 ) ,  R = 0 .8 7 4 1 a 2 . Suppose now n  = 20 
and a = p = 0 .0 2 5 .  Then, from  e q u a t io n  ( 6 . 3 0 ) ,
= 0 .502  f o r  case  ( l ) ,  and p1 = 0 .1 9 1  f o r  c a se  ( 2 ) .
I t  would th u s  a p p e a r  t h a t  t h e  " s q u a re  wave" i s  much more 
d i f f i c u l t  t o  d e t e c t  t h a n  th e  s in e  wave.
To compare p-  ^ and p^ f o r  v a r i o u s  v a lu e s  o f  a ,  
ß and n ,  l e t  u s  p u t
R ( t )  = cr2 e x p ( - ( t / T ) 2 ) and Sr ( t )  = Ar s in (  2n(  t - t 1 ) / t ) , 
r  = 1 , 2 .  E q u a t io n  ( 6 . 3 0 )  becomes
( 6 .3 1 )  1 .7482o( a )+ 0 . l o 2 ( 1-g ) J ^ + 0 . 7 6 4 n  ^  c2(a)-c2(l-e))= 0,
and th e  c o r re s p o n d in g  e q u a t io n  f o r  pg , o b ta in e d  from  
e q u a t io n s  ( 6 . 2 8 )  i n  a  s i m i l a r  m anner, i s
^ - ( n ( 2 n - l ) ) “ * [ l . 7 4 8 2 o ( a ) +0 . 0 3 3 3 ^ S l i I s ! i i z | i | ll2
( 6 . 3 2 )  + {c2 ( a ) - c 2 ( l ~ g )} = 0*
Not e  t h a t  p^ and p^ a r e  eac il  a p p r o x i m a t e l y
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inversely proportional to n. Values of and ^
for n = 10 and various values of a and ß are shown 
in Table 12. Clearly, for all values, CgCt'jT) is 
more efficient than C^(t',T).
\  a 
P 0.01 0.05 0.10 0.20 0.50
0.01 0.461 0.379 0.348 0.290 0.207
0.332 0.284 0.258 0.227 0.167
0.05 0.394 0.315 0.274 0.228 0.144
0.274 0.227 0.202 0.172 0.114
0.10 0.358 0.280 0.241 0.194 0.113
0.244 0.198 0.174 0.144 0.087
0.20 0.315 0.238 0.199 0.154 0.074
0.210 0.165 0.141 0.112 0.056
n RO 0.232 0.158 0.121 0.077 —0.150 0.106 0.083 0.054 —
TABLE 11
4. THE EFFECT OF DIGITIZATION
We now investigate the effect of digitization on 
the detection efficiency for each test statistic. For
C^(t',T) we have from equation (6.5)
t *+T
e (c^) -4 -2n ^T * I I Ell. (t-u, )I (u-u, )) 
i=l k=l 1 1 K K
X I  I e [x  .(t-u. )Xp(u-Uo)] dtdu,
j=n+l t’=n+1 3 ^
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whence,  e ( c^) i s  equ a l  t o  
t ' + T
( n T j 2 J J (  ( n -1  )e ( ( S ( t  )+N( t ) )* }e { (S(u)+N(u)  )*)
+ E( ( S ( t ) + N ( t ) ) * ( S ( u ) + N ( u ) ) * ] ] 2d t d u .
Now u s i n g  e q u a t i o n  ( 6 . 9 )  we o b t a i n
( 6 . 3 3 )  v a r [ C ^ ( t ' , T )) = 2n n 2 R2 ,
where
t 1+T
,-2
( 6 . 3 4 )
j E( ( S ( t ) + N ( t ) ) * ] E (  (S(u)+H(u)  )*)
/  cov[ ( S ( t ) f N ( t ) ) * ;  ( S ( u ) + N ( u ) ) * ] d t d u ,
and
t  *+T
( 6 .3 5  ) R2= T 2 j j ( covt ( S ( t  ) + N ( t ) )*; (S(u )+N(u )  )*] ) 2 d t d u .
t*
S i m i l a r l y  i t  may be shown t h a t
(6 ^6) v a r f c  ( t 1 T)1 = 2 ^ ^  s 2 -4- f|j2lb# 3b)  v a r l ü 2 U  f i ) j  3 n ( 5 n - l )  b + ( 2 n - l ) n  R #
I t  f o l l o w s  from e q u a t i o n s  ( 6 . 3 3 )  and ( 6 . 3 6 )  t h a t  
and S2 a r e  c o n s i s t e n t  s t a t i s t i c s  f o r  t e s t i n g  Hq a g a i n s t  
Hq. Let  Sr ( t )  and S p ( t )  , r  = 1 , 2 ,  s p e c i f y  a l t e r n -
a*
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ative hypotheses which correspond to tests of strength 
(a,s) for C (t*,T) and C^(t',T) respectively. Write
(6.37) Sr = E(Sr(t',T)], r = 1,2,
and denote by 52 and ?i2 the right-hand sides of 
° r r
equations (6.34) and (6.35) respectively with S(.) 
replaced by S^(.), r = 1,2. From equation (6.9)
t'+T
(6.38) S r = T"1 [ E( (Sr (t)+N(t))*]2dt,
t*
and, using equation (6.21), signal-to noise ratios for 
G1 (t*,T) and C2 (t',T) are given by
t'+T
(6.39) = (o'2! ) - 1  j  52 (t )dt, r = 1,2.
t*
Proceeding as for equations (6.28), the signal-to-noise 
ratios for the four statistics for tests of strength (a,ß) 
are given by equations (6.22) and (6.39), where
(6.40)
p
c(a)R- ncr ^  
(E2 + 2 n S ^
c(a)&-, - nM^
c (1— ß )
and
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( 6 . 4 1 )
c ( a ) R -  ( n ( 2n - l ) )^cr2p2 
( r2 + 4 n - l ) S 2 ) ^
c { a ) \ -  ( n ( 2 n - l ) ) ^ M 2 
(S 2 + §(4n- l )*S2 )*
c ( l -ß ) .
L e t  u s  o b t a i n  e x p r e s s i o n s  f o r  R and S i n  t h e  c a se  
when t h e  r e c o r d  i s  d i g i t i z e d .  E q u a t io n  (5*11)  may be 
u s e d  t o  o b t a i n  t h e  c o v a r i a n c e  be tw een  ( S ( t ) + N ( t )) and 
( 8 ( u ) + N ( u ) )  , and f o r  G a u ss ia n  n o i s e  t h i s  becomes
R (t-u)(l+2 Z(- )Pexp(-2nVpf i ) (cos + o o s2^ ? ^ -'»})
- d 2 Z' Z' q exp( -2  it2cr2 ( p 2+q2 ) / d 2 )
P q. An pq
( 6 . 4 2 )  x | e x p ( - 47T2R (t-u )pq /d2 ) cos(Pi-G) + s i n P s  In  Gj1,
where F = 27tp( S ( t  ) + e ) / d  and G = 27iq[ S (u )+e  ) / d ,  and I*
means summation ove r  a l l  i n t e g e r s  e x c e p t  z e r o .  R2 and
S2 a r e  now found by s u b s t i t u t i n g  e q u a t i o n s  ( 6 . 1 0 ) and
( 6 . 4 2 )  i n t o  t h e  r i g h t - h a n d  s i d e s  o f  e q u a t i o n s  ( 6 . 3 5 )  and
( 6 . 3 4 )  r e s p e c t i v e l y .  I n  p a r t i c u l a r ,  i f  d/0" i s  sm a l l
2 2 2 2enough f o r  t e r m s  i n v o l v i n g  exp(-27i p cr / d  ) t o  be i g n o r e d  
f o r  a l l  p > 0 ( t h a t  i s ,  i f  dfir < l ) ,  we f i n d
t  '+T
R2 = T” 2 j [ | R ( t - u )  + L p " 2e x p [ - 47i2p2cr‘"( 1 - p ( t - u )  } / d 2 ]
+ 1 271 p= l
( 6 . 4 3 ) X cost 27tp(S(t  ) - S ( u d td u ,
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and
*2 t*+TIf S(t)S(u)|E(t-u)
t'
+ jf p_2exp[-4n2p2cr2{l-j5(t-u)V(#J 
2 71 p=l
(6.44) X cost 27ip(S(t)-S(u )/d][dtdn,
where j?(t) = R(t)/v and is supposed non-negative for t 
in the interval (-T,T). To this approximation equation 
(6.38) becomes
t*+T
(6.45) $ r = T“ 1 j §2(t)dt, r = 1,2.
t*
For a numerical comparison of u and * r = 1,2, put
Sr (t) = Ar , Sr(t) = Ar, where Ar and *Ar are constants
and R(t) = !T2exp(-t^/T2 ) as before. From equations
(6.43) and (6.44) we obtain
R2 = 2cr4 f  (l-t)Jexp(-t2 )
(6.46) + i-d2/(iter)2 £ p”2exp{-4rc2p2 (!3/d)2(l-e""1' )]\ dt,p=l J
and
(6.47) s2 = 2<r2A2 f(l-t)
o
+ d2
2 t m t 2
Z p"2exp (—4it’ 2 (c/d^ Ct- e” dt. 
p=l J
Also equations (6.39) and (6.45) imply that
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(6.48) Mp = A2 = cr2*r, r = 1,2,
and from equations (6.23) and (6.24) we find
(6.49) R2 = 0.7640<x4 and S2 = 0.8615A2<y2 .
If d = o', equations (6.46) and (6.47) become
(6.50) S2 = 0.76910'4 and S2 = 0.8775A2 cy2.
Nov; using equations (6.48), (6.49) and (6.50), and putting 
n = 10, equations (6.40) and (6.41) reduce to
0.8741c(a)- lOn. 0.8922c(a) - 10*.(6.51) ------------ i- = ----------- j A  = c(l-p),
(0.7640+ 17.23^i1 )2 (0.7961+ 17.55^)*
and
0.8741c(a)- 13-79^9 0.8922c(a) - 13.79L
(6.52) ------------------- 1 =  ----------------* - f  = c(l-p).
(0.7640 + 22.40p2 )® (0.7961 + 22.8lp2 )?
* *
Values of Pq and ^2 are &iven l*1 13 for
various values of a and p. Observe the trifling effect 
of digitization on the detection efficiency of the test.
When the record is infinitely clipped we would expect a 
much greater loss in efficiency than in the above case of 
digitization. As for e ( sgn(S(t) + N ( t ))), given by
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( a ,  8 ) ( 0 . 0 1 , 0 . 0 1 ) ( 0 . 0 5 , 0 . 0 5 ) ( 0 . 1 , 0 . 1 ) ( 0 . 2 , 0 . 2 ) ( 0 . 5 , 0 . 0 1 )
^2 0 .932 0 .5 2 7 0 .3 5 6 0 .1 9 0 0 .6 7 0
*
^2 0 .9 5 0 0 .537 0 .3 6 3 0 .194 0 .682
»*1 1 .3 3 9 0 .753 0 .5 0 7 0 .269 0 .9 7 5
*
t*l 1 .3 6 5 0 .768 0 .5 1 7 0 .274 0 .9 8 6
TABLE 13
e q u a t i o n  ( 6 . 1 1 ) ,  an e x p r e s s i o n  f o r  t h e  c o v a r i a n c e  o f  
s g n ( S ( t ) + N ( t ) )  and s g n ( S ( u ) + N ( u ) ) i s  o b t a i n a b l e  by- 
t a k i n g  t h e  l i m i t i n g  c a se  a s  - d o f  d i g i t i z a t i o n  w i t h  
e = -g-d. F o r  G a u s s ia n  n o i s e  we o b t a i n  from e q u a t i o n s  
(6 .1 3 )  and ( 6 . 4 2 )
covt s g n ( S ( t ) + N ( t ) ) ; s g n ( S ( u ) + N ( u ) )]
= — rexpj_-■£■( x % 2 x y p ( t - u ) + y 2 ]J cos!  ( x S ( t  )+yS(u) )(r} dxdy
— OO .  .
( 6 . 5 3 )  -  e r f t s ( t ) / ( 2 o 2 )*) e r f  ( S ( u ) / ( 2 c r  )*].
The i n t e g r a l  on t h e  r i g h t - h a n d  s i d e  o f  e q u a t i o n  ( 6 . 5 3 )  i s  
n o t  e x p r e s s i b l e  i n  c l o s e d  form. However i f  S ( . ) / r  i s  
s u f f i c i e n t l y  s m a l l ,  we may n e g l e c t  t e r m s  i n v o l v i n g  powers 
o f  S ^ ( t ) ,  S ^ (u )  and S ( t ) S ( u )  h i g h e r  t h a n  t h e  f i r s t ,  
and w r i t e  f o r  e q u a t i o n  ( 6 . 5 3 )
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c o v [ s g n ( S ( t ) + N ( t ) ) ; s g n ( S ( u ) + N ( u ) )]
(6 .5 4 ) arc sin  f ( H )  -  -  2S(t)S(u) _ S ( t W u )  1 .
J  2 ^ { - L - f  ) ] *  (T2 J
Thus,  u s i n g  e q u a t i o n s  ( 6 . 1 4 )  and ( 6 . 5 4 ) ,  e q u a t i o n s  
( 6 . 3 4 )  and ( 6 . 3 5 )  "become
t '+ T
( 6 . 55)  §2 = 4 / ( cttiT)2 ] S (t)S (u)arcsin j> (t-u ) dtdu,
t '
and
t ' + T
( 6 . 5 6 )  R^ = ( | ^  j d t j h a r c s i n p ( t - u )  j a r c s i n p ( t - u )  -  2 S ( t  )S(u  )/cr2
^ - (  ( S2 ( t  )+S2 (u )  )p(t-u)-2S(t)S(u)]/{T2(l-p^t-u)pJ' .
S i m i l a r l y ,  e q u a t i o n s  ( 6 . 1 4 )  and ( 6 . 3 8 )  im p ly  t h a t
t ' + T
( 6 . 5 7 )  ® f  S2 ( t ) d t  = 0 . 6366p .
1 a  tiT t  r
F o r  a  n u m e r i c a l  c o m p ar iso n  o f  t h e  s i g n a l - t o - n o i s e  
r a t i o s ,  l e t  u s  p u t
R ( t )  = cr2e x p ( - t 2/ T 2 ) and Sr ( t )  = Ar s in{  2 ti( t - t  * ) / T ] . 
From e q u a t i o n s  ( 6 . 5 5 ) ,  ( 6 . 5 6 )  and ( 6 . 5 7 )  we f i n d
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S2 = / 2Ar  j f ( ( 1 - t  )cos27rt + ( s in27 i t  ) / 2 ti) a r c s i n (  e x p ( - t 2 ) ) d t ,
V°* / J
= 0 .0 6 1 9 p r ,
and s i m i l a r l y  62 = 0 .6751  -  2 .2 5 4 3 p r * T h e r e f o r e  
e q u a t i o n s  ( 6 . 4 0 )  and ( 6 . 4 1 )  become
c ( a ) ( 0 . 6 7 5 1 - 2 . 2 5 4 3 * 1 ) ^ - 0 . 6 3 6 6 n j 1
( 0 .6751+ ( 0 . 1 2 3 8 n -2 .2543
c ( l - ß )
( 6 . 5 8 )
o ( a ) ( 0 . 6 7 5 1 - 2 . 2543*2 ) * - 0 . 63661 n ( 2 n - l ) ) ^ l 2 
t o .  6751,-( 0 . 2 0 5 1 n - 2 . 2956 ) JL ]*
t o g e t h e r  w i t h  e q u a t i o n s  ( 6 . 3 1 )  and ( 6 . 3 2 ) .  V a lu es  o f
¥ r  #■
(i2 , and p 2 f o r  n = 100 and v a r i o u s  v a l u e s  of
( a , ß )  a r e  g i v e n  i n  T ab le  14 .  I n  t h i s  c a se  t h e  l o s s  i n  
d e t e c t i o n  e f f i c i e n c y  due t o  i n f i n i t e  c l i p p i n g  i s  abou t  
50^. S in c e  i n f i n i t e  c l i p p i n g  i s  t h e  ex trem e  c ase  o f  
d i g i t i z a t i o n ,  t h i s  g i v e s  u s  a  r o u g h  u p p e r  bound f o r  t h e  
e f f i c i e n c y  l o s s  due t o  d i g i t i z a t i o n .
( a ,  ß ) ( 0 . 0 5 , 0 . 0 5 ) ( 0 . 1 , 0 . 1 )
O
J•
0C
\J•
0
( 0 . 3 , 0 . 3 ) ( 0 . 4 , 0 . 4 )
0 .0222 0 .0 1 7 0 0 .0 1 0 9 0 .0067 0 .0032
*
^2 0 .0346 0 .0261 0 .0165 0 .0095 0 .0 0 4 7
»*1 0,0315 0 .0 2 4 0 0 .0154 0.0094 0 .0 0 4 5
*
t1! 0 .0472 0 .0 3 6 0 0 .0 2 3 0 0 .0135 0 .0 0 6 7
TABLE 14
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5. PARTIAL DIGITIZATION
In Section 2 it was mentioned that only one factor
&  *in each product, in the definitions of and Cg, need 
he digitized. The advantage of doing this can he seen in 
the case when the second factor is infinitely clipped, in 
which all the multiplications reduce to additions and 
subtractions. It is easily seen that all the results of 
Section 4 remain valid, provided equations (6.34), (6.35) 
and (6.38) are replaced hy
t *+T
(6.34' ) I2 = iT-2 j j S(t )S(u)cov{ (S(t )+N( t ) )*; (S(u )+N(u) )*)
t ' + R(t-u)E[ (S(t )+N(t) )* ]e ( (S(u)+K(u) f) dtcki,
t'+T
(6.35') R2= T-2 j j R(t-u)oov( (S(t)+N(t))*;(S(u)+N(u))*]dtdu,
(6.38') &r = T“1 f Sr(t)E( (Sr(t)+N(t))*]dt, r = 1,2.
t'
Let us consider the case when the first factor is 
not digitized and the second factor is infinitely clipped. 
Then proceeding as in Section 4, and making the same 
assumptions concerning the magnitude of the signal compared 
with the standard deviation of the G-aussian noise, equations 
(6.34'), (6.35*) and (6.38') become
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t»+T
§ 2 = ( tüT2 )“ 1 S ( t  )S (u ) (  a r c s i n j > ( t - u )  + j ? ( t - u ) ) d t d u ,
t ' + T
S2= 2 jj R ( t - u ) | a r c s i n p ( t - u )  -  2 S ( t  ) S ( u )/r2
t ‘ - (  (#(t)+sftvO)f<1> ^ - 2S ( t ) S t o M ^ ( l - ? 2 ( t - u ) ) 2 ) jd td u ,
and i  t'-t-T
K = ^ F T  .1 ® r( t ) d t ’ r  = 1 - 2 -
t*
Now p u t t i n g  H ( t )  = cr2 e x p ( - t 2/ T 2 ) and Sr ( t )  e q u a l  t o  
A s in (  2 7 t ( t - t '  ) / t ] , we f i n d
Mr  = 0 . 3989A ^ /r  = O.7978  o * r ,
S2 = ( 0 . 6396- 1 . 6256^ r )tr2 , § 2 = 0 . 0 9 4 7 ° 2* r> r  = 1 , 2 ,
and e q u a t i o n s  ( 6 . 4 0 )  and ( 6 . 4 1 )  g i v e
c ( a ) ( 0 . 6396- 1 . 6256* . ) ^ - 0 . 7978n J .
— ------------------------------------------ ■*—- r —  = c ( l - p )
( 0 . 6 3 9 6 + ( 0 . l 8 9 4 n - 1 . 6 2 5 6 ) p 1 ) 2
c ( a ) ( O . 6396- 1 . 6256* 2 ) * - 0 . 7 9 7 8 ( n ( 2 n - l ) ] ^
( 6 . 5 9 )
*
V 2
( 0 . 6 3 9 6 + ( 0 . 0 6 3 l ( 4 n - l ) - 1 . 6 2 5 6 ) * „ ) 2
t o g e t h e r  w i t h  e q u a t i o n s  ( 6 . 3 1 )  and ( 6 . 3 2 ) .  V a lu es  of  
and *2 f o r  n = 100 and v a r i o u s  v a l u e s  o f  ( a , ß )  
a r e  g i v e n  i n  T ab le  15 .  These may be compared w i t h  t h e  
v a l u e s  i n  T ab le  14. Note t h a t  t h e  l o s s  i n  d e t e c t i o n
e f f i c i e n c y  i n  t h i s  c a s e  i s  a p p r o x i m a t e l y  17$ ,  w h e r e a s
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( a ,  8) ( 0 . 0 5 , 0 . 0 5 ) ( 0 . 1 , 0 . 1 ) ( 0 . 2 , 0 . 2 ) .
o
•
o
( 0 . 4 , 0 . 4 )
*
i*i 0 .0393 0 .0284 0 .0186 0 .0114 0 .0052
*
^2 0 .0 2 7 9 0 .0210 0.0132 0 .0 0 7 9 0 .0 0 3 7
TABLE 15
when both factors were infinitely clipped the loss was 50$.
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