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Abstract
This paper studies the existence of positive solutions of the nonlinear p-Laplacian equation −∆pu =
f (x,u) inRn. Existence of infinitely many positive solutions is established via super–sub-solution methods.
Decaying conditions on f (x,u) at |x| = ∞ are imposed. Necessity of the conditions and nonexistence of
positive solutions are illustrated through decay–growth estimates of solutions at infinity. Special situation
and examples are checked in detail.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the following nonlinear p-Laplacian equation
−∆pu = f (x,u) in Rn,
where f (x, z) ∈ C(Rn × R), p > 1. The equation appears in variety of applications. In certain
physical settings f (x,u) = λ(x)uα with α  0, and in some others f (x,u) = λ(x)eu. It also
appears in geometrical problems. See, e.g., [1,6,9,10] and references therein. This study is mainly
concerned with existence–nonexistence of positive solutions. Similar problems were considered
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208 H. Liu, N. Su / J. Math. Anal. Appl. 317 (2006) 207–227by many researchers. See [2–4,7–10,13] for existence results in some special cases and [5,11,12]
for uniqueness issue.
Our interest concentrates on the existence of infinitely many positive solutions and the as-
ymptotic behaviors of positive solutions at infinity. It is assumed throughout this work that
f (x, z) = λ(x)g(z) where λ ∈ C(Rn), and g ∈ C((0,∞)) is nonnegative, and locally Hölder
continuous. Namely, we consider the equation
−∆pu = λ(x)g(u) in Rn. (1.1)
The main results are as follow:
Theorem 1.1. Assume in addition
Λ :=
∞∫
0
[ r∫
0
(
t
r
)n−1
max|y|=t
∣∣λ(y)∣∣dt
]1/(p−1)
dr < ∞; (1.2)
and assume that
min
{
lim sup
z→0+
[
g1/(p−1)(z)
z
]
, lim sup
z→∞
[
g1/(p−1)(z)
z
]}
<
1
Λ
, (1.3a)
or there exists α ∈ (0,∞) such that
lim sup
z→α−
[
g1/(p−1)(z)
α − z
]
<
1
Λ
or lim sup
z→α+
[
g1/(p−1)(z)
z − α
]
<
1
Λ
. (1.3b)
Then Eq. (1.1) must have infinitely many bounded, positive solutions, and these solutions are also
bounded from below by positive constants. Furthermore, if λ(x) is sign-unchanged, then each of
such solutions tends to a positive constant at infinity.
Note that condition (1.2) implies n > p and has a less general but more concise form:
1
|Br |
∫
Br
max|y|=|x|
∣∣λ(y)∣∣dx C/rq for all r large, (1.2′)
where C > 0, q > p, and Br = {x ∈ Rn: |x| < r}. The simplest but least general form certainly
is ∣∣λ(x)∣∣ C/|x|q for all |x| large, with q > p. (1.2′′)
It is clear that (1.2′′) ⇒ (1.2′) ⇒ (1.2), but either inverse is failed.
As for condition on g(z) we remark that (1.3b) can be rewritten as
g(α) = 0, −[g1/(p−1)]′−(α) < 1/Λ or [g1/(p−1)]′+(α) < 1/Λ, (1.3c)
if we assume that g1/(p−1)(z) possesses the left or the right derivatives at z = α.
In terms of estimates of asymptotic behaviors of the positive solutions at infinity, some nonex-
istence conclusions are derived. As illustration, we consider the prototype equations
−∆pu = λ
(|x|)uσ in Rn, (1.4)
∆pv = λ
(|x|)vσ in Rn, (1.5)
where λ  0, σ ∈ R. Denote by λ˜(r) the average value of λ(|x|) on Br (hence Λ =∫∞[rλ˜(r)]1/(p−1) dr), and assume that λ˜(r) ∼ r−q as r → ∞, with some q ∈R. Then we have0
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(a) Let p  n. Then neither (1.4) nor (1.5) has bounded, positive, radial solutions.
(b) Let n > p > 1.
– If q > p, then for any σ ∈ R, there exist infinitely many positive solutions for (1.4)
and (1.5).
– If one of the following conditions is fulfilled, then no positive solutions exist for (1.4):
q  p,σ < p − 1; q < p,σ = p − 1; or q < n − σ(n − p)/(p − 1), σ > p − 1.
– If q  p, any positive, radial solution of (1.5) is unbounded.
The examples indicate that Theorem 1.2 is almost optimal. Above results are not only exten-
sion or generalization of existing theory (see, e.g., [7–10,13]) to nonlinear p-Laplacian equations,
but also an improvement of the theory.
This article is organized as follows. In the rest of this section we perform some preliminaries.
Then corresponding to three situations: λ(x) 0, λ(x) 0 and λ(x) changes sign, existence of
positive solutions is studied separately in Sections 2–4. The essential technique involves exis-
tence of positive solutions in radially symmetric case. The basic idea is developed in Section 2.
Asymptotic behaviors of radially symmetric solutions are investigated in Sections 5 and 6, re-
spectively for the cases λ(|x|) 0 and λ(|x|) 0. Some examples are examined and illustrated
there.
In this work the super–sub-solution argument plays a key role, especially in the study of
existence. The following lemma is well known and can be proved as for the case p = 2 in,
e.g., [9].
Lemma 1.3. Let u(x) and u(x) be super- and sub-solutions of Eq. (1.1), respectively, that is,
u(x),u(x) ∈ H 1,ploc (Rn) ∩ C(Rn), and satisfy
−∆pu λ(x)g(u) in D′
(
R
n
)
,
−∆pu λ(x)g(u) in D′
(
R
n
)
.
If u u in Rn, then Eq. (1.1) has at least one solution u(x) satisfying u u u.
In order to construct various super-, sub-solutions, we need to consider the radially symmetric
case: λ = λ(r), r = |x|. For convenience we use a notation:
φp(z) := |z|p−2z, z ∈R.
A radially symmetric solution u = u(|x|) of (1.1) satisfies the following conditions: u(r) ∈
C1([0,∞)), φp(u′) ∈ C1((0,∞)), and{ [φp(u′)]′ + n−1r φp(u′) + λ(r)g(u) = 0 in (0,∞),
u′(0) = 0. (1.6)
2. Existence of positive solutions: λ(x) 0
First, we consider the case λ(x)  0. As mentioned above, if λ = λ(|x|), the radial solu-
tion u = u(|x|) must satisfy (1.6). The following lemma reveals basic condition for existence of
bounded, positive solutions. It highlights the smallness of g(z) in some interval and the decaying
restriction on λ(r) at r = ∞.
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max
bza
g1/(p−1)(z)
∞∫
0
[ r∫
0
(
t
r
)n−1
λ(t) dt
]1/(p−1)
dr  a − b. (2.1)
Then the problem{ [φp(u′)]′ + n−1r φp(u′) + λ(r)g(u) = 0 in (0,∞),
u(0) = a, u′(0) = 0 (2.2)
has at least one positive solution u(r), satisfying a  u b, such that limr→∞ u(r) exists.
Proof. It is easy to verify that the problem (2.2) is equivalent to the integral equation
u(r) = a −
r∫
0
[ τ∫
0
(
t
τ
)n−1
λ(t)g
(
u(t)
)
dt
]1/(p−1)
dτ. (2.3)
It is at least locally solvable, that is, there exist R > 0 and u(r) ∈ C([0,R)) satisfying (2.3) for
all r ∈ (0,R). Moreover, the solution u(r)  a is decreasing in r , and can be extended to be a
solution of (2.3) in [0,∞), provided u(r) > 0 everywhere.
Now we intend to show u(r) b for any r  0. To this end, we modify g(z) as follows:
g˜(z) =
{
g(a) if z > a,
g(z) if b z a,
g(b) if z < b,
and again denote by u(r) the solution of the problem (2.3) with g replaced by g˜. Then, from this
equation, we get that
u′(r) = −
[ r∫
0
(
t
r
)n−1
λ(t)g˜
(
u(t)
)
dt
]1/(p−1)
−
[
max g˜
r∫
0
(
t
r
)n−1
λ(t) dt
]1/(p−1)
,
and consequently,
u(r) a −
[
max
bza
g(z)
]1/(p−1) r∫
0
[ τ∫
0
(
t
τ
)n−1
λ(t) dt
]1/(p−1)
dτ  b.
Note that g˜(z) = g(z) for a  z  b. Hence, u(r) is actually a solution of (2.2). In addition,
a  u b and limr→∞ u(r) exists. 
The following lemma shows possible improvement in special case.
Lemma 2.2. Let a > b > 0. Assume that g(z) is positive and nonincreasing in [b, a] and g(z)
and λ(r) satisfy
∞∫
0
[ r∫
0
(
t
r
)n−1
λ(t) dt
]1/(p−1)
dr 
a∫
b
[
g(z)
]−1/(p−1)
dz. (2.4)
Then the problem (2.2) has at least one positive solution u(r), satisfying a  u  b, such that
limr→∞ u(r) exists.
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for r ∈ [0,R). We need to show R = ∞. It suffices to estimate lower bounds of u(r). In fact, by
taking account of the monotonicity of g(z) and u(r), we have
−u′(r) =
[ r∫
0
(
t
r
)n−1
λ(t)g
(
u(t)
)
dt
]1/(p−1)

[
g
(
u(r)
) r∫
0
(
t
r
)n−1
λ(t) dt
]1/(p−1)
,
and hence
− u
′(r)
g1/(p−1)(u(r))

[ r∫
0
(
t
r
)n−1
λ(t) dt
]1/(p−1)
.
Thus we obtain
a∫
u(r)
[
g(z)
]−1/(p−1)
dz
r∫
0
[ τ∫
0
(
t
τ
)n−1
λ(t) dt
]1/(p−1)
dτ 
a∫
b
[
g(z)
]−1/(p−1)
dz,
which implies u(r)  b. Therefore, u(r) satisfies (2.3) for all r > 0. Moreover, a  u  b and
limr→∞ u(r) exists. 
The following lemma is elementary and will be used in the proof of the main results.
Lemma 2.3. Let α > β , A > 0. Assume that function h(z) 0 is continuous on (β,α).
(1) If lim supz→α−[h(z)/(α − z)] < A, then for any c ∈ (β,α) there exist a, b, satisfying
α > a > b > c, such that maxbza h(z)/(a − b)A.
(2) If lim supz→β+[h(z)/(z − β)] < A, then for any c ∈ (β,α) there exist a, b, satisfying
c > a > b > β , such that maxbza h(z)/(a − b)A.
(3) Let α = ∞. If lim supz→∞[h(z)/z] < A, then for any c > 0 there exist a, b, satisfying
a > b > c, such that maxbza h(z)/(a − b)A.
Proof. Denote lim sup[h(z)/z] = B < A and fix A′ ∈ (B,A).
For case (1) choose b ∈ (c,α) such that h(z)/(α − z)  A′ for all z ∈ [b,α). Then for any
a ∈ [b,α) and z ∈ [b, a] we have
h(z)
a − b 
h(z)
α − z ·
α − b
a − b A
′ α − b
a − b A,
providing a approaches α sufficiently.
The verification for cases (2) and (3) is omitted, as it is similar to that for case (1). 
Now we are in position to state one of the main results.
Theorem 2.4. Assume that for λ∗(r) := max|x|=r λ(x),
Λ :=
∞∫ [ r∫ (
t
r
)n−1
λ∗(t) dt
]1/(p−1)
dr < ∞; (2.5)0 0
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min
{
lim sup
z→0+
[
g1/(p−1)(z)
z
]
, lim sup
z→∞
[
g1/(p−1)(z)
z
]}
<
1
Λ
, (2.6a)
or there exists α ∈ (0,∞) such that
lim sup
z→α−
[
g1/(p−1)(z)
α − z
]
<
1
λ
or lim sup
z→α+
[
g1/(p−1)(z)
z − α
]
<
1
Λ
. (2.6b)
Then Eq. (1.1) possesses infinitely many positive solutions with the property that each of these
solutions tends to a positive constant at infinity.
Proof. Without loss of generality we suppose Λ > 0 and, for instance,
lim sup
z→α+
[
g1/(p−1)(z)
z − α
]
<
1
Λ
.
By Lemma 2.3 we may select two sequences {ak} and {bk} in (α,∞) such that
a1 > b1 > a2 > b2 > · · · > ak > bk > ak+1 > bk+1 > · · · > α,
and for every k,
maxbkzak g
1/(p−1)(z)
ak − bk 
1
Λ
=
( ∞∫
0
[ r∫
0
(
t
r
)n−1
λ∗(t) dt
]1/(p−1)
dr
)−1
.
Thus by Lemma 2.1, for every k the following problem{ [φp(u′)]′ + n−1r φp(u′) + λ∗(r)g(u) = 0 in (0,∞),
u(0) = ak, u′(0) = 0
(2.7)
has at least one solution u = uk(r), nonincreasing in r , such that limr→∞ uk(r) = θk exists and
ak  uk  bk . Define uk(r) ≡ θk . Then we see that uk(|x|) and uk(|x|) are super- and sub-
solutions of Eq. (1.1) and uk  uk . As a consequence of Lemma 1.3, we obtain a solution uk(x)
of (1.1) satisfying lim|x|→∞ uk(x) = θk . It is obvious that the sequence of solutions {uk} is strictly
decreasing. We indeed find infinitely many positive solutions of Eq. (1.1). 
Remark 2.1. From the proof we may see that if (2.6a) is fulfilled, then there exist infinitely many
solutions either sufficiently small, or larger than any given positive constants (two cases may ap-
pear simultaneously); if (2.6b) is satisfied, then there exist infinitely many solutions ranging in
any neighborhood of α. That is, the solutions may be as close to α as one desired. Roughly speak-
ing, infinitely many solutions must aggregate wherever g(z) = 0 and the derivative of g1/(p−1)(z)
is smaller than 1/Λ.
From Lemma 2.2 we obtain the following existence theorem with another condition on g(z),
to some extent weaker than (2.6b).
Theorem 2.5. Assume that λ(x) as above and assume that there exist α,β ∈ (0,∞) satisfying
α > β such that g(α) = 0, g(z) is positive and nonincreasing in [β,α), and
α∫ [
g(z)
]−1/(p−1)
dz = ∞. (2.6b′)β
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solutions tends to a positive constant at infinity.
Note. Condition (2.6b′) is satisfied if g(z) is nonincreasing in a left neighborhood of α, and
lim sup
z→α−
[
g1/(p−1)(z)
α − z
]
< ∞
(
even if lim sup
z→α−
[
g1/(p−1)(z)
(α − z)| log(α − z)|
]
< ∞
)
,
which is obviously implied by (2.6b).
Proof. By the condition (2.6b′) we may select two sequences {ak} and {bk} such that
β  b1 < a1 < b2 < a2 < · · · < bk < ak < bk+1 < ak+1 < · · · < α,
and for every k,
ak∫
bk
[
g(z)
]−1/(p−1)
dzΛ =
∞∫
0
[ r∫
0
(
t
r
)n−1
λ∗(t) dt
]1/(p−1)
dr.
In terms of Lemma 2.2 we obtain a sequence of solutions {uk(r)} of the problem (2.7). Then the
proof is proceeded by following the same procedure as above. 
Now we consider more specific situation. Let λ(x) decay power-likely at infinity, that is,
λ(x) C/|x|q with some C,q > 0 for |x| large. Then the condition (2.5) reduces to n > p and
q > p. Thus we have the following result.
Corollary 2.6. Let n > p > 1. Assume that λ(x) satisfies the following condition:
0 λ(x) C/|x|q with some q > p and C > 0; (2.8)
and assume that g(z) > 0 in (0,∞) and
lim sup
z→0+
[
g(z)/zp−1
]= 0 or lim sup
z→∞
[
g(z)/zp−1
]= 0. (2.9)
Then Eq. (1.1) possesses infinitely many positive solutions with the property that each of these
solutions tends to a positive constant at infinity.
Remark 2.2. The decay of λ(x) at infinity is restricted in Theorems 2.4 and 2.5 in an averaging
rather than pointwise way. Therefore, condition (2.8) may be improved as
1
|Br |
∫
Br
max|y|=|x|λ(y)dx C/r
q for all large r , (2.8′)
with some q > p, C > 0. Furthermore, the power-term on the right hand may be improved
slightly as C/(rp logq r) with some q > p. Certain singularities at some point are even admitted,
e.g., λ(x) ∼ |x|−δ near |x| = 0 with δ < p.
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≡ 0. In fact, there must exist r0 > 0
and c0 > 0 such that
∞∫
0
[ r∫
0
(
t
r
)n−1
λ(t) dt
]1/(p−1)
dr  c0
∞∫
r0
(
1
r
)(n−1)/(p−1)
dr.
If p  n, we have a nonexistence result of Liouville type. See Lemma 5.1 in Section 5.
3. Existence of positive solutions: λ(x) 0
In this section we assume λ(x) 0 and, for convenience, denote µ(x) = −λ(x). That is, we
shall consider the equation
∆pv = µ(x)g(v) in Rn. (3.1)
Its radially symmetric variant is{ [φp(v′)]′ + n−1r φp(v′) = µ(r)g(v) in (0,∞),
v′(0) = 0. (3.2)
The following lemmas are the counterpart of Lemmas 2.1 and 2.2, respectively.
Lemma 3.1. Let a > b > 0. Assume that g(z), µ(r) satisfy
max
bza
g1/(p−1)(z)
∞∫
0
[ r∫
0
(
t
r
)n−1
µ(t) dt
]1/(p−1)
dr  a − b. (3.3)
Then the problem{ [φp(v′)]′ + n−1r φp(v′) − µ(r)g(v) = 0 in (0,∞),
v(0) = b, v′(0) = 0 (3.4)
has at least one positive solution v(r), satisfying a  v  b, such that limr→∞ v(r) exists.
Proof. Problem (3.4) is equivalent to the integral equation
v(r) = b +
r∫
0
[ τ∫
0
(
t
τ
)n−1
µ(t)g
(
v(t)
)
dt
]1/(p−1)
dτ, (3.5)
which is solvable at least locally. That is, there exist R > 0 and v(r) ∈ C([0,R)) satisfying (3.5)
for all r ∈ (0,R). Moreover, the solution v(r) b is increasing in r , and can be extended to be
a solution of (3.5) in [0,∞), provided v(r) is bounded from above, especially if v(r)  a for
any r  0.
As indicated in the proof of Lemma 2.1, we may suppose that supz>0 g(z) = maxbza g(z)
without loss of generality. The following is almost the same as derived in the proof of Lemma 2.1
except with trivial modification:
v′(r) =
[ r∫ (
t
r
)n−1
µ(t)g
(
v(t)
)
dt
]1/(p−1)

[
maxg
r∫ (
t
r
)n−1
µ(t) dt
]1/(p−1)
,0 0
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v(r) b +
[
max
bza
g(z)
]1/(p−1) r∫
0
[ τ∫
0
(
t
τ
)n−1
µ(t) dt
]1/(p−1)
dτ  a.
Therefore, v(r) satisfies (3.5) for all r > 0. Obviously, a  v(r)  b, and limr→∞ v(r) ex-
ists. 
Lemma 3.2. Let a > b > 0. Assume that g(z) is nondecreasing and positive on [b, a], g(z) and
µ(r) satisfy
∞∫
0
[ r∫
0
(
t
r
)n−1
µ(t) dt
]1/(p−1)
dr 
a∫
b
[
g(z)
]−1/(p−1)
dz. (3.6)
Then the problem (3.4) has at least one positive solution v(r), satisfying a  v(r) b, such that
limr→∞ v(r) exists.
Proof. First, we have v(r) b nondecreasing, and satisfying (3.5) in (0,R). Then it suffices to
show v(r) a so that R can be extended to infinity.
In order to verify this estimate, we suppose that g(z) is nondecreasing on [b,∞), which will
not influence the final conclusion. From (3.5) we see that
v′(r) =
[ r∫
0
(
t
r
)n−1
µ(t)g
(
v(t)
)
dt
]1/(p−1)
 g1/(p−1)
(
v(t)
)[ r∫
0
(
t
r
)n−1
µ(t) dt
]1/(p−1)
,
and hence
v(r)∫
b
[
g(s)
]−1/(p−1)
ds 
r∫
0
[ τ∫
0
(
t
τ
)n−1
µ(t) dt
]1/(p−1)
dτ 
a∫
b
[
g(z)
]−1/(p−1)
dz,
which implies v(r) a. 
The following is the main result of this section, similar to Theorems 2.4 and 2.5.
Theorem 3.3. Assume that for µ∗(r) := max|x|=r µ(x),
Λ :=
∞∫
0
[ r∫
0
(
t
r
)n−1
µ∗(t) dt
]1/(p−1)
dr < ∞; (3.7)
and assume that there exist α,β ∈ [0,∞] satisfying α > β such that g(z) > 0 in (β,α) and
α∫ [
gβ(z)
]−1/(p−1)
dz = ∞, (3.8a)
β
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min
{
lim sup
z→α−
[
g1/(p−1)(z)
α − z
]
, lim sup
z→α+
[
g1/(p−1)(z)
z − α
]}
<
1
Λ
. (3.8b)
Then Eq. (3.1) possesses infinitely many bounded, positive solutions with the property that each
of these solutions tends to a positive constant at infinity.
Note. The condition (3.8a) with α = ∞ and β = 0 is obviously weaker than (2.6a).
Proof. Let (3.8a) be satisfied. Then the proof is based on Lemma 3.2 and follows a line similar
to that proceeded in the proof of Theorem 2.5. We have to deal with the following two situations,
separately:
(i) for any a ∈ (β,α) integral ∫ α
a
[gβ(z)]−1/(p−1) dz = ∞ (which implies α = ∞, since gβ(z) is
nondecreasing);
(ii) for any a ∈ (β,α) integral ∫ a
β
[gβ(z)]−1/(p−1) dz = ∞ (which implies g(β) = 0).
Take the case (ii) as an example, since the proof in the other case is similar. We select two
sequences {ak} and {bk} in (β,α) such that
a1 > b1 > a2 > b2 > · · · > ak > bk > ak+1 > bk+1 > · · · ,
and for every k,
∞∫
0
[ r∫
0
(
t
r
)n−1
µ∗(t) dt
]1/(p−1)
dr 
ak∫
bk
[
gβ(z)
]−1/(p−1)
dz < ∞.
Thus by Lemma 3.2 the problem{ [φp(v′)]′ + n−1r φp(v′) − µ∗(r)gβ(v) = 0 in (0,∞),
v(0) = bk, v′(0) = 0
has a positive solution v = vk(r), increasing in r and satisfying limr→∞ vk(r)  ak . Denote
limr→∞ vk(r) = θk , and define function vk(r) ≡ θk for all r  0. Then it is easy to see that vk(|x|)
and vk(|x|) are super- and sub-solutions of Eq. (3.1), respectively, and ak  vk  vk  bk . From
Lemma 1.3 it follows that there exists a solution vk(x) of (3.1), satisfying vk(|x|)  vk(x) 
vk(|x|), which also implies lim|x|→∞ vk(x) = θk . Evidently, {vk} is a strictly decreasing sequence
of positive solutions to Eq. (3.1).
Now suppose that (3.8b) is fulfilled. The argument is almost the same as that for Theorem 2.4,
except with Lemma 3.1 in place of Lemma 2.1. The proof is then complete. 
We apply Theorem 3.3 to the case that µ(x) decays power-likely at infinity. In addition, we
suppose g(z) > 0 in (0,∞), and define g0(z) := sup0<sz g(s). Note that g0(z) is nondecreasing,
and for any nondecreasing function h(z), g(z) h(z) implies g0(z) h(z). From this observa-
tion and by Theorem 3.3 we immediately obtain the following result.
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0 µ(x)C/|x|q with some q > p and C > 0, (3.9)
lim sup
z→0+
[
g(z)/zp−1
]
< ∞ or lim sup
z→∞
[
g(z)/zp−1
]
< ∞. (3.10)
Then Eq. (3.1) possesses infinitely many bounded, positive solutions with the property that each
of these solutions tends to a positive constant at infinity.
Remark 3.1. Comparing with Corollary 2.6, the condition (3.10) is a little bit weaker than (2.9).
According to (3.8a) in Theorem 3.3 it may be even weakened as
lim sup
z→0+
[
g(z)/
(
z| log z|)p−1]< ∞ or lim sup
z→∞
[
g(z)/(z log z)p−1
]
< ∞. (3.10′)
Concerning the improvement of condition (3.9), see Remark 2.2 in the preceding section.
Remark 3.2. If p  n, existence for the bounded solutions is violated. See Lemma 6.1 in Sec-
tion 6.
4. Existence of positive solutions: λ(x) changing sign
Now we consider the general case: no sign restriction on λ(x).
Theorem 4.1. Assume that for λ∗(r) := max|x|=r |λ(x)|,
Λ :=
∞∫
0
[ r∫
0
(
t
r
)n−1
λ∗(t) dt
]1/(p−1)
dr < ∞; (4.1)
and assume that
min
{
lim sup
z→0+
[
g1/(p−1)(z)
z
]
, lim sup
z→∞
[
g1/(p−1)(z)
z
]}
<
1
Λ
, (4.2a)
or there exists α ∈ (0,∞) such that
min
{
lim sup
z→α−
[
g1/(p−1)(z)
α − z
]
, lim sup
z→α+
[
g1/(p−1)(z)
z − α
]}
<
1
Λ
. (4.2b)
Then Eq. (1.1) possesses infinitely many bounded, positive solutions. Moreover, each of these
solutions is bounded from below by a positive constant.
Proof. Without loss of generality let Λ > 0 and lim supz→0+[g1/(p−1)(z)/z] < 1/Λ. Following
the spirit of the proof for Theorem 2.4, we choose three sequences {ak}, {bk} and {ck} in (0,∞)
such that
a1 > b1 > c1 > a2 > b2 > c2 > · · · > ak > bk > ck > ak+1 > bk+1 > ck+1 > · · · ,
and for every k,
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0
[ r∫
0
(
t
r
)n−1
λ∗(t) dt
]1/(p−1)
dr  ak − bk
maxbkzak g1/(p−1)(z)
,
∞∫
0
[ r∫
0
(
t
r
)n−1
λ∗(t) dt
]1/(p−1)
dr  bk − ck
maxckzbk g1/(p−1)(z)
,
By Lemmas 2.1 and 3.1 the equations
−∆pu = λ∗
(|x|)g(u) in Rn,
∆pv = λ∗
(|x|)g(v) in Rn
have solutions u = uk , v = uk , respectively, satisfying ak  uk  bk  uk  ck . Note that
∆puk + λ(x)g(uk)∆puk + λ∗
(|x|)g(uk) = 0,
∆puk + λ(x)g(uk)∆puk − λ∗
(|x|)g(uk) = 0.
Namely, uk(x) and uk(x) are super- and sub-solutions of Eq. (1.1), respectively. Therefore, there
exists a solution uk(x) of (1.1) between uk and uk , and hence {uk} is a strictly decreasing se-
quence of positive solutions to Eq. (1.1). 
Corollary 4.2. Assume that there exist C > 0 and q > p such that
1
|Br |
∫
Br
max|y|=|x|
∣∣λ(y)∣∣dx C/rq for all large r > 0, (4.3)
lim sup
z→0+
[
g(z)/zp−1
]= 0 or lim sup
z→∞
[
g(z)/zp−1
]= 0. (4.4)
Then Eq. (1.1) possesses infinitely many bounded, positive solutions. Moreover, they are also
bounded from below by positive constants.
Note. Assumption (4.3) implies n q , providing λ(x) 
≡ 0, and hence n > p.
Some possible improvement on conditions (4.3) and (4.4) can be performed as in previous
sections. Another generalization is as follows:
Theorem 4.3. Let 1 < p < m n. Assume that
λ∗(r) := max
|x′|=r, x′∈Rm, x′′∈Rn−m
∣∣λ(x′, x′′)∣∣,
Λ :=
∞∫
0
[ r∫
0
(
t
r
)m−1
λ∗(t) dt
]1/(p−1)
dr < ∞; (4.5)
and assume
min
{
lim sup
+
[
g1/(p−1)(z)
z
]
, lim sup
z→∞
[
g1/(p−1)(z)
z
]}
<
1
Λ
, (4.6a)
z→0
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min
{
lim sup
z→α−
[
g1/(p−1)(z)
α − z
]
, lim sup
z→α+
[
g1/(p−1)(z)
z − α
]}
<
1
Λ
. (4.6b)
Then Eq. (1.1) possesses infinitely many bounded, positive solutions. Moreover, each of these
solutions is bounded from below by a positive constant.
Proof. Following the argument in the proof of Theorem 4.1, we obtain two sequences of func-
tions {uk(x′)} and {uk(x′)} satisfying, for every k,
−∆puk − λ∗
(|x′|)g(uk) = 0 in Rm,
−∆puk + λ∗
(|x′|)g(uk) = 0 in Rm,
as well as
u1  u1 > u2  u2 > · · · > uk  uk > uk+1  uk+1 > · · · > 0.
Next by defining Uk(x) = uk(x′) and Vk(x) = uk(x′), we find that
−∆pUk = λ∗
(|x′|)g(Uk) λ(x)g(Uk) in Rn,
∆pVk = λ∗
(|x′|)g(Vk) λ(x)g(Vk) in Rn.
This means that {Uk} and {Vk} are sequences of super- and sub-solutions, respectively, of
Eq. (1.1). In addition, Uk  Vk for all k. As a result, we obtain a sequence of solutions {uk},
strictly decreasing in k. 
5. Behaviors of solutions at infinity: λ(|x|) 0
The remainder of this article is devoted to the study on the asymptotic behaviors of solutions
of (1.1). From now on the radially symmetric condition λ = λ(|x|) is always assumed. In addition
we introduce a notation λ˜(r) denoting the average value of λ(|x|) on Br , that is,
λ˜(r) := 1|Br |
∫
Br
λ
(|x|)dx = 1
rn
r∫
0
tn−1λ(t) dt.
To begin with, we consider the case λ(|x|) 0. A Liouville type result is as follows:
Lemma 5.1. Let p  n. Then no positive, radial (super-)solution exists for Eq. (1.1), except
(possible) constant solutions.
Proof. Suppose that u = u(|x|) > 0 is a nontrivial (super-)solution of (1.1). Then
[
φp(u
′)
]′ + n − 1
r
φp(u
′) + λ(r)g(u) = () 0 in (0,∞),
u′(0) = () 0.
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r0 > 0 such that rn−10 φp(u′(r0)) = −C0 < 0, as u is nontrivial. Hence rn−1φp(u′(r))  −C0,
u′(r)−Cr−(n−1)/(p−1) for r  r0. Therefore, as p  n,
u(r) u(r0) − C
r∫
r0
t−(n−1)/(p−1) dt < 0
for r > r0 large enough. This is a contradiction. 
In the case p < n we have the following estimates of lower bounds for the rate of decaying of
solutions at |x| = ∞:
Lemma 5.2. Let n > p > 1, and u = u(|x|) > 0 be a nontrivial (super-)solution of (1.1). Denote
u(∞) = limr→∞ u(r). Then u(r) is nonincreasing, and with some C > 0
u(r) u(∞) + C
r(n−p)/(p−1)
for r large. (5.1)
Proof. In the same way as above we get u′(r)  u′(0)  0, and have r0 > 0 such that u′(r) 
−Cr(1−n)/(p−1) for r  r0. Integrating it over (r,R) yields
u(R) − u(r)−C′(R(p−n)/(p−1) − r(p−n)/(p−1)),
where R > r  r0. Hence (5.1) follows from R → ∞. 
The following lemma indicates that if u(∞) = 0, then the above decay estimate is optimal in
order.
Lemma 5.3. Let n > p > 1 and u = u(|x|) > 0 be as above. Then r(n−p)/(p−1)u(r) is nonde-
creasing and hence
u(r) u(r0)
(
r0
r
)(n−p)/(p−1)
for r  r0  0. (5.2)
Proof. Let v(r) = r(n−p)/(p−1)u(r). By direct calculation, we find that
r1−(n−p)/(p−1)v′ =
(
n − p
p − 1u + ru
′
)
= 1
p − 1
[
(n − p)u + (p − 1)ru′], (5.3)
(p − 1)|u′|p−2(r1−(n−p)/(p−1)v′)′ = |u′|p−2[(n − 1)u′ + (p − 1)ru′′]
= r
(
n − 1
r
kφp(u
′) + [φp(u′)]′
)
−rλ(r)g(u(r)) 0. (5.4)
In terms of (5.4) we find that r1−(n−p)/(p−1)v′(r) is nonincreasing, and we claim that v′(r) 0
for all r  0. In fact, if it is not the case, there must exist r0 > 0 such that
r1−(n−p)/(p−1)v′(r) r1−(n−p)/(p−1)0 v
′(r0) = −c0 < 0
for all r  r0. Then it follows from (5.3) that
ru′(r)−c0(p − 1) − (n − p)u(r)−c0(p − 1),
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u(r) u(r0) − c0(p − 1)(log r − log r0) for all r > r0.
This is impossible. 
In order establish further estimates, we have to utilize information from λ(r). Basic estimates
are given in the following lemma.
Lemma 5.4. Let u(|x|) be as above. Then for R > r > 0,
u(r) u(R) +
[
min
u(R)zu(0)
g(z)
]1/(p−1) R∫
r
[
t λ˜(t)
]1/(p−1)
dt. (5.5)
If g(z) := infwz g(w) > 0 for z ∈ (0, u(0)), then
u(0)∫
u(r)
[
g(z)
]−1/(p−1)
dz
r∫
0
[
t λ˜(t)
]1/(p−1)
dt. (5.6)
Proof. We have noted that u(r) is decreasing in r . By the equation we have that
−rn−1φp
(
u′(r)
)

r∫
0
λ(t)g
(
u(t)
)
tn−1 dt  min
u(R)zu(0)
g(z)
r∫
0
λ(t)tn−1 dt
= min
u(R)zu(0)
g(z)λ˜(r)rn.
This leads to −u′  (ming)1/(p−1)[rλ˜(r)]1/(p−1). Integrating it over (r,R) yields (5.5).
Similarly, we have
−rn−1φp
(
u′(r)
)
 g
(
u(r)
) r∫
0
λ(t)tn−1 dt = g(u(r))λ˜(r)rn,
which results in −u′/g1/(p−1)(u)  [rλ˜(r)]1/(p−1). By integrating it over (0, r), we arrive
at (5.6). 
From (5.5) we find that if
∞∫
0
[
rλ˜(r)
]1/(p−1)
dr < ∞, (5.7)
we can get lower bound of asymptotic rate of u at infinity, with slight improvement with respect
to Lemma 5.2.
Corollary 5.5. Let n > p > 1, u = u(|x|) be as above. Assume that λ˜(r) C/rq for r sufficiently
large, where q ∈ (p,n) and C > 0. Then there exists C0 > 0 such that
u(r) u(∞) +
[
min
u(∞)zu(0) g(z)
]1/(p−1) C0
r(q−p)/(p−1)
for r large. (5.8)
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u(r) u(R) + C[maxg]1/(p−1)
R∫
r
t−(q−1)/(p−1) dt
= u(R) + C′[maxg]1/(p−1)(r−(q−p)/(p−1) − R−(q−p)/(p−1)).
Then it suffices to let R → ∞. 
As a direct application of the inequality (5.6) we have the following result.
Corollary 5.6. Assume that (5.7) is failed, that is,
∞∫
0
[
rλ˜(r)
]1/(p−1)
dr = ∞, (5.9)
and assume g(z) := infwz g(w) > 0 for z > 0. If
∫ 1
0 [g(z)]−1/(p−1)dz = ∞, then any radial,
positive (super-)solution must tend to zero at infinity. If ∫ 10 [g(z)]−1/(p−1) dz < ∞, Eq. (1.1) has
no radial, positive (super-)solutions.
Now we further note that upper bounds on decaying of solution u(|x|) are led from (5.6) if∫ 1
0 [g(z)]−1/(p−1)dz = ∞ is assumed. For instance, let n > p > 1, λ˜(r) C/rq and g(z) = zσ .
By Lemma 5.4 and routine calculation we obtain the following decaying estimates in the case
σ > p − 1:
Proposition 5.7. Let n > p > 1, σ > p − 1, λ˜(r)  C/rq with q  p, and u(|x|) be a positive
solution of the equation
∆pu + λ
(|x|)uσ = 0 in Rn. (5.10)
Then for r large
C1
r(n−p)/(p−1)
 u(r) C2
r(p−q)/(σ−p+1)
if q < p;
C1
r(n−p)/(p−1)
 u(r) C2
(log r)(p−1)/(σ−p+1)
if q = p. (5.11)
Nonexistence is obtained for Eq. (5.10) in the case σ  p − 1, q  p.
Theorem 5.8. Let n > p > 1 and λ˜(r)  C/rq for r large. Then Eq. (5.10) has no positive,
radial solutions, if one of the following conditions is satisfied:
(a) σ < p − 1, q  p;
(b) σ = p − 1, q < p; or
(c) σ > p − 1, q < n − σ(n − p)/(p − 1).
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1∫
0
[
g(z)
]1/(p−1)
dz < ∞,
which implies nonexistence for positive, radial solutions by Corollary 5.6.
In the case σ  0 we calculate directly from the equation [rn−1φp(u′)]′ = −rn−1λ(r)uσ .
Suppose u(|x|) is a positive solution. Then for r large,
rn−1φp
(
u′(r)
)= −
r∫
0
λ(t)
(
u(t)
)σ
tn−1 dt −uσ (0)λ˜(r)rn −Crn−q,
and thus −u′(r)  C′r−(q−1)/(p−1). If q  p, we immediately have u(r) < 0 for r sufficiently
large. This is a contradiction.
Let σ = p − 1, q < p. By Lemma 5.4 we see that any positive solution u(|x|), if exists, must
satisfy the decay estimate
u(r) C exp
[−C3r(p−q)/(p−1)] for all r large,
which contradicts Lemma 5.2.
Finally, we note that q < n− σ(n− p)/(p − 1), together with σ > p − 1, implies q < p and
(n − p)/(p − 1) < (p − q)/(σ − p + 1), which contradicts (5.11), if a positive solution u(|x|)
exists. 
Remark 5.1. Applying Corollary 2.6 to (5.10), we see that if q > p, then Eq. (5.10) with
any σ ∈ R has infinitely many positive solutions. In order to illustrate other unclear situa-
tions for (5.10), let us consider the function ua(|x|) = a(1 + |x|p′)−β with p′ = p/(p − 1),
0 < β < (n − p)/p, and a > 0. u = ua(|x|) satisfies Eq. (5.10) with
λ(r) = (p
′β)p−1ap−1−σ
(1 + rp′)β(p−1−σ)+(p−1)
(
n − (β + 1)pr
p′
1 + rp′
)
∼ C
rq
(as r → ∞),
where q = p + pβ[1 − σ/(p − 1)]. In particular, this example shows that
(1) in the case σ = p − 1, q = p, we have positive solution ua(r) ∼ ar−α where α ∈
(0, (n − p)/(p − 1)) may be arbitrary;
(2) if σ > p − 1, n − σ(n − p)/(p − 1) < q < p, we have positive solution ua(r) ∼
ar−(p−q)/(σ−p+1).
This indicates that Theorem 5.8 is almost sharp. Only two critical situations are unclear: σ >
p − 1, p = q and σ > p − 1, q = n − σ(n − p)/(p − 1). We conjecture that in the case that
σ > p − 1 and λ˜(r) C/rq for r large, Eq. (5.10) does have positive solutions if p = q , but no
any positive solutions if q = n − σ(n − p)/(p − 1).
6. Behaviors of solutions at infinity: λ(|x|) 0
Now we study the case that λ(|x|) 0 and denote µ(|x|) = −λ(|x|), and
µ˜(r) := 1|Br |
∫
µ
(|x|)dx = 1
rn
r∫
tn−1µ(t) dt.Br 0
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∆pv = µ
(|x|)g(v) in Rn. (6.1)
Lemma 6.1. If p  n, then no bounded, radial (sub-)solution exists for Eq. (6.1), except (if pos-
sible) constant solutions.
Proof. Suppose that v = v(|x|) > 0 is a (sub-)solution of (6.1). Then
[
φp(v
′)
]′ + n − 1
r
φp(v
′) − µ(r)g(v) = () 0 in (0,∞),
v′(0) = () 0.
From these we have that [rn−1φp(v′)]′  0, and thus v′(r) v′(0) 0. Furthermore, there exists
r0 > 0 such that rn−10 φp(v′(r0)) = C0 > 0. Hence rn−1φp(v′(r)) C0, v′(r) Cr−(n−1)/(p−1)
for r  r0. Therefore,
v(r) v(r0) + C
r∫
r0
t−(n−1)/(p−1) dt 
{
C′r(p−n)/(p−1) if p > n,
C′ log r if p = n,
providing r is large enough. 
In the following we derive general growth estimates for the solutions at |x| = ∞. It is valid
for both p  n and p < n.
Lemma 6.2. Let v(|x|) be a positive solution of (6.1). Assume g(z) > 0 for z z0 := v(0). Define
g(z) := inf
z0wz
g(w), g(z) := sup
z0wz
g(w).
Then for R > r  0 we have
v(R)∫
v(r)
[
g(z)
]−1/(p−1)
dz
R∫
r
[
tµ˜(t)
]1/(p−1)
dt, (6.2)
v(R)∫
v(r)
[
g(z)
]−1/(p−1)
dz
R∫
r
[
tµ˜(t)
]1/(p−1)
dt. (6.3)
Proof. We note that g(z) is nonincreasing, while g(z) is nondecreasing. They satisfy g(z) 
g(z) g(z). Moreover, v(r) is nondecreasing.
By the equation we have that
rn−1φp
(
v′(r)
)=
r∫
0
µ(t)g
(
v(t)
)
tn−1 dt  g
(
v(r)
)
µ˜(r)rn,
and v′(r)/[g(v)]1/(p−1)  [rµ˜(r)]1/(p−1). Integrating it over (r,R) yields (6.2).
On the other hand,
rn−1φp
(
v′(r)
)
 g
(
v(r)
)
µ˜(r)rn,
which results in v′/[g(v)]1/(p−1)  [rµ˜(r)]1/(p−1), and then (6.3). 
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∫∞
0 [tµ˜(t)]1/(p−1)dt < ∞, (6.3) implies v(∞) < ∞, and then Lemma 6.2
can be used to estimate the converging rate of v(r) at infinity. However, we are more interested
in the opposite situation. In fact, according to (6.2), limr→∞ v(r) = ∞, if
∞∫
0
[
rµ˜(r)
]1/(p−1)
dr = ∞. (6.4)
By noting that p  n implies (6.4) (µ 
≡ 0), we arrive at Lemma 6.1 again.
Specifically, let g(z) = zσ . That is, we consider equation
∆pv = µ
(|x|)vσ in Rn. (6.5)
Then for z z0 = 1 (without loss of generality) we have
g(z) =
{
zσ if σ < 0,
1 if σ  0;
v∫
1
[
g(z)
]−1/(p−1)
dz =
{
p−1
p−1−σ (v
(p−1−σ)/(p−1) − 1) if σ < 0,
v − 1 if σ  0;
g(z) =
{
1 if σ  0,
zσ if σ > 0;
v∫
1
[
g(z)
]−1/(p−1)
dz =


v − 1 if σ  0,
p−1
p−1−σ (v
(p−1−σ)/(p−1) − 1) if 0 < σ < p − 1,
logv if σ = p − 1.
Further assume µ˜(r) C/rq for r  1, where q  p and C > 0. Thus
r∫
0
[
tµ˜(t)
]1/(p−1)
dt Cr(p−q)/(p−1),
if q < p, and
∫ r
0 [tµ˜(t)]1/(p−1) dt  C log r if q = p. For the case that µ˜(r)  C/rq for r  1
with q  p and C > 0, we have
r∫
0
[
tµ˜(t)
]1/(p−1)
dt Cr(p−q)/(p−1),
if q < p, and
∫ r
0 [tµ˜(t)]1/(p−1) dt C log r if q = p.
Now in terms of (6.2) and (6.3), we obtain the following conclusions.
Proposition 6.3. Let v = v(|x|) be a positive solution of (6.5), µ˜(r) C/rq with q  p.
(1) If σ  0, then there exists C1 > 0 such that
v(r) C1r(p−q)/(p−1−σ) for all r  1 if q < p, (6.6)
v(r) C1(log r)(p−1)/(p−1−σ) for all r  1 if q = p; (6.7)
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v(r)C1r(p−q)/(p−1) for all r  1 if q < p, (6.8)
v(r)C1 log r for all r  1 if q = p. (6.9)
Proposition 6.4. Let v = v(|x|) be as above, and µ˜(r) C/rq with q  p.
(1) If σ  0, then there exists C1 > 0 such that
v(r)C1r(p−q)/(p−1) for all r  1 if q < p, (6.10)
v(r)C1 log r for all r  1 if q = p; (6.11)
(2) If 0 < σ < p − 1, then there exists C1 > 0 such that
v(r)C1r(p−q)/(p−1−σ) for all r  1 if q < p, (6.12)
v(r)C1(log r)(p−1)/(p−1−σ) for all r  1 if q = p. (6.13)
(3) If σ = p − 1, then there exists C1 > 0 such that
v(r) exp
(
C1r
(p−q)/(p−1)) for all r  1 if q < p, (6.14)
v(r) rC1 for all r  1 if q = p. (6.15)
Remark 6.1. Let a,β > 0, p′ = p/(p − 1). Then the function va(|x|) = a(1 + |x|p′)β is a
solution of (6.5) in which
µ(r) = (p′β)p−1ap−1−σ (1 + rp′)(β−1)(p−1)−σβ(n + (β − 1)prp′
1 + rp′
)
∼ C
rq
with q = p[1 + β(σ − p + 1)/(p − 1)]. Note µ(r) > 0 iff β > 0. From this we conclude that
(a) if σ < p − 1 (including the case σ  0), then q < p, va(r) ∼ ar(p−q)/(p−1−σ);
(b) if σ = p − 1, then q = p, va(r) ∼ arα where α  0 is arbitrary;
(c) if σ > p − 1, then q > p, va(r) ∼ ar(q−p)/(σ−p+1).
This example indicates that the estimates (6.6) and (6.12) are sharp, but (6.8) and (6.10) not.
We believe that it is not hard to improve the estimates (6.8)–(6.9) to be comparable with (6.6)–
(6.7), and (6.10)–(6.11) with (6.12)–(6.13). We leave it to interested readers.
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