In the original paper, Goldman et al. (2000) launched the study of the inverse problems in combinatorial chemistry, which is closely related to the design of combinatorial libraries for drug discovery. Following their ideas, we investigate four other topological indices, i.e., the s-index, the c-index, the Z-index, and the M 1 -index, with a special emphasis on the s-index. Like the Wiener index, these four indices are very popular in combinatorial chemistry and re ect many chemical and physical properties. We give algorithmic and analytical solutions for the inverse problems of the four indices. We also show that the SUBTREEVALUE reconstruction problem for the s-index is NP-hard.
INTRODUCTION
A topological index is a map from the set of chemical compounds represented by graphs to the set of real numbers. Experimental results show that many topological indices are closely correlated with some physicochemical characteristics. The inverse problem is de ned as follows: given an index value, one wants to design chemical compounds (given as graphs or trees) having that index value. The inverse problem has applications in the design of combinatorial libraries for drug discovery.
In the original paper, Goldman et al. (2000) launched the study of the inverse problems in combinatorial chemistry, which is closely related to drug design and molecular recognitions (see Goldman et al., 2000; Sheridan and Kearsley, 1995; and Venkatasubramanian et al., 1995) . They investigated the famous topological index, the Wiener index. Following their ideas, in this paper we investigate four other topological indices, the ¾ -index, the c-index, the Z-index, and the M 1 -index, with a special emphasis on the ¾ -index. These four indices are very popular in molecular graph theory in chemistry. For details, see Merri eld and Simmons (1989) , Trinajstic (1992) , Rouvray (1973) and Sablić et al. (1992) . We give algorithmic and analytical solutions for the inverse problems of the four indices. We also show that the SUBTREEVALUE reconstruction problem for the ¾ -index is NP-hard. Throughout this paper, we deal with simple graphs, and all lemmas and theorems are about connected graphs unless mentioned otherwise. For notations and terminology on graph theory, we refer to Harary (1969) .
The rest of the paper is organized as follows: In Section 2, we investigate the ¾ -index, which composes the main body of this paper. Sections 3, 4, and 5 we consider the c-index, the Z-index, and the M 1 -index, respectively.
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Now we prove that P n is the unique tree with the minimum value of the ¾ -index by induction on n. Suppose that the path P n¡1 with n ¡ 1 vertices has the minimum value of the ¾ -index among all trees with n ¡ 1 vertices. Let T be any tree with n vertices. Pick a leaf u in T , and let v be its only neighbor. Then
According to the induction hypothesis, ¾ .T / reaches the minimum if and only if ¾ .T ¡u/, and ¾ .T ¡u¡v/ reaches the minimum if and only if T ¡ u and T ¡ u ¡ v are paths. Hence, T is a path. The minimum and the uniqueness conditions are proved simultaneously.
Computing the ¾ -index of a given tree T Now, we design an algorithm to compute the ¾ -index for a given tree T . For computational purposes, we x any vertex r of T as its root. Let T be a rooted tree, and V .T / be the set of all vertices in T . (
Based on Theorem 2.5, we design an algorithm to compute the ¾ -index ¾ .T / for a given tree T . For each leaf v of the rooted tree T , set ¾ v D 2 and ¾ v D 1. (The empty set is also counted.) For each vertex v 2 V .T /, we can use (1) and (2) to obtain the value ¾ v in a bottom-up fashion. Then ¾ .T / is obtained from ¾ r , where r is the root of T . Figure 1 gives some examples. The number on each vertex is ¾ v . The complete algorithm is given in Figure 2 . hand, as n increases, the number of trees with n vertices grows much faster than the maximum value of the ¾ -index for trees with n vertices. Thus, we have the following interesting problem.
Problem 2.7. Is it true that for any large number N , there always exists a natural number ¾¸N for which there is no tree
T such that ¾ .T / D ¾ ?
Constructing a tree with a given ¾ -index
The inverse problem for trees is as follows: given a natural number ¾ , one wants to know if there is a tree T such that ¾ .T / D ¾ . If yes, construct the tree. Now, we give a dynamic programming algorithm to solve the problem.
From Algorithm 1, we know that for any v 2 V .T /, we have three numbers n 1 , (the number of vertices in T v ), ¾ v , and ¾ v . We denote them by an ordered triple .n 1 ; ¾ v ; ¾ v /. In particular, for the tree T rooted at r we have a triple .n; ¾ r ; ¾ r /. In this way, we get a 3-D matrix M such that the entry .n; ¾ r ; ¾ r / D 1, if there is a tree T rooted at r with n vertices and the other two parameters ¾ r and ¾ r ; and 0, otherwise. The following theorem gives the recurrence equations for the dynamic programming algorithm. Theorem 2.8. Let T 1 and T 2 be two rooted trees rooted at u and v, respectively. T 1 and T 2 have the given triples .n 1 ; ¾ u ; ¾ u / and .n 2 ; ¾ v ; ¾ v /, respectively. If T is constructed from T 1 and T 2 by connecting u and v with a new edge, then for T we have
Note that any tree can be obtained from two small trees by connecting a vertex in one tree to a vertex in the other with an edge. By Theorem 2.8, we can get an algorithm for the inverse problem. The idea is to use the formulas in Theorem 2.8 to ll in a 3-D matrix M; each cell in M is .n; ¾ u ; ¾ u /, bottomup. A standard backtracking method will give the corresponding tree. The running time is O.n¾ 2 / since computing each cell requires O.1/ time. Note that the running time is pseudo-polynomial since it depends on the input value of the ¾ -index.
To set up a library in practice, all possible trees need to be recorded for a given ¾ -index value. This can be done by modifying the backtracking process. In the backtracking process, instead of nding one path from the last cell back to a cell in the rst column/row in the matrix, we can nd all possible paths leading to solutions. However, the total number of paths leading to solutions might be exponential. Another choice is to keep a graph that contains all possible paths leading to solutions and randomly choose some paths to generate trees. Jiang and Wang (2002) gave an example for multiple sequence alignment. The same idea can be used here.
The SUBTREEVALUE reconstruction problem
Now, we consider a new problem. Let v 1 , v 2 , : : : , v k be the children of v in a tree. Recall that N ¾ v D ¾ v 1 ¾ v 2 : : : ¾ v k is the number of independent sets containing vertex v for the subtree rooted at v. Given a set of n numbers f¾ 1 ; ¾ 2 ; : : : ¾ n g, we want to nd a tree T of n vertices v 1 , v 2 , : : : , v n such that N ¾ v i D ¾ i for i D 1; 2; : : : ; n. The problem is called SUBTREEVALUE reconstruction.
Theorem 2.9. The SUBTREEVALUE reconstruction problem is NP-complete.
Proof. The reduction is from the 3-PARTITION problem, which is NP-complete (Garey and Johnson, 1979) . In this problem, we are given a bound B and 3m elements, s 1 ; s 2 ; : : : ; s 3m , such that for each i 2 f1; 2; : : : ; 3mg, B 4 < s i < B 2 . The problem asks whether there exists a partition of the set fs 1 ; s 2 ; : : : ; s 3m g into 3-element disjoint sets such that the sum of the 3 elements in each set is B.
We map the instance of 3-PARTITION to the following instance of SUBTREEVALUE reconstruction:
the number 1 appears 3m P iD1 s i C 3m D mB C 3m times, the number 2 B appears m times, and the number 5 3m iD1 .1 C 2 s i / appears once. If we are given a partition P D fP 1 ; P 2 ; : : : P m g, where P i D fs i;1 ; s i;2 ; s i;3 g and P 3 j D1 s i;j D B, of a "Yes" instance of 3-PARTITION, we can build a tree in the following way: the root r has m children v 1 , v 2 , : : : , v m , each v i has three children v i;1 , v i;2 , and v i;3 corresponding to a set of 3-element P i in the partition, and each v i;j has s i;j children at the bottom. We can see that this tree satis es the given values of the SUBTREEVALUE reconstruction problem.
Conversely, suppose that we are given a tree T with the given values of the SUBTREEVALUE reconstruction problem. The m 2 m 's and the fact that there is no other given number between 1 and 2 m ensure that there are m subtrees T 1 , T 2 , : : : , T m in T such that each T i has three levels of vertices and T i contains m leaves at the bottom. The fact that there is no given number between 2 m and 5 3m iD1 .1 C 2 s i / implies that T is a tree formed by connecting T 1 , T 2 , : : : , T m with a root r. The number 5 3m iD1 .1 C 2 s i / implies that eliminating the roots of T i 's in the tree, we have 3m subtrees T s i 's; each T s i is a star containing s i leaves. Since B 4 < s i < B 2 , we know that each T i contains three T s i 's, say, T s i1 , T s i2 , and T s i3 , such that s i1 C s i2 C s i3 D m. Therefore, we can get a desired partition for the instance of 3-PARTITION.
THE c-INDEX
For a graph G, the c-index c.G/ is de ned as the number of cliques of all sizes. The c-index is the complement of the ¾ -index. It is easy to see that c.G/ D ¾ . N G/ for any graph G. Clearly, c.8/ D 1, and c.K 1;n¡1 / D 2n, c.P n / D 2n. Also, c.C 3 / D 8 and c.C n / D 2n C 1 for n¸4, where C n stands for a polygon of n vertices. 
Proof.
It is easy to see that the graphs 8; P 1 ; P 2 , and P 3 have c-index values 1; 2; 4, and 6, respectively. For c D 2k .k¸4/, any tree with k vertices has a c-index value 2k D c. (Those 2k cliques are k singletons, one for each vertex, k¡1 sets containing two elements, one for each edge, and the empty set.) For c D 2kC1 .k¸4/, we have c.C k / D 2k C 1 D c. Now we show that there is no graph with c-index 3; 5, or 7. In fact, it is easy to see that c.G/ increases when either jV .G/j or jE.G/j increases. Also, c.C 3 / D 8 and c.P 4 / D 8. Removing an edge from C 3 , we get the nearest c-index smaller than 8, which is 6. Also, removing a vertex from P 4 , we get the nearest c-index smaller than 8, which is again 6. So, there is no graph G with c.G/ D 7. Since c.P 3 / D 6, the possible graphs with c-index 3 or 5 are the graphs 8, P 1 , and P 2 . However, as we pointed out at the beginning of the proof, it is not the case. Thus, the proof is completed.
Theorem 3.2. Among all the graphs with n vertices, only trees have the minimum value of the c-index;
whereas the complete graph K n is the unique one with the maximum value of the c-index.
LI ET AL.
Proof. Note that c.G/ increases when jV .G/j or jE.G/j increases. Then, the theorem follows from the fact that trees have the minimum number of edges among all connected graphs with n vertices; whereas the complete graph has the maximum number of edges among all connected graphs with n vertices. The details are omitted.
THE Z-INDEX
The Z-index of a graph G is de ned to be the number of sets of independent edges of all sizes. Clearly, Z.8/ D 1, Z.P 1 / D 1, Z.P n / D F n , where F n is the Fibonacci number such that F n D F n¡1 C F n¡2 for n¸2 with initials F 0 D F 1 D 1, and Z.K 1;n¡1 / D n. The Z-index is also called the matching index.
The following result is similar to Lemma 2.1 for the ¾ -index.
Lemma 4.1. Let e D uv be any edge of
Theorem 4.2. For any natural number n, there exists a tree T such that Z.T / D n.
It is easy to verify the following:
Theorem 4.3. Among all graphs with n vertices, K 1;n¡1 is the unique one with the minimum value of the Z-index; whereas K n is the unique one with the maximum value of the Z-index.
Theorem 4.4. Among all trees with n vertices, K 1;n¡1 is the unique one with the minimum value of the Z-index; whereas P n is the unique one with the maximum value of the Z-index.
Proof. The rst part comes from the rst part of Theorem 4.3. Now, we prove the second part. Take any tree T with n vertices. Find a vertex u of T such that all the neighbors but one are leaves of T . Then by Lemma 4.1 we have
where v 1 ; : : : ; v d u ¡1 are all the leaves of T that are adjacent to u.
are trees with n ¡ d u C 1 and n ¡ d u vertices, respectively. By induction on n, we have
Note that
So, we obtain that
That is, Z.T / · Z.P n /, where equality holds if and only if d u D 2. This implies that P n is the unique tree with the minimum value of the Z-index.
THE M 1 -INDEX
Let d 1 ; d 2 ; : : : ; d n be the degrees of the n vertices in a graph G. In the early work of the Zagreb group on the topological basis of ¼ -electron energy (Trinajstic, 1992) , two terms appeared in the approximate formula for the total ¼ -energy of a conjugated system which may be used separately as topological indices
and
Here we only investigate the M 1 -index. For k¸3, we rst take the star K 1;3 (a claw) with M 1 .K 1;3 / D 3 2 C 1 C 1 C 1 D 12 D 4 £ 3. Then we grow K 1;3 by connecting a new vertex with a leaf step by step as in Fig. 3 . Connecting a new vertex to a leaf increases the M 1 -index value by 2 2 . Thus, the graph shown in Fig. 3 has M 1 -index value 3 2 C 1 C 1 C 1 C 2 2 C 2 2 C : : : C 2 2 D 12 C 2 2 C 2 2 C : : : C 2 2 :
Therefore, for any k¸3, there is a tree as shown in Fig. 3 with M 1 -index value 4k. In fact, taking any two trees T 1 and T 2 such that M 1 .T 1 / D 4k 0 C 2 and M 1 .T 2 / D 4k 0 and growing them by connecting a new vertex to a leaf of them, step by step we can obtain many trees with M 1 -index value 4k C 2 or 4k.
