Differential Evolution (DE), an exceptionally simple and robust evolutionary algorithm with Lagrangian like method, was used for solving optimal control and parameter selection problems of fed-batch fermentation involving general constraints on state variables. These infinite dimensional optimization problems were approximated into the finite dimensional optimization problems by control vector parameterization. Integration of the dynamic penalty functions was used to ensure the feasible solution of these dynamic optimization problems. State and end-point constraints were included in the formulation to reflect the operating objectives. The optimization strategy was able to accommodate these constraints in a relatively simple manner. The concept of non-uniform discretization in control vector parameterization was evaluated and shown to give superior results. Simple representative problems as well as a complex, multiple feed problem of simultaneous saccharification and fermentation (SSF) has been considered here to demonstrate the validity of the proposed methodology. The proposed methodology yielded an increase in productivity of approximately 20% in the case studies considered here.
Introduction
With a shift in focus towards the production of high value, low volume products, a number of chemical and biochemical processes operate in fed-batch mode. In exothermic batch reactors, some reactants are typically added in a fed-or semi-batch fashion to ensure proper temperature control. A large number of chemical processes, for example, fermentation processes, operate in fed-batch mode to avoid phenomena such as substrate or product inhibition and to achieve high productivities. The optimization of such processes requires solution of optimal control problems, that results in nutrient or promoter addition policies over the batch so that the desired objectives are met. The design of such control strategies which maximize or minimize a given performance index has been the focus of research work under the heading of optimal control. An excellent review of optimal control problems in batch distillation is provided in Diwekar [5] .
Determination of optimal control policies in such semi-/fed-batch reactors typically involves the solution of non-linear optimization problems. Of critical importance is the form in which the control variable (typically nutrient or promoter addition) appears in the dynamic balance equations. In typical applications such as fed-batch fermentation, the control variable appears linearly in the dynamic balance and results in a relatively difficult problem formulation, termed as singular control problem [9] . Such problems are difficult to solve when the dynamic balance equations that describe the system increase in number, and the formulation becomes even more complex when one or more state constraints bound the problem. There are a number of alternate methods that convert this problem to result into a non-singular problem which could be easily solved [8] . In these methods, the transformation of the problem or the choice of new control variables is a critical step to achieve non-singular problem formulations.
Typically a fed-batch process could have more than one control variable that needs to be optimized. This leads to a fairly complex optimization problem when these control variables appear linearly in the dynamic balance equations. The transformation from singular to non-singular formulation as proposed by Modak and Lim [8] is also not straightforward for such fed-batch systems involving more than one control variables and physical constraints on state variables. This is because such simplifying transformations may not exist for the latter. The choice of alternate control variables may also be restricted due to the nature of the problem.
Of recent interest is the class of stochastic optimization methods that are becoming increasingly popular to solve such complex optimization problems involving discontinuities and other complex relationships. Differential Evolution (DE) as developed by Storn and Price [14] is a superior population based stochastic optimization method. The Differential Evolution algorithm operates on a population of potential solutions by applying the principle of survival of the fittest to produce an optimal solution. DE, a very simple computational algorithm, with only a few parameters required to be set by a user has proven to be a promising candidate to minimize real valued, multimodal objective functions [10] . In DE, the fitness of an offspring competes one-to-one with that of the corresponding parent. This one-to-one competition, which is different from other evolutionary algorithms, gives rise to a fast convergence rate. Although this faster convergence leads to a higher probability of obtaining a local optimum, this drawback could be overcome by using a larger population size [10] . The Differential Evolution algorithm, which is a parallel direct search method, has been used in the recent past, to solve many practical optimization problems involving general constraints. Lee et al. [6] have demonstrated the results obtained by dynamic optimization of a continuous polymer reactor using a modified Differential Evolution. Babu and Sastry [2] have used DE for the estimation of effective heat transfer parameters in tricklebed reactors using radial temperature profile measurements fermentation process. The main advantage of using DE with augmented Lagrangian including penalty methods for fed-batch fermentation is that substrate feed rates can be used as control variables though there are several state inequality/equality constraints along with the bounds on the substrate feed rates. An optimal feed policy problem of a fed-batch fermentation process has been solved using a hybrid version of DE by Chiou and Wang [4] . Wang et al. [17] have successfully applied hybrid Differential Evolution to estimate the kinetic model parameters of batch fermentation process.
In this work, we analyze the computational aspects of Differential Evolution towards solving more complex dynamic optimization problems. Firstly, we extend the basic formulation of Chiou and Wang [4] for systems involving multiple feeds (and hence multiple control variables). Secondly, the key concept proposed by Chiou and Wang [4] during problem formulation, is the control vector parameterization over the batch duration. In control vector parameterization, the overall time behaviour of the control variable is partitioned over several smaller intervals of time duration, and the values that the control variable would take over each of these time intervals, are calculated via optimization. Chiou and Wang [4] have proposed that the time durations over which the control variable is parameterized, should be of equal length and have therefore called their approach as uniform parameterization. Here, we explore the possibility of non-uniform parameterization, i.e. we assume that the time duration of each of the smaller intervals need not be equal. We demonstrate that the superiority of the resulting formulation over the uniform parameterization case. We also additionally extend their formulation to accommodate both, path and end-point constraints on the state variables so as to more realistically define the problem in fed-batch reactors. It is demonstrated that Differential Evolution algorithm is able to successfully accommodate these constraints and yield superior results for the constrained dynamic optimization problem. As a case study, we consider the optimal control of simultaneous saccharification and fermentation (SSF) process that involves the addition of starch and glucose towards optimizing lactic acid product and demonstrate the utility of the algorithm towards obtaining higher productivities and improved operation.
This paper is organized as follows. In Section 2, we formulate the general optimal control problem for applications involving multiple feeds, path and end-point constraints and control vector parameterization. Section 3 discusses the application of the non-uniform control vector parameterization and multiple feeds to the problem considered by Chiou and Wang [4] and demonstrates the superiority of the proposed method. In Section 4, we consider the application of the proposed methodology to the optimization of the SSF process. Section 5 provides a summary of the key results derived from this work.
Problem formulation
Consider that the dynamic balance equations describing the evolution of each of the states (concentration of species, temperature, pressure, etc.) can be written for the fed-batch application aṡ
In the above equation, x is the vector of system states, ū is the vector of control variables that needs to be optimized and θ is the vector of system parameters. The initial conditions of the dynamic system are specified as
These initial conditions are either known/set a priori or could themselves be considered as decision parameters in the optimization problem.
A general criterion for the optimization of the fed-batch process is typically expressed in terms of indices defining the end concentration of a product and/or the dynamic state values themselves and can be suitably expressed as [11] 
A number of constraints bind the solution space of the above problem. These typically reflect the practical objectives (i.e. those on state variables) and operating constraints (those on the control variables), and can be written as
In the above equations, the state constraints are essentially path constraints, i.e. their values during the progress of the batch are constrained to lie within the upper and lower limits. Typically examples are the nutrient levels in fermenter should not exceed an inhibitory value. Similarly, practical constraints on the flow rates achievable through nutrient additions pumps may get translated into control vector constraints. An additional constraint typically implemented for the downstream processing and separation viewpoint is that the end concentration of a particular reactant needs to be small and below given threshold value. The constraint on the final volume of the semi-batch reactor also falls into this category.
Additionally, some equality or inequality constraints on state variables should be considered to obtain realistic solutions. These constraints are typically the constraints due to the stoichiometry of the process. An excellent summary of methods based on maximum principle and gradient based methods for both singular and non-singular problems has been presented in Ray [11] . However, as mentioned earlier, the solution procedure becomes typically quite complex when the size of the control vector ū increases. Also, for singular problems simplifying transformations to convert the problem into a non-singular form are not easy to obtain.
A particularly attractive technique variously proposed [3, 11] is the parameterization of the control vector ū into a number of intervals so to result in an expression as
where i = 1, . . . , number of intervals; k = 1, . . . , number of control variables. In the above equation, φ ij (t) are known trial functions that need to be chosen, u ik (t) is the value of the kth control variable in ith interval of the horizon and a ijk are the coefficients that need to be determined from optimization. A number of trial functions based on the use of different basis functions have been used in earlier works [3] ; however, the choice of trial functions φ ij (t) affects the evaluation of the exact optimization and needs to be carefully chosen. In this work, we assume that each control variable in the control vector ū (t) is approximated by a piecewise constant value in a particular interval i. A study assessing the choice of various other trial factors is presently in progress. Furthermore, while the number of such intervals has been assumed to be fixed as in Chiou and Wang [4] , the time duration of each interval is allowed to vary in this work, to result in a non-uniform parameterization of the control vector. The decision parameters, z = [z 1 , . . . , z n ] for the above optimization problem can be written to be equal ((k+1)Nu+ P s ), where Nu indicates the number of intervals of the horizon and P s is the number of system parameters needed to be optimized. Here, we propose to solve the optimization problem defined in Eqs. (1)- (7) in the space of the above decision parameters. In particular, we propose to use the Differential Evolution algorithm with Lagrange like method including penalty functions. In this algorithm, DE utilizes N p vectors of decision parameters z in the optimization problem, i.e. z G i , i = 1, 2, . . . , N p as a population for each generation G. The initial population is randomly selected and attempts to cover the entire solution space uniformly [13] .
where z min and z max are the lower and upper bounds of the decision parameters, respectively, and ρ i denotes the uniformly distributed random numbers. There are three main operations in DE, viz. mutation, crossover and evaluation. The mutation operation at the (G − 1)th generation begins by randomly selecting two or four population individuals which are then combined to form a difference vector. The weighted difference vector is added to third randomly selected individual or best performing individual to have perturbed individualẑ G i [13] .
where F ∈ (0, 1.2] is a scaling factor. The randomly chosen integers p, j and k are chosen to be different from running index i. The resulting perturbed individual and target individual in current generation are selected by a binomial distribution to perform crossover operation to generate an offspring [15] .
where j = 1, . . . , n; i = 1, . . . , N p and the crossover factor C R ∈ [0, 1] is to be set by user. In DE, the evaluation function of an offspring competes one to one [15] with that of its parent (target individual in current generation), i.e. the parent is replaced by its offspring in the next generation only if the objective function value of the offspring is lower than that of its parent.
The best individual will be
As the DE algorithm is for unconstrained minimization problems, methods based on dynamic penalty functions [7] are used to convert the constrained problem in unconstrained problem. In these methods, penalty terms associated with constraints are added to the objective function, i.e. penalty terms reflect the violation of the constraints and assign higher costs of the penalty function to the individuals that are far from the feasible region.
where C, α and β are constants and m represents total number of constraints. A reasonable choice for these parameters is
represents a set of functions used to construct the penalty, where the function J k measures the violation of the kth constraint. This method requires much small number of parameters (independent of the number of constraints). Also, the pressure on infeasible solutions increases due to the (C+ G) α component of the penalty term. Hence any candidate individual that violates the constraints would inherit a worse fitness value and will find it difficult to survive in the next generations.
Case study I: optimization studies of ethanol production
In this section, we consider ethanol producing fermentation of Chiou and Wang [4] wherein the feedrate of glucose was optimized to maximize ethanol production. We illustrate the utility of the non-uniform control vector parameterization and the multiple feed formulation for the same problem. The dynamic mass balance equations and problem formulation has been taken from Chiou and Wang [4] and Wang and Shyu [16] . 
Non-uniform control vector parameterization
The optimization problem for fed-batch fermentation of ethanol production by Zymomous mobilis was solved with uniform control vector parameterization (fixed time interval) in the work of Chiou and Wang [4] . In this work, the concept of variable time interval length discussed in Section 2 was applied to the same optimization problem. A variable length for each time interval
is considered as a decision variable in the optimization problem. Here, τ i , i = 1, . . . , Nu are referred to as time interval size parameters. The sum of all time interval size parameters should be within the range of fermentation time. Hence, the constraints the final concentration of glucose is also constrained to be less than 1 g/l to ensure complete consumption of glucose added.
The maximum ethanol product of 85.27 kg (equivalent to the maximum production rate of 4.794 kg/h) is obtained after 20,000 iterations. The optimal parameters for the concentration of glucose in feed, initial glucose concentration and initial volume obtained by this approach are G F = 249.6 g/l, G 0 = 79.3 g/l, V 0 = 399.8 l. The sum of all time intervals is found to be 17.78 h. The residual glucose at the final time is 0.12 g/l. The optimal feed concentration of glucose, optimal initial concentration of glucose and the optimal initial working volume are very close to the upper bound of the solution space. The optimal feed flow rates and optimal concentration profiles for biomass, glucose and ethanol are shown in Figs. 1 and 2 . It is interesting to note that an improvement is obtained in the end ethanol concentration and in production rate due to non-uniform control vector parameterization. A comparison of results obtained using non-uniform control vector parameterization with those reported in Chiou and Wang [4] is shown in Table 1 . It is seen from Table 1 that a higher final concentration of ethanol is obtained with higher production rate resulting in smaller fermentation time when compared with the results of Chiou and Wang [4] . It is also seen from Table 1 , that the end-point constraint on the glucose is met. This ensures that the conversion of glucose is complete and there is no residual glucose in the final broth. In industrial fermentation, this result has an important impact that separation costs would be low in the downstream processing. It is also seen that the maximum feed flow rate of 70 l/h with the formulation proposed here is less than that of 118 l/h (approximately) as reported by Chiou and Wang [4] . This is because the optimizer selects larger time intervals in the middle of fermentation when the substrate concentrations are not inhibitory. Thus, non-uniform control vector parameterization and end-point constraint can be accommodated to give superior results in terms of fermentation productivity.
Extension to multiple feeds
In this section, we consider the extension of the system considered in the earlier sub-section, to evaluate optimized profiles for two feed case. To enable this, we fictitiously divide the overall glucose addition into two streams, the first is a relatively concentrated (in glucose) feed F 1 and the other is a relatively dilute feed F 2 . Then the dynamic mass balance Eq. (4) can be written as
where G F 1 and G F 2 are the concentration of glucose in F 1 and F 2 , respectively. The kinetic model of the specific growth rate µ and product formation q p are taken to be the same as given in Chiou and Wang [4] . To take into account the effect of multiple feeds addition, the constraint on the specific yield of ethanol is modified as,
where
Differential Evolution method with a population size N p = 90 is used to solve this optimization problem with 45 decision variables (20 constant flow rates for feed F 1 and F 2 each, G F 1 , G F 2 , G 0 , V 0 and t f ). All the other parameters are set to be same as mentioned in the earlier subsection. The upper and lower bounds for G F 1 and G F 2 are 350 and 250 g/l, and 200 and 100 g/l, respectively.
The maximum ethanol of 91.24 kg (equivalent to the maximum production rate of 4.719 kg/h) is obtained after 30,000 iterations. The optimal system parameters obtained for this problem are G F 1 = 350 g/l, G F 2 = 100 g/l, G 0 = 76.46 g/l, V 0 = 399.82 l and t f = 19.33 h. The residual glucose at final time is 0.76 g/l. It is important to note that the concentration of substrate in feed F 1 is at its upper bound while that in feed F 2 is at its lower bound of the solution space. This indicates that the system prefers one concentrated and the other dilute source for glucose. The sum of all constraint violations equal to zero indicates that the solution so obtained is completely feasible. The optimal concentration profiles and optimal feed flow rates are shown in Figs. 3 and 4 , respectively. From Fig. 4 , it is clear that in the initial part of the fermentation, the addition of dilute source of glucose is preferred to keep the substrate concentration in fermentation broth below the inhibitory value of 80 g/l. Addition of glucose (concentrated or dilute) has a moderate dilution effect on the ethanol concentration. It is therefore interesting to note that the optimizer predicts addition of concentrated glucose, in the middle of the fermentation time, to minimize the dilution effect. Towards the end of fermentation, the optimizer predicts no addition of glucose source (dilute or concentrated) to keep the concentration of glucose at the end less than the residual limit. As a result, the maximum ethanol product obtained using multiple feeds is 7.8% higher than that obtained with single feed.
Case study II: dynamic optimization of SSF process
In this section, we illustrate the utility of the proposed method for dynamic optimization of simultaneous saccharification and fermentation of starch to lactic acid. The objective of the work is to maximize the final lactic acid concentration, productivity (i.e. amount of lactic acid obtained per unit volume per unit time) and yield with effective use of substrates (starch and glucose) against glucose and lactic acid inhibitions [12] .
Single feed optimization of SSF process
The model equations for saccharification and fermentation processes are combined to form the model equations for simultaneous saccharification and fermentation process [12] . If it is assumed that only a single feed is being added which contains starch with some percentage of glucose (produced during autoclaving of starch), then the dynamic mass balance equations for SSF process [12] are
where S F and G F are the concentration of starch and glucose in feed. The kinetic model of the specific growth rate µ and the rate of saccharification R G in SSF process [1] are expressed as
The values of the total 13 parameters at initial starch concentration of 30 g/l, at a temperature of 45 • C and a pH of 5.6 are listed in Table 2 . In order to obtain realistic solution, the total volume of the fermenter is bounded by The concentration of glucose and starch must be positive at all times.
Additionally, the final concentrations of starch and glucose are constrained to ensure complete consumption, i.e. the following constraints are included to reduce the downstream processing cost of lactic acid.
In order to avoid large variation in control action, the flow rates are constrained as
The objective of the optimization problem is to maximize the lactic acid production rate with effective use of the substrate source.
max
where the decision variables F(t) are bounded as
The penalty function method is used to transform the constrained optimization problem into a unconstrained problem. Hence, the augmented objective function is given as max
where ␣ k are positive penalty parameters and the bracket operator is defined as g k + = max{g k , 0}. The state variable vector x(t) is expressed as x = [X, S, G, P, V ] T . The Differential Evolution with Lagrange like method including dynamic penalty function is used to solve the optimization problem of lactic acid production. To solve this optimization problem the feed rate F(t) is first approximated by 40 time partitions. The setting factors used for run are listed as follows. The population size of 75, crossover factor C R = 0.5 and the mutation scheme DE/best/2 are used for the computational run. The mutation factor is taken as a random number in the interval [0, 1]. The maximum iterations of 10,000 and an initial penalty parameter of 10 6 , are used in Differential Evolution algorithm to obtain minimum solution for the augmented Lagrange function. It is clear from the results of Roy et al. [12] that in order to build up high lactic acid concentration, it is first necessary to start with low substrate concentration and then feed should be added at much higher concentration. In this context, this optimal control problem is solved with a low initial starch concentration of 30 g/l. The feed contains starch at a concentration, S F = 200 g/l with some glucose (G F = 15% of S F ) available due to autoclaving. The concentration of glucose prior to start of SSF process due to autoclaving of initial starch present is found to be 4.1 g/l. The initial biomass concentration is taken as 0.5 g/l and the initial and final working volume are 5 and 100 l, respectively. The residual limits on starch and glucose concentration are taken as 1.0 and 0.1 g/l. The fermentation time is decided to be 80 h while the upper bound for feed addition, F max is 2.0 l/h.
The maximum lactic acid concentration of 409.45 g/l, which is equivalent the production rate of 511.73 g/h is obtained using proposed method. The residual concentration of starch and glucose obtained are 0.97 and 0.001 g/l, respectively. The sum of all constraint violation equal to zero indicates that the solution so obtained is completely feasible. The optimal feed flow rates and optimal concentration profiles for biomass, starch, glucose and lactic acid are shown in Fig. 5 . The final lactic acid concentration and maximum lactic acid production rate obtained by proposed algorithm are greater than those obtained by Roy et al. [12] using Pontryagin's Maximum Principle with fermentation volume as control variable. From Fig. 5 , it is clear that the end-point constraints on starch and glucose are met, i.e. there is no residual substrate in final fermentation broth. In industrial terms, it means the separation costs of lactic acid would be low in the downstream processing.
Non-uniform control vector parameterization
The dynamic optimization problem of simultaneous saccharification and fermentation of starch to lactic acid was solved with uniform control vector parameterization in earlier section. In this section, the concept of different time interval size parameters (i.e. non-uniform control vector parameterization) discussed in Section 3.1 is applied to the same optimization problem of SSF process. The proposed modifications discussed in Section 3.1, are made in the main optimization problem and it is solved twice, firstly taking the fermentation time as decision variable and secondly keeping it fixed as 80 h. While solving the resulting optimization problem with t f = 80 h, the (Nu)th time interval size parameter is determined as
In the above step of optimization, it is possible that the summation of τ j could get larger than t f,max . In such a case, the (Nu)th time interval length τ Nu is set to zero. The successive steps of evolution during the progress of the algorithm will force the summation to be ≤t f,max via constraint (15) and ≥t f,min via constraint (16) . The Differential Evolution algorithm with the proposed method is used to solve this optimization problem with 79 decision variables (40 constant feed flow rates and 39 time interval parameters). The population size, N p = 150 and maximum iterations of 20,000 are used to obtained the minimum solution for augmented problem. All other setting parameters and initial conditions are set to be same as mentioned in earlier section. The comparison of the results obtained using different time interval size parameters (i.e. non-uniform control vector parameterization) with those obtained with equal time intervals (i.e. uniform control vector parameterization) is shown in Table 3 . It is seen from Table 3 that higher final lactic acid concentration is obtained with higher production rate due to reduction in fermentation time. It is also clear from Table 3 that, the end constraints on substrate (glucose and starch) concentrations are met. The characteristics nature of optimal feed flow profiles and optimal concentration profiles obtained by the proposed method for t f = 72.48 h is same as those obtained with uniform control vector parameterization (Fig. 5) . Hence, use of non-uniform control vector parameterization and end-point constraints in Differential Evolution algorithm gives superior results in terms of end product concentration and production rate.
Optimization studies of SSF process with multiple feeds
The hydrolysis of starch as a feed could be rate limiting for higher productivity. It may therefore be useful to explore minimal level of glucose addition at points where the starch hydrolysis is limiting. The other alternate of having high starch concentration is not feasible, as it inhibits the hydrolysis. This fact has provided an interest to follow the approach based on two separate feeds of starch and glucose instead of a single feed. If F s and F g are taken as the feeds which contain pure starch and pure glucose, respectively, then the dynamic mass balance equations for SSF process [12] can be written as 
where G F and S F are concentration of glucose and starch in F g and F s , respectively. The kinetic model of the specific growth rate µ and the rate of saccharification R G are taken to be the same as given in Eqs. (29) and (30). As it has been clearly shown by Roy et al. [12] that, a combination of high concentration of glucose feed and a low concentration of starch feed with low initial concentration of starch, proves better in terms of fed-batch performance, the optimization problem is solved with S F = 50 g/l and G F = 200 g/l. The initial concentration of glucose and starch are taken as 7.5 and 30 g/l, respectively. The initial and final working volume are 9 and 150 l. The residual limits on starch and glucose concentration are set equal to 1.0 and 0.1 g/l, respectively. The fermentation time is kept fixed as 80 h and initial biomass concentration is taken as 0.5 g/l. The upper limits on addition of glucose and starch sources are 1.0 and 2.0 l/h, respectively. This optimization problem with 80 decision parameters (40 piecewise constant flow rates for starch and glucose feed each) and 83 inequality constraints is solved using proposed method with population size, N p = 150. All other setting parameters are set to be same as discussed in earlier mentioned.
The maximum lactic acid concentration of 204.46 g/l which is equivalent to production rate of 383.35 g/h is obtained after 15,000 iterations. The concentration of starch and glucose at the end of SSF process are 0.21 and 0.1 g/l, respectively. The sum of all constraint violation equal to 0.013 means solution is nearly in feasible solution space. The optimal feed flow rates and optimal concentration profiles for biomass, starch, glucose and lactic acid are shown in Figs. 6 and 7, respectively. From the results obtained by proposed method, it is clear that during most of the fermentation time, the system predicts glucose flow rate at the upper bound of solution space which helps to keep the biomass growth rate high in spite of low saccharification rate. As a result the fermentation rate goes up. Also, the dilution effect caused by the addition of high volume, low concentration of starch keeps the glucose inhibition rate minimum over the whole time interval. As a result the starch concentration in the reactor never goes up, but decreases in a gradual manner. It is also clear from the Fig. 7 that, end-point constraints on substrate concentrations are met, i.e. the separation cost of lactic acid would be low in downstream processing.
Computational results with penalty on glucose addition
As glucose is an expensive source, its use increases the raw material cost for lactic acid production. On the other hand, starch is a relatively cheaper carbon source that is abundantly available and inexpensive. This fact has developed an interest to penalize the addition of glucose. The penalty on glucose addition is taken into account by adding the following constraint into the main optimization problem. 
where G addlimit is the limit on the addition of glucose in each time interval if all time intervals are taken together. This is something which is different from the upper bound on the addition of glucose source. Though, G addlimit has to be less than upper bound of glucose feed rate, it allows the system to adjust the addition of glucose source in such a way that total glucose addition is less than Nu × G addlimit . This optimization problem with penalty on the addition of glucose source is solved using the Differential Evolution algorithm including Lagrange like method with the dynamic penalty function. The concentration of starch in F s and that of glucose in F s are taken same as 200 g/l. For simplicity the G addlimit is taken as 0.05 l/h which will approximate almost no addition of glucose. All the other setting parameters and initial conditions are set to be same as discussed in earlier section. The optimal feed flow rates and optimal concentration profiles for biomass, starch, glucose and lactic acid for this case are shown in Fig. 8 . The maximum lactic acid concentration of 353.826 g/l which is equivalent to production rate of 663.4 g/h is obtained after 20,000 iterations. The sum of all flow rates of glucose feed is equal to 1.2 l, which is less than 2.0 l (0.05×40 l). It indicates that the path constraint on the addition of substrate source can be easily accommodated in Differential Evolution algorithm to give desired results.
Conclusion
The Differential Evolution with augmented Lagrangian including the dynamic penalty method was applied to fed-batch fermentation processes with state inequality constraints and bounds on feed rates. The concept of control vector parameterization (uniform/non-uniform) was used to transform the infinite dimensional optimization problems into a finite dimensional problems. The integration of the penalty functions for dynamic optimization problems was used to ensure that solutions lay within feasible domain. The proposed method was applied to decide optimal control policy in fed-batch fermentation for ethanol production and superior results were obtained using non-uniform control vector parameterization. The dynamic optimization of simultaneous saccharification and fermentation of starch to lactic acid was carried out using the proposed method. The performance of simultaneous saccharification and fermentation process was improved substantially in terms of end lactic acid concentration and productivity for single as well as multiple feed case. The main advantage of Differential Evolution with the augmented Lagrangian including dynamic penalty methods for fed-batch fermentation optimization is that substrate feed rate can be used as a control variable though there are several state inequality/equality constraints along with the bounds on the feed rate. This method is also a superior alternative to decide optimal feed policy for fed-batch fermentation with multiple feeds and path constraints on state variables to avoid inhibition. It is interesting to note that, the computational difficulties usually faced when dealing with constrained singular control problems were not encountered. Thus, it really provides a path to obtain the feasible optimal environment in fermentation broth.
