Abstract-In the context of Independent Component Analysis (ICA), we propose a simple method for online estimation of activation functions in order to blindly separate instantaneous mixtures of sub-Gaussian and super-Gaussian signals. An adequate choice of these activation functions is necessary not only for a successful source separation (using relative gradient algorithm), but also to achieve sufficient level of cross-talk index. To accomplish this, we employ a simple parameterized model for the probability density functions of sources. The parameter of this distribution model (for each estimated source signal) is adapted online by minimizing the mutual information while the activation functions are obtained as the associated score functions. Furthermore, a modified relative gradient algorithm is derived that exhibits an isotropic convergence (near the desired solution) independent of the statistics of sources. Some simulation results are given to demonstrate the effectiveness of the presented methods.
I. INTRODUCTION
The problem of linear and instantaneous Blind Source Separation (BSS) [1] can be formulated as follows. We observe samples of sensor signals x(k) = [x 1 (k), x 2 (k), · · · , x m (k)] T that are assumed to be generated by a static multi-input/multioutput system with inputs s(k) = [s 1 (k), s 2 (k), · · · , s n (k)]
T . Mathematically it can be written as x(k) = As(k) + v(k) (1) where A is an m × n (m ≥ n) full rank mixing matrix and the
T denotes samples of noise signals present at different sensors. The objective of BSS is to determine an inverse system of (1), represented by a demixing matrix W of dimension m × m, such that a subset of overall system's output (neglecting noise) given by (see Figure  1) y(k) = Wx(k) = WAs(k) = Hs(k) (2) estimates the original source vector s(k) without any prior information about the mixing matrix A. Here y(k) = [y 1 (k), y 2 (k), · · · , y m (k)] T and matrix H = WA of dimension m × n represents the global transformation matrix from s(k) to y(k).
ICA [2] can be used for BSS whenever signals to be separated are generated from statistically independent sources. It is further assumed that all the input signals, except for at most one, are non-Gaussian. Based on these assumptions, the de-mixing matrix W is adapted in such a way to make the output signals (y i (k)) as independent as possible. This can be achieved by composing a valid contrast or objective function that attains its extrema when the output signals become statistically independent [2] . The Mutual Information (MI) is considered as the most satisfying (quantitative) measure of statistical independence between random variables. In case of the inverse system given by (2) , it leads to the following cost function [1] 
where q i (·) is the probability density function (pdf) of the source s i . It has been shown in [3] that the parametric space of nonsingular matrices (like in BSS) has an underlying Riemannian structure. In such cases, the natural or relative gradient algorithm is the true steepest descent method. For the cost function (3), the relative gradient algorithm can be writhen as [4] ∆W(k) = µ(I − yy T − ϕ(y) T y + y T ϕ(y))W(k) (4) with local stability conditions
where
is a vector of nonlinear activation functions (AFs), µ is the learning parameter and
The above algorithm can be used in situations where m > n and has the desirable property of equivariance or uniform performance [4] . Moreover, because of certain inherent ambiguities associated with ICA learning, source signals can only be recovered up to scaling and permutation [1] . This implies that, provided the stability conditions (5) are satisfied, algorithm (4) will converge locally to an optimal global transformation matrix given by
where P is a permutation and D is an arbitrary diagonal matrix.
II. PROBLEM FORMULATION
In order to apply algorithm (4) for BSS, it is necessary to choose the AFs (ϕ i , ∀i) in such a way so as to satisfy the stability conditions (5) . The best separation performance can be achieved by using the score functions given by
as AFs. This, however, requires knowledge about the pdfs of sources. On the other hand, it is easy to infer that a cubic function for sub-Gaussian (negative kurtosis) and a sign function for super-Gaussian (positive kurtosis) signals (with continuous symmetric pdfs) satisfy the stability conditions (5) [5] . This implies that adequate AFs can also be chosen based on the statistics of sources (like kurtosis) without having precise knowledge about their true pdfs. From the above discussion it is evident that a successful source separation can be achieved by choosing fixed nonlinearities (in advance), provided the sources belong to the same class (sub-Gaussian or super-Gaussian) and information about their pdfs or their class is available. However, in cases where the sources consist of both sub-Gaussian and superGaussian signals and/or the statistics of signals are unknown, some mechanism of estimating adequate AFs, solely from the outputs of de-mixing system, is necessary to ensure the stability of relative gradient algorithm.
The idea of AFs adaptation, instead of estimating the pdfs of sources, is proposed in [6] , [7] . It is motivated by the fact that we don't need exact score functions for a successful source separation by ICA. Any approximations (to the score functions) that make the true solution a stable equilibrium point of algorithm (4), will work as well. Based on this idea we show that appropriate AFs can be approximated by the score functions corresponding to a very simple statistical model for the pdfs of sources. The parameter of this distribution model (for each output) is adapted online by minimizing the MI using an exponentiated gradient learning algorithm [8] . Simple analysis of the developed algorithm shows that, depending on the source signal (to be extracted at the output of the de-mixing system), the AF converges to an adequate nonlinear function for both super-Gaussian and sub-Gaussian signals.
On the other hand, the convergence properties of relative gradient algorithm depend on the statistics of sources. This implies that each component of the output vector y(k) may converge at a different rate to one of the sources. In order to observe an isotropic convergence for all signals, an equiconvergent relative gradient algorithm is derived by modifying the update rule (4) based on the analysis presented in [4] . Some simulation results are given to show that the modified algorithm has better convergence properties as compared to the algorithm (4).
III. ICA FOR MIXED-DISTRIBUTION SIGNALS

A. Online Adaptation of Activation Functions
As mentioned earlier, a sign function is an adequate AF for blind separation of super-Gaussian signals using ICA. We can consider this nonlinear function as the score function associated with the following pdf
Similarly for a cubic function and sub-Gaussian signals, we can write an expression for the pdf as
where all the sources are assumed to have unit variances. In order to model an unknown pdf, we employ a linear combination of the above mentioned distribution functions. It can be written as
where θ is the only parameter that needs to be determined. For each value of θ, (10) represents a valid pdf for a random variable with unit variance. Figure 2 shows the plot of different distributions that can be generated using this parameterized model. The parameter θ is restricted to lie within the range 0 and 1. From this figure, it is evident that, starting from a much flatter sub-Gaussian pdf p 2 (y), the distributions gradually become clustered around zero (super-Gaussian), as θ is varied from 0 to 1. Thus, we expect (10) to reasonably model the pdfs with fair range of kurtosis values.
In this paper we model the pdfs of sources by the parameterized distribution given by (10) . The AF for each estimated source signal y i is obtained as the score function corresponding to this distribution model and is given by (3) is independent of θ i , such an adaptation is also equivalent to a ML learning for these parameters. Since the parameters θ i are restricted to lie within the range 0 and 1, we use an exponentiated gradient algorithm [8] for their adaptation. The update rule for an exponentiated gradient algorithm can be obtained by (approximately) minimizing the following function with respect to each θ i (k + 1) [8] 
η is the step size and l(y(k), W(k), θ θ θ(k)) is the cost function (to be minimized).
Setting the partial derivative of the above function with respect to each θ i (k) equal to zero we get the following update equation for θ i
where ∇ θi is the ordinary gradient of (3) with respect to θ i and is given by
The equilibrium points of algorithm (13) are given by the zeros of E ∇ θi l, where E is an expectation operator (with respect to y i ). Figure 3 shows the (approximated) plot of E ∇ θ i l for different pdfs (taken from generalized Gaussian model [9] ) including p 1 (y i ) and p 2 (y i ). All other pdfs are either more super-Gaussian (kurtosis > 3) than p 1 (y i ) or more sub-Gaussian (kurtosis < −0.82) than p 2 (y i ). From this figure, we can see that for all these pdfs, θ i will converge to its extreme value (0 or 1) depending on whether the pdf is subGaussian or super-Gaussian. Finally, note that although not shown in Figure 3 , for all other pdfs (−0.82 < kurtosis < 3), θ i converges to a value between 0 and 1.
B. The Equi-Convergent Relative Gradient Algorithm
In this section, we utilize the analysis of relative gradient algorithm reported in [4] to derive an equi-convergent update rule for the de-mixing system. From (4), we can write the update equation for the global transformation matrix (in the continuous form) as
Considering (15), a small perturbation δH to the desired global transformation matrix I undergoes the following dynamics [4] 
where δh ij are the individual elements of δH. From (16) it can be seen that, provided the stability conditions (5) are satisfied, each δh ij will converge (towards zero) at different rate depending on the statistics of sources. In order to observe an isotropic convergence for all signals, we consider the following modified relative gradient algorithm
where . * denotes point by point multiplication, and C and D are gain matrices of appropriate dimensions. In case of (17) the dynamics of the perturbation matrix δH is given by
By choosing the elements of the gain matrices as
the trajectory of δH becomes
implying that small deviations to the Identity matrix are pulled back isotropically independent of the statistics of signals.
In order to implement (17), we need to estimate certain statistics of the sources (online) from the outputs of de-mixing system. The following recursive formulas can be used for this purpose
where τ i and γ i are the estimates of Es i ϕ i and Eϕ i respectively, and ρ is a small filtering parameter. It may be noted that at the start of learning process, the online estimators (22 and 23) may not be accurate enough for a proper implementation of (17). However, after some level of separation is achieved using (4), we can switch to algorithm (17) as the estimates become more reliable. This approach is particularly effective for the signals of type depicted in Figure  3 . For these signals, the parameters θ i quickly converge to their extreme values (as compared to the final level of separation). We can utilize these values of θ i to appropriately initialize the required statistics. 
IV. SIMULATIONS
In this section we give some simulation results to demonstrate the effectiveness of the presented methods. In the following computer simulations, we assume that the noise levels are low enough to be neglected.
Case 1: In this simulation, we synthetically mix four real world signals consisting of an ECG signal, and 3 typical noise sources including an electrode motion artifact, a muscle artifact [10] and a sine wave. The algorithm (13) is used to adapt the parameters of distribution model (10) in order to acquire the AFs for each estimated source signal. The relative gradient algorithm (4) is applied in parallel to adapt the de-mixing matrix. The overall separation performance is evaluated by the average cross-talk index: Case 2: In the second simulation, we compare the performance of relative gradient algorithm (4) with the modified equi-convergent algorithm (17). Five signals including two super-Gaussian signals (with kurtosis 3 and 15 ) and three uniformly distributed signals (with kurtosis −1.2) are mixed together using different randomly chosen matrices. The mixing matrices are selected so that they are at a same Frobenius distance from the Identity matrix. Figure 5 shows the evolution of 20 log H − I F ro (averaged over 100 realizations) for both the algorithms. From this figure it can be easily seen that, depending on the initial conditions, the relative gradient algorithm converges at different rates. On the other hand, an isotropic convergence, independent of the initial conditions, is clearly visible in case of the modified algorithm (17). V. CONCLUSION
In this paper we consider a very simple parameterized model for the pdfs of sources. The score functions associated with this parameterized model are employed as the AFs in the relative gradient algorithm in order to blindly separate instantaneous mixtures of signals with mixed sub-Gaussian and superGaussian pdfs. We also present a modified relative gradient update rule for the de-mixing system that exhibits isotropic convergence for all signals. Some computer simulations are given to illustrate the validity and effectiveness of the proposed methods.
