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La caractérisation du comportement des matériaux soumis à des sollicitations dynamiques
constitue une des préoccupations actuelles, objet de nombreuses avancées, dans le contexte
du développement d’outils numériques et expérimentaux.
Une structure soumise à des chargements dynamiques peut subir, selon la nature des
sollicitations, de grandes variations dans son comportement allant de la phase de déformation
plastique jusqu’à la rupture en passant par l’endommagement. Le caractère dynamique de ces
sollicitations implique l’emploi de lois de comportement et de critères d’endommagement et
de rupture prenant en compte l’influence des paramètres spécifiques à la dynamique rapide :
vitesse de déformation, température, vitesse d’avancement de la fissure, etc. On est ainsi
capable, en intégrant ces lois et critères dans des codes d’analyse numérique, de prévoir le
comportement de la structure et d’identifier les zones à risque du point de vue de la sécurité.
La gamme des applications est très vaste, du domaine industriel comme l’usinage à grande
vitesse ou le crash d’automobile au domaine militaire pour l’impact projectile-cible ou les ef-
fets des explosifs. Pour les structures aéronautiques, les besoins principaux concernent la
sécurité du vol, aussi bien pour les avions que pour les missiles et les satellites. Déterminer
l’interaction entre la structure aéronautique (le chargement dynamique global du à une explo-
sion interne) et la réponse des fissures pré-existantes dans les panneaux de la coque (résultats
de la fatigue), constitue un enjeu majeur pour assurer la sécurité du vol. Prédire ou exper-
tiser (dans le cas des accidents) le comportement post-impact d’une telle structure, soumise
ensuite aux sollicitations et conditions spécifiques du vol représente aussi une application im-
portante. En ce qui concerne les navettes spatiales ou les satellites, la tache principale réside
dans la conception et le calcul de boucliers capables de résister aux impacts à hyper-vitesses
avec des débris dans l’espace.
Plusieurs défis sont toujours d’actualité pour la modélisation numérique des structures
sollicitées en dynamique rapide : choisir le bon modèle mathématique (lois constitutives et
critères d’endommagement et rupture), trouver les valeurs numériques pour les paramètres
de ces lois et critères spécifiques aux matériaux constituant la structure et disposer d’un code
d’analyse numérique intégrant les lois et les critères adoptés.
Pour le premier point, les solutions sont souvent accessibles dans la littérature de spé-
cialité, qui propose des modèles mathématiques avancés prenant en compte de nombreux
facteurs. Le choix effectif est alors basé sur la nature, la durée et l’amplitude des sollici-
tations. La grande difficulté est ensuite de trouver les valeurs numériques des paramètres
constitutifs de ces lois et critères correspondant aux matériaux considérés. Les bases de don-
nées classiques ne fournissent que peu d’informations, liées principalement au comportement
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élastoplastique. Par ailleurs, dans les rares bases de données spécialisées, on trouve une très
grande variabilité liée au traitement thermique du matériau,au procédé d’usinage .... La so-
lution est alors d’identifier les valeurs de ces paramètres par une procédure d’identification
adaptée. Une telle procédure doit comprendre un cadre expérimental pour effectuer des essais
capables de reproduire le comportement souhaité, un code d’analyse numérique pour leurs
modélisations et des algorithmes d’identification paramétrique.
Ceci est précisément l’objet de ce travail : développer et améliorer des outils numériques
et expérimentaux afin d’élaborer une procédure d’identification paramétrique en dynamique
rapide. Sur le plan numérique, il s’agit de développer un nouveau code de calcul capable
de modéliser l’endommagement et la fissuration dynamique, ainsi qu’un programme d’iden-
tification paramétrique des lois d’évolution. Sur le plan expérimental, il s’agit de concevoir
et mettre en oeuvre des essais d’endommagement et rupture dynamique capables de fournir
des résultats expérimentaux. D’un point de vue rédactionnel, la structure de ce mémoire
s’articule suivant les quatre parties ci-dessous :
Le chapitre I est consacré aux considérations théoriques concernant la rupture dyna-
mique ; une synthèse des solutions de référence pour la fissure dynamique stationnaire et en
mouvement à vitesse constante est présentée, ainsi que les bases conceptuelles pour la fissure
dynamique en mouvement à vitesse variable. On introduit aussi le modèle de cohésion pour
l’endommagement et la rupture dynamique qui sera à la base de l’un des deux modèles de
propagation de la fissure. L’autre modèle de propagation de la fissure est basé sur le calcul des
facteurs d’intensité dynamique des contraintes. Un outil mathématique pour la détermination
de ceux-ci à partir du calcul du taux de restitution de l’énergie est présenté.
Le chapitre II, est consacré à une nouvelle méthode d’analyse numérique des structures
présentant des discontinuités : la méthode des éléments finis étendue (XFEM), avec no-
tamment son implémentation dans un code de calcul. Les fondements théoriques de cette
méthode, initialement développée pour l’analyse quasi-statique, sont adaptées pour l’ana-
lyse de la fissuration dynamique et implémentés dans le nouveau logiciel. La présentation
de plusieurs cas-tests utilisés pour la validation de ces algorithmes, ainsi que leurs résultats,
viennent compléter ce chapitre.
Le cadre expérimental de ce travail est décrit au chapitre III. On commence par la pré-
sentation du lanceur à gaz dont le laboratoire est équipé, et du processus d’exploitation des
résultats expérimentaux. Ensuite, les essais d’impact déjà mis en oeuvre sont décrits, ainsi
que leur utilisation dans la procédure d’identification paramétrique. Un accent particulier est
mis sur un nouvel essai développé et mis en oeuvre dans le cadre de ce travail, pour l’étude de
l’endommagement et de la fissuration dynamique. Deux versions de l’essai, avec des concep-
tions géométriques et fonctionnelles différentes, sont abordées, ainsi que leur modélisation
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numérique et leur utilisation.
Le chapitre IV, enfin, est consacré à la procédure d’identification et aux résultats obtenus
lors de caractérisation du comportement dynamique d’un alliage d’aluminium. Le logiciel
d’identification développé dans le cadre de ce travail est basé sur une combinaison d’algo-
rithmes de Monte-Carlo et de Levenberg-Marquardt. Il est intégré à la plate-forme d’identifi-
cation du laboratoire. La présentation des résultats de deux campagnes d’identification, une
pour la loi de visco-plasticité de Johnson-Cook et l’autre pour le modèle d’endommagement
cohésif, complettent cette partie.
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1 LA RUPTURE DYNAMIQUE
1.1 Introduction
L’étude de la rupture dynamique constitue une branche de la mécanique de la rupture
dans laquelle les effets de l’inertie deviennent prépondérants par rapport au chargement,
tandis que le taux de déformation possède une influence significative sur les propriétés du
matériau et sur l’évolution de la rupture.
L’amorce d’une rupture dynamique ou la propagation dynamique d’une fissure existante
peuvent provenir d’un impact subi par la structure concernée ou de l’application brutale d’un
chargement de nature à endommager et ainsi de créer des discontinuités dans le matériau.
Les premières recherches concernant la rupture dynamique, de nature empirique, sont
relatives au développement de l’artillerie au 19-ème siècle avec pour objectif la perforation
de cibles. Ce n’est que dans les années 40 que la rupture dynamique devient une science
de l’ingénieur en tant que section de la mécanique de la rupture. Son développement a été
tout même difficile en raison des particularités des phénomènes de rupture dynamique ; ainsi,
l’inhérente dépendance au temps rend les modèles mathématiques beaucoup plus complexes
que dans le cas des modèles statiques équivalents. C’est le développement des techniques de
calcul qui a permis, à partir des années 70, des progrès importants dans l’étude et la mo-
délisation de la rupture dynamique. En même temps, de nouvelles technologies et systèmes
d’acquisition de données sont apparus, conduisant à des mesures expérimentales d’une grande
précision dans ce domaine. Ces deux aspects du développement ont joué un role complémen-
taire : d’un coté, la capacité des moyens expérimentaux à fournir des mesures performantes
a apporté une nouvelle vision de phénomènes mal connus auparavant, de l’autre les nouvelles
techniques de calcul ont assuré une modélisation numérique de plus en plus réaliste de la
rupture dynamique dans la mesure où les expérimentations ont permis sa calibration et sa
validation.
Dans ce chapitre, une synthèse sur l’analyse de la rupture dynamique est présentée. Deux
approches sont considérées afin de caractériser les paramètres caractéristiques pour ce phéno-
mène : la détermination des champs asymptotiques du domaine linéaire-élastique autour de
la pointe de fissure et les paramètres du modèle de cohésion de la zone endommagée. L’accent
est particulièrement mis sur les aspects énergétiques de la rupture dynamique, conduisant
à la détermination de paramètres importants comme le facteur d’intensité dynamique de
contrainte et le taux dynamique de restitution d’énergie.
Nous débutons par une présentation des équations qui régissent les champs de contraintes
et de déplacements au voisinage des fonds de fissures pour trois situations : fissure station-
naire, fissure en mouvement à vitesse constante et fissure en mouvement à vitesse variable.
13
Une attention particulière est portée au concept de facteur d’intensité de contraintes pour
la rupture dynamique en soulignant les différences par rapport au cas de la rupture sta-
tique. Certains formulations analytiques pour des situations particulières de chargements et
de géométrie sont décrites. La description du modèle de cohésion pour caractériser la zone
à la pointe de la fissure fait l’objet de la section 1.3. Les principaux concepts énergétiques
de la rupture dynamique sont présentées dans la section 1.4, avec en particulier la relation
existant entre le taux dynamique de restitution d’énergie et le facteur d’intensité dynamique
de contraintes. La description des deux modèles d’évolution pour la fissure dynamique, dont
l’implémentation numérique est présentée dans le chapitre 2, termine ce premier chapitre.
Les principales références à la base de ces développements sont Freund [1], Nishioka et
Atluri [2, 3, 4, 5], Rosakis [6] et Xu et Needleman [7].
1.2 Caractérisation des champs asymptotiques en pointe de fissure : facteur
d’intensité dynamique de contrainte
La connaissance des champs asymptotiques de contrainte et de déplacement autour de la
pointe de fissure, est essentielle pour la compréhension du processus de rupture dynamique.
Une fois les équations qui régissent ces champs connues, les autres paramètres importants
pour l’étude de la rupture dynamique, comme le facteur d’intensité dynamique de contraintes
et le taux de restitution dynamique de l’énergie peuvent être déterminés.
Il convient d’abord de rappeler les trois modes fondamentaux de rupture correspondant
aux déplacements relatifs des lèvres de la fissure (Figure 1) :
– Mode I : mode d’ouverture où les lèvres s’écartent l’une de l’autre suivant la direction
y suite au chargement σy
– Mode II : mode de glissement où les lèvres glissent l’une sur l’autre selon la direction
x perpendiculaire au front de fissure, qui apparaît lors d’un cisaillement τxy
– Mode III : mode de déchirement où les lèvres se déplacent l’une par rapport à l’autre
selon la direction z parallèle au front de la fissure qui apparaît lors d’un cisaillement
τyz
Dans l’étude de l’interaction entre une discontinuité géométrique (la fissure) et le milieu
continu avoisinant, la mécanique de la rupture distingue classiquement trois zones successives
autour de la tête de la fissure (Figure 2) :
– la zone d’élaboration (zone 1) qui se trouve à la pointe de la fissure et dans le sillage
laissé par la fissure au cours de sa propagation ; sa taille étant en général très faible,
elle est considérée comme ponctuelle d’un point de vue mécanique. Siège de contraintes
très importantes qui ont endommagé fortement le matériau, l’étude de cette zone est
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Fig. 1 – Les modes fondamentaux de la mécanique de la rupture
Fig. 2 – Zones autour de la pointe d’une fissure
complexe et dans notre approche est basée sur un modèle de cohésion (Section 1.3)
– la zone singulière (zone 2) dans laquelle les champs de déplacement, de déformation et
de contrainte sont continus et possèdent une formulation indépendante de la géométrie
lointaine de la structure ; quantitativement, cette zone est caractérisée par un facteur
multiplicateur appelé facteur d’intensité de contraintes
– la zone extérieure (zone 3), comprend les champs lointains se raccordant d’une part, à
la zone singulière, et d’autre part aux conditions aux limites.
La zone singulière de la fissure (zone 2), la plus importante pour la mécanique de la
rupture, est caractérisée, d’un point de vue des contraintes et des déplacements, par des
champs asymptotiques. Le premier à avoir déterminé et résolu les équations de ces champs,
pour le cas statique, a été Irwin [8] en 1957, en s’appuyant sur les travaux de Griffith [9],





f Iij (θ) +
KII√
2πr
f IIij (θ) +
KIII√
2πr
f IIIij (θ) + σ
(1)
ij (1)
où r et θ sont les coordonnées polaires centrées sur la pointe de la fissure, KI−III sont
les facteurs d’intensité de contraintes pour les trois modes fondamentaux de la rupture,
f I−IIIij sont des fonctions angulaires connues pour chaque mode et σ
(1)
ij sont les contraintes
appliquées au front de la fissure.
Les expressions analytiques des trois facteurs d’intensité de contraintes dépendent, dans
le cas de la rupture statique, de la longueur de la fissure, de la géométrie et du chargement ; ils
déterminent à eux seuls les champs asymptotiques de contraintes et de déplacements. Dans
le cas de la rupture dynamique, les facteurs d’intensité de contrainte dépendent en plus du
temps, et d’autres paramètres particuliers développés par la suite.
Les premiers développements théoriques et la présentation de ces fonctions angulaires ont
été entrepris, pour le cas statique, par Westergaard vers 1940, tandis que pour la rupture
dynamique une solution générale pour les champs asymptotiques autour de la fissure a été
apportée ultérieurement, notamment par Radok [10], Nilsson [11], Freund [1], Achenbach [12],
Nishioka et Atluri [4, 2, 3]. Ce sont les contributions de Nishioka, Atluri et Freund qui ont
inspiré notre travail et qui ont permis l’extraction des relations pour les champs singuliers de
contraintes et déplacements, présentés par la suite dans cette section.
Avant d’aller plus loin, rappelons quelques hypothèses et notations utilisées dans les tra-
vaux théoriques en mécanique de la rupture dynamique. Ainsi les fissures sont considérées
bi-dimensionnelles et en milieu semi-infini ; les actions extérieures σ∗ et τ ∗ intervenant dans
les relations sont appliquées directement sur les lèvres de la fissure.
Certains paramètres et variables spécifiques sont présentés ci-dessous. Ainsi les paramètres
de Lamé sont définis comme :
λ =
Eν
(1 + ν) (1− 2ν) , µ =
E
2 (1 + ν)
(2)
où E (module de Young) et ν (coefficient de Poisson), sont les caractéristiques élastiques
du matériau.
La constante de Kolosov, κ, intervient aussi avec des valeurs différentes selon le cas consi-
déré, état plan de contraintes ou état plan de déformations :
κ =
{
(3− ν) / (1 + ν) : en contraintes planes
3− 4ν : en deformations planes (3)





ρ (1 + ν) (1− 2ν) , cs =
√
E
2ρ (1 + ν)
(4)
où ρ représente la masse volumique.
On introduit deux coefficients, relatifs aux vitesses évoquées ci-dessus, définis par :
αd =
√
1− v2/c2d, αs =
√
1− v2/c2s (5)
où v représente la vitesse d’avancement de la pointe de la fissure.
Considérant un système de coordonnés cartésiennes (X, Y, Z), fixé dans l’espace tel que
Y = 0 définit le plan de la fissure, il est nécessaire d’introduire également un système de
coordonnées (x, y, z), dont l’origine demeure liée à la pointe de la fissure en mouvement, et
tel que x = X − vt (Figure 3).
Fig. 3 – Systèmes référentiels pour la fissure en mouvement
1.2.1 Fissure stationnaire
Dans le cas d’une fissure stationnaire soumise à un chargement dynamique, la déter-
mination des champs de contrainte et de déplacement autour de la pointe de fissure suit le
développement de Irwin [13] mais le facteur d’intensité de contrainte est dépendant du temps.




fMij (θ) + σ
(1)
ij , M = I, II, III (6)
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où les fonction angulaires fMij (θ) sont identiques à celles qui sont obtenues dans le cas
quasi-statique [14].
Ainsi, en considérant un corps fissuré soumis à un chargement dynamique correspondant
aux trois modes fondamentaux, les expressions pour le champ singulier de contraintes sont
respectivement :













































ν (σx + σy) , en deformations planes
0, en contraintes planes
(10)













































ν (σx + σy) , en deformations planes
0, en contraintes planes
(14)

















A partir des relations (7-16), pour des conditions géométriques et de chargement particu-
lières, des formulations analytiques intéressantes peuvent être dérivées pour les trois facteurs
d’intensité dynamique de contraintes.
Ainsi, on peut considérer le cas d’un solide élastique infini contenant une fissure (voir
Figure 3), dont les lèvres sont soumises à une pression uniformément distribuée et brutalement
appliquée sur y = ±0 tels que :
σy = ±σ∗H (t)
où σ∗ > 0 et H (·) est la fonction échelle. Les lèvres de la fissure sont donc libres de
contraintes pour t < 0 et soumises à une pression uniforme et normale pour t ≥ 0 . En
utilisant la technique de Weiner-Hopf, utilisée pour la première fois par Hoop [15, 16] pour
résoudre les problèmes de dynamique élastique, Freund [1] a obtenu une expression du facteur




cdt (1− 2ν) /π
(1− ν) (17)
Ce résultat a notamment permis à de nombreux chercheurs de valider des techniques
numériques pour la modélisation de la rupture dynamique stationnaire.
Par la même technique, pour des chargements générant les deux autres modes fondamen-
taux de rupture, dans les mêmes conditions cinématiques, des résultats correspondant aux












Dans les relations (18, 19) τ ∗ représente l’amplitude de la pression uniformément distri-
buée sur les lèvres de la fissure agissant en cisaillement correspondant au mode II pur (18)
et déchirement correspondant au mode III pur (19).
À partir des relations obtenues pour le champ de contraintes pour chaque mode pur
de rupture, les équations de l’élasticité permettent d’obtenir les composantes du champ de
déplacements



























κ + 1− 2 cos2 θ
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κ− 1− 2 sin2 θ
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D’autres formulations pour les facteurs d’intensité dynamique de contraintes sont dispo-
nibles dans la littérature, notamment pour le cas d’une fissure tri-dimensionnelle ou pour le
cas d’une fissure de longueur finie, ou encore pour un chargement impulsionnel de la structure
fissurée. Le cadre de ce travail se limite, dans le cas des fissures stationnaires, à la validation
numérique des résultats ci-dessus, dans la mesure où notre objectif est l’étude des fissures en
mouvement, dont la caractérisation est présentée dans les deux paragraphes suivants.
1.2.2 Fissure en mouvement à vitesse constante
Les champs asymptotiques de contraintes et déplacements pour une fissure dynamique en
mouvement peuvent être déterminés par la méthode de la variable complexe. Les fondements
de cette méthode et les étapes du développement des équations de contraintes sont présentés
dans l’Annexe no. 1.
Si on considère les résultats obtenus, la première différence par rapport au cas de la fissure
stationnaire est induite par la dépendance du facteur d’intensité dynamique de contrainte
avec la vitesse d’avancement de la fissure. Des relations analytiques, pour des cas particuliers,
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seront présentées pour les facteurs d’intensité dynamique de contraintes à la fin de cette
section.
L’expression générale pour les contraintes dans le cas d’une fissure en mouvement à vitesse




fMij (θ, v) + σ
(1)
ij + 0 (1) , M = I, II, III (20)
On peut observer dans la relation (20) que les fonctions angulaires dépendent de la vitesse
de propagation de la fissure. Leurs expressions sont sensiblement plus complexes que dans
le cas de la fissure stationnaire ; en effet, en suivant la méthode de résolution présentée dans
l’Annexe no. 1, on obtient, pour les trois modes fondamentaux, les relations suivantes pour
les champs singuliers de contraintes :
























































1− (v sin θ/cd)2, tan θd = αd tan θ
γs =
√
1− (v sin θ/cs)2, tan θs = αs tan θ
(24)
et


























































































































































































L’analyse de la fissure dynamique en mouvement à vitesse constante dans un matériau
élastique a fait l’objet de plusieurs investigations dans la littérature, dans le but de déduire des
relations analytiques pour le facteur d’intensité dynamique de contraintes. Trois situations
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sont particulièrement considérées :
– la première situation est caractérisée par le fait que tous les champs mécaniques sont
indépendants du temps, quand ils sont vus par un observateur solidaire de la pointe
de fissure en mouvement. Le problème représentatif de cette classe est celui proposé
par Yoffe [17] qui considère une fissure de longueur fixée en propagation dans un corps
soumis à un chargement de traction uniforme, appliquée dans un plan éloigné
– la deuxième classe de problème est celle des fissures en propagation dont la propriété
principale est que les champs, à deux instants de temps différents, sont identiques à
l’exception de leur échelle spatiale. Le problème représentatif de cette classe est celui
de Broberg [18] pour lequel la fissure se propage brutalement à partir d’une longueur
initiale nulle, à vitesse constante, dans un corps soumis à une traction uniforme
– la troisième situation, représentant aussi le cas le plus complexe, est donnée par la pro-
pagation d’une fissure pré-existante dans un corps soumis à un chargement indépendant
du temps sous la forme de traction ou forces internes ; cette situation est analysée ci-
dessous.
L’approche générale de la propagation soudaine d’une fissure pré-existante, à vitesse constante,
sous l’action d’un chargement arbitraire échelon, sera illustrée pour le cas du mode I pur en
déformations planes. L’analyse porte sur une fissure semi-infinie dans un corps infini, dont les
résultats sont strictement applicables dans le cas d’un corps fini, avant que les ondes réfléchies
par les bords perturbent le champ autour de la pointe de la fissure.
Fig. 4 – Le schéma de chargement pour la solution “fondamentale”
A partir de la technique de Wiener-Hopf et de la transformation intégrale, on trouve la
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solution dite “fondamentale” correspondant à la propagation de la fissure sous l’action d’un







dans laquelle kI (v) est la “fonction universelle de vitesse” [1] pouvant être approximée
par l’expression :
kI (v) ≈ 1− v/cR√
1− v/cd
(37)
cR désignant la vitesse d’onde de Rayleigh.
Cette fonction diminue de façon monotone et quasi-linéaire de k = 1 pour une fissure
stationnaire à k = 0 pour une vitesse de propagation de la fissure égale à la vitesse d’onde
de Rayleigh (Figure 5).
Fig. 5 – Fonction universelle de vitesse
L’étape suivante consiste à déterminer la solution correspondant à un chargement arbi-
traire p(x) distribué sur le plan de la fissure pour 0 < x < vt. On trouve ainsi que pour un
chargement général, le facteur d’intensité dynamique de contraintes en mode I pur est









La relation (38) peut être aussi exprimée [3, 1] comme le produit de la fonction universelle
de vitesse et du facteur d’intensité dynamique de contraintes à l’équilibre, K∗I , nommé aussi
facteur “statique”, dans la mesure où il est indépendant de la vitesse instantanée d’avancement
de la fissure :
KI (t, v) = kI (v)K
∗
I (t, 0) (39)
Les relations (38,39) sont similaires à celles obtenues pour les mode purs II et III, avec
les fonctions universelles de vitesse définies comme suit :







Ces résultats obtenus pour le cas de la propagation d’une fissure pré-existante, à vitesse
constante, sous l’action d’un chargement arbitraire indépendant du temps sont importants,
dans la mesure où ils ouvrent la voie pour l’analyse de certains problèmes de propagation
dynamique à vitesse variable.
1.2.3 Fissure en mouvement à vitesse variable
L’introduction de la fissure en mouvement à vitesse variable apporte un supplément de
difficulté à la modélisation de la rupture dynamique. Actuellement les résultats sont assez
limités, mais suffisants pour fournir des bases conceptuelles relativement complètes pour
l’analyse de la propagation en milieu bi-dimensionnel, pour des structures simples.
Lorsque les expressions des champs de contrainte et de déplacement pour une fissure
en mouvement à vitesse constante ont été déterminées, plusieurs auteurs comme Freund et
Clifton [19], Nilsson [11] ou encore Achenbach et Bazant [12] ont affirmé que les fonctions
angulaires de celles-ci sont valables pour toute fissure en mouvement, quelque soit son carac-
tère, uniforme ou non-uniforme, au moins pour les contributions singulières étudiées à cette
époque. Plus récemment, Nishioka et Kondo [20] ont dérivé les expressions des équations des
champs de contrainte et déplacement pour une fissure dynamique à vitesse variable dans les-
quelles on retrouve l’influence de l’accélération et de la vitesse d’avancement de la fissure. Les
expressions analytiques pour les fonctions angulaires correspondant à ces champs sont lourdes
et les auteurs concluent que les effets transitoires, autrement dit liés à la non-uniformité de
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la vitesse, n’apparaissent que dans les termes d’ordre élevé et non dans les termes singuliers
d’ordre 1, termes prépondérants au niveau de la valeur des contraintes ou déplacements. Ceci
permet d’assimiler les fonctions angulaires pour les fissures en mouvement à vitesse constante
et celles à vitesse variable.
Il reste à se concentrer sur l’autre composante des champs de contrainte et de déplace-
ment : le facteur d’intensité dynamique de contraintes, dont on va déterminer la relation
analytique, pour les trois modes fondamentaux, sous les hypothèses mentionnées ci-dessous.
On considère encore une fois un corps élastique, infini et fissuré. La démonstration sera
faite pour le mode I et pour l’état de déformations planes. Par rapport au système cartésien
(x, y, z), la pointe de la fissure se trouve initialement à x = 0 et sur le plan d’équation
y = 0. La contrainte normale, uniformément distribuée, agissant sur le futur plan de la
fissure, (x > 0, y = 0), est donnée par σy = p(x, 0). Pour le même chargement, mais avec la
pointe de la fissure à x = l, la distribution de la contrainte en face de la fissure sera donnée
par p(x, l). A t = 0 , la fissure commence à avancer et pour un instant t > 0 , la position
de la pointe de la fissure sera donnée par x = l(t), la fonction l(t) décrivant le mouvement
non-uniforme de la tête de la fissure est continue, croissante et son gradient est limité par la
valeur de la vitesse de l’onde de Rayleigh.
Fig. 6 – Discretisation pour la fonction d’avancement de la fissure
La fonction l(t) est discrétisée pour des intervalles de temps égaux ∆t et approximée par
L(t) (Figure 6) ; ainsi, sur un intervalle quelconque ∆tk = tk+1 − tk, la vitesse d’avancement
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de la fissure peut être considérée comme constante et égale à vk = (lk+1 − lk) /∆tk.
Cette approche d’analyse de l’avancement de la fissure par segments sur lesquels la vitesse
d’avancement est considèrée comme constante permet de retrouver la relation (38) pour le
facteur d’intensité dynamique de contraintes :









KI (L(t), vk) = kI (vk)KI (L(t), 0) (43)
Il est évident que lorsque ∆t→ 0, L(t) va approcher l(t), de même vK va approcher l˙ (t)









K∗I (l; 0) (44)
En conclusion, le facteur d’intensité dynamique de contraintes pour une fissure en mouve-
ment à vitesse variable peut se mettre sous la forme du produit de la fonction universelle de
vitesse (37) pour les valeurs instantanées de celle-ci, et du facteur d’intensité de contraintes
à l’équilibre, dépendant cette fois de la longueur instantanée de la fissure. Les formulations
(42-44) sont valables pour les deux autres modes fondamentaux, dans les conditions de char-
gement correspondantes.
1.3 Modèle de cohésion
Dans la section précédente, les équations décrivant les champs asymptotiques autour de
la fissure dynamique ont permis, à l’aide du facteur d’intensité dynamique de contraintes
et des fonctions angulaires, la caractérisation de la zone 2 (Figure 2), zone dans laquelle
l’élasticité et la linéarité du matériau sont vérifiées. Plus proche de la pointe de la fissure,
dans la zone 1 dite d’élaboration de la fissure, ce comportement n’est plus valable, la zone
étant fortement plastifiée ou endommagée. Il est donc nécessaire de faire appel à un autre
modèle que celui des champs asymptotiques pour caractériser d’un point de vue mécanique
cette zone. C’est ainsi que Barenblatt, d’abord pour le cas statique [21, 22], puis Salganik et
Cherepanov pour la rupture dynamique [23], ont proposé le “modèle de cohésion” pour l’étude
de la zone d’élaboration de la fissure qu’on appellera désormais “zone cohésive”. Depuis, un
grand nombre de contributions se sont ajoutées à la description de ce modèle, notamment
par Freund [1], Xu et Needleman [7] ou Ortiz et Pandolfi [24].
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L’idée de base du modèle de cohésion est d’admettre l’existence d’une zone de cohésion,
située entre la pointe mathématique de la fissure (notée M sur la Figure 7) et la pointe
physique de la fissure (notée P sur la Figure 7), dans laquelle on introduit une relation entre
la valeur de la discontinuité de déplacement δ et la contrainte de cohésion σ qui agit sur les
lèvres de la fissure. On désigne par le terme de pointe mathématique de la fissure, pour le
cas bi-dimensionnel, le dernier point, sur la direction de la fissure, pour lequel le matériau
est vierge d’endommagement, sans dislocations au niveau atomique. La pointe physique de la
fissure sera alors le point pour lequel la discontinuité dans la matière est telle que sa résistance
est totalement compromise, les lèvres étant séparées ; on notera cette discontinuité δcrit .
Fig. 7 – Représentation schématique du modèle de cohésion
Considérant un système référentiel dont l’origine est située à la pointe mathématique
de la fissure placée dans le plan y = 0, la pointe physique de la fissure va se trouver à
l’abscisse x = −Λ, si Λ désigne la longueur de la zone de cohésion. La distribution de la
contrainte de cohésion, appelée également traction de cohésion pour le mode I, est considérée
différemment selon les auteurs. Il faut tout de même noter un accord sur le fait que vers la
pointe mathématique sa valeur doit être maximale, qu’elle diminue pour s’annuler à la pointe
physique. On obtient ainsi la loi traction-déplacement pour le modèle de cohésion. La forme
la plus simple, et largement adoptée pour l’implémentation dans les modèles numériques de
simulation de la fissuration dynamique [25, 24, 26, 27, 28, 29, 30], est illustrée sur la Figure
8.
On peut observer que pour le mode I de rupture la valeur de la contrainte de cohésion
diminue linéairement d’une valeur σmax pour δ = 0 jusqu’à l’annulation pour la séparation
complète des lèvres de la fissure où δ = δcrit. Pour le mode II pur, la contrainte de cohésion
τ représente la contrainte qui s’oppose au glissement entre les lèvres de la fissure, dans la
zone de cohésion, et sa valeur diminue linéairement d’une valeur maximale τmax à la pointe
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mathématique jusqu’à une valeur τdf pour δtcrit à la pointe physique de la fissure. Dans ce
cas, τdf représente la résistance au mouvement relatif entre les lèvres de la fissure, au delà de
la zone de cohésion, pour le mode II.
Fig. 8 – Les relations traction-déplacements pour les modèles de cohésion
Les valeurs δcrit et δtcrit sont déterminées à partir des forces inter-atomiques propres pour
chaque matériau, et constituent donc des caractéristiques de ce matériau, tout comme σmax
et τmax. Ainsi, pour le mode I pur, les paramètres σmax et δcrit caractérisent complètement
le modèle de cohésion, tandis que pour le mode II pur ce sont τmax, τdf et δtcrit qui le font.
La surface située au-dessous de la courbe σ (δ) représente le travail de séparation des deux





Certains auteurs considèrent cette énergie de rupture et la contrainte maximale de cohé-
sion comme les paramètres du modèle, ce qui pour le modèle linéaire considéré est strictement
équivalent à la formulation précédente.
Une autre forme pour la loi traction-déplacement est proposée par Xu et Needleman [7],
comme montré sur la Figure 9. La variation de la traction dans ce cas est la dérivée d’un
potentiel cohesif φ en fonction de la discontinuité. Étant donnée son importance pour la
compréhension du modèle cohésif, le développement analytique de la méthode du potentiel
proposée par Xu et Needleman est présenté dans l’Annexe n˚ 2.
A partir de la forme présentée sur la figure pour la traction cohésive, d’autres modèles sim-
plifiés, plus appropriés aux différents matériaux étudiés, ont été proposés, comme le modèle
bi-linéaire de Zhan [31] (Figure 10).
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Fig. 9 – Modèle de cohésion de Xu et Needleman
Fig. 10 – Modèle de cohésion bi-linéaire
Dans le cadre du modèle linéaire, on peut se demander s’il existe une relation entre les
paramètres du modèle de cohésion, σmax et δcrit (τmax, τdf et δtcrit pour mode II), et les
autres paramètres de la rupture dynamique. On s’appuie ici sur la démarche de Freund
[1], qui a proposé une telle relation entre le facteur d’intensité dynamique de contraintes et
les paramètres du modèle de cohésion pour une fissure en mouvement à vitesse constante.
En considérant une fissure dynamique en mode I, en état de déformations planes, le facteur
d’intensité de contraintes dû au chargement externe est noté KI ext. La contrainte de cohésion
considérée pour la zone cohésive va induire un facteur d’intensité de contraintes négatif KI coh
pour x = 0. Pour une contrainte de cohésion donnée, le facteur d’intensité dynamique de
contraintes total sera :
KI = KI ext +KI coh (46)
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Fig. 11 – Les contours d’évaluation des flux d’énergie
On peut maintenant remarquer que la contrainte à la pointe de la fissure peut-être rendue
non-singulière en choisissant la longueur de la zone cohésive Λ satisfaisant à l’équation KI = 0
en (46). Pour exploiter cette condition, on va considérer deux contours autour de la tête de
la fissure, comme sur la figure 11, Γcoh qui entoure la zone de cohésion et Γext , circulaire,
dont le centre coincide avec la tête mathématique de la fissure, bornant une région dont les
champs mécaniques sont régis par le facteur d’intensité dynamique de contraintes.
En utilisant les intégrales de flux d’énergie pour les deux contours, Freund [1] obtient
pour Γcoh
F (Γcoh) = v
∫ δcrit
0
σ (δ) dδ (47)







où AI(v) est une fonction universelle de vitesse présentée dans la relation (56) de la section
suivante.
L’intégrale de flux d’énergie étant indépendante du contour pour ces conditions, on peut
écrire la relation :
∫ δcrit
0






qui fournit le lien entre les propriétés cohésives du matériau et le facteur d’intensité de
contrainte. Pour un état de contraintes plane, la relation (49) est valable en changeant le
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facteur concerné par les constantes élastiques du matériau.
1.4 Concepts énergétiques en rupture dynamique
L’une des analyses théoriques de la rupture dynamique la plus performante est basée sur
les concepts énergétiques. Elle est en mesure de fournir, par l’implémentation de modèles nu-
mériques, les principaux paramètres du phénomène tels que le facteur d’intensité dynamique
de contraintes.
Le pionnier des méthodes énergétiques dans l’étude de la rupture a été Griffith [9] qui a
compris l’importance de l’évaluation de la variation de l’énergie pendant l’avancement de la
fissure fragile. L’extension d’une fissure nécessite la création de nouvelles surfaces avec leur
énergie de surface associée et donc, lorsque la fissure avance l’énergie totale du corps diminue
d’une quantité égale à l’énergie de création des nouvelles surfaces de discontinuité. Pour un
corps élastique fissuré, le taux d’échange du potentiel énergétique total, correspondant aux
développements des fissures, s’appelle taux de restitution d’énergie, noté habituellement G.
Par sa définition, G représente ainsi la quantité d’énergie, par unité de longueur de fissure,
qui est fournie par l’énergie élastique du corps et du chargement externe pour la création des
nouvelles surfaces de la fissure.
L’analyse énergétique de Irwin [13] a montré, pour le cas statique de la rupture, la relation
entre G et le facteur d’intensité de contrainte. L’essentiel de son analyse a été d’étudier les
deux états énergétiques dans un corps fissuré correspondant aux positions x = 0 et x = ∆x














où u (x) est le déplacement, suivant la direction perpendiculaire aux bords de la fissure,
après l’avancement de celle-ci.










où on considère que ∆KI/KI → 0 lorsque ∆x→ 0.
La relation (51) connue comme la relation de Irwin, a une importance fondamentale pour
la mécanique de la rupture par le lien clair qu’elle fournit entre le facteur d’intensité de
contraintes et le taux de restitution de l’énergie.
Une autre avancée importante dans l’étude de la mécanique de la rupture a été apportée
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par l’introduction de l’intégrale indépendante du contour J de Eshelby [32] et Rice [33].
Elle présente trois caractéristiques qui l’ont rendue incontournable lors de l’élaboration des
modèles numériques développés ensuite pour la simulation de la rupture :
– elle a la signification physique d’un taux de restitution de l’énergie
– elle a une valeur unique pour tout contour arbitraire autour de la pointe de la fissure
– elle peut être rapportée au facteur d’intensité de contraintes en approchant le contour
d’évaluation à la pointe de la fissure
Les concepts énergétiques énoncés ci-dessus ont été à la base du développement des concepts
similaires pour la rupture dynamique. Dans les paragraphes qui suivent, les idées clé de
cette approche sont développées, conduisant aux notions de taux dynamique de restitution
d’énergie et d’intégrales “dynamiques” indépendantes du contour.
1.4.1 Taux dynamique de restitution d’énergie
Considérons la propagation dynamique d’une fissure, à vitesse variable, dans un corps
élastique. Le front de la fissure avance d’une longueur ∆x durant l’intervalle de temps ∆t
sous l’action des charges appliquées. Le taux de restitution de l’énergie peut-être exprimé,
comme dans le cas statique, par le bilan énergétique global rapporté à l’unité de longueur de









où P représente le travail effectué par les charges appliquées, W est l’énergie de déforma-
tion et U est l’énergie cinétique du corps. L’extension dx se fait durant le temps dt avec la













La relation (53) constitue le point de départ pour la détermination de l’intégrale indé-
pendante de contour J .
Afin de montrer la relation existante entre le taux de restitution de l’énergie et le facteur
d’intensité de contraintes, pour la propagation dynamique d’une fissure, on peut utiliser
l’analyse énergétique proposée par Irwin en statique (51). Ainsi, étant donné le caractère
réversible de l’élasticité, l’énergie libérée pour l’avancement de la fissure de ∆x est équivalente
à l’énergie nécessaire pour la fermeture de celle-ci sur la même longueur. Ce terme représente
le travail effectué par les contraintes de la surface de la fissure σ2i sur x ∈ [0;∆x] et y = 0
pour fermer la fissure sur la longueur ∆x (on considère le système cartésien (x, y, z) centré
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où u+i (∆x− x, 0) et u−i (∆x− x, 0) sont les déplacements des lèvres supérieure et infé-
rieure de la fissure.
Si on remplace dans (54) les équations trouvées au paragraphe 1.1.2 pour les champs
asymptotiques de contrainte et de déformation (valables aussi pour la fissure en mouvement
à vitesse variable), on obtient l’expression liant le taux de restitution de l’énergie et les
facteurs d’intensité de contrainte [1, 3] :
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En considérant les trois modes fondamentaux, avec leurs facteurs dynamiques d’intensité
de contraintes déterminés en (39) ou (44), et après substitution dans (55), on obtient :
G (t, v) = gM (v)G
∗
M (t) (59)
où les gM (v) sont










Pour les fissures stationnaires (v = 0), les fonctions AM (v) sont réduites à AI (0) =
AII (0) = (κ+ 1) /4 et AIII (0) = 1.
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1.4.2 Intégrales indépendantes du contour
Depuis le succès de l’intégrale J de Rice [33], des développements similaires pour le cas de
la rupture dynamique ont été engagés par plusieurs chercheurs et de nombreuses formulations,
plus au moins similaires, d’intégrales indépendantes de contour ont été publiées.
Parmi les premiers, Nilsson [34] a proposé une intégrale indépendante de contour pour une
fissure dynamique stationnaire. Ses résultats ont été repris et développés par Freund [1] , ce
qui a conduit à une intégrale qui ne prend pas en compte les quantités cinématiques (dépla-
cements, vitesses, déformations) à l’intérieur du volume (surface pour le cas bi-dimensionnel)








(W + U)− σijui,1nj
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dΓ (62)


















Les termes ui représentent les composantes du vecteur déplacement, les termes σij les
composantes du tenseur contrainte et ρ la masse volumique du matériau.
Plus tard, Kishimoto et ses collaborateurs [35, 36] ont développé une autre intégrale
indépendante de contour, prenant en compte les effets inertiels, notée Jˆ , par extension de














Les contours Γ, Γc = Γ+c + Γ
−
c et Γε ainsi que les volumes V et Vε correspondent à ceux
de la Figure 12.
Le caractère d’indépendance par rapport au contour choisi et la signification physique
de l’intégrale Jˆk en tant que taux de restitution de l’énergie ont été contestés par Nishioka
et Atluri [2], qui ont démontré que, pour posséder ces caractéristiques, l’intégrale Jˆk de
Kishimoto devait être complétée par un terme relatif à un contour très proche de la pointe
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Fig. 12 – Les contours pour l’intégrale J





Ils proposent donc une nouvelle formulation pour une intégrale J ′k , représentant les deux
composantes du taux de restitution dynamique de l’énergie pour une fissure en propagation
bifurcant d’un angle θ0 :
G = J ′1 cos θ0 + J
′
2 sin θ0 (68)
avec




[(W + U)nk − σijui,knj ] ds (69)




[(W + U)nk − σijui,knj ] ds+
∫
V−Vε
(ρu¨iui,k − ρu˙iu˙i,k) dV (70)
L’intégrale J ′K proposée par Nishioka et Atluri, dont la formulation a été reprise dans
un grand nombre de publications par la suite, a prouvé son efficacité et le respect des trois
caractéristiques essentielles énumérés au début de cette section, dans de nombreuses appli-
cations de modélisation numérique de la rupture dynamique [3, 37, 38, 39, 40] quand Vε → 0




[(W + U) nk − σijui,knj ] ds+
∫
V
(ρu¨iui,k − ρu˙iu˙i,k) dV (71)
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C’est aussi la formulation qui a été retenue pour l’implémentation dans le code de calcul
developpé dans ce travail pour la modélisation de la rupture dynamique. En considérant un
contour Γ circulaire, proche de la pointe de la fissure, on démontre [2] que les composantes de
l’intégrale J ′k, par rapport au système (x0, y0, z0), peuvent être reliées aux facteurs d’intensité
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où les fonctions AI−III (v) sont celles des relations (56-58) et AIV (v) est donné par :
AIV (v) =
(αd − αs) (1− α2s)D
2D2
[
(2 + αd + αs)√
(1 + αd) (1 + αs)












En observant la relation (71), on se rend compte que son évaluation ne nécessite pas
la connaissance des champs de contrainte et de déformation à la pointe de la fissure, mais
uniquement les déplacements, les vitesses et les accélérations. L’intégration en déplacements
étant l’approche retenue, l’intégrale J ′k apparait comme la plus appropriée pour l’évaluation
des facteurs d’intensité dynamique de contraintes. Le calcul des ces facteurs est essentiel
pour l’implémentation du modèle physique de propagation de la fissure, qui est développé
ci-dessous.
1.5 Propagation de la fissure dynamique
La simulation numérique de la propagation d’une fissure dynamique nécessite, à la suite
de la caractérisation des champs mécaniques autour de la fissure, un modèle d’évolution. Un
tel modèle doit répondre à trois questions essentielles :
- la fissure se propage-t-elle ?
- suivant quelle direction cette propogation va-t-elle se produire ?
- jusqu’où va-t-elle se propager ?
L’ensemble des réponses à ces questions constitue un modèle d’évolution de la fissure
dynamique. Il faut différencier toutefois la situation d’une structure vierge de toute fissure
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mais susceptible de subir une amorce de fissure sous l’action du chargement externe, et le cas
d’une structure déjà fissurée, dont on cherche à déterminer l’avancement de celle-ci.
Plusieurs modèles d’évolution d’une fissure dynamique sont disponibles dans la littéra-
ture. On s’intéresse d’abord au modèle le plus souvent employé, le modèle physique de Freund
[1], et aux modèles implémentés, dans le cadre de la méthode XFEM, pour la simulation de
la propagation dynamique de la fissure [28]. Suite à une analyse qui a pris en compte les
caractéristiques de l’implémentation de la méthode XFEM dans notre code, deux modèles
d’évolution de la fissure dynamique ont été retenus , le modèle dit “physique” et le modèle
“d’endommagement cohésif”, dont les bases théoriques sont présentées ci-après. Cette descrip-
tion des modèles prend en compte la présence d’une fissure initiale, et une discussion sur les
particularités qui apparaissent dans le cas d’une structure initialement vierge est présentée
en fin de paragraphe.
1.5.1 Le modèle physique
Le modèle physique de propagation de la fissure est basé sur le calcul du taux de restitution
dynamique de l’énergie. Proposé par Freund [1], ce modèle à été implementé par Krysl et
Belytschko [41] dans le cadre de la méthode des éléments libres de Galerkin (EFGM), et par
Duarte et ses collaborateurs [42] dans le cadre de la méthode des éléments finis généralisés
(GFEM) pour la simulation numérique tri-dimensionnelle.
[Les deux méthodes énumérées font partie de la même famille que XFEM, des méthodes
qui ont à la base le principe de la partition de l’unité [43] et donc le choix d’étudier et
implémenter ce modèle est naturellement venu.]



















0 siKII = 0
(76)
où θc est mesuré par rapport au vecteur tangent à la direction actuelle de la fissure et où
on considère que le mode III n’affecte pas la direction de propagation de la fissure. La relation
(76) est dérivée à partir de la condition de contrainte maximale circumférentielle et le terme
sign(KII) garantit un facteur d’intensité de contraintes positif pour le mode I correspondant
à la direction θc.
Pour le mode mixte de rupture, les facteurs d’intensité de contrainte peuvent être déter-



















2 − (AI (v)AII (v) /A2IV (v)) (J ′02 )2
]}
(78)
Pour les modes purs J ′02 = 0, et dans ce cas les facteurs d’intensité dynamique de





, M = I, II, III (79)
Pour un calcul précis de la composante J ′02 , dans le cas du mode mixte, Nishioka et
Atluri [44] ont montré que la représentation dans les éléments finis de la région autour de
la pointe de la fissure doit être réalisée soigneusement avec des éléments spéciaux possèdant
la capacité de représenter les contraintes singulières. Face à cette difficulté, valable encore
plus pour la modélisation par XFEM, ces auteurs ont proposé la méthode de “séparation”
des composantes de J ′k , pour laquelle seulement J
′0
1 , non-affectée par la modélisation de la
région proche de la pointe de la fissure, et les composantes de l’ouverture à la pointe de la
fissure, δn et δt correspondant respectivement à l’orientation normale et tangentielle au plan















Le critère de propagation de la fissure, pour ce modèle, est celui du taux critique de
restitution de l’énergie :
G ≥ Gcrit (82)
où le taux courant G est donné par la valeur de l’intégrale J ′ et sa valeur critique est
calculée par la relation




La ténacité dynamique du matériau pour le mode I, KID (fonction de la vitesse d’avance-
ment de la fissure), peut être approximée par une valeur constante KˆID , considérée comme
une propriété du matériau.



















dans laquelle vlim est la vitesse limite de propagation de la fissure, toujours inférieure à







La fissure va avancer ainsi, si le critère (82) est rempli, d’une distance égale au produit
de la vitesse d’avancement donnée par (83) et du pas de temps de l’intégration numérique.
Dans l’implémentation numérique, en raison du caractère de partitionnement des éléments
fissurés, le calcul de la vitesse d’avancement se fera automatiquement par la propagation
“numérique” d’un bord à l’autre des éléments complètement séparés par la fissure. Ainsi,
cette technique de propagation d’un bord à l’autre assure elle-même le calcul de la vitesse
de propagation, en ouvrant la fissure dè que (83) est vérifié sur le dernier bord de l’élément
séparé par la fissure.
1.5.2 Le modèle d’endommagement cohésif
L’idée du modèle d’endommagement cohésif pour modéliser l’évolution de la fissure est
d’exploiter le modèle de cohésion, dans lequel on considère comme paramètre d’endommage-
ment le rapport entre l’ouverture de la fissure (la discontinuité δ) dans la zone cohésive et la
valeur critique de l’ouverture (δcr), considérée comme paramètre de matériau.
Les principes de ce modèle sont étroitement liés à l’implémentation de la méthode XFEM ;
ainsi, seules ses caractéristiques principales sont présentées, les détails étant développés dans
le chapitre consacré à la présentation de cette méthode.





avec des valeurs comprises entre 0, pour la pointe mathématique de la fissure et 1 pour
la pointe physique.
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Le paramètre Dcoh est évalué pour le dernier point d’intersection entre le maillage de la
structure et la fissure courante, on appellera ce point la pointe numérique de la fissure.
La fissure avance, d’un élément, si Dcoh ≥ 1 à la pointe numérique de la fissure. La di-
rection d’avancement est celle de la contrainte maximale circonférentielle qu’on détermine
par le calcul de σθθ dans un nombre de points situés en face de la fissure sur un demi-cercle
avec l’origine située à la pointe numérique de la fissure (Figure 32 page 77). Afin d’assurer la
précision de la détermination de la direction d’avancement de la fissure, le rayon de ce demi-
cercle doit être soigneusement choisi pour limiter l’influence sur le champ de contraintes de
la technique d’enrichissement adoptée.
La vitesse, et donc la distance d’avancement de la pointe de la fissure, est automatique-
ment donnée, comme dans le cas précédent, par la modélisation numérique, respectivement
la technique de propagation de bord-au-bord.
Les principes de ces deux modèles d’évolution de la fissure sont valables si une fissure est
déjà présente dans la structure analysée. Pour une structure vierge soumise au chargement
dynamique générant des conditions favorables à l’apparition d’une fissure, un critère d’endom-
magement doit être prévu dans la modélisation numérique. Son rôle sera de fournir à l’analyse
l’endroit initial où l’endommagement du matériau apparait. Le critère d’endommagement le
plus connu pour des sollicitations dynamiques appliquées aux matériaux métalliques est le
critère de Johnson-Cook [45]. Son application peut jouer le role d’un critère d’amorce per-
mettant, par l’identification des éléments où le critère est violé, l’initialisation d’un premier
segment de fissure coupant ces éléments. L’analyse numérique peut alors commencer.
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2 LA MÉTHODE DES ÉLÉMENTS FINIS ÉTENDUE
2.1 Historique
Le développement des techniques de modélisation numérique pour l’analyse des struc-
tures endommagées ou fissurées, soumises aux chargements dynamiques, prend de plus en
plus d’importance, comme en témoignent les travaux récents en la matière. La présence de
discontinuitées dans ces structures, les fissures et les bandes de cisaillement, pose le problème
de leurs représentation numérique et plusieurs solutions ont été proposées dans la littérature
spécialisée.
Dans l’introduction de ce chapitre, une courte revue des principales méthodes numériques
développées pour la modélisation des discontinuitées sera présentée, afin de situer la place de
la méthode des éléments finis étendue, méthode retenue pour notre analyse dynamique.
Les méthodes utilisant le re-maillage ont été les premières utilisées pour modéliser les
discontinuités. Basé sur la méthode des éléments finis classique, le maillage du modèle est re-
construit à chaque pas de temps, ainsi que les faces (ou bords pour l’analyse 2D) des éléments
correspondant aux discontinuités. Les noeuds localisés sur ces faces ou bords sont doublés et
répartis sur les deux côtés de la discontinuité. Les développements les plus récents limitent
le re-maillage à la zone proche de la discontinuité. Compte-tenu de sa simplicité (un code
de calcul EF standard et un algorithme de re-maillage sont suffisants), différentes versions
de cette technique ont été implémentées dans des codes commerciaux pour l’analyse quasi-
statique. Pourtant, plusieurs inconvénients majeurs demeurent : la sensibilité au maillage
de l’évolution de la discontinuité est l’un d’entre eux. En fait, l’utilisateur doit connaitre
“à priori” la réponse du modèle pour choisir les zones de raffinement ; de plus, la direction
de propagation de la discontinuité sera très sensible à l’alignement des noeuds. Une autre
difficulté est liée à la gestion des données de sortie pour les points géométriques autour de
la discontinuité, en raison des différents maillages. Même si ces techniques sont parvenues à
un assez haut degré de maturité, elles restent difficiles à appliquer pour l’analyse dynamique
des discontinuités, ce qui a incité les chercheurs à développer de nouvelles approches.
Les premières méthodes dites de discontinuité sont apparues comme une technique
innovante ; au lieu de tracer le chemin de la discontinuité et d’insérer des segments supplé-
mentaires de discontinuité (noeuds séparés) chaque fois que celle-ci avance, il est possible
de placer un segment de potentiel cohésif à l’interface entre les éléments finis adjacents.
Cette approche a été suivie par Xu et Needleman [7], Camacho, Ortiz et leurs collabora-
teurs [25, 26, 24], ainsi que par Remmers, De Borst et Needleman plus récemment [46]. Son
efficacité a été prouvée pour la simulation dynamique de la fissuration multiple et pour la
fragmentation, mais la direction des fissures est limitée aux bords des éléments, tandis que
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le chemin de propagation est toujours influencé par le maillage. La densité de maillage joue
aussi un rôle important pour la dissipation d’énergie dans la zone de discontinuité ; ainsi, des
lois d’échelle pour lier les paramètres du modèle à la taille du maillage ont été implémentées.
Même si certains fondements théoriques ne sont toujours pas complètement compris (comme
le lien entre les paramètres du potentiel cohésif et les propriétés mesurables du matériau),
ces méthodes sont simples et robustes. Le concept de potentiel cohésif a été d’ailleurs re-
pris dans certains développements qui ont suivi pour compléter les modèles d’évolution des
discontinuités.
Une autre technique, autorisant la résolution explicite du problème d’une discontinuité
possédant une trajectoire arbitraire à travers le maillage, a été inspirée par le travail de Ortiz,
Leroy et Needleman [47], qui ont enrichi l’approximation standard des éléments finis par des
fonctions permettant la capture d’une ligne de discontinuité “faible” traversant un élément.
Le terme de “discontinuité intégrée” (embedded discontinuity) est utilisé par Belytschko, Fish
et Engelmann [48], qui considèrent la discontinuité comme une bande de déformations élevées
entre deux lignes de discontinuités “faibles”, au niveau de l’élément ; l’idée a été poursuivie
pour des discontinuités “fortes” [49, 50]. Une description détaillée de cette classe de méthodes
est publiée par Jirasek [51] , qui propose également une étude comparative entre trois types
de modèles pour ces méthodes. L’un d’eux, appelé “statique et cinématique optimal non-
symétrique”, semble être la formulation optimale pour représenter la séparation complète lors
de la dernière étape du processus de fissuration, sans transfert parasite de contraintes. Plus
récemment, Oliver et Huespe [52] ont présenté une implémentation numérique d’un modèle
de discontinuité “intégrée” en formulant des enrichissements tant au niveau des noeuds que
des éléments.
La formulation la plus avancée dans le domaine de la modélisation numérique des dis-
continuités est issue de la méthode de partition de l’unité (PUM) [43]. La méthode des
éléments finis étendue, développée à Northwestern University, fait partie de cette classe
de méthodes basée sur l’enrichissement des champs discontinus. Le terme original eXtended
Finite Element Method (XFEM) est introduit par Moes, Dolbow et Belytschko [53], qui
ont développé cette méthode en proposant l’introduction d’une fonction échelon pour enrichir
les éléments complètement séparés par une fissure. Depuis, la méthode a été continuellement
améliorée et développée, pour l’analyse de la bifurcation de la fissure [54], pour la modélisa-
tion tri-dimensionnelle [55], pour des discontinuités dites “cohésives” [30] ou pour l’analyse
dynamique [28]. Une description de l’implémentation numérique de la méthode des éléments
finis étendue, pour le cas statique, a été également publiée par Sukumar et Prévost [56].
Un des nos objectifs est de développer la méthode XFEM pour l’analyse de la fissura-
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tion dynamique, dans le cadre de l’identification des paramètres de résistance à la rupture
dynamique dans le cas bidimensionnel, et de l’implémenter dans un nouveau code de calcul,
DynaCrack, intégrant une formulation explicite XFEM ainsi que des modèles adaptés à
l’évolution des discontinuités.
Ce chapitre est dédié à la présentation de ce travail. Il est organisé comme suit : dans
la première partie, on présente les concepts théoriques de la XFEM pour l’analyse dyna-
mique, l’implémentation numérique dans DynaCrack fait l’objet de la deuxième partie, et
la troisième partie est consacrée à la validation numérique au travers de plusieurs cas-tests.
2.2 Présentation de la méthode des éléments finis étendue pour
l’analyse dynamique
Développée initialement pour l’analyse quasi-statique des discontinuités, l’application de
la méthode des éléments finis étendue pour l’analyse dynamique reste très limitée. Une contri-
bution dans cette direction a été récemment publiée par Belytschko et ses collaborateurs [28],
soulignant les particularités et les difficultés propres à l’étude de la propagation dynamique,
ainsi que ses avantages.
2.2.1 Modélisation des discontinuités
La représentation de discontinuités est basée sur l’enrichissement des champs des déplace-
ments classiques pour la méthode des éléments finis, dans le cadre de la méthode de partition
de l’unité. La méthode de partition de l’unité [43] offre un outil puissant pour l’enrichissement
local :
– elle permet l’inclusion de fonctions spécifiques pour une meilleure approximation de la
solution
– elle assure la vérification automatique de la continuité (fonctions de conformité test et
essai)
– les discontinuités (points, lignes ou surfaces) peuvent être manipulées indépendamment
du reste du maillage
En utilisant ces propriétés, la méthode des éléments finis étendue introduit, par des fonctions
d’enrichissement, des degrés de liberté additionels, associés aux noeuds dont le support de
la fonction de forme est coupé par la discontinuité. Pour illustrer la notion de support de
la fonction de forme, un exemple simple est montré sur la figure 13 pour une approche
bidimensionelle. Pour le noeud I du maillage, on considère la fonction de forme φI et les
éléments connectés au noeud I constituent la région de support RI pour φI . Comme la
discontinuité coupe au moins un des bords intérieurs de la région RI , le noeud I sera enrichi.
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Fig. 13 – Région de support de la fonction de forme pour un noeud
Dans les travaux de Moes, Dolbow et Belytschko [53], deux types d’enrichissement sont
considérés pour modéliser les discontinuités, dans le cas bi-dimensionnel :
– des fonctions échelon d’ Heaviside pour les éléments complètement coupés par la discon-
tinuité ; dans ce cas, les noeuds connectés à ces éléments seront enrichis avec 2 degrés
de liberté supplémentaires chacun
– des fonctions asymptotiques de type Westergaard, dérivées à partir de l’expression du
champ de déplacement autour de la pointe de la fissure, pour les éléments contenant
une pointe de fissure ; les noeuds connectés à ces éléments auront 4 degrés de liberté
supplémentaires chacun
Sur la figure 14, pour un exemple simple de maillage coupé par une discontinuité, on peut
observer l’enrichissement des noeuds correspondant aux deux types de fonctions énumérées
ci-dessus (Figure 14a) et l’enrichissement seulement avec la fonction échelon lorsque le bout
de la discontinuité se trouve sur un bord d’élément (Figure 14b). En effet, l’enrichissement
dual illustré sur la figure 14a, qui a été implémenté avec succès pour le cas de l’analyse
quasi-statique [53, 30, 56], n’est plus adapté à l’analyse dynamique. La dépendance du temps
pour ce type de problème rend l’enrichissement mixte très difficile à implémenter, et une
autre approche, avec seulement des fonctions échelon, a été proposée [28] pour étudier la
propagation dynamique, en restreignant les positions des extrémités de la fissure aux bords
des éléments du maillage (Figure 14b).
C’est aussi l’approche retenue pour nos travaux : une modélisation des discontinuités par
la fonction échelon d’Heaviside H(X) et une imposition pour que les bouts des discontinuités
soit situés sur les bords des éléments finis. La fonction H(X) permet ainsi de représenter le
“saut “ dans le champ de déplacements coupé par une discontinuité en prenant la valeur +1
au dessus de la discontinuité (domaine appelé “positif”) et −1 en dessous (domaine appelé
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a) b)
Fig. 14 – (a) Enrichissement par des fonctions asymptotique et échelon et (b) par fonction
échelon seule
















où ~X représente un point matériel (dans la configuration initiale), ~X∗ est le point situé
sur la fissure le plus proche de ~X, et ~en est le vecteur unitaire de la normale extérieure à la
fissure en ~X∗(Figure 15).
Pour un maillage comportant N noeuds, dont NΓ seront enrichis, le champ de déplacement
devient :
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où par uI on note les degrés de libertés classiques, et par aI on désigne les degrés de
liberté additionnels assignés au noeud enrichi.
Cette approche pour la modélisation des discontinuités apporte quelques limitations par
rapport au cas quasi-statique, comme on peut l’observer sur la figure 16, où on présente une
fissure modélisée par les deux types d’enrichissement (a) et par seulement la fonction échelon
(b). La première conclusion qu’on peut tirer de cette comparaison est que dans le deuxième
cas la densité de maillage joue un rôle plus important, compte-tenu du fait qu’un maillage
plus fin minimise les erreurs dues à l’approximation du chemin de la fissure, en imposant le
changement de la direction sur les bords des éléments. L’arrêt des bouts de la fissure sur les
bords des éléments va imposer un choix particulier des modèles d’évolution de la fissure, afin
de pouvoir réaliser leur implémentation numérique.
2.2.2 Formulation mécanique
Considérons un domaine Ω0 dans la configuration de référence (Figure 17), ainsi que




où par x on note les
coordonnées spatiales. L’image de la configuration courante est notée par Ω. Une discontinuité
interne est représentée par la courbe Γ0c dans la configuration initiale et par Γc dans la
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Fig. 17 – Représentation des domaines initial et courant pour une structure fissurée
configuration courante. Une traction t¯0 est appliquée sur la frontière de Neumann Γ0t et u¯
0
est le déplacement imposé sur la frontière de Dirichlet Γ0u , avec Γ
0
u ∪Γ0t = Γ0 et Γ0u ∩Γ0t = 0.
On peut écrire la formulation des équations mécaniques en terme de contraintes de Cauchy,




+ ρbi − ρu¨i = 0 dans Ω (87)
– équations des conditions à la frontière
niσij = ti sur Γt (88)
ui = u¯i on Γu sur Γu (89)





ji = τ sur Γc (90)
où σ représente le tenseur de contraintes de Cauchy, ρ est la masse volumique, b représente
la densité des forces de volume, t représent la traction sur la frontiere, τ est la “traction
cohésive” agissant sur les surfaces de la discontinuité, et u¯ représente les conditions imposées
en déplacements.
Pour passer à la formulation “faible” et aux équations discrètes pour la solution par




u(X , t)|u(X , t) ∈ C 0 , u(X , t) = u¯(t) surΓ u
0





δu(X , t)|δu(X , t) ∈ C 0 , δu(X , t) = 0 surΓ u
0
, δu discontinue sur le bord de la fissure
}
(92)


















Les équations discrètes de la formulation éléments-finis sont obtenues par une procédure






















































Les deux parenthèses de la relation ci-dessus donnent les équation discrètes. Les différents
termes peuvent être identifiés comme :
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On note que la traction cohésive intervient dans le terme de la force nodale externe
enrichie. La matrice de masse globale, composée de termes classiques, mixtes et enrichis ne
sera plus diagonalisée à cause des degrés de liberté enrichis. Dans la section consacrée à la
présentation de l’implémentation numérique, un exemple simple va illustrer la manipulation
des degrés de liberté supplémentaires dans les termes (99-105).
2.2.3 Partitionnement des éléments discontinus
La présence d’éléments “coupés” dans le maillage du modèle pose le problème de l’in-
tégration numérique des équations discrètes sur leurs domaines, sachant que les champs de
déplacement correspondants sont discontinus. L’objectif de base de la méthode des éléments
finis étendue étant de ne pas utiliser de remaillage, une solution qui supposerait l’introduction
de noeuds et d’éléments supplémentaires a été écartée. En plus des inconvénients que cette
approche présente, une analyse approfondie sur le sujet, menée par Sukumar et Prévost [56],
a démontré les limitations imposées par la présence de domaines convexes et non-convexes,
suite à la division des éléments coupés. Le remaillage de ces domaines conduirait ainsi à l’ap-
parition d’éléments de très petite taille, à l’augmentation du nombre de fonctions de forme
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Fig. 18 – Partitionnement triangulaire des éléments discontinus
dans l’approximation, et à des valeurs numériques élevées des dérivées de ces fonctions. Tous
cela affecte la précision de l’intégration numérique et la convergence de la solution.
L’alternative proposée dans la méthode des éléments finis étendue pour résoudre ce pro-
blème est le partitionnement des éléments coupés par la discontinuité. Cette procédure de
partitionnement, proposée dès le début du développement de la méthode, diffère du remaillage
par quelques aspects importants :
– le partitionnement des éléments est réalisé à des fins d’intégration numérique seulement ;
aucun degré de liberté additionnel n’est introduit dans l’espace ainsi discrétisé
– les fonctions de forme étant associées aux noeuds attachés aux éléments “parents”, il
n’y a pas de contraintes sur la forme des partitions
– la tache de division des éléments coupés par les discontinuités est réduite à un exercice
géométrique relativement simple
Pour l’analyse 2D d’un modèle discrétisé en éléments quadrilateraux, le partitionnement
adopté pour l’implémentation de la méthode des éléments finis étendue [53, 57, 58, 56] est
triangulaire, les éléments concernés étant divisés en triangles, comme sur la figure 18.
Malgré l’utilisation d’algorithmes complexes d’intégration numérique sur les partitions
triangulaires (comme celui à 6 points d’intégration sur chaque triangle [56]), des difficultés ont
été rapportées, notamment à cause de la différence entre les fonctions de forme spécifiques aux
éléments quadrilateraux et celles des éléments triangulaires. Ces difficultés nous ont conduit
à proposer un nouveau type d’enrichissement, plus approprié aux éléments quadrilateraux
[59].
L’idée de base est de garder les mêmes fonctions de forme que celles correspondant aux
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Fig. 19 – Partitionnement quadrilateral des éléments discontinus
éléments quadrilateraux, pour les partitions obtenues après la division des éléments. Au lieu
de triangles, les nouvelles partitions sont des quadrilatères dont le domaine de référence, le
nombre et la position des points d’intégration sont les mêmes que pour l’élément parent.
L’illustration de ce partitionnement, pour les éléments coupés sur des bords opposés, et pour
ceux coupés sur des bords adjacents, est montré sur la figure 19. Un exemple de maillage
comprenant des éléments normaux et partitionnés est présenté sur la figure 20.
L’efficacité de cette nouvelle solution de partitionnement a été testée avant l’implémenta-
tion à l’aide d’un outil de calcul formel, pour des modèles simples, et l’intégration numérique
sur un domaine ainsi partitionné a donné des résultats très proches de la solution analytique.
La procédure géométrique de partitionnement, ainsi que son algorithme d’implémentation
dans DynaCrack, sont présentés dans la section 2.3.
2.3 Implémentation numérique
2.3.1 Cadre général
L’implémentation numérique de XFEM dans un code de calcul aux élément finis a été
réalisée en utilisant le cadre général offert par DynELA [60], le code de calcul de dyna-
mique rapide explicite en grandes transformations développé au sein du Laboratoire Génie
de Production de l’ENI de Tarbes. Son développement a été réalisé avec une approche orien-
tée objet en C++, afin de faciliter l’intégration de nouveaux modules développés de manière
extérieure.
Ainsi, dans les libraires existantes de DynELA, de nouvelles classes et objets spécifiques
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Fig. 20 – Maillage partitionné
pour XFEM ont été ajoutés tandis que d’autres ont été modifiés, de nouvelles méthodes étant
implémentées, dans le but de réaliser un nouveau code de calcul doté d’un solveur explicite,
et capable de modéliser l’endommagement et la fissuration dynamique par XFEM. Le dia-
gramme simplifiée UML de ce nouveau code est présenté sur la figure 22. La description des
nouvelles classes, ainsi que celle des modifications dans les classes existantes, sont présentées
dans l’Annexe no. 3.
Dans le stade actuel de son développement, DynaCrack possède les caractéristiques
suivantes :
– analyse de modèles EF bi-dimensionnells
– un seul type d’élément fini (quadrilatère à 4 noeuds)
– analyse de modèles présentant une seule discontinuité
– analyse linéaire-élastique du comportement du matériau, excepté dans la zone d’élabo-
ration de la fissure
– analyse des fissures dynamiques, en mouvement à vitesse constante ou variable
Il est évident que ces caractéristiques de base assurent un cadre général ouvert aux dévelop-
pements suivants :
– l’implémentation de plusieurs discontinuités dans le même modèle
– la modélisation du branchement des fissures
– l’implémentation de lois constitutives élasto-plastiques
– l’implémentation de plusieurs types d’éléments finis
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– le passage à l’analyse tri-dimensionnelle
Dans ce qui suit, les mots clé concernant DynaCrack (noms de classes, méthodes, objets
etc.) sont rédigées avec des caractères courrier.
2.3.1.1 Avantages de l’approche Orientée Objet
Classiquement, les codes de calculs éléments finis sont programmés à l’aide des langages
procéduraux (comme le C ou le FORTRAN), dans lesquels les algorithmes sont décompo-
sés en procédures qui manipulent des données [61]. L’évolutivité et la maintenance du code
deviennent rapidement problématiques avec l’augmentation de la complexité des structures
de données. L’introduction de la programmation orientée objet apporte une réponse, en mo-
délisant les problèmes sous forme d’interactions et liaisons entre les classes ; chaque classe
possède ses propres données et méthodes [62]. Dans ces langages orientés objets, comme le
C++, chaque objet est généralement muni d’une interface qui est figée ; les modifications
portent uniquement sur la programmation interne à l’objet [63]. Par exemple, on peut déci-
der que dans le cadre d’une classe matrice, l’opérateur “()” permet d’accéder aux éléments de
la matrice. On peut alors changer sans problème la méthode de stockage interne de données,
mais l’interface reste inchangée. Les parties de code source utilisant cette méthode sont ainsi
toujours valables. Ainsi, le développement d’applications plus complexes à plusieurs program-
meurs s’en trouve facilité [64, 65]. De plus, cette approche autorise des niveaux d’abstraction
relativement élevés (équations aux dérivées partielles, par exemple). La structure même des
langages orientés objet favorise la conceptualisation par différents niveaux d’abstraction :
héritage, surcharge d’opérateurs, abstraction et polymorphisme, classes modèles [66, 60]. On
va brièvement présenter au travers d’un exemple ces principes.
On considère trois classes représentant des solveurs éléments finis : Solver, SolverTherm
et SolverMec comme représenté sur le diagramme “Unified Modelling Language” (UML) de
la figure 21. La déclaration et la définition de ces trois classes est donnée dans les trois cadres
1, 2 et 3, ainsi qu’un programme montrant leur utilisation (Cadre 4).
L’héritage (dont la représentation UML est un triangle) permet d’exploiter les propriétés
communes entre différents objets. Par exemple, la classe Solver (1) a pour attributs un
nom(_nom) (2) et un numéro (_numero) (3) et pour méthodes Solver : :nom() (4) et
Solver : :solve() (5) ; la première renvoie un objet de type String qui contient le nom et la
seconde lance le solveur. Les classes SolverTherm (6) et SolverMec (7) qui sont directement
héritées de la classe Solver héritent de ces attributs et méthodes. Ces deux classes sont des
spécialisations de la classe de base Solver car elles contiennent l’implémentation spécifique
de la résolution propre au solveur thermique et au solveur mécanique. Elles disposent de plus
d’attributs particuliers à chaque solveur.
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Fig. 21 – Diagramme UML de l’exemple
Cadre 1 Implémentation de la classe Solver
class Solver //(1)
{
String _nom ; // (2)
short _numero ; // (3)
public :
Solver (String n) {_nom=n ;}
virtual ~Solver() {}
String nom() {return _nom ;} // (4)
void set(String n) {_nom=n ;} // (8)
void set(short n) {_numero=n ;} // (9)
virtual solve()=0 ; // (5)
} ;
Cadre 2 Implémentation de la classe SolverTherm
class SolverTherm : public Solver // (6)
{
public :





Cadre 3 Implémentation de la classe SolverMec
class SolverMec : public Solver // (7)
{
public :
SolverMec (String nom) : Solver(nom) {}
~SolverMec() {}
double solve() {...} ;
} ;
Cadre 4 Implémentation du programme
int main()
{
Solver solver ; // (10) Impossible car classe purement virtuelle
Solver* psolver ; // par contre ceci est autorisé
SolverMec* psolvermec = new SolverMec(“mon solvermec”) ; // (11) appel du
constructeur de la classe SolverMec
SolverTherm* psolvertherm= new SolverTherm(“mon solvertherm”) ; // (12)
appel du constructeur de la classe SolverTherm
psolver=psolvermec ; // psolver est un pointeur sur un objet de type
SolverMec
std : :cout< <”Nom de l’objet”< <psolver->nom()< <”\n” ; // la méthode
SolverMec : :nom est appelée
psurf=psolvertherm ; // psurf est un pointeur sur un objet de type
SolveTherm
std : :cout< <”Nom de l’objet”< <psurf->nom()< <”\n” ; // la méthode
SolverTherm : :nom est appelée
//exemple de surdéfinition
psolver->set (“mon solver”) ;
psolver->set (2) ;
std : :cout< <”Nom de l’objet”< <psolver->nom()< <”\n” ; // la méthode




En outre, ces classes intégrant un opérateur surchargé : la méthode Solver : :set peut
aussi bien s’appliquer à un nombre (8) qu’à une chaîne de caractères (9) ; la même méthode
peut réaliser différentes actions : c’est le typage “fort”. Cette fonctionnalité permet d’écrire à
l’aide d’une seule méthode ce qui demanderait une série de tests sur la nature de l’attribut à
changer à l’aide de la fonction set (utilisation de fonctions type “case...”).
L’abstraction est la définition d’objets abstraits utilisant des méthodes virtuelles (5). Ces
classes permettent d’étendre facilement le code existant. La classe résultante a un compor-
tement polymorphique : si on reprend l’exemple de la classe Solveur, celle-ci n’est jamais
instanciée (10). En langage orienté objet, un objet est une instance de classe. Seules les
classes dérivées SolverTherm et SolverMec le sont (11), (12).
Les classes modèles (template) sont génériques : elles sont définies de façon à manipuler
n’importe quel type d’objet. Ce dernier n’est défini que lors de l’instance de la classe. Ces
classes contribuent à la construction de codes de calcul à haute performance et fortement
abstraits [67].
C’est pour ces raisons que le langage C++ à été retenu pour développer la plate-forme
de calcul sur laquelle nous nous appuyons pour construire un logiciel unique. En effet, c’est
actuellement un des langage le plus employé en programmation orientée objet : il autorise
une meilleure intégration et facilite la maintenabilité et l’évolutivité des codes de calcul,
contrairement à d’autres langages de programmation, certes aussi puissants d’un point de
vue calculatoire mais plus complexes à maintenir car demandent plus d’expérience.
2.3.1.2 Structuration des données
Dans le processus de développement d’un code de calcul par éléments finis, une étape
préliminaire très importante est la définition de l’ensemble des librairies de base pour la
gestion des données. DynaCrack étant développé en utilisant la plate-forme de DynELA,
les librairies de base de ce code dont une liste simplifiée est donnée ci-dessous, ont été utilisées :
– basicTools : librairie de base qui contient les classes de base de l’application DynELA
– linearAlgebra : librairie de calcul algébrique, définissant notamment les notions de
vecteurs, matrices, tenseurs ...
– interpretor : librairie qui définit le langage de commande interprété de DynELA
– femLibrary : librairie de calcul éléments-finis, le coeur du solveur
A partir de ces diverses librairies, un ensemble de programmes exécutables ont été créés, cor-
respondant aux divers modules du code de calcul : le solveur éléments-finis, le post-processeur,
le générateur de langage, etc. L’implémentation de XFEM a nécessité d’abord le développe-
ment et la modification de la librairie femLibrary, générant ainsi un nouveau solveur, puis
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des modifications dans les autres librairies afin d’adapter le post-processeur et le langage de
commande. Le nouveau diagramme UML de la librairie femLibrary est présenté sur la figure
22, où les nouvelles classes sont colorées en rouge, et celles modifiées en bleu.
On présente maintenant brièvement les principales fonctionnalités des nouvelles classes
dans l’ordre de leur développement :
– crackFunction - a comme rôle l’implémentation des segments de discontinuités, ainsi
que des méthodes pour l’identification du signe, positif ou négatif, des domaines coupés
par ceux-ci
– XPartition2D - classe très importante qui gère la partition des éléments coupés par la
discontinuité
– XPoint - contient les données concernant les point générés lors de la partition des
éléments coupés (leur identifiant, les coordonnées etc.)
– Surf2D - gère les attributs des surfaces dans lesquelles les éléments coupés sont parti-
tionnés
– XNode - contient les données concernant les noeuds du maillage (attributs spécifiques
des noeuds pour XFEM, notamment le statut, normal ou enrichi)
– XElBi4n2D - classe de définition et de manipulation des éléments plans à 4 noeuds
adoptés pour l’analyse XFEM (construction des matrices élémentaires notamment)
– XNodalField - classe de définition des champs de données nodales ; chaque instance de
la classe XNode possède deux champs, correspondant à l’instant courant t et à l’instant
suivant t+∆t
– XAllocation - gère l’allocation dynamique des positions locales et globales de l’en-
semble des degrés de liberté de la structure, afin de réaliser l’assemblage des matrices
globales, dans les conditions d’un maillage évolutif (le nombre des degrés de liberté
change avec l’avancement de la fissure)
– XExplicitSolver - la classe la plus importante de DynaCrack, gère le statut des
éléments et des noeuds à chaque incrément de temps, l’assemblage des matrices globales,
l’insertion des conditions aux limites, l’intégration explicite des équations discrétisées,
les modèles d’évolution des discontinuités, ainsi que les sorties vers le post-processeur
Les principaux algorithmes implémentés dans les classes ci-dessus sont détaillés dans la section
suivante.
2.3.2 Traitement des discontinuités
L’implémentation des discontinuités initiales est réalisée par la déclaration d’une fonc-
tion discrète de la discontinuité, une liste de points plus précisément, dans le fichier d’en-
trée. Ces points, qui forment les segments de discontinuité, sont gérés par la nouvelle classe
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Fig. 22 – Diagramme UML simplifié de la nouvelle librairie femLibrary
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Fig. 23 – Choix du signe de la fonction d’enrichissement
crackFunction. En considérant que la discontinuité est une fissure, dans la liste de points
correspondant Xc = {xi}i∈[0, p] les pointes mathématiques de la fissure sont x0 ou xp (ou les
deux si la fissure est interne). Les extrémités “numériques” de la fissure (xn sur la Figure 23)
sont identifiés par le code comme les points d’intersection entre la fissure et le dernier bord
coupé pour l’élément qui contient l’extrémité “théorique”.
Cette liste de points de la fissure est un objet dynamique, mis à jour à chaque mouvement
de l’extrémité.
Pour enrichir le champ de déplacement dans les éléments coupés par la discontinuité,
il faut aussi chercher le signe de la fonction d’Heaviside. C’est la deuxième fonctionnalité
importante de la classe crackFunction, qui par sa méthode isOnPositiveSide détermine
si un point matériel x se trouve du coté “positif” ou “négatif” de la discontinuité en fonction de
la direction de celle-ci. Ce test d’orientation, illustré sur la figure 23, est basé sur l’évaluation
du signe du déterminant ∆ du triangle formé par le point de recherche xc et le segment de
discontinuité le plus proche [xi, xi+1] :
∆ = [(xi (1)− xc (1)) (xi+1 (2)− xc (2))− (xi+1 (1)− xc (1)) (xi (2)− xc (2))] (106)
où x (·) dénote les coordonnées du point x.
La méthode renvoie la réponse boolean True si ∆ > 0 et un message d’erreur si |∆| < ε, ε
étant une tolérance imposée, signalant que le point de recherche se trouve sur la discontinuité.
La configuration du maillage d’un modèle XFEM doit être actualisée avant chaque pas de
temps d’intégration numérique, et c’est la méthode getXRType de la classe XExplicitSolver
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Fig. 24 – Exemple de grille enrichie
qui réalise cette opération. La procédure est basée sur un algorithme de type “BoundingBox”
qui identifie d’abord les noeuds voisins de la fissure, en effectuant une boucle sur tous les
segments de la fissure. Le statut des noeuds dont le support est coupé par la fissure est
ensuite modifié (noeuds XType) et leur nombre de degrés de liberté (dof ) passe de 2 à 4. Les




TypeR − elements coups (4noeuds enrichis)
TypeX − elements enrichis (1 a 3noeuds enrichis)
TypeN − elements normaux (pas de noeuds enrichis)
Un exemple de grille enrichie avec les trois types d’élément est montré sur la figure 24,
où les noeuds XType sont cerclés.
2.3.3 Procédure de partitionnement
Une fois que le statut des éléments du maillage à été identifié, pour le pas d’intégration
courant, le partitionnement des éléments TypeX doit être réalisé afin d’intégrer les équations
discrètes sur leurs domaines.
La procédure de partitionnement a été implémentée par la méthode computeSubGrid de
la classe XPartition2D et les principales étapes de cette procédure sont présentées dans le
cadre 5. Comme illustré sur la figure 25, pour un maillage avec des éléments quadrilatéraux,
une géométrie arbitraire de la discontinuité peut donner deux situations pour les éléments
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Cadre 5 Procédure de partitionnement
1. Détection des points d’intersection, xc1et xc2
2. Construction de la liste de xpoints {pi}i=1...4 avec les coordonnées des noeuds
3. Calcul des centroides positif et négatif, C+and C−
4. Détermination des points médians, mj , pour tous les segments des sous-domaines
5. Construction des listes pointsPositifs et pointsNegatifs
6. Construction des surfaces Surf2D
Fig. 25 – Illustration de la procédure de partitionnement
coupés : deux côtés opposés coupés (a) ou deux côtés adjacents coupés (b). La procédure de
partitionnement s’adapte à chacune de ces situations.
Pour gérer les points et les surfaces générés par le partitionnement, deux classes, XPoint
et Surf2D, ont été développées. Deux listes d’objets XPoint sont créées pour les deux sous-









peut l’observer sur la figure 25. Pour un sous-domaine, la liste correspondante de xpoints
contient les points d’intersection entre la discontinuité et les bords de l’élément, xc1 et xc2,
les xpoints correspondant aux coordonnées des noeuds et tous les points médians des côtés
du sous-domaine, mj. En rangeant ces xpoints dans le sens trigonométrique et en utilisant
le centroide du sous-domaine (C+ ou C−), on construit, pour chaque sous-domaine, la liste









L’intégration numérique des matrices élémentaires (matrice de rigidité et matrice de
masse) des éléments coupés sera ainsi réalisée sur ces surfaces.
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Fig. 26 – Eléments considérés pour la présentation de la construction des matrices élémen-
taires
2.3.4 Construction des matrices élémentaires
La construction des matrices élémentaires dans la formulation classique élément fini étant
bien connue, on va présenter ici, à l’aide d’un exemple simple, les particularitées de cette
construction dans XFEM.
Deux aspects différencient les matrices élémentaires en XFEM par rapport au cas clas-
sique : la présence des degrés de liberté additionnels, en nombre variable selon la position de
l’élément par rapport à la discontinuité, et l’intégration des quantités spécifiques (rigidité et
masse) sur le domaine des éléments coupés. On a choisi donc une zone de maillage (figure
26) contenant un élément coupé (E1), deux éléments avec 2 noeuds enrichis (E2 et E4) et
un élément avec un seul noeud enrichi (E3). Pour les éléments avec 3 noeuds enrichis (qui
peuvent apparaître aussi), le raisonnement est similaire à celui des éléments E2 ou E3. On
garde, pour tous ces éléments, la numérotation locale pour leurs noeuds.
Pour l’élément fini quadrilatère, avec 4 points d’intégration de Gauss, les fonctions de
forme qui régissent le champ de déplacements à l’intérieur du domaine élémentaire sont
exprimées dans les coordonnées (ξ, η) du domaine parent comme :
φi (ξ, η) =
1
4
(1 + ξiξ) (1 + ηiη) , i = 1..4 (107)
où (ξi, ηi) sont les coordonnées des 4 noeuds du domaine parent.




ux1 uy1 ax1 ay1 ux2 uy2 ax2 ay2 ux3 uy3 ax3 ay3 ux4 uy4 ax4 ay4
}T
(108)
où par uxi et uyi on désigne les degrés de liberté classique, et par axi et ayi les degrés de
liberté d’enrichissement.
Pour satisfaire à l’équation de champ de déplacement en XFEM (86), la matrice de fonc-
tion de forme N pour cet élément sera :
NE1 =
[
φ1 0 Hφ1 0 φ2 0 Hφ2 0 φ3 0 Hφ3 0 φ4 0 Hφ4 0
0 φ1 0 Hφ1 0 φ2 0 Hφ2 0 φ3 0 Hφ3 0 φ4 0 Hφ4
]
(109)




φ1,x 0 Hφ1,x 0 φ2,x 0 Hφ2,x 0
0 φ1,y 0 Hφ1,y 0 φ2,y 0 Hφ2,y
φ1,y φ1,x Hφ1,y Hφ1,x φ2,y φ2,x Hφ2,y Hφ2,x
φ3,x 0 Hφ3,x 0 φ4,x 0 Hφ4,x 0
0 φ3,y 0 Hφ3,y 0 φ4,y 0 Hφ4,y
φ3,y φ3,x Hφ3,y Hφ3,x φ4,y φ4,x Hφ4,y Hφ4,x

 (110)











où par Nsi on note le bloc de la fonction de forme classique et par Nhi celui de l’enri-


















Ainsi les matrices (109) et (110) peuvent s’écrire :
NE1 =
[





Bs1 Bh1 Bs2 Bh2 Bs3 Bh3 Bs4 Bh4
]
(112)
Cette approche a grandement facilité la construction des matrices élémentaires, quel que
soit le nombre de noeuds enrichis de l’élément correspondant, en nous permettant d’implé-
menter un seul algorithme. Ainsi une simple interrogation sur le statut du noeud permet
d’ajouter un bloc enrichi, tout de suite après le bloc standard, si le noeud est enrichi.
En continuant sur notre exemple, les vecteurs des degrés de liberté correspondant aux
éléments E2 et E3 seront :
uE2 =
{





ux1 uy1 ax1 ay1 ux2 uy2 ux3 uy3 ux4 uy4
}T
(114)



















Bs1 Bh1 Bs2 Bs3 Bs4
]
(118)
Aux matrices internes [N ] et [B], pour chaque élément, s’ajoute la matrice jacobienne
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Fig. 27 – Schema d’intégration numérique de l’élément coupé
[J ] . Comme pour les éléments E2 et E3 cette intégration ne présente pas de particularités
par rapport au cas classique, on va seulement détailler la procédure d’intégration numérique
pour l’élément coupé E1.
L’élément étant partitionné en 8 surfaces, 4 “positives” et 4 “négatives” (le raisonnement
est similaire pour les autres situations de partitionnement), les matrices jacobiennes pour
chaque surface doivent être construites et leur déterminant calculé aux points d’intégration
gj des domaines parents correspondants (Figure 27)
Ensuite, les matrice élémentaires de masse ME1et de rigidité KE1 sont construites en
ajoutant la contribution de chaque surface de partitionnement, la fonction d’enrichissement
H présente dans les matrices internes NE1 et BE1 prenant les valeurs +1 et −1 selon le signe





































où C représente la matrice de comportement du matériau et ρ la masse volumique. Par
pSij on comprend le point d’intégration j de la surface i et par wj on note le poids du
point d’intégration. La diagramme logique de l’algorithme de construction et d’intégration
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numérique de la matrice de rigidité KE1 est montré sur la figure 28.
2.3.5 Assemblage des matrices globales
L’assemblage des matrices de masse et de rigidité et du vecteur des forces externes en
XFEM est particulière, compte-tenu que les dimensions des matrices élémentaires correspon-
dantes sont différentes d’un élément à l’autre. Pour traiter cette difficulté, une nouvelle classe
a été créée, XAllocation, ayant comme rôle de permettre le passage entre la position locale
d’un degré de liberté et sa position globale.
Comme illustré sur la figure 29, cette classe gère essentiellement deux tableaux dyna-
miques : celui des positions globales des degrés de liberté (à gauche du schéma) et celui des
positions locales. La relation bi-directionelle entre les deux tableaux est assurée par deux
méthodes : loc2glob et glob2loc.
Le schéma logique de l’algorithme d’assemblage est présenté sur la figure 30, pour la ma-
trice de rigidité globale. La méthode inverse sera utilisée ensuite pour récupérer les grandeurs
associées à un noeud dans le post-processeur.
L’assemblage de la matrice globale de masse et du vecteur des forces externes est similaire.
2.3.6 Algorithme d’intégration des équations du mouvement
La principale équation à intégrer dans la formulation éléments finis est l’équation discré-
tisée de l’équilibre dérivée de (98) :
Mu¨+ F int − F ext = 0 (121)
où M est la matrice globale de masse, comprenant les termes classiques (103), mixtes
(104) et enrichis (105), F int est le vecteur des forces internes que l’on peut exprimer par la
matrice globale de rigidité, K, comme :
F int = Ku (122)
et F ext , le vecteur des forces externes, est donné par le chargement externe et les forces
de cohésion à la pointe de la fissure.
L’équation d’équilibre est complétée par les conditions initiales définies ci-dessous à l’ins-
tant t0 :
u0 = u (t0) ; u˙0 = u˙ (t0) (123)
Plusieurs algorithmes d’intégration numérique temporelle sont disponibles dans la litté-
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Fig. 28 – Algorithme de calcul de la matrice de rigidité pour un élément discontinu
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Fig. 29 – Procédure d’allocation dynamique
rature, une présentation exhaustive étant disponible en [68] et [69]. Pour l’implémentation
sur DynaCrack, on a fait appel au schéma d’intégration explicite de Chung-Hulbert [70].
L’intégration temporelle est effectuée à partir des relations suivantes :
u¨n+1 =
M−1 (F extn − F intn )− αM u¨n
1− αM (124)
u˙n+1 = u˙n +∆tn+1 [(1− γ) u¨n + γu¨n+1] (125)











Les paramètres de pondération αM , β et γ présents dans les équations (124-126) conduisent
à une dissipation numérique optimale fonction du rayon spectral ρb à la fréquence de bifur-
cation. Un rayon spectral égal à 1 conduit à un algorithme conservatif alors qu’un rayon


















L’utilisation d’un schéma d’intégration numérique explicite nécessite le calcul de la valeur
du pas de temps critique de la structure puisqu’il est conditionnellement stable. L’incrément
de temps ∆t est alors défini par la relation suivante :




où ∆tcrit, le pas de temps critique, dépend de la fréquence propre maximale ωmax de
la structure et γs est un coefficient de sécurité destiné à prendre en compte le fait que la
fréquence propre maximale est évaluée à partir d’une formulation linéaire. La valeur de la
fréquence propre maximale ωmax de la structure est évaluée à partir de la méthode “power
iteration” décrite par Benson [71]. Le paramètre Ωs est défini à partir de la valeur de ρb par
la relation suivante :
Ωs =
√
12 (1 + ρb)
3 (2− ρb)
10 + 15ρb − ρ2b + ρ3b − ρ4b
(131)
Les principales étapes de la procédure d’intégration sont présentées dans le cadre [6].
2.3.7 Traitement de l’évolution de la fissuration
Les considérations théoriques concernant les modèles d’évolution de la fissure étant déjà
présentées dans le chapitre précédent, dans cette section seront décrits les algorithmes spéci-
fiques employés pour l’implémentation numérique de ces modèles. Ces algorithmes concernent
le calcul du taux de restitution d’énergie et des facteurs d’intensité dynamique de contraintes,
la recherche de la direction de propagation de la fissure et l’implémentation du modèle d’en-
dommagement cohésif.
Comme présenté dans le chapitre précédent, la formulation retenue pour l’intégrale J




[(W + U) nk − σijui,knj ] dΓ +
∫
S
(ρu¨iui,k − ρu˙iu˙i,k) dS (132)
L’implémentation numérique a été faite pour un contour rectangulaire (figure 31), dont
les côtés sont parallèles aux axes du système global de coordonnées, cette approche facilitant
le développement des termes de l’intégrale (132).
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Cadre 6 Procédure d’intégration explicite
1. Identification du maillage enrichi
2. Partitionnement des éléments coupés
3. Initialisation de l’allocation dynamique
4. Calcul des matrices globales de masse et de rigidité
5. Calcul des efforts internes
6. Calcul des efforts cohésifs
7. Calcul du pas de temps de la structure
8. Initialisation du pas de temps de la structure
9. Prédiction des quantités
10. Initialisation de l’itération
11. Résolution explicite
12. Fin du pas
13. Si fin de calcul, aller en 17
14. Calcul des matrices globales de masse et de rigidité
15. Calcul du pas de temps de la structure
16. Retour en 8
17. Calcul de propagation de la discontinuité
18. Mise à jour de la géométrie de la fissure
19. Sauvegarde des résultats
Fig. 31 – Contour rectangulaire pour le calcul de G
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Ainsi le contour du domaine de calcul de l’intégrale J pour l’évaluation du premier terme,
l’intégrale sur le contour, est donné par :
Γ = AB− +B+D +DE + EF + FA (133)
Γc = B
−C + CB+ (134)
avec le sens de parcours montré sur la figure qui donne l’orientation de la normale exté-
rieure.














où les termes correspondant aux côtés du contour, pour les deux composantes de l’intégrale



















































































































































ρ [u˙1u˙1 + u˙2u˙2] (149)
Le calcul numérique des quantités (136-147) se fait à l’intérieur de la méthode computeJ
appartenant à la classe XExpliciteSolver , où un algorithme de partitionnement de contour
a été implémenté. Les segments des contours Γ et Γc sont partitionnés avec un pas constant
∆x , générant ainsi une liste de points géométriques sur les contours, correspondant au milieu




et vitesses sont récupérées pour chaque point de la liste, après avoir identifié l’élément
auquel il appartient, par des méthodes spécifiques interpolant avec les fonctions de forme à
partir de points d’intégration ou à partir de noeuds, selon l’endroit de stockage des variables
concernées. L’intégration numérique de ces quantités est ensuite réalisée par la méthode
classique des rectangles.
En considérant le domaine bordé par le contour Γ comme un carré, les dimensions des
côtés ont été choisies égales à 8L, L étant la longueur maximale des bords de l’élément
contenant la pointe mathématique de la fissure. Grâce à la propriété d’indépendance par
rapport au contour de l’intégrale J , ce choix n’influence pas la valeur calculée du taux de
restitution de l’énergie une fois la taille du maillage modifiée. Ce caractère d’indépendance
par rapport à la taille de maillage, donc à la taille du contour Γ a été prouvé lors de la
validation numérique du code.















































Comme montré sur la Figure 31, on ne prend pas en compte l’élément qui contient la
pointe mathématique de la fissure pour les intégrales (150, 151), à cause des incertitudes sur
les valeurs des déformations et des contraintes au voisinage de ce point. Pour l’intégration
de ces quantités, on fait appel à la méthode de Gauss en selectionnant les points d’intégra-
tion compris dans le domaine. Les éléments en gris foncé sur la figure 31 ont tous les point
d’intégration à l’intérieur du domaine, donc l’intégrale sur toute la surface de l’élément va
contribuer aux intégrales (150, 151) , tandis que pour les éléments colorés en gris clair contri-
buent aux intégrales avec un poids correspondant au nombre de points d’intégration compris
à l’intérieur du domaine. La détection de points d’intégration appartenant au domaine est
réalisée par une procédure de type BoundBox appliquée pour les points A, D, E, F . Si
le point d’intégration courant se trouve à l’intérieur et qu’il n’appartient pas aux éléments









i = 1, 2 sont récupérés ainsi que la valeur du déterminant de la matrice jacobienne et du
poids d’intégration w . La contribution du point d’intégration, calculée par la règle de Gauss,
est ainsi ajoutée aux intégrales (150, 151). La procédure est lancée à la fin de chaque pas de
temps de l’intégration explicite, obtenant ainsi la variation du taux de restitution de l’énergie
avec le temps.
Avec les valeurs des composantes de l’intégrale J , par une rotation avec l’angle de la
fissure, on calcule les valeurs des facteurs dynamique d’intensité de contraintes KI et KII
par la méthode directe (77,78), valeurs qu’on utilisera aussi pour le calcul de la direction de
propagation de la fissure (76).
Une méthode alternative pour la recherche de la direction de propagation de la fissure a
été implémentée, afin d’éviter l’utilisation des facteurs d’intensité dynamique de contraintes
pour des situations de calcul difficiles (la pointe de la fissure trop proche de bords physiques
de la structure par exemple). Il s’agit de l’algorithme illustré sur la figure 32.
En considérant comme origine la pointe numérique courante de la fissure (Ci sur l’image)
on génère une liste de points {xi}i=0...36 placés sur le demi-cercle normal sur la direction de
la fissure, avec un incrément de 5˚ entre deux points consécutifs. L’étape suivante est de
récupérer le tenseur de contraintes dans le système cartésien, σx, pour chacun de ces points
et de le convertir dans le système de coordonnées polaires, σθ, correspondant à l’orientation
de chaque segment Cixi :
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2 αi 2 sinαi cosαi
sin2 αi cos
2 αi −2 sinαi cosαi
− sinαi cosαi sinαi cosαi cos2 αi − sin2 αi

 (153)
Une boucle sur les valeurs des composantes circonferentielles {σθθ}i donne ensuite la valeur
maximale correspondant à la direction probable de propagation de la fissure, θc, exprimée
dans le système des axes (n, t) lié à la pointe courante de la fissure.
L’implémentation du modèle d’endommagement cohésif, décrit dans le chapitre précé-
dant, est réalisée par un algorithme numérique illustré sur la Figure 33. Cet algorithme,
dont les principaux pas sont présentés dans le cadre 7, est implémenté dans la méthode
CrackPropagationDelta, intégrée dans la classe XExpliciteSolver.
On rappelle que les paramètres du modèle d’endommagement cohésif, σmax et δcrit, sont
des propriétés du matériau, ainsi que la longueur de cohésion, Λ. Leur présence dans le fichier
d’entrée du modèle rend possible l’identification de leurs valeurs par la procédure décrite au
chapitre 4.
77
Fig. 33 – Implémentation du modèle d’endommagement cohésif
Cadre 7 Algorithme numérique du modèle d’endommagement cohésif
1. Identification de l’élément Eacontenant la pointe mathématique de la fissure (Cm)
2. Identification, à l’intérieur de Ea, de la pointe numérique de la fissure (Cn)
3. Calcul des valeurs des fonctions de forme Nj pour la position locale de Cn dans le domaine
parent de Ea





où aj sont les degrés de liberté d’enrichissement
5. Rotation du vecteur de la discontinuité δi avec l’angle d’orientation du dernier segment de
la fissure




7. Si Dcoh ≥ 1 la fissure propage et aller directement à la fin de l’algorithme
8. Calcul de la contrainte de cohésion
σi = σmax (1−Dcoh)





Tout au long du développement de DynaCrack, le fonctionnement de ses algorithmes
a été testé et validé par des cas-tests numériques. Dans cette section, on présente quelques
exemples afin de montrer l’efficacité de ces algorithmes dans la modélisation de la fissuration
dynamique, à la fois d’un point de vue qualitatif et quantitatif.
On s’intéresse principalement à l’efficacité de la fonction d’enrichissement d’Heaviside
dans la modélisation des discontinuités, à son aptitude à faire apparaître les champs de
déplacements, déformations et contraintes attendus, pour des chargements classiques corres-
pondant au Mode I de rupture et au mode mixte. La vérification de la procédure de calcul du
taux de restitution de l’énergie a été aussi une étape importante dans la validation, compte
tenu de son importance pour le bon fonctionnement du traitement de l’évolution de la fissure.
La possibilité de faire propager une fissure au travers du maillage, sans influence notable de
la taille des éléments, a été aussi vérifiée, dans le but de vérifier la bonne gestion des degrés
de liberté additionnels par la procédure d’allocation dynamique.
2.4.1 Fissure dynamique stationnaire en Mode I
Le premier modèle numérique utilisé, illustré sur la figure 34, est un problème classique
de l’analyse d’une structure fissurée soumise à un chargement correspondant au mode I
de rupture. Le problème a été aussi analysé par Lu et all [72], Krysl et Belytschko [41] et
Belytschko et Tabbara [73] , en utilisant la méthode des éléments libres de Galerkin (EFGM),
par Duarte et all [42] en utilisant la méthode des éléments finis généralisés (GFEM), par
Belytschko et all [28] en utilisant XFEM, et par d’autres auteurs. La popularité de cet
exemple est due principalement au fait que la configuration géométrique et le chargement
permettent d’obtenir le mode I pur, dont on connaît la solution analytique pour la rupture
dynamique grâce au travaux de Freund [1].
On considère d’abord le cas d’une fissure stationnaire positionnée comme le montre la
figure 34. Un chargement dynamique, suivant une fonction échelon, est appliqué sur les bords
inférieur et supérieur, de manière à écarter les lèvres de la fissure suivant le mode I. L’état
de déformations planes est considéré et les principaux paramètres du modèle sont :
– dimensions : L = 10m, H = 4m et a = 5m
– chargement : σ (t) = 106H (t) Pa, t ≥ 0 où H (t) est la fonction échelon
– matériau linéaire élastique : E = 2 · 1011 Pa, ν = 0.3 et ρ = 7833 kg/m3
Afin d’approcher le plus possible la solution analytique, donnée pour une plaque considérée
comme infinie, on impose des restrictions dans les déplacements suivant la direction x sur les
bords verticaux (non-chargés).
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Fig. 34 – Schéma du modèle pour l’étude de la fissure stationnaire
Afin de prouver l’independance des résultats avec la taille des éléments, deux maillages
uniformes ont été considérés. Le premier possède 51 éléments suivant la direction x et 21
éléments suivant la direction y (on le désignera comme le maillage grossier), et le deuxième
possède 65 éléments suivant la direction x et 25 éléments suivant la direction y (on le désignera
comme le maillage fin). La fissure coupe complètement 25 éléments dans le premier cas, 32
dans le deuxième.
L’analyse a été lancée pour une durée totale t = 2 ·10−3s et les premiers résultats analysés
concernent les champs de contraintes et déplacements. Comme on peut l’observer sur les
figures 35a et 35b, la distribution des contraintes de Von-Mises est celle attendue avec une
fort gradient à la pointe de la fissure ou on retrouve la forme caractéristique de “grain de
haricot”, plus évident sur la figure 35a pour t = 1 · 10−3s, l’instant juste avant la réflexion
de l’onde élastique sur les bords horizontales de la plaque. Sur la figure 35b on présente le
champ des contraintes à la fin de l’analyse et on peut observer les perturbations induites par
la réflexion des ondes élastique. Le maillage, dans les deux cas, est représenté avec un facteur
de déformation de 1000.
L’état des champs des déplacements, pour les deux même instants de temps est représenté
vectoriellement sur les figure 36a et 36b.
En choisissant la représentation vectorielle, on obtient une image très suggestive du champ
asymptotique des déplacements autour de la pointe de la fissure. Pour t = 1 · 10−3s (figure
36a) on voit que entre les lèvres de la fissure et les bords où le chargement est appliqué, le
gradient de déplacement est quasi-nul, tandis que sur la partie non-fissurée de la plaque, les
déplacements sont nuls au milieu et croissants vers les bords.








Fig. 36 – Distribution vectorielle de déplacements
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Fig. 37 – Distribution de déplacement suivant la direction Y
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présentée sur la figure 37, où on peut observer l’état des déplacements suivant la direction
y.
Le résultat le plus important de ce modèle est la validation de la procédure de calcul
du taux de restitution de l’énergie par l’évaluation de l’intégrale J . La solution analytique,
déterminée par Freund [1] pour une fissure stationnaire dans une plaque infinie, conduit au







t− tˆ) (1− 2ν) /π
(1− ν) (154)
où la vitesse d’onde de dilatation, cd, est égale à 5862.7m/s pour le matériau considéré et le
temps mis par l’onde élastique atteint les bords de la fissure est detˆ = 0.000341 s. A partir de
ce résultat, (ligne continue sur le graphique de la figure 39) l’évolution du taux de restitution





où E∗ = E/ (1− ν2) pour l’état de déformations planes. L’équation (155) n’est que la
particularisation de la relation ( 61 page 34) présentée dans le chapitre précendant, pour
le cas de la fissure stationnaire en mode I pur. Le résultat donné par (155) est représenté
sur le graphique de la figure 38 et comparé aux résultats obtenus à partir du calcul de la
composante J1 de l’intégrale J , celle qui dans ces conditions (mode I pur) a la signification
du taux de restitution de l’énergie. En fait, le calcul numérique de la composante J2 donne
des résultats très proche de zéro, pour les deux maillages.
Quelques remarques importantes peuvent être tirées à partir des résultats présentés sur les
deux graphiques. D’abord on peut constater, pour les deux paramètres étudiés, une concor-
dance assez bonne tant au niveau qualitatif (l’allure des courbes) que quantitatif (les erreurs
relatives entre les solutions numérique et théorique sont assez faibles, inférieures à 10%). Les
explications des différences enregistrées peuvent être de deux sortes :
– l’approximation donnée par la seule fonction échelle Heaviside n’a pas permis une mo-
délisation fidèle des champs asymptotique dans le voisinage immédiat de la pointe de
la fissure ;
– les hypothèses prises en compte pour approcher la solution analytique, notamment
celle de plaque infinie ne sont pas tout à fait verifiées. En particulier, la réflection
des ondes élastiques sur les bords de la plaque induisant des perturbation dans les
champs des déplacements, contraintes et déformations intervenant dans l’évaluation
des composantes de l’intégrale J .
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Fig. 38 – Évolution du taux de restitution dynamique de l’énergie
Fig. 39 – Évolution des facteurs d’intensité dynamique de contraintes
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On peut observer un faible retard entre l’instant de temps correspondant au “démarrage” des
valeurs non-nulles pour les gradients de G et KI théoriques et celui correspondant aux valeurs
numérique. Il s’explique notamment par l’éloignement du contour de calcul de l’intégrale J
par rapport à la pointe de la fissure, le retard temps évoqué étant en fait le temps nécessaire
à l’onde élastique réfléchie par les bords de la fissure pour arrivér au niveau du contour d’éva-
luation de l’intégrale J . Les oscillations présentées par les courbes “numériques” de G et KI
sont liées aux réflections des ondes élastiques sur les bords de la plaque. Le caractère expli-
cite de l’algorithme d’intégration numérique, lui aussi favorise la propagation et l’entretien de
ces oscillations dans le milieu parfaitement élastique considéré. Cet aspect de l’éloignement
de la solution théorique pour les valeurs numériques de G et KI et le caractère oscillatoire
des courbes, à partir de l’instant correspondant aux réflections des ondes élastiques, ont été
rapportés, pour le même modèle, par Duarte et all [42] et Belytschko et all [28]. On peut
aussi observer, sur le graphique présentant la variation des facteurs d’intensité dynamique de
contraintes (figure 39) que l’effet de ces oscillation numériques est l’altération de mode I pur
et l’apparition d’une faible valeur oscillante pour KII .
L’indépendance de la procédure de calcul de l’intégrale J avec la taille de maillage, et
donc avec celle du domaine d’évaluation est prouvée par la similitude obtenus pour les deux
maillages au niveau des valeurs de KI et G (on rappelle que dans l’implementation de cette
procédure, la taille de domaine d’évaluation de l’intégrale J est liée à la taille de l’élément
contenant la pointe mathématique de la fissure).
2.4.2 Fissure en mouvement en Mode I
La validation des modèles d’évolution de la fissure a été effectuée avec un cas-test dont
la géométrie et le chargement sont semblables à ceux présentés sur la figure 34. Les valeurs
des dimensions géométriques, des caractéristiques du matériau et de la contraintes appliquée
sont celle utilisées par Belytschko et all [28] :
– Dimensions : L = 0.1m, H = 0.04m et a = 0.05m ;
– Chargement : σ (t) = 106H (t) Pa, t ≥ 0 où H (t) est la fonction échelle ;
– Matériau linéaire élastique : E = 32 · 109 Pa, ν = 0.2 et ρ = 2450 kg/m3.
Les paramètres du modèle d’endommagement cohésif sont aussi ceux utilisés dans la référence
bibliographique citée précédemment :
– discontinuité critique à la pointe de la fissure, δcrit = 1.95 · 10−6m ;
– contrainte de cohésion, σmax = 3.08N/m2.
En raison de l’absence de données concernant la longueur de la zone cohésive pour ce maté-
riau, on considère une valeur proche de celle trouvée dans la littérature pour des matériaux
similaire, Λ = 10−6m.
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Fig. 40 – Avancement de la fissure pour les deux maillages
L’analyse a été effectuée pour une durée de 60µs et deux maillage ont été considérés afin
d’étudier l’influence de la taille des éléments sur l’avancement de la fissure. Comme pour la
fissure stationnaire, le premier maillage a 51x21 éléments tandis que le deuxième a 65x25
éléments.
La propagation de la fissure démarre presque au même instant pour les deux maillages,
à t ≃ 14µs pour le maillage grossier et à t ≃ 15µs pour le maillage fin. Pour comparaison,
dans la simulation de Belytschko l’avancement de la fissure pour le même modèle commence
à t = 11.3µs.
La fissure se propage ensuite jusqu’à t ≃ 38µs et l’état de l’avancement correspondant à
cet instant est montré sur la figure 40 pour les deux maillages, avec un facteur de déformation
de maillage de 10. A partir de cet instant, les oscillations présentes dans la structure font que
la direction de la propagation devient divergente (la divergence correspondante rapporté par
Belytschko est à t = 32.34µs). On a considère donc, pour ce modèle d’évolution de la fissure,
les résultats obtenus avant la divergence de la direction d’avancement. On peut observer ainsi
que la pointe de la fissure avance au travers de 10 éléments pour le maillage grossier et de
12 éléments pour le maillage fin. Les positions de la pointe de la fissure à cet instant pour
les deux maillages sont sensiblement les mêmes : x = 7.06 · 10−2m pour le maillage grossier
et x = 6.93 · 10−2m pour le maillage fin.
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Fig. 41 – Variation du facteur d’intensité dynamique de contraintes
En analysant le même cas-test avec le modèle physique de l’avancement de la fissure, on
obtient une propagation supplémentaire de la fissure de 2 éléments pour le maillage grossier
et 3 éléments pour le maillage fin. Pour le calcul de la valeur du critère de propagation, le
taux critique de restitution de l’énergie, on a utilisé une valeur constante pour la ténacité
dynamique du matériau en mode I, KˆID = 1.5 · 106 Pa
√
m , considérée comme une propriété
du matériau.
Sur le graphique présenté sur la figure 41, on peut observer la variation du facteur d’inten-
sité dynamique de contraintes suite à l’avancement de la fissure. L’allure de ce graphique est
identique à celui du graphique de la variation du facteur d’intensité dynamique de contraintes
publié par Duarte et all [42] pour un problème similaire. La vitesse de propagation de la fis-
sure se situe dans un intervalle de 500 à 2000 m/s, décroissante vers la fin de l’analyse, les
même résultats étant obtenus par Belytschko [28]. Ainsi, la condition de non-dépassement de
la vitesse d’onde de Rayleigh (cR = 2119m/s pour le matériau considéré) est respectée.
2.4.3 Fissure dynamique en mode mixte
La capacité de l’algorithme de partitionnement à gérer une fissure qui coupe les éléments
du maillage autrement que sur deux bords opposés (comme c’était le cas pour les modèles
présentées jusqu’ici) a été testée pour un modèle présentant une fissure oblique comme montré
sur la figure 42.
Les dimensionnes de la plaque, calculées par rapport à la longueur de référence L = 1m,
sont celles du modèle similaire testé par Duarte et all [42] par GFEM. Le chargement est
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Fig. 42 – Modèle avec fissure oblique
appliqué sur les bords inférieur et supérieur suivant la fonction rampe avec une magnitude
σ = 1000Pa. Les caractéristiques du matériau élastique considéré sont : E = 2 · 1011 Pa,
ν = 0.3 et ρ = 7833 kg/m3.
Le chargement de la structure suivant une rampe, pour un temps d’analyse de 10−1 s,
a été retenu pour simuler des conditions quasi-statiques de chargement afin de valider les
valeurs des facteurs d’intensité de contraintes correspondants au mode mixte avec les valeurs
obtenues pour le même modèle analysé avec Abaqus Standard 6.4 [74]. Cette approche
est dûe au fait que la procédure de calcul du taux de restitution de l’énergie et des facteurs
d’intensité de contraintes n’est disponible que pour l’analyse statique avec Abaqus.
Pour le modèleDynaCrack, trois maillages différents ont été considérés, dont un “moyen”,
de 1100 éléments, est le plus proche de la modélisation Abaqus. Le maillage “fin” a 1590
éléments et “grossier” 700 éléments.
La distribution des contraintes à la fin de l’analyse est montrée sur la figure 43 pour les
maillage grossier (côté gauche de la figure) et fin (côte droit de la figure). On observe que le
gradient des contraintes de Von Mises autour de la pointe de la fissure correspond bien à la
forme théorique et que les valeurs numériques maximales de la contrainte Von Mises sont trés
proches pour les deux maillages (moins de 6 % de différence), malgré la différence importante
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Fig. 43 – Distribution des contraintes Von Mises pour la fissure inclinée
Paramètre Maillage fin Maillage moyen Maillage grossier Abaqus
Nb. éléments 1590 1100 700 911
G 1.18 · 10−3 1.26 · 10−3 1.36 · 10−3 1.23 · 10−3
KI 1521.7 1617.9 1624.2 1480.4
KII −404.4 −460.9 −493.8 −722.4
Tab. 1 – Tableau de résultats pour l’analyse de la fissure inclinée
du nombre d’éléments.
Sur la figure 44, on présente les champs de déplacement suivant la direction y, afin de
mèttre en évidence la discontinuité dans ces champs due à la présence de la fissure et de com-
parer les valeurs maximales de déplacements pour les deux maillages considérés. La différence
relative entre les valeurs des déplacements verticaux pour les bords inférieurs et supérieurs,
correspondant aux deux maillages, est inférieure à 8 %.
Les résultats de l’analyse concernant le calcul du taux de restitution de l’énergie et des
facteurs d’intensité de contraintes sont centralisés dans le Tableau 1 pour les trois maillages
considérés avec DynaCrack et le modèle similaire analysé avec Abaqus.
On trouve une concordance assez bonne entre les résultats pour le taux de restitution de
l’énergie et pour le calcul du facteur d’intensité de contraintes KI . En revanche, les valeurs
du facteur d’intensité de contraintes KII calculées avec DynaCrack sont très différentes de
celles donnée par Abaqus pour le même paramètre. Ces différences peuvent être expliquées
par les procedures de calcul différentes pour les deux logiciels. Tandis que en DynaCrack
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Fig. 44 – Distribution de déplacements suivant la direction Y
on réalise l’extraction des valeurs de KI et KII à partir des valeurs des composantes J1 et J2
de l’intégrale J , sur Abaqus on calcule directement G, qui sert de première équation pour
l’extraction de KI et KII tandis que la deuxième équation est liée au champ de contraintes
autour de la pointe de la fissure.
Les exemples présentés dans cette section, qui ont servi à la validation de DynaCrack,
représentent seulement une partie des cas-tests utilisés tout au long de son développement
et ont été choisi afin de prouver l’efficacité des algorithmes spécifiques pour XFEM. D’autres
exemples, classiques pour la programmation d’un nouveau code de calcul avec éléments finis,






Le cadre expérimental pour l’étude du comportement dynamique des matériaux, dont on
dispose au Laboratoire Génie de Production de l’ENI de Tarbes, a été conçu dans le but de
compléter la plate-forme de prototypage virtuel pour la simulation numérique en Grandes
Transformations Thérmomécaniques Rapides.
Dans ce contexte, l’objectif principal des essais expérimentaux consiste à fournir à la
procédure d’identification les réponses expérimentales des matériaux soumis à de grandes
variations des grandeurs thermomécaniques, afin de poursuivre l’identification des paramètres
constitutifs des lois et critères qui régissent ces phénomènes.
Le terme “Grandes Transformations Thérmomécaniques Rapides” couvre un domaine
large et une discussion s’impose afin de situer la gamme de nos essais. On part évidement de
l’intérêt pratique pour les lois et les critères dont on veut identifier les paramètres. Cet inté-
rêt est donné par les situations que les structures rencontrent pendant leurs utilisations est
c’est à partir des sollicitations thermomécaniques apparues lors des ces situations qu’on peut
employer une certaine loi ou un certain critère pour les modéliser numériquement. Habituel-
lement, le classement de ces sollicitations dans la dynamique rapide est faite par le niveau du
taux des vitesses de déformations. Les sollicitations à faible taux de vitesses de déformations
accompagnent généralement certaines opérations industrielles de mise en forme : emboutis-
sage, forgeage etc. À l’autre extrémité on trouve les phénomènes d’impact à hyper-vitesse
accompagnées par des sollicitations à très fort taux de vitesses de déformations allant jusqu’à
des transformations de phase comme c’est le cas pour la perforation avec des projectiles à
charge creuse. Entre ces deux extrémités on trouve les sollicitations pour lesquelles notre
dispositif expérimental est capable de déterminer les lois et les critères caractéristiques. Ils
s’agit des sollicitations qui apparaissent lors de l’usinage à grande vitesse, lors de crash des
structures de transport (aéronautique, ferroviaire, automobile) et lors du l’impact classique
projectile-cible pour les applications militaires.
D’un point de vue expérimental, les essais capables de décrire le comportement des sol-
licitations énumérées ci-dessus et de servir à l’identification des lois et critères d’endomma-
gement, peuvent être classés à partir des taux de déformation imposés, comme le montre la
figure 45.
Génériquement nommés essais d’impact, les essais concernés par notre cadre expérimen-
tal sont situés entre les essais effectués avec les barres d’Hopkinson, correspondant à des taux
de déformation de l’ordre de 102...103 s−1 , et les essais réalisés par des techniques utilisant
des explosifs, correspondant à des taux de déformation supérieurs à 106 s−1. Il reste ainsi la
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Fig. 45 – Classification des essais d’identification en dynamique rapide
gamme des taux compris entre 104 et 106 s−1, spécifique aux phénomènes d’usinage, crash et
impact, que les essais d’impact peuvent reproduire en laboratoire. Dans la littérature, ces es-
sais sont aussi nommés essais de Taylor, d’après le nom du dispositif expérimental employé à
l’origine pour leur réalisation, le canon de Taylor. Cette dénomination était valable au début
de la technique d’identification par essais d’impact proposée par Taylor et Whiffin [75, 76] ,
mais depuis la gamme des essais d’identification réalisés avec un canon de laboratoire s’est
élargie, et il convient de les dénommer plutot “essais d’impact”.
Les essais d’impact présentés dans ce chapitre, dont certains sont novateurs, ont été
développés et mis en oeuvre à l’aide d’un lanceur à gaz.
Ce chapitre est structuré en trois sections. Dans la prémiere section, on présente les
dispositifs expérimentaux utilisés dans la procédure d’identification ; la présentation des essais
d’impact à déformation plastique fait l’objet de la deuxième section. Dans la dernière section
on présente le développement, la mise en oeuvre, la modélisation numérique et l’exploitation
des résultats des essais d’endommagement-rupture, les essais d’impact les plus récents, conçus
pour l’identification des critères d’endommagement et de rupture dynamique
3.2 Dispositifs expérimentaux
Les dispositifs expérimentaux utilisés pour la réalisation des essais nécessaires à la procé-
dure d’identification sont représentés principalement par le lanceur à gaz et les équipements
auxiliaires nécessaires à l’enregistrement et à l’exploitation des données fournies par les essais.
3.2.1 Le lanceur
Le canon à gaz dont le laboratoire est équipé (Figure 46) posséde les principales caracté-
ristiques techniques suivantes :
– calibre : 20 mm
– longueur de tube : 2 m
– gamme de vitesse : 30...350 m/s pour une charge de 30 gr.
– alimentation : bouteilles de gaz comprimé à une pression maximale de 190 bar
94
Fig. 46 – Vue d’ensemble du canon d’impact
Les principales parties composant le lanceur, mis à part le pupitre de commande et les
bouteilles de gaz, sont illustrées sur la figure 46, ainsi que deux des équipements importants
que sont le dispositif de mesure de la vitesse des projectiles et la pompe à vide. La description
et le rôle de ces composants et dispositifs sont détaillés ci-dessous.
1. Les bouteilles de gaz assurent l’alimentation du canon afin de créer une pression
commandée dans le réservoir de la culasse, nécessaire au lancement du projectile. Elles
sont au nombre de 2 : une bouteille pour la pression de contrôle du système et l’autre
pour le tir proprement dit. La pression de tir doit être supérieure à 30 bar et inférieure
à 190 bar.
2. Le pupitre de commande, comme son nom l’indique, permet à l’opérateur de com-
mander les principales étapes de l’essai : la mise sous vide du système, le chargement
du réservoir de la culasse à la pression souhaitée et l’exécution du tir.
3. La culasse a pour rôle de stocker le gaz nécessaire au tir, dans son réservoir, et de le
libérer lors de la commande de tir. L’écoulement du gaz à ce moment peut se faire au
travers d’un diaphragme.
4. Le tube guide le projectile jusqu’à sa sortie dans la chambre de tir. Vers le bout de la
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Fig. 47 – Chambre de tir et porte-cible
sortie sont placées les deux barrières laser qui font partie du dispositif de mesure de la
vitesse
5. Le dispositif de mesure de la vitesse du projectile est composé de deux barrières
laser (dont l’emplacement a été évoqué ci-dessus), leur source d’alimentation électrique
et un compteur de temps. Le principe de fonctionnement de ce dispositif est de récu-
pérer le temps de passage du projectile entre les deux barrières laser. Compte-tenu des
conditions de tir (pas de résistance de l’air dans le canon car sous vide, distance restant
a parcourir dans le tube très faible, etc.), la vitesse ainsi trouvée est considérée comme
la vitesse d’impact sur la cible
6. La chambre de tir est l’endroit où a lieu l’impact projectile-cible. Elle abrite le porte-
cible (figure 47), le dispositif qui sert à maintenir la cible et au réglage de sa position.
Le porte-cible peut coulisser sur les rails dont la chambre est équipée, afin que l’impact
ait lieu après la sortie complète du projectile du tube
7. La cuve de récupération est la pièce qui va amortir, grâce à sa cage coulissante, le
mouvement des échantillons suite à l’impact
8. La pompe à vide a comme rôle la vidange des enceintes du canon après sa préparation
pour le tir. L’intérêt d’obtenir le vide à l’intérieur du canon est lié au bon déroulement
de tir. La pression à l’intérieur du canon doit être inférieure à 2 mbar pour autoriser le
tir.
Le calibre du canon étant de 20 mm, on peut lancer des projectiles dont le diamètre est
inférieur à cette valeur, équipés d’un sabot en polycarbonate, comme le montre la figure 48a.
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Fig. 48 – Projectile équipé de son sabot
Le sabot aura ainsi le rôle d’adaptateur entre le calibre du canon et celui du projectile
assurant le guidage dans le tube. Bénéfique lors du déplacement dans le tube, la présence du
sabot n’est plus souhaitable lors de l’impact avec la cible. Son comportement mal connu et
souvent aléatoire lors de l’impact (éclatements partiels, déformations plastiques etc.) pose des
problèmes pour sa prise en compte dans le modèle numérique de l’essai. La solution proposée
et mise en oeuvre pour diminuer l’influence du sabot consiste à le fragiliser en pratiquant
deux entailles, comme le montre la figure 48b, qui vont provoquer une rupture contrôlée du
sabot lors de l’impact. L’apport d’énergie cinétique par la masse du sabot est pris en compte
dans le modèle numérique par l’ajout de la masse correspondante.
Les trois principales étapes d’un essai, la préparation, l’exécution et l’exploitation des
résultats d’un tir, sont présentés, dans l’ordre chronologique, dans le cadre 8.
La mise en place de la cible dans le porte-cible et le réglage de sa position afin d’obtenir
les conditions imposées pour l’impact sont réalisés grâce à 6 vis en plastique disposées trois
par trois à l’avant (figure 47) et à l’arrière du porte-cible. On peut régler ainsi la coaxialité de
la cible par rapport à l’axe du tube, sur le principe d’un centrage long. Selon le type d’essai
effectué, les cibles sont directement soutenues par les 6 vis (cas des cibles cylindriques), ou
placées d’abord dans un dispositif d’adaptation (cas des cibles de forme quelconque). Lors
des descriptions des essais d’impact, des détails sur ces dispositifs permettant l’emplacement
et le réglage des cibles non-cylindriques seront présentés.
Une opération importante avant l’exécution du tir est l’établissement de la pression de
tir. Pour cela, tout au long des différentes campagnes d’essais d’impact, un tableau balistique
est crée pour le lanceur. Il comporte trois entrées, la masse de l’ensemble projectile-sabot,
le numéro du diaphragme et la pression de tir pour fournir, à la sortie, la vitesse d’impact
prévisible. Le nombre des essais assez important, ainsi que leur variété traduite par des
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Cadre 8 Opérations réalisées lors d’un essai d’impact
1. Préparation des échantillons d’impact : enregistrement de leurs données techniques
2. Nettoyage de la machine
3. Mise en place de la cible dans le porte-cible
4. Réglage de la position de la cible
5. Mise en place du projectile dans la chambre de chargement
6. Montage du diaphragme de la culasse
7. Armement du dispositif de mesure de la vitesse
8. Fermeture étanche du système
9. Démarrage de la pompe à vide et vidange des enceintes du canon
10. Remplissage du réservoir de la culasse à la pression de tir
11. Exécution du tir
12. Enregistrement de la vitesse du projectile
13. Récupération des échantillons impactés
14. Exploitation des résultats
différences dans les masses des projectiles, nous ont permis de documenter une bonne partie
de ce tableau, mais néanmoins une certaine interpolation entre les valeurs des paramètres
d’entrée demeure actuellement nécessaire.
La dernière opération du processus d’essai d’impact, l’exploitation des résultats, nécessite
l’emploi de moyens spécifiques dont la description et le mode d’emploi sont présentés ci-
dessous.
3.2.2 Système d’exploitation des résultats
Le système d’exploitation des résultats pour les essais réalisés avec le lanceur à gaz dont
on dispose est basé sur une analyse post-mortem des échantillons impactés.
En ce qui concerne les essais d’impact à déformation plastique cette approche, équi-
valente à la mesure de la déformée finale, est suffisante pour les besoins de la procédure
d’identification. Pour les essais impliquant endommagement et rupture dynamique, des mo-
dalités d’enregistrement des données au cours de l’impact ont été explorées. Des essais ont
été effectués avec des jauges d’extensométrie collées sur l’échantillon impacté et reliées à une
carte d’acquisition rapide (f=50000 Hz), afin d’obtenir l’instant correspondant à l’amorce de
la fissure. Le faible nombre d’essais, les divers parasites et les problèmes de blindage de la
connectique, ne nous ont pas permis d’obtenir une stabilisation de cette procédure, qui reste
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Fig. 49 – Fenêtre principale de l’application imageAnalyser
une perspective pour la suite des travaux.
L’analyse post-mortem concerne principalement deux aspects : l’analyse de l’intégrité de la
structure et la mesure dimensionnelle. Par un contrôle visuel ou microscopique, l’intégrité des
échantillons impactés est évaluée par son niveau de déformation plastique, endommagement,
fissuration ou rupture. Pour les essais à déformation plastique, seuls les échantillons non-
endommagés sont retenus pour la réalisation des mesures dimensionnelles, tandis que dans
le cas des essais d’endommagement et de rupture dynamique, on retient les échantillons
endommagés.
Pour réaliser l’analyse dimensionnelle, on utilise un procédé macro-photographique basé
sur un appareil photo numérique Nikon D1X muni d’un objectif macro 60mm 1 :2.8 D (rap-
port 1 :1). Les performances de cet appareil photo permettent d’obtenir une image numérique
de 4028x2648 pixels, pour laquelle la résolution spatiale est de 5.9 ·10−3mm pour un rapport
macro de 1 :1. L’image acquise est alors traitée par le logiciel imageAnalyser [77] (voir
figure 49), qui permet notamment de construire un repère 2D sur l’image (origine + axes)
afin d’associer à chaque pixel de l’image des coordonnées réelles en millimètres (phase de
“calibration”).
Après l’application des filtres permettant d’améliorer si nécessaire la qualité de l’image, le
profil de la pièce est alors extrait automatiquement de l’image par reconnaissance de contour
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Fig. 50 – Fenêtre principale de l’application DynELA_curves
et converti sous forme de courbe 2D. L’exploitation de cette courbe est réalisée a l’aide d’une
application du logiciel DynELA, appelée DynELA_Curves, dont la fenêtre principale est
montrée sur la figure 50.
3.3 Essais d’impact à déformation plastique
Le développement des essais d’impact, mis en oeuvre dans le cadre de notre travail, a
eu pour objectif de réaliser une caractérisation du comportement des matériaux soumis à la
gamme des grandes transformations thermomécaniques énoncée au début du chapitre. Il a
donc fallu mener une réflexion sur l’ordre chronologique des essais, afin de pouvoir modé-
liser numériquement des sollicitations complexes après avoir déterminé d’abord les lois de
comportement correspondant aux sollicitations “pures” (compression, traction, cisaillement).
Les essais peuvent ainsi être groupés en deux catégories :
– les essais à déformation plastique qui servent à l’identification des lois de comportement
volumique uniaxial et surfacique à forts taux de déformation
– les essais d’endommagement et rupture dynamique qui utilisent les lois déterminées par
les essais de la première catégorie afin d’identifier les paramètres des critères d’endom-
magement et rupture dynamique.
Deux voies sont explorées actuellement pour l’utilisation des paramètres identifiés pour les
lois de comportement uniaxial dans la modélisation numérique des structures soumises à
des sollicitations complexes, multiaxiales. La première, qui sera détaillée dans le cadre de
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Fig. 51 – Les essais à déformation plastique
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Fig. 52 – Schéma des essais de compression. a) Taylor direct b)Taylor symétrique
la présentation de la procédure d’identification, consiste a “croiser” ces essais afin d’obtenir
un jeu de paramètres satisfaisant pour les trois sollicitations principales : traction, compres-
sion et cisaillement. La deuxième consiste à utiliser les jeux de paramètres correspondant à
chaque sollicitation principale dans le modèle numérique, après avoir partitionné le tenseur
des contraintes entre sa partie sphérique et sa partie déviatorique, obtenant ainsi une loi
“polymorphe”.
Les essais à déformation plastique, illustrés schématiquement dans l’ordre de leur déve-
loppement sur la figure 51, sont présentés dans la suite de cette section.
3.3.1 Essais de compression
Deux essais sont compris dans cette classe, l’essai de Taylor direct et l’essai de Taylor
symétrique, qui diffèrent par leur réalisation, l’objectif étant le même, l’identification des
paramètres des lois de comportement en compression aux fort taux de déformation.
Comme on peut l’observer sur la figure 52, l’essai de Taylor direct consiste à projeter
un échantillon cylindrique sur une cible massive supposée rigide et indéformable, tandis que
pour l’essai de Taylor symétrique la cible est identique au projectile.
Ces essais ont été les premiers développés pour l’identification des paramètres de mo-
dèles constitutifs pour le comportement dynamique des matériaux métalliques. Taylor [75] et
Whiffin [76] ont proposé des bases théoriques et pratiques de l’essai, afin d’identifier la limite
élastique dynamique d’un matériau ; plus tard, la procédure à été développée afin d’identi-
fier les paramètres constitutifs de modèles de comportement plus complexes, comme ceux de
Johnson-Cook et Zerilli-Amstrong, par Johnson et Holmquist [78] et d’autres auteurs plus
récemment.
Dans ces deux versions, l’essai permet d’obtenir des taux de déformation importants
(jusqu’à la rupture) avec des vitesses de déformation moyennes comprises entre 5 · 103 et
5 · 106 s−1, des valeurs très élevées étant obtenues localement sur la face d’impact. La vitesse
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Matériau Acier 42CD4 Aluminium 2017 T3 Aluminium AU4 G1-T3
Longueur [mm] 28 50 50
Diamètre [mm] 10 10 10
Tab. 2 – Dimensions des échantillons de Taylor
du projectile doit être choisie de manière à obtenir une déformation plastique de l’échantillon,
tout en évitant les ruptures sur la face avant, la plus déformée. En fonction du matériau
constitutif et de la taille des échantillons, elle est généralement comprise entre 50 et 500 m/s.
La condition d’exécution du tir, la plus délicate, est liée à l’alignement de l’axe du projec-
tile avec celui de la cible. L’angle d’incidence doit être minimisé et une valeur de 10−3 radians
est en général considérée comme acceptable. Faute de moyens de mesure de cet angle pendant
la préparation du tir, la validation des résultats d’un tir se fait, dans notre procédure, par
l’évaluation de la dissymétrie de la déformée post-mortem. Les effets du frottement entre
les faces impactantes des échantillons influencent aussi la déformée finale, et de ce point de
vue il est préférable d’effectuer l’essai de Taylor symétrique pour lequel, grâce à la symétrie
des faces impactantes, les effets de frottement sont inexistants. Mais c’est aussi la version la
plus difficile à mettre en oeuvre à cause des problèmes de parallélisme entre ces faces. Une
solution pour diminuer le frottement pour l’essai de Taylor direct est d’appliquer une mince
couche de lubrifiant sur les faces d’impact.
Un autre paramètre important concerne le rapport longueur/diamètre pour les échan-
tillons, qui doit être choisi de manière à ce que les extrémités arrière des échantillons ne soit
pas déformées [79]. Dans le tableau 2, on présente les dimensions des échantillons (représentés
sur la figure 52) que nous avons utilisé pour l’identification du comportement de 3 matériaux.
Les résultats de ces essais, exploités par la procédure d’identification dont le développe-
ment et la description sont présentées dans le chapitre suivant, sont donnés par la déformée
finale après l’impact. A partir de la courbe du profil déformé, fournie par imageAnalyser
et traitée par DynELA_Curves, on récupère la valeur du rayon de la face déformée, celle
de la longueur finale de l’échantillon et plusieurs rayons correspondant à des hauteurs inter-
médiaires (figure 53), afin d’obtenir une solution unique pour le jeu de paramètres du modèle
constitutif.
Les mêmes réponses, numériques cette fois, sont extraites par la procédure d’identification
à partir du modèle éléments-finis.
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Fig. 53 – Réponses de l’essai de Taylor pour la procédure d’identification
Fig. 54 – Schéma de l’essai d’extrusion dynamique
3.3.2 Essai d’extrusion dynamique
Les phénomènes de frottement, sous conditions de chargement dynamique, présentes lors
des essais d’impact au niveau des interfaces de contact, ont conduit à la nécessité de concevoir
un essai pour l’identification de la loi de contact associé à un couple de matériaux.
Le principe de cet essai, entièrement développé au LGP [80, 81], est de projeter un lopin
d’un matériau A sur une cible en matériau B percée d’un alésage en forme de tronc de cône
prolongé par une forme d’extrusion cylindrique (Figure 54). Une partie chanfreinée en tête
de l’échantillon facilite l’auto-adaptation du projectile.
La conception du système a pour objectif l’obtention d’une énergie de dissipation par




c Hc hc Dp dp Hp hp
40 11 9.6 50 8 10 8.25 50 9.8
Tab. 3 – Exemple de dimensions des échantillons pour un essai d’extrusion dynamique
Fig. 55 – Réponses de l’essai d’extrusion dynamique pour la procédure d’identification
est dimensionné afin que le projectile soit stoppé par frottement dans l’alésage de la cible au
cours de l’essai. Selon les matériaux, il s’agit d’optimiser le rapport d’extrusion (rapport des
diamètres du lopin Dp et de l’alésage cylindrique d′c) et les autres dimensions repérées sur la
figure 54 ; leurs valeurs numériques (en millimètres) pour le couple de matériaux acier 42CD4
- aluminium 2017, sont données dans le tableau 4.
Après l’essai, on mesure la déformée du lopin pour récupérer les réponses expérimentales
illustrées sur la figure 55 : la longueur finale du projectile et la distance entre la tête du
projectile et la face arrière de la cible. Un programme extrait les mêmes réponses à partir du
modèle numérique afin d’alimenter les algorithmes d’identification.
L’essai doit être précédé par l’identification de la loi constitutive visco-élasto-plastique des
deux matériaux, de manière à limiter les paramètres à identifier à ceux de la loi de frottement.
3.3.3 Essai de cisaillement dynamique
Pour identifier le comportement d’un matériau en cisaillement dynamique, un essai ca-
pable de fournir une déformation de cisaillement prépondérante a été développé. Le principe
de cet essai est similaire à celui de Taylor, mais la géométrie de la cible (voir figure 56) est
telle que l’essentiel de la déformation plastique obtenue résulte du cisaillement dans une zone
confinée, marquée en gris foncé sur le dessin.
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Fig. 56 – Schéma de l’essai de cisaillement dynamique
H h l Dc dc dt Lp dp
40 24.25 20 38 10 13 28 10
Tab. 4 – Dimensions des échantillons pour un essai de cisaillement dynamique (aluminium)
Cette forme, généralement connue sous la dénomination d’“éprouvette chapeau” est issue
des travaux de Meyers et al. [82]. Afin d’obtenir les dimensions géométriques optimales pour
la cible, une étude de sensibilité concernant l’influence de la hauteur et de la largeur de
la zone de cisaillement a été effectuée. L’objectif a été d’obtenir un rapport maximal entre
l’énergie dissipée par déformation plastique dans la zone de cisaillement et l’énergie dissipée
dans l’ensemble de la cible. Les dimensions optimales en millimètres, pour l’aluminium, sont
présentées dans le tableau 4.
La géométrie déformée de la cible est exploitée pour l’identification des paramètres de la
loi de comportement et les réponses, expérimentales et numériques, sont présentées sur la
figure 57.
3.3.4 Essai de traction dynamique
La gamme des essais uniaxiaux à déformation plastique est complétée par l’essai de trac-
tion dynamique, un essai original, développé au sein du laboratoire [83, 84, 85]. Comme son
nom l’indique, l’objectif est de caractériser le comportement d’un matériau soumis à une
sollicitation de traction dynamique.
D’autres systèmes de sollicitation dynamique en traction existent dans la littérature,
comme l’essai “flying wedge” proposé par Sturges et al. [86], mais les caractéristiques spéci-
fiques du lanceur du laboratoire ne nous ont pas permis de les utiliser.
La particularité essentielle concerne surtout la conception de la cible (figure 58), un tube
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Fig. 57 – Réponses de l’essai de cisaillement dynamique pour la procédure d’identification
Fig. 58 – Schéma de l’essai de traction dynamique
creux soumis à une sollicitation de traction sur sa partie utile dans la zone centrale (en gris
foncé sur le dessin) suite à l’impact du projectile sur le fond intérieur.
Afin de créer une différence d’inertie servant à générer cette contrainte de traction, la
cible est placée dans un support massif comme présenté sur la figure 59, où on peut observer
le montage de l’essai. Ce support a aussi comme rôle la mise en place de la cible dans le
porte-cible de la chambre de tir et son réglage avant l’impact.
Les dimensions des échantillons ont été optimisées pour répondre à la fois aux contraintes
constructives du canon, du porte-cible et de la chambre de tir, et pour dissiper la plus
grande partie de l’énergie plastique dans la zone utile sollicitée en traction. Les valeurs des
dimensions (en millimètres), pour une cible en aluminium 2017 et un projectile en acier
42CD4, sont données dans le tableau 5.
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Fig. 59 – Montage de l’essai de traction dynamique
Hc h1c h2c d1c d2c Dc Hp hp Dp dp
47 10 20 22 24 38 30 12 12 10
Tab. 5 – Dimensions des échantillons pour l’essai de traction dynamique
Les réponses, expérimentales et numériques, utilisées dans la procédure d’identification,
sont données par la longueur et le diamètre final de la zone utile (figure 60), ainsi que par la
longueur finale totale de la cible.
3.4 Essais d’impact avec endommagement et rupture dynamique
Le besoin d’étudier le comportement des matériaux au delà de l’état de déformation plas-
tique a imposé une réflexion sur le développement d’un nouvel essai d’impact capable de
caractériser l’endommagement et la rupture des matériaux métalliques soumis aux sollicita-
tions dynamiques. Le nouvel essai doit remplir deux conditions essentielles :
– s’adapter aux moyens expérimentaux dont on dispose, le lanceur à gaz et le système
d’exploitation des résultats
– être capable de fournir des réponses expérimentales caractérisant l’état d’endommage-
ment et de rupture dynamique.
Dans la littérature, on trouve plusieurs contributions concernant des essais expérimentaux
utilisés pour modéliser le comportement des matériaux en endommagement et rupture dy-
namique. Parmi les plus importantes, on peut citer celles de Klepaczko [87, 88, 89, 90],
dont les travaux concernent le cisaillement dynamique et qui propose un essai d’impact avec
double cisaillement où l’analyse est portée sur un échantillon-cible représenté par une tôle
rectangulaire doublement entaillée générant deux bandes de cisaillement, dont on récupère
les contraintes et les déformations en cisaillement avec des jauges d’extensometrie. Borvik et
ses collaborateurs [91, 92, 93] ont mis au point un ensemble d’essais de traction pour identi-
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Fig. 60 – Les réponses de l’essai de traction dynamique pour la procédure d’identification
fier les paramètres du critère d’endommagement de Johnson-Cook. La validation est réalisée
par des essais de perforation à l’aide d’un canon à gaz. L’impact d’une plaque métallique
avec des projectiles dont la géométrie de la tête est variable est enregistré avec une caméra
ultra-rapide et les images exploitées pour la validation du modèle de Johnson-Cook. Un essai
d’impact pour l’étude des critères d’endommagement dynamique, avec un échantillon-cible
similaire à celui proposé par Klepaczko, a été expérimenté par Li et Jones [94]. Le critère
retenu pour l’identification à partir de la réponse de la cible après l’impact est celui de la
densité d’énergie de déformation [95]. Un autre essai d’impact pour l’étude des modes de
ruine dynamique par cisaillement a été développé par Kalthoff [96, 97] qui propose un échan-
tillon présentant deux entailles parallèles, symétriques par rapport au plan de symétrie de
la plaque, elle-meme impactée en son milieu par un projectile de calibre égal à la distance
entre les deux entailles. Les conditions spécifiques au mode II de rupture dynamique sont
ainsi créées et les caractéristiques de ce mode de ruine sont déterminées. Une version de cet
essai comprenant une seule entaille et un impact non-symétrique a été aussi expérimentée
[98] pour l’étude de la ténacité d’un matériau en cisaillement.
Les différents essais décrits brièvement ci-dessus, ont été sources d’inspiration pour l’essai
proposé dans ce travail. Deux configurations géométriques ont été étudiées et seront présen-
tées dans les sous-sections suivantes ainsi que la mise en oeuvre, la modélisation numèrique
et le mode d’exploitation des résultats.
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Fig. 61 – Schéma de l’essai pour l’étude de l’endommagement par cisaillement dynamique
3.4.1 Conception et principes de l’essai
Le principe de l’essai est d’impacter une cible dont la géométrie peut fournir des réponses
en déplacements, déformations et fissuration exploitables pour identifier les paramètres des
modèles d’endommagement et de propagation de la rupture dynamique.
Deux configurations géométriques sont proposées pour la cible selon l’objectif suivi :
1. échantillon doublement entaillé sur deux faces opposées (figure 61)
2. échantillon doublement entaillé, à angle vif, sur une seule face (figure 63)
La première configuration, dont les dimensions des échantillons (en millimètres) sont
données dans le tableau 6, a été développée dans un objectif d’étude de l’endommagement
dynamique. Le projectile impacte la surface entre les deux entailles, tandis que la cible est
encastrée sur les faces latérales, comme le montre le schéma de l’essai (figure 62). Deux bandes
de cisaillement sont ainsi générées et le déplacement de la partie centrale peut être mesuré
post-mortem. L’analyse de l’état d’endommagement se fait en examinant les coins de la zone
cisaillée pour observer les amorces de fissure suite à l’endommagement de la matière.
Afin d’éviter la rupture totale de la cible suite à la propagation rapide de la fissure, un jeu
de cales, dont l’emplacement est décrit dans la sous-section suivante, offre la possibilité d’ob-
tenir une déformation “contrôlée”. On peut mesurer ainsi l’avancement de l’endommagement
et le comparer avec les résultats numériques.
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L l h b m e R Lp Dp
40 9.96 10 2 10 2 0.2 30 10
Tab. 6 – Dimensions des échantillons pour l’essai d’endommagement par cisaillement dyna-
mique
Fig. 62 – Conditions d’impact pour l’essai d’étude de l’endommagement par cisaillement
dynamique
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Fig. 63 – Schéma de l’essai pour l’étude de la rupture dynamique
L l h e m Lp Dp
40 9.96 10 2 10 30 10
Tab. 7 – Dimensions des échantillons pour l’essai de rupture dynamique
L’échantillon-cible pour la deuxième configuration de l’essai, qu’on appelera essai de rup-
ture dynamique, a été conçu pour favoriser l’amorce et la propagation d’une fissure dynamique
à partir du fond de chaque entaille à angle vif (figure 64).
Les dimensions des deux échantillons, illustrées sur la Figure 63, sont données dans le
tableau 7. L’angle d’usinage des entailles a été choisi à 45˚ pour éviter un contact entre les
surfaces des entailles pendant l’impact et par des considérations pratiques liées aux outils
d’usinage. En ce qui concerne les conditions aux limites pour la cible, elles sont similaires à
celles de la première configuration (figure 64).
Après l’impact, on mesure la direction et la longueur d’avancement de la fissure, ce qui
nous permet d’identifier les paramètres du modèle d’endommagement cohésif, décrit dans le
Chapitre 1 et dont l’implémentation numérique par la méthode XFEM a été réalisée.
3.4.2 Mise en oeuvre de l’essai
Dans la mesure où il s’agissait du premier essai développé dans le laboratoire d’impact de
l’ENIT dont la géométrie de la cible n’est plus axi-symétrique, sa mise en oeuvre a nécessité
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Fig. 64 – Conditions d’impact pour l’essai de rupture dynamique
la conception d’un support spécial pour assurer l’emplacement de la cible dans la chambre
de tir, son réglage par rapport à l’axe de tir, ainsi que les conditions d’encastrement.
Il a été fabriqué ainsi un support cylindrique en acier, composé de deux parties (figure
65), un corps massif assurant une différence importante d’inertie par rapport à la cible, né-
cessaire pour générer des conditions aux limites proches de l’encastrement, et un couvercle
suffisamment épais pour qu’il soit considéré comme rigide. La cible est placée entre les deux
parties, sur les rainures usinées, à la même largeur nominale que celle de la cible, et l’assem-
blage est fait a l’aide de 4 vis placées de façon symétrique. Les parties composant ce montage
expérimental sont montrées sur la figure 66.
Le couvercle est prévu avec un alésage circulaire afin de permettre l’impact du projectile
sur la face de la cible. Un alésage similaire est pratiqué dans le support massif, d’une pro-
fondeur égale à 5 mm. La profondeur de la rainure pratiquée dans le support massif est de 4
mm de sorte que, sans aucun jeu de cales, le déplacement autorisé de la partie centrale lors
de l’impact soit de 1 mm. Pour que la cible soit bien fixée dans le support par le serrage des
4 vis, la profondeur de la rainure du couvercle est de 5 mm, et la somme des deux, inférieure
à la hauteur de la cible (10 mm) assure ainsi une fixation par serrage.
L’introduction d’un jeu de cales, à épaisseur variable, en dessous de la cible (voir figure
66) permet l’ajustement de la déformation contrôlée en augmentant le déplacement possible
de la partie centrale de la cible. Dans le cas d’une épaisseur importante des cales, on ne peut
plus parler de déformation contrôlée tant que la partie centrale de la cible ne touche pas le
fond de l’alésage.
Le montage réel de l’essai, avec la cible pour l’étude de la rupture dynamique préparée
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Fig. 65 – Support de la cible pour l’essai de rupture dynamique
pour le tir, est montré sur la figure 67. Un point très sensible dans la préparation de l’essai est
le serrage équilibré des 4 vis assurant la fixation de la cible. Le respect de l’ordre de serrage
(en “croix”), ainsi que l’égalité des forces de serrage, sont primordiaux.
Le réglage dans le porte-cible se fait de façon similaire, à l’aide des 6 vis en plastique de
manière à ce que l’impact soit orthogonal à la surface de la cible et symétrique. Sur la figure
(68) on peut observer l’empreinte laissée par le projectile après l’impact, montrant le bon
règlage de la position de la cible.
3.4.3 Modélisation numérique de l’essai d’endommagement
Le modèle numérique de l’essai d’endommagement par cisaillement dynamique a été réa-
lisé avec le code de calcul Abaqus Explicit 6.4 [74], code qui dispose du modèle d’endomma-
gement de Johnson-Cook.
Compte-tenu de la géométrie de la cible, on peut considérer qu’on se trouve dans un état
de déformations planes, ce qui conduit à un modèle numérique de l’essai bi-dimensionnel.
Le maillage optimisé suite à un calcul de convergence est présenté sur la figure 69. On
peut observer une densité plus importante au niveau des zones où seront générées les bandes
de cisaillement.
Les conditions aux limites sont représentées par l’encastrement des surfaces latérales
comme illustré sur la figure 69. Les noeuds du projectile sont le siège d’une vitesse initiale
égale à la vitesse du projectile mesuré.
Le maillage a été réalisé avec des éléments à 4 noeuds pour l’analyse des déforma-
tions planes permettant la prise en compte du couplage temperature-déplacements (éléments
CPE4RT dans la syntaxe Abaqus). Le nombre total d’éléments pour le modèle est de 3864
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Fig. 66 – Ensemble de l’essai de rupture dynamique
Fig. 67 – Montage de l’essai de rupture dynamique
115
Fig. 68 – L’empreinte d’impact sur un échantillon d’essai de rupture dynamique
Fig. 69 – Maillage du modèle numérique de l’essai d’endommagement par cisaillement dy-
namique
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A [Pa] B [Pa] n m C
873 · 106 748 · 106 0.23 0.93 0.01
Tab. 8 – Paramètres de la loi de Johnson-Cook pour l’acier 42CD4
D1 D2 D3 D4 D5
0.05 3.44 −2.12 0.002 0.61
Tab. 9 – Paramètres du critère d’endommagement de Johnson-Cook pour l’acier 4340
dont 3480 pour la cible.
Les données du matériau correspondent à l’acier 42CD4, matériau utilisé pour la cam-
pagne d’essai expérimentaux. Les paramètres caractérisant le comportement élastique sont :
– module de Young E = 1.93 · 1011 Pa
– coefficient de Poisson ν = 0.3
La loi de visco-plasticité de Johnson-Cook a été considérée et les valeurs des paramètres
constitutifs, identifiés par les essais à déformation plastique, sont présentées dans le tableau
8.
Pour les paramètres constitutifs du critère d’endommagement de Johnson-Cook, on consi-
dère comme valeurs de départ celles trouvées dans la littérature pour l’acier 4340 [45] (Tableau
9).
Dans la figure 70, on présente les champs de contraintes de von Mises (à gauche) et
de cisaillement (à droite) pour l’analyse d’un impact à 190 m/s. L’instant utilisé pour ces
représentations correspond au début de l’endommagement de la structure (t = 8 · 10−6 s).
Les premiers éléments de la cible endommagée apparaissent dans le coin des zones ci-
saillées, les plus proches de la surface d’impact (figure 71), ce qui correspond aux observations
obtenues lors des essais expérimentaux.
3.4.4 Modélisation numérique de l’essai de rupture dynamique
La modélisation numérique de l’essai de rupture dynamique a été réalisée avec Dyna-
Crack en utilisant XFEM, dont l’implémentation a été présentée dans le Chapitre 2.
Pour diminuer le temps de calcul, et compte tenu de la symétrie du modèle de l’essai,
seule la moitié de la cible a été modélisée et les conditions de symétrie correspondantes ont
été introduites (figure 72).
Le blocage des surfaces latérales a été aussi pris en compte par l’encastrement de celles-ci.
Comme dans ce stade de développement,DynaCrack ne possède pas la capacité de modéliser
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Fig. 70 – Etat de contraintes de Von Mises (à gauche) et de cisaillement (à droite) au début
de l’endommagement
Fig. 71 – Statut des éléments au début de l’endommagement
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Fig. 72 – Maillage du modèle de rupture dynamique
le contact entre deux surfaces, l’impact du projectile sur la cible a été approché en imposant
une condition en vitesse limite aux noeuds appartenant à la surface impactée. La masse du
projectile a été aussi répartie uniformément entre ces noeuds afin de transmettre à la structure
son énergie cinétique. L’évolution de la vitesse suit une fonction rampe inverse, à t = 0 elle
possède la valeur maximale (celle d’impact mesurée expérimentalement) et diminue de façon
linéaire jusqu’à l’annulation pour la fin de l’analyse. La durée de l’analyse a été approximée
avec un calcul analytique simple en utilisant la valeur de déplacement de la surface d’impact
mesurée expérimentalement.
Une amorce de fissure a été introduite par le fichier d’entrée du modèle numérique, sur
le fond de l’entaille, comme montré sur la figure 72, afin de modéliser l’angle vif usiné sur le
fond de l’entaille et pour éviter l’emploi d’un critère d’amorcage.
L’analyse est effectuée sous l’hypothèse des déformations planes en utilisant des éléments
finis à 4 noeuds XElBi4n2D de DynaCrack et le modèle compte 820 éléments avec une densité
plus importante à proximité de la zone de fissuration.
Les évolutions des différentes quantités pour une cible en acier 42CD4 impactée à 70 m/s
sont présentées sur les figures ci-dessus : le champ de déplacements sur la figure 73, l’état de
contraintes de cisaillement sur la figure 74 et celle des contraintes de von Mises sur la figure
75.
Les valeurs des paramètres du critère d’endommagement cohésif, employé pour la propa-
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Fig. 73 – Evolution vectorielle du champ de déplacements pour le modèle de rupture dyna-
mique
Fig. 74 – Evolution du champ de contraintes de cisaillement pour le modèle de rupture
dynamique
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Fig. 75 – Evolution du champ de contraintes de von Mises pour le modèle de rupture dyna-
mique
Fig. 76 – Cible de l’essai d’endommagement par cisaillement dynamique, avant et après
l’impact
gation de la fissure, considérés pour cette analyse ont été :
– discontinuité critique δcrit = 9 · 10−6m
– contrainte de cohésion σmax = 800MPa
Pour ces valeurs, la fissure avance au cours de l’analyse au travers de 3 éléments sous un
angle d’environ de 20˚ par rapport à la direction d’impact, correspondant à une profondeur
de fissuration de 1.6mm.
3.4.5 Exploitation des résultats expérimentaux
Les résultats exploitables pour l’identification des critères d’endommagement et de rup-
ture dynamique sont liés principalement à l’état d’intégrité des échantillons-cible après l’im-
pact.
Dans le cas de l’essai d’endommagement par cisaillement dynamique, l’objectif étant
d’identifier les paramètres du critère d’endommagement de Johnson-Cook, on récupère la
longueur d’avancement de l’endommagement par une observation microscopique du voisinage
des quatre coins de la zone cisaillée.
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Fig. 77 – Cible de l’essai de rupture dynamique, avant et après l’impact
Comme on peut l’observer sur l’image de la cible après l’impact (figure 76), les amorces
de la fissure sont localisées aux coins les plus proches de la zone d’impact.
L’identification de l’ensemble des 5 paramètres du critère d’endommagement de Johnson-
Cook reste tout de même un problème complexe, qui ne peut être resolu seulement avec cet
essai. Il convient d’ajouter d’autres éléments à ce cadre expérimental, comme les essais de
détermination du taux de triaxialité. L’essai d’endommagement par cisaillement dynamique
sera ensuite approprié pour l’identification du paramètre caractérisant le taux de déformation
plastique et pour la validation de l’ensemble des paramètres.
L’achèvement du cadre expérimental correspondant à cette configuration de l’essai néces-
sitant une mobilisation supplémentaire de moyens, est une des perspectives de nos travaux.
La deuxième configuration de l’essai, développée pour l’étude de la rupture dynamique,
rend possible l’exploitation des résultats expérimentaux pour l’identification des paramètres
du modèle d’endommagement cohésif.
On mesure, post-mortem, l’avancement de la fissure et sa direction par rapport à l’axe de
tir (visibles sur la photographie d’une cible après l’impact présentée dans la partie droite de
la figure 77). Selon la vitesse d’impact, la “profondeur” de la fissure, ainsi que sa direction
d’avancement varient. Les valeurs expérimentales ainsi obtenues constituent des données
d’entrée pour la procédure d’identification présentée dans le chapitre suivant.
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4 LA PROCEDURE D’IDENTIFICATION PARAME-
TRIQUE
4.1 Introduction
De nos jours la modélisation du comportement mécanique prend une place de plus en plus
importante dans le processus de conception des produits et dans la définition des critères de
sécurité des structures. Un problème majeur dans ce processus réside, d’une part dans le choix
de la loi de comportement ou du critère de ruine employé, et d’autre part dans l’identification
des paramètres de ces lois.
La détermination des paramètres d’une loi de comportement mécanique est généralement
réalisée grâce à des essais “simples” comme la traction, le cisaillement, la relaxation, qui
permettent en raison de leur caractère homogène d’obtenir de manière directe les caracté-
ristiques désirées. Néanmoins dans certains cas, ce type d’essai n’est pas réalisable ou n’est
pas souhaité, que ce soit en raison de l’impossibilité d’élaborer des échantillons au format
nécessaire, du souhait d’identifier une loi de comportement à partir d’essais de chargement
complexe ou de l’impossibilité d’effectuer une mesure.
Pour ces situations spécifiques, plusieurs techniques d’identification paramétrique existent
et sont utilisées pour déterminer les coefficients d’une loi de comportement ou d’un critère
d’endommagement.
Pour préciser la place de l’identification paramétrique dans le cadre de la modélisation
du comportement non-linéaire des matériaux, on peut distinguer plusieurs étapes de ce pro-
cessus :
1. une expérience est mise au point afin de mettre en évidence le comportement du
matériau ; le choix de l’expérience réalisée, ainsi que les grandeurs qui y seront mesurées,
est très important et influence significativement les résultats obtenus
2. unmodèle mathématique ou numérique doit être proposé, basé sur les connaissances
physiques des phénomènes mis en jeu, pour simuler l’expérience physique
3. les valeurs numériques à attribuer aux différents paramètres matériels présents dans le
modèle mathématique choisi sont déterminées, de manière à obtenir une bonne concor-
dance entre les résultats expérimentaux et ceux de la simulation ; cette étape constitue
la résolution du problème d’identification paramétrique introduit ci-dessus
4. enfin, le modèle obtenu doit être testé et validé ; une validation systématique du
modèle par comparaison des résultats obtenus lors d’autres expériences similaires est
indispensable afin de cerner le domaine de validité
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Fig. 78 – Formulation générale du problème d’identification paramétrique
L’identification paramétrique en tant que problème scientifique important, a débuté depuis
quelques dizaines d’années lorsque l’on s’est attaché à la détermination précise des valeurs
numériques à attribuer aux différents paramètres d’un modèle. L’approche utilisée consistait
alors à réaliser des essais expérimentaux simples permettant de vérifier l’hypothèse d’homogé-
néité des contraintes et des déformations dans l’éprouvette. Ces essais (traction, compression,
torsion, cisaillement, bipoinçonnement, etc...) permettent de transformer par différentes mé-
thodes analytiques les mesures expérimentales réalisées (forces, couples, déplacements, angle
de rotation, etc...) en valeurs de contrainte moyenne dans l’éprouvette en fonction de sa défor-
mation moyenne. L’identification des paramètres matériels est ensuite réalisée par lissage du
modèle choisi sur les couples de points contrainte-déformation ainsi obtenus. Plus tard, une
procédure automatique de lissage fit son apparition, introduisant de ce fait la notion de pro-
blème inverse en vue d’une identification du comportement des matériaux. La formulation
retenue, proposée par Astrom et Eykhoff en 1971 [99], consiste à minimiser par un procédé
itératif une évaluation de l’écart entre le résultat obtenu et la mesure expérimentale, basé sur
une certaine norme de la différence entre le vecteur des points de mesures expérimentales et
les valeurs correspondantes obtenues analytiquement.
Afin d’étendre les limitations des méthodes de calcul analytique, la technique de simu-
lation des expériences par éléments finis s’est ensuite développée. Après les premiers fon-
dements, de nombreux auteurs ont travaillé sur le problème d’identification paramétrique
en développant de nouvelles techniques ; de nombreuses publications sur le sujet ont permis
l’identification, plus ou moins précise, de lois élasto-visco-plastiques variées, de modèles de
couplage thermo-mécanique, de modèles d’endommagement .... La formulation du problème
d’identification paramétrique comme un problème d’optimisation parait unanimement accep-
tée. Sur la figure 78, on présente le schéma général du processus d’identification paramétrique.
La formulation mathématique de l’écart entre simulation et expérience est généralement
basée sur une norme euclidienne. Seules quelques variantes apparaissent quant au choix
de la méthode de prise en compte des erreurs expérimentales et à un éventuel ajout d’un
terme supplémentaire de stabilisation du processus de convergence ou de prise en compte des
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contraintes.
La méthode d’optimisation choisie afin de minimiser l’écart, par contre, dépend fortement
de l’auteur considéré. Deux familles d’algorithmes peuvent être utilisées : les algorithmes
exploratoires, qui n’utilisent que la valeur de la fonctionnelle coût, et les algorithmes de
descente, qui utilisent en plus le gradient de la fonctionnelle coût par rapport aux paramètres.
Dans la suite de ce chapitre, la deuxième section est dédiée à la présentation des algo-
rithmes d’identification et plus précisément des algorithmes de Monte-Carlo et de Levenberg-
Marquardt utilisés lors du développement de notre procédure d’identification. L’implémen-
tation numérique de ces algorithmes dans le logiciel IDENTIF fait l’objet de la troisième
section, tandis que dans la quatrième section on présente les résultats de l’identification des
paramètres d’une loi constitutive et d’un critère d’endommagement dynamique pour un al-
liage d’aluminium utilisé dans la construction aéronautique. Une discussion et les conclusions
sur les valeurs de ces paramètres achève le chapitre.
4.2 Algorithmes d’identification
Les principaux algorithmes exploratoires utilisés pour l’identification paramétrique sont
l’algorithme de Monte-Carlo, les algorithmes génétiques, l’algorithme Simplex, .... Leur grand
avantage est représenté par leur capacité à s’adapter à toutes les fonctionnelles coût : non
différentiables, non convexes, non continues et définies sur des parties non connexes. Contrai-
rement aux méthodes classiques, ils ne “butent” pas sur des minima locaux mais peuvent
fournir l’ensemble des minima locaux et le minimum global. Leur inconvénient est lié aux
temps de calcul très longs, associé au nombre important d’évaluations de la fonctionnelle
coût. C’est la raison principale pour laquelle leur application est encore limitée, malgré l’ac-
croissement de la puissance des ordinateurs, aux modèles dont la résolution est peu coûteuse
en terme de temps CPU.







xk+1 = xk + αkgk (156)




, x ∈ R+∗





= minx>0 f (α)
J étant la fonction objectif à minimiser et gk la direction de descente au pas k. C’est la
méthode de détermination de gk qui conditionne la nature et l’efficacité de l’algorithme
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utilisé. Parmi les algorithmes les plus connus de cette classe on peut énumérer celui de
la pente maximale, du gradient conjugué, de Gauss-Newton, de Levenberg-Marquardt etc.
[100, 101, 102].
Pour définir la stratégie de la procédure d’identification qui a été mise au point, nous
avons pris en compte plusieurs aspects spécifiques au problème d’identification à partir des
essais d’impact :
– la grande complexité donnée par le nombre important de paramètres à maîtriser
– la possibilité d’avoir affaire à des formes de combinaison variées pour les paramètres à
identifier
– la nature très différente (ordre de grandeur, nature, influence) de ces paramètres
– le besoin d’identifier les mêmes paramètres à partir de plusieurs essais différents, ou
de plusieurs données initiales pour le même essai (vitesse d’impact par exemple), afin
d’élargir le domaine d’application des lois et critères concernés
En tenant compte de toutes ces considérations, une procédure d’identification a été conçue
[103] comme une combinaison entre un algorithme exploratoire et un algorithme de descente,
en deux étapes :
1. une recherche grossière, au début de l’identification, par un algorithme de type
Monte-Carlo
2. un affinement de recherche, utilisant comme données initiales les résultats fournis
par la recherche grossière, par l’algorithme de Levenberg-Marquardt.
L’idée a été d’exploiter les avantages de chacun des algorithmes mentionnés ci-dessus : la
capacité du premier à nous ramener dans le voisinage du minimum global et la vitesse de
convergence du deuxième pour obtenir la valeur souhaitée de l’écart expérience-calcul.
Cette procédure, baptisée Monte-Carlo+Levenberg-Marquardt, a été implémentée
dans le logiciel d’identification IDENTIF [104], dont le développement et la description sont
présentés dans la Section 3.
4.2.1 Fonction objectif à minimiser
Le choix de l’écart expérience-calcul, également nommé dans la pratique de l’identification
fonction objectif (fonction à minimiser), est très important en vue d’assurer une meilleure
appréciation des résultats d’identification et pour mener à la convergence la plus rapide
possible.
Dans la littérature [101, 105, 106] on trouve une formulation mathématique de l’écart
expérience-calcul basée sur une certaine norme de la différence entre le vecteur des résultats
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expérimentaux et celui des résultats sortis de la simulation. De nombreux chercheurs ont
amélioré cette formulation, notamment par la prise en compte des poids des résultats, l’ordre
de la norme ou encore par la façon de prendre en compte les erreurs expérimentales. On peut












– q est l’ordre de la norme choisie,
– m est le nombre de réponses,
– rEF [j] sont les valeurs des réponses obtenues suite à la simulation,
– rexp [j] sont les valeurs expérimentales des réponses,
– wr [j] sont les poids attribués à chaque réponse,







Pour le choix du type de norme (valeur de q) dans [102] est présentée une étude de l’influence
de la valeur de q sur l’efficacité des méthodes d’identification. On peut ainsi montrer que
le choix d’une norme euclidienne (q = 2) mène à la convergence la plus rapide. En ce qui
concerne les poids attribués à chaque réponse, wr [j], leur somme doit être égale à l’unité.












ce qui correspond notamment à la forme adoptée par Rule [105] pour l’identification à partir
de l’essai de Taylor.
L’expression de la fonction objectif donnée par (158) correspond au cas classique de
l’identification à partir d’un seul essai expérimental et de son modèle numérique. Les résultats
obtenus sont donc liés à la vitesse d’impact de l’essai et à sa nature (essai de compression,
traction etc.). Afin de résoudre ce problème, on propose deux nouvelles approches dans notre
procédure d’identification : l’identification multi-vitesses et multi-essais.
L’objectif de ces approches est de mener une identification simultanée sur un ensemble
d’essais réalisés avec des vitesses de tir différentes pour le même type d’essai (l’identification
multi-vitesses) ou sur des essais uni-axiaux différents, par exemple compression + trac-
tion + cisaillement (l’identification multi-essais). Dans le premier cas, on obtient une loi
de comportement ou un critère d’endommagement unique valable pour la plage de variation
donnée par les taux de déformations correspondant aux vitesses d’impact. Pour l’identifica-
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tion multi-essais, l’objectif est de généraliser la loi de comportement ou le critère pour une
sollicitation complexe.
Seules les relations des fonctions objectif diffèrent par rapport à la procédure classique.















où n représente le nombre d’essais.
Si on prend l’exemple d’identification multi-vitesse mènée sur 2 essais (2 tirs à vitesses




















Dans le cas de l’identification multi-essais, les réponses n’ont plus la même nature (chaque





































où par mc et mt on désigne le nombre de réponses pour les essais de compression et de
traction, respectivement.
4.2.2 Algorithme de Monte-Carlo
L’expression “algorithme Monte-Carlo” pour désigner une méthode de recherche basée
sur l’utilisation de nombres aléatoires et d’outils statistiques, est très générale. Ainsi, on
peut trouver des méthodes de Monte-Carlo appliquées dans les domaines les plus divers :
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modèles chimiques [107], identification de langage [108] ou identification d’endommagement
des structures [109].
En première approche, on peut dire que son usage se justifie dans les cas suivants :
– lorsque la physique recourt à une hypothèse probabiliste et le générateur de nombres
aléatoires s’efforce de reproduire les caractéristiques de cette loi
– lorsque le nombre d’objets à considérer dépasse largement les possibilités de calcul des
ordinateurs ; on s’efforce de pallier à cette insuffisance par les jeux de hasard
Deux problèmes ont dû être résolus avant de commencer l’implémentation numérique de
l’algorithme :
1. trouver le nombre optimal de jeux de paramètres à générer, à l’intérieur d’un intervalle
de variation pre-défini, de manière a couvrir l’espace correspondant à chaque situation
caractérisée par un nombre variable de paramètres à identifier
2. trouver un générateur aléatoire de bonne qualité, afin que les valeurs numériques soient
réparties quasi-uniformément dans l’espace topologique et non-reproductibles d’un ti-
rage à l’autre
Pour résoudre le premier problème, nous proposons une formule de calcul simple pour le
nombre de tirages N donnant une couverture suffisante, tout en tenant compte du temps de
calcul pour la simulation par éléments finis :
N = 3n (163)
dans laquelle n représente le nombre de paramètres pris en compte pour l’identification.
La figure 79 montre, pour 1, 2 et 3 paramètres (la logique est la même pour un nombre
supérieur de paramètres), un exemple de couverture de l’espace topologique par les jeux de
paramètres issus du tirage au sort, en utilisant la relation (163).
Bien entendu, le nombre de jeux proposé par cette relation peut être jugé insuffisant et
pour cela a été prévu un autre mécanisme, la reprise du tirage au sort, qui intervient
pour assurer une meilleure couverture de l’espace et, par suite, une meilleure convergence
(voir section 3 de ce chapitre).
Concernant le deuxième probleme à resoudre, dans la mésure où un ordinateur est une
machine entièrement déterministe, il est alors delicat de mettre en oeuvre un générateur de
nombres vraiment aléatoires : étant donnée une certaine entrée, le même ordinateur produit
toujours le même résultat. Pour outrepasser cette violation de l’aléa, nous avons mis au point
un algorithme, détaillé dans la section consacrée à l’implementation numérique, utilisant
l’horloge de l’ordinateur, afin d’obtenir un générateur véritablement aléatoire.
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Fig. 79 – Couverture de l’espace topologique pour 1, 2 et 3 paramètres
Finalement, les principales étapes de l’algorithme de Monte-Carlo employé pour notre
procédure d’identification paramétrique sont :
1. l’introduction des données de départ
2. le tirage au sort qui génère les jeux de paramètres
3. l’analyse du modèle numérique pour tous ces jeux de paramètres
4. le calcul de l’écart expérience-calcul pour chaque jeu de paramètres et le reposition-
nement du nouveau point de départ suivi d’un nouveau tirage au sort, si cela est
nécessaire.
4.2.3 Algorithme de Levenberg-Marquardt
L’algorithme de minimisation de Levenberg-Marquartd [110, 111] fait partie de la classe
des algorithmes d’optimisation basés sur la résolution de systèmes d’équations non-linéaires,
comme l’algorithme de Gauss-Newton. Il dérive de ce dernier, et peut être considéré comme
une stabilisation de celui-ci par un paramètre spécifique noté par la suite λLM .
L’idée de base est de rechercher le vecteur x∗, solution du système d’équations implicites
non-linéaires :
rEF (x) = rexp (164)
où par rEF on note le vecteur des réponses numériques issues du modèle éléments finis
(fonction de x, le vecteur des valeurs des paramètres à identifier) et par rexp le vecteur des
réponses expérimentales correspondantes. Le système d’équations (164) représente en fait le
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système correspondant au problème d’identification paramétrique.
Le développement limité en série de Taylor au premier ordre de chacune des composantes
du vecteur rEF (x), autour de x(k), s’écrit :
















pour j allant de 1 à m (n étant le nombre de paramètres, m le nombre de réponses
expérimentales).
Une nouvelle approximation du vecteur solution x∗ est alors obtenue en remplaçant cette
dernière équation dans le système d’équations de base (164). Il en résulte un processus itératif
dont l’actualisation des paramètres est fournie par le système d’équations linéaires suivant :
Jx(k+1) = b (166)


























La forme du système qui donne la nouvelle approximation des paramètres optimaux,
présente dans l’algorithme Gauss-Newton, est alors :
JTJ
(
x(k+1) − x(k)) = JT (rEF (x(k))− rexp) (169)
L’algorithme de Levenberg-Marquartd introduit dans ce système un terme de stabilisation




x(k+1) − x(k)) = JT (rEF (x(k))− rexp) (170)
où I est la matrice identité.
On remarque que, plus le paramètre λLM est grand, plus la variation des paramètres
à identifier est atténuée. La stabilisation est alors réalisée grâce à une procédure de sous-
itération. Lors de chaque itération, on calcule par résolution du système (170) la nouvelle
approximation des paramètres à identifier, x(k+1), et la valeur de l’écart est ensuite éva-
luée. Si celle-ci est inférieure à la valeur précédente, l’itération est convergente et on passe
131
à l’itération suivante en diminuant la valeur de λLM . Par contre, si l’itération k diverge, on
recommence celle-ci en augmentant la valeur de λLM . On obtient ainsi une nouvelle approxi-
mation des paramètres x(k+1), plus proche de x(k) que la précédente. On recalcule l’écart pour
vérifier si l’itération est maintenant convergente. On procède ainsi de suite par augmentations
successives de λLM jusqu’à obtenir une itération convergente. La première approximation
des paramètres à identifier pour l’algorithme de Levenberg-Marquardt est fournie par les
meilleurs paramètres (les derniers) sortis de la recherche de Monte-Carlo, réalisant ainsi le
lien entre les deux parties de la procédure d’identification.
4.3 Implémentation numérique de la procédure
4.3.1 Cadre général de l’implémentation
L’implémentation numérique de la procédure d’identification a fait l’objet du développe-
ment d’un nouveau logiciel qui a pris sa place dans la plate-forme d’identification paramé-
trique du laboratoire.
Compte-tenu du nombre d’outils qui concourent au fonctionnement de cette plate-forme
(différents codes de calcul, différents langages de programmation et de pilotage, différents
essais expérimentaux ...), ce logiciel a dû satisfaire à plusieurs contraintes, ce qui l’a rendu
général et adaptable : possibilité de lancer des identifications en réalisant la modélisation
avec Abaqus, DynELA, DynaCrack, utilisation de programmes d’extraction en Fortran ou
en Phyton ...
La figure 80 représente l’interface-utilisateur de la plate-forme d’identification, pour l’in-
troduction des noms de fichiers du modèle numérique :fichiers du (ou des) modèle(s) éléments-
finis, fichier(s) de(s) programme(s) d’extraction et fichier-utilisateur Abaqus si nécessaire. Les
4 autres onglets correspondent aux taches spécifiques à la procédure d’identification.
Ainsi, l’onglet “Modélisation” est destiné à la construction des modèles de base et c’est
d’ici qu’on peut lancer Ideas, Abaqus, DynELA ou DynaCrack afin de concevoir le modèle
numérique de l’essai.
Une fois le modèle initial construit et validé, on peut effectuer une étude de sensibilité
à partir de l’onglet “Sensibilité”. Cette étude est nécessaire pour choisir les paramètres à
identifier, et optimiser la conception de l’essai. Après avoir choisi un certain nombre de
paramètres (paramétrage du fichier d’entrée) et de réponses techniquement mesurables, un
ensemble de calculs est lancé, selon la technique des plans d’expérience complets à 2 niveaux,
faisant apparaître l’influence de chacun des paramètres choisis et de leurs combinaisons sur
chacune des réponses (algorithme de Yates).
L’onglet “Paramétrage” permet de lancer une étude pour affiner l’influence des paramètres
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Fig. 80 – Interface graphique de la plate-forme d’identification
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les plus significatifs.
Enfin, l’onglet “Identification” constitue le lancement du logiciel IDENTIF afin d’obtenir
les valeurs des paramètres souhaités.
4.3.2 Algorithmes numériques implémentés
Les caractéristiques principales du logiciel IDENTIF sont les suivantes :
– intégration à la plate-forme d’identification CMAO pour l’introduction des don-
nées et le lancement des programmes
– langage C++ pour l’écriture du code
– possibilités d’utiliser Abaqus/Explicit, DynELA et DynaCrack pour l’analyse
du modèle numérique
– langage Phyton (langage interprété orienté-objet) pour l’écriture automatique des
scripts
– langage Fortran pour la programmation de certains programmes d’extraction des
résultats numériques.
Plusieurs algorithmes ont été développés [104, 103] conduisant à des méthodes présentées
par la suite dans l’ordre de leur intervention dans le programme principal. Le schéma logique
simplifié du logiciel est présenté sur la figure 81.
La méthode chargement(), concerne l’introduction des données de départ. Ces
données sont introduites par l’utilisateur à partir de l’interface graphique (figure 82) et com-
prennent les éléments suivants :
– les noms et les valeurs de départ pour les paramètres à identifier, p [i] (i allant de 1 au
nombre total de paramètres à identifier)
– les pondérations, wp [i], pour chacun des paramètres, valeurs issues de l’étude de sensi-
bilité ;
– les variations, m [i], de chaque paramètre dans l’espace topologique, introduites en
valeurs relatives et fixant ainsi les limites supérieures et inférieures entre lesquelles se
situent les jeux de paramètres
– les réponses, r [j], qui doivent être issues du programme d’extraction écrit pour chaque
essai ; on doit préciser également les poids de chacune des réponses, wr [i], pour la
construction de l’écart expérience calcul
– les données concernant les critères de satisfaction (ou critères d’arrêt) pour l’algorithme
de Monte-Carlo et celui de Levenberg-Marquardt
Les données ainsi chargées sont stockées dans des tableaux afin de construire les jeux de
paramètres, après le tirage au sort, et les fonctions objectif.
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Fig. 81 – Schéma logique d’IDENTIF
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Fig. 82 – Menu du logiciel IDENTIF
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Le tirage au sort, lancé par la méthode tirage(), est en fait l’essentiel de l’algorithme
de Monte-Carlo et c’est là qu’on doit générer les valeurs aléatoires pour les paramètres pris
en compte, dans les intervalles définis par les variations m [i] imposées.
Le langage C++ dispose de la fonction rand() dans sa bibliothèque mathématiques [112]
pour générer des nombres pseudo-aléatoires dans l’intervalle 0 à 1. Le premier nombre pseudo-
aléatoire est engendré à partir d’une variable définie en interne, un germe. La solution pro-
posée et mise en oeuvre pour éviter la reproductibilité du tirage au sort (ennoncée au début
du chapitre) est d’utiliser l’horloge du système qui conserve l’heure en secondes. La fonction
time() renvoie l’heure sous forme d’un entier qui peut être utilisé comme germe pour la
fonction rand().
L’analyse du modèle numérique pour les jeux de paramètres fournis par les tirages
au sort est possible grâce au paramétrage du modèle à travers le script Python qui est écrit
pour chaque jeu de paramètres lors de l’exécution de la méthode simul(). Ce script assure le
changement des paramètres pour la loi de comportement ou le critère d’endommagement en
construisant un nouveau fichier du modèle EF et en lançant l’analyse ; une autre fonctionnalité
de ce script est de lancer la routine d’extraction des réponses.
Suite à l’analyse des modèles numérique correspondant aux N jeux de paramètres d’un
tirage au sort (on achève ainsi une itération Monte-Carlo), l’évaluation de l’écart expérience-
calcul (la fonction objectif) est effectué pour chaque jeu de paramètre à travers fonction basée
sur la formulation (158) et ses différentes versions (159,161). On obtient N valeurs pour la
fonction objectif, qui peuvent être triées et filtrées par l’évaluation du critère d’arrêt ; si ce
critère n’est pas rempli, on passe à l’itération suivante en changeant le point de départ pour
le tirage au sort avec la fonction repositionement(). Ce déroulement d’itérations est illustré
sur la figure 83 dans le cas de l’identification des paramètres C etm de la loi de viscoplasticité
de Johnson-Cook par un essai de Taylor.
On peut ainsi observer, sur la partie gauche de la figure, le déplacement des tirages au
sort et, en accord avec cela, sur la partie droite, le déplacement du nuage des réponses vers
la position des réponses expérimentales.
Si, pour l’itération courante, on n’a pas trouvé un écart meilleur (εk ≥ εk−1), le mécanisme
de reprise du tirage intervient. Il s’agit de refaire le tirage au sort avec le même point de
départ, le même jeu de paramètres. Une nouvelle distribution de jeux de paramètres est alors
possible, grâce au changement de germe, qui pourra permettre l’obtention de la convergence
de l’algorithme.
Le critère d’arrêt pour l’algorithme de Monte-Carlo est rempli dans les situations
suivantes :
– l’écart sorti de la dernière itération a une valeur inférieure à la précision imposée par
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Fig. 83 – L’évolution des itérations l’algorithme Monte-Carlo
l’utilisateur (satisfaction)
– le nombre maximal d’itérations est atteint
– le nombre maximal de reprises de tirage au sort est atteint
La dernière situation énumérée ci-dessus correspond au cas de non-convergence de l’identifi-
cation et nécessite des changements dans le modèle numérique avant de reprendre l’identifi-
cation.
Le premier algorithme implémenté dans le module de minimisation de Levenberg-Marquardt
concerne le calcul de la matrice Jacobienne J qui représente en fait un calcul de sensibilité
pour les paramètres pris en compte mais qui est fait pour chaque nouvelle approximation des
paramètres x(k+1). La méthode de calcul utilisée est celle des différences finies [102].
Le principe est de perturber chaque paramètre successivement, positivement puis négati-
vement d’une valeur à définir et de calculer dans chaque cas le vecteur des réponses, rEF (x),
de la simulation correspondante. Afin que ce choix de la valeur des perturbations appliquées
soit indépendant du système d’unité du problème simulé, nous avons choisi de considérer des
perturbations relatives de type δjxj . On obtient ainsi les dérivées partielles nécessaires à la




rEFi (xj + δjxj)− rEFi (xj − δjxj)
2δjxj
(171)
La difficulté réside dans le choix de la valeur des perturbations relatives. En effet, la
formule (171) présente une erreur de troncature de l’ordre de δ2j , diminuant lorsque la per-
turbation tend vers zéro. Cependant, lorsque la perturbation appliquée devient très petite,
l’importance relative des erreurs numériques et erreurs d’arrondis augmente. Une solution
optimale qu’on trouve dans la littérature [102] est de considérer une perturbation relative de
chacun des paramètres, égale à 3
√
η, où η est la précision d’évaluation des réponses. Implé-
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Fig. 84 – Le tableau récapitulatif de résultats
mentée, cette solution a donné des résultats satisfaisants.
La gestion du paramètre de stabilisation de l’algorithme de Levenberg-Marquardt, λLM ,
afin d’obtenir la convergence de la méthode, a fait l’objet d’un mécanisme illustré sur la figure
81. Suite à chaque nouvelle approximation des paramètres à identifier, l’écart expérience-
calcul est évalué. Si l’identification est convergente et le critère de satisfaction Levenberg-
Marquardt n’est pas encore rempli, alors λLM est divisé par 10 en augmentant ainsi la vitesse
d’identification. En revanche, un écart plus grand que le précédant impose la reprise de
l’itération en multipliant λLM par 10. On procède ainsi de suite par augmentations successives
de λLM jusqu’à obtenir une itération convergente.
Pour des valeurs très élevées de λLM la diminution de l’écart est évidemment faible et
on impose dans le critère de satisfaction Levenberg-Marquardt une condition d’arrêt des
itérations si la différence entre les deux derniers écarts convergents est en-dessous du seuil
de 10−7. Ainsi, le critère de satisfaction de Levenberg-Marquardt est rempli dans les
situations suivantes :
– l’écart expérience-calcul pour l’itération courante est plus petit que la précision finale
imposée par l’utilisateur
– la différence entre les deux derniers écarts convergents est inférieure à 10−7(il n’y a plus
de minimisation)
Une fois le critère Levenberg-Marquardt satisfait, on dispose du meilleur jeu de paramètres
possible. Mais la qualité de ces paramètres peut varier selon plusieurs facteurs, réunis sous
le terme de “stratégie de choix”.
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4.3.3 Stratégies de choix
Une aide importante pour la stratégie de choix est fournie par l’étude de sensibilité des
paramètres, effectué avant le lancement de l’identification. Dans le cas de lois comprenant
plusieurs paramètres (par exemple la loi de viscoplasticité de Johnson-Cook nécessitant l’iden-
tification de 5 paramètres), cette étude nous montre l’influence des “couplages” de paramètres
sur les réponses prises en compte. Une sensibilité restreinte pour certains termes de couplage
peut “autoriser” l’identification des paramètres concernés en plusieurs étapes successives (
pour le même exemple de la loi de Johnson-Cook, on peut identifier d’abord les 3 paramètres
les plus influentes et ensuite les 2 autres). Ce mécanisme vient réduire les problèmes liés à la
complexité de l’identification d’un grand nombre de paramètres à la fois. L’identification de 5
paramètres à la fois est très coûteux en terme de temps de calcul car cela nécessite l’analyse
du modèle numérique pour 35 jeux de paramètres à chaque itération. L’identification en deux
étapes, d’abord 3 et après 2 paramètres, revient à l’analyse de 27 jeux de paramètres dans
la première et de 9 dans la deuxième.
En ce qui concerne les valeurs de départ pour les paramètres à identifier, leur choix
n’influence pas le résultat final. Lors de son développement, IDENTIF a été testé en imposant
des points de départ radicalement différents et les résultats à l’arrivée ont été les mêmes.
Néanmoins le temps de calcul n’est pas le même et il est souhaitable que l’identification
démarre avec des valeurs de départ situées dans le voisinage de celles qu’on attend (trouvées
dans la littérature par exemple).
Le choix de la pondération, wp [i], et de la variation, m [i], de chaque paramètre est aussi
important pour le déroulement de l’identification. Ainsi, suite à l’étude de sensibilité, on peut
renseigner la pondération et la variation adéquate pour chaque paramètre selon son influence
sur les réponses ; pour un paramètre moins influent on aura une pondération moins importante
et une variation limitée et vice-versa. Le choix de variation pour chacun des paramètres est
très important pour la vitesse de convergence de la procédure d’identification : en partant
avec une valeur de départ pour un certain paramètre assez loin de la valeur optimale et en
imposant une variation m [i] limitée, le temps pour satisfaire le critère d’arrêt Monte-Carlo
sera très long. Donc, tant que la valeur de départ pour un paramètre est jugée imprécise, il
est recommandé de laisser une “liberté” de variation plus large (m [i] autour de 20-25 % par
exemple) dans l’espace topologique afin d’augmenter la vitesse de convergence. Par contre, si
on est assez proche des valeurs optimale pour les paramètres à identifier, alors une variation
m [i] plus faible mène à un meilleur écart.
Concernant les réponses à prendre en compte, naturellement l’idée est d’en avoir plusieurs
afin d’identifier plus correctement la loi de comportement ou le critère d’endommagement,
autrement dit pour être certain que les paramètres obtenus suite à la procédure d’identi-
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fication seront validés. Le danger du choix de peu de réponses est surtout l’apparition de
solutions multiples pour les paramètres identifiés : on obtient pour les mêmes réponses expé-
rimentales plusieurs jeux de paramètres qui satisfont au critère final. Évidement seulement
une parmi ces jeux va valider la loi de comportement. Dans ce cas, pour les essais pour les-
quels on n’a pas la possibilité d’avoir plusieurs réponses (l’essai de rupture dynamique par
exemple avec une seule réponse expérimentale) il est recommandable d’employer la stratégie
d’identification multi-vitesses : lancer l’identification pour plusieurs modèles à la fois dont
les vitesses d’impact diffèrent. On aura ainsi l’ensemble des réponses pris en compte dans
l’évaluation de la fonction objectif.
Bien que plusieurs réponses prises en compte conduisent à une identification plus précise,
on a constaté que la vitesse de convergence de la procédure diminue suite à la difficulté
de remplir les conditions de passage à un nouveau tirage au sort pour l’algorithme Monte-
Carlo. De même, la précision des mesures effectuées et le mécanisme d’extraction des réponses
correspondantes peuvent altérer la solution.
Pour les campagnes d’identification dont les résultats sont présentés par la suite les consi-
dérations énumérées ci-dessus ont été appliquées, les résultats étant ainsi optimisés.
4.4 Résultats
Afin de valider l’ensemble de la procédure d’identification, plusieurs campagnes d’essais
d’impact ont été effectuées, sur plusieurs matériaux, dans le but d’identifier les paramètres
de la loi de visco-plasticité de Johnson-Cook et du modèle d’endommagement cohésif. Dans
ce travail, sont présentés les résultats de l’identification concernant un matériau utilisé dans
les constructions aéronautiques, l’alliage d’aluminium A-U4G1 T3, dont les propriétés sont
présentées dans l’Annexe no. 5.
4.4.1 Identification des paramètres de la loi de visco-plasticité de Johnson-Cook
Le choix d’identifier les paramètres constitutifs de la loi de Johnson-Cook et lié étroite-
ment aux besoins de simulation numérique en dynamique rapide et au cadre expérimental
dont on dispose. En effet, plusieurs codes de calcul éléments-finis commerciaux proposent
l’utilisation de la loi de Johnson-Cook, c’est le cas pour Abaqus/Explicit qu’on a utilisé pour
la modélisation numérique. Un autre facteur important dans ce choix concerne la perspective
d’identifier les paramètres du critère d’endommagement portant le même nom, également
implémenté dans Abaqus/Explicit, dés que les améliorations du cadre expérimental vont
permettre l’extraction des réponses expérimentales appropriées à l’identification. Il est néces-
saire alors d’avoir déjà identifié les paramètres de la loi de visco-plasticité de Johnson-Cook
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Essai Vitesse [m/s] L [mm] R [mm] r1 [mm] r2 [mm]
2 133.80 47.56 5.37 5.28 5.14
3 155.71 46.74 5.50 5.35 5.16
4 230.00 42.80 6.32 5.61 5.39
5 248.03 41.42 6.78 5.73 5.49
Tab. 10 – Les valeurs des réponses expérimentales prises en compte pour l’identification
A [MPa] B [MPa] n C m
345 483 0.29 0.01 1
Tab. 11 – Valeurs de départ pour les paramètres à identifier
pour continuer avec l’identification des paramètres du critère d’endommagement du même
modèle.
L’essai expérimental mis en oeuvre pour cette identification est l’essai de Taylor direct ;
les échantillons cylindriques ont, avant l’impact, une longueur de 50 mm et un diamètre de
10 mm, conformément au tableau (2).
5 tirs ont été effectués à des vitesses d’impact différentes ; un premier tir à été effectué
à 102m/s, mais, compte-tenu du niveau faible des déformations plastiques de l’échantillon,
cet essai a été écarté de la procédure mais a permis la calibration des vitesses. Les réponses,
correspondant aux autres 4 tirs, apparaissent sur le tableau 10.
Deux rayons intermédiaires, r1 et r2, ont été mesurés pour chaque échantillon déformé,
correspondant aux hauteurs de h1 = 10mm et h2 = 20mm, et les résultats ont été utilisés
comme réponses expérimentales au même titre que la longueur finale de l’échantillon, L, et
le rayon de la face déformée, R.
La modélisation numérique de l’essai a été effectuée avec Abaqus/Explicit 6.4. Le maillage
du projectile a été optimisé suite à l’étude de convergence, effectuée avec les valeurs fixes des
paramètres de la loi de Johnson-Cook qui sont présentées dans le tableau 11.
Ces valeurs sont également les valeurs de départ pour l’identification paramétrique [113].
Le paramètre m concernant l’influence de la température, n’a pas été pris en compte pour
l’identification ; son influence a été annulée dans le modèle numérique en adoptant pour la
température de fusion une valeur trois fois plus élevée que celle présentée dans l’Annexe no.
5.
La figure 85 présente les photographies des échantillons déformés.






Fig. 85 – Echantillons de l’essai de Taylor après l’impact : a)V2 = 133.80m/s, b)V3 =
155.71m/s, c)V4 = 230.00m/s, d)V5 = 248.03m/s
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Essai A [MPa] B [MPa] n C écart
2 344.00 674.52 0.316 0.0106 6.64 · 10−4
3 327.48 661.85 0.271 0.0131 3.58 · 10−4
4 379.40 557.72 0.293 0.0124 6.97 · 10−4
5 388.00 501.40 0.278 0.0089 9.66 · 10−4
Tab. 12 – Résultats de l’identification mono-essai
A [MPa] B [MPa] n C écart
321.51 672.82 0.226 0.0092 1.43 · 10−3
Tab. 13 – Résultats de l’identification multi-vitesse
– une identification mono-essai à partir de chaque échantillon séparément
– une identification multi-vitesse à partir de l’ensemble des échantillons
Les résultats de l’identification pour la première stratégie sont présentés dans le tableau 12.
Pour le lancement de chacune des 4 identifications, le même jeu de paramètres de départ, et
les mêmes options, ont été considérés (tableau 11) :
– variations des paramètres à identifier de ±20 %
– égale pondération pour tous les paramètres
– poids égaux pour les réponses expérimentales
– précision MC : 10−3
– précision LM : 10−4
Les valeurs obtenues pour les paramètres A, B, n et C sont cohérentes et sensiblement
proches pour les 4 vitesses d’impact. Pour obtenir un jeu unique de paramètres, l’identification
multi-vitesse a été lancée, avec les même paramètres de départ que pour la première stratégie,
en considérant l’ensemble des réponses expérimentales. Les résultats obtenus sont présentés
dans le tableau 13.
L’écart minimal obtenu cette fois est supérieur aux valeurs des écarts obtenus lors de la
première stratégie d’identification, ce qui s’explique par le nombre élevé de réponses contri-
buant à l’évaluation de la fonction objectif. Sa valeur demeure tout de même satisfaisante et
on peut considèrer ce jeu de paramètres, couvrant la gamme des vitesses d’impact, comme le
résultat final de l’identification. Les valeurs sont proches de celles trouvées dans la littérature
pour l’aluminium 2024 (même famille de matériaux mais traitement thermique différent)
[114] : A=331 MPa, B=533 MPa, n=0.34, C=0.015 et m=1.
Dans l’annexe no. 5, on présente les profils expérimentaux et numériques de la déformée
des 4 échantillons considérés. Sur chaque graphique sont présentés :
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Essai Vitesse [m/s] Longueur de la fissure [mm]
1 40.66 5.04 · 10−4
2 51.39 7.11 · 10−4
3 67.52 3.45 · 10−3
4 71.78 4.12 · 10−3
5 77.84 4.45 · 10−3
Tab. 14 – Résultats expérimentaux pour les essais de rupture dynamique
– la déformée expérimentale
– la déformée numérique obtenue avec le jeu de paramètres obtenu avec l’identification
mono-essai (chaque modèle numérique utilise le jeu de paramètres issu de l’identification
correspondante)
– la déformée numérique obtenue avec le jeu de paramètres obtenu avec l’identification
multi-vitesse (le même pour tous les modèles numériques).
L’échelle de représentation pour la coordonnée “Rayon” a été multipliée par un facteur 5
par rapport à celle de la coordonnée “Longueur” pour une meilleure observation des profils.
Comme on peut l’observer, les différences entre les trois profils de chaque échantillon sont
minimes, ce qui valide les paramètres identifiés.
4.4.2 Identification des paramètres du modèle d’endommagement cohésif
Afin d’identifier les paramètres du modèle d’endommagement cohésif, dont les fondements
théoriques ont été présentés dans le deuxième chapitre, une campagne d’essais de rupture
dynamique a été effectuée. La géométrie des échantillons impactés est celle qui est présentée
sur la figure 63.
Les valeurs des vitesses d’impact pour les tirs effectués, ainsi que la longueur d’avancement
de la fissure, sont présentées sur le tableau 14.
La mesure de la longueur de la fissure a été effectuée en moyennant 4 mesures par échan-
tillon (extrémités des 2 entailles sur chacune des 2 faces). Cette procédure a été employée
afin de diminuer les effets des légères dissymétries de tir et d’usinage. Les différences entre
les longueurs d’avancement correspondant aux deux entailles ou aux deux surfaces latérales
des échantillons se situent dans un écart de 10 à 20 %, comme on peut l’observer sur les
photographies présentées sur la figure 86.
La gamme de vitesses d’impact a été choisie pour inclure des amorces faibles de la fissure
(cas des deux premièrs tirs) jusqu’à des profondeurs de fissure importantes sans toutefois







Fig. 86 – Echantillons de l’essai de rupture dynamique après l’impact : a)V1 = 40.66m/s,
b)V2 = 51.39m/s, c)V3 = 67.52m/s, d)V4 = 71.78m/s, e)V5 = 77.84m/s
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Essai δcrit [m] σmax [MPa] écart
1 8.25 · 10−6 690 0.152
2 8.96 · 10−6 550 0.071
3 9.86 · 10−6 480 0.117
4 10.45 · 10−6 465 0.213
5 11.70 · 10−6 462 0.186
Tab. 15 – Résultats de l’identification pour les paramètres du modèle d’endommagement
cohésif
L’identification des deux paramètres a été lancée pour chaque tir avec son modèle numé-
rique DynaCrack, dont les caractéristiques ont été présentées dans le chapitre précèdent. Les
résultats obtenus, ainsi que le dernier écart expérience-calcul, sont présentés dans le Tableau
15.
On constate que les valeurs de deux paramètres, même s’ils sont différents pour chaque
modèle dont l’identification a été effectuée, sont cohérentes compte-tenu de l’évolution des
vitesses d’impact. Il convient d’analyser cet aspect de la variation des deux paramètres et
d’étudier l’influence des autres facteurs numériques comme la réflexion des ondes élastiques
sur le front d’avancement de la fissure.
Les valeurs assez élevées des écart expérience-calcul s’expliquent en grande partie par le
fait que l’avancement numérique de la fissure est séquentiel, elle avance d’un élément à la fois
et est donc tributaire de la taille de celui-ci.
Dans la littérature on trouve peu de résultats expérimentaux ; les valeurs publiées [115,
116] pour des alliages d’acier (le matériau le plus proche de notre alliage en ce qui concerne
les propriétés mécaniques) se situent dans le même ordre de grandeur.
Compte-tenu des écarts importants obtenus lors de l’identification mono-essai dans ce
cas, une stratégie multi-essais ne s’impose pas, et nous en restons donc à un résultat final
d’identification donné par la moyenne des valeurs identifiées pour chaque tir : δcrit = 9.85 ·
10−6m et σmax = 550MPa.
Ces valeurs peuvent être prises comme valeurs de départ pour la poursuite des études
concernant ce matériau dans le cadre d’améliorations qui seront apportées aux outils numé-
riques (notamment à DynaCrack) et expérimentaux.
4.5 Conclusion du chapitre
Les résultats obtenus lors de l’identification des paramètres caractérisant le comportement
dynamique de l’alliage d’aluminium considéré montrent l’efficacité de la procédure d’iden-
tification. Sa flexibilité, prouvée dans la gestion des outils numériques de modélisation EF,
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nous permet d’envisager de généraliser son utilisation pour tout code de calcul. En ce qui
concerne les lois et les critères dont on peut identifier les paramètres, seul le cadre expérimen-
tal intervient : autrement dit, dans la mesure où les essais expérimentaux peuvent fournir les
réponses adéquates, toute loi ou critère peut être adopté.
Concernant les valeurs numériques des paramètres, obtenus pour l’alliage d’aluminium
considéré pour l’application, on peut parler de valeurs validées pour la loi de Johnson-Cook
et de valeurs à améliorer et valider pour celles du modèle d’endommagement cohésif. En
effet, comme il sera souligné lors de la présentation des perspectives de ce travail, l’essai de




Les travaux qui ont fait l’objet de cette thèse nous ont permis de développer de nouveaux
outils numériques et expérimentaux afin de compléter et améliorer la plate-forme d’identifica-
tion paramétrique pour les matériaux soumis à de grandes transformations thermomécaniques
rapides. Les contributions et les produits résultant de ces travaux concernent notamment la
caractérisation des phases d’endommagement et de rupture dynamique des matériaux métal-
liques en fournissant les valeurs des paramètres constitutifs des lois et critères employés dans
la modélisation numérique de ce comportement.
Le cadre analytique de la rupture dynamique a été d’abord synthétisé en analysant les
concepts théoriques présents dans la bibliographie de spécialité, en réalisant une revue des
solutions de référence pour la fissure dynamique stationnaire et pour la fissure en mouvement
à vitesse constante. Ces solutions ont été utilisées pour la validation des outils numériques
développés. Un troisième cas dont l’analyse a été abordée est celui de la fissure dynamique
en mouvement à vitesse variable ; les défis posés par ce problème ont été soulignés, ainsi que
les avancées encore limitées dans sa résolution. Une solution pour caractériser les champs
asymptotiques et déterminer les facteurs d’intensité dynamique de contraintes, pour une
structure simple sous certains hypothèses, a été présentée.
L’étude de la zone d’élaboration de la fissure a été détaillée, sous la forme d’un mo-
dèle de cohésion caractérisant le passage de l’endommagement à la fissuration. Ces concepts
théoriques ont été ensuite intégrés à un modèle d’endommagement nommé “modèle d’endom-
magement cohésif”.
Afin de caractériser le comportement de la fissure, deux modèles de propagation de la
fissure dynamique ont été proposés. Le premier, appelé modèle physique, est basé sur une
approche énergétique et plus exactement sur le calcul du taux de restitution dynamique de
l’énergie. Pour le calcul de cette grandeur, on a fait appel aux intégrales indépendantes de
contour adaptées aux conditions dynamiques de chargement. Le deuxième modèle proposé
pour la propagation de la fissure est basé en grande partie sur le modèle d’endommagement
cohésif élaboré spécifiquement dans un nouveau logiciel.
Le choix de développer un nouveau logiciel pour l’analyse numérique de la fissuration
dynamique a été motivé par les limitations actuelles des logiciels commerciaux pour ce type
d’analyse. Après avoir passé en revue les méthodes modernes présentes dans la littérature de
spécialité, la méthode des éléments finis étendue (XFEM) a été retenue pour l’implémentation
numérique. Ses avantages et son caractère novateur pour traiter les discontinuités sont à
l’origine de ce choix. La formulation théorique de cette méthode a été adaptée à l’analyse
dynamique des discontinuités.
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Pour l’implémentation numérique de cette méthode dans le nouveau logiciel appelé Dyna-
Crack, plusieurs algorithmes spécifiques, élaborés en C++, se sont ajoutés aux algorithmes
déjà existants, conduisant à un nouveau processeur d’analyse explicite, capable de modéliser
le comportement dynamique des structures présentant des discontinuités. Le fonctionnement
de DynaCrack a été validé avec succès par plusieurs cas-tests différents ; par la suite, ce logiciel
a été employé pour la modélisation d’un nouvel essai d’impact conçu pour la caractérisation
de l’endommagement et de la fissure dynamique.
Le cadre expérimental existant dans le laboratoire d’impact a été amélioré ; le grand
nombre et la variété des essais d’impact réalisés nous ont permis de bien connaître et maîtriser
le lanceur à gaz ainsi que le système d’exploitation des résultats expérimentaux. On a pu ainsi
élaborer un tableau balistique pour le lanceur, une solution a été proposée et mise en oeuvre
pour diminuer l’influence du sabot du projectile et de nouveaux dispositifs pour la mise en
place de la cible ont été créés. Mais la réalisation qui nous semble la plus importante sur le plan
expérimental est représentée par la conception et la mise en oeuvre d’un nouvel essai d’impact,
capable de caractériser le comportement en endommagement et rupture dynamique. En raison
du caractère dissymétrique de cet essai, un nouveau dispositif porte-cible a été conçu et son
comportement lors des impacts a permis l’obtention des résultats expérimentaux attendus.
Afin d’exploiter les résultats expérimentaux des essais d’impact dans le but d’identifier
les valeurs des paramètres constitutifs des lois et critères de comportement des matériaux,
un programme d’identification paramétrique a été développé, représentant le coeur de la
procédure d’identification. Le nouveau logiciel, basé sur une combinaison des algorithmes
de Monte-Carlo et de Levenberg-Marquartd est utilisable pour tout essai réalisé dans le
laboratoire, en créant les modèles numériques et les programmes d’extraction de réponses
correspondants. Testé sur un grand nombre de conditions de fonctionnement (lois et critères
constitutifs différents, modèles numériques réalisés dans des codes éléments-finis différents,
procédures d’extraction écrites dans des langages différents), ce logiciel a prouvé son robus-
tesse et sa flexibilité. Le comportement d’un alliage d’aluminium utilisé dans les constructions
aéronautiques a été caractérisé à titre d’exemple en déterminant les paramètres de la loi de
visco-plasticité de Johnson-Cook et ceux du critère d’endommagement cohésif.
Les perspectives de ces travaux sont nombreuses, aussi bien sur le plan numérique que
sur le plan expérimental. Le logiciel DynaCrack offre des possibilités d’implémentation de
nouveaux algorithmes, ainsi que l’amélioration du fonctionnement de ceux qui sont déjà
implémentés. On pense notamment à l’introduction de la plasticité dans la modélisation de
la rupture dynamique. Une autre voie concerne la capacité à faire bifurquer les fissures dans
leur avancement. L’implémentation de nouveaux types d’éléments finis est aussi envisagée,
en particulier des éléments tridimensionnels.
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Sur le plan expérimental, le nouvel essai d’endommagement et rupture dynamique peut
être amélioreé pour obtenir des réponses encore plus “propres” et pas seulement de nature
“post-mortem”. On pense notamment à une technique d’extensométrie permettant de récupé-
rer l’instant de temps correspondant à l’amorce de la fissure, rendant possible l’identification
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Annexe1 : Méthode de la variable complexe pour la solution générale
du problème de fisssuration dynamique dans un milieu élastique
On considère la propagation dynamique d’une fissure à vitesse constante v dans un milieu
élastique, lineaire et isotrope. On prend X et Y comme coordonnées du système cartesien fixé
dans l’espace dans le plan du corps, et Z la coordonnée suivant l’épaisseur du corps de telle
sorte que Y = 0 définisse le plan de la fissure. On suppose que les champs de déplacements
et contraintes sont indépendants de Z (analyse bi-dimensionnelle).
Introduisons maintenant le systeme de coordonnées en mouvement x, y, z, qui reste
solidaire de la pointe de la fissure, tel que que x = X − vt. Il est possible de réduire les
problemes elasto-dynamiques aux problemes de la méthode de la variable complexe. Les
expressions suivantes pour les contraintes et les déplacements peuvent être dérivées :
σx = −Re
[(
1 + 2α2d − α2s
)





















σxz = Re [Ω
′ (z2)] (175)




0 : contraintes planes
ν (σx + σy) : deformations planes
(177)









µw = Re [Ω (z2)] (180)
où Φ (z1), Ψ (z2) et Ω (z2) sont les potentiels complexes, fonctions des variables complexes
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zj = x+ iβjy = rj exp (iθj), (j = 1, 2). Les coefficients αd et αs ont été explicités à l’intérieur
du chapitre 2.
Les potentiels complexes Φ et Ψ sont relatifs au mouvement en plan de la fissure, séparable
dans les deux modes fondamentaux de la rupture plane : mode I et mode II. Le potentiel
complexe Ω est relatif seulement au mouvement anti-plan de la fissure, pour le mode III. Les
expressions relatives aux potentiels complexes Φ et Ψ ont été derivées par Radok [10].
On cherche maintenant les solutions générales pour les trois modes, satisfaisant la condi-
tion de surface libre de contraintes pour l’interface de la fissure, σy = σxy = σyz = 0 (θ = ±π).
Cette condition de surface libre de contraintes peut être exprimée en termes de potentiels
complexes :












= 0 pour θ = θ2 = ±π (182)
où ( ) designe la conjuguée complexe. Les constantes Dj (j = 1, 2, 3, 4) sont données par :
D1 = 1 + α
2
s + 2αd (183)
D1 = 1 + α
2
s − 2αd (184)




















































r2 exp (iλnθ2) (189)
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où les λn sont les valeurs propres qui seront determinées plus tard, An, Bn, Cn sont des
constantes complexes indétérminées, A0n et A
∗
n, etc. désignent les parties réelles et imaginaires,
respectivement, du potentiel complexe An. En introduisant les équations (187-188) dans les
équations (181) et (182) on peut trouver les équations suivantes pour le mouvement plan :










et pour le mouvement anti-plan :
exp (+iλnπ)Cn − exp (−iλnπ)Cn = 0 (192)
exp (−iλnπ)Cn − exp (+iλnπ)Cn = 0 (193)
Pour qu’une solution existe, le determinant des matrices des coefficients, pour les deux
cas, doit être nul. On a ainsi :
∣∣∣∣∣ exp (+iλnπ) ± exp (−iλnπ)exp (−iλnπ) ± exp (+iλnπ)
∣∣∣∣∣ = 0 (194)
L’équation ci-dessus peut être réduite à :
sin 2πλn = 0 (195)
Cela conduit aux valeurs propres λn = n/2 (n = 0, ±1, ±2, ...). Comme les valeurs propres
négatives donnent des déplacements infinis à la pointe de la fissure, les résultats acceptables
pour les valeurs propres sont :
λn = n/2 (n = 0, 1, 2, 3, ...) (196)
La valeur propre λn = 1/2 donne le champ singulier de contraintes d’ordre 1/
√
r, bien
connu dans la mécanique de la rupture lineaire élastique. On peut noter aussi que les valeurs
propres nulles correspondent à un mouvement de corps rigide. En incorporant ces valeurs













Cn = (−1)n Cn (199)
Les relations (197-199) peuvent être réarrangées :
B0n = −h (n)A0n (200)
B∗n = −h (n¯)A∗n (201)
Cn =
{
−iC+n : n impair










(1 + α2s) : n pair
(203)
avec n¯ = n + 1 et C+n , constantes réelles indéterminées.














En utilisant les équations ci-dessus, on obtient les relations suivantes entre les facteurs




4αdαs − (1 + α2s)















En employant les nouvelles fonctions de la vitesse d’avancement de la fissure BI , BII et























afin que les coefficients avec n = 1 donnent les facteurs d’intensité dynamique de contraintes
(K01 = KI , K
∗
1 = KII , K
+














où D (v) = 4αdαs − (1 + α2s)2. L’équation D (v) = 0 est connue comme l’équation de
Rayleigh ayant comme racines v = 0 et v = CR (la vitesse d’onde de Rayleigh).
En substituant les équations (210-212) dans (187-189), les dérivées du premier ordre des


















































Les relations entre les facteurs d’intensité dynamique de contraintes et les potentiels
complexes peuvent alors etre obtenues à partir des équations (216-218) :










Ces relations sont ensuite utilisées pour determiner les facteurs d’intensité dynamique de
contraintes, une fois que les potentiels complexes ont été determinés.
En substituant (216-218) en (172-180), on obtiendra les équations générales pour les
champs de contraintes et de déplacements autour de la pointe de la fissure pour le cas de la
fissure en mouvement, tels qu’ils sont presentés au chapitre 2.
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Annexe 2 : Modèle de cohesion de Xu et Needleman
Le modèle de cohésion de Xu et Needleman fournit une relation entre la traction cohésive
présente dans la zone cohésive et la discontinuité dans la matiere dans cette zone. La relation
constitutive entre ces deux grandeurs est valable dans le cadre de l’élasticité, et aucune
dissipation associée à la séparation des lèvres de la fissure n’est prise en compte.





où φ représente le potentiel de cohesion et ∆ la discontinuité.
Pour le cas bi-dimensionnel, le potentiel φ a la forme :



























où par n et t on désigne la normale et la tangente, respectivement, à la surface cohésive
au point de calcul pour la configuration de référence, et ∆n = n ·∆ et ∆t = t ·∆ . Dans (222),










φn est le travail de separation normale, φt est le travail de séparation tangentielle et ∆∗n
est la valeur de ∆n aprés la séparation complète avec Tn = 0.
Le travail de séparation normale, φn, et le travail de separation tangentielle, φt, peuvent
être ecrits :






où σmax et τmax sont les contraintes normale et tangentielle à la surface de cohésion.
































































Les variations de la traction normale et tangentielle avec la discontinuité sont montrées
sur la Figure ( 9 page 30), chapitre 1.
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Annexe4 : Propriétés de l’alliage d’aluminium A-U4G1 T3
Composition chimique
Composante % Composante % Composante %
Al 90.7 - 94.7 Mg 1.2 - 1.8 Zn Max 0.5
Cr Max 0.1 Mn 0.3 - 0.9 Autres, chacune Max 0.05
Cu 3.8 - 4.9 Si Max 0.5 Autres, total Max 0.15




Module de Young 73.1 GPa
Coefficient de Poisson 0.33
Module de cisaillement 28 GPa
Limite de l’elasticité 345 MPa
Limite à la rupture 483 MPa
Limite en cisaillement 283 MPa
Limite à la fatigue 138 MPa
Allongement à la rupture 18%
Durete Brinell 120
Propriétés thermiques
Capacité calorique 875 J/kg C˚
Conductivité thermique 121 W/mK




































































































































Titre de la thèse : Identification expérimentale et simulation numérique de l’endom-
magement en dynamique rapide :application aux structures aéronautiques
Résumé :
Ce travail concerne le développement de nouveaux outils numériques et expérimentaux afin de
compléter et améliorer une plate-forme d’identification paramétrique pour les matériaux soumis à
de grandes transformations thermomécaniques rapides.
Sur le plan numérique un nouveau logiciel pour l’analyse numérique de la fissuration dynamique
a été développé en C++ Orienté-Objet après l’implémentation de la méthode des éléments finis
étendue (XFEM).
La partie experimentale du travail est relative à la conception et la mise en oeuvre d’un nou-
vel essai d’impact, capable de caractériser le comportement des matériaux en endommagement et
rupture dynamique.
Afin de déterminer les valeurs des paramètres des lois et critères constitutifs en dynamique rapide,
une nouvelle procedure d’identification paramétrique à été développée, basée sur une combinaison
d’algorithmes de Monte-Carlo et de Levenberg-Marquardt. Le comportement d’un alliage d’alumi-
nium a été caractérisé en déterminant les paramètres de la loi de visco-plasticité de Johnson-Cook
et ceux du critère d’endommagement cohésif.
Mots clef : Rupture et endommagement dynamique, Méthode des éléments finis etendue
(XFEM), Programmation orientée objet, Identification paramétrique, Essais d’impact
Title of Thesis : Experimental identification and numerical simulation of damage in
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Abstract :
This works concerns the development of new numerical and experimental tools in order to com-
plete and improve a parametric identification procedure intended for materials under fast dynamic
loads.
On the numerical aspect, a new code for dynamic crack analysis was developed in C++ Object-
Oriented language, implementing Extended Finite Element Method.
The experimental part of this work relates to the design and experimentation of a new impact
test able to characterize the dynamic fracture and damage behaviour of materials.
In order to find the parameters values for constitutive laws and criteria, a new identification
procedure was developed based on a combination of both Monte-Carlo and Levenberg-Marquardt
algorithms. The behavior of an aluminium alloy was described determining numerical values for
Johnson-Cook model and cohesive-damage criteria.
Keywords : Dynamic fracture and damage, XFEM, Oriented Object Programming, Parametric
identification, Impact tests
