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Combinatorial aspects of discrete and ultradiscrete integrable systems are discussed for
the discrete Toda equation and the ultradiscrete Toda equation. Solutions to the equations are
investigated from a combinatorial viewpoint, in which weighted paths are utilized as combina-
torial tools. In particular, an initial value problem is exactly solved in terms of non-intersecting






本研究の契機となったのは組合せ論における Viennot [19]の研究である. 彼は Pade近
似の計算法である qdアルゴリズムに着目し, その構造を径路 (Dyck路)を用いて組合せ
論的に調べた. 特に qdアルゴリズムに現れる行列式に対して, 非交叉径路の重み付き数え
上げによる組合せ論的な解釈を与えた (いわゆるGessel{Viennot [6]流の解釈). さらに数
え上げ組合せ論への応用として, 非交叉径路の数え上げ問題 (または等価な Young盤の問
題 [4])を厳密に解いた. よく知られている通り qdアルゴリズムと離散戸田方程式は, 離
散力学系として全く同じものである [12]. そして qdアルゴリズムに現れる行列式は, 離散
戸田方程式では行列式解 (分子解)におけるタウ関数に相当する. この見方から, Viennot
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る: 解は組合せ論的に (非交叉径路の重み和の形で)書かれており, 減算を全く含まない.
行列式として与えられているタウ関数に対して, 減算を含まない組合せ論的な表示を与え





(i) 離散戸田方程式の初期値問題の解の組合せ論的な導出 (3節). これは Viennot [19]
の結果に対する可積分系の観点からのレビューである.





















独立変数 tおよび nはそれぞれ整数の上を動く. 本稿では離散戸田方程式 (2.1)を半無限




離散戸田方程式は戸田格子の時間離散類似として解釈できる [7] (境界条件 (2.2)は片側自
由端の条件に対応する). 境界条件 (2.2)の下での離散戸田方程式は, Pade近似のための
qdアルゴリズム (例えば [3]を参照)と等価である (時間発展式 (2.1)は, 関数の Stieltjes


































n+1    (t+1)n  (t 1)n +  (t)n  (t)n = 0 (n  1):(2.4)
ただし境界条件として  (t)0 = 1を要請する. 双線形方程式 (2.4)の解は Hankel行列式の
形で見つけることができる: 任意関数 f (t)n で分散関係式




























n    f (t)2n 2

(2.6)
(証明には Sylvesterの行列式恒等式を用いる). 行列式  (t)n が任意の tおよび nに対して
非零ならば, それを (2.3)に代入したものは離散戸田方程式 (2.1)の解である.





















n+1  Q(t+1)n + E(t)n+1:(2.7b)
ただし n  0 (境界条件無し). 超離散戸田方程式は箱玉系の時間発展を記述する [10]. 超
離散戸田方程式は, 離散戸田方程式 (2.1) (に境界条件 (2.2)を加えたもの)の超離散極限
をとることにより導出することができる [10]. その意味で (2.7)は (2.1)の超離散類似とし










n+1   T (t+1)n   T (t)n(2.8b)
により導入するとき
T (t+1)n + T
(t+1)
n = min fT (t+1)n 1 + T (t+1)n+1 ; 2T (t)n g (n  1):(2.9)
ただし T (t)0 = 0.
超離散戸田方程式の解も, 対応する双線形方程式 (2.9)を解くことにより求めることが
できる. 特に離散戸田方程式の方で双線形方程式 (2.4)の解を知っていれば, それを超離
散化することにより (2.9)の解が得られる (例えば [11]にある解はそのようにして作られ
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ている). ただし超離散化可能であるならば. 離散戸田方程式の行列式解 (2.6)は, いわゆ
る負の問題のためそのままの姿では超離散化できない. 例えば一般に行列式の置換展開は
減算を含む. また関数 f (t)n の選び方によってはタウ関数  (t)n は負の値をとり得る. 離散系
の行列式解 (2.6)から超離散系のタウ関数 T (t)n を導くためには, こういった負の問題を上
手く回避する必要がある.
x 3. 離散戸田方程式の初期値問題
K を任意の体とする. 離散戸田方程式 (2.1) の初期値問題として次の問題を考える:
K n f0g上の列 fang1n=0 を任意にとり, 時刻 t = 0における従属変数の値を次で定める:
q(0)n = a2n; e
(0)
n = a2n+1; n  0:(3.1)
このとき任意の t  0および n  0に対して, タウ関数  (t)n の値を初期値 an の関数とし
て書き下せ. 離散戸田方程式は時間 tに関して正方向に一意的に発展する. 従ってタウ関
数の定義 (2.3) (および規格化  (t)0 = 1)から,  (t)n の値は初期値 anの有理関数として一意
に定まる. これを求めよという問題である.
この初期値問題は Viennot [19]により厳密に解かれている. Viennotは非交叉径路に関
する数え上げ問題を解くために (具体的には Catalan数を成分とする行列式の値を計算す





こに現れる行列式は離散戸田方程式のタウ関数  (t)n そのものである. 従って Viennotの
導いた非交叉径路による組合せ論的解釈は, タウ関数  (t)n に対しても適用可能である. つ
まりタウ関数  (t)n の値は非交叉径路の言葉で書き下すことができ, これが初期値問題の解
を与える. 3節の内容は qdアルゴリズムに関する Viennotの研究 [19]に対する, 可積分
系の視点からのレビューである.
離散戸田方程式の初期値問題の解を組合せ論的に書き下すために, ここでは (重み付き)
径路 (path)を用いる. まずはその定義を与える. 二次元平面 R2 上の径路 P で上ステッ
プ (1; 1)と下ステップ (1; 1)により構成されるものを考える. 径路 P は x軸 (水平直線
y = 0)より下に進まないとき正であるという (x軸に触れてもよい). また P の始点と終点
がともに x軸上にあるとき接地されているという. 接地された正径路の例を図 1に示す.
離散戸田方程式の初期値問題の解は接地された正径路を用いて記述される. そこで鍵を
握るのは径路の重みであり, それは初期値 anの単項式として次のように定義される. 径路
P の各ステップ sに次の規則で重み (ラベル)を付ける: sが水平直線 y = nからの上ステッ
プならば重み an, 下ステップならば重み 1. このとき径路 P の重み w(P )を P を構成す
る全てのステップの重みの積として定義する. 例えば図 1の径路の重みは w(P ) = a20a31a2
である.
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x
a0 a1 1 1 a0 a1 a2 1 1 a1 1 1
図 1. 接地された正径路 (an または 1はそれぞれ真上にあるステップの重み).
x
P0P1P2
図 2. 非交叉径路 P = fP0; P1; P2g 2 P (4; 3) (x軸上の小四角は原点 (0; 0)を指す).
最後にタウ関数  (t)n の値を具体的に記述するために非交叉径路の集合を用意する. 任
意の t  0 および n  0 に対して集合 P (t; n) を次のように定義する: P (t; n) の元
P = fP0; : : : ; Pn 1gは径路の n-集合 (位数 nの集合)で次の二条件を満たすものである:
(i) 各 Pj は接地された正径路であり, 始点と終点をそれぞれ x軸上の二点 ( 2j; 0)と
(2t+2j; 0)に持つ (t = 0のとき P0は始点と終点をともに原点 (0; 0)に持ち, ステッ
プをひとつも含まない).
(ii) P0; : : : ; Pn 1 は非交叉的である. つまりどの相異なる二本 Pj と Pk (j 6= k)も同じ
点を通らない: Pj \ Pk = ; (空集合).
例えば t = 4かつ n = 3のとき, 集合 P (4; 3)の元 P = fP0; P1; P2gは図 2のような三本
の非交叉的径路として図示できる.






ただし P = fP0; : : : ; Pn 1gに対して w(P ) = w(P0)   w(Pn 1) (n = 0のとき P は空
集合であり w(;) = 1)).
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定理 3.1の導出にあたって, 念頭にあるのは次の意味での離散戸田方程式の線形化であ
る. 離散戸田方程式の時間発展則は非線形な差分方程式 (2.1)により記述される. これは
行列式 (2.6)により定義されるタウ関数  (t)n を通して, 行列式の成分 f (t)n に対する線形な
分散関係式 (2.5)に置き換わる. つまり離散戸田方程式は, タウ関数  (t)n とその成分 f (t)n
を通して線形化される. 線形方程式による時間発展を追うのは簡単で, 今の場合 f (t)n に関
する初期値問題は厳密に解くことができる:
f (t)n = f
(0)




n の初期値 f (0)n をいかに求めるか.
(b) f
(t)




問題 (a)の解決には連分数に関する Flajoletの結果 [5]を用いる. まず Pade近似にお
ける qdアルゴリズムの議論 (例えば [3, 4.3節]に詳しい)から, 離散戸田方程式の初期値
anと変数 f (t)n の初期値 f (0)n の間に, Stieltjes型の連分数 (S-連分数)による次の等式が成









1    
(3.4)
(不定元 z の形式的冪級数としての等式). Flajoletの結果は右辺の S-連分数に対して (重





w(P ) (n  0):(3.5)
ただし右辺の和において P は接地された正径路で, 始点と終点がそれぞれ x軸上の二点
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ak1ak2    akn(3.7)
(このような形の和は genetic sumと呼ばれ, 直交関数や Pade近似の研究においてしばし
ば現れる [2]). こうして f (t)n の初期値 f (0)n は, 離散戸田方程式の初期値 an の斉次多項式
として具体的に求まる.
問題 (b)の解決には行列式と非交叉径路に関する Gessel{Viennotの補題 [6]を用いる
(これに関しては Aignerによる解説 [1, 5.4節]が読み易い). 任意時刻 t  0において変数
f
(t)
n の具体値は (3.3)と (3.5)から定まる. 特にそれは径路の重み和の形をとる. 今, タウ
関数  (t)n は f (t)n を成分とする行列式であり, 特にその (i; j)成分 f (t)i+j は次のように読むこ
とができる: f (t)i+j = f (0)t+i+j の値は, 始点と終点がそれぞれ ( 2i; 0)と (2t+2j; 0)にある接
地された正径路の重みの総和に等しい. このような行列式に対して組合せ論的な解釈を与
えるのが Gessel{Viennotの補題である. その直接的な帰結として定理 3.1の主張を得る.
以上, 離散戸田方程式の初期値問題に対する Viennot [19]による組合せ論的な解法の解
説であった. なお初期値問題の解に関する定理 3.1は, 以上の議論に依ることなく非交叉
径路のみを用いて直接的に証明できる [17]. 続く話題として [19]では非交叉径路の数え上




超離散化を議論するのでK = Rとする. 超離散戸田方程式の初期値問題として, 離散戸
田方程式の場合と類似の問題を考える: 実数列 fAng1n=0を任意にとり, 時刻 t = 0におけ
る従属変数の値を次で定める:
Q(0)n = A2n; E
(0)
n+1 = A2n+1 (n  0):(4.1)
このとき任意の t  0および n  0に対して, タウ関数 T (t)n の値を初期値 Anの関数とし
て書き下せ.
超離散戸田方程式の初期値問題の解は, 離散戸田方程式に対する解, つまり定理 3.1の
タウ関数  (t)n を超離散化することにより自動的に得られる. 実際タウ関数  (t)n は減算を含
まず, 超離散化における負の問題とは無縁である. 非交叉径路の言葉で組合せ論的に記述
されたタウ関数 (3.2)は, 元々離散戸田方程式の行列式解 (2.6)を基にしてつくられたもの





定理 3.1のタウ関数  (t)n を超離散化するために, まず準備として径路の重み w(P )を超
離散化する. 径路 P の各ステップ sに対して, 次の規則で重み (ラベル)を付ける: ステッ
プ sが水平直線 y = nからの上ステップならばAn, 下ステップならば 0. このとき径路 P
の重みW (P )を P を構成する全てのステップの重みの和として定義する (重み w(P )は
ステップの重みの積として定義されていた). 例えば図 1の径路は重み w(P ) = a20a31a2を
持つが, これを超離散化してW (P ) = 2A0 + 3A1 + A2 である. 超離散戸田方程式の初期
値問題の解は, 次のタウ関数により与えられる:
T (t)n = min
P2P (t;n)
W (P ) (t  0; n  0):(4.2)
ただし P = fP0; : : : ; Pn 1gに対してW (P ) = W (P0) +   +W (Pn 1).
非交叉な台形路による解 タウ関数 T (t)n を (4.2)により非交叉径路の言葉で定めるとき,
これは超離散戸田方程式の初期値問題の解を与える. ただし, この解の表示は次の意味で
冗長である: 部分集合 P (t; n)  P (t; n)が存在して
min
P2 P (t;n)
W ( P ) = min
P2P (t;n)
W (P ):(4.3)
つまり T (t)n の値を最小値として決定するとき, (4.2)のように集合 P (t; n)全体を探し回
る必要はなく, より小さな部分集合 P (t; n)の中を探せば十分である.
そのような部分集合 P (t; n)とは具体的には次のようなものである. 接地された正径路
P を次の条件を満たすとき台形路と呼ぶ: 非負整数 nが存在して, P の峰 (peak, 連続す
る上下の二ステップ)と谷 (valley, 連続する下上の二ステップ)は (存在するならば)二つ
の水平直線 y = nと y = n + 1を境界とする幅 1の領域に全て含まれる. 例えば図 3の
径路は台形路であるが, 図 1の径路や図 2の三本の径路はそれぞれ台形路でない. 今, 部
分集合 P (t; n)  P (t; n)を次のように定義する: 径路の n-集合 f P0; : : : ; Pn 1g 2 P (t; n)
(つまり非交叉径路)で, 各 Pj が台形路であるものの全体. 例えば t = 4かつ n = 3のと
き P (4; 3)の元は図 4のような非交叉な台形路として図示される. このように定義された
部分集合 P (t; n)は (4.3)を満たす. 実際, 次の補題を示すことができる.
補題 4.1. 任意の P 2 P (t; n)に対して P 2 P (t; n)が存在して, 不等式W ( P ) 
W (P )が成り立つ.
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x
P0P1P2
図 4. 非交叉な台形路 P = f P0; P1; P2g 2 P (4; 3).
結局タウ関数 (4.2)による解は次の通りに書き換えられる:
定理 4.2. 超離散戸田方程式の初期値問題の解は, 次のタウ関数により与えられる:
T (t)n = minP2 P (t;n)
W ( P ) (t  0; n  0):(4.4)
定理 4.2のタウ関数 T (t)n の表示 (4.4)は, 元々の表示 (4.2)に比べてずっと簡潔である.
実際 (4.4)の最小値において, 集合 P (t; n)の位数は二項係数  t+n 1n  = Q1j<t n+jj に











[19], P (t; n)の位数よりはるかに大きい.
最短路による解 任意の t  0およびn  0に対して次のような (有向)グラフG = G(t; n)
を考える: (t+ 1) (n+ 1)個の節点 (j; k) 2 R2 (0  j  nかつ 0  k  t) からなり, 隣
接する二節点は東枝 (1; 0)と北枝 (0; 1)の二種類の有向枝により結ばれる. 例えば t = 4
かつ n = 3の場合グラフG = G(4; 3)は図 5のように図示される. グラフGの各枝 eに対




A + (t  k)A2j+k;(4.5)
北枝 Nj;k ならばW (Nj;k) = 0. ここで An は超離散戸田方程式の初期値である (An は
任意の実数として選ぶので, 枝の長さW (e)は負の値をとってもよい). 二本の水平直線
y = t  1および y = t上の東枝について





図 5. グラフ G = G(4; 3)と G-径路 Q.
が成り立つことに注意する. 任意のG-径路Qに対して, 径路の長さW (Q)をQの通る枝
の長さの総和として定義する. 例えば図 5の G径路 Qの場合
W (Q) = W (E0;1) +W (E1;1) +W (E2;3)
= 3A0 + 5A1 + 2A2 + 4A3 +A4 +A5 +A6 +A7:
(4.7)
今 t  1を仮定する. このとき G-径路 Qで二節点 (0; 0)と (t   1; n)を結ぶものを考
えると, Qは非交叉な台形路 P = f P0; : : : ; Pn 1g 2 P (t; n)と一対一に対応する. ここで
はQと P = f P0; : : : ; Pn 1gを次のように対応付ける: Qが東枝 Ej;k を通るならば, また
そのときに限り Pj は峰と谷を全て二本の水平直線 y = 2j + kと y = 2j + k + 1の間に
持つ. 例えば図 5の Q (から終点 (3; 4)に至る最後の北ステップを除いたもの)は図 4の
P = f P0; P1; P2gに対応するように描いている. 実はGの枝の長さは, この一対一の対応
の下で等式




W (Q) = min
P2 P (t;n)
W ( P ):(4.9)
等式 (4.9)の左辺が表すのは, グラフG上で二節点 (0; 0)と (t  1; n)を結ぶ最短路の長さ
に相当する. 実は (4.6)より, 等式 (4.9)はG-径路Qの終点を (t  1; n)から (t; n)に取り
替えてもそのまま成り立つ (この場合は t = 0でもよい).
以上の考察から, 超離散戸田方程式に対する定理 4.2の解は次のように書き換えられる:
定理 4.3. 超離散戸田方程式の初期値問題の解は, 次のタウ関数により与えられる:
グラフ G = G(t; n)上において, 二節点 (0; 0)と (t; n)を結ぶ最短路 (の一つ)を Q(t; n)
と書くとき,
T (t)n = W (Q
(t; n)) (t  0; n  0):(4.10)
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ただし Gの各枝の長さは (4.5) (およびW (Nj;k) = 0)により与えられているものとする.
以上, 離散戸田方程式の解の超離散化から始まって, 超離散戸田方程式の初期値問題の
解まで辿り着いた. 最終的に定理 4.3において, 超離散戸田方程式の解はグラフ上の最短
路の言葉で組合せ論的に表示できることが分かった. 超離散戸田方程式の組合せ論的な解




式の場合, タウ関数  (t)n は非交叉径路の重み和として記述された. また超離散系である超
離散戸田方程式の場合, タウ関数 T (t)n は非交叉な台形路の重み和, もしくはそれと (ほぼ)
等価なものとして, あるグラフ上の最短路の長さとして表示された.






積分系に対しても有効であると期待する. 例えば Pade 補間のための一般化 qd アルゴ
リズム [3, 7.1 節] は行列式解を持つ離散可積分系として理解できるが, それに付随する
Frobenius{Stickelberger{Thiele連分数 (FST連分数, 単にThiele連分数とも呼ばれる)は
径路による組合せ論的な解釈が可能である [8]. 他にも離散 Lotka{Volterra方程式, 離散
相対論戸田方程式 (discrete relativistic Toda eq.) [9], RI格子 [20], RII格子 [16] 等, 行列
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