Abstract. Let G be a graph and let I = I(G) be its edge ideal. When G is unicyclic, we give a decomposition of symbolic powers of I in terms of its ordinary powers. This allows us to explicitly compute the Waldschmidt constant, the resurgence number, and the symbolic defect for I. When G is an odd cycle, we explicitly compute the regularity of I (s) for all s ∈ N. In doing so, we also give a natural lower bound for the regularity function reg I (s) , for s ∈ N, for an arbitrary graph G.
Introduction
In this paper, we investigate properties and invariants of symbolic powers of edge ideals of graphs. Let G be a simple graph and let I = I(G) be its edge ideal. For the edge ideal I, the symbolic powers of I are defined as follows:
We shall address the following problems:
(1) examine containments between symbolic and ordinary powers of I, and compute associated asymptotic invariants, such as the Waldschmidt constant and the resurgence number of I; and (2) determining the regularity function of symbolic powers of I.
The question of containments between symbolic and ordinary powers as well as the computation of the Waldschmidt contant and the resurgence number for an ideal has been extensively studied in the literature; the list of references is too large to be exhausted, so as examples we refer the interested reader to [6, 7, 12, 16, 20, 22] and references therein. On the other hand, the regularity of symbolic powers of edge ideals is considerably more difficult to study than that of ordinary powers; while the regularity function for ordinary powers of edge ideals has attracted significant attention in recent years (cf. [1, 2, 3, 4, 13, 14, 24, 25, 26, 27, 35] and references therein), there have been very few works addressing the regularity function for symbolic powers of edge ideals (see [32, 37] ).
Our work is inspired by a recent preprint of Janssen, Kamp and Vander Woude [23] , which investigates symbolic powers of the edge ideal of an odd cycle, and a general conjecture by N.C. Minh (see, for example, [8, 33] ), which states that for the edge ideal I = I(G) of any graph and any s ∈ N, reg I (s) = reg I s .
(1.1)
Our focus is on the class of unicyclic graphs; those are graphs with a unique cycle. If the unique cycle in a unicyclic graph G is even, then G is a bipartite graph, and so by [38, Theorem 5 .9], we know that I(G) (s) = I(G) s for all s ∈ N. Thus, we shall pay particular attention to unicyclic graphs which contain odd cycles.
We shall show that all main results of [23] in fact follow from a rather nice decomposition of symbolic powers of edge ideals of unicyclic graphs. We shall also give nontrivial supportive evidence for the conjectured equality (1.1) by computing explicitly the regularity of all symbolic powers of I(G) when G is an odd cycle. Our first main result is stated as follows.
Theorem 3.4. Let G be a unicyclic graph with a unique cycle C 2n+1 = (x 1 , . . . , x 2n+1 ), and let I = I(G) be its edge ideal. Let s ∈ N and write s = k(n + 1) + r for some k ∈ Z and 0 ≤ r ≤ n. Then
Theorem 3.4 allows us to quickly recover and extend all main results of [23] on containments between symbolic and ordinary powers, on the Waldschmidt constant and resurgence number (see Theorem 3.6) , and on the symbolic defect (see Theorem 3.7).
To prove Theorem 3.4, we make use of results in [15, 19, 30] to show that a unicyclic graph G is implosive, and thus the symbolic Rees algebra of its edge ideal is generated only in degrees 1 and (n + 1). It remains to determine the generator(s) of degree (n + 1). To this end, we give a direct description of I(G) (n+1) in Lemma 3.3 (in fact, we can also combine results of [15, 19, 30] for this purpose, but our description of I(G) (n+1) in Lemma 3.3 is quite elementary).
We shall also use Theorem 3.4 to give the first nontrivial supportive evidence for the conjectured equality (1.1). More specifically, we prove the following result.
Theorem 5.3. Let I = I(C 2n+1 ) be the edge ideal of an odd cycle. Then, for any s ≥ 1, we have reg
Particularly, it follows (see Corollary 5.4) that, for any s ≥ 2, reg I (s) = 2s + 2n + 1 3 − 1.
To prove Theorem 5.3, we first establish a general lower bound for the regularity of symbolic powers of the edge ideal of any graph. Theorem 4.6. Let G be a simple graph with edge ideal I = I(G). Let ν(G) denote the induced matching number of G. Then, for any s ∈ N, we have
Theorem 4.6 is inspired by the general lower bound for the regularity of ordinary powers of edge ideals given in [5] . The proof goes in the same line as that of [5, Theorem 4.5] with an additional subtlety in examining upper-Koszul complexes associated to symbolic powers of an edge ideal and that of the edge ideal of an induced subgraph.
The proof of Theorem 5.3 is then completed by establishing the upper bound when I = I(C 2n+1 ). To this end, we make use of the decomposition in Theorem 3.4.
The paper is outlined as follows. In the next section, we collect notations and terminology. In Section 3, we prove our first main result which gives the decomposition for symbolic powers of edge ideals of unicyclic graphs. In Section 4, we establish a general lower bound for the regularity of symbolic powers of edge ideals of graphs. The paper ends with Section 5, where our next main theorem is proved, giving an explicit form for the regularity of symbolic powers of the edge ideal of an odd cycle.
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Preliminaries
In this section, we collect notations and terminology used in the paper.
Graph Theory. Throughout the paper, G will denote a finite simple graph over the vertex set V (G) and the edge set E(G). For a vertex x ∈ V (G), let N G (x) = {y ∈ V (G) {x, y} ∈ E(G)} be its neighborhood, and set
. For a collection of the vertices W ⊆ V (G), we shall denote by G[W ] the induced subgraph of G on W , and denote by G − W the induced subgraph of G on V (G) \ W . Definition 2.1. Let G be a graph.
(1) A walk in G is a sequence of (not necessarily distinct) vertices x 1 , x 2 , . . . , x n such that {x i , x i+1 } is an edge for all i = 1, 2, . . . , n − 1. A circuit is a closed walk (i.e., when x 1 ≡ x n ). (2) A path in G is a walk whose vertices are distinct (except possibly the first and the last vertices). (3) A cycle in G is a closed path. A cycle consisting of n distinct vertices is called an n-cycle and often denoted by C n . We shall also use C n = (x 1 , . . . , x n ) to denote the n-cycle formed by taking the closed path x 1 , . . . , x n , x 1 .
Definition 2.2. Let G be a graph.
(1) A matching in G is a collection of disjoint edges. The matching number of G, denoted by β(G), is the maximum size of a matching in G. (2) An induced matching in G is a matching C such that the induced subgraph of G over the vertices in C does not contain any edge other than those already in C. The induced matching number of G, denoted by ν(G), is the maximum size of an induced matching in G.
Definition 2.3. Let G be a graph.
(1) A collection of the vertices W ⊆ V (G) is called a vertex cover if for any edge e ∈ E(G), W ∩ e = ∅. A vertex cover is called minimal if no proper subset of it is also a vertex cover. (2) The vertex cover number of G, denoted by τ (G), is the smallest size of a minimal vertex cover in G. (3) The graph G is called decomposable if there is a proper partition of its vertices
(1) The duplication of a vertex x ∈ V (G) in G is the graph obtained from G by adding a new vertex x ′ and all edges {x ′ , y} for y ∈ N G (x). Definition 2.5. The edge ideal of G is defined to be
For obvious reasons, we shall often abuse notation and write xy for both the edge {x, y} ∈ E(G) and the monomial xy ∈ R.
A commonly-used method in commutative algebra when investigating (symbolic) powers of an ideal is to consider its (symbolic) Rees algebra. Definition 2.6. Let I ⊆ R be an ideal. The Rees algebra, denoted by R(I), and the symbolic Rees algebra, denoted by R s (I), of I are defined to be
While the Rees algebra of an ideal is always finitely generated, this is not the case in general for the symbolic Rees algebra (see for example, [36] ). It is, however, known that if I is a monomial ideal in a polynomial ring R, then the symbolic Rees algebra R s (I) is a finitely generated algebra over R (see [21, 29] ). Particularly, if I = I(G) is the edge ideal of a graph then the generators of R s (I) can be described by indecomposable graphs arising from G. The following characterization for R s (I(G)) was given in [30] . Theorem 2.7. Let G be a graph over the vertex set V (G) = {x 1 , . . . , x m }. Let I = I(G) be its edge ideal. Then
A particular class of graphs of our interest consists of graphs G for which the minimal generators of R s (I) are squarefree monomials. Definition 2.8. Let G be a simple graph with edge ideal I = I(G). The graph G is called an implosive graph if the symbolic Rees algebra R s (I) of I is generated by monomials of the form
Basic implosive graphs include those that are cycles, as proved in [15, Theorem 2.3], which we shall now recall.
New implosive graphs can be constructed from old ones by the following construction.
Definition 2.10. Let G 1 and G 2 be graphs. Suppose that G 1 ∩ G 2 = K r is the complete graph of order r, where
Particularly, we have the following result from [15, Theorem 2.5].
Theorem 2.11. The clique-sum of implosive graphs is again implosive.
Symbolic powers of unicyclic graphs
In this section, we investigate symbolic powers of edge ideals of unicyclic graphs. Specifically, for a unicyclic graph G, we shall give a nice decomposition of the symbolic powers of I(G) in terms of its ordinary powers. We shall use this decomposition to compute the Waldschmidt constant, the resurgence number and symbolic defect of I(G).
We start by the following simple observations. Lemma 3.1. Let I ⊆ R be a squarefree monomial ideal and let y be a variable in R. Write I = J + yH, where J and H are monomial ideals and y does not divide any minimal generators in J. Then I = (I : y) ∩ (J, y).
Proof. Clearly, I ⊆ I : y and I ⊆ (J, y). Thus, I ⊆ (I : y) ∩ (J, y).
Now, consider any monomial M ∈ (I : y) ∩ (J, y). If M is not divisible by y, then since M ∈ (J, y), we have M ∈ J ⊆ I. On the other hand, if M = yN, for a monomial N, then since M ∈ (I : y), i.e., y 2 N = yM ∈ I and I is a squarefree monomial ideal, we must have M = yN ∈ I. Therefore, (I : y) ∩ (J, y) ⊆ I, and the equality is proved. Lemma 3.2. Let G be a unicyclic graph with a unique cycle C 2n+1 . Let xy be a leaf of G, where y is a leaf vertex. Then for all 1 ≤ s ≤ n + 1, we have
Proof. By Lemma 3.1, we have (
This implies that for any s ∈ N,
For simplicity of notations, let
By the binomial expansion, there must exist 0
s−p , and (3.1) follows.
It follows that there exists a 0
Consider the case when q = s. Then, for each 0 ≤ i ≤ q, we have
This implies that M ∈ K q x s−q . Since the generators of K do not involve y and M = Ly
s−q , and (3.1) is proved.
Let us now assume that q < s ≤ n+1. If p ≤ i ≤ q then it can be seen that p+q−s−i < 0, and so
As before, this implies that M ∈ K q (xy) s−q , and (3.1) is proved.
If, on the other hand, i < p then we have
Since i < p < q < s ≤ n + 1, we have i < n − 1 (and in particular, G contains no odd cycles of lengths up to 2i + 3). Thus, it follows from [10, Lemma 4.14] that
Therefore,
Again, as before, this implies that M ∈ K q (xy) s−q , and (3.1) is proved.
Our next lemma extends that of [23, Corollaries 5.3 and 5.4] to any unicyclic graphs. This lemma, in fact, can be derived back by a careful analysis of the proof of Theorem 3.4 and structures of indecomposable graphs. The proof we shall present here is, however, elementary.
Lemma 3.3. Let G be a unicyclic graph with a unique cycle C 2n+1 = (x 1 , . . . , x 2n+1 ), and let I = I(G) be its edge ideal. Then
Proof. If G is disconnected and T ′ is a connected component of G that does not contain the cycle C 2n+1 then the conclusion follows by using [17, Theorem 3.4] and the induction hypothesis on T \ T ′ . Thus, we shall assume that G is a connected graph.
Let xy be a leaf in T , where y is a leaf vertex and x is its only neighbor (such a leaf xy exists since k ≥ 1). By Lemma 3.1, we have
Since all ideals in (3.2) are squarefree monomial ideals, we have
Observe that since y is a leaf in G, y ∈ V (C 2n+1 ). Thus, G − y is a unicyclic graph, so by the induction hypothesis and [17, Theorem 3.4], we have 
This, together with (3.3), implies that
Here, the last equality follows from Lemma 3.2 and the fact that, since x ∈ V (C 2n+1 ), x 1 · · · x 2n+1 can be written as a product of x and n edges on C 2n+1 ; that is,
If, on the other hand, 
Here, the last equality again follows from Lemma 3.2. The lemma is proved.
We are now ready to present the first main theorem of the paper.
Proof. We first consider the case when G is a connected graph. Observe that since G is a unicyclic graph, G can be obtained by taking the clique-sums of an odd cycle successively with K 2 . Thus, by Theorems 2.9 and 2.11, we deduce that G is an implosive graph. This implies that the symbolic Rees algebra R s (I) of I is generated by monomials of the form x v t b , where v ∈ {0, 1} |V (G)| and G v (which is now necessarily an induced subgraph of G) is indecomposable.
It can be seen from [19, Corollary 2a ] that an induced subgraph of G is indecomposable only if it is either an edge or the odd cycle of G. It follows from Lemma 3.3 that these indeed give minimal generators for the symbolic Rees algebra R s (I). That is, R s (I) is minimally generated only in degrees 1 and (n + 1), where the only minimal generator of degree (n + 1) is (x 1 · · · x 2n+1 )t n+1 . Particularly, for any s ∈ N, we have
The assertion is proved when G is connected.
Suppose now that G is not connected. Let G ′ be the connected component of G which contains its unique odd cycle, and let Recall that for a homogeneous ideal I ⊆ R, α(I) denotes the least generating degree of I. The Waldschmidt constant of I is defined to be (where the limit is known to exist)
The resurgence number of I is defined to be
Theorem 3.6. Let G be a unicyclic graph with a unique cycle C 2n+1 = (x 1 , . . . , x 2n+1 ), and let I = I(G) be its edge ideal. Then
(1) For any s ∈ N, α(I (s) ) = 2s − s n + 1 .
Particularly, the Waldschmidt constant of I is given by Moreover,
. Thus,
Conversely, suppose that s = k(n + 1) + r, where 0 ≤ r ≤ n, and that α(I (s) ) ≥ α(I t ). By part (1), we have 2s − k ≥ 2t. Thus, 2s − i ≥ 2t for all 0 ≤ i ≤ k. ≤ ρ a (I) ≤ ρ(I). The theorem is proved.
Recall further that for any ideal I ⊆ R, µ(I) denotes the minimum number of generators for I. The symbolic defects of I are defined by
Theorem 3.7. Let G be a unicyclic graph with a unique cycle C 2n+1 = (x 1 , . . . , x 2n+1 ), and let I = I(G) be its edge ideal. Let |E(G)| = 2n + 1 + t. Then, for any s ∈ N, write s = k(n + 1) + r for k ∈ Z and 0 ≤ r ≤ n, and we have
s − i(n + 1) + 2n + t 2n + t .
Proof. Let I = (g 1 , . . . , g 2n+1 , g 2n+2 , . . . , g 2n+1+t ), where g i = x i x i+1 , i = 1, . . . , 2n and g 2n+1 = x 1 x 2n+1 . Since G is a unicyclic graph, with a suitable ordering of g 2n+2 , . . . , g 2n+1+t , we can express M = (M ij ) = (
where (M 1 ) is a square (2n+ 1) ×(2n+ 1) matrix with maximal rank, (M 2 ) is the zero matrix and (M 4 ) is a t × (|V (G)| − 2n − 1) matrix of with maximal rank; when G is connected, (M 4 ) is a lower triangle square matrix. This implies that M has maximal rank. The conclusion now follows from Theorem 3.4 and [11, Proposition 5.3].
A general lower bound for symbolic powers of graphs
The aim of this section is to give a general linear lower bound for the regularity of symbolic powers of edge ideals of graphs. This bound is inspired by the general lower bound for the regularity of ordinary powers of edge ideals of graphs given in [5] . In fact, our proofs will be along the same line as that of [5] .
We begin with an observation, whose proof we could not find elsewhere. respectively. Here, the p i 's and q j 's are prime ideals generated by collections of variables corresponding to minimal vertex covers of G and H, respectively.
Observe that for each 1
q i , and so there exists an integer 1 ≤ j ≤ t such that p i ⊇ q j . This implies that, for all s ∈ N,
The lemma is proved.
The two ingredients which we shall use in this section are upper-Koszul simplicial complexes associated to monomial ideals, and Nagata-Zariski's characterization of symbolic powers of radical ideals over a field of characteristic 0. 
Given a monomial ideal I ⊆ R, its N m -graded Betti numbers are given by the following formula of Hochster (see [31, Theorem 1.34] ):
Lemma 4.3 (Nagata, Zariski). Let k be a field of characteristic 0. Let I be a radical ideal in a polynomial ring R = k[x 1 , . . . , x m ]. Then, for all s ∈ N, we have
Using (4.1) and Lemma 4.3 we obtain the following lemma, which is an analogue of [5, Lemma 4.2] , that was given for Betti numbers of powers of edge ideals.
Lemma 4.4. Let G be a graph and let H be an induced subgraph of G. Then for any s ≥ 1 and any i, j ≥ 0, we have 
Let supp(α) = {x i | α i = 0} be the support of α. Observe that if supp(α) ⊆ V (H) and
By Lemma 4.3, this is equivalent to the condition that for all a ∈ N m with |a| ≤ s − 1, we have ∂ |a| g ∂x a ∈ I(G). Observe that since supp(α) ⊆ V (H), we have supp g ⊆ V (H). This, together with the fact that H is an induced subgraph of G, implies that for all a ∈ N m with |a| ≤ s − 1, we have
We now have
Corollary 4.5. Let G be a graph and let H be an induced subgraph of G. Then, for all
Our next main result, which gives a general linear lower bound for the regularity function of symbolic powers of edge ideals, is stated as follows. The statement of Theorem 4.6 is inspired by that of [5, Theorem 4.5] . Example 4.8. In general, we expect that reg I(G) (s) can be arbitrarily larger than the lower bound of 2s + ν(G) − 1. Let T be a graph satisfying the condition of [2, Theorem 3.8] . That is, T is a unicyclic graph and reg I(T ) = ν(T ) + 2. Fix any integer t > 0 and let G be the disjoint union of t copies of T . Clearly, ν(G) = tν(T ). It also follows from [18 By the conjectured equality (1.1), we expect reg I(G) (s) to be also equal to 2s + ν(G) − 1 + t.
Regularity of symbolic powers of odd cycles
The aim of this section is to compute the regularity function reg I(G) (s) , for s ∈ N, when G = C 2n+1 is an odd cycle over the vertices V (G) = {x 1 , . . . , x 2n+1 }.
We shall make use of the decomposition of I(G) (s) given in Theorem 3.4. Particularly, let I = I(C 2n+1 ) be the edge ideal of C 2n+1 . By Theorem 3.4, for all s ∈ N, write s = k(n+1)+r for some 0 ≤ r ≤ n then we have I (s) = I s + J, where
Let m = (x 1 , . . . , x 2n+1 ) denote the maximal homogeneous ideal in R. The following lemma is essential for our computation of reg I (s) .
Lemma 5.1. Let I = I(C 2n+1 ) be the edge ideal of an odd cycle. For a fixed s ∈ N, write s = k(n + 1) + r for some 0 ≤ r ≤ n and let J be as before. Then
Proof. From the description of J, we have
We first claim that for any 1 ≤ i ≤ k,
Indeed, it is easy to see that for any
That is, I s−i(n+1) m i ⊆ I s : w i . This implies that
Conversely, let M ∈ I s−i(n+1) ∩ (I s : w i ) be any monomial. Then, Mw i ∈ I s . This, in particular, implies that deg M ≥ 2s − (2n + 1)i. On the other hand, since M ∈ I s−i(n+1) , we can write M = NL, where N is a minimal generator of I s−i(n+1) and, thus, is of degree
Observe further that since x j w ∈ I n+1 for any x j ∈ V (C 2n+1 ), we have wm ∈ I n+1 . Thus,
Hence, combining with (5.1) and (5.2), we get I s ∩ J = wmI s−(n+1) .
Remark 5.2. Lemma 5.1 can be extended to hold for a slightly larger class of graphs. Let G be a unicyclic graph with a unique cycle C 2n+1 and satisfying the following condition: for any vertex y ∈ V (G) \ V (C 2n+1 ), there exists a vertex x ∈ V (C 2n+1 ) such that the distance between x and y is d(x, y) ≤ 2. Then, the same line of arguments shows that the statement of Lemma 5.1 holds replacing m by the ideal
. A particular example of such a unicyclic graph is a cycle with whiskers attached.
Our last main result of the paper is stated as follows. 
mI s−(n+1) (−(2n + 1)). where the equality again can only happen if s − (n + 1) = 1. Thus, by considering the short exact sequence
This, together with (5.4), implies that
The theorem is proved. Recall that the unique cycle C in a unicyclic graph G is said to be dominating if for any y ∈ V (G) \ V (C), there exists x ∈ V (C) such that {x, y} ∈ E(G); that is, G is a cycle with zero or more whiskers attached to its vertices. 
We end our paper with a number of identities involving symbolic and ordinary powers of edge ideals of unicyclic graphs containing a dominating odd cycle. For such a graph G with a dominating cycle C 2n+1 = (x 1 , . . . , x 2n+1 ), we shall explore further relationships between I s , I (s) and x 1 · · · x 2n+1 . Particularly, we shall compute the colon ideal I s : I (s) .
We start by extending a result of [3] .
Lemma 5.6 (See [3, Theorem 6.1]). Let G be any graph with edge ideal I = I(G). Let s ∈ N and let e 1 , . . . , e s ∈ E(G) be any collection of not necessarily distinct edges. Then, for any k ≥ 1, (I s+k : e 1 · · · e s ) is minimally generated by monomials of degree 2k.
Proof. We shall use induction on s. The assertion is vacuously true for s = 0. Suppose that s ≥ 1. Let M be a minimal monomial generator of (I(G) s+k : e 1 · · · e s ). Then e 1 · · · e s M is divisible by an (s + k)-fold product of edges in G. In particular, M has degree at least 2k.
Suppose that deg M ≥ 2k + 1. Then, by a degree consideration, there exists p ∈ s i=1 e i such that e 1 · · · e s M/p is still divisible by an (s + k)-fold product of edges in G. Without loss of generality, we may assume that e 1 = pq and there exist f 1 , . . . , f s+k ∈ E(G) such that
If q f j for some j = 1, . . . , s + k then
On the other hand, if q ∤ f 1 · · · f s+k then f 1 · · · f s+k e 2 · · · e s M. This implies that
Thus, in both cases, we have
Now, since (I(G) s+k−1 : e 2 · · · e s ) ⊆ (I(G) s+k : e 1 · · · e s ) and M is a minimal monomial generator of (I(G)
s+k : e 1 · · · e s ), M also has to be a minimal monomial generator of (I(G) s+k−1 : e 2 · · · e s ). Hence, by the induction hypothesis on s, M is of degree 2k, which is a contradiction. The assertion is proved.
Lemma 5.7. Let G be a unicyclic graph with a dominating cycle C 2n+1 = (x 1 , . . . , x 2n+1 ) . Let V (G) = {x 1 , . . . , x 2n+1 , y 1 , . . . , y t } and I = I(G). Then, for any k ≥ 1, we have
Proof. Observe first that
n+1 . Thus,
If k is even then (x 1 · · · x 2n+1 ) k can be written as a product of (2n + 1) · k 2 edges. Thus, by Lemma 5.6, minimal generators of I kn+k : (x 1 · · · x 2n+1 ) k are of degree k. Therefore,
Hence,
On the other hand, if k is odd then write
By Lemma 5.6, the minimal generators of I kn+k : (x 1 · · · x 2n+1 ) k−1 x 2 · · · x 2n+1 are of degree k + 1. This implies that the minimal generators of I kn+k : (x 1 · · · x 2n+1 ) k are of degrees k or k + 1. Particularly, it follows that
Hence, we also have
Example 5.8. Consider the graph G with V (G) = {x 1 , x 2 , x 3 , x 4 , x 5 , y, z} and
Then,
Thus, Lemma 5.7 does not necessarily hold for all unicyclic graphs in general.
In general, for unicyclic graphs with an odd cycle C 2n+1 , we shall compute the colon ideal I n+1 : I (n+1) .
Notation 5.9. Let G be a connected unicyclic graph with a unique cycle C 2n+1 . Then G is obtained by attaching to C 2n+1 rooted trees {T 1 , . . . , T m } whose roots are at the vertices
Proposition 5.10. Let G be a connected unicyclic graph with a unique cycle C 2n+1 and let
Proof. It follows from Lemma 3.3 that
Thus, it remains to show that
Let E(F ) = {f 1 , . . . , f r } be the edges of F . It is easy to see that On the other hand, it is easy to see that (x 1 , . . . , x 2n+1 ) + (y y ∈ Γ(G)) + I(F \Γ(G)) ⊆ I n+1 : (x 1 · · · x 2n+1 ). Hence, the result follows.
For unicyclic graphs with a dominating odd cycle, we shall compute the colon ideal I s : I
for all s ≥ n + 1 (obviously, for 1 ≤ s ≤ n, I s = I (s) by Lemma 3.3).
Proposition 5.11. Let G be a unicyclic graph with a dominating cycle C 2n+1 = (x 1 , . . . , x 2n+1 ). Let V (G) = {x 1 , . . . , x 2n+1 , y 1 , . . . , y t } and let I = I(G). Then, for any s ≥ n + 1 and k = ⌊ Here, the last equality follows from Lemma 5.7. For any 1 ≤ i ≤ k, we consider I s−i(n+1) u i ∩m 2s . For any generator u i w ∈ I s−i(n+1) u i ∩m 2s , we have w = w ′ w ′′ , where w ′ is a product of s − i(n + 1) edges. It is easy to see that, since deg(u i w) ≥ 2s, we have deg(w ′′ ) ≥ i; that is, w ′′ ∈ m i . This, in particular, implies that u i w ′′ ∈ I i(n+1) . Hence, u i w ∈ I s . The conclusion follows.
Example 5.14. The conclusion of Proposition 5.13 does not necessarily hold for all unicyclic graphs in general. Let G be the graph in Example 5.8. Any minimal vertex cover of G requires three vertices from the 5-cycle, so for each minimal prime p of I = I(G), there exists a monomial in p 3 that divides x 1 x 2 x 3 x 4 x 5 . Therefore x 1 x 2 x 3 x 4 x 5 ∈ I (3) , and x 1 x 2 x 3 x 4 x 5 z ∈ I (3) ∩ (x 1 , . . . , x 5 , y, z) 6 . However, because the only edge containing z is yz, we have x 1 x 2 x 3 x 4 x 5 z ∈ I 3 , and therefore I 3 = I (3) ∩ (x 1 , . . . , x 5 , y, z) 6 .
