Introduction {#s1}
============

Protein folding is an important subject not only for basic research in molecular biology but also for understanding folding diseases and designing new polymeric materials ([@bib16]). Transient, partially folded states are often encountered on folding pathways, and have been characterized experimentally in solution by methods such as laser temperature jumps, fluorescence labeling, and solution X-ray scattering. Mutagenesis evaluated by Φ-value analysis ([@bib23]), for instance, has also provided residue-level information on transition states. Recently, state-of-the-art single-molecule (sm) measurements, single-molecule Förster resonance energy transfer (smFRET) ([@bib13]; [@bib59]) and force spectroscopy (smFS) ([@bib55]) have become powerful tools in protein-folding research, providing reliable information on transition-path (barrier-crossing process) times ([@bib13]) and heterogeneity in the unfolded state ([@bib59]). A major limitation of smFRET is that the observables are restricted to 'low-dimensional' structural data, such as the donor--acceptor distance. Computational modeling should help us to interpret single-molecule *time-series* measurements and should contribute to solving some remaining puzzles, such as the reduced solvent viscosity dependence of the transition-path times ([@bib12]), the internal viscosity ([@bib12]) and the impact of non-Markovian property ([@bib14]). Theories and computational methods have been developed to extract structural information and dynamics from smFRET data ([@bib28]; [@bib30]; [@bib45]; [@bib83]).

Molecular dynamics (MD) simulation is another powerful approach for investigating protein dynamics and folding over relatively long time periods --- hundreds of microseconds or longer ([@bib42]). In theory, 'low-dimensional' smFRET measurements are interpreted in terms of the atomic structural models obtained with MD simulations. However, it is still a challenge to achieve quantitative agreement between simulation and experimental data during the entire folding process, owing not only to simulation time limitations but also to inherent force-field biases. In particular, while local interactions are well described by the current force fields, it is still difficult to reproduce energetic balances between unfolded and folded states. Indeed, Piana and coworkers showed, in their protein folding simulation study, that the folding mechanism of the villin headpiece depends substantially on the choice of force field ([@bib68]). It is also known that most force fields produce unfolded states that are more compact and structured than those suggested experimentally ([@bib67]). Methods based on maximum entropy ([@bib1]; [@bib8]; [@bib11]; [@bib61][@bib62][@bib63]; [@bib70]; [@bib73]) or Bayesian statistics ([@bib7]) were recently developed for guiding simulations or models to generate ensembles that match experimental *ensemble-averaged observations*.

Exploiting *time-series* data from single-molecule experiments is another way to link simulation with experiment and has several advantages over the ensemble-average based approaches: (i) more latent states can be uncovered by inferring states from their historical evolution than from their static ensembles ([@bib41]; [@bib45]; [@bib78]); (ii) the transition state can be uniquely identified as a dynamic bottleneck by following the actual dynamics. However, the time-scale gap between experiment and simulation previously hampered the direct use of *time-series* analysis methods in other disciplines, such as data assimilations that are based on the sequential Monte Carlo method ([@bib45]).

Here, we develop a new approach for single-molecule *time-series* data based on the Markov state model (MSM) ([@bib64]), a statistical model that approximates dynamics by memory-less probabilistic transitions between discrete conformational states. In MSM, the probability of transition from the discrete state *i* to state *j* in a lag time of τ is described by a transition-probability matrix $\mathbf{T}\left( \tau \right) = \left\{ {T_{ij}\left( \tau \right)} \right\}$. $\mathbf{T}\left( \tau \right)$ can be estimated from a set of short simulations instead of a single long simulation. Therefore, MSM is often used to generate long-time dynamics ([@bib81]) whose time-scale is comparable to those of experimental measurements ([@bib22]; [@bib56]; [@bib82]). However, estimation of $\mathbf{T}\left( \tau \right)$ is largely dependent on the simulation force-fields, which may have uncertainties or biases for certain conformations ([@bib63]). To overcome this problem, we propose to \"refine\" $\mathbf{T}\left( \tau \right)$ using high-resolution measurement of single-molecules as *time-series* data. Specifically, we use a machine-learning approach to estimate $\mathbf{T}\left( \tau \right)$ between hidden Markov states from low-dimensional *time-series* data ([@bib6]). To distinguish the original $\mathbf{T}\left( \tau \right)\left( {= \mathbf{T}_{\text{simulation}}\left( \tau \right)} \right)$, we refer to the refined $\mathbf{T}\left( \tau \right)$ as $\mathbf{T}_{\text{experiment}}\left( \tau \right)$ in this paper.

We propose a two-step procedure in our machine-learning approach, which links simulations and single-molecule experiments ([Figure 1](#fig1){ref-type="fig"}). (i) *Supervised learning step*. We first construct an initial MSM from a raw set of simulation data. After defining discrete conformational states by clustering the trajectory snapshots, $\mathbf{T}\left( \tau \right) = \mathbf{T}_{\text{simulation}}\left( \tau \right)$ is estimated directly by counting transitions between the discrete states in the simulation trajectories. This step is the same as conventional MSM ([@bib64]). (ii) *Unsupervised learning step*. Using $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ as an initial estimate, we perform hidden Markov modeling ([@bib9]; [@bib50]; [@bib60]; [@bib69]; [@bib72]; [@bib77]) to refine the initial MSM using single-molecule measurement *time-series* data. $\mathbf{T}\left( \tau \right)$ is optimized so that the \"refined\" or *data-assimilated* MSM with $\mathbf{T}_{\text{experiment}}\left( \tau \right)$ can reproduce the *time-series data* most accurately.

![Schematic of proposed semi-supervised learning approach.\
(**A**) Our proposed approach comprises two steps. As the first step, an initial Markov State Model is constructed only from simulation data by simply counting transitions between conformational states. (**B**) In the second step, transition probabilities (depicted by arrows) are updated through unsupervised learning from experimental time-series data.](elife-32668-fig1){#fig1}

We applied this procedure to the folding dynamics of the formin-binding protein (FBP) WW domain, a 37-residue three-stranded β-sheet protein. In the construction of the initial MSM, extensive MD simulations of a dye-labeled WW domain were performed for an aggregated time of \~400 μs. Although there are a number of folding simulation studies for the FBP WW domain and its homologs ([@bib21]; [@bib24]; [@bib37]; [@bib88]; [@bib91]), this may be the first folding simulation to use FRET dyes. High time-resolution smFRET measurements of WW domain folding and unfolding dynamics were used for the unsupervised learning ([@bib13]). The data were previously measured to resolve the durations of the folding and unfolding transitions with microsecond resolution by Chung and coworkers ([@bib13]). The initial and data-assimilated MSM showed different folding pathways and transition-state ensembles of WW domains. An independent mutation experiment with Φ-value analysis ([@bib23]) validated the data-assimilated MSM. We discuss our time-series analysis method in the context of machine-learning theory and its applicability to conformational transitions in other biomolecules.

Results {#s2}
=======

Single-molecule FRET measurements {#s2-1}
---------------------------------

SmFRET experiments were carried out by Chung and coworkers, and details for the experiments are given in [@bib13]. Here we summarize the essential experimental setups necessary for our machine-learning procedure. Photon trajectories were measured for the FBP WW domain with donor (Alexa 488) and acceptor (Alexa 594) fluorophores attached to the terminal residues in the protein. In order to improve the time resolution of the smFRET data, Chung and coworkers illuminated the protein with a very high intensity laser (10 kW/cm^2^), increasing the number of photons observed per time (\~650 photons/ms) ([@bib13]). Photon color, either donor green or acceptor red, and the absolute time of arrivals were recorded within \~0.5 ns. Each photon trajectory was split into folded and unfolded segments by finding the photon interval with the maximum transition probability ([@bib26]). The final set of smFRET photon sequences comprises 527 trajectories, each of which contains a single folding or unfolding event.

Molecular dynamics simulations {#s2-2}
------------------------------

A dye-labeled WW domain was built in silico for MD simulations ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}). Starting from the NMR structure of the WW domain (PDB code: 1E0L \[[@bib43]\]), we made the same substitution mutation W30A as in the experiments ([@bib13]), and the terminal residues were labeled with donor (Alexa Fluor 488) or acceptor (Alexa Fluor 594) dyes by using the AMBER-DYES package ([@bib27]).

We conducted eleven simulations of length 25.6 μs in the NVT ensemble (370 K) from the unfolded structures. By monitoring the fraction of native contacts, *Q*, we observed folding events in four trajectories out of the eleven ([Figure 2---figure supplement 1A](#fig2s1){ref-type="fig"}). Also, six simulations of length 10 μs and four simulations of 14 μs were performed from the folded structure. In these ten trajectories, we observed seven unfolding events. Our simulations, thus, sampled intermediate regions between the unfolded and folded states sufficiently for construction of an initial MSM. The simulation length is \~400 μs in total.

Clustering of sampled structures in MD simulations {#s2-3}
--------------------------------------------------

For the MSM construction, we chose a two-dimensional (2-D) space spanned by the native contact *Q* and the expected FRET efficiency ε. The value of ε is calculated from the distance *r* between donor and acceptor dyes using the Förster theory, $\varepsilon = {1/\left\lbrack {1 + \left( {r/R_{0}} \right)^{6}} \right\rbrack}$, where *R*~0~ is the Förster radius (see \'Methods\' for details). Here, *Q* is chosen because it is historically known to be the best reaction coordinate to describe a folding process. Also, ε is employed for comparison with smFRET data as well as for differentiating compact and elongated structures. [Figure 2A](#fig2){ref-type="fig"} shows a scatter plot of the sampled conformations in the MD simulations. Expected FRET efficiency ε successfully resolves the elongated unfolded states and compact states, whereas ε fails to discriminate the folded state (corresponding to *Q* \~ 0.7--1.0 and ε \~ 0.7--1.0) from the compact unfolded state (*Q* \~ 0.0--0.3 and ε \~ 0.7--1.0) without the help of *Q*. This suggests that approaches that are based on ensemble average may have a difficulty when the histogram of ε is used to add biases to the protein in MD simulations.

![Sampled conformations from simulations and Markov state models constructed in *Q* and expected FRET efficiency space.\
(**A**) Scatter plot of sampled conformations from the aggregated trajectories. Representative structures from folded, compact unfolded, and elongated states are shown. Donor and acceptor dyes are colored green and red, respectively. (**B**) Cluster centers used for constructing the Markov state model are plotted with circles. (**C**) Initial Markov state model constructed from simulation data only. Node areas are proportional to the equilibrium populations, and edge line widths are proportional to the transition probabilities. (**D**) Data-assimilated Markov state model after unsupervised learning from smFRET photon-count sequences. Edges with transition probabilities of less than 0.01 are not shown for visual clarity.](elife-32668-fig2){#fig2}

Sampled conformations were clustered into discrete states in the 2-D space (cluster centers are shown in [Figure 2B](#fig2){ref-type="fig"}). Regular spatial clustering was applied to partition the space in an equidistant manner regardless of the population size ([@bib80]). This spatial clustering is essential in this study because relatively minor populations can have high probabilities after the refinement of the initial MSM with the help of experimental *time-series* data.

In order to obtain structural insights, we calculated both the mean and the variance of the donor-acceptor distance *r* for each state. [Figure 2---figure supplement 2](#fig2s2){ref-type="fig"} shows samples plotted in the 2D space spanned by *Q* and *r*. There are distance gaps between states, which are supportive of the Markovian assumption. Large standard deviations are observed in the case of small donor-acceptor distances. This results from the lower spatial resolution in FRET efficiency ε when ε is not close to 0.5 (e.g., states with ε \~ 1 cover *r *= 0-30 Å) as discussed in the information-binning study by [@bib87]).

Construction of an initial MSM as the supervised learning step {#s2-4}
--------------------------------------------------------------

MSM has two tunable parameters: the number of discrete states and the lag time τ for $\mathbf{T}\left( \tau \right)$. Theoretically, increasing the number of discrete states and/or the lag time will produce a MSM with the least discretization error ([@bib71]), while a large number of discrete states or a longer lag time will decrease the number of samples for estimation, resulting in large statistical errors (the so-called bias-variance tradeoff) ([@bib49]). Thus, it is common to make the number of discrete states and the lag time as small as possible, even though it compromises the accuracy of the model. Here, we examined various numbers of discrete states for MSM by calculating implied time scales ([@bib79]). The *i*th implied time scale *t~i~* of a MSM with $\mathbf{T}\left( \tau \right)$ is given by$$t_{i} = - \frac{\tau}{\ln\lambda_{i}},$$where λ*~i~* is the *i*th eigenvalue of $\mathbf{T}\left( \tau \right)$. As the implied time scales are always underestimated relative to their true values, the slower time scales are indicative of smaller discretization errors. The implied time scales were calculated for various numbers of clustered states as a function of the lag time τ ([Figure 2---figure supplement 3A](#fig2s3){ref-type="fig"}). We found that the converged values of the slowest implied time scale (related to folding dynamics) successfully reproduce the time scale of folding (\~5 μs) in the MD data when the number of states is larger than 80 ([Figure 2---figure supplement 3B](#fig2s3){ref-type="fig"}). From these observations, we chose 87 states by adjusting the cluster radius (0.08) in the regular spatial clustering.

A lag time of τ = 200 ns was chosen as a minimum time scale to achieve converged implied time scales. Note that the number of states chosen here is an order of magnitude fewer than those in other MSM studies. It is well known that the RMSD metric requires a larger number of discrete states in MSM, whereas well-defined metrics that are based on slow motions or smooth coordinates (such as contact-maps \[[@bib38]\], or coordinates extracted by time-structure-based independent component analysis \[[@bib79]\]) require a smaller number of states. A long lag time of τ = 200 ns also helps the MSM to satisfy the Markov assumption as well as improving FRET photon-count statistics in the next unsupervised learning step.

[Figure 2C](#fig2){ref-type="fig"} shows a graphical representation of the initial MSM constructed only from MD simulation data. The node areas are proportional to the equilibrium populations, and the edge line widths are proportional to the transition probabilities, $T_{ij}\left( \tau \right)$. The MSM seems to overemphasize compact unfolded states (*Q* \~ 0.0--0.3 and ε \~ 0.7--1.0), which results from biases of the force-field parameters not only for proteins ([@bib5]; [@bib67]) but also for FRET dyes ([@bib3]).

Refinement of transition probabilities as the unsupervised learning step {#s2-5}
------------------------------------------------------------------------

In the unsupervised learning, the total log likelihood function of all smFRET photon-counting sequences ${ln}\ L\left( {\mathbf{T}\left( \tau \right)} \right) = \sum\limits_{k}{ln}\ L_{k}\left( {\mathbf{T}\left( \tau \right)} \right)$ is maximized by optimizing $\mathbf{T}\left( \tau \right)$. First, we treated smFRET data as *N* independent photon-counting sequences in discretized time windows. Each sequence *O~k~* = $\left\{ {o_{1}^{(k)}\ldots o_{I}^{(k)}} \right\}$ consists of a set of donor and acceptor photon counts $o_{i} = \left\{ {N_{D}^{(i)},N_{A}^{(i)}} \right\}$ detected in *i*th time window. *I* is the number of time windows and 200 ns was chosen for the photon-counting time-window width as well as for the lag time τ of MSM. The likelihood function $L_{k}\left( {\mathbf{T}\left( \tau \right)} \right)$ is then defined as a probability to observe the *k*th smFRET photon-counting sequence *O~k~* with a given $\mathbf{T}\left( \tau \right)$ ([@bib25]):$$L_{k}\left( {\mathbf{T}\left( \tau \right)} \right) = p\left( {O_{k}|\left( {\mathbf{T}\left( \tau \right)} \right)} \right) = \sum\limits_{s_{1} = 1}^{M}\cdots\sum\limits_{s_{I} = 1}^{M}p\left( s_{1} \right)h\left( {o_{1}|s_{1}} \right)\prod\limits_{i = 2}^{I}p\left( {s_{i}|s_{i - 1}} \right)h\left( {o_{i}|s_{i}} \right).$$

*M* is the number of discrete states in MSM, and *s~i~* denotes MSM's state at the *i*th time window. $p\left( s_{i} \middle| s_{i - 1} \right) = T_{s_{i - 1}s_{i}}\left( \tau \right)$ is the transition probability from state *s~i-~*~1~ to state *s~i~*. $p\left( s_{1} \right)$ is the equilibrium probability of being in state *s*~1~. $h\left( o_{i} \middle| s_{i} \right)$ is the probability of observing donor and acceptor photon-counts $o_{i} = \left\{ {N_{D}^{(i)},N_{A}^{(i)}} \right\}$ given state *s~i~*.

By maximizing the above likelihood function, we obtained the data-assimilated MSM with the optimized $\mathbf{T}\left( \tau \right) = \mathbf{T}_{\text{experiment}}\left( \tau \right)$, which matches with the smFRET *time-series* data. [Figure 2D](#fig2){ref-type="fig"} shows that the data-assimilated MSM differs from the initial MSM. In the data-assimilated MSM, the compact unfolded state (*Q* \~ 0.0--0.3 and ε \~ 0.7--1.0) disappears due to a minor population with high ε in the smFRET data (see [Figure 3B](#fig3){ref-type="fig"}), while an elongated unfolded region (*Q* \~ 0.0--0.2 and ε \~ 0.5--0.6) is stabilized. As noted, this may reflect the biases of the force-field. Also, the different solvent conditions between the simulation (TIP3P water molecules) and the smFRET experiment (denaturant concentration) may affect the unfolded state distribution ([@bib89]). Interestingly, as another stable region, the folded state (*Q* \~ 0.8 and ε \~ 0.6--0.8) appears instead of other states with the same ε.

![Measured FRET efficiency histograms.\
(**A**) Measured FRET efficiency histograms calculated from donor and acceptor photons in the single-molecule FRET data with a time-window of 200 ns width, and those generated from initial and data-assimilated Markov state models. The measured FRET efficiency is defined as the ratio of the acceptor photon counts to the total number of photons (*E* = *N~A~*/(*N~A~ +N~D~*)). Error bars indicate standard deviations in ten realizations of photon sequences for both models. (**B**) Measured FRET efficiency histograms calculated with a time-window of 50 μs.](elife-32668-fig3){#fig3}

We compared the transition probabilities $T_{ij}\left( \tau \right)$ of the two MSMs ([Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}). [Figure 2---figure supplement 4A](#fig2s4){ref-type="fig"} shows the implied time scales of the MSMs. We can see that the slowest time scale increases from 2.6 μs to 100 μs after the hidden Markov modeling. These time scales are related to folding/unfolding transitions of WW domain in both cases. Simulation time scale is faster than that in experiments because of the lower viscosity of the TIP3P water model ([@bib44]) compared to those of pure water and the viscogen added in the smFRET experiment ([@bib13]). This gap was improved by the information from the smFRET data. In [Figure 2---figure supplement 4B](#fig2s4){ref-type="fig"}, $T_{ij}\left( \tau \right)$ are directly compared in a scatter plot where each $T_{ij}\left( \tau \right)$ is colored using the FRET efficiency ε of state *i* before transition. $T_{ij}\left( \tau \right)$ from states with high FRET efficiencies are correlated with each other. This means that $T_{ij}\left( \tau \right)$ related to compact states derived from MD simulations are consistent with the smFRET data. By contrast, $T_{ij}\left( \tau \right)$ from states with middle or low FRET efficiencies are less correlated. This means that the hidden Markov modeling mainly updated $T_{ij}\left( \tau \right)$ of elongated states.

Reproducibility of experimental data {#s2-6}
------------------------------------

[Figure 3](#fig3){ref-type="fig"} shows histograms of the 'measured' FRET efficiency *E* of the original smFRET data and those generated by the initial and data-assimilated MSMs (see \'Methods\' for emulation or stochastic simulation of smFRET data). The measured FRET efficiency *E* is calculated from the numbers of photons emitted from donor and acceptor dyes in a certain time window, *N~D~* and *N~A~*, respectively. It is defined by the ratio of donor photon counts to total photon counts, *E* = *N~A~*/(*N~A~ + N~D~*). *E* is calculated from measured photons in a time window whereas ε is calculated from the donor-acceptor distance of each instantaneous structure. In [Figures 3A](#fig3){ref-type="fig"}, 200 ns time-windows were used for photon counts. The data-assimilated MSM produced a histogram close to that found with original smFRET data (the mean squared error between the normalized histograms is $3.7 \times 10^{- 5}$), confirming the reliability of the optimized parameters obtained by machine learning.

We also calculated the observed FRET efficiency *E* with 50 μs time windows ([Figure 3B](#fig3){ref-type="fig"}), which corresponds to the folding time-scale observed in the smFRET data ([@bib13]). The histogram of the original smFRET data has double peaks, corresponding to unfolded and folded states, respectively. The initial MSM, however, only shows a single sharp peak at high FRET efficiency because of overemphasis of compact conformations ([@bib5]). The data-assimilated MSM successfully reproduces the double peaks of the histogram of the original data. The histogram of the data-assimilated MSM seems smoothed compared to that obtained experimentally, presumably because of the accumulation of photon-counting noise using 200 ns time-windows.

Folding mechanisms of the FBP WW domain {#s2-7}
---------------------------------------

To quantify the difference between the initial and data-assimilated MSMs, we calculated *p*~fold~ by applying transition-path theory ([@bib51]; [@bib57]) ([Figure 4A and B](#fig4){ref-type="fig"}). *p*~fold~ is the probability of undergoing a folding transition defined for each state. States with *p*~fold~ \>0.5 are kinetically closer to the folded state, whereas those with *p*~fold~ \<0.5 approximate the unfolded state. Those with *p*~fold~ = 0.5 define the transition-state ensemble. The calculated *p*~fold~ tends to depend only on *Q* for the initial MSM ([Figure 4A](#fig4){ref-type="fig"}), as corroborated by a previous analysis of folding simulation data for various proteins ([@bib4]). On the other hand, *p*~fold~ of the data-assimilated MSM depends on ε as well as *Q*, suggesting that not only *Q* but also compactness needs to be factored into the folding mechanism ([Figure 4B](#fig4){ref-type="fig"}). *p*~fold~ was mapped onto the RMSDs of hairpins 1 and 2 of the native structure ([Figure 4C and d](#fig4){ref-type="fig"}). In the initial MSM, the transition-state region (*p*~fold~ = 0.4--0.6) is located in a rather compact region where the formation of both hairpins 1 and 2 can be just discerned ([Figure 4E](#fig4){ref-type="fig"}). In the data-assimilated MSM, the transition-state ensemble presents only hairpin 1 ([Figure 4F](#fig4){ref-type="fig"}). This is consistent with a mutagenesis experiment, where mutations in hairpin 1 produce large Φ-values ([@bib65]), implying that formation of hairpin 1 contributes energetically to the transition-state ensemble.

![Probability of folding, *p*~fold~, and transition state ensemble.\
(**A**) Probabilities of folding, *p*~fold~, mapped onto the states of initial Markov state model. (**B**) *p*~fold~ for data-assimilated Markov state model. The unfolded and folded states used for the calculation (source and sink in the context of the transition path theory, respectively) are indicated by circles. (**C**) Trajectory snapshots in the the RMSDs of hairpins 1 and 2 from their native structures are colored by *p*~fold~ for the initial Markov state model. (**D**) Trajectory snapshots of the data-assimilated Markov state model. (**E**) Structures of the transition state ensemble in the initial Markov state model which correspond to *p*~fold~ = 0.4--0.6. (**F**) The transition state ensemble in the data-assimilated Markov state model. Two hydrophobic cores that project below and above the plane of the sheet, core 1 (Trp8, Tyr20, Asn22, Thr29, Pro33, shown in red) and core 2 (Thr9, Tyr11, Tyr 19, Tyr21, shown in blue) are represented by sticks.](elife-32668-fig4){#fig4}

The flux of folding trajectories can be decomposed into individual pathways for both models ([Figure 5A and B](#fig5){ref-type="fig"}). The decomposition extracts a set of pathways along with their fluxes. The dominant pathways with large fluxes provide the statistically probable order of events during folding. The figures show that folding pathways with largest fluxes contribute 50% of the total flux. In the data-assimilated MSM ([Figure 5B](#fig5){ref-type="fig"}), the formation of hydrophobic side-chain cores (core 1 consists of Trp8, Tyr20, Asn22, Thr29 and Pro33, and core 2 consists of Thr9, Tyr11, Tyr 19 and Tyr21) stabilizes the β-sheet structure in hairpin 1. The increased stability of hairpin 1 seems to guide the formation of the second hairpin (hairpin 2) by the inter-strand hydrophobic interactions. Again, this scenario is consistent with site-directed mutagenesis experiments for FBP ([@bib65]) and the homologous Pin WW domains ([@bib35]). These experiments implied that interactions between conserved hydrophobic residues contribute to the stability of only the native state and not to the transition state ensemble. Previous simulation studies have suggested the existence of register-shifted structures as trapped ([@bib57]) or intermediate ([@bib53]) states, whereas in the data-assimilated MSM, such states were rarely observed. Hairpin 1 formation as a rate-limiting step together with the paucity of register-shifted states in the data-assimilated MSM are consistent with the scenario of the Wako-Saitô-Muñoz-Eaton (WSME) model ([@bib54]; [@bib85]), which postulates that the formation of a local turn is a bottleneck for β-sheet formation. Interestingly, hairpin 2 formation is driven by a hydrophobic collapse ([@bib17]) in the data-assimilated MSM. This implies that the interplay between turns and hydrophobic clusters has an important role in the formation of multiple hairpins in β-sheet proteins.

![Folding pathways for initial and data-assimilated Markov state models.\
(**A**) Folding flux of the initial Markov state model was decomposed into individual folding pathways. Folding pathways with largest fluxes contributing 50% of the total flux are superimposed in different colors. In this case, all of the pathways are located at expected FRET efficiency ε \~ 1 with different step size in the *Q* axis. Line widths are proportional to fluxes. Structures of representative states are shown. Two hydrophobic cores that project below and above the plane of the sheet, core 1 (Trp8, Tyr20, Asn22, Thr29 and Pro33, shown in red) and core 2 (Thr9, Tyr11, Tyr 19 and Tyr21, shown in blue) are represented by sticks. (**B**) Folding pathways with largest fluxes contributing 50% of the total flux are shown for the data-assimilated Markov state model.](elife-32668-fig5){#fig5}

In terms of the theory of the coil-globule transition (collapse transition) ([@bib93]), the formation of hairpin 1 would be the collapse step. This collapse transition is specific in the sense that the collapsed structure does not contain a large number of non-native contacts, whereas the collapse of homopolymers are often treated as a non-specific transition. As predicted by the theory ([@bib93]), this indicates that the folding and collapse transition temperatures are close for this WW domain.

Discussion {#s3}
==========

We have proposed a two-step procedure for the construction of a data-assimilated MSM with $\mathbf{T}\left( \tau \right) = \mathbf{T}_{\text{experiment}}\left( \tau \right)$ matching single-molecule *time-series data*. Using smFRET data for the FBP WW domain, we show that the data-assimilated MSM successfully reproduces the original smFRET data, and yields a transition-state ensemble consistent with an independent mutational experiment ([@bib65]). The folding mechanism based on the data-assimilated MSM suggests an interplay between hairpin and hydrophobic formations.

In the context of machine-learning theory, the proposed two-step procedure can be regarded as a semi-supervised learning algorithm, which tries to learn from both *labeled* and *unlabeled* data ([@bib74]; [@bib92]). In the context of MSM, simulation data correspond to labeled data while experimental data are unlabeled data. In a typical case of semi-supervised learning (e.g., image recognition), the labeled data are correct and usually expensive (e.g., images that are manually labeled by investigator). Therefore, unlabeled data are often 'de-emphasized' by scaling their contribution in the likelihood function ([@bib92]). By contrast, in our case, labeled data (simulation) may have incorrect transition counts caused by force-field biases whereas unlabeled data (experimental) possess more reliable information on dynamics. Thus, in our two-step procedure, the estimates $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ from labeled data (simulation) are replaced with $\mathbf{T}_{\text{experiment}}\left( \tau \right)$ \"refined\" with unlabeled data (experiment). This is regarded as the limit of 'de-emphasis' on labeled data (simulation).

When fitting a rather complex model to any experimental data, the model can overreact to noise in the data (the overfitting problem). In particular, our MSM for the FBP WW domain has a rather large number of parameters ($87 \times 87$ transition probabilities), which could be easily overfitted to the smFRET data. To assess the overfitting in the unsupervised learning, we divided the smFRET data in half, and unsupervised learning was independently applied to the two subsets. Qualitatively similar network structures appeared in both, and were similar to that obtained with the full data set ([Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}). This is because the effective number of parameters is considerably reduced from $87 \times 87$ down to only those involving populated states (ε \~ 0.5--0.8). In order to counteract overfitting, a maximum caliber approach for minimally perturbing the initial MSM could be a promising direction for a future study ([@bib18][@bib20][@bib19]; [@bib86]; [@bib90]). Furthermore, to see the dependence on the choice of the Förster radius *R*~0~, we carried out the unsupervised learning using a set of different *R*~0~ values (*R*~0~ = 54, 55, 57, and 58 Å). The overall structure of the MSM network was robust against the choice of *R*~0~ except for *R*~0~ = 58 Å ([Figure 2---figure supplement 5](#fig2s5){ref-type="fig"}).

The initial condition in the unsupervised learning is another issue. Since MSM has a larger number of parameters than in typical hidden Markov modeling, unsupervised learning requires a good initial condition for optimization to avoid being trapped in a local minimum. By using $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ as the initial condition, we achieved a likelihood convergence with $\ln L\left( {\mathbf{T}\left( \tau \right)} \right)$ = −584,947 with 10,000-step optimization (taking one week using the parallel implementation of the Baum-Welch algorithm \[[@bib72]\]). For comparison, we also performed the optimization using a random matrix as the initial condition ([Figure 2---figure supplement 8C](#fig2s8){ref-type="fig"}). In the figure, the optimization of the likelihood looks stacked after 10,000 iterations and its value is lower than that of $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ as the initial condition. This result suggests that the model from a random matrix could be ruled out because of trapping in a local minimum, or at least that global optimization of a random matrix is practically very inefficient. This also emphasizes the importance of transferring knowledge $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ learned from simulations for improving the unsupervised learning $\mathbf{T}_{\text{experiment}}\left( \tau \right)$ from experimental data ([@bib84]). Although just $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ was used as the initial condition here, advanced algorithms in transfer learning ([@bib84]) can be incorporated in a future study.

We here used the conventional constant-time binning for photon counting because the standard MSM is based on constant-time binning. A promising possibility for future studies is to apply continuous-time Markov modeling ([@bib47]), which may allow us to use information-based binning ([@bib87]) or photon-by-photon analysis ([@bib26]; [@bib60]; [@bib69]), avoiding photon counting noise.

In conclusion, exploiting the temporal information embedded in experimental *time-series* data to improve the simulation-based model has provided a rich, dynamic and experimentally consistent picture of the folding mechanism for the FBP WW domain. The data-assimilated MSM pathway could be used to improve the force-field parameters of proteins, nucleic acids, and other biomolecules. The semi-supervised learning combined with MSM method developed here is a quite general framework that can be used to understand conformational transitions in proteins and other biomolecules. It can be extended to interpret other experimental data possibly using more advanced techniques.

Methods {#s4}
=======

Molecular dynamics simulation {#s4-1}
-----------------------------

Monte Carlo searches were performed for labeling the dyes without any steric crashes with the protein. The constructed dye-labeled WW domain was solvated by TIP3P water molecules in a cubic box of 64.3 Å side length. Sodium ions were added to make the net charge of the system neutral.

In order to obtain unfolded structures as the initial structures for production runs, we first performed eleven 80 ns simulations at high temperature (600 K) in the NVT ensemble. Then, each system was equilibrated by 40 ns simulation in the NPT ensemble (1 atm and 370 K, slightly lower than the estimated melting temperature in the previous simulation with a different force field \[[@bib53]\]). After determining the average volume size in these eleven trajectories, the volume size of each simulation was reset to the average value. Then, we conducted production simulation of eleven systems for 25.6 μs in the NVT ensemble (370 K). Furthermore, we performed six additional production runs of lengths 10 μs and another four simulations of 14 μs. All of these additional ten simulations started from the native structure.

All production simulations were conducted with the Amber 14 GPU version of the PMEMD module ([@bib76]) (using the SPFP precision model \[[@bib40]\]) on GPU computers. Amber ff99SB ([@bib32]) was used for the force field. For the FRET dyes (Alexa 488, Alexa 594, and linkers), we used the AMBER-DYE force field ([@bib27]), which is optimized for use with the Amber ff99SB and TIP3P water model. A cutoff of 8 Å was applied for the Lennard-Jones and short-range electrostatic interactions. For the long-range electrostatic interactions, we used the Particle Mesh Ewald method ([@bib15]). All bonds involving hydrogen atoms were constrained with the SHAKE/SETTLE algorithm ([@bib52]; [@bib75]). Using hydrogen mass repartitioning ([@bib31]), a time step of 4 fs was used. Temperature and pressure were controlled by a Berendsen thermostat ([@bib2]) with a coupling constant of 1 ps and the Monte Carlo barostat, respectively. Trajectories were saved every 200 ps. *Q* was calculated following the definition of [@bib4]).

It is known that conventional force fields including Amber99SB used in this study overstabilize compact states in the unfolded or disordered states [@bib67][@bib66]). Recently, Best and coworkers modified short-range proteinrwater pair interactions to correct this bias for a derivative of the Amber ff03 force field with the TIP4P/2005 water model ([@bib5]). Specifically, they scaled the Lennard-Jones ε~Oi~ between the oxygen of water molecules and all protein atoms by using a factor of 1.1. In order to sample non-compact conformations, we scaled ε~Oi~ of Amber ff99SB and TIP3P in the same manner, and conducted folding simulations. Starting from the unfolded structures, which were generated in the NVT ensemble (600 K), we performed ten 7 μs simulations in the NPT ensemble (1 atm, and 360 K, slightly lower than the previous case for more conservative simulations). We confirmed that the unfolded states in these trajectories prefer more elongated conformations compared with the original Amber ff99SB. However, we did not observe any folding events, suggesting that the scaling may destabilize the native state at least in the case of Amber ff99SB and TIP3P ([Figure 2---figure supplement 1B](#fig2s1){ref-type="fig"}). Thus, we decided to use only the simulation data of the original Amber ff99SB in this work. For these additional simulations, we used GENESIS ([@bib34]; [@bib39]) and K computer as well as the Amber 14 PMEMD module and GPU computers. All structural figures were prepared with VMD ([@bib33]).

Markov state model and semi-supervised learning {#s4-2}
-----------------------------------------------

The regular spatial clustering was applied with RegularSpatial function in MSMBuilder ([@bib29]) in the 2-D space spanned by *Q* and ε.

$h\left( o_{i} \middle| s_{i} \right)$ in the likelihood function ([Equation 2](#equ2){ref-type="disp-formula"}) is the probability of observing donor and acceptor photon-counts $o_{i} = \left\{ {N_{D},N_{A}} \right\}$ given MSM's state *s~i~*. Denoting the donor and acceptor photon count rates in the state *s~i~* by *n~D~*(*s~i~*) and *n~A~*(*s~i~*), this probability is given by the product of Poisson distributions ([@bib25]),$$h\left( {o_{i}|s_{i}} \right) = \frac{\left( {n_{D}\left( s_{i} \right)\tau} \right)^{N_{D}}}{N_{D}!}e^{- n_{D}{(s_{i})}\tau}\frac{\left( {n_{A}\left( s_{i} \right)\tau} \right)^{N_{A}}}{N_{A}!}e^{- n_{A}{(s_{i})}\tau}.$$

Following the previous analysis by Chung and coworkers ([@bib13]), we applied the condition that the sum of the donor and acceptor count rates is independent of the conformational states, that is, $n = n_{D}\left( s_{i} \right) + n_{A}\left( s_{i} \right) \equiv \text{const}$. This condition is met when the gamma factor, which is the ratio of the quantum yields and detection efficiencies of the acceptor and donor photons, is equal to one in all conformational states. Under this condition, [Equation 3](#equ3){ref-type="disp-formula"} is rewritten as$$h\left( {o_{i}|s_{i}} \right) = \left\lbrack {\frac{\left( {n\tau} \right)^{N_{D} + N_{A}}}{\left( {N_{D} + N_{A}} \right)!}e^{- n\tau}} \right\rbrack\left\lbrack {\frac{\left( {N_{D} + N_{A}} \right)!}{N_{D}!N_{A}!}\varepsilon^{N_{A}}\left( {1 - \varepsilon} \right)^{N_{D}}} \right\rbrack,$$

Here, the expected FRET efficiency $\varepsilon = {{n_{A}\left( s_{i} \right)}/\left( {n_{D}\left( s_{i} \right) + n_{A}\left( s_{i} \right)} \right)}$ is related to the distance between donor and acceptor *r*(*s~i~*) through the Förster theory,$$\varepsilon = \frac{1}{1 + \left\lbrack {r\left( s_{i} \right)/R_{0}\left( \kappa^{2} \right)} \right\rbrack^{6}},$$where *R*~0~ and κ^2^ are the Förster radius and the orientation factor between the transition dipoles of dyes, respectively. By analyzing the structures in MD simulations, we evaluated the contribution of the orientation factor κ^2^ to *R*~0~. We calculated the directions of the dipoles by assuming that the transition dipole moments are aligned with the long axis of each chromophore ([@bib3]). Rather than evaluating the orientation factor of each MSM state, we evaluated the averages and standard deviations of the orientation factor in four local regions defined along the *Q* and ε axes respectively because fluctuations in the instantaneous orientation factor required a large number of samples. The average (standard deviation) of each region along the *Q* axis was κ^2^ = 0.63 (0.64) for *Q* = 0.00--0.25, 0.63 (0.64), for *Q* = 0.25--0.50, 0.64 (0.63), for *Q* = 0.50--0.75, and 0.60 (0.62) for *Q* = 0.75--1.00. Also, the average (standard deviation) of each region along the ε axis was κ^2^ = 0.66 (0.69) for ε = 0.00--0.25, 0.64 (0.68) for ε = 0.25--0.50, 0.61 (0.66) for ε = 0.50--0.75, and 0.63 (0.64) for ε = 0.75--1.00. The results suggest that κ^2^ hardly depends on states within standard deviations. Thus, we here employed the isotropic average approximation κ^2^ = 2/3, and *R*~0~ = 56 Å ([@bib36]) was used. In the same way, the donor-acceptor distance *r* was calculated from the geometric centers of the donor and acceptor chromophores. The averaged value of *r* within each state *s~i~* was used for *r*(*s~i~*).

The total log likelihood function ${In}\ L\left( {\mathbf{T}\left( \tau \right)} \right) = \sum\limits_{k}{In}\ L_{k}\left( {\mathbf{T}\left( \tau \right)} \right)$ of observing smFRET time-series data was optimized using the Baum-Welch algorithm ([@bib72]), imposing the detailed-balance condition as a constraint ([@bib48]; [@bib58]). A numerical benefit of imposing the condition is that the maximum eigenvalue of the transition probability matrix always becomes one and its corresponding eigenvector represents the equilibrium probabilities of states. For this intensive calculation, in-house MATLAB codes (<https://github.com/ymatsunaga/mdtoolbox>) were developed and parallelized over photon-sequences. The codes are publicly available at <https://github.com/ymatsunaga/mdtoolbox> under the BSD 3-Clause License ([@bib46]); copy archived at <https://github.com/elifesciences-publications/mdtoolbox>). In the Baum-Welch algorithm, the parameters whose initial values are zero are always kept as zero. In order to relax this topological constraint, very weak random noise was added to $\mathbf{T}_{\text{simulation}}\left( \tau \right)$ before the optimization. In the early phase of the optimization (100 steps), unfolded states are stabilized irrespective of their compactness (with the likelihood value of ${In}\ L\left( {\mathbf{T}\left( \tau \right)} \right)$ = −588,314, [Figure 2---figure supplement 7B](#fig2s7){ref-type="fig"}). Then, during the convergence of the likelihood in an optimization of 10,000 steps, the compact unfolded state disappeared while the folded state becomes stabilized (with a larger likelihood value of ${In}\ L\left( {\mathbf{T}\left( \tau \right)} \right)$ = −584,947, [Figure 2---figure supplement 7C](#fig2s7){ref-type="fig"}).

In order to examine the overfitting of the model to the smFRET data, we divided smFRET data into halves, and the likelihood optimization was independently applied to the two subsets. Both results generated qualitatively similar network structures as with the full data set ([Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}).

To see the dependence on the choice of the Förster radius *R*~0~, we carried out the unsupervised learning using a set of different *R*~0~ values (*R*~0~ = 54 Å, 55 Å, 57 Å, and 58 Å) with the same 87 states. The overall structure of the MSM network was robust against the choice of *R*~0~ except for *R*~0~ = 58 Å ([Figure 2---figure supplement 5](#fig2s5){ref-type="fig"}).

It is known that [Equation (5)](#equ5){ref-type="disp-formula"} only approximately holds at the weak excitation-limit of the donor dye. Here, its validity of the assumption is questionable because a very high intensity laser (10 kW/cm^2^) was used in the current smFRET measurement to increase the number of photons ([@bib13]). Thus, we examined the FRET efficiency outside the weak-excitation limit by using the following relation given by [@bib10]):$$\varepsilon^{\prime} = \frac{1}{\Lambda + \left\lbrack {r\left( s_{i} \right)/R_{0}\left( \kappa^{2} \right)} \right\rbrack^{6}}.$$

Here, Λ depends on all rates of dye photophysics other than the energy transfer. Λ = 1 corresponds to the weak-field limit ([Equation 5](#equ5){ref-type="disp-formula"}). Λ \>1 reflects the inability of doubly excited dye pairs to undergo FRET within commonly accepted physical models. Here, using the same 87 states, we optimized the likelihood function by using ε' with Λ = 1.065, a value used in [@bib10]. The optimized model is plotted in [Figure 2---figure supplement 6](#fig2s6){ref-type="fig"}. In the figure, although the intermediate states look more stabilized, the locations of stabilized states are qualitatively the same as the weak-field limit (Λ = 1, [Equation 5](#equ5){ref-type="disp-formula"}). This suggests that the folding mechanism is robust against the definition of ε.

In order to evaluate the dependence on the initial condition, we also performed the optimization using a random matrix as the initial condition. The convergence of the likelihood function is shown in [Figure 2---figure supplement 8](#fig2s8){ref-type="fig"}.

Analysis of Markov state models {#s4-3}
-------------------------------

We analyzed the dynamic properties of the constructed MSMs by generating long MSM simulation trajectories with stochastic simulations. We first generated trajectories of states by using $\mathbf{T}\left( \tau \right)$ (τ = 200 ns). Specifically, a random number between 0 and 1 was drawn at every step to determine which state the system will jump to in the next step according to $\mathbf{T}\left( \tau \right)$. For the reproducibility test against the original smFRET data, we generated a total of 10 independent trajectories of states each having the same time-length as the smFRET data, and then virtually emitted photons according to the likelihood function ([Equation 2](#equ2){ref-type="disp-formula"}) from the states. We compared the histogram of observed FRET efficiencies *E* = *N~A~*/(*N~A~ + N~D~*) using 200 ns and 50 μs time-windows.

In order to examine the overfitting again, we performed a *k*-fold cross validation test (with *k*=4) and calculated errors by using histograms of measured FRET efficiencies *E*. We partitioned the smFRET data set into *k* subsets (*k*-1 subsets as the training data, a single subset as the test data). We evaluated the mean squared error between the normalized FRET efficiency histograms calculated from the model and the subsets of the smFRET data (shown in [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}). The prediction error (the so-called cross validation error) for the test data was found to be $11.8 \times 10^{- 5}$, which is quite small. This suggests that overfitting is not a critical issue in our modeling.

Trajectories of conformations were generated from the trajectories of states by choosing a random conformation from a state at each step. These conformational trajectories were used to characterize the time-course behavior of *Q *and the gyration radius ([Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}), as well as the transition state ensemble ([Figure 4E and F](#fig4){ref-type="fig"}).

The folding behavior was further characterized by calculating *p*~fold~, the probability of a given state to fold before it unfolds. The *p*~fold~ was solved by applying the transition-path theory ([@bib51]; [@bib57]) (with committors function in MSMBuilder \[[@bib29]\]). The *p*~fold~ was mapped onto geometric space (Cα-RMSDs of the hairpins 1 and 2) using the trajectories generated as described above.

We conducted pathway analysis from the unfolded to the folded state by decomposing the flux of folding trajectories into individual pathways ([@bib51]; [@bib57]). In the algorithm, after calculating the net flux matrix between states, the largest flux pathway from the unfolded to the folded state was searched by using Dijkstra's algorithm. Then, the largest flux was subtracted from the net flux matrix. Subsequently, the second largest flux pathway was determined by using Dijkstra's algorithm. Representative pathways were obtained by repeating this procedure using the paths function of MSMbuilder ([@bib29]).
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Thank you for submitting your article \"Linking time series of single-molecule experiments with molecular dynamics simulations by machine learning\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, and the evaluation has been overseen by a Reviewing Editor and Arup Chakraborty as the Senior Editor. The following individual involved in review of your submission has agreed to reveal his identity: John Straub (Reviewer \#2).

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

The manuscript describes a novel approach based on hidden Markov models to connect single-molecular FRET measurements with MD simulations, and application to the folding of formin-binding protein WW domain. The manuscript address two key issues in improving the validity of Markov state models used in protein folding studies, namely, 1) the construction of the discrete states, and 2) the construction of the continuous time Markov transition matrix T(\\tau). Initially, discrete conformational states were obtained by clustering trajectory snapshots, and transition rates were then estimated from trajectories. To correct potential bias due to problems in the force field, the authors then used a hidden Markov model to model smFRET time series measurement and a) modified the discrete states and b) estimated the T(\\tau) values between the discrete states so the smFRET is better explained. Indeed, the refined Markov state model can better account for the single-molecule time-series data: The improvement in reproducing the smFRET histogram of 50 uS as shown in Figure 3 is dramatic. It further revealed a different folding pathway of the WW-domain, as well as a different transition state ensemble.

The approach of using MD-derived MSM as basis and initial input for likelihood optimization with respect to smFRET data is very interesting and novel, and the calculations and uncertainty analysis were conducted carefully. The insight into the folding mechanism is very interesting. However, quite a few outstanding issues, including some serious concerns, remain to be addressed to assess whether publication is warranted.

Essential revisions:

1\) An overall question about the current practice of Markov state models in MD-based protein folding studies. Assuming both simulation and experimental studies are under the same conditions (salt, dye, temperature, etc.), they are probing the same underlying physical process. Therefore, they should reflect the same ground-truth reality. As MD can provide atomistic details within the time scale of simulation, MD studies should provide far more details than smFRET. However, this is not the case. Rather, MD simulation cannot stand on its own, and needs to be corrected by smFRET. As described by the authors, the MSM is shifted before and after incorporating smFRET data. The authors showed that the discrete states are very different when smFRET data are brought into consideration. While it is not explicitly stated (please clarify), it seems that the refined Markov states are derived from the original Markov states by clustering of MD trajectories, but updated with new equilibrium probability (hence different bubble areas in Figure 2) and new transition rates. How can the ground truth, for example, equilibrium probabilities of the Markov states, change if it is examined one way (by MD) or another way (MD+smFRET)? This would suggest there is no objective ground truth that is accessible by current MD simulations.

Lending support to this conclusion, is the discussion you provided, that in other studies prior to this manuscript, the number of discrete states and the nature of these states are all malleable, depending on which metric one examines (RMSD or contact map). This would again suggest that there is no objective truth in determining what constitutes a set of discrete states that are Markovian and what their transition rates are. Rather, all depends on which metric and/or which additional experimental data one chooses to examine.

One cannot help but speculate: would one expect some other alternative discrete Markovian states different from the currently reported ones to emerge, when other types of experimental time series data other than \\epsilon is incorporated. Is it likely that yet more different Markovian states, different dynamics of transition rates, different folding dynamics, and different transition state ensembles will be identified, all for the same WW-domain under the same condition (dye, pH, salt, temperature, if well controlled)?

This aspect of shifting ground truth in MD simulation and Markov state modeling is rather unsettling. A pessimistic, but not unreasonable, view is that without a principled approach in defining true reaction coordinates for protein folding one has to make do with rather ad hoc and heuristic approaches in defining the discrete states with unexamined consequences, and hence this unsettling aspect may be with us for a long while and the truth may be elusive.

Here is a suggestion in this respect: The authors employ Equation 5 for a model of FRET efficiency, however, more detailed models exist such as <http://aip.scitation.org/doi/pdf/10.1063/1.3230974>

The authors could evaluate their approach and determine if a more detailed model might be justified or needed in making contact with experimental measurements.

2\) While concern 1 is more general, there is another question more specific to connecting MD and the smFRET measurements. It will be necessary for the authors to show how well the HMM learned T(\\tau) conform with MD simulation generated T(\\tau) after the refined discrete states are obtained, in a statistically significant way. For example, the authors should compare the HMM rates and the MD rates for the subsets of state-state transitions with the highest and relevant lowest rates among the 87x87 parameters. In addition, the flux and pathway analysis should also be carried out using MD-derived rates after the refined states are obtained by the HMM model, for key paths carrying most of the flux, and compared with the analysis using HMM rates. The authors may have already done some of these in the transition state ensemble analysis, and may already have all necessary data.

This is important for validating the connection between the sm-FRET (HMM modeling) time series and the MD trajectories the authors are proposing. It would be fantastic if all works out, as this would naturally suggest that in the future one no longer needs to do MD simulation. Rather, one could use smFRET to fit dynamic rates, as long as the discrete states can be obtained, for example, by some other means. However, one should be cautious about being overly optimistic here, as there are significant problems in the enormous search space of very high dimension. It will be very interesting if the authors can show that the HMM rates and MD rates after refinement are the same.

3\) Potential over-fitting remains a concern, as there is a large number (87x87 = 7,569) parameters that need to be fitted. While the authors qualitatively compared results using each half of the data through plotting, it would be necessary to do some cross-validation tests, which are standard in machine learning. Specifically, the authors could use (n-1)/n balanced smFRET and MD data (e.g. similar number of folding trajectories) to identify refined states, and estimating \\tau values, then test whether the remaining 1/n data falls within these defined states, and whether the unseen epsilon histograms can be reproduced accurately.

4\) In Equation 5, the average values are used in calculating \\epsilon. It seems that kappa has little difference at different regions of Q. Is the difference along the dimension of \\epsilon that is used for clustering due to difference in distances *r(s~i~*)? It will be helpful to also show both mean and variance of *r(s~i~*) for each of the major discrete states, and justify whether the degree of in-cluster and between-cluster heterogeneity/homogeneity conforms to the Markovian assumption of each discrete state. This relates to the issue of validating the defined discrete states.

5\) The calculations of FRET efficiencies from MD trajectories need to be stated explicitly. Furthermore, the estimation of FRET efficiencies from experimentally measured photon sequences also needs to be presently clearly. The latter in fact is a long-standing issue in the single-molecule community, for example, the time binning convention and the information-base binning by Haw Yang.

6\) It is not obvious how the folding pathways were decomposed into individual pathways for both MSM models. How this procedure was conducted would critically impact the interpretation of results. This part thus needs careful and clear explanation.

7\) Certain key references of interring dynamics from smFRET trajectories were missed in the context of this work, such as Haas et al., 2013.

8\) Obtaining a solution of similar likelihood value starting from a random matrix is a bit worrisome. Can the authors elaborate more on how this model was ruled out? Furthermore, the convergence of likelihood optimization should also be discussed to reveal the robustness of this approach.

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

Thank you for resubmitting your work entitled \"Linking time series of single-molecule experiments with molecular dynamics simulations by machine learning\" for further consideration at *eLife*. Your revised article has been favorably evaluated by Arup Chakraborty (Senior Editor), a Reviewing Editor, and three reviewers.

The manuscript has been improved but there are some remaining issues that need to be addressed before acceptance, as outlined below:

Overview:

The unsettling aspects of shifting ground truth, or rather, the lack of ground truth remains. This is, however, an issue the community of protein folding simulations has to deal with.

Using *Q* as an adequate reaction coordinate is similarly problematic and inadequate, as *Q* is no substitute to reaction coordinates in the strict sense of earlier classic studies of Chandler and Dinner. But this again is a community problem, and we do not wish to specifically penalize the authors of the current work. Therefore, we accept the authors\' arguments, although at least one of the reviewers had some fundamental concerns about the entire set of approaches in this area.

Specific points to address:

1\) There is one issue that the authors did not provide answers to but they can easily do, namely, regarding the question of providing details of the 87x87 rates from the Hidden Markov model and the corresponding rates from MD simulation. It will be necessary to make first a general statement on how similar/different these two sets of matched/paired rates are, and second, provide details, e.g., in the Appendix, with side-by-side or overlaid histograms. If these two distributions are similar, it would be a comforting result. However, even if these two distributions do not agree, it will be important for readers to know this fact so they can directly draw their own inferences. This can be easily done with existing data.

2\) A grammar and expression overhaul is highly recommended to enhance the readability of the work.

10.7554/eLife.32668.022

Author response

> Essential revisions:
>
> 1\) An overall question about the current practice of Markov state models in MD-based protein folding studies. Assuming both simulation and experimental studies are under the same conditions (salt, dye, temperature, etc.), they are probing the same underlying physical process. Therefore, they should reflect the same ground-truth reality. As MD can provide atomistic details within the time scale of simulation, MD studies should provide far more details than smFRET. However, this is not the case. Rather, MD simulation cannot stand on its own, and needs to be corrected by smFRET. As described by the authors, the MSM is shifted before and after incorporating smFRET data. The authors showed that the discrete states are very different when smFRET data are brought into consideration. While it is not explicitly stated (please clarify), it seems that the refined Markov states are derived from the original Markov states by clustering of MD trajectories, but updated with new equilibrium probability (hence different bubble areas in Figure 2) and new transition rates. How can the ground truth, for example, equilibrium probabilities of the Markov states, change if it is examined one way (by MD) or another way (MD+smFRET)? This would suggest there is no objective ground truth that is accessible by current MD simulations.

We agree with the reviewers that both simulation and experimental data should reflect the same ground-truth reality. However, despite improvements over the decades, force field parameters used in MD simulation are not perfectly correct as reaching the ground-truth reality. In particular, while the local interactions are well described by the current force fields it is still difficult to reproduce the energetic balance between global states (such as unfolded and folded states). Indeed, Piana and coworkers (Piana et al., 2011) showed, in their protein folding simulation study, the folding mechanism of the villin headpiece depends substantially on the choice of force field. It is also known that most force fields produce unfolded states that are more compact and structured than those suggested experimentally (Piana et al., 2014). As suggested by these studies, a subtle free energy balance between the unfolded and folded states is crucial for determining the folding mechanism. Considering this background, the motivation of this work is to make MD data toward the ground-truth reality in a data-driven way. We reweighted the transition probabilities by using smFRET data to achieve the subtle balance in free energy. In the future study, using the free energy landscape and folding pathways obtained by our scheme, it is possible to improve force field parameters closer to the ground truth reality. According to this discussion, we have revised the Introduction section (second paragraph).

> Lending support to this conclusion, is the discussion you provided, that in other studies prior to this manuscript, the number of discrete states and the nature of these states are all malleable, depending on which metric one examines (RMSD or contact map). This would again suggest that there is no objective truth in determining what constitutes a set of discrete states that are Markovian and what their transition rates are. Rather, all depends on which metric and/or which additional experimental data one chooses to examine.
>
> One cannot help but speculate: would one expect some other alternative discrete Markovian states different from the currently reported ones to emerge, when other types of experimental time series data other than \\epsilon is incorporated. Is it likely that yet more different Markovian states, different dynamics of transition rates, different folding dynamics, and different transition state ensembles will be identified, all for the same WW-domain under the same condition (dye, pH, salt, temperature, if well controlled)?
>
> This aspect of shifting ground truth in MD simulation and Markov state modeling is rather unsettling. A pessimistic, but not unreasonable, view is that without a principled approach in defining true reaction coordinates for protein folding one has to make do with rather ad hoc and heuristic approaches in defining the discrete states with unexamined consequences, and hence this unsettling aspect may be with us for a long while and the truth may be elusive.

We agree with the reviewers that Markov state modeling depends on the choice of coordinate or metric one examines. It generally quite difficult to find the true reaction coordinate for defining states in complex systems. On the other hand, in the case of protein folding problem, theoretical and simulation studies over the decades have shown that the fraction of native contacts, *Q*, is the best reaction coordinate for describing folding process. For example, Best and coworkers, by analyzing folding MD simulation data of various proteins, showed that *Q* successfully captures the transition states for all the proteins (Best, Hummer and Eaton, 2013). The FRET efficiency \\epsilon was chosen for matching with smFRET data and for differentiating the compact and extended states. These two coordinates (*Q* and \\epsilon) are necessary and sufficient for describing the progress of folding as well as refining the bias of the current force field parameters toward compact structures. Also, since the structure of WW domain is rather simple (three-strands, betasheet-only), these coordinates are enough for uniquely identifying tertiary structures. Considering these reasons and the validation through the comparison with the Phi-value analysis, we think that the picture obtained by the current MSM may be the robust against the choice of coordinates. We have added this discussion in the Results section (subsection "Molecular dynamics simulations", second paragraph).

> Here is a suggestion in this respect: The authors employ Equation 5 for a model of FRET efficiency, however, more detailed models exist such as <http://aip.scitation.org/doi/pdf/10.1063/1.3230974>
>
> The authors could evaluate their approach and determine if a more detailed model might be justified or needed in making contact with experimental measurements.

We thank the reviewers for letting us know the important paper. Following the reviewers' suggestion, we applied our scheme with the new definition for FRE efficiency 𝜀 = 1⁄\[Λ + (𝑟⁄𝑅~\*~)^-^\] where Λ \> 1. Here, we optimized the likelihood function with Λ = 1.065, a value used in the paper. The result has been added as Figure 2---figure supplement 6. In the figure, although the transition states look more stabilized, the locations of stabilized states are qualitatively same as the original one (Λ = 1.0). This suggests that the story of the manuscript would be robust against the definition of ε (subsection "Markov state model and semi-supervised learning", seventh paragraph).

> 2\) While concern 1 is more general, there is another question more specific to connecting MD and the smFRET measurements. It will be necessary for the authors to show how well the HMM learned T(\\tau) conform with MD simulation generated T(\\tau) after the refined discrete states are obtained, in a statistically significant way. For example, the authors should compare the HMM rates and the MD rates for the subsets of state-state transitions with the highest and relevant lowest rates among the 87x87 parameters. In addition, the flux and pathway analysis should also be carried out using MD-derived rates after the refined states are obtained by the HMM model, for key paths carrying most of the flux, and compared with the analysis using HMM rates. The authors may have already done some of these in the transition state ensemble analysis, and may already have all necessary data.
>
> This is important for validating the connection between the sm-FRET (HMM modeling) time series and the MD trajectories the authors are proposing. It would be fantastic if all works out, as this would naturally suggest that in the future one no longer needs to do MD simulation. Rather, one could use smFRET to fit dynamic rates, as long as the discrete states can be obtained, for example, by some other means. However, one should be cautious about being overly optimistic here, as there are significant problems in the enormous search space of very high dimension. It will be very interesting if the authors can show that the HMM rates and MD rates after refinement are the same.

In this study, the states were defined through the structural clustering of 400 microseconds MD simulation data. As 400 microseconds should be long enough for sampling all possible structures of WW domain, we think that the defined states are transferable during the HMM refinement. We would like to point that we already characterized the difference in T(\\tau) from the MD and HMM refinement: Figure 4 shows the result of flux analysis of folding trajectories, which reveals the bottleneck of folding (the transition state ensemble). Figure 5 shows the results of the pathway analysis, which reveals folding pathways with largest fluxes.

As the reviewers pointed out, it would be nice if all transition probabilities are accurately estimated by the HMM from smFRET data. However, as shown by the HMM refinement starting from a random matrix (in response to comment 8), it is still difficult to estimate accurate kinetics along the *Q* axis from the limited number of smFRET observations. This suggests an importance of complementary use of both data (MD and smFRET), as proposed by our scheme (the MD information as the initial condition for HMM).

> 3\) Potential over-fitting remains a concern, as there is a large number (87x87 = 7,569) parameters that need to be fitted. While the authors qualitatively compared results using each half of the data through plotting, it would be necessary to do some cross-validation tests, which are standard in machine learning. Specifically, the authors could use (n-1)/n balanced smFRET and MD data (e.g. similar number of folding trajectories) to identify refined states, and estimating \\tau values, then test whether the remaining 1/n data falls within these defined states, and whether the unseen epsilon histograms can be reproduced accurately.

We thank the reviewers for the important suggestion. Following the reviewers' comment, we have performed a *k*-fold cross validation test (with *k*=4) by partitioning the smFRET data set into *k* subsets (k-1 subsets as the training data, a single subset as the test data). We have evaluated the mean squared errors between two normalized FRET efficiency histograms calculated from the model and the subsets of smFRET data. The prediction error (the so-called cross validation error) for the test data was found to be 11.8 × 10^78^, which is quite small. This suggests that the overfitting may not be a major issue in our modeling. We have added this result (Figure 3---figure supplement 1) in the Materials and methods section (subsection "Analysis of Markov state models", second paragraph).

> 4\) In Equation 5, the average values are used in calculating \\epsilon. It seems that kappa has little difference at different regions of Q. Is the difference along the dimension of \\epsilon that is used for clustering due to difference in distances r(s~i~)? It will be helpful to also show both mean and variance of r(s~i~) for each of the major discrete states, and justify whether the degree of in-cluster and between-cluster heterogeneity/homogeneity conforms to the Markovian assumption of each discrete state. This relates to the issue of validating the defined discrete states.

Following the reviewers' comment, we have calculated the orientation factor k^2^ along the e (FRET efficiency) axis. The average (standard deviation) in each region was k^2^ = 0.66 (0.69) for e = 0.00-0.25, 0.64 (0.68) for e = 0.25-0.50, 0.61 (0.66) for e = 0.50-0.75, and 0.63 (0.64) for e = 0.75-1.00. Since the orientation factor k^2^ show little dependence on both *Q* and e axes, it would be reasonable to use the isotropic average approximation as employed in the manuscript. We have added this result in the Materials and methods section (subsection "Markov state model and semi-supervised learning", third paragraph).

Also, we have calculated both mean and variance of donor-acceptor distance *r(s~i~*) for each state. It has been plotted in the 2D space spanned by *Q* and *r* (added as Figure 2---figure supplement 2). The figure shows that there are distance gaps between states, which is supportive for the Markovian assumption for the states. Large standard deviations are observed within states of small donor-acceptor distances. This is due to the worsening of spatial resolution in FRET efficiency when *r(s~i~*) is small compared to *R*~0~ as discussed in the information-binning study by Haw-Yang and coworkers (Watkins and Yang, 2004). We have added this result (Figure 2---figure supplement 2) in the Materials and methods section (subsection "Molecular dynamics simulations", last paragraph).

> 5\) The calculations of FRET efficiencies from MD trajectories need to be stated explicitly. Furthermore, the estimation of FRET efficiencies from experimentally measured photon sequences also needs to be presently clearly. The latter in fact is a long-standing issue in the single-molecule community, for example, the time binning convention and the information-base binning by Haw Yang.

We have explicitly described the calculations of FRET efficiencies from MD trajectories and photon sequences in the Results and Materials and methods sections. In particular, we have now used different terms for two FRET efficiencies ('FRET efficiency \\epsilon' estimated from MD, 'Measured FRET efficiency *E*' from photon counts). We here used the conventional constant-time binning because the Markov state modeling is based on the constant-time binning. As a future direction, it is promising to apply a continuous-time Markov modeling (McGibbon and Pande, 2015), which may allow us to use the information-based binning (Watkins and Yang, 2004) or photon-by-photon analysis (Gopich and A. Szabo, 2009). We have described this direction in the Discussion section, adding citations for these works (fifth paragraph).

> 6\) It is not obvious how the folding pathways were decomposed into individual pathways for both MSM models. How this procedure was conducted would critically impact the interpretation of results. This part thus needs careful and clear explanation.

We have described how the folding pathways were decomposed and its impact in the Results and Materials and methods sections. In the Results section we have added the following:

"The flux of folding trajectories was decomposed into individual pathways for both models (Figures 5A and 5B). \[...\] The figures show dominant folding pathways with each of largest fluxes contributing to 50% of the total flux."

> 7\) Certain key references of interring dynamics from smFRET trajectories were missed in the context of this work, such as Haas et al., 2013.

We thank the reviewers for letting us know the important paper. We have added following references for recent advances in extracting more dynamical and structural information from smFRET trajectory (Introduction, first paragraph):

Haas, Yang and Chu, 2013; Matsunaga, Kidera, and Sugita, 2015; Sun, Morrell and Yang, 2016; Hoefling et al., 2011.

> 8\) Obtaining a solution of similar likelihood value starting from a random matrix is a bit worrisome. Can the authors elaborate more on how this model was ruled out? Furthermore, the convergence of likelihood optimization should also be discussed to reveal the robustness of this approach.

We have extended the optimization calculation of a random matrix and examined the convergence of the log likelihood function. The result has been added as Figure 2---figure supplement 8. In the figure, the optimization of the log likelihood from random matrix looks stacked after 10000 iterations and its value is lower than that of MD data. This suggests that the optimization gets trapped in a local minimum in the parameter space. From these observations, we conclude that the model from a random matrix could be ruled out, or at least, global optimization of a random matrix is practically very inefficient. We have added this result (Figure 2---figure supplement 8) in the Materials and methods section (subsection "Markov state model and semi-supervised learning", last paragraph).

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

> The manuscript has been improved but there are some remaining issues that need to be addressed before acceptance, as outlined below:
>
> Overview:
>
> The unsettling aspects of shifting ground truth, or rather, the lack of ground truth remains. This is, however, an issue the community of protein folding simulations has to deal with.
>
> Using Q as an adequate reaction coordinate is similarly problematic and inadequate, as Q is no substitute to reaction coordinates in the strict sense of earlier classic studies of Chandler and Dinner. But this again is a community problem, and we do not wish to specifically penalize the authors of the current work. Therefore, we accept the authors\' arguments, although at least one of the reviewers had some fundamental concerns about the entire set of approaches in this area.
>
> Specific points to address:
>
> 1\) There is one issue that the authors did not provide answers to but they can easily do, namely, regarding the question of providing details of the 87x87 rates from the Hidden Markov model and the corresponding rates from MD simulation. It will be necessary to make first a general statement on how similar/different these two sets of matched/paired rates are, and second, provide details, e.g., in the Appendix, with side-by-side or overlaid histograms. If these two distributions are similar, it would be a comforting result. However, even if these two distributions do not agree, it will be important for readers to know this fact so they can directly draw their own inferences. This can be easily done with existing data.

Following the reviewers' comment, we have added new plots comparing the rates of the two MSMs as Figure 2---figure supplement 4.

First (in panel A), we decomposed each transition probability matrix to obtain characteristic time scales before and after the hidden Markov modeling. We can see that the slowest time scale increases from 2.6 microseconds to 100 microseconds after the hidden Markov modeling. These time scales are related to folding/unfolding transitions of WW domain. Generally, simulation time scale is faster than experiments because of lower viscosity of TIP3P water model. This gap was improved by the information of the single-molecule experimental data.

In panel B, 87x87 *T~ij~* rates before and after the hidden Markov modeling are directly compared in a scatter plot where each rate is colored using the FRET efficiency e~i~. *T~ij~* rates from states with high FRET efficiencies are well correlated with each other. This means that *T~ij~* rates between compact states derived from MD simulations are consistent with the experimental data. In contrast, *T~ij~* rates from states with middle or low FRET efficiencies are less correlated. This means that hidden Markov modeling mainly "refined" the rates between elongated states.

In this revision, we have added these explanations in the main text.

> 2\) A grammar and expression overhaul is highly recommended to enhance the readability of the work.

In this revision, a native speaker has carefully edited the language. We have also checked a number of expressions.
