The frequencies of the normal modes of oscillation of linear magnetohydrodynamic perturbations of a stationary equilibrium are related to the stationary points of a quadratic functional over the Hilbert space of Lagrangian displacement vectors, which is subject to a constraint. In the absence of a background flow ͑or of a uniform flow͒, the relation reduces to the well-known Rayleigh-Ritz variational principle. In contrast to the existing variational principles for perturbations of stationary equilibria, the present treatment does neither impose additional symmetry restrictions on the equilibrium, nor does it involve the generalization to bilinear functionals instead of quadratic forms. This allows a more natural interpretation of the quadratic forms as energy functionals. © 2010 American Institute of Physics. ͓doi:10.1063/1.3505095͔
I. MOTIVATION
The theoretical foundation of the study of linear magnetohydrodynamic ͑MHD͒ waves and instabilities in stationary equilibria ͑i.e., in the presence of a background flow͒ is much less developed than its counterpart in static equilibria ͑see Goedbloed and Poedts 1 for a thorough treatment of the latter͒. It was recently pointed out 2 that it is a common misconception that the complex frequencies, which arise in the eigenvalue problem describing the normal modes of oscillation, are due to the nonself-adjointness of the operators involved. Rather, the complexity of the eigenfrequencies is due to the fact that the problem is nonlinear in the spectral parameter ͑i.e., the frequency͒. While a relation between the normal mode frequencies and a number of quadratic forms over the Hilbert space of Lagrangian displacement vectors has long been known, 3 that relation is generally considered as an a posteriori result, which does not generate any means of obtaining those eigenvalues and associated eigenfunctions. This is in sharp contrast to the situation in static equilibria where the equivalent relation, through the RayleighRitz variational principle, actually provides the eigenvalues and eigenfunctions as stationary points of the Rayleigh quotient when varied over the Hilbert space.
Nevertheless, based on the relations with the quadratic forms, variational principles for normal modes on a stationary equilibrium have been developed. However, both the treatments by Frieman and Rotenberg 3 and Lynden-Bell and Ostriker 4 involve considering a formulation where the quadratic form is replaced with a corresponding bilinear functional, and the variation is taken over both arguments. The stationary points then immediately provide both the right and left eigenvectors, which are in general not equal in the present problem. Schutz 5, 6 remarks that the formulation by Lynden-Bell and Ostriker 4 is only partially successful as it doubles the dimension of the space over which the variation is taken. He considers equilibria with an additional symmetry and exploits the symmetry to relate the right and left eigenvectors, which enables to express the bilinear functional as a functional of a single argument, and hence to perform the variation over a single argument. The method of Schutz 5, 6 essentially uses a ͑matrix͒ representation of the operators in which they appear symmetric rather than Hermitian. The symmetric representation is obtained by sandwiching the relevant operators between the vector itself at one side and a symmetry transformation of that vector on the other side.
In the absence of a variational principle as elegant and simple as in the static case, Goedbloed 2,7 takes another approach and devises a method based on the quadratic forms and the known relation to the eigenfrequencies to construct the full eigenfrequency spectrum by means of treating an associated boundary value problem. The method involves two steps. The first step yields paths in the frequency space along which solutions may be found. The second step concerns finding which of the points on the paths effectively represent normal modes.
In the present treatment, we formulate an alternative variational principle based on the quadratic forms without generalizing to bilinear functionals. As formulated by Schutz, 5, 6 the present treatment does not involve doubling the size of the space over which the variation is taken. However, in contrast to Schutz 5, 6 no additional symmetry is required and no transformation is involved before sandwiching the operators. The variational principle is thus based on the conventional expressions of the eigenfrequencies in terms of quadratic forms as obtained by Frieman and Rotenberg. 3 However, the method developed here follows a two-step scheme, like the method described by Goedbloed. 2, 7 Normal modes are found on paths where at all points ͑i.e., vectors in the Hilbert space͒ along the path a restricted variation principle holds where the variation is not taken over all direc- tions in the Hilbert space but is constrained to a hypersurface. The hypersurface is determined by the condition that the expectation value of the convective derivative operator is equal for all points on the surface. The stationary points determined by the variation condition thus form a 1-dimensional ͑1D͒ path through the Hilbert space. These candidate solutions almost solve the equations but not entirely, and normal modes only correspond to certain points along those curves where an additional condition holds.
In the case of real frequencies, the additional conditions may be formulated as a variation condition as well, but this is not the case where complex frequencies are involved. The present method thus emphasizes that while it is indeed impossible to solve the problem entirely by a conventional variational principle, as correctly noticed by Frieman and Rotenberg 3 and Lynden-Bell and Ostriker, 4 a slightly weaker variational principle almost solves the equations. In fact, the variational formulation solves the most difficult part of the problem, i.e., the reduction to a one-dimensional subspace. The remaining problem is then trivially solved.
Finally, the treatment and, in particular, the interpretation of the different contributions to the energy functional are related to a simple mechanical analog from classical mechanics ͑discrete instead of continuous͒, where a nonholonomic constraint also enters through an undetermined Lagrange multiplier.
II. REFORMULATION OF QUADRATIC FORMS AND STABILITY CRITERIA
The formulation of the variational principle that is presented in the next section is inspired by a simple reformulation of the basic results that relate the eigenfrequencies to the quadratic forms over the Hilbert space and which provide a necessary and sufficient criterion for the stability of stationary equilibria ͑at least for regular perturbations, i.e., making abstraction of the continuous spectra which may be unstable as well͒. These results were already obtained by Frieman and Rotenberg 3 and the analysis is recapitulated in Secs. IIA and IIB in the recent paper by Goedbloed. 2 In that last paragraph, reference is made to and the expressions are compared with the concept of negative energy waves as formulated and discussed by Cairns 8 with respect to 1D plane parallel flows.
Andries and Goossens 9 showed that the negative energy wave concept by Cairns 8 can be improved by including the Doppler shift in the expression. This turns the expression for the wave energy invariant under Galilean transformations ͑with frame speeds along the direction of invariance͒, which is not the case for the original expression as derived by Cairns. 8 The invariance of the expression allows to more comfortably interpret the expression as a physical quantity, and not merely as a mathematical construction to decide on stability. But more importantly, it clarifies the physical implication that the energy needed to set up a perturbation in a stratified flow depends crucially on the location of the driver within that flow.
It can be immediately observed that the basic quantities in the stability criteria by Frieman and Rotenberg 3 and summarized by Goedbloed 2,7 and Goedbloed et al., 10 i.e., the quadratic forms, are not invariant under the Galilean transformations. In this section we set out to reformulate those results in terms of quadratic forms that are invariant under such transformations. We need to emphasize that although the present reformulation is motivated by a preference toward Galilean invariant expressions, the subsequent analysis and the theorems set out in Sec. III do not depend on this preference at any point. We start by formulating the linearized equations as
Here ͑r , t͒ is the Lagrangian displacement field associating at each time t a perturbed position r + ͑r , t͒ to a particle which in the equilibrium configuration would have been at the position r at that time. G is our newly defined generalized force operator whose specific expression is of limited or no concern to us at the moment. It differs from the force operator in static plasmas ͑generally denoted as F͒ due to the terms involving the equilibrium flow. It also differs from the generalized force operator as defined by Frieman and Rotenberg 3 by a term proportional to ͑v · ٌ͒ 2 , which is brought to the other side to complete the square of the Lagrangian time derivative,
This is, of course, much more in line with the origin of the equation of motion, expressing that masses are accelerated by forces. The term proportional to ͑v · ٌ͒ 2 is part of the acceleration rather than of the forces. We denote the convective gradient operator −ı͑v · ٌ͒ϵŨ with the inclusion of the proper normalization −ı, which brings the fundamental equation of motion ͑1͒ into the form
The operators G and Ũ used here relate to G and U, as defined by Goedbloed, as
Goedbloed et al. 10 actually take note of the alternative definition G but continue in terms of the original definition G by Frieman and Rotenberg. Normal modes are solutions to Eq. ͑3͒ of the form ͑r , t͒ = ͑r͒exp͑−ıt͒. The spatially dependent part of the solution, i.e., ͑r͒, therefore satisfies
͑6͒
The above equation presents an eigenvalue problem in the sense that the aim is to find frequencies in which there exists an ͑r͒, such that the above equation holds.
On the Hilbert space with the inner product, 
it was shown by Frieman and Rotenberg 3 that their generalized force operator −1 G is self-adjoint and the proof is set out very clearly by Goedbloed et al. 10 in Sec. 12.2.3 ͑see also Lynden-Bell and Ostriker 4 ͒. Goedbloed emphasizes the fact that the complexity of the normal mode frequencies in stationary equilibria is due to the nonlinear appearance of the spectral parameter in the above generalized eigenvalue problem ͑6͒. In addition to the generalized force operator, the convective gradient operator −ı͑v · ٌ͒ϵŨ ϵ −1 U is selfadjoint as well, and the complexity of the eigenvalues is therefore not due to any nonself-adjointness of the spatial operators. As the difference between −1 G and −1 G is given by Ũ 2 , it is evident that consequently −1 G is once again self-adjoint. Taking the alternative definition of the force operator further, we can define an alternative quadratic form W ͓͔ representing the potential energy with an obvious relation to the potential energy W͓͔ as defined by Goedbloed, 2, 7 Frieman and Rotenberg, 3 and Goedbloed et al.,
͑8͒
The following quadratic form ͑called the average DopplerCoriolis shift by Goedbloed et al. 2, 7, 10 ͒ needs no adjustment:
as do the total inertia I͓͔ = ͉͗͘. ͑10͒
By normalizing with the total inertia we obtain the associated expectation values,
It can be straightforwardly checked that G and consequently 
It has an associated expectation value,
͑14͒
Again, T͓͔ and T ͓͔ are Galilean invariant. Because it is related to the variance of the convective gradient operator ͑and in fact to the variance of the momentum as argued in Sec. IV͒, we will refer to T as the thermal energy. Indeed, as with the thermal motions of the molecules in a gas, the quantity is related to the kinetic energy of the particles even though the system as a whole may appear stationary.
In the remainder of the text, the argument of the expectation values and quadratic forms is in general only specified explicitly where this is required to avoid ambiguity. Notice that all the above quadratic forms can be defined irrespective of the time variation of the perturbations. For normal modes, the relation with the time variation is given by
The above formula is obtained straightforwardly by reformulating the results of Frieman and Rotenberg 3 in terms of the alternative quadratic forms and a derivation is part of the proof presented in Sec. III. The only difference induced by the alternative definitions is that a term is pulled out of W which joins with V 2 to form T . The stability criterion related to the signature of the right hand side of Eq. ͑15͒ now obtains a very elegant interpretation. In stationary media, stability is not merely a matter of the potential energy being positive for all possible perturbations. The potential energy ͑or binding energy͒ must be sufficiently large to bind the thermal energy T .
In static equilibria, Eq. ͑15͒ reduces to 2 = W . ͑16͒
It is well-known that this is not merely an a posteriori result. Rather, the Rayleigh-Ritz variational principle states that the normal modes are the stationary points of W over the Hilbert space. The associated time variation of these modes is determined by the value of W at those points through Eq. ͑16͒. One may equivalently state that the frequency as calculated by solving Eq. ͑16͒ for ͑͒ is stationary under variation of . However, while the present treatment may be seen as a generalization of the former expression, it is not a generalization of the latter, which was shown to be invalid for the stationary equilibria by both Frieman and Rotenberg 3 and Lynden-Bell and Ostriker. 4 Thus, we investigate whether, given a solution to the equations, the generalized Rayleigh quotient
is in any sense stationary under variation of , and conversely, whether , for which ⌳͓͔ is stationary in the same sense, provide solutions to the equations. As we proof in the next section, this is indeed the case. However, a two-step scheme must be followed. The variational principle only involves a weaker constrained variation
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and thus provides a one-parameter family of possible eigenmodes. On this curve or path, an additional condition must be satisfied to provide a solution.
III. VARIATIONAL PRINCIPLE
To avoid confusion in statement and arguments, the variational principle is formulated by means of two separate theorems. One concerns a necessary condition for the normal modes and another one states a sufficient condition for the normal modes. They should, however, together be considered as a necessary and sufficient condition for normal modes of Eq. ͑3͒.
Theorem 1: Necessary
If ͑r , t͒ = ͑r͒exp͑−ıt͒ is a solution to Eq. ͑3͒, then
and ⌳͓͔ is stationary at = under the variation constrained by the condition by V ͓͔ = V ͓͔. Proof: Rewrite
͑21͒
for which upon left multiplication with , the third term vanishes by definition of V . Therefore,
Since the variation ␦ is restricted such that ͗␦ ͉͑U − V ͓͔͒͘ = 0, the left multiplication of Eq. ͑21͒ with ␦ yields
where to obtain Eq. ͑27͒ we have added to Eq. ͑26͒ its complex conjugate and used that −1 G and ͑U − V ͒ are selfadjoint. Let be defined along those paths as
Then for those for which
holds, ͑r , t͒ = ͑r͒exp͓−ı͑ + ͒t͔ is a normal mode solution of Eq. ͑3͒. Proof: The vanishing of the variation of ⌳ is expressed by
Since ␦ is not taken generally but such that ͗␦ ͉͑U − ͒͘ = 0, we cannot conclude that the right hand argument of the above inner product vanishes. Rather, we must conclude that it is restricted to the 1D space spanned by ͑U − ͒. Therefore, there must exist such that
or by reordering the terms
By left multiplication of Eq. ͑31͒ with ͑U − ͒, we obtain expression ͑28͒ for . If relation ͑29͒ between and ⌳ holds, then the right hand side of Eq. ͑32͒ vanishes, and Eq. ͑32͒
expresses that ͑r , t͒ = ͑r͒exp͓−ı͑ + ͒t͔ is a normal mode solution of Eq. ͑3͒. ᮀ Evidently, the constrained variation can be conveniently expressed by means of a Lagrange multiplier. However, this does not change the basic argumentation and in the proof above, serves exactly the purpose of the Lagrange multiplier.
The theorems reduce straightforwardly to the classical Rayleigh-Ritz variational principle in the static equilibria. In the necessary direction, this is trivial. As V and T vanish for all vectors in the Hilbert space, the constraint on the variation is void, and the relation between the Rayleigh quotient and the eigenfrequencies reduces to its familiar expression. In the sufficient direction, more care is required. Again the constraint in the variation is void which leaves definition ͑28͒ for ͑or alternatively the value of the Lagrange multiplier͒ undetermined. Expression ͑28͒ is indeed identically true ͑0=0͒ for whatever value of . In turn, that transforms relation ͑29͒ between and the Rayleigh quotient ⌳ into a definition of rather than a condition. In particular, this implies that in the static case, both roots of ⌳ provide a normal mode solution while this is not the case in stationary equilibria.
Furthermore, another instructive comparison with the static case must be made. Normal modes are a fortiori solutions which evolve in time within a one-dimensional subspace of the Hilbert space. Since in a static equilibrium the acceleration is determined by a multiplication operator and is therefore always parallel ͑i.e., within that 1D subspace͒, the force must be parallel as well. Solutions must therefore be eigenvectors of the force operator. Setting the variation of the Rayleigh quotient to zero is indeed just another way to express the diagonalization of the force operator. By considering the equation of motion only in the 1D eigenspaces of the force operator separately, only the parallel component of the equations remains to be solved in each of those spaces. This is exactly what Eq. ͑16͒, connecting the frequencies and the value of the Rayleigh quotient ͑the eigenvalue of the force operator͒, does. The frequency is thus chosen in order to traverse the orbit at the right speed ͑i.e., frequency͒ to also satisfy the parallel component of the equation of motion.
The variational principle provided here operates similarly. However, now the acceleration may have orthogonal components. Thus, to have solutions evolving within a onedimensional subspace, it is required that the perpendicular forces and the perpendicular component of the acceleration annihilate each other. Inspection of the result ͑32͒ of the constrained variation clarifies that the constrained variational principle exactly serves to select the directions in which the equations may indeed be reduced to their parallel component. However, in contrast to the static case, since the perpendicular acceleration depends on the speed ͑͒ by which the orbit is traversed, the reduction to a 1D problem is only obtained for a given frequency. In order to also solve the parallel component of the equation of motion condition ͑29͒ is required, which may be in contradiction to the frequency required to reduce the problem to the one-dimensional subspace.
Thus, the important difference is that in the static case, the reduction to a one-dimensional subspace still leaves the freedom to adjust the frequency in order to solve the onedimensional subproblem, while this is not the case for stationary equilibria.
IV. RELATION TO THE CANONICAL MOMENTUM
We have in purpose neglected in Sec. II to formulate a quadratic form related to the kinetic energy. As in the case of static equilibria, the above variational principle does not require a kinetic energy functional to be defined. However, the kinetic energy is of relevance to the variational principle as the principle exactly provides the time dependence of the normal modes, and hence the value of the kinetic energy. More specifically, in a static equilibrium the ͑normalized͒ kinetic energy is exactly the absolute value of the Rayleigh quotient.
We once again remark that the expression for the kinetic energy by Goedbloed 2,7 and Goedbloed et al. 10 suffers the by now familiar frame dependence. In contrast, the definition of the canonical momentum used by Frieman and Rotenberg 3 to demonstrate that the linearized MHD equations can be obtained from a Lagrangian and Hamiltonian density is properly frame independent,
In our treatment which is purely expressed in terms of the Lagrangian displacement field , the canonical momentum is expressed through the operator
which under an assumed time dependence associates a momentum vector to a given displacement vector
The left hand side of the equation of motion is thus determined by the square of the momentum operator. Now, define the average momentum as
It is important to realize that the momentum operator P, in general, is neither Hermitian nor anti-Hermitian. Therefore, the average momentum may be complex. Notice that in this terminology, the average momentum is not a vector but a number, and is dimension wise rather than an average time derivative ͓it may also be thought of as a ͑normalized͒ action͔. This is in line with the terminology of potential energy for W , which is dimension wise rather than an ͑angular͒ acceleration. For a normal mode, the average momentum becomes
the square of which is exactly the left hand side of expression ͑15͒ for the normal mode frequencies. Hence, just as in the static case, the momentum and the displacement are either in phase, in counterphase, or Ϯı out of phase. In a stationary medium, however, this is only true on average and not on a point by point ͑and component by component͒ basis as in the static case. Clearly, expression ͑15͒ for the normal mode frequencies is due to the fact that the variance of the momentum operator indeed reduces to the thermal energy, as we previously defined it in Eq. ͑13͒. This relies on both the spatial independence of the time derivative operator as well as the fact that the time derivative commutes with the convective gradient operator by virtue of the stationarity of the equilibrium. The assumption of an exponential dependence in time is not essential, but the fact that separable solutions are considered is. It must be remarked that the current split up of the square of the momentum ͑which can be thought of as kinetic energy͒ is completely analogous to that which, for a rigid body motion, is obtained by shifting toward the center of mass, and hence obtaining contributions to the kinetic energy from the linear and angular momentum separately. In that sense, the lowering of the squares of the frequencies by the presence of an equilibrium flow ͑and the reduced stability of the equilibrium͒ can now qualitatively be understood by comparison to a simple mechanical analog. The oscillation frequencies of a ball oscillating around the bottom of a bowl by gravity depend on the moment of inertia of the ball ͑if the curvature radius and the radius of the ball are kept constant͒. The maximal value of the frequency is attained for vanishing moment of inertia. As the potential energy must not only provide the kinetic energy to get the ball moving as a whole but also to get it turning around its axis, less energy is left to accelerate the ball as a whole. We remember that in a Lagrangian and Hamiltonian formulation such rolling constraints are nonholonomic and are typically introduced by the method of undetermined Lagrange multipliers. 11 Furthermore, the interpretation in terms of kinetic energy restores the equipartition between kinetic and potential energy which is evident from the Rayleigh-Ritz variational principle in static media, but which is often believed to be broken in stationary equilibria. 8 
V. SUMMARY AND CONCLUSIONS
Inspired by a Galilean invariant reformulation of the basic results of Frieman and Rotenberg, 3 which relate the eigenfrequencies to quadratic forms over the Hilbert space, we formulated a variational principle which provides the normal modes as stationary points of an energy functional. This generalizes the well-known Rayleigh-Ritz variational principle in static equilibria to stationary equilibria. The variational principle relates to the method by Goedbloed 2, 7 as it also follows a two-step scheme. The variation is not considered over the entire Hilbert space but is restricted to the hypersurface determined by the condition that the expectation value of the convective derivative operator is equal for all points on the surface. The constrained variation is successful in determining directions ͑vectors in the Hilbert space͒ and frequencies for which the equation of motion involves only a one-dimensional subspace. This leads to a path through the Hilbert space representing normal mode candidates, but only those points for which the resulting equation of motion within that subspace holds correspond to normal modes. In contrast to the variational principles developed by Frieman and Rotenberg 3 and Lynden-Bell and Ostriker, 4 the present treatment does not require a generalization to a bilinear functional and the consequent doubling of the dimensionality of the space over which the variation is considered. This, furthermore, enables to interpret the quadratic forms as energy functionals and to recover the equipartition between kinetic and potential energy.
