Abstract-Reversible data hiding can recover the original image from the marked image without any distortion. This paper presents a novel prediction error based reversible data hiding method using histogram shifting in spatial domain. Three predictors including Mean, JPEG lossless and median edge detector (MED) are employed to compute prediction values for current pixels, respectively. Prediction errors are calculated as well to build histogram bins. Histogram shifting mechanism is designed that bins with large prediction errors are shifted based on hiding level, and thus, it will not hurt marked image if hiding level is not high. Histogram bins with small error predictions are used to hide secret data. Experimental results demonstrate that average of prediction error is less than that of interpolation error used in existing data hiding methods, and the proposed method is good at high capacity hiding. MED is the best predictor among three predictors in the proposed method, and it outperforms existing data hiding methods in terms of capacity and marked image quality.
I. INTRODUCTION
Data hiding plays an important role in multimedia security, such as copyright protection and authentication. Recently, reversible data hiding methods for images have drawn much attention from researchers. In general, varieties of data hiding methods presented in some literature are not irreversible [1] , [2] , that is, after secret data is extracted from the marked image, the original image will be harmed to some extent. However, in some special fields (i.e., military, medical applications), any minor change will not be tolerable due to legal consideration or high precision requirement. Reversible data hiding is an essential solution to recover marked image into the original state by removing secret data.
Most of reversible data hiding in the spatial domain are classified into difference expansion (DE) based and histogram shifting (HS) based methods. The most classical Gangyi Jiang and Mei Yu are with the Faculty of Information Science and Engineering, Ningbo University, Ningbo 315211 China; they are also with the National Key Lab of Software New Technology, Nanjing University, Nanjing 210093, China (e-mail: jianggangyi@126.com, yumei2@126.com).
DE method is proposed by Tian [3] . In his method, the difference of a pair of adjacent pixels is expanded to embed data. But two neighboring pixels are not enough to represent inherent correlations. Thus, Thodi et al. expanded prediction errors instead of difference between two neighboring pixels to create space for hiding data, where the prediction method is median edge detector (MED). So that it exploits more close correlations and increase hiding capacity [4] . Moreover, Sachnev et al. sorted prediction errors to increase capacity of data hiding [5] . However, in DE method, large difference has to be doubled will decrease quality of stereo image much for complex images.
HS method can relatively keep the good quality of marked image after data hiding. A HS based reversible data hiding method is proposed by Ni et al. [6] . In their method, firstly peak and zero points of the host image is found, and histograms bins between zero and peak points are emptied. Secondly, the secret data is hidden by shifting peak bins. Thus, it is one drawback that the data hiding capacity is controlled by the number of points in the peak point of bin. Moreover, the histogram peak or zero point needs to be transmitted for recovering original images. Lin et al. improved Ni's method, and search the peak point in pixel differences and used multi-level to enlarge the capacity [7] . Tsai et al. employed prediction error to explore more close correlations [8] . But in their methods, the peak points are still to be transmitted, and peak information is getting larger as the hiding layer is increased. In order not to transmit the peak points, Kim et al. sampled the host image into sub-images, and then difference between pixels of sub-images are used to hide data [9] . In their method, center pixel is used as reference pixel to compute differences. Luo et al. extended Kim's method to compute median pixel as reference pixel for building more inherent correlations [10] . However, reference pixels does not carry data, consequently, capacity is limited.
In this paper, a prediction error based reversible data hiding method using histogram shifting is presented to improve capacity in terms of quality of marked image. In order to explore correlations, three predictors are used to compute prediction errors for three proposed schemes, respectively. Since only one pixel is not used for carrying secret data, hiding capacity is enlarged. Experimental results demonstrate that when large hiding capacity is provided, PSNRs of the proposed schemes are higher compared with Kim's [9] and Luo's [10] . Moreover, MED outperforms other two predictors.
II. PROPOSED DATA HIDING METHOD
In this section, firstly three predictors are presented, and then processes of prediction error based data hiding method using histogram shifting is introduced, finally processes of data extracting are described. Let the host image be size of M×N, and each pixel is denoted as p i,j , wherein 1≤i≤M and 1≤j≤N. 
A. Predictor
Predictors are used to evaluate current pixels using the context as illustrated in Fig. 1 . The first one uses average values of neighbor pixels to compute the prediction value of the current pixel p i,j .
The second one is often used in JPEG losses coding.
The last one is MED, it is calculated by using Eq. (3).
where max(· ) and min(· ) represent the maximum and minimum operations, respectively. 
B. Process of Data Hiding
In the processes of data hiding, firstly the predication value is computed for each pixel except p 1,1 , and then prediction error is computed to build histogram bins. Prediction error is defined as the difference between a pixel and the predicted value from its context. Finally, histogram bins are shifted and modified for hiding data as illustrated in Fig. 2 . Let D i,j denote the prediction error for the pixel p i,j , and w(n) denote secret data, where n is the index of data. Main steps are described as follows.
Step 1: Scan the host image from right to left and bottom to top. The prediction value of the current pixel is computed by using predictors. If pixels locate in the first row and the first column, the prediction values are p i-1,j and p i,j-1 , respectively. The prediction value is not computed for p 1,1 .
Step 2: 
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are emptied and corresponding pixels are modified by using Eq. (6).
For example, given L=2 and the original histogram is shown in Fig. 3 Step 4:
, ( ) 1 Fig. 3(d) shows histogram bins shifting when L=0. Pixels are modified by using Eq. (9).
This step is repeated until there are no differences with values of -L or +L.
Step 5: Finally marked image I ′ is obtained with p ′′ i,j . Since it is reversible, Step 1 to Step 5 can be operated multi-layers for data hiding. In the hiding processes, L will be side information to be transmitted. In the Step 1, above three described predictors are employed, respectively. Thus, three schemes are presented, and are named as proposed+Mean, proposed+JPEG and proposed+MED, respectively.
C. Data Extraction and Image Recovery
If I ′ is not modified, hidden data can be extracted completely. Processes of secret data extraction are the reverse of data hiding. The detail is described as follows.
Step 1: The secret key hiding level L is obtained.
Step 2: Since p 1,1 is not changed, the marked image is scanned from left to right and top to bottom. The prediction value of the current pixel is computed same as calculating in the process of data hiding. For pixel p ′ i,j , prediction error is calculated by using Eq.(10). 
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The original pixel p i , j is recovered as
Step 2 is iterative, until all pixels are scanned.
Step 3: Finally, recovered image I is obtained, which is the same as the original.
D. Overflow and Underflow
Overflow and underflow may occur during data hiding. Strategy used in Luo's [10] is employed in the proposed method as well. One bit is used to record whether overflow or underflow happens, and it will be side information. If it happens, a location map is used to keep location of overflow/underflow. The location map will be compressed further by using arithmetic coding, and hidden in the last rows and columns of host images. In order to demonstrate the validity of the proposed data hiding method, six grayscale images from smooth to complex with sizes of 512×512 are tested as shown in Fig. 4 . Peak signal to noise ratio (PSNR) is used to evaluate quality of marked images, and bit per pixel (bpp) is used to evaluate hiding capacity. In the experiments, w(n) is calculated by using a pseudo-random bit generator. Moreover, Kim's [9] and Luo's [10] methods are still employed for comparison, where center pixel and median pixel are used for computing interpolation errors, respectively, and block be size of 3×3 is employed. Three proposed method can recover the original image completely, when secret data is extracted. In three proposed schemes, hiding capacities (bpp) versus different images with L=0 is illustrated in Fig. 5 . It shows that hiding capacity is small for complex texture images, such as Aerial and Baboon. The capacity is less than 0.1bpp for Aerial and Baboon. On the contrary, more than 0.1bpp are for smooth images, such as Lena and Airplane. It is mainly because predictors can evaluate more correct values for current pixels in smooth regions, and average of prediction errors is small. Thus, it denotes that more capacity is hidden in smooth images compared with in complex images. Morover, proposed+MED is the best in terms of hiding capacities among three proposed schemes. It is mainly because MED exploits closer correlations than other two predictors. Fig. 6 shows hiding capacities (bpp) versus PSNRs of marked images with L from 0 to 8 for all tested images. Compared with Kim's and Luo's, Kim's performs worst, especially on Aerial and Bridge as shown in Figs 6(c) and 6(f). This is due to that the method uses mod operation for preventing overflow/underflow. In the mod operation, if the pixel is out of [0, 255], value will be changed with nearly 255, and then quality of marked image is decreased much.
III. EXPERIMENTAL RESULTS AND DISCUSSION
Proposed+MED performs best for six tested images. Although in some condition, PSNRs of Luo's are higher for same embedding capacity compared with proposed+MED. For example, when L=0, quality of marked image of Luo's is better than that of proposed+MED for Lena as shown in Fig.  6(a) . It is because the number of prediction errors of proposed+MED around zero histogram bin is less than that of Luo's. However, when L is increased, proposed+MED is superior. Proposed+Mean and proposed+JPEG performs in a similar way, although are not as good as proposed+MED. When capacity is low, such as Lena, Airplane and Tiffany as shown in Fig. 6(a), Fig. 6(b) and Fig. 6(d) , quality and hiding capacity of Luo's are better compared with proposed+Mean and proposed+JPEG. But when capacity is getting higher, performance of Luo's is degraded. For instance, when hiding capacity is 0.75bpp for Lena, PSNR of proposed+Mean and proposed+JPEG is higher than that of Luo's as shown in Fig.  6(a) . The reason is that although prediction errors are not mainly around zero bins, average of prediction errors is much less than that of interpolation errors. Thus, it denotes proposed three schemes perform well for high hiding capacity. Experimental results support that the proposed three schemes have low distortion for high hiding capacities compared with existing reversible data hiding methods. Prediction error performs better for high hiding capability compared with interpolation errors. Moreover, MED is the best predictor in the proposed schemes.
IV. CONCLUSION
Three prediction errors based schemes using histogram shifting are presented in this paper. Prediction errors are computed using predictors to build histogram bins, and then histograms are shifted and modified to hide data. The proposed method only needs to transmit side information of L and one bit for whether the location map exists or not. Experimental results demonstrate that the prediction error based data hiding method performs better for high hiding capacity compared with existing data hiding methods. Moreover, proposed+MED is the best among three proposed schemes, and it proves MED is the best predictor. 
