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Работа посвящена развитию метода пирамид в приложении к решению системы уравнений Максвелла 
во временной области посредством конечных разностей (FDTD) и его реализации на графическом про-
цессоре. Применение этого метода позволяет снять ограничение на объем памяти графического вычис-
лительного устройства, существенное для FDTD. 
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Введение 
Метод разностного решения уравнений Максвелла во временной области (FDTD) [1] ши-
роко используется в современных исследованиях при моделировании: распространения 
излучения [2], материалов с новыми свойствами [3], взаимодействия излучения с биоло-
гическими объектами [4] и во многих других приложениях.  
Популярность метода обусловлена методической наглядностью (основан на замене про-
изводных разностными отношениями), обширностью сферы применения (строгая теория 
дифракции) и обилием готовых программных реализаций (множество коммерческих и 
свободно распространяемых пакетов для различных архитектур и операционных систем). 
Платой за универсальность являются высокие системные требования (к быстродействию 
процессора и объему оперативной памяти), в силу которых разработанный полвека назад 
метод начал активно применяться в вычислительной практике только сейчас.  
Сталкиваясь с известными трудностями ("кремниевый тупик") развитие аппаратной базы 
вычислительной техники в последнее десятилетие связывается не с наращиванием такто-
вой частоты процессоров, а со специализированными архитектурными решениями, поз-
воляющими значительно увеличить быстродействие операций определенного типа. 
Наиболее заметные успехи в этом направлении достигнуты при развитии архитектуры 
графических процессоров (GPU) и соответствующих программных инструментов (CUDA 
[5], OpenCL [6]), позволяющих многократно ускорить действия с векторами и матрица-
ми. 
Современные реализации FDTD-метода на GPU [7, 8], в основе которых лежит операция 
вычитания матриц, характеризуются повышением производительности на порядок по 
сравнению с вычислениями на центральном процессоре. Однако, ограниченный объем 
видеопамяти (2-6 Гб. по сравнению с 4-32 Гб. оперативной памяти) не позволяет в пол-
ной мере использовать преимущество GPU в быстродействии. 
Преодоление упомянутого ограничения представляется авторам весьма актуальной зада-
чей. Для ее решения в настоящей работе предлагается применить метод пирамид 
[9,10,11], основанный на снижении интенсивности коммуникаций между оперативной и 
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видеопамятью за счет дублирования арифметических операций (в частности, FDTD-
метода). 
1. Программная реализация FDTD-метода 
Рассмотрим распространение плоской волны в трехмерной области свободного про-
странства, ограниченной поглощающими слоями CPML [1]. Для чего будем рассматри-
вать уравнения Максвелла и разностную схему Yee для них [1], решение сеточных урав-
нений которой и является средством моделирования. 
Зададим сеточную область размером 256 256 256   отсчетов по пространству, ширину по-
глощающего слоя выберем равной 11 отсчетам. Для размещения такой задачи в памяти 
видеокарты необходимо 467 Мб.  
Применим метод пирамид с одномерной декомпозицией [12] и проведем разбиение ис-
ходной сеточной области по одному выбранному направлению. Ниже приведен автор-
ский код на CUDA C, описывающий алгоритм Yee из [1]: 
__host__ void raschetGPU_pyramid_1d() 
{ 
... 
//Число запускаемых блоков 
int SIZEx = ((Imax-1)%BLOCK_DIMx==0) ? (Imax-1)/BLOCK_DIMx : (Imax-
1)/BLOCK_DIMx+1; 
int SIZEy = ((Jmax-1)%BLOCK_DIMy==0) ? (Jmax-1)/BLOCK_DIMy : (Jmax-
1)/BLOCK_DIMy+1; 
dim3 gridSize = dim3(SIZEx,SIZEy, 1); 
dim3 blockSize = dim3(BLOCK_DIMx,BLOCK_DIMy, BLOCK_DIMz); 
 
create_temp_fields();//Копирование пересекаю- //щихся областей во временный 
буфер 
 int countPyramidsK = ceil((Kmax-1) / (pyramidBaseLengthK + 0.0f));  
 // Число пирамид  
 int currentTime = 1;//Текущий временной шаг 
 int timeOfPass =((nmax)%PASS==0)? nmax/PASS : nmax/PASS+1; 
// Число проходов  
//Цикл по проходам  
for (int pass = 1; pass <= PASS; pass++) 
{ 
int currentBaseLengthK; //ширина по верх-//него основания текущей пирамиды 
int leftOffsetK; //ширина левого перекрытия // нижнего основания пира-
миды  
int rightOffsetK; //ширина правого перекры- 
//тия нижнего основания пирамиды 
int fullBaseLengthK;    //ширина нижнего //основания текущей пирамиды 
int leftPyramidBorderK; //индекс левой грани- 
//цы основания пирамиды 
int rightPyramidBorderK;//индекс правой гра-//ницы основания пирамиды  
int durationOfTimePass = timeOfPass * pass; //временной шаг, соответствую-
щий окончанию //текущего прохода 
 
//Копируем во временный буфер начальные зна-//чения полей для прохода 
copyFields(...);  
 
//Цикл по пирамидам  
for(int pyramidIdK = 0; pyramidIdK < countPyramidsK; pyramidIdK++) 
{ 
int startPyramidBasePositionK = pyramidIdK * pyramidBaseLengthK; 
//начальный индекс //верхнего основания пирамиды в сетке 
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getOffsets(pyramidIdK, pyramidBaseLengthK, &currentBaseLengthK, 
&leftOffsetK, &rightOffsetK); 
getBorders(currentBaseLengthK, leftOffsetK, rightOffsetK, 
&fullBaseLengthK, &leftPyramidBorderK, &rightPyramidBorderK); 
 





//Цикл по времени внутри прохода  
for (int n = currentTime; n <= durationOfTimePass && n <=nmax; n++) 
{    
//Ядро для пересчета компонент магнитного //поля на GPU  
    kernelH_pyramid1<<<gridSize,blockSize>>>(...); 
cudaEventSynchronize(syncEvent);  














Сеточные подобласти, соответствующие нижним основаниям пирамид и содержащие 
начальные данные для каждого прохода, пересекаются, поэтому перед началом очеред-
ного прохода необходимо скопировать эти области во временный буфер (реализуется 
процедурой create_temp_fields()), чтобы значения не были изменены при копировании из 
видеопамяти значений, рассчитанных при обработке соседней пирамиды. 
2. Постановка вычислительных экспериментов 
Вычислительные эксперименты по определению длительности вычислений проводились 
на видеокарте NVIDIA GeForce GTX 660 Ti (табл. 7) и процессоре Intel Core 2 Duo E8500 
(табл. 8). Исследование велось в операционной системе Ubuntu. 
Исследуя условия эффективности применения метода пирамид проведем серию вычис-
лительных экспериментов, ограничив объем используемой видеопамяти 245 Мб, что поз-
волит построить до 3-х пирамид с разной шириной основания и высотой. Целью экспе-
риментов будет определение зависимости ускорения вычислений от данных параметров. 
На рис. 1 приведены результаты измерений длительности вычислений. 
Как показали результаты экспериментов, минимальное время вычислений достигается 
при соблюдении баланса использования памяти устройства и числа пересылок. Это по-
лучается (рис. 1) при использовании пирамид с шириной основания 64 и высотой 20 от-
счетов при общем количестве слоев по времени в 256. При дальнейшем увеличении вы-
соты пирамиды время расчета начинает увеличиваться за счет увеличения объема дубли-
рующихся данных, что иллюстрируется U-образной зависимостью времени вычислений 
от высоты пирамиды. 
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Рис. 1. Зависимость времени расчета y(мс) от высоты x(число отсчетов) пирамиды для различной ширины основания 
Заключение 
Представленная реализация FDTD с использованием метода пирамид позволяет преодо-
леть ограничение на объем памяти графического процессора и использовать преимуще-
ство GPU в быстродействии за счет снижения интенсивности коммуникаций между опе-
ративной и видеопамятью за счет дублирования арифметических операций. 
При реализации вычислений по методу пирамид важно соблюдать баланс между объе-
мом пересылок и задействованным объемом памяти: определяя ширину основания пира-
миды при фиксированной высоте, необходимо выбирать максимально допустимую ши-
рину основания, так как это позволяет более оптимально использовать память устройства 
и сокращает число пересылок. Расчеты, произведенные с использованием пирамид оди-
наковой высоты, имеют близкие значения ускорения, что также подчеркивает значитель-
ность затрат на пересылку данных по сравнению с затратами на непосредственный рас-
чет. 
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