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1．まえがき
頂点(vertex)の集合Ｖ＝｛1,…,､｝とそれらの頂点の対を両端とする無向辺(undirectededge)の集合
ＥｃＶ×Ｖが与えられた時，Ｇ＝(ⅨＥ)を無向グラフという．特に，全ての２頂点間に１つの辺が存在す
る無向グラフを完全グラフという．ｖの部分集合ｖｔｖによる誘導部分グラフＧ(v')＝(v',Ｅｎｖ'×ｖ'）が完全グラフの時，すなわち，Ｗ,ｊＥＶ',ｊ≠ｊに対して(j,ｊ)ＥＥである時，Ｖ'をクリークと呼ぶ．最
大クリーク問題(MaximumCliqueProblem,MCP)3)とは，与えられたグラフＧに含まれるクリークの中
で，頂点数最大のクリークを求める問題である．
ＭＣＰは実用上重要な問題であり，通信ネットワーク，符号理論，並列計算，パターン認識等の分野の基
本問題として頻繁にあらわれる3)．ＭＣｐは組合せ最適化問題の一つであり，Ｎｐ-困難4)である．従って，多
項式時間で厳密解を求めるアルゴリズムは存在しないであろうと考えられている．さらに，ＭＣＰの(近似度の良い)近似解を得ることすらＮＰ完全のクラスに準じるほど困難であることが知られており，その他に
もＭＣＰの難しさを示すネガティブな報告がなされている．
組合せ最適化問題に対する高性能な近似解法の多くは，メタ戦略'8)にもとづくアルゴリズムであり，そ
の基本構成は大域的および局所的な探索処理をバランス良く備えたものである．特に，局所的な探索処理
を担う代表例は局所探索法(LocalSearch,Locallmprovement)であり，多くの組合せ最適化問題に対して
優れた局所探索法が提案されてきた．局所探索法は近傍探索法とも呼ばれ，現在の解の近傍の中から良好
な近傍解への移動を繰り返すものである．
代表的な組合せ最適化問題である巡回セールスマン問題(TravelingSalesmanProblem,TSP)5)に対する
優れた局所探索法として，ＬｉｎとKernighanによる局所探索法'4)が良く知られている．彼らの局所探索法
は，可変深度探索(VariableDepthSearch,VDS)のアイデアにもとづいており，ＴＳＰに対する他の古典的
解法（2-opt局所探索法や3-opt局所探索法等）の探索性能を上回る高性能な局所探索法である．ＴＳＰに対
する近年のメタ戦略アルゴリズムの多くは，彼らの局所探索法を主力的な探索法として導入しており7)，現
在では非常に大規模な問題例へも適用されるに至っている')．ＬｉｎとKernighanによるＶＤＳのアイデアは
彼らによって同時期に適用されたグラフ分割問題'3)をはじめ，最近では他の研究者により，一般化割当問
題19)，バイナリー２次計画問題8,16)や最大多様性問題9,12)等へも波及しつつある．これらの局所探索法
はそれぞれの最適化問題において代表的な近似解法として知られているだけでなく，ＴＳＰの場合と同様に，
メタ戦略アルゴリズムを構成するための主力的な探索法9,12,17)である．
最近我々は,ＭＣＰに対する局所探索法として,ＶＤＳのアイデア13''4)にもとづくハーopt局所探索法(k-optLocalSearch,KLS)'1)を提案し，良好な結果を得た．ＫＬＳは，各反復において，現在のクリーク（解）か
ら複数個の頂点を連鎖的に追加・削除する操作（それぞれＡｄｄ移動，Ｄｒｏｐ移動と呼ぶ）により構成され，
現在の解からそれらの操作によって生成可能な解の集合を改めて近傍と捉えることで，局所探索を行うア
ルゴリズムである．その特長は，比較的大きな近傍を効率良く探索する巧妙な近傍探索処理を施している
にも関わらず，パラメータ値の設定を必要としないシンプルさである．
ＫＬＳの性能を検証するために，第２回DIMACSImplementationChallengeWOrkshop6)で利用された
ベンチマークグラフに適用した結果，そのワークショップで報告されていた最良解と多くのグラフにおいて
同等以上の良質の解の算出に成功した．更に我々は，ＭＣＰに対する高性能なメタ戦略アルゴリズムとして
広く知られている，Marchioriによる遺伝的局所探索法および反復局所探索法'5)，Battitiらによるタブー
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MCP-k-opt-Local-Search(００，ＰＡ,ＯＭｄｅ９Ｃ(pA)）
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ｒｅｐｅａｔ
ｉｆｌＰＡｎＰ|＞Ｏthen ／／AddPhase
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ifmultipleverticeswiththesamemaximumdegreearefbund
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ｅｌｓｅ ／／DropPhase(if{ＰＡｎＰ｝＝Ｏ）
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図１ＭＣＰに対するﾙｰopt局所探索法の擬似コード''）
探索法にもとづくReactiveLocalSearch2)との比較を通して，それらのメタ戦略と同等もしくは平均的に
より高品質の近似解を比較的短時間に算出可能であることを示した．
ＫＬＳはシンプルで高性能な局所探索法であるが，局所探索過程における頂点の追加・削除の手続き(頂
点選択方式）に関しては改良の余地が残されていた．そこで本論文では，新しい頂点選択方式を採用した
KLS(改良法)を示し，従来のKLS(従来法)との比較を通じて，改良法の探索性能を調査する．
2．ＭＣＰに対するh-opt局所探索法と頂点選択方式
本章では，我々が既に提案しているＭＣＰに対するh-opt局所探索法(KLS)について記述する．KLS11）
は，可変深度探索(VDS)13,14)のアイデアにもとづいている．ＶＤＳとは，与えられた解に対して比較的小
さな近傍操作を連鎖的に適用することで到達可能な解の集合を改めて大きな近傍と捉える近傍探索のアイ
デアである．
ＫＬＳは，各反復において，現在のクリーク（解）から複数個の頂点を連鎖的に追加・削除する操作（そ
れぞれAdd移動，Ｄｒｏｐ移動と呼ぶ）により構成され，現在の解からそれらの操作によって生成可能な解の
集合を改めて近傍と捉えることで，局所探索を行うアルゴリズムである．
ＫＬＳの疑似コードを図１に示す．ＫＬＳは外ループ(Linel-18)と内ループ(Line３－１６)の処理を有す
る．以降，外ループに対しては「反復」，内ループについては「繰り返し」と呼び区別する．
まず，本論文で頻出する，図１中の重要な記号および用語を説明する．ｃｃ(')は内ループの繰り返しｌの
時点における解(クリーク)である．ＰＡ(')はＣＯ(1)の全頂点に隣接するＣＯ(')に追加可能な頂点集合
PA(')＝{ｕ:ｕｅ(VICC(1)),(u,j)ｅＥ,VjECC(1)｝
である．
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図２ＣＯＰＡおよび０Ｍの集合の一例
○Ｍ(')は，ＰＡ(1)を若干緩和した１辺不足集合と呼ぶ辺集合
ＣＭ(1)＝{(u,j)：ｕＥｖ）ｊＥｏｃ(!)ん,j)巳Ｅ,(０，j)ＥＥ,VjEcc(1),ｊ≠j｝
である．なお，０Ｍ(')はＣＯ(【)に含まれる１つの頂点ｉＥＣＣ(')だけに辺が存在しない頂点の集合と捉える
ことができる(なお，ＣＯ二○Ｍ)(図2.参照)．de9G(pA(1))はＰＡ(1)により誘導される部分グラフＧ(PA(1)
内の各頂点ＵＥＰＡ(1)の次数である．
2.1ﾙｰopt近傍探索処理
以下では，ＫＬＳの各反復における基本アルゴリズム(h-opt近傍探索処理)について簡潔に説明する．ま
ず，与えられた初期クリーク(初期解)ｃｃ(o)を対象に，Add移動操作およびDrop移動操作を連鎖的に適
用することで到達可能な近傍解の集合ＣＯ(o),…,ＣＯ(胸),…,CCC)を得る(その生成途中では，移動候補頂
点集合Ｐ(Line2)を利用することで，追加または削除された頂点は再び追加．削除されることはない)・その
近傍解の集合から最良解ＣＯ(ん)(１≦A≦r)を選び(Line8)，次の反復の初期クリークＣＯ(0ルーＣＯ(ん)と
する(Linel7)．KLSは，常に実行可能領域を探索空間としており，各反復の初期クリークに応じて，h-opt
近傍のサイズ(上述のｒに対応)が適応的に変動する．
上述のA-opt近傍探索処理は，Add移動操作を施す「Addフェーズ」（Line5-8)とＤｒｏｐフェーズを施
す「Dropフェーズ」（LinelO-13)の二つのフェーズで構成される．以下では，ＡｄｄフェーズおよびＤｍｐ
フェーズのそれぞれの頂点選択方式について記述する．
2.2従来法のＡｄｄ移動頂点選択方式
反復ｔにおいて，初期クリークＣＯ(o)および対応するｐＡ(o)が与えられ，それぞれ|ＣＯ(o)|＞Ｏおよび
pA(o)≠０であったと仮定する（繰り返しカウンタをノー０とする）．ＣＯ(o)からＣＯ(1)を得るための頂
点の移動は，誘導部分グラフＧ(Ｍ(o))内の各頂点の次数de9G(Ⅲ｡))を考慮し，最大次数の頂点ｕを選ぶ．
最大次数の頂点が複数個ある場合には，それらの頂点群からランダムに－つの頂点を選択する．選ばれた頂
点ｕをAdd移動操作によりＣＯ(1)＝ＣＯ((o))Ｕ{u}を得る．その後，ＰＡ(o)等の情報をＰＡ(1)等に更新す
る．なお，A-opt近傍探索処理中では，一つの頂点が移動する度に（つまり，Ａｄｄ移動または後に説明する
Ｄｒｏｐ移動操作が施される度に），関連するＰＡ等の情報（その他，degG(pA)および後に説明する○Ｍ）を
更新する．更新の方法は文献2)に示された方法と同様の更新法を採用する．詳細は文献2)を参照されたい．
Ａｄｄ移動操作を続けると，ＣＯはある繰り返し時点ｌでＡｄｄ移動操作が不可能なクリークＣＯ(!)まで拡
大される．Ａｄｄ移動操作が不可能なクリークになると，Ａｄｄフェーズを終了し，Ｄｒｏｐフェーズに処理が移
行する．内ループのh-opt近傍探索処理では，拡大不可能なクリークＣＯ(')から－つまたは複数の頂点を
Ｄｒｏｐフェーズにて削除することで，より良好な（大きな）クリークの探索を試みる．
2.3従来法のDrop移動頂点選択方式
Ａｄｄフェーズが実施された後の内ループのある繰り返し時点ノで，拡大不可能なクリークＣＯ('）に到達
したと仮定する．この時点で，Ｄｒｏｐ移動操作により，一つの頂点ｕをＣＯ(')から削除する．一つの頂点ｕ
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MCP-k-opt-Local-Search(ＣＯ,ＰＡ,０Ｍ,de9G(pA)）
ｂｅｇｉｎ
ｒｅｐｅａｔ
ｃＣｐ…:＝ｃｃ,、＝ＣＣＰ…,Ｐ:＝｛1,…,〃}’９:＝０，９，…:＝ｏ；
ｒｅｐｅａｔ
ｉｆｌＰＡｎＰｌ＞Ｏthen ／／AddPhase
findavertexuwithmax⑪E{pAnp}{de9G(pAnp池)｝;
ifmultipleverticeswiththesamemaximumdegreearefbund
thenselectonevertexuamongthemrandomly；
ＣＯ:＝ＣＣＵ{Ｕ}’９:＝９＋1,Ｐ:＝ＰＷ）}；
ｉｆ９＞９ｍ｡錘ｔｈｅｎ９ｍＱ工:＝９，Ｃｑｅ３ｔ:＝ＣＯ；
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ｔｈｅｎｓｅｌｅｃｔｏｎｅｖｅｒｔｅｘｕａｍｏｎｇｔｈemrandomly；
ＣＯ:＝ＣCMU}’９:＝９－１，Ｐ:＝ハ{U}；
ifuiscontainedinOCp…ｔｈｅｎＤ:＝ＤＷ}；
endif
updatePA,０Ｍ,andde9c(pAnp)(j),ＶｊＥＰＡｎＰ；
untilＤ＝Ｏ；
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図３新しい頂点選択方式の導入したＭＣＰに対するAD-opt局所探索法の擬似コード
をＣＯ(1)から削除する際，ＣＯ(')から任意に削除するよりも，追加可能集合のサイズ|Ｍ(!+')|をできるだ
け大きくする頂点を削除するのが望ましいことは明白である．この観点から，Ｄｒｏｐフェーズでは，ＣＯ(1)
から削除する－つの頂点Ｕを選ぶ際，ＰＡ('+')のサイズを最大にする頂点りを選ぶ．ＰＡ(J+')のサイズが同
じになる頂点が複数個存在する場合には，それらの頂点群からランダムに－つの頂点を選択する．
2.4新たな頂点選択方式を採用したＫＬＳ
ＫＬＳを改良するために，ＫＬＳのアルゴリズム内部に導入可能な頂点選択方式について検討する．従来法で
は,Add移動操作を適用する際，前述のように，ＰＡ(')からなる誘導部分グラフＧ(PA('))内の各頂点の中で
最大次数をもつ頂点をＣＯ(1)に追加する．局所探索の各反復では，２度以上同じ頂点が移動されることはな
いため，A-opt近傍処理後半では，Ｇ(PA('))に移動することが不可能な頂点が多く含まれる．ＰＡ(Ｉ)に含ま
れる移動可能な頂点(Ｕ:ＵＥＰＡ(1),ＵＥＰ)がＧ(PA(！))内で多くの移動不可能な頂点(Ｕ:ＵｅＰＡ(1),Ｕ伝Ｐ）
と隣接していると，後に拡大されるであろうクリークサイズに悪影響を与えると推測される．この問題を
解決するために，改善法では，Ａｄｄ移動操作を適用する際，移動可能集合Ｐを考慮して，ＰＡ(ＯｎＰから
なる誘導部分グラフＧ(PA(1)ｎＰ)内の各頂点の中で最大次数をもつ頂点をＣＯ(1)に追加する．
現在のクリークＣＯ(1)から一つの頂点Ｕを削除し，－つサイズの小さいクリークを得る際には，ＣＯ(U)に
－つの頂点を追加する場合と同様にＰを考慮して，ＰＡ(!+')ｎＰの個数が最大となる頂点をｃｃから削除
する．
以上を踏まえ，新しい頂点選択方式の導入したＫＬＳの疑似コードを図３に示す．
最大クリーク問題に対する局所探索法と頂点選択方式 117
３．ＫＬＳの性能評価実験
３．１実験方法
頂点選択方式の相違によるＫＬＳの探索性能を調査するために実験を行う．本論文ではＭＣＰの標準的な
ベンチマーク問題としてよく知られるＤＩＭACSベンチマークグラフ(最大頂点数4000,最大辺数5506380）から大規模もしくは厳密解の算出が困難な３７問を対象とする．
一般に局所探索法は，一つの初期解が与えられた時，一つの局所最適解を算出する．従って－回だけの局
所探索法の実行では良好な局所最適解を算出できない場合が多いため，通常，異なる初期解を与え，それぞ
れの初期解からスタートする局所探索法を複数回実行し，得られた最良解を出力する方法が一般に採用さ
れる．このような局所探索法の利用方法は，マルチスタート法と呼ばれ，局所探索法利用における最も単
純かつ古典的な方法の一つである'8)．本実験でも同様に，マルチスタート法を採用する．本実験で実施す
るマルチスタート法の詳細は以下の通りである．与えられたグラフＧ(ⅨＥ)の含まれる１頂点をクリーク
と見なすと，｜ｖｌ(=､)個の異なる初期クリークが生成可能であることから，ｎ個の異なる(質の悪いクリーク)解をそれぞれ初期解としてＫＬＳを実行するマルチスタート法を採用する．従って，マルチスタート法
の１試行あたり，ｎ回のＫＬＳが実行され，ｎ個の局所最適解が得られる．ＫＬＳの純粋な性能を検証するた
めには，マルチスタート法中，既に得られたクリークの情報を後のＫＬＳの実行の際に利用すべきではない
ため，ＫＬＳの各実行はそれぞれ独立させ，得られるｎ個のクリーク群から最良解を出力する．なお，同じ
クリークサイズの最良解が複数得られる場合は，最初に得られる最良解を出力する．マルチスタート法の
試行回数は１００回である．
アルゴリズムはＣによりコード化し，最適化オプション－０２を使用したｇｃｃコンパイラでコンパイルし
た．全ての実験は、ＨＰワークステーションxw6000(Xeon28GHz)上で実行した．
3.2実験結果
結果を表２に示す．表２のGraphの欄には問題名(Name)と第２回DIMACSImplementationChallengeWOrkshopの参加者の最良の結果6)(BR)(*がついたＢＲは最適解値であることが証明されている)を示した．改良法の欄には改良法を組み込んだマルチスタート法の各試行によって得られた最良解値の最大値(Best)，最良解値の平均値(Avg)，最良解の平均値の標準偏差(sdev.)を示した．以降，最良解を得るまでの平均計
算時間(Time(8)，単位は秒)，平均計算時間の標準偏差(sdev.)を示した．
従来法の欄には文献'o)に示された従来法によるマルチスタート法の結果を引用した．ただし，従来法の
平均計算時間は本実験環境に合わせて校正したものである．
従来法の結果と比較すると，改善法はBestの値で３７問題例中３６問に対して，同等もしくはより良い結果
を示した．その内の３問題例に対しては,従来法よりも大きいクリークを算出することができた(brock20Mはサイズが１大きい17,brock400-2はサイズが８大きい33,gen400PO,9-55はサイズが２大きい55)．Bestの値で改善法が従来法よりも悪い結果を示したのはMANN-a81の１問だけであり，改善法が算出したク
リークサイズと従来法が算出したクリークサイズの差は１である
従来法のＡｖｇの値と改善法のＡｖｇの値を比較すると，改善法は３７問題例中３４問に対して，同等もし
くはより良い結果を示した(同じ結果を示したのが23問，より良い結果を示したのが１１問)．Ｃ1000.9,
MANN-a81，gen200-pO､09-44の３問に対しては，従来法の結果の方がより結果であったが，改善法との差
はわずかである．
次に，計算時間に関してふれる．改善法にもとづくマルチスタート法によって最良解を得るまで平均計算
時間は，従来法よりも若干増加する傾向にあるようである．これは改善法が従来法に比べて平均的により
良質な解を算出していることが原因であると推測される．従来法のＡｖｇの値と改善法のＡｖｇの値が同値であった問題例は２３問であり，その２３問に対する両解法の平均計算時間に着目すると，改善法は従来法よ
りも２３問題中１５問に対して良い結果を示した．その他の８問に対しては，従来法の平均計算時間の方が
良い結果を示したが，改善法との差はわずかである．
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表１ＤＩＭACSマシンベンチマーク問題に対するUsertime(ＨＰワークステーションxw6000Xeon28GHz）
r100.5ｒ２００５ｒ３００５ｒ４００､５ｒ500.5
＜0.0010.0600.5203.19010.990
表２ＤＩＭＡＣＳベンチマークグラフに対するＫＬＳの結果
Ｎａｍｅ ＢＲ
ＤＳＪＣ５００５l３
ＤＳＪＣ１ＯＯＯ５１５
Ｃ2０００５l６
Ｃ４０００５１８
ＭＡＮＮ－ａ２７
ＨＡＮＮ２４５
ＭＡＤＵＤＩ且8１
ｈａｍｍｉｎｇ８－４l６
ｈａｍｍｉｎｇｌＯ－４４０
ｋｅ１１ｅｒ４
ｋｅｌ１ｅｒ５
ｋＢ１１Ｂｒ６
4．むすび
我々が既に提案した最大クリーク問題(MCp)に対するﾙｰopt局所探索法(KLS)は可変深度探索法(VDS）
にもとづいており，ＭＣＰに対する他の近似解法と同等以上の探索性能を有する強力な局所探索法である.
KLSの特徴は，比較的大きな近傍を効率良く探索する巧妙な近傍探索処理を施しているにも関わらず，パ
ラメータ値の設定を必要としないシンプルさである．
本論文では，この特徴を維持しながら，ＫＬＳの内部に新しい頂点選択方式の導入し，頂点選択方式の相
違によるＫＬＳの探索性能を調査した．ＤＩＭACSベンチマークグラフを対象に新しい頂点選択方式の導入
したKLS(改善法)を評価した結果，改善法はより高品質な解を比較的短時間に算出可能であることを示し,
その有効性を確認した．
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Wehavealreadyproposedavariabledepthsearchbasedalgorithm,calledA-optlocalsearch(KLS)，
fbrthemaximumcliqueproblemandshownthatKLSoutperfOrmedrecentmetalleuristicalgorithms、
KLSeHicientlyexplorestheA-optneighborhooddefinedasthesetofneighborsthatcanbeobtainedby
asequenceofseveralqddanddrOpmovesthatareadptivelychangedinthefeasiblesearchspacelnthｉｓ
paper，weuseeflicientKLSalgorithmwhichexploresk-optneightborhoodinthesearchspacedeleted
fromalreadymovedverticesComputationalresultsshowthatKLSiscapableoffindinghigh-quality
cliqueswithreasonablerunningtimefbrDIMACSbenchmarkgraphs．
