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This paper presents an algorithm for the Quillen–Suslin Theorem for quotients of poly-
nomial rings by monomial ideals, that is, quotients of the form A = k[x0, . . . , xn]/I,
with I a monomial ideal and k a field. Vorst proved that finitely generated projective
modules over such algebras are free. Given a finitely generated module P , described by
generators and relations, the algorithm tests whether P is projective, in which case it
computes a free basis for P .
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1. Introduction
The Serre Conjecture states that finitely generated projective modules over a polynomial
ring k[x0, . . . , xn] = k[x], with k a field, are free. Serre’s conjecture was proven indepen-
dently by Quillen and Suslin in 1976, and is now known as the Quillen–Suslin Theorem.
A number of algorithms for this theorem have been presented (Fitchas and Galligo, 1990;
Logar and Sturmfels, 1992; Fitchas, 1993).
In terms of linear equations with polynomial coefficients, the Quillen–Suslin Theorem
can be interpreted as follows. Let
M · y = 0
be a system of linear equations with coefficients in k[x]. We obtain a short exact sequence
0 −→ kerM −→ k[x]t M−→ P −→ 0.
If P is projective, then kerM is projective and the theorem implies that kerM has a
free basis. That is, the solution set to the system of linear equations has a free basis.
An algorithm for the Quillen–Suslin Theorem produces such a free basis. In terms of
matrices, the theorem says that any unimodular row over k[x] can be extended to a square
invertible matrix over k[x]. The Quillen–Suslin Theorem has also found applications in
signal processing (Youla and Pickel, 1994) and control theory (Brewer et al., 1986). An
algorithm for the Quillen–Suslin Theorem for coordinate rings of affine toric varieties is
presented in Laubenbacher and Woodburn (1997). These rings are represented as subrings
of polynomial rings.
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This paper presents an algorithm for the Quillen–Suslin Theorem for quotients of poly-
nomial rings with coefficients from a field by monomial ideals. Specifically, we consider
quotients of the form A = k[x]/I, with k a field and I a monomial ideal, and refer to A
as a monomial quotient. Algebras of this form are also known as discrete Hodge algebras.
A monomial quotient A is called square-free if I is a square-free monomial ideal. A proof
of the Quillen–Suslin Theorem for monomial quotients has been given by Vorst (1983),
and our algorithm uses some of his ideas. An alternative proof can be found in Swan
(1992). All algebras discussed are either polynomial rings over a field, or quotients of
these polynomial rings, which allows us to apply the theory of Gro¨bner bases for all nec-
essary calculations (Adams and Loustaunau, 1994; Cox et al., 1997). As a subalgorithm
we use the determination of a free basis for projective modules over k[x], such as the one
provided by Logar and Sturmfels (1992).
Let P be a finitely generated submodule of Am given by µ generators and ν relations.
We represent P as the image of a square matrix M of dimension t = max(µ,m). Observe
that P is free over A if there exist invertible (t× t)-matrices V and U such that
VMU =
(
0 0
0 Is×s
)
,
with s ≤ t and Is×s the identity matrix. Namely, if such V and U exist, then U represents
a base change of At, thus im(MU) = im(M) = P , and a free basis of P consists of the
nonzero columns of the matrix MU .
The following theorem is the main result of this paper.
Theorem 1.1. Let A = k[x]/I be a monomial quotient, with k a field and I a monomial
ideal. Let P be a finitely generated A-module, given as the image of a (t × t)-matrix M
with entries in A. There exists an algorithm that tests whether P is projective, in which
case it computes invertible matrices V , U such that
VMU =
(
0 0
0 Is×s
)
,
with s ≤ t.
The algorithm has as input a square matrix M with im (M) = P . The first step of
the algorithm determines whether P is projective by computing the Fitting ideals Fi of
P . If F0, . . . , Fr−1 are trivial, and Fr = A for some r, then P is projective. If P is not
projective, then the algorithm terminates. The second step of the main algorithm reduces
the problem from the quotient A to a square-free quotient A′ = k[x]/J and a finitely
generated projective A′-module P ′. This step is contained in Section 2. The third step
presents A′ as a pullback of certain quotient rings A1 and A2 of A′ modulo square-free
monomial ideals; that is, the algorithm constructs a cartesian square of the form
A′ i1−→ A1
↓i2 ↓j1
A2
j2→ A
in which A′ ∼= {(a1, a2) ∈ A1 ×A2 | a1 = a2 in A}, and j2 is a split surjection. The
quotient rings are constructed as Stanley–Reisner rings of simplicial complexes. This
construction is contained in Section 3. When applied iteratively to A1 and A2, the con-
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struction terminates after a finite number of steps with a pullback square of polynomial
rings over which we can use one of the existing algorithms to compute free bases for
projective modules. We lift these bases successively to a free basis of P ′ over A′ using
the lifting algorithm presented in Section 4. Using an inductive argument, the proof of
Theorem 1.1 is completed. Section 5 presents a summary of the complete algorithm;
Section 6 demonstrates the algorithm with an example.
As a simple example, let P be the submodule of (k[x, y]/〈xy〉)2 given by the generators
{(1 + x, y − x− 1), (x,−x)}. Then P = im (M), with
M =
(
1 + x x
y − x− 1 −x
)
.
To compute the Fitting ideals of P , we first compute the module of relations of P , which
is generated by the vector (−x, 1+x)t. Then F0(P ) = (0), and F1(P ) = 〈−x, 1 + x〉 = A,
which shows that P is projective, and hence we enter the main algorithm’s first step.
As A is a square-free monomial quotient, the first step of the algorithm is bypassed. In
the second step, A is presented as the Stanley–Reisner ring k[x, y]/I(Σ) of the simplicial
complex Σ = {{x}, {y}} consisting of the two 0-simplices {x} and {y}, and I(Σ) = 〈xy〉,
the ideal generated by all monomials not represented by some simplex of Σ (Stanley,
1983). The algorithm constructs the following cartesian square
k[x, y]/〈xy〉 i1−→ k[x, y]/〈x〉 = A1
i2 ↓ ↓j1
k[x, y]/〈y〉 = A2 j2−→ k[x, y]/〈x, y〉.
The matrix M is projected to M1 and M2 over k[x, y]/〈x〉 ∼= k[y] and k[x, y]/〈y〉 ∼= k[x],
respectively:
M1 =
(
1 0
y − 1 0
)
, M2 =
(
1 + x x
−x− 1 −x
)
.
As both A1 and A2 are polynomial rings, the images of M1 and M2 are free modules.
Using one of the existing algorithms, or by inspection, we can find invertible matrices
V1, U1, V2, U2 with
V1M1U1 =
(
y − 1 −1
2− y 1
)(
1 0
y − 1 0
)(
0 1
−1 1
)
=
(
0 0
0 1
)
,
V2M2U2 =
(−1 −1
2 1
)(
1 + x x
−x− 1 −x
)(
x 1− x
−x− 1 x
)
=
(
0 0
0 1
)
.
The algorithm now patches and lifts the pair (V1, V2) to a matrix V over A, and the pair
(U1, U2) to a matrix U over A as
V =
(
y − 1 −1
2− y 1
)
, U =
(
x 1− 2x
−x− 1 1 + 2x
)
,
with
VMU =
(
0 0
0 1
)
.
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A free basis of the module M consists of the nonzero column of the matrix
MU = V −1
(
0 0
0 1
)
=
(
0 1
0 y − 1
)
.
2. Reduction to the Square-free Case
This section contains an algorithm which reduces the problem of calculating a free
basis for a projective module over a monomial quotient to the square-free case.
Let A = k[x]/I with I = 〈m1, . . . ,ms〉. Consider a monomial m = xa00 xa11 · · ·xann in
k[x]. Define φ by
φ(m) = xb00 x
b1
1 · · ·xbnn ,
where
bj =
{
0 if aj = 0
1 if aj ≥ 1.
The ideal J = 〈φ(m1), . . . , φ(ms)〉 is a square-free monomial ideal with I ⊆ J . Observe
that J =
√
I. (Consider f with fn ∈ I. Then fn = ∑k αkmk for some terms αk, and
since φ(mk)|mk, each term of fn, hence each term of f , is divisible by a φ(mk) for
some k.) Define A′ = k[x]/J .
Proposition 2.1. Let P ′ be the projection of P to A′. Then P is free if P ′ is free.
Furthermore, a free basis for P can be computed from a free basis for P ′.
In terms of matrices, this proposition states the following. Let P = im(M) for a matrix
M over A, and let P ′ be given by im (M ′), where M ′ is the projection of M over A′. If
there exist invertible matrices V ′ and U ′ over A′ with
V ′M ′U ′ =
(
0 0
0 I
)
,
then there exist invertible matrices V and U over A, with
VMU =
(
0 0
0 I
)
.
Using a fixed monomial ordering, compute the unique reduced Gro¨bner bases for I
and J ; we denote these by GBI and GBJ , respectively. Observe that the sets GBI and
GBJ are contained in the sets {m1, . . . ,ms} and {m′1, . . . ,m′s}, respectively, as I and J
are monomial ideals. (See Cox et al. (1997) for details.) The normal form of p ∈ k[x]
with respect to GBI , denoted by pGBI , is the unique remainder of p upon division by
the elements of GBI ; thus pGBI is the sum of those terms of p which are not divisible by
any monomial of GBI ; similarly for GBJ .
Let pi : k[x]/I → k[x]/J be the canonical projection map, and define M ′ to be the
projection of the matrix M under pi. As P ′ = im (M ′) is the projection of a projective
module, P ′ is projective. Let J˜ = kerpi = J/I. As J˜ =
√
I/I, J˜ is a nilpotent ideal of
k[x]/I, a fact that will be used subsequently.
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Lemma 2.2. Let V ′ be an invertible matrix over A′, and let V be the matrix over A
whose (i, j)-entry is the normal form of the (i, j)-entry of V ′. Then V is invertible.
Proof. Let detV ′ = a′, with a′b′ = 1, for some b′ ∈ A′. We lift a′ and b′ to their unique
lifts a and b in k[x] by taking their normal forms with respect to GBJ . As a′ is a unit in
A′ = k[x]/
√
I, we see that a is a unit in A. 2
Proof of Proposition 2.1. Let P be a projective A-module given as im (M), for a
(t × t)-matrix M over A. Suppose that P ′ = im (M ′) is free over A′. Then there exist
invertible (t× t)-matrices V ′ and U ′ over A′ such that
V ′M ′U ′ =
(
0 0
0 Is×s
)
,
with s ≤ t. Let V ′` , U ′`, and M ′` denote the lifts of V ′, U ′ and M ′ over k[x]. Let M` be
the lift of M over k[x]. Observe that M` = M ′`+L, for L a matrix with entries in J . Now
V ′`M`U
′
` = V
′
`M
′
`U
′
` + V
′
`LU
′
` =
(
0 0
0 Is×s
)
+ V ′`LU
′
`,
with the entries of V ′`LU
′
` in J . Denote by V and U the images of V
′
` and U
′
` under the
surjection pi : k[x]→ A. By the above result, we have
VMU =
(
N1 N2
N3 Is×s+N4
)
,
with Ni denoting a matrix with entries in J˜ . Using elementary row and column operations
the matrix VMU can be reduced to a matrix of the form
(
N˜1 0
0 Is×s+N4
)
,
as the diagonal entries of I + N4 are units in A. That is, for products of elementary
matrices E1 and E2, we obtain
E1VMUE2 =
(
N˜1 0
0 Is×s+N4
)
.
Let Q = im (E1VMUE2). Then
Q ∼= N
⊕
As,
with N the A-module generated by the first t− s columns of the matrix above. As P is
projective over A, and the matrices E1, E2, V and U represent automorphisms of At,
the module Q = im(E1VMUE2) is projective over A. This implies that N is a direct
summand of a free A-module. As N is generated by elements with nilpotent components,
this implies that N = 0. Hence the matrix N˜1 = 0, and
Q = im
(
0 0
0 (1 + N4)s×s
)
.
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Now the set of nonzero columns of the matrix
V −1E−11
(
0 0
0 1 + N4
)
is a free basis of the module im (MUE2). As E2 and U represent base changes of At, we
have im (MUE2) = im (M). Therefore, a free basis of P = im (M) consists of this set of
nonzero columns. This completes the proof of Proposition 2.1.2
3. Pullback Structure of Square-free Monomial Quotients
In this section, we describe a construction given in Vorst (1983), which presents a
square-free monomial quotient A as the pullback of two quotient rings. The key observa-
tion underlying the construction of the cartesian square is that A is the Stanley–Reisner
ring of a simplicial complex (Stanley, 1983).
Let ∆n denote the n-simplex on the vertices {x0, . . . , xn}. Consider the simplex σ ∈ ∆n
on a set of vertices {xi0 , . . . , xis} ⊆ {x0, . . . , xn}. Letting σ correspond to the square-
free monomial m = xi0xi1 · · ·xis of k[x0, . . . , xn], we obtain a one-to-one correspondence
between square-free monomials of k[x] and simplices of ∆n.
This yields a one-to-one correspondence between square-free monomial ideals of k[x]
and simplicial subcomplexes of ∆n. Namely, let Σ be a subcomplex of ∆n. Denote by
I(Σ) the ideal generated by those square-free monomials which are represented by a
simplex of ∆n\Σ. Conversely, let I = 〈m1, . . . ,ms〉 be a square-free monomial ideal. Let
Σ be the subcomplex containing all simplices σ ∈ ∆n which are not represented by any
monomial mi. Then I = I(Σ).
Example 3.1. Let A = k[v, w, x, y, z]/〈wz, vyz〉. The ideal I = 〈wz, vyz〉 can be repre-
sented as I(Σ) with Σ generated by the simplices {v, x, z} , {x, y, z} , {v, w, x, y} together
with all their faces.
Before beginning the main construction, we recall the following well-known lemma.
Lemma 3.2. For a ring R and ideals I1 and I2 of R, the square below is cartesian.
R/I1
⋂
I2
i1−→ R/I1
↓i2 ↓j1
R/I2
j2−→ R/(I1 + I2).
We now begin the construction of the cartesian square.
Proposition 3.3. Let Σ be a subcomplex of ∆n which is not a simplex. Then there exists
a vertex xi of ∆n and simplicial subcomplexes Σ3 ⊂ Σ1 ⊂ Σ and Σ3 ⊂ Σ2 ⊂ Σ such that
the square
k[x]/I(Σ) i1→ k[x]/I(Σ1)
↓i2 ↓j1
k[x]/I(Σ2)
j2→ k[x]/I(Σ3),
with all maps canonical projections, is cartesian, and
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(i) Σ3 ⊂ Σ1 ⊂ ∆n−1, with ∆n−1 the (n− 1)-simplex of which xi is not a vertex,
(ii) Σ2 = Cxi(Σ3), the cone on Σ3 with vertex xi,
(iii) j2 is a split surjection.
Proof. Let σ ∈ Σ be a simplex of dimension d. By assumption, d < n. Because n−d ≥ 1,
the simplex σ contains at most n of the n+ 1 vertices x0, . . . , xn. As Σ is not a simplex,
it contains at least one more vertex than does σ. By relabeling variables and vertices, if
necessary, we can assume xn to be the vertex of Σ that is not in σ.
Let ∆n−1 be the simplex on the vertices x0, x1, . . . , xn−1. Define
Σ1 = ∆n−1
⋂
Σ = {σ | σ ∈ Σ and σ is a face of ∆n−1}.
Define Σ2 to be the subcomplex of Σ generated by all simplices of Σ containing the vertex
xn. Lastly, let
Σ3 = ∆n−1
⋂
Σ2.
It is clear that Σ3 ⊂ Σ1 ⊂ ∆n−1.
To prove (ii), let τ be a simplex in Σ3 on the vertices {xi0 , xi1 , . . . , xis}. The cone
Cxn(τ) of τ on the vertex xn is the simplex on the vertices {xi0 , xi1 , . . . , xis , xn}. The
cone of Σ3 on the vertex xn is defined as Cxn(Σ3) = {Cxn(τ) | τ ∈ Σ3}. Let τ ∈ Σ2 be the
simplex on the vertices {xi0 , xi1 , . . . , xis , xn}, and τ ′ its subsimplex on {xi0 , xi1 , . . . , xis}.
As τ ′ ∈ ∆n−1
⋂
Σ2 = Σ3, we have τ ∈ Cxn(Σ3). If xn /∈ τ , then τ ∈ Σ3 ⊂ Cxn(Σ3).
Conversely, let τ ∈ Cxn(Σ3). If xn ∈ τ , then τ ∈ Σ2. If xn /∈ τ , then τ ∈ Σ3 and hence
τ ∈ Σ2.
Before completing the proof of Proposition 3.3, we consider an example.
Example 3.4. Let A = k[v, w, x, y, z]/I(Σ), with Σ as in Example 3.1. The simplex of
highest dimension is ∆3 = {v, w, x, y}, so relabeling is not necessary. Then
Σ1 = 〈{x, y}, {v, w, x}, {v, w, y}, {v, x, y}, {w, x, y}, {v, w, x, y}〉,
Σ2 = 〈{v, x, z}, {x, y, z}〉,
Σ3 = 〈{v}, {x}, {y}〉.
(Here, 〈 〉 denotes the simplicial complex generated by the enclosed simplices.) Observe
that Σ3 ⊂ Σ1 ⊂ ∆3, Σ3 ⊂ Σ2 ⊂ ∆3, and Σ2 = Cz(Σ3), as desired. Also observe that
I1 = I(Σ1) = 〈z〉,
I2 = I(Σ2) = 〈w, vy〉,
I3 = I(Σ3) = 〈w, z, vy〉,
and we have the cartesian square
k[x]/〈wz, vyz〉 i1−→ k[x]/〈z〉 = A1
↓i2 ↓j1
k[x]/〈w, vy〉 = A2 j2−→ k[x]/〈w, z, vy〉.
We now continue with the proof of Proposition 3.3. Observe first that Σ = Σ1
⋃
Σ2. The
ideal I(Σ1
⋃
Σ2) is generated by all monomials represented by a simplex in ∆n\
(
Σ1
⋃
Σ2
)
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= (∆n\Σ1)
⋂
(∆n\Σ2). Thus
I(Σ) = I(Σ1)
⋂
I(Σ2).
Also observe that Σ3 = Σ1
⋂
Σ2. Because I(Σ1
⋂
Σ2) is generated by those monomials
represented by a simplex of ∆n\ (Σ1
⋂
Σ2) = (∆n\Σ1)
⋃
(∆n\Σ2), we have
I(Σ3) = I(Σ1) + I(Σ2).
We rewrite the square using this notation:
k[x]/(I(Σ1)
⋂
I(Σ2))
i1−→ k[x]/I(Σ1)
↓i2 ↓j1
k[x]/I(Σ2)
j2−→ k[x]/(I(Σ1) + I(Σ2)).
That the square is cartesian is a direct consequence of Lemma 3.2.
It remains to show that the map j2 is split surjective. Observe that the inclusion
s : Σ3 ↪→ Σ2 = Cxn(Σ3) and the projection j : Σ2 −→ Σ3 are such that j ◦ s = idΣ3 ,
and j induces j2. The map s induces a splitting s2 of j2. This completes the proof of
Proposition 3.3.2
Note that dim(Σi) < dim(Σ) for i = 1, 2. Therefore, when applied iteratively to A1 and
A2 a finite number of times, the construction terminates with a pullback of polynomial
rings.
Example 3.4. (continued) We have
k[x]/〈wz, vyz〉 = A i1−→ k[x]/〈z〉 = A1
↓i2 ↓j1
k[x]/〈w, vy〉 = A2 j2−→ k[x]/〈w, z, vy〉 = A.
As A1 = k[v, w, x, y], we need only apply the pullback construction to A2. Denote by ∆2
the simplex on the vertices {v, x, y}, and let Σ = 〈{v, x}, {x, y}〉. Then I(Σ) = I2. Observe
that ∆2 is the smallest simplex in which Σ can be embedded. The highest dimensional
simplex of Σ not containing the vertex y is σ = {v, x}. Let ∆1 be the simplex on the
vertices {v, x}. Then we obtain
Σ1 = ∆1
⋂
Σ = 〈{v}, {x}〉,
Σ2 = 〈{x, y}〉,
Σ3 = ∆1
⋂
Σ2 = 〈x〉.
Consequently,
I(Σ1) = 〈w, y〉,
I(Σ2) = 〈v, w〉,
I(Σ3) = 〈v, w, y〉,
yielding the square
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k[x]/〈w, vy〉 = A2 i1−→ k[x]/〈w, y〉
↓i2 ↓j1
k[x]/〈v, w〉 j2−→ k[x]/〈v, w, y〉.
At this point, both the upper right and lower left corners are polynomial rings, and the
construction halts.
4. The Matrix Lifting Algorithm
Let A be a square-free monomial quotient, P a finitely generated projective A-module,
and consider the cartesian square
A
i1−→ A1
↓i2 ↓j1
A2
j2−→ A.
Suppose that the projections P1 and P2 of P under i1 and i2, respectively, are free, and
a free basis of each can be computed. This section presents an algorithm which lifts and
patches the bases of P1 and P2 into a free basis for P .
Lemma 4.1. Consider the cartesian square
k[x]/J1
⋂
J2 = A
i1−→ k[x]/J1 = A1
↓i2 ↓j1
k[x]/J2 = A2
j2−→ A = k[x]/(J1 + J2),
with J1 and J2 square-free monomial ideals, and j2 a split surjection. Let M be a square
matrix over A, and denote by M1 and M2 the projections of M under i1 and i2, re-
spectively. Suppose there exist invertible matrices V1, U1 over A1, and V2, U2 over A2
such that V1M1U1 = I1 and V2M2U2 = I2, with I1 and I2 identity block matrices of
equal dimension. Then one can compute invertible matrices V and U over A such that
VMU = I0, with I0 an identity block matrix over A of the same dimension as I1 and I2.
In terms of modules, this means the following. Let P be the projective module given
by im(M), and let P1 = im(M1), P2 = im(M2) be the projections of P under i1 and i2,
respectively. A free basis for P1 consists of the set of nonzero columns of V −11 I1, and a
free basis for P2 consists of the set of nonzero columns of V −12 I2. Lemma 4.1 states that
these two bases can be patched and lifted into a free basis of P over A. We note that
the free bases of P1 and P2 are of equal rank. The projections of P1 and P2 over A are
free and of the same rank as P1 and P2, respectively. As the projections of P1 and P2 are
isomorphic over A, by virtue of cartesian square properties, the ranks of P1 and P2 are
equal.
Proof. We first lift Vi, Mi and Ui to V ′i , M
′
i , and U
′
i over k[x] by computing normal
forms with respect to GBJi . Let pi : k[x] −→ A, pi2 : k[x] −→ A2, and pi3 : k[x] −→ A be
the canonical projection maps. Decompose the matrices V ′i , M
′
i and U
′
i as
V ′i = Bi + C
′
i, M
′
i = Di + Ei, U
′
i = Fi +G
′
i,
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such that the matrices B1, D1, F1 have entries in J2, matrices B2, D2, F2 have entries
in J1, and matrices C ′i, Ei, G
′
i have entries in the set k[x]\(J1
⋃
J2). Observe that E1
and E2 are the projections of M1 and M2 under j1 and j2, respectively, hence E1 ≡ E2
(mod (J1 + J2)).
Let Ti denote the sum
Ti = BiDiFi +BiDiG′i +BiEiFi +BiEiG
′
i + C
′
iDiFi + C
′
iDiG
′
i + C
′
iEiFi,
and note that V ′iM
′
iU
′
i = Ti + C
′
iEiG
′
i. By assumption, we have
Ti + C ′iEiG
′
i ≡ Ii (mod Ji). (1)
Note that no entries of Bi, Di and Fi contain units. Thus (1) implies
C ′iEiG
′
i ≡ Ii (mod Ji), (2)
and
Ti ≡ 0 (mod Ji). (3)
We compute GBJ1∩J2 . As GBJ1∩J2 ⊂ Ji, (2) and (3) yield
C ′iEiG
′
i ≡ Ii
(
mod
(
J1
⋂
J2
))
(4)
and
Ti ≡ 0
(
mod
(
J1
⋂
J2
))
. (5)
Denote by C1 and G1 the projections of C ′1 and G
′
1 via pi3. The matrices C1 and G1 are the
projections of V1 and U1, respectively, under j1. Both V1 and U1 represent isomorphisms
over A1, hence C1 and G1 are invertible over A. Similarly, C2 and G2 are invertible over
A. The inclusion map s2 : A −→ A2 acts as the identity, and we write C1 = s2(C1) and
G1 = s2(G1).
Denote by
(
C−12
)′
and
(
G−12
)′
the lifts of C−12 andG
−1
2 over k[x]. LetQ = C
′
1
(
C−12
)′
and
P =
(
G−12
)′
G′1. Note that QV
′
2 and U
′
2P are invertible. We show that Q (V
′
2M
′
2U
′
2)P ≡ I2
(mod J2). We have
Q(V ′2M
′
2U
′
2)P = C
′
1(C
−1
2 )
′(V ′2M
′
2U
′
2)(G
−1
2 )
′G′1
= C ′1(C
−1
2 )
′T2(G−12 )
′G′1 + C
′
1(C
−1
2 )
′(C ′2E2G
′
2)(G
−1
2 )
′G′1.
By (3), we see that
Q(V ′2M
′
2U
′
2)P ≡ C ′1(C−12 )′(C ′2E2G′2)(G−12 )′G′1 (mod J2).
Thus
Q(V ′2M
′
2U
′
2)P ≡ C ′1E2G′1 (mod J2),
and, as E1 = E2, we have
Q(V ′2M
′
2U
′
2)P ≡ C ′1E1G′1 (mod J2).
As the projection of the identity block matrix I1under j1 is equal to the projection of I2
under j2, (4) yields that C ′1E1G
′
1 = C
′
2E2G
′
2 over k[x], which implies that
Q(V ′2M
′
2U
′
2)P ≡ C ′2E2G′2 (mod J2).
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Result (2) yields
Q(V ′2M
′
2U
′
2)P ≡ I2 (mod J2),
as desired.
We have
QV ′2 = C
′
1(C
−1
2 )
′(B2 + C ′2) = C
′
1(C
−1
2 )
′B2 + C ′1,
U ′2P = (F2 +G
′
2)(G
−1
2 )
′G′1 = F2(G
−1
2 )
′G′1 +G
′
1.
Denote by Q2 and P2 the projections of QV ′2 and U
′
2P via pi2. Entries of C
′
1(C
−1
2 )
′B2
and F2(G−12 )
′G′1 are in J1, so the projections of Q2 and P2 under j2 are C
′
1 and G
′
1,
respectively. We have
V ′1 = B1 + C
′
1,
Q2 = C ′1(C
−1
2 )
′B2 + C ′1,
and
U ′1 = F1 +G
′
1,
P2 = F2(G−12 )
′G′1 +G
′
1.
Note that the pairs (V ′1 , Q2) and (U
′
1, P2) have equivalent projections under j1 and j2,
respectively. Define the lifts
V ′ = `(V ′1 , Q2V
′
2) = B1 +QV
′
2 ,
U ′ = `(U ′1, U
′
2P2) = F1 + U
′
2P
over k[x]. Then
V ′M ′U ′ = C ′1E1G
′
1 + T1 + T2
+(B1D1F2 +B1D2F1 +B1D2F2 +B1D2G′1 +B1E1F2 +B2D1F1
+B2D1F2 +B2D1G′1 +B2D2F1 +B2E1F1 + C
′
1D1F2 + C
′
1D2F1).
For α a nonzero entry of B1, D1 or F1, and β a nonzero entry of B2, D2 or F2, the
product αβ is an element of J1
⋂
J2. Result (5) yields
V ′M ′U ′ ≡ C ′iEiG′i
(
mod
(
J1
⋂
J2
))
,
and (4) implies that
V ′M ′U ′ ≡ Ii
(
mod
(
J1
⋂
J2
))
.
Let V , U and I0 denote the projections of V ′, U ′ and I1, respectively, under the projection
pi. Then VMU = I0, as desired.
We complete the proof of the lemma by proving that V and U are invertible over
A. By construction, V1 is the projection of V under i1, and Q2 is the projection of V
under i2. Let d = detV . Then by the previous observation, d1 = i1(d) = detV1, and
d2 = i2(d) = detQ2, both of which are units by assumption. Let δ be the lift of d in
k[x]. If δ ∈ J1, then d1 = 0, a contradiction. Similarly, if δ ∈ J2, then d2 = 0. Therefore,
δ ∈ k[x]\(J1
⋃
J2). Let δ1 and δ2 be the lifts of d1 and d2 in k[x]. Observe that δ
GBJi = δi.
As δ ∈ k[x]\(J1
⋃
J2), we have δ = δ
GBJi = δi. Thus δ is a unit in k[x], and its image d
in A is a unit, as desired. A similar argument shows that U is invertible, which completes
the proof of Lemma 4.1.2
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We now complete the proof of Theorem 1.1. Let A = k[x]/I be a square-free monomial
quotient, and P a finitely generated projective A-module, presented as the image of
a square matrix M . Let Σ ⊂ ∆n be the complex such that I(Σ) = I. We proceed by
induction on n, the dimension of the smallest n-simplex ∆n in which Σ can be embedded.
Suppose n = 0. Then A = k[x]/I(Σ), with dim(Σ) = −1 or Σ = ∆0. If Σ is the empty
simplex, then I(Σ) = 〈x0, . . . , xn〉 and A = k. In this case, P ∼= ks for some s, and
elementary row and column operations are used to compute V and U with VMU = I0.
If Σ = ∆0, then I(Σ) = 〈x1, . . . , xn〉 and A = k[x0] is a principal ideal domain. Hence P
is free, and the Smith normal form algorithm is applied to find matrices V and U with
VMU = I0.
Suppose that Σ = ∆m, with m ≤ n. Without loss of generality, let Σ be the simplex
on the vertices {x0, . . . , xm} ⊆ {x0, . . . , xn}. Then I(Σ) = 〈xm+1, . . . , xn〉, and A =
k[x0, . . . , xm]. Using the algorithm in Logar and Sturmfels (1992), a free basis of P can
be computed.
Let A = k[x]/I(Σ) with Σ ⊂ ∆n not a simplex. Consider all quotients of the form
Bj = k[x]/I(Σj), with Σj ⊂ ∆n−1. Let Pj denote the projection of P over Bj , and
assume that a free basis of Pj exists. Using the construction in Section 3, a pullback
diagram of A is constructed, so that A is the pullback of A1 and A2. By construction,
A1 and A2 are quotients of the form Bj . Thus by the induction hypothesis, free bases of
P1 and P2 exist, and using the lifting algorithm of Lemma 4.1, we produce a free basis
of P over A.2
5. The Algorithm
Input: An (m×m)-matrix M over the monomial quotient A = k[x]/I.
Output: If the image of M is not projective, then the algorithm produces empty output.
Otherwise it generates a free basis for the module P = im (M).
Step 1. Compute the Fitting ideals Fi(P ) (Kunz, 1985, p. 103). If Fi = (0) for i =
0, . . . , r−1, and Fr = A, (the latter of which is determined using Gro¨bner basis methods),
then P is projective (Kunz, 1985, p. 121), and the algorithm enters Step 2. Else the
algorithm terminates.
Step 2. Reduce A to a square-free monomial quotient A′ and reduce M to M ′ over A′.
Step 3. Renaming A′ as A, and M ′ as M , use the algorithm in Proposition 3.3 to
decompose A as the pullback of the two quotients A1 = k[x]/J1 and A2 = k[x]/J2 over
A. If A1 and A2 are polynomial rings, then go to Step 4a. Otherwise continue decomposing
A1 and A2, and their pullback components, using Proposition 3.3, until all lower left and
upper right corners of the resulting pullback diagrams consist of polynomial rings. In this
way one obtains a pyramid of pullback diagrams, beginning with the diagram for A at
the top, and ending with pullback diagrams that have polynomial rings in the lower left
and upper right corners.
Step 4. Beginning at the bottom row of the pullback pyramid constructed in Step 3,
and continuing towards the top of the pyramid one row at a time, consider all pullback
diagrams
A −→ A1
↓ ↓
A2 → A,
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in that row, as constructed in Step 3.
Step 4a. If A1 and A2 are polynomial rings, we do the following. Denote the projections
of the matrix M over A1 and A2 by M1 and M2, respectively. Use one of the existing
algorithms for projective modules over polynomial rings to compute invertible matrices
Ui,Vi over Ai, for i = 1, 2, such that
ViMiUi = Ii,
with I1 and I2 identity block matrices. Observe that I1 and I2 have equal rank, as
rank(I1) = rank(I2) is equal to the rank of the image of M as a free module over A.
Applying the algorithm of Lemma 4.1, we obtain matrices U , V over A such that
VMU = I,
where I is an identity block matrix of the same dimension as I1 and I2.
Step 4b. If A1 and A2 are not both polynomial rings, then we do the following. For a
ring Ai which is not a polynomial ring, we have inductively constructed matrices Ui, Vi
over Ai in Step 4a, with
ViMiUi = Ii.
By the same argument as above, I1 and I2 have the same rank, so that we can use the
lifting algorithm of Lemma 4.1 to construct U and V over A with the desired property.
Step 5. Proceeding inductively from the pyramid’s bottom to its top, one row at a time,
we obtain in this way matrices U ′ and V ′ over the original square-free ring A′ at the top
of the pullback pyramid, such that
VM ′U = I,
where M ′ is the original square-free matrix with image the projective module P ′, and I
is an identity block matrix. This gives an explicit isomorphism of P ′ to a free module.
Step 6. Lift the free basis for P ′ over A′ to a free basis for P over the original ring A,
using Proposition 2.1.
6. An Example
Let A = k[v, w, x, y, z]/〈wz, vy2z〉, and let P be given by the generators
g1 = (1− vw − vyz, w + yz, yz2), g2 = (v − v2w, vw + vyz,−z), g3 = (vw,−w, 1).
The syzygy module of P is generated by
k = (−v, 1− vyz, z).
Set
M =
1− vw − vyz v − v2w vww + yz vw + vyz −w
yz2 −z 1
, K =
 −v1− vyz
z
.
We compute the Fitting ideals
F0(P ) = (0), F1(P ) = (0), F2(P ) = 〈−v, 1− vyz, z〉 = 〈1〉,
which shows that P is projective.
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Using the reduction of Section 2, A is reduced to the square-free monomial quotient
A′ = k[v, w, x, y, z]/〈wz, vyz〉, and M is reduced to
M ′ =
1− vw v − v2w vww + yz vw −w
yz2 −z 1
,
with P ′ = im(M ′). Applying the construction of Section 3 to A′ yields the pullback
diagram
k[x]/〈wz, vyz〉 i1−→ k[x]/〈z〉 = A1
↓i2 ↓j1
k[x]/〈w, vy〉 = A2 j2−→ k[x]/〈w, z, vy〉.
The projections P ′1 and P
′
2 of P
′ under i1 and i2 are given by
M ′1 =
1− vw v − v2w vww vw −w
0 0 1
, M ′2 =
 1 v 0yz 0 0
yz2 −z 1
.
As A1 is a polynomial ring, we enter the Logar–Sturmfels algorithm with input A1 and
M ′1. Their algorithm computes matrices
U ′1 =
−v 1 01 0 0
0 0 −1
, V ′1 =
 w −1 + vw −w1 + vw v2w −vw
w −1 + vw −w − 1
,
with
V ′1M
′
1U
′
1 =
0 0 00 1 0
0 0 1
,
as desired.
Applying the cartesian square construction to A2 yields the pullback diagram
k[x]/〈w, vy〉 = A2 i21−→ k[x]/〈w, y〉 = A21
↓i22 ↓j21
k[x]/〈v, w〉 = A22 j22−→ k[x]/〈v, w, y〉 = A2.
The projections P ′21 and P
′
22 of P
′
2 under i21 and i22 are given by the matrices
M ′21 =
1 v 00 0 0
0 −z 1
, M ′22 =
 1 0 0yz 0 0
yz2 −z 1
.
Both A21 and A22 are polynomial rings, so we enter the Logar–Sturmfels algorithm with
inputs A21, M ′21 and A22, M
′
22. Their algorithm generates matrices
U ′21 =
−v 1 01 −z −v
z 0 1
, V ′21 =
 0 1 01 + vz 0 v2
−z2 0 1− vz
,
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with
V ′21M
′
21U
′
21 =
0 0 00 1 0
0 0 1
,
and
U ′22 =
0 1 11 1 0
z 1 + z 0
, V ′22 =
 −yz 1 0−yz − yz2 1 1
1 z −1
,
with
V ′22M
′
22U
′
22 =
0 0 00 1 0
0 0 1
.
Using the lifting algorithm from Section 4, we first compute the lift V ′2 of the pair
(V ′21, V
′
22). The matrices are decomposed as V
′
21 = B21 + C21 and V
′
22 = B22 + C22 with
entries of B21 in J22, entries of B22 in J21, and entries of C2i in the set k[x]\J21
⋃
J22 as
V ′21 =
 0 0 0vz 0 v2
0 0 −vz
+
 0 1 01 0 0
−z2 0 1
,
V ′22 =
 −yz 0 0−yz − yz2 0 0
0 0 0
+
0 1 00 1 1
1 z −1
.
We can view C21 and C22 as matrices with entries in A22 by lifting them via the map
s22. Define
Q = C21C−122 =
 1 0 0−1− z 1 1
z2 + z3 − 1 −z2 + 1 −z2
.
Then
QV ′22 =
 −yz 1 01 0 0
−yz2 − z2 0 1
,
and the projections of V ′21 and QV
′
22 under j21 and j22, respectively, are equal. Define
V ′2 = `(V
′
21, QV
′
22) = B21 +QV
′
22 =
 −yz 1 01 + vz 0 v2
−yz2 − z2 0 1− vz
.
We generate U ′2 by lifting U
′
21 and U
′
22 in a similar manner to compute
U ′2 =
−v 1 01 −z −v
z 0 1
.
Now
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V ′2M
′
2U
′
2 =
0 0 00 1 0
0 0 1
,
and from previous calculations we have
V ′1M
′
1U
′
1 =
0 0 00 1 0
0 0 1
.
Using the same lifting algorithm, we compute the lift V ′ of V ′1 and V
′
2 as
V ′ =
 w + yz −1 + vw −w1 + vz + vw + v2z2 v2w −vw + v3z
w + yz + yz2 + z2 −1 + vw −1− w + vz
,
and the lift U ′ of U ′1 and U
′
2 as
U ′ =
−v 1 01 −z v2z
z 0 −vz − 1
.
Then
V ′M ′U ′ =
0 0 00 1 0
0 0 1
.
The matrices V ′ and U ′ over A′ are lifted to invertible matrices V and U over A by
lifting each entry to its normal form with respect to GBI as
V =
 w + yz −1 + vw −w1 + vz + vw + v2z2 v2w −vw + v3z
w + yz + yz2 + z2 −1 + vw −1− w + vz
,
U =
−v 1 01 −z v2z
z 0 −vz − 1
.
Observe that det(V ) = −1−v3yz3, with v3yz3 a nilpotent element of A = k[v, w, x, y, z]/
〈wz, uy2z〉, and det(U) = 1. We have
VMU =
 0 0 0v2yz + v3yz2 1− vyz − v2yz2 0
vyz2 −vyz3 v3yz3 + 1
,
and
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Z = E32(vyz3)VMUE31(−vyz2)E21(−v2yz − v3yz2)
=
0 0 00 1− vyz − v2yz2 0
0 0 1 + v3yz3
.
The elements 1− vyz − v2yz2 and 1 + v3yz3 are units of A, as both −vyz − v2yz2 and
v3yz3 are nilpotent elements of A. Thus the two nonzero columns of the matrix Z form
a linearly independent set of (k[x]/I)2. As U , E31(−vyz2), and E21(−v2yz − v3yz2) are
base changes of A3, the last two columns of the matrix
V −1
(
E32(vyz3)
)−10 0 00 1− vyz − v2z2y 0
0 0 yz3v3 + 1

form a free basis for im (M) = P . After computing V −1 we obtain
MUE31(−vyz2)E21(−v2yz − v3yz2) =
0 1− vw − vz − vyz v3z − vw0 w + yz − vyz2 w + v3yz2
0 yz2 + z2 −1− vz − v2z2
 .
The last two columns of this matrix form a free basis for the module P .
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