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CHARACTERIZING LOW COPY DNA SIGNAL USING SIMULATED AND 
EXPERIMENTAL DATA 
 
 KELSEY CATHLEEN PETERS 
ABSTRACT 
Sir Alec Jeffreys was the first to describe human identification with 
deoxyribonucleic acid (DNA) in his seminal work in 1985 (1); the result was the birth of 
forensic DNA analysis. Since then, DNA has become the primary substance used to 
conduct human identification testing. Forensic DNA analysis has evolved since the work 
of Jeffreys and now incorporates the analysis of 15 to 24 STR (short tandem repeat) 
locations, or loci (2-4). The simultaneous amplification and subsequent electrophoresis of 
tens of STR polymorphisms results in analysis that are highly discriminating. DNA target 
masses of 0.5 to 2 nanograms (ng) are sufficient to obtain a full STR profile (4); however, 
pertinent information can still be obtained if low copy numbers of DNA are collected from 
the crime scene or evidentiary material (4-9). Despite the sensitivity of polymerase chain 
reaction (PCR) - capillary electrophoresis (CE) based technology, low copy DNA signal 
can be difficult to interpret due to the preponderance of low signal-to-noise ratios. Due to 
the complicated nature of low template signal, optimization of the DNA laboratory process 
such that high-fidelity signal is regularly produced is necessary; studies designed to 
effectively hone in on optimized laboratory conditions are presented herein. 
The STR regions of a set of samples containing 0.0078 ng of DNA were amplified 
for 29 cycles; the amplified fragments were separated using two types of CE platforms: an 
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ABI 3130 Genetic Analyzer and an ABI 3500 Genetic Analyzer. The result is a genetic 
trace, or electropherogram (EPG), comprised of three signal components that include noise, 
artifact, and allele. The EPGs were analyzed using two peak detection software programs. 
In addition, a tool, termed Simulating Evidentiary Electropherograms (SEEIt) (10, 11), was 
utilized to simulate EPG signal obtained when one copy of DNA is processed through the 
forensic pipeline. SEEIt was parameterized to simulate data corresponding to two 
laboratory scenarios: the amplification of a single copy of DNA injected on an ABI 3130 
Genetic Analyzer and on an ABI 3500 Genetic Analyzer. In total, 20,000 allele peaks and 
20,000 noise peaks were generated for each CE platform. Comparison of simulated and 
experimental data was used to elucidate features that are difficult to ascertain by 
experimental work alone. 
The data demonstrate that experimental signal obtained with the ABI 3500 platform 
results in signal that is, on average, a factor of four larger than signal obtained from the 
ABI 3130 platform. When a histogram of the signal is plotted, a multi modal distribution 
is observed. The first mode is hypothesized to be the result of noise, while the second, third, 
etc. modes are the signal obtained when one, two, etc. target DNA molecules are amplified. 
By evaluating the data in this way, full signal resolution between noise and allelic signal is 
visualized. Therefore, this methodology may be used to: 1) optimize post-PCR laboratory 
conditions to obtain excellent resolution between noise and allelic signal; and 2) determine 
an analytical threshold (AT) that results in few false detections and few cases of allelic 
dropout. A χ2 test for independence of the experimental signal in noise positions and the 
experimental signal within allele positions < 12 relative fluorescence units (RFU), i.e. 
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signal in the noise regime, indicate the populations are not independent when sufficient 
signal-to-noise resolution is obtained. Once sufficient resolution is achieved, optimized 
ATs may be acquired by evaluating and minimizing the false negative and false positive 
detection rates. Here, a false negative is defined as the non-detection of an allele and a false 
positive is defined as the detection of noise. An AT of 15 RFU was found to be the optimal 
AT for samples injected on the ABI 3130 for at least 10 seconds (sec) as 99.42% of noise 
peaks did not exceed this critical value while allelic dropout was kept to a minimum, 
36.97%, at this AT. Similarily, in examining signal obtained from the ABI 3500, 99.41% 
and 99.0% of noise fell under an AT of 50 RFU for data analyzed with GeneMapper ID-X 
(GM) and OSIRIS (OS), respectively. Allelic dropout was 36.34% and 36.55% for GM 
and OS, respectively, at this AT. 
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1. Introduction 
1.1. Current DNA Analysis Methods 
 The forensic deoxyribonucleic acid (DNA) analysis pipeline generally consists of 
five steps: 1) extraction; 2) quantification; 3) short tandem repeat (STR) amplification; 4) 
capillary electrophoresis (CE) based separation of the STR fragments; and 5) 
electropherogram (EPG) analysis and interpretation (3, 4, 12-14). DNA can be successfully 
extracted from almost any substrate, such as a cotton swab or clothing (3, 4). Extraction of 
DNA from the cell is accomplished, typically, with Proteinase K digestion followed by 
purification with phenol-chloroform (15, 16), chelating beads (17), or a silica-based 
adsorption/desorption procedure (3, 4, 16). Once extraction of the DNA is complete, it is 
beneficial to determine the quantity of DNA. In fact, the Scientific Working Group on 
DNA Analysis Methods (SWGDAM) (18) and the FBI’s Quality Assurance Standards (19) 
require human-specific DNA quantitation of forensic samples. Quantitative real-time 
polymerase chain reaction (qPCR) is the method by which forensic laboratories meet this 
requirement. A mass of 0.5 to 2 nanograms (ng) of DNA has, traditionally, been 
recommended for STR PCR amplification, though STR signal can be acquired with less 
than 100 picograms (pg) of DNA (4, 5, 9, 20). 
Once the concentration of DNA in the extract is determined, STR amplification 
ensues. Some commercially available forensic kits include Promega’s PowerPlex® PCR 
Amplification Kit (21-26) and Life Technologies’ AmpFlSTR® Identifiler Plus® 
Amplification Kit. Both utilize 15 autosomal loci and the sex-determining locus, 
Amelogenin (AMEL) (27-30). Other multiplexes, designed to amplify > 20 STR loci, have 
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recently been validated for forensic use (25, 28, 31-33). The PCR products are separated 
by CE; the time of elution provides information related to fragment size (3, 4, 34). To 
obtain the allele designation, i.e. the number of STRs at a locus, the fragment size is 
compared to an allelic ladder. The relative fluorescence intensity (relative fluorescence 
units, RFU) is also obtained and corresponds to the amount of amplified product present 
(4, 10). The EPGs are the final product of the pipeline and are compared to the EPG 
obtained from a standard, or person of interest. 
Several artifacts can appear in the EPGs (3, 4, 35, 36), the most prevalent being 
stutter. Stutter is produced by the slippage of either the newly synthesized or template 
strand during the extension phase of PCR (2-4, 37). Slippage of the new strand produces 
stutter that is one repeat unit shorter than the template strand, while slippage of the template 
strand causes amplicons that are one repeat unit longer. Stutter that is one STR repeat unit 
less than the allele is known as N-1, or reverse stutter; stutter strands that are one unit 
longer are known as N+1, or forward stutter (3, 37, 38). Stutter has also been observed at 
two repeats less than the true allele, referred to as N-2, or double back stutters (39). Another 
PCR artifact, known as minus A (–A), can also be detected and is due to inefficient adenine 
nucleotide addition to the PCR fragment. Dissociated fluorophores can elute alongside 
allelic signal and are also a regularly observed artifact. As the signal of stutter and –A can 
be relatively high and can therefore complicate interpretation, filters designed to remove 
artifact signal are applied. 
3 
 
Figure 1. An example electropherogram. At the locus D8S1179, the known genotype is 9, 10; in relation 
to allele 9, allele 8 is in N-1 stutter position and allele 11 is in N+1 stutter position. A small peak one 
base pair (bp) smaller than allele 9 may be –A artifact. At the locus D21S11, the known genotype is 26, 
26; allele 25 is located in N-1 repeat stutter position of allele 26. The perforated line represents the AT. 
Although filter based approaches are easy to implement, they are not satisfactory 
approaches for forensic purposes. For example, in many instances evidentiary items 
contain DNA from two or more contributors. If there is a major and a minor contributor to 
the biological stain, the stutter from the major contributor can mask the presence of an 
allele from a minor contributor (40). This is schematically depicted in Figure 1; at the 
D8S1179 locus, alleles 9 and 10 are the alleles from the major contributor. If the genotype 
of the minor contributor is 8, 11, stutter filters remove the allele 8 as it falls within N-1 
stutter position of allele 9; there is the potential to erroneously infer an 11, 11 genotype for 
the minor contributor. Alternatively, a laboratory may report that the genotype of the minor 
may be an 11 plus any other allele, or probabilistic interpretation may ensue. Regardless of 
the interpretation strategy, it is clear that interpretation is complicated by the presence of 
stutter in a mixture and a filter based approach can cause the loss of pertinent information 
(40). EPG artifacts related to the PCR reaction, described above, can be compounded by 
signal related to CE instrumentation. Instrument noise can also be assigned a peak height 
on the final EPG and can appear in an allele position (38). Bleeding from one spectral 
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channel into another within the instrument, or pull-up, can also occur (38). Although some 
artifacts, such as pull-up or –A, can be easily recognized, noise, the random generation of 
low signal inherent to the instrument and process, is not easily distinguishable from true 
allele signal. As such, many forensic laboratories apply an analytical threshold (AT), which 
is a critical signal value above which there is a low risk of noise detection. 
 With the application of an AT, one runs the risk of losing allelic information. For 
example, in Figure 1, the locus D21S11 depicts the signal obtained when a major 
contributor with a genotype of 26, 26 and a minor contributor with a genotype of 24, 25 is 
processed. Note that allele 25 is also in stutter position of allele 26. If an AT is applied, the 
24 allele at D21S11 would erroneously be filtered from interpretation. The loss of 
information can result in a lower power of discrimination, diminishing the weight of the 
forensic evidence (41).   
1.2. Low copy DNA Interpretation Challenges 
 Measures to improve the signal-to-noise ratio can be implemented in the laboratory. 
For example, the number of PCR cycles can be increased (4, 5, 42). The growth of amplicon 
numbers during PCR can be expressed as an exponential relationship between the starting 
and final copy numbers after n cycles; if the PCR is working well, then the number of 
amplicons is expected to roughly double during each round of PCR (4, 10, 35, 43-45). For 
a given set of PCR and CE conditions, increasing the cycle number by one should 
approximately double the peak height in the EPG (29, 46). In forensic DNA laboratories, 
the PCR cycle numbers typically range between 27 - 32 (26, 30, 47); however, up to 34 
cycles of PCR has been recommended for use in low copy DNA analysis (4, 5, 7, 20).  
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CE instrument sensitivity can also be altered through modification of injection 
conditions or by utilizing updated laser/detection combinations. For example, increasing 
the injection time from 5 seconds (sec) to 10 sec will increase the sensitivity by a factor of 
two (4, 10). With the development of the ABI 3500/3500xL Genetic Analyzer (34, 48), an 
increase in CE instrument sensitivity has also been observed (4, 29, 34, 46, 48, 49). Signal 
obtained from a 5 sec injection on an ABI 3500 has been demonstrated to be roughly double 
the intensity of signal obtained from a 5 sec injection on an ABI 3130 (29, 46). Therefore, 
by updating platforms and doubling the injection time, one can increase the sensitivity four 
fold. Given that minor laboratory modifications can profoundly impact the sensitivity, and 
presumably signal-to-noise ratios, careful evaluation of the entire DNA laboratory process 
is warranted. 
 Improving the signal intensities through small laboratory modifications is helpful 
so long as the DNA template molecule is available for amplification. Previous work has 
shown that sampling effects, rather than detection effects, are the main cause of peak height 
imbalance and can result in the complete dropout of alleles (4, 41, 49-53). In the case of 
complete allelic dropout, the template molecule is not present during amplification; thus, 
the signal is unable to be captured regardless of post-PCR modifications. To decrease the 
rate of allelic dropout caused by sampling effects, modifications to the pre-PCR procedure 
would be required. These include, but are not limited to, utilization of the entire extract 
through direct PCR methods and improving extraction efficiencies (53).  
 Despite pre-PCR sampling effects, optimization of the post-PCR process is still 
required in forensic settings. This work represents a detailed study designed to characterize 
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the resolution of signal from one copy of DNA and noise. This is done in an effort to 
optimize post-PCR laboratory conditions and signal detection thresholds. In particular, 
signal from two distinct CE platforms is compared to simulated data to obtain a thorough 
understanding of the signal and its distribution in the presence and absence of DNA targets. 
The results demonstrate that post-PCR laboratory optimization can be accomplished in a 
step-wise fashion. First, reasonable signal-to-noise resolution is obtained through a careful 
evaluation of data. Once reasonable resolution is obtained, detection error tradeoff (DET) 
analysis at various signal thresholds, ST, can be used to elucidate the ST at which the lowest 
error rate is obtained. This ST can be implemented as the AT in forensic settings. 
2. Methods 
2.1. Generation of a Simulation Model 
Table 1. Locus and Allele Designations used in SEEIt. 
Locus Dye Alleles 
D8S1179 B 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19 
D21S11 B 24, 24.2, 24.3, 25, 25.2, 26, 27, 28, 28.2, 29, 29.2, 29.3, 30, 30.2, 31, 31.2, 32, 
32.2, 33, 33.2, 34, 34.1, 34.2, 35, 35.1, 35.2, 36, 37, 38 
D7S820 B 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 
CSF1PO B 6, 7, 8, 9, 10, 11, 11.3, 12, 13, 14, 15 
D3S1358 G 11, 12, 13, 14, 15, 15.2, 16, 17, 18, 19, 20 
TH01 G 4, 5, 6, 7, 8, 8.3, 9, 9.3, 10, 11, 13.3 
D13S317 G 8, 9, 10, 11, 12, 13, 14, 15 
D16S539 G 5, 8, 9, 10, 11, 12, 13, 14, 15 
D2S1338 G 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28 
D19S433 Y 9, 10, 11, 11.2, 12, 12.2, 13, 13.2, 14, 14.2, 15, 15.2, 16, 16.2, 17, 17.2, 18.2 
vWA Y 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24 
TPOX Y 6, 7, 8, 9, 10, 11, 12, 13 
D18S51 Y 7, 9, 10, 10.2, 11, 12, 13, 13.2, 14, 14.2, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 
26, 27 
D5S818 R 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17 
FGA R 16, 16.1, 17, 17.2, 18, 18.2, 19, 19.2, 20, 20.2, 21, 22, 22.2, 22.3, 23, 23.2, 24, 
24.2, 25, 26, 26.2, 27, 28, 29, 30, 30.2, 31.2, 32.2, 33.2, 42.2, 43.2, 44.2, 45.2, 
46.2, 47.2, 48.2, 50.2, 51.2 
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A model detailing the laboratory process that generates simulated forensic EPGs 
for the autosomal loci consistent with the AmpFlSTR® Identifiler Plus® Amplification Kit 
(30) was fully described in (10) and is utilized throughout the course of this work. A 
summary of the loci and alleles is articulated in Table 1. The model, termed SEEIt for 
Simulated Evidentiary Electropherogram, consists of three modules; a description of each 
is provided in Sections 2.1.1 to 2.1.3. 
2.1.1. Module 1. Quantification, Dilution of Extract, and PCR Set-Up 
Within the forensic processing scheme, a biological sample collected from the 
environment or crime scene is accessioned and submitted for DNA processing. The first 
step is to extract the DNA from the cell. The quantity of DNA is yet unknown; thus, DNA 
quantification is necessary. Quantification is typically assessed using real-time PCR, also 
known as qPCR (54-57). To determine the initial copy number, 𝑇, for each allele, 𝑎, the 
concentration of DNA obtained from qPCR, 𝐷 ng/µL, is converted using 
 𝑇 =  𝐷𝑉𝑡𝑜𝑡 10
3 63⁄ , (1) 
where 𝑉𝑡𝑜𝑡 µL is the total volume of extract (10). Thus, 𝑇 is the total number of initial 
copies of each allele at each locus which will undergo PCR STR amplification, assuming 
no dilutions are performed. 
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2.1.2. Module 2. Polymerase Chain Reaction (PCR) 
 
Figure 2. Causal loop-diagram of the PCR module showing the different variables in the system and 
the ways in which they are related. As the total number allele, stutter 1 (N-1) and stutter 2 (N-2) 
amplicons grows, the amplification efficiency, E, decreases, thereby reducing the number of amplicons 
successfully amplified. Adopted from (10). 
Module 2, as presented in (10) and shown in Figure 2, simulates the STR 
amplification of DNA for each locus presented in Table 1 for the total number of PCR 
cycles, 𝑁𝑃𝐶𝑅. PCR efficiency, 𝐸, is dependent on the total number of amplicons produced 
and decreases exponentially with total amplicon number as described in (10). Since 
degradation of DNA is not modeled and the total amplicon numbers across loci per cycle 
are not expected to vary drastically, a per locus approximation of 𝐸 is taken as a good 
representation of the PCR efficiency during amplification. As detailed in (10), 𝐸 decreases 
as the number of true and stuttered amplicons increases. To determine the stutter slippage 
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success rate, π, of each locus, the average stutter percent was estimated by visual 
inspection. Specifically, π was estimated by comparison of the stutter ratios obtained 
through simulation and the ratios obtained by the manufacturer (28-30). A stutter ratio, 𝑆𝑅, 
is defined as 
 𝑆𝑅 =  𝐻𝑠,𝑙 𝐻𝑎,𝑙⁄  (2) 
where 𝐻𝑠,𝑙 and 𝐻𝑎,𝑙 are the peak height of stutter and allele at a given locus, 𝑙, respectively. 
Table 2. Stutter Slippage Success Rate (π) for each locus of Table 1.  
Locus Dye 
Estimated Average 
Stutter Ratio, SR (28-30) 
Simulated Average 
Stutter Ratio 
Stutter Slippage 
Success Rate, π 
D8S1179 B 7 % 7.5% 0.0055 
D21S11 B 7.5 % 7.6% 0.00575 
D7S820 B 5.5 % 5.7% 0.004 
CSF1PO B 5.5 % 5.7% 0.00425 
D3S1358 G 8.5 % 7.9% 0.0065 
TH01 G 2.8 % 3.4% 0.00125 
D13S317 G 5.5 % 5.5% 0.0035 
D16S539 G 6 % 6.1% 0.0035 
D2S1338 G 8.5 % 8.5% 0.00625 
D19S433 Y 8 % 7.8% 0.00575 
vWA Y 7.5 % 7.5% 0.00575 
TPOX Y 4 % 4.7% 0.0035 
D18S51 Y 9.3 % 9.5% 0.0075 
D5S818 R 5.7 % 5.9% 0.0045 
FGA R 8.5 % 8.6% 0.0075 
 
2.1.3. Module 3. Capillary Electrophoresis and Genotype Assignment 
Alleles are assigned to each amplified target at the end of PCR based upon the 
Caucasian population frequency information available in (30). Signal intensity, i.e. relative 
fluorescence units (RFU), is calculated by multiplying the total copy number at 𝑁𝑃𝐶𝑅, 
𝑇𝑁𝑃𝐶𝑅, by the calibration sensitivity of the CE platform, α3130 or α3500. As described in (10), 
α3130 and α3500 were determined using experimental data produced previously. In short, the 
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signal intensity is plotted against the nominal amplicon number to obtain the estimated rise 
in signal per amplicon. The nominal amplicon number at cycle, c, is approximated using 
 𝑁𝑐 = 𝑁0(1 + 𝐸)
𝑐 (3) 
where 𝑁𝑐 is the number of amplicons produced at cycle c, 𝑁0 is the target, or initial, 
amplicon number, and 𝑐 is the cycle number. PCR efficiency is assumed to be 0.96, which 
corroborates well with data presented in (10), producing 𝑁𝑐 = 𝑁0(1.96)
𝑐. Table 3 is a 
summary of the CE sensitivities utilized in this study. Noise is added to the total allelic 
signal to represent the EPG one would produce in the laboratory. The noise parameters are 
based on the data and analysis described in (39). 
Table 3. CE Sensitivity (𝜶) for each locus found in Table 1 for both the ABI 3130 and ABI 3500 CE 
platforms. 
Locus Dye α3130 α3500 
D8S1179 B 4.0605E-07 1.5708E-06 
D21S11 B 3.2400E-07 1.1428E-06 
D7S820 B 2.3933E-07 8.5585E-07 
CSF1PO B 2.8365E-07 1.0224E-06 
D3S1358 G 4.1140E-07 2.1483E-06 
TH01 G 4.3799E-07 1.9227E-06 
D13S317 G 4.0206E-07 1.7849E-06 
D16S539 G 3.7046E-07 1.6393E-06 
D2S1338 G 2.9463E-07 1.3309E-06 
D19S433 Y 3.4655E-07 1.5699E-06 
vWA Y 3.5678E-07 1.5715E-06 
TPOX Y 2.8197E-07 1.3498E-06 
D18S51 Y 2.7413E-07 1.1629E-06 
D5S818 R 3.1337E-07 1.1963E-06 
FGA R 2.7978E-07 1.0587E-06 
 
2.1.4. Model Integration and Display 
The SEEIt simulation tool includes an interface which allows one to modify input 
variables, found in Table 4, and several outputs. The outputs include, but are not limited 
to, tables displaying the number of DNA amplicons for each allele at every cycle, the 
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genotype designation, and the EPG. In addition, the noise contribution is also tabulated. 
Several other values, such as the number of stutter products produced and the number of 
amplicons aliquoted in the CE for injection, can be accessed within the SEEIt 
implementation. These values are not displayed on the interface, but are stored and are 
accessible.  
Table 4. User Input/Modified Parameters of the SEEIt Model used in this work. 
Parameter Initial Value 
Extract Volume, 𝑉𝑡𝑜𝑡 (µL) 50 
Percent relative standard deviation of DNA concentration, 𝛼𝐷𝑁𝐴 0% 
Initial PCR Efficiency, 𝐸0 0.94 
Nominal volume of CE aliquot, 𝜇𝐶𝐸 (µL) 1 
Allele frequencies, 𝑓𝑎
𝑙 ref (30) 
Nominal volume of DNA into dilution, 𝜇𝑎𝑙𝑖𝑞𝑢𝑜𝑡 (µL) 0 
Nominal volume of buffer, 𝜇𝑏𝑢𝑓𝑓𝑒𝑟 (µL) 0 
Number of serial dilutions 0 
Nominal volume of DNA into PCR, 𝜇𝑎𝑙𝑖𝑞𝑢𝑜𝑡,𝑃𝐶𝑅 (µL) 10 
PCR cycle number, 𝑁𝑃𝐶𝑅 29 
CE Sensitivity, 𝛼 (RFU/amplicon) Table 3 
 
2.2. Generation of Simulated Data 
Using the parameters listed in Table 4, the number of DNA amplicons of both 
alleles of all 15 loci corresponding to the AmpFlSTR® Identifiler® Plus PCR Amplification 
Kit were recorded. The copy numbers and the number of DNA amplicons were converted 
into peak heights using the α values listed in Table 3. The noise contribution of each locus, 
based on Table 5, were also exported and added to the peak height originating from allelic 
signal. A total of 20,000 allele peaks and 20,000 noise peaks for each CE platform were 
simulated in this manner. 
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Table 5. The parameters used during noise simulation for the ABI 3130 and ABI 3500 CE Instruments.  
Locus Dye 𝝁𝒏𝒐𝒊𝒔𝒆,𝟑𝟏𝟑𝟎 𝝈𝒏𝒐𝒊𝒔𝒆,𝟑𝟏𝟑𝟎 𝝁𝒏𝒐𝒊𝒔𝒆,𝟑𝟓𝟎𝟎 𝝈𝒏𝒐𝒊𝒔𝒆,𝟑𝟓𝟎𝟎 
D8S1179 B 3.0971 1.6619 8.9877 7.0789 
D21S11 B 1.7782 3.0194 7.8353 5.9681 
D7S820 B 2.6952 0.9615 7.6306 4.0907 
CSF1PO B 2.5357 2.5367 7.1755 1.9974 
D3S1358 G 3.8657 1.7790 13.6022 7.2596 
TH01 G 3.8833 2.0518 12.7694 7.3201 
D13S317 G 3.8959 2.9400 11.6737 4.1546 
D16S539 G 3.6894 1.6209 12.8205 5.1958 
D2S1338 G 3.8492 1.9667 12.1244 4.0990 
D19S433 Y 6.2601 1.4144 23.4153 8.1546 
vWA Y 6.7660 2.4047 19.8887 9.0849 
TPOX Y 6.7093 2.0012 20.3608 5.0068 
D18S51 Y 6.5737 2.0690 20.4009 4.4394 
D5S818 R 6.8958 2.3207 28.5252 8.3864 
FGA R 6.9179 2.2925 29.4069 9.0146 
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Table 6. OSIRIS parameters which vary from the user manual (58).  and  indicate whether the 
option was selected or not. 
Parameter Value 
Thresholds  
   RFU Limits  
      Analysis Threshold (RFU), Sample 5 
      Detection Threshold (RFU), Sample 5 
      Minimum Interlocus RFU, Sample 5 
      Analysis Threshold (RFU), 6-FAM n/a 
      Analysis Threshold (RFU), VIC n/a 
      Analysis Threshold (RFU), NED n/a 
      Analysis Threshold (RFU), PET n/a 
      Analysis Threshold (RFU), Ladder 75 
      Analysis Threshold (RFU), ILS 75 
   Locus Limits for Samples  
      Fractional Filter n/a 
      Pull-up Fractional Filter 0 
      Maximum Stutter Threshold n/a 
      Adenylation Threshold n/a 
      Minimum heterozygote balance n/a 
Sample Limits  
   Maximum No. of Pullups Peaks per Sample 0 
   Ignore artifacts smaller than: 90 bps 
   Maximum Number of Tri–Allelic Loci in Unmixed Sample 0 
   Enable Test for Excessive Noise  
      Test for Excessive Noise Above Analysis Threshold () or below ()  
   Flag Mixed Samples And Triallelic Loci  
   Rework Options  
      Select Reamp Regular () Versus Reinject ()  
      Recommend Reamp if Laser Off Scale Found  
   Curve Fit Options:  
      Ignore noise analysis in peak detection when above detection threshold  
      Percentage of Standard Noise Threshold for Peak Identification 25 
   Negative Control Options  
      Test for Primer Dimer Peaks in Negative Controls  
      Test for Presence of Sub–Analytic Peaks in Negative Controls  
   Apply Factional Filter To Peaks Below Analysis Threshold (Homozygous Loci)  
   Call Criteria  
      Call Peaks That Are Identified as Adenylation If On-Ladder  
   Do Not Report Heterozygous Imbalance If Sample is Mixture  
   Baseline Analysis Options  
      Normalize Raw Data Relative to Baseline  
         Ignore Effects of Negative Relative Baseline  
            Select Triple Pass Filter ()(Preferred) Or Single Pass Filter ()  
Assignments  
   Off ladder allele(s), D21S11 24.3 
   Off ladder allele(s), D3S1358 18.2 
   Off ladder allele(s), D19S433 10.2 
   Off ladder allele(s), FGA 18.2, 19.2, 21.2, 
22.2, 23.2 
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2.3. Generation of Experimental Data 
2.3.1. Sample Preparation 
 Previously extracted and amplified samples were used. Seven low template target 
amounts (0.25, 0.125, 0.0625, 0.047, 0.0313, 0.0156, 0.0078 ng) of 95 samples of known 
genotype were amplified using the AmpFlSTR® Identifiler® Plus kit (Applied 
Biosystems®, Foster City, CA) (59). Genetic information for the STR loci (Table 1) is 
provided by this kit, as well as the sex-determining locus, AMEL. Fragment separation was 
performed on an ABI 3130 Genetic Analyzer (Applied Biosystems®, Foster City, CA) 
using a 3 kilovolt (kV) injection for 5, 10, and 20 sec and on an ABI 3500 Genetic Analyzer 
(Applied Biosystems®, Foster City, CA) using a 1.2 kV injection for 5, 15, and 25 sec. 
2.3.2. Data Filtering 
 EPGs generated using the ABI 3130 were previously analyzed in GeneMapper® 
ID-X v 1.1.1 (Applied Biosystems®, Foster City, CA) using the Local Southern Method 
(60) with an AT of 1 RFU. Pull-up, complex pull-up, dye blobs, –A, and spikes were 
manually removed. Criteria used to remove these artifacts are detailed below. Genotypes 
tables for downstream analysis were exported as .csv files. 
 EPGs generated using the ABI 3500 were analyzed in GeneMapper® ID-X v 1.2 
(Applied Biosystems®, Foster City, CA) using the Local Southern Method (60) with an AT 
of 1 RFU and in OSIRIS v2.6 (58) where parameters that have been changed from the 
default values listed in the user manual (58) can be found in Table 6. Genotypes tables 
using both peak detection software programs were exported as .csv files. Pull-up, complex 
pull-up, and –A artifacts were removed. Pull-up was defined as a peak which appears in 
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the same position (±0.3 bp) as an allelic peak in another dye channel and has a peak height 
of ≤ 5% of the allelic peak (61). Complex pull-up was defined as a peak with a plateau-like 
shape located between two adjacent allelic peaks in a different dye channel (61); –A was 
defined as a peak one bp shorter (±0.3 bp) than an allelic peak (61). There were no height 
restrictions for complex pull-up and –A artifacts (61). Any observed spikes, or peaks of 
large RFU value that appears in multiple dye channels at the same bp, were also removed. 
2.4. Development of a Visual Basic Applications Tool (SORTIt) 
Table 7. The categorization scheme of SORTIt. Bin positions (from the manufacturer (30)) represent 
common STR alleles within a locus. 
Category SORTIt Description Definition 
1 Known Allele As the samples imported into SORTIt are of a known 
genotype, any signal falling in the genotype position is 
classified as known allele. The known genotype must be 
heterozygous at the given locus to be considered for further 
analysis. 
2 Noise in Bin Position Signal located in bin position that cannot be categorized as 
known allele, N-1 stutter, or N+1 stutter. For purposes of this 
study, N-2 stutter is included in the noise category. 
3 Off Ladder Signal not located in a bin position. 
4 N-1 Repeat Stutter Signal located in N-1 stutter position of a heterozygous allele* 
5 N+1 Repeat Stutter Signal located in N+1 stutter position of a heterozygous allele* 
*Peaks in Categories 1, 4, and 5 that could originate from more than one stutter or stutter and allele were not 
considered during downstream analysis. 
 
 Peak height information was categorized based upon the scheme presented in Table 
7 and known genotype information, which allows the categorization of noise peaks to be 
relatively straightforward. Categorization of stutter and allele is complicated by the fact 
that stutter may overlap with an allele or another stutter. For example, in the case of sample 
with known genotype 18, 20, the signal in the 19 position may contain components from 
forward stutter of 18 and reverse stutter of 20. Therefore, during categorization, signal that 
may stem from a combination of stutters or stutter and allele are not considered. Table 8 
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summarizes the output obtained by SORTIt once categorization is complete; each locus’ 
information is displayed on its own worksheet Microsoft® Excel. 
Table 8. SORTIt Statistical Output. Locus D8S1179 is shown as an example; N-1 and N+1 repeat 
stutter positions are not categorized as Category 2. 
Output Description Example 
Locus/Dye The locus or dye channel of interest. D8S1179 
# of Possible Allele 
Bins 
The number of bins in which signal can fall based upon 
allelic ladder at the locus found in (30). 
12 
# of Heterozygous 
Individuals 
The number of samples where the known genotype is 
heterozygous at the given locus. 
81 
Expected # of Category 
1 Signal 
The number of allele peaks expected to be observed 
assuming no loss of signal. This is found by multiplying the 
number of heterozygous individuals by 2. 
162 
Observed # of Category 
1 Signal 
The number of allele peaks observed in the sample data set. 126 
# of Category 1 Signal 
Not Observed 
The number of allele peaks that were not observed in the 
sample data set as expected. This is calculated by 
subtracting the observed number from the expected number 
of known alleles. 
36 
Percent of Allelic 
Dropout 
The percent of known allelic signal that was not detected. 
This is calculated by dividing the number of known alleles 
that were not detected by the expected number of known 
alleles. 
22.22% 
# of Potential Category 
2 Signal 
The number of allele bins in which noise could potentially 
be observed. This is calculated by subtracting the expected 
number of known alleles and the number of potential N-1 
and N+1 stutter peaks from the product of the number of 
allele bins and the number of heterozygous individuals. 
577 
Observed # of Category 
2 Signal 
The number of noise peaks observed in the sample data set. 99 
# of Empty Category 2 
Positions 
The number of allele bin positions in which noise could 
potentially be observed but was not. 
478 
Percent of Empty 
Category 2 Positions 
The percentage of allele bin positions in which signal was 
not observed. This is calculated by dividing the number of 
empty bin positions by the number of possible noise in bin 
position. 
82.84% 
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Table 9. SORTIt statistical output provided when a signal threshold, ST, is applied. D8S1179 is 
displayed with a critical ST test of 50 RFU. 
Output Description Example 
Application of ST The ST value that was applied. 50 RFU 
# of Known Alleles 
Below ST 
The number of Category 1 signal that are removed when an 
AT of ST is applied. 
107 
# of Known Alleles at 
or Above ST 
The number of Category 1 signal that remain for 
interpretation when ST is applied. 
55 
% of Allelic Dropout 
with Applied ST 
The percentage of allelic dropout observed when ST is 
applied 
66.05% 
# of Noise in Bin 
Position Below ST 
The number of Category 2 signal that would be removed 
when ST is applied. 
99 
# of Noise in Bin 
Position at or Above ST 
The number of Category 2 signal that remains for 
interpretation when ST is applied; this is also known as the 
number of drop-in peaks. 
0 
% of  Observed Noise 
in Bin Position Under 
ST 
The percentage of Category 2 signal that would be removed 
when ST is applied. 
100.00% 
Chi Squared Value With the applied ST, a χ2 test for independence is performed 
to determine whether Category 2 signal under the ST is 
independent from the Category 1 signal observed under ST. 
The calculated χ2 test statistic is provided. 
85.242165 
Is the Distribution 
Independent with 
p<0.05? 
Based on the χ2 statistic presented above, would the two 
signal categories be considered independent from one 
another (p < 0.05). 
Yes 
 
A signal threshold, ST, is applied to the categories with an example provided in 
Table 9. Determination of an optimal AT is of interest to the forensic community since 
much relevance has been placed upon minimizing the false detection of noise. False 
detection is 
 Pr(?̂? ≥ 𝑆𝑇|𝑇0 = 0) ≤ 𝛼 (4) 
where ?̂? is the signal, ST is the signal threshold, and T0 is the initial number of template 
DNA molecules available for PCR (62). If T0 = 0, the signal observed is from noise (39). 
Increasing ST, therefore, decreases the incidence of noise detection. Further, the false non-
detection of signal, often referred to as allelic dropout, is expressed as 
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 Pr(?̂? < 𝑆𝑇|𝑇0 > 0) ≤ 𝛽. (5) 
As with noise, the error associated with false non-detects will depend upon ST. The larger 
the ST, the larger the false negative rate. In forensic DNA applications, historically, an AT 
is applied in order to minimize α. However, with the recent introduction of probabilistic 
genotyping approaches into forensic laboratories, there has been renewed interest in re-
evaluating this methodology such that the total error is minimized (41, 63). 
For the purposes of this study, SORTIt was utilized to examine Category 1 and 
Category 2 signal (Table 7) obtained from five sources: 1) synthetic signal from SEEIt 
parameterized to mimic a 29 cycle, 10 sec 3 kV injection on an ABI 3130; 2) experimental 
signal obtained from 95 samples described in Section 2.3.1 and separated using a 10 sec 3 
kV injection on an ABI 3130; 3) synthetic signal from SEEIt parametrized to mimic a 29 
cycle, 25 sec 1.2 kV injection on an ABI 3500; 4) experimental signal obtained from 95 
samples described in Section 2.3.1 and separated using a 25 sec 1.2 kV injection on an ABI 
3500 and analyzed in GeneMapper ID-X v1.2; 5) experimental signal obtained from 95 
samples described in Section 2.3.1 and separated using a 25 sec 1.2 kV injection on an ABI 
3500 and analyzed in OSIRIS v2.6. Various ST values, ranging from 1 to 50 RFU, were 
used to compute the detection error rates on signal obtained using the ABI 3130. ST values 
ranging from 1 to 105 RFU were implemented on signal obtained using the ABI 3500. The 
ST increased in increments of 5 RFU; both simulated and experimental data were analyzed 
with this methodology. The ST that results in the lowest overall error could be implemented 
as the AT for forensic purposes; the benefits of this validation approach are discussed. 
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3. Results and Discussion 
 The ABI 3130 Genetic Analyzer is currently used in forensic laboratories to 
separate STR amplified product (4). Numerous publications on data generated with this 
instrument are available; of note are publications that demonstrate the sensitivity of the 
technique (23, 25, 28, 29, 36, 46, 64-66). For example, myriad of studies have shown that 
low copy numbers of DNA can be detected using this platform, and that, with the right 
laboratory conditions, the limit of detection of the PCR-CE pipeline is one copy, or target 
molecule, of DNA (5, 6, 8, 9, 20, 42, 65-67). As per the recommendations set forth by the 
SWGDAM (18), application of an AT is recommended in an operations setting. Typically, 
the AT is chosen in order to minimize the risk of falsely labeling noise. Thus, in many 
instances, the AT is set to a level that introduces allelic dropout. Previous work has 
demonstrated there is a tradeoff between the false error rates (41). In (41) the authors 
demonstrate that the sum of false negative and false positives is minimized when a dye-
dependent AT less than 50 RFU is utilized. While the false negative rate decreased with 
AT, the false positive rate increased; interestingly, the false positive rate did not exceed 
0.047 for optimized ATs (41), while the AT of 50 resulted in false negative rates exceeding 
0.205. The lowest target mass utilized in (41) was 0.063 ng, corresponding to 10 copies of 
DNA. Given the recent induction of probabilistic genotyping systems (68, 69), it is of 
interest to develop an optimized laboratory analysis scheme designed to produce high-
fidelity signal. Thus, the development of a simplified and structured validated approach 
based on the findings of (41) and (10) could lead to improved information. As such, this 
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study focused on developing such an approach and confirming its utility across multiple 
CE platforms and software detection systems. 
 In this study, the peak heights of low copy DNA is evaluated for data generated on 
an ABI 3130 using a 10 sec 3 kV injection. First, simulated signal is generated using the 
methods described in Section 2.2. In a similar manner, data generated using alternative 
laboratory settings, a 25 sec 1.2 kV injection on an ABI 3500, were also evaluated. As it 
has been demonstrated that the ABI 3500 is the more sensitive CE platform (29, 46, 48), 
there is interest in evaluating the signal-to-noise ratios of each platform. The same 
amplified products were used to generate the data on both CE platforms, allowing for direct 
comparison between instruments.  
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3.1. Signal Generated Using an ABI 3130 Genetic Analyzer 
3.1.1. Signal Intensity of Single copy DNA and Noise: Simulated Data 
 
Figure 3. Frequency of signal of Category 1 (black) and Category 2 (gray) for locus A) D8S1179, B) 
D3S1358, C) D19S433, and D) D5S818. Data were simulated using SEEIt with one copy per allele per 
locus. The CE Sensitivity (α3130), 𝝁𝒏𝒐𝒊𝒔𝒆, and 𝝈𝒏𝒐𝒊𝒔𝒆
𝟐 , found in Table 3 and Table 5, simulate the 
equivalent of a 10 sec 3 kV injection on an ABI 3130 Genetic Analyzer and analysis in GeneMapper 
ID-X as described in (10). 
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 The distributions of peak heights for the first locus of each dye channel of the 
AmpFlSTR® Identifiler® Plus kit are depicted in Figure 3. The allele and noise signal are 
depicted as black and grey bars, respectively. Qualitatively, Figure 3 shows there are two 
distinct modes and the peaks are relatively well resolved. Further, the noise data exhibits 
right-tailing while the allelic data seem to exhibit a multi modal pattern. The D8S1179 
locus, which is a fragment of DNA approximately 150 bp long tethered to the blue (B) 
fluorophore, 6-FAM™, shows the clearest resolution between noise and allele peaks. The 
green D3S1358 locus results in allelic signal that is similar to the signal obtained for 
D8S1179. Differences emerge for the yellow D19S433 and red D5S818 loci, however, for 
both noise and allelic signal. First, the noise, in general, is larger and more varied for the 
yellow and red loci and is consistent with data from (36, 38, 39). Further, the allele peak 
heights are, in general, lower and more varied. Of note is the clear right tailing at ca. 27 
RFU and ca. 25 RFU for the D19S433 and D5S818 loci, respectively. Table 10 summarizes 
the mode, minimum, and maximum obtained for noise and allele signal for all STR loci. 
The mode trends downward as the dye channel migrates from blue to red, a consequence 
of the lower sensitivities, α3130, obtained for these loci (Table 3). Interestingly, the 
combination of noise, which occurs with a probability of approximately 15% (39), and 
allele peak heights results in some portion of Category 1 peaks with heights composed of 
both noise and allelic signal. Although this is true for all loci, the phenomenon is visually 
apparent in Figure 3C and 3D due to the larger noise values and lower sensitivities. In 
addition, Figure 3 demonstrates that the allele peak height distribution has a left tail. Upon 
closer examination, it was determined that this left tail was due to some portion of alleles 
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that failed to successfully amplify early in the PCR reaction, not necessarily related to the 
production of stutter. As a result, attempts to describe these distributions with simple 
distribution classes were not attempted. 
Table 10. A summary of peak height mode (Mo), minimum (Min), and maximum (Max) for both noise 
and allele distributions of data simulated to be equivalent to a 10 sec 3 kV injection on an ABI 3130 
Genetic Analyzer and analyzed in GeneMapper ID-X. 
Locus Dye Monoise Minnoise Maxnoise Moallele Minallele Maxallele 
D8S1179 B 3 1 15 25 2 41 
D21S11 B 3 1 39 20 2 50 
D7S820 B 3 1 10 15 1 23 
CSF1PO B 3 1 21 18 2 85 
D3S1358 G 3 1 15 25 3 41 
TH01 G 3 1 26 29 2 45 
D13S317 G 3 1 36 25 3 55 
D16S539 G 3 1 17 23 3 36 
D2S1338 G 3 1 16 22 2 40 
D19S433 Y 6 3 13 21 1 33 
vWA Y 6 2 23 22 2 47 
TPOX Y 6 2 22 18 2 34 
D18S51 Y 6 2 25 16 1 40 
D5S818 R 6 2 25 19 1 37 
FGA R 6 2 25 17 2 38 
 
The data acquired through simulation can be used as a means to evaluate detection 
error rates at various ST values. For example, Table 11 demonstrates that if no ST is applied, 
i.e. AT = 1 RFU, then all single-copies that survived the pre-PCR process will be detected; 
that is, the false negative rate is 0. However, at this AT, all of the noise peaks are also 
detected. 
Though probabilistic genotyping systems that model noise are available (68, 70, 
71), others rely upon an application of an AT, carefully chosen to filter noise (69). In these 
instances, an AT = 1 RFU is not desirable and an AT > 1 RFU is necessary. Previous work 
has described the usefulness of what is colloquially termed ‘sub-threshold’ data, but the 
analysis is typically stopped at AT = 30 RFU (63). Table 11, however, indicates that ATs 
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below 30 RFU may be useful in a forensic setting. For example, for the D8S1179 locus, an 
ST = 10 RFU results in a false negative, or allelic dropout rate, of 0.01 while noise detection 
remains small, i.e. 3 x 10-3. At ST = 30 RFU, a substantial portion, 0.98, of the signal 
originating from a single copy of DNA is filtered, resulting in the substantial loss of 
information. Interestingly, the sum of the rate of false negatives and rate of false positives 
(the total error rate) is smallest at an ST far lower than the commonly employed thresholds 
of 50 and 30 RFU (29, 31, 36, 41, 67, 72, 73). This is graphically depicted in Figure 4, 
where the rate of false negatives is plotted against the rate of false positives for several ST 
values (Table 11). However, for DNA targets tagged with yellow and red fluorophores, the 
total error rates do not drop below 0.19, which is mainly the result of a substantial level of 
noise detected at ST = 10 RFU. This suggests that the laboratory parameters used to mimic 
the 29 cycle PCR with the CE sensitivity of a 10 sec 3 kV injection on an ABI 3130 may 
be insufficient to adequately resolve the noise and allele signals for yellow and red 
channels. If fuller resolution between these signals is desired, increasing the cycle number 
to 30 or the injection time to 20 sec will produce the desired effect. 
This work demonstrates that simulation of the entire laboratory process can be a 
valuable tool as a multitude of laboratory scenarios can be tested without the need to 
produce thousands of costly samples.  
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Table 11. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the AmpFlSTR® Identifiler™ Plus PCR Amplification Kit for a given ST 
(RFU) applied to data that simulate the equivalent of a 10 sec 3 kV injection on the ABI 3130 Genetic 
Analyzer and analyzed in GeneMapper ID-X. Error (∑) is minimized at the shaded ST value(s), which 
can be implemented as an AT. 
Locus Dye RFU 1 5 10 15 20 25 30 35 40 45 50 
D8S1179 B False - 0 5E-4 0.01 0.07 0.18 0.60 0.98 1.00 1.00 1 1  
 False + 1 0.18 3E-3 5E-5 0 0 0 0 0 0 0  
 ∑ 1 0.18 0.01 0.07 0.18 0.60 0.98 1.00 1.00 1 1 
D21S11 B False - 0 6E-4 0.03 0.14 0.63 0.99 1.00 1.00 1.00 1.00 1.00  
 False + 1.00 0.26 0.02 0.00 0.00 0.00 1E-4 5E-5 0 0 0  
 ∑ 1.00 0.26 0.05 0.14 0.63 0.99 1.00 1.00 1.00 1.00 1.00 
D7S820 B False - 0 0.01 0.08 0.54 0.99 1 1 1 1 1 1  
 False + 1 0.03 5E-5 0 0 0 0 0 0 0 0  
 ∑ 1 0.04 0.08 0.54 0.99 1 1 1 1 1 1 
CSF1PO B False - 0 2E-3 0.05 0.22 0.94 0.99 1.00 1.00 1.00 1.00 1.00  
 False + 1 0.23 0.01 1E-3 5E-5 0 0 0 0 0 0  
 ∑ 1 0.24 0.07 0.22 0.94 0.99 1.00 1.00 1.00 1.00 1.00 
D3S1358 G False - 0 5E-4 0.01 0.07 0.18 0.59 0.97 1.00 1.00 1 1  
 False + 1 0.27 0.01 5E-5 0 0 0 0 0 0 0  
 ∑ 1 0.27 0.02 0.07 0.18 0.59 0.97 1.00 1.00 1 1 
TH01 G False - 0 4E-4 4E-3 0.04 0.10 0.27 0.82 0.99 1.00 1.00 1  
 False + 1 0.30 0.01 7E-4 1E-4 5E-5 0 0 0 0 0  
 ∑ 1 0.30 0.02 0.04 0.10 0.27 0.82 0.99 1.00 1.00 1 
D13S317 G False - 0 2E-4 0.01 0.07 0.16 0.55 0.97 0.99 1.00 1.00 1.00  
 False + 1.00 0.35 0.04 0.00 0.00 0.00 0.00 0.00 0 0 0  
 ∑ 1.00 0.35 0.05 0.07 0.17 0.55 0.97 0.99 1.00 1.00 1.00 
D16S539 G False - 0 4E-4 0.01 0.07 0.23 0.83 0.99 1.00 1 1 1  
 False + 1 0.23 4E-3 2E-4 0 0 0 0 0 0 0  
 ∑ 1 0.24 0.01 0.07 0.23 0.83 0.99 1.00 1 1 1 
D2S1338 G False - 0 8E-4 0.02 0.09 0.29 0.90 0.99 1.00 1.00 1 1  
 False + 1 0.28 0.01 0.00 0 0 0 0 0 0 0  
 ∑ 1 0.28 0.03 0.09 0.29 0.90 0.99 1.00 1.00 1 1 
D19S433 Y False - 0 7E-4 0.02 0.09 0.39 0.90 0.99 1 1 1 1  
 False + 1 0.91 0.02 0 0 0 0 0 0 0 0  
 ∑ 1 0.91 0.03 0.09 0.39 0.90 0.99 1 1 1 1 
vWA Y False - 0 7E-4 0.02 0.09 0.33 0.89 0.97 1.00 1.00 1.00 1  
 False + 1 0.85 0.12 0.01 0.00 0 0 0 0 0 0  
 ∑ 1 0.85 0.14 0.10 0.33 0.89 0.97 1.00 1.00 1.00 1 
TPOX Y False - 0 2E-3 0.05 0.20 0.87 0.96 1.00 1 1 1 1  
 False + 1 0.88 0.08 0.00 0.00 0 0 0 0 0 0  
 ∑ 1 0.88 0.14 0.20 0.87 0.96 1.00 1 1 1 1 
D18S51 Y False - 0 3E-3 0.06 0.30 0.89 0.98 1.00 1.00 1.00 1 1  
 False + 1 0.86 0.09 0.00 0.00 0.00 0 0 0 0 0  
 ∑ 1 0.86 0.15 0.31 0.89 0.98 1.00 1.00 1.00 1 1 
D5S818 R False - 0 1E-3 0.03 0.13 0.64 0.92 0.99 1.00 1 1 1  
 False + 1 0.85 0.12 0.01 0.00 0.00 0 0 0 0 0  
 ∑ 1 0.86 0.15 0.14 0.64 0.92 0.99 1.00 1 1 1 
FGA R False - 0 3E-3 0.07 0.27 0.88 0.97 1.00 1.00 1 1 1  
 False + 1 0.87 0.12 0.01 0.00 0.00 0 0 0 0 0  
 ∑ 1 0.88 0.19 0.28 0.88 0.97 1.00 1.00 1 1 1 
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Figure 4. The proportion of false negative against false positive for a given ST (RFU) for locus A) 
D8S1179, B) D3S1358, C) D19S433, and D) D5S818. Data were simulated to be the equivalent of a 10 
sec 3 kV injection on the ABI 3130 Genetic Analyzer with analysis in GeneMapper ID-X. False negative 
and false positive rates can be found in Table 11. 
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3.1.2. Experimental Signal of Low copy DNA 
 
Figure 5. Frequency of signal of Category 1 (black) and Category 2 (gray) for locus A) D8S1179, B) 
D3S1358, C) D19S433, and D) D5S818 for experimental data. To highlight the spread of Category 1 
and Category 2 signal and the potential to resolve the categories from one another, a portion of the 
histogram was enhanced. Data were obtained when 0.0078 ng of DNA was amplified for 29 cycles. 
Fragment separation was performed using a 10 sec 3 kV injection on an ABI 3130 Genetic Analyzer 
with analysis in GeneMapper ID-X v1.1.1. 
 Profiles of known genotype and 0.0078 ng target mass were used to demonstrate 
the spread of peak heights of allelic signal from low copy DNA amplified using the 
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AmpFlSTR® Identifiler Plus® Amplification Kit at 29 cycles; the mass of one diploid copy 
is approximately 0.0063 ng (74). Fragment separation was performed using a 10 sec 3 kV 
injection on an ABI 3130 Genetic Analyzer. Figure 5 demonstrates the resulting histograms 
of Category 1 and Category 2 signal. The loci of the blue and green dye channels 
(D8S1179, D21S11, D7S820, CSF1PO, D3S1358, TH01, D13S317, D16S539, and 
D2S1338) exhibit a multi modal pattern. The loci of the yellow and red dye channels 
(D19S433, vWA, TPOX, D18S51, D5S818, and FGA) do not clearly exhibit this multi 
modal distribution. 
The signal in Category 1, depicted as black bars in Figure 5, shows there is a group 
of signal between 1 and 7 RFU, a gap from 8 to 16 RFU, and then signal ≥ 17 RFU at the 
blue D8S1179 locus. Allelic dropout events are due to two processes: 1) the DNA copy is 
present and was amplified, but insufficient copy numbers were produced to pass the 
detection barrier of the instrument; or 2) the copy was not present in the PCR tube and was, 
therefore, not available for amplification. Assuming the post-PCR parameters were chosen 
such that the effects of the former are mitigated, allelic dropout would result from the latter. 
Further, if CE sensitivity is large and the noise to signal peaks are resolved, then the first 
group of Category 1 signal may be the result of noise effects alone. To test if the first mode 
of the allelic signal is independent from Category 2, i.e. noise, the χ2 test for independence 
is employed. The χ2 results demonstrate that for 14 of 15 loci, the two distributions are not 
independent (p < 0.05), corroborating the findings from simulation. That is, with these 
laboratory conditions, reasonable resolution between noise and signal is achieved. In 
particular, the noise signal would exhibit peak heights < 15 RFU while the allelic signal 
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will have peak heights > 15 RFU. Again, improved resolution may be achieved with 
optimized laboratory parameters. 
Table 12 details the sum of false negatives and false positives, or error, for several 
ST values. Correspondingly, Figure 6 summarizes the rate of false negatives against the 
rate of false positives where the ideal AT is located in the lower left hand corner, 
minimizing both false negatives and false positives. Of note is the observation that the false 
negative rate obtained from the experimental data (Figure 6 and Table 12) is significantly 
larger than the false negative rates obtained during simulation (Figure 4 and Table 11). 
This is expected; in the case of experimental samples, the rate of false negatives is caused 
by sampling and detection effects. As described in (10) and (75), the root cause of full 
dropout is the loss of the copy during pre-PCR processing steps. Careful evaluation of the 
laboratory documentation reveals the extract volume and concentration of the samples 
utilized in this study. In taking 7.8 µL of a 100 µL extract containing 0.001 ng/µL of DNA, 
it would follow that 
 𝑇0 ≅ 𝐵𝑖𝑛 [(
(0.001𝑛𝑔 𝜇𝐿⁄ ∗100 𝜇𝐿)
0.0063 𝑛𝑔 𝜇𝐿⁄
) ,
7.8 𝜇𝐿
100 𝜇𝐿
] (6) 
where 𝑇0 is the initial number of copies of DNA and Bin(n,p) is a binomially distributed 
random variable with n trials and with probability p of success. Assuming 16 copies are 
present in the extract with a total volume of 100 µL, the probability that 𝑇0 = 0 is  
 𝑃(𝐵𝑖𝑛(16, 0.0078) = 0) = 0.27. (7) 
This explicates the increase in the false negative rates found in Table 12 and shown 
in Figure 6 for ST values ranging from 1 RFU to 50 RFU. For example, locus D8S1179 
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results in a false negative, or dropout, rate of 0.22 at an ST = 1 RFU; this is in line with the 
expected allelic dropout rate from sampling effects. Thus, the difference between the two 
false negative rates can be attributed to the simulated data being conditioned on T0 = 1. 
The lowest false negative rate observed with experimental data is 0.19 over all 15 loci at 
ST = 1 RFU as compared to a false negative rate of 0 for simulated signal. On the other 
hand, the rate of false positives is consistent between simulated and experimental data sets. 
As expected, the rate of false positives decreases as ST increases.  
The comparison of allelic dropout rates between data sets demonstrates the utility 
of simulation and shows that deductions from in silico laboratories are useful in cases 
where 1) sufficient numbers of experimental samples are time consuming or costly to 
generate or 2) the EPG signal produced from the laboratory is confounded by signal effects 
from multiple sources. Despite the complication of sampling effects in the experimental 
data, DET analysis indicates the ST that results in the lowest overall error rate is 10 – 15 
RFU and is consistent with the results obtained from simulation. 
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Table 12. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the AmpFlSTR® Identifiler™ Plus PCR Amplification Kit for a given ST 
(RFU) applied to samples generated using a 10 sec 3 kV injection on an ABI 3130 Genetic Analyzer 
and analyzed using GeneMapper v1.1.1. Error (∑) is minimized at the shaded ST value(s), which can 
be implemented as an AT. 
Locus Dye RFU 1 5 10 15 20 25 30 35 40 45 50 
D8S1179 B False - 0.22 0.26 0.28 0.28 0.30 0.44 0.51 0.52 0.54 0.60 0.66  
 False + 0.17 0.04 0.00 0 0 0 0 0 0 0 0  
 ∑ 0.39 0.30 0.29 0.28 0.30 0.44 0.51 0.52 0.54 0.60 0.66 
D21S11 B False - 0.26 0.31 0.34 0.36 0.42 0.52 0.59 0.60 0.63 0.72 0.78  
 False + 0.15 0.01 0 0 0 0 0 0 0 0 0  
 ∑ 0.41 0.33 0.34 0.36 0.42 0.52 0.59 0.60 0.63 0.72 0.78 
D7S820 B False - 0.36 0.41 0.42 0.44 0.52 0.58 0.61 0.66 0.74 0.79 0.83  
 False + 0.25 0.04 0 0 0 0 0 0 0 0 0  
 ∑ 0.61 0.44 0.42 0.44 0.52 0.58 0.61 0.66 0.74 0.79 0.83 
CSF1PO B False - 0.40 0.43 0.47 0.49 0.49 0.56 0.64 0.70 0.75 0.79 0.83  
 False + 0.16 0.02 0 0 0 0 0 0 0 0 0  
 ∑ 0.56 0.45 0.47 0.49 0.49 0.56 0.64 0.70 0.75 0.79 0.83 
D3S1358 G False - 0.24 0.26 0.27 0.29 0.30 0.35 0.44 0.49 0.53 0.55 0.64  
 False + 0.19 0.07 0 0 0 0 0 0 0 0 0  
 ∑ 0.43 0.34 0.28 0.29 0.30 0.35 0.44 0.49 0.53 0.55 0.64 
TH01 G False - 0.28 0.28 0.29 0.31 0.32 0.34 0.40 0.44 0.49 0.52 0.57  
 False + 0.19 0.08 0 0 0 0 0 0 0 0 0  
 ∑ 0.47 0.36 0.29 0.31 0.32 0.34 0.40 0.44 0.49 0.52 0.57 
D13S317 G False - 0.36 0.40 0.44 0.45 0.46 0.48 0.51 0.57 0.60 0.62 0.65  
 False + 0.21 0.07 0 0 0 0 0 0 0 0 0  
 ∑ 0.57 0.48 0.44 0.45 0.46 0.48 0.51 0.57 0.60 0.62 0.65 
D16S539 G False - 0.32 0.35 0.40 0.40 0.41 0.42 0.52 0.59 0.62 0.65 0.66  
 False + 0.27 0.11 0 0 0 0 0 0 0 0 0  
 ∑ 0.59 0.46 0.40 0.40 0.41 0.42 0.52 0.59 0.62 0.65 0.66 
D2S1338 G False - 0.33 0.36 0.39 0.40 0.43 0.46 0.51 0.56 0.57 0.59 0.62  
 False + 0.13 0.05 0 0 0 0 0 0 0 0 0  
 ∑ 0.46 0.40 0.39 0.40 0.43 0.46 0.51 0.56 0.57 0.59 0.62 
D19S433 Y False - 0.29 0.29 0.33 0.34 0.36 0.46 0.50 0.55 0.62 0.68 0.72  
 False + 0.14 0.13 0.03 0.00 0 0 0 0 0 0 0  
 ∑ 0.43 0.42 0.36 0.35 0.36 0.46 0.50 0.55 0.62 0.68 0.72 
vWA Y False - 0.30 0.30 0.33 0.33 0.34 0.37 0.48 0.51 0.54 0.61 0.68  
 False + 0.16 0.15 0.02 0 0 0 0 0 0 0 0  
 ∑ 0.46 0.45 0.34 0.33 0.34 0.37 0.48 0.51 0.54 0.61 0.68 
TPOX Y False - 0.31 0.34 0.37 0.38 0.42 0.50 0.55 0.57 0.62 0.69 0.74  
 False + 0.19 0.18 0.02 0 0 0 0 0 0 0 0  
 ∑ 0.51 0.51 0.39 0.38 0.42 0.50 0.55 0.57 0.62 0.69 0.74 
D18S51 Y False - 0.36 0.37 0.42 0.43 0.46 0.52 0.58 0.60 0.62 0.67 0.75  
 False + 0.19 0.16 0.02 0.00 0 0 0 0 0 0 0  
 ∑ 0.54 0.53 0.44 0.43 0.46 0.52 0.58 0.60 0.62 0.67 0.75 
D5S818 R False - 0.19 0.19 0.22 0.24 0.31 0.42 0.49 0.54 0.59 0.67 0.72  
 False + 0.12 0.12 0.04 0.00 0.00 0.00 0 0 0 0 0  
 ∑ 0.31 0.31 0.26 0.24 0.31 0.43 0.49 0.54 0.59 0.67 0.72 
FGA R False - 0.33 0.33 0.37 0.39 0.43 0.52 0.58 0.62 0.71 0.78 0.81  
 False + 0.14 0.13 0.03 0.00 0 0 0 0 0 0 0  
 ∑ 0.47 0.46 0.40 0.39 0.43 0.52 0.58 0.62 0.71 0.78 0.81 
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Figure 6. The proportion of false negative against false positive for a given ST (RFU) for locus A) 
D8S1179, B) D3S1358, C) D19S433, and D) D5S818. Data were obtained when 0.0078 ng of DNA was 
amplified for 29 cycles. Fragment separation was achieved using a 10 sec 3 kV injection on the ABI 
3130 Genetic Analyzer and analyzed in GeneMapper ID-X v1.1.1. False negative and false positive 
rates can be found in Table 12. 
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3.2. Signal Generated Using an ABI 3500 Genetic Analyzer 
3.2.1. Signal Intensity of Single copy DNA and Noise: Simulated Data 
 
Figure 7. Frequency of signal of Category 1 (black) and Category 2 (gray) for locus A) D8S1179, B) 
D3S1358, C) D19S433, and D) D5S818. Data were simulated using SEEIt with one copy per allele per 
locus. The CE Sensitivity (α3500), 𝝁𝒏𝒐𝒊𝒔𝒆, and 𝝈𝒏𝒐𝒊𝒔𝒆
𝟐 , found in Table 3 and Table 5, simulate the 
equivalent of a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer and analysis in GeneMapepr 
ID-X as described in (10). 
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 Figure 7 shows the distributions of peak heights for the first locus of each dye 
channel of the AmpFlSTR® Identifiler Plus® Amplification Kit. The allele and noise signal 
are depicted as black and grey bars, respectively. Qualitatively, Figure 7 demonstrates that 
there are two distinct modes and the distributions are relatively well resolved. As 
anticipated, the noise data exhibits a right tail while the allelic data seems to take on a multi 
modal pattern. Again, the D8S1179 locus exhibits the clearest resolution between noise 
and allele peaks. Peak resolution decreases when transitioning from the green to yellow to 
red dye channels. Not only does the noise distribution shift right and widen, the allele 
distribution shifts left and exhibits a more pronounced right tail. As described elsewhere 
(36, 38, 39), the noise is larger and more varied for the yellow and red fluorescently-tagged 
loci. Table 13 details the mode, minimum, and maximum peak heights for all loci of the 
AmpFlSTR® Identifiler Plus® Amplification Kit. In general, the mode of the allele peak 
heights decreases from blue to green to yellow to red. As described in Section 3.1.1, signal 
in allele positions can be solely from allelic signal or from a combination of allelic and 
noise signal. Similarly observed in the ABI 3130 data, the combination of allelic and noise 
signal found at 100 - 135 RFU and 90 - 120 RFU for the yellow and red channels, 
respectively, is more pronounced than the blue and green channels, as shown in Figure 7C 
and 7D. This is a result of the higher noise values in the yellow and red channels. In 
addition, the left tail seen in Figure 7 was confirmed to be a consequence of a missed 
amplification early in the PCR process. Therefore, single copy peak height distributions 
cannot be classified with a simple distribution class. As such, the false negative and false 
positive rates were evaluated directly. 
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Table 13. A summary of peak height mode (Mo), minimum (Min), and maximum (Max) for both noise 
and allele distributions of data simulated to be equivalent to a 25 sec 1.2 kV injection on an ABI 3500 
Genetic Analyzer and analyzed in GeneMapper ID-X. 
Locus Dye Monoise Minnoise Maxnoise Moallele Minallele Maxallele 
D8S1179 B 5 1 80 99 12 173 
D21S11 B 4 1 85 72 3 136 
D7S820 B 5 1 51 54 6 99 
CSF1PO B 9 3 22 66 8 83 
D3S1358 G 9 1 69 132 6 186 
TH01 G 8 1 92 126 13 185 
D13S317 G 10 3 45 114 13 150 
D16S539 G 10 3 49 105 11 141 
D2S1338 G 11 4 44 102 9 145 
D19S433 Y 19 6 71 96 12 164 
vWA Y 15 4 103 99 11 169 
TPOX Y 19 8 48 87 4 130 
D18S51 Y 20 9 44 69 7 114 
D5S818 R 25 10 80 75 5 144 
FGA R 27 9 109 63 4 141 
 
 In comparing Table 10 and Table 13, it is clear that there is an increase in 
sensitivity. This corroborates the findings of (48) and (46) who also demonstrate that the 
ABI 3500 is twice as sensitive as the ABI 3130; the increase of sensitivity observed herein 
is approximately four fold. This may be due to a number of factors, including a more 
sensitive laser-detector pair or the use of a 25 sec injection rather than the manufacturers’ 
recommended 15 sec (30). Although there is improved sensitivity between instruments, the 
increase is seen in both the allelic signal and noise, suggesting that the resolution between 
signal and noise may not be much improved. 
To test this, the false negatives and false positive rates for ST values up to 105 RFU 
were calculated. Due to the increased sensitivity of the new platform, laboratories using an 
ABI 3500 typically employ larger ATs, which may range from 100 to 175 RFU (25, 29, 
31, 48). These large ATs are utilized in an effort to mitigate false noise detection. The data 
presented here indicates there may be useful information below such ATs. The authors in 
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(31) demonstrated that more allelic signal was obtained using a threshold of 50 RFU as 
opposed to 100 RFU for samples amplified with GlobalFiler™ PCR Amplification Kit and 
separated using a 15 sec 1.2 kV injection on an ABI 3500. However, a false positive rate 
of 0.0068 was decreased to 0.0028 when the threshold was raised to 100 RFU. The false 
positive rate at 100 RFU observed in this study is lower than that observed in (31), with 
the highest false positive rate of 5 x 10-5 at 100 RFU. While an ST of 100 RFU minimizes 
the rate of false positives, the rate of false negatives is considerably higher, with nearly 
100% of allelic signal, if not all, being filtered out at the D7S820, CSF1PO, and D18S51 
loci. Figure 8 further demonstrates the relationship between the false positive and false 
negative rates for single copy simulated signal using DET curves. The data suggest that the 
laboratory parameters used, i.e. 29 cycles and the sensitivities corresponding to a 25 sec 
1.2 kV injection on an ABI 3500, is sufficient to resolve most noise and allelic signal.  
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Table 14. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the Identifiler™ Plus PCR Amplification Kit for a given ST (RFU) applied to 
data that simulate the equivalent of a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer and 
analysis in GeneMapper ID-X. Error (∑) is minimized at the shaded ST value(s), which can be 
implemented as an AT. 
Locus Dye RFU 1 5 10 15 20 25 30 35 40 45 50 
D8S1179 B False - 0 0 0 2E-4 7E-4 2E-3 4E-3 0.01 0.01 0.02 0.04  
 False + 1 0.76 0.34 0.14 0.06 0.03 0.02 0.01 0.01 3E-3 2E-3  
 ∑ 1 0.76 0.34 0.14 0.07 0.03 0.02 0.02 0.02 0.03 0.05 
D21S11 B False - 0 0 0.00 0.00 0.00 0.01 0.02 0.04 0.07 0.08 0.11  
 False + 1 0.70 0.26 0.10 0.04 0.02 0.01 4E-3 2E-3 7E-4 2E-4  
 ∑ 1 0.70 0.26 0.10 0.04 0.02 0.02 0.04 0.07 0.08 0.12 
D7S820 B False - 0 0 3E-4 3E-3 0.01 0.02 0.06 0.08 0.13 0.23 0.42  
 False + 1 0.78 0.24 0.06 0.01 4E-3 1E-3 4E-4 2E-4 1E-4 5E-5  
 ∑ 1 0.78 0.24 0.06 0.02 0.02 0.06 0.09 0.13 0.23 0.42 
CSF1PO B False - 0 0 1E-4 1E-3 4E-3 0.01 0.02 0.06 0.08 0.11 0.17  
 False + 1 0.95 0.09 1E-3 5E-5 0 0 0 0 0 0  
 ∑ 1 0.95 0.09 3E-3 0.00 0.01 0.02 0.06 0.08 0.11 0.17 
D3S1358 G False - 0 0 5E-5 1E-4 4E-4 6E-4 1E-3 3E-3 4E-3 0.01 0.01  
 False + 1 0.97 0.63 0.30 0.13 0.06 0.02 0.01 4E-3 2E-3 1E-3  
 ∑ 1 0.97 0.63 0.30 0.13 0.06 0.03 0.01 0.01 0.01 0.01 
TH01 G False - 0 0 0 1E-4 2E-4 4E-4 1E-3 3E-3 3E-3 5E-3 0.01  
 False + 1 0.95 0.60 0.30 0.14 0.07 0.03 0.02 0.01 5E-3 3E-3  
 ∑ 1 0.95 0.60 0.30 0.14 0.07 0.03 0.02 0.01 0.01 0.01 
D13S317 G False - 0 0 0 1E-4 4E-4 1E-3 3E-3 0.00 0.01 0.01 0.02  
 False + 1 1.00 0.65 0.19 0.04 0.01 1E-3 0.00 0.00 0.00 0  
 ∑ 1 1.00 0.65 0.19 0.04 0.01 4E-3 0.00 0.01 0.01 0.02 
D16S539 G False - 0 0 0 2E-4 4E-4 1E-3 4E-3 0.01 0.01 0.02 0.03  
 False + 1 0.99 0.71 0.28 0.09 0.02 0.01 2E-3 0.00 0.00 0  
 ∑ 1 0.99 0.71 0.28 0.09 0.03 0.01 0.01 0.01 0.02 0.03 
D2S1338 G False - 0 0 5E-5 3E-4 8E-4 2E-3 4E-3 0.01 0.01 0.02 0.04  
 False + 1 1.00 0.70 0.21 0.04 0.01 1E-3 3E-4 5E-5 0 0  
 ∑ 1 1.00 0.70 0.21 0.04 0.01 5E-3 0.01 0.01 0.02 0.04 
D19S433 Y False - 0 0 0 2E-4 7E-4 2E-3 4E-3 0.01 0.01 0.02 0.04  
 False + 1 1 0.99 0.88 0.62 0.35 0.18 0.08 0.04 0.02 0.01  
 ∑ 1 1 0.99 0.88 0.63 0.36 0.18 0.09 0.05 0.04 0.05 
vWA Y False - 0 0 0 3E-4 1E-3 2E-3 5E-3 0.01 0.01 0.02 0.04  
 False + 1 1.00 0.95 0.73 0.46 0.26 0.14 0.07 0.04 0.02 0.01  
 ∑ 1 1.00 0.95 0.73 0.46 0.27 0.14 0.08 0.05 0.04 0.05 
TPOX Y False - 0 5E-5 5E-5 5E-4 1E-3 4E-3 0.01 0.01 0.02 0.05 0.06  
 False + 1 1 1.00 0.90 0.52 0.18 0.04 0.01 2E-3 3E-4 0  
 ∑ 1 1.00 1.00 0.90 0.52 0.18 0.05 0.02 0.02 0.05 0.06 
D18S51 Y False - 0 0 3E-4 8E-4 4E-3 0.01 0.02 0.04 0.07 0.08 0.11  
 False + 1 1 1 0.95 0.54 0.14 0.02 0.00 0.00 0 0  
 ∑ 1 1 1.00 0.95 0.54 0.14 0.04 0.04 0.07 0.08 0.11 
D5S818 R False - 0 0 2E-4 9E-4 3E-3 0.01 0.01 0.02 0.05 0.07 0.09  
 False + 1 1 1 0.99 0.88 0.64 0.38 0.19 0.09 0.04 0.02  
 ∑ 1 1 1.00 0.99 0.88 0.65 0.39 0.22 0.14 0.11 0.10 
FGA R False - 0 0 3E-4 1E-3 5E-3 0.01 0.02 0.06 0.07 0.10 0.17  
 False + 1 1 1.00 0.99 0.89 0.68 0.43 0.24 0.12 0.06 0.03  
 ∑ 1 1 1.00 0.99 0.89 0.69 0.46 0.30 0.20 0.17 0.20 
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Table 15. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the Identifiler™ Plus PCR Amplification Kit for a given ST (RFU) applied to 
data that simulate the equivalent of a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer and 
analyzed in GeneMapper ID-X. Error (∑) is minimized at the shaded ST value(s), which can be 
implemented as an AT. 
Locus Dye RFU 55 60 65 70 75 70 85 90 95 100 105 
D8S1179 B False - 0.07 0.08 0.10 0.12 0.17 0.23 0.31 0.43 0.60 0.79 0.93  
 False + 1E-3 6E-4 1E-4 1E-4 5E-5 5E-5 0 0 0 0 0  
 ∑ 0.07 0.08 0.10 0.12 0.17 0.23 0.31 0.43 0.60 0.79 0.93 
D21S11 B False - 0.18 0.27 0.42 0.65 0.89 0.97 0.99 1.00 1.00 1.00 1.00  
 False + 1E-4 1E-4 1E-4 1E-4 1E-4 1E-4 5E-5 0 0 0 0  
 ∑ 0.18 0.27 0.42 0.65 0.89 0.97 0.99 1.00 1.00 1.00 1.00 
D7S820 B False - 0.73 0.94 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1 1  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.73 0.94 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1 1 
CSF1PO B False - 0.27 0.44 0.71 0.93 0.99 1.00 1 1 1 1 1  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.27 0.44 0.71 0.93 0.99 1.00 1 1 1 1 1 
D3S1358 G False - 0.01 0.02 0.04 0.06 0.07 0.08 0.09 0.11 0.13 0.16 0.20  
 False + 3E-4 1E-4 5E-5 0 0 0 0 0 0 0 0  
 ∑ 0.01 0.02 0.04 0.06 0.07 0.08 0.09 0.11 0.13 0.16 0.20 
TH01 G False - 0.01 0.03 0.04 0.06 0.07 0.08 0.09 0.11 0.15 0.19 0.24  
 False + 1E-3 9E-4 6E-4 4E-4 4E-4 2E-4 2E-4 5E-5 0 0 0  
 ∑ 0.02 0.03 0.04 0.06 0.07 0.08 0.09 0.11 0.15 0.19 0.24 
D13S317 G False - 0.03 0.05 0.07 0.08 0.09 0.11 0.15 0.20 0.25 0.32 0.43  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.03 0.05 0.07 0.08 0.09 0.11 0.15 0.20 0.25 0.32 0.43 
D16S539 G False - 0.05 0.06 0.07 0.09 0.12 0.16 0.22 0.28 0.39 0.53 0.71  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.05 0.06 0.07 0.09 0.12 0.16 0.22 0.28 0.39 0.53 0.71 
D2S1338 G False - 0.06 0.07 0.09 0.11 0.15 0.20 0.26 0.35 0.48 0.65 0.83  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.06 0.07 0.09 0.11 0.15 0.20 0.26 0.35 0.48 0.65 0.83 
D19S433 Y False - 0.06 0.07 0.09 0.12 0.17 0.23 0.31 0.42 0.59 0.76 0.88  
 False + 3E-3 1E-3 5E-4 5E-5 0 0 0 0 0 0 0  
 ∑ 0.07 0.07 0.09 0.12 0.17 0.23 0.31 0.42 0.59 0.76 0.88 
vWA Y False - 0.06 0.07 0.09 0.12 0.17 0.23 0.30 0.43 0.58 0.76 0.89  
 False + 6E-3 3E-3 1E-3 8E-4 3E-4 2E-4 5E-5 5E-5 5E-5 5E-5 0  
 ∑ 0.07 0.08 0.09 0.12 0.17 0.23 0.30 0.43 0.58 0.76 0.89 
TPOX Y False - 0.08 0.10 0.15 0.21 0.29 0.43 0.62 0.81 0.90 0.92 0.95  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.08 0.10 0.15 0.21 0.29 0.43 0.62 0.81 0.90 0.92 0.95 
D18S51 Y False - 0.18 0.27 0.41 0.63 0.83 0.90 0.92 0.96 0.98 1.00 1.00  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.18 0.27 0.41 0.63 0.83 0.90 0.92 0.96 0.98 1.00 1.00 
D5S818 R False - 0.12 0.19 0.27 0.42 0.63 0.82 0.88 0.89 0.91 0.94 0.96  
 False + 6E-3 3E-3 1E-3 3E-4 1E-4 5E-5 0 0 0 0 0  
 ∑ 0.13 0.19 0.27 0.42 0.63 0.82 0.88 0.89 0.91 0.94 0.96 
FGA R False - 0.26 0.43 0.67 0.85 0.87 0.89 0.91 0.94 0.96 0.98 0.99  
 False + 0.01 5E-3 2E-3 1E-3 7E-4 3E-4 1E-4 5E-5 5E-5 5E-5 5E-5  
 ∑ 0.28 0.44 0.68 0.85 0.88 0.89 0.91 0.94 0.96 0.98 0.99 
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Figure 8. The proportion of false negative against false positive for a given ST (RFU) for locus A) 
D8S1179, B) D3S1358, C) D19S433, and D) D5S818. Data were simulated to be the equivalent of a 25 
sec 1.2 kV injection on the ABI 3500 Genetic Analyzer with analysis in GeneMapper ID-X. False 
negative and false positive rates can be found in Table 14 and Table 15. 
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3.2.2. Experimental Signal of Low copy DNA 
 
Figure 9. Frequency of signal of Category 1 (black) and Category 2 (gray) for locus A) D8S1179, B) 
D3S1358, C) D19S433, and D) D5S818 for experimental data. To highlight the spread of Category 1 
and Category 2 signal and the potential to resolve the categories from one another, a portion of the 
histogram was enhanced. For ease of visualization, an outlier peak at 1246 RFU at D19S433 (C) is not 
shown. Data were obtained when 0.0078 ng of DNA, as per qPCR, was amplified for 29 cycles. 
Fragment separation was performed using a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer 
with analysis in GeneMapper ID-X v1.2. 
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The amplified products generated from a target mass of 0.0078 ng were separated 
using a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer and analyzed using both 
GeneMapper ID-X v1.2 (GM) and OSIRIS v2.6 (OS). Figure 9 shows the histograms of 
signal for the first locus of each dye channel when analyzed in GM.  
In examining the signal at D8S1179, there is signal between 1 and 21 RFU, a gap 
from 21 to 51 RFU, and then signal at > 51 RFU. To test if the first mode, or grouping, of 
allelic signal is independent from the noise distribution, the χ2 test for independence was 
employed. The χ2 value demonstrates that, for 14 of 15 loci, the two distributions are not 
independent (p < 0.05); D3S1358 is the exception. The allelic signal of D3S1358 
demonstrates a spread of signal where it is difficult to determine the presence of a gap, 
contrary to other loci. The findings of the χ2 test corroborate those from simulation. In 
general, noise signal, regardless of position, exhibited peak heights < 25 RFU at the locus 
D8S1179, while the allelic signal will have peak heights > 25 RFU. The peak height value 
in which the two signal categories can be distinguished is locus dependent; for example, at 
the locus D5S818, noise signal would have peak heights < 45 RFU, while the allelic signal 
would have peak heights > 45 RFU. Resolution between noise and allelic signal may be 
further improved with optimized laboratory parameters. 
Figure 10 shows the histograms of signal for the first locus of each dye channel for 
Category 1 and Category 2 signal of samples analyzed in OS. Again, the Category 1 data 
exhibit a multi modal pattern in the blue and green loci. In contrast, this pattern is not clear 
in the red dye channel. This can be explained by the increased effect of noise on the 
distribution of allelic signal in these dye channels, as discussed in Section 3.1.2. 
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Differences observed between samples analyzed using GM versus OS are highlighted in 
Section 3.2.3. Poor resolution was obtained for the red and yellow channel when using OS.  
 
Figure 10. Frequency of signal of Category 1 (black) and Category 2 (gray) for locus A) D8S1179, B) 
D3S1358, C) D19S433, and D) D5S818 for experimental data. To highlight the spread of Category 1 
and Category 2 signal and the potential to resolve the categories from one another, a portion of the 
histogram was enhanced. For ease of visualization, peaks of 1071 RFU at D8S1179 (A), 1018 RFU at 
D3S1358 (B), and 1332 RFU at D19S433 (C) are not shown. Data were obtained when 0.0078 ng of 
DNA, as per qPCR, was amplified for 29 cycles. Fragment separation was performed using a 25 sec 
1.2 kV injection on an ABI 3500 Genetic Analyzer with analysis in OSIRIS v2.6. 
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Table 16 and Table 17 detail the sum of false negatives and false positives, or error, 
for ST values up to 105 RFU of samples analyzed in GM; an optimal AT can be defined 
where the frequency of dropout and drop-in are minimized (shaded ST value(s)). This is 
also shown in the lower left hand corner of Figure 11, which details the rate of false 
negatives against the rate of false positives. As described in Section 3.1.2, the stochastic 
sampling effects cannot be ignored in the experimental data. The lowest experimental false 
negative rate observed with an AT = 1 RFU is 0.21 over all 15 loci as compared to a false 
negative rate of 0 for simulated signal, demonstrating the influence of sampling effects. 
The rate of false negatives is relatively consistent between signal obtained using the ABI 
3130 and the ABI 3500, indicating that allelic signal would be observed if the molecule 
survives through the end of PCR amplification. The rate of false positives is consistent 
between dye channels; however, the threshold at which the rate of false positives is equal 
to zero increases from the blue to green to yellow to red dye channels. To reduce drop-in, 
a dye dependent threshold should be utilized, at a minimum.  
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Table 16. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the AmpFlSTR® Identifiler™ Plus PCR Amplification Kit for a given ST 
(RFU) applied to samples generated using a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer 
and analyzed in GeneMapper ID-X v1.2. Error (∑) is minimized at the shaded ST value(s), which can 
be implemented as an AT. 
Locus Dye RFU 1 5 10 15 20 25 30 35 40 45 50 
D8S1179 B False - 0.22 0.22 0.23 0.27 0.27 0.28 0.28 0.28 0.28 0.28 0.28 
  False + 0.10 0.09 0.03 0 0 0 0 0 0 0 0 
  ∑ 0.32 0.31 0.27 0.27 0.27 0.28 0.28 0.28 0.28 0.28 0.28 
D21S11 B False - 0.32 0.32 0.34 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 
  False + 0.11 0.09 0.02 0 0 0 0 0 0 0 0 
  ∑ 0.43 0.41 0.36 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 
D7S820 B False - 0.34 0.34 0.38 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.43 
  False + 0.22 0.20 0.05 0 0 0 0 0 0 0 0 
  ∑ 0.56 0.54 0.43 0.41 0.42 0.42 0.42 0.42 0.42 0.43 0.43 
CSF1PO B False - 0.41 0.41 0.42 0.44 0.45 0.46 0.46 0.48 0.48 0.48 0.48 
  False + 0.14 0.12 0.04 0 0 0 0 0 0 0 0 
  ∑ 0.55 0.53 0.46 0.44 0.46 0.46 0.46 0.48 0.48 0.48 0.48 
D3S1358 G False - 0.21 0.21 0.23 0.23 0.26 0.27 0.27 0.27 0.27 0.27 0.27 
  False + 0.11 0.11 0.09 0.05 0.02 0.01 0.01 0 0 0 0 
  ∑ 0.32 0.32 0.31 0.28 0.28 0.28 0.27 0.28 0.28 0.27 0.27 
TH01 G False - 0.27 0.27 0.27 0.28 0.29 0.29 0.30 0.30 0.30 0.30 0.31 
  False + 0.12 0.12 0.10 0.04 0.01 0 0 0 0 0 0 
  ∑ 0.39 0.39 0.37 0.32 0.30 0.29 0.30 0.30 0.30 0.30 0.31 
D13S317 G False - 0.38 0.38 0.40 0.41 0.42 0.44 0.44 0.44 0.44 0.44 0.45 
  False + 0.17 0.17 0.14 0.06 0.03 0 0 0 0 0 0 
  ∑ 0.55 0.55 0.54 0.47 0.44 0.44 0.44 0.44 0.44 0.44 0.45 
D16S539 G False - 0.34 0.34 0.35 0.35 0.38 0.38 0.39 0.39 0.39 0.39 0.39 
  False + 0.20 0.20 0.15 0.08 0.03 0.01 0 0 0 0 0 
  ∑ 0.54 0.54 0.50 0.43 0.41 0.39 0.39 0.39 0.39 0.39 0.39 
D2S1338 G False - 0.32 0.32 0.33 0.36 0.36 0.36 0.39 0.39 0.39 0.39 0.40 
  False + 0.11 0.11 0.09 0.03 0.01 0 0 0 0 0 0 
  ∑ 0.43 0.43 0.42 0.39 0.37 0.36 0.39 0.39 0.39 0.39 0.40 
D19S433 Y False - 0.30 0.30 0.30 0.30 0.30 0.30 0.33 0.34 0.34 0.34 0.34 
  False + 0.10 0.10 0.10 0.09 0.06 0.05 0.02 0 0 0 0 
  ∑ 0.39 0.39 0.39 0.39 0.36 0.35 0.35 0.34 0.34 0.34 0.34 
vWA Y False - 0.27 0.27 0.27 0.28 0.29 0.30 0.31 0.31 0.32 0.32 0.32 
  False + 0.15 0.15 0.14 0.13 0.09 0.04 0.01 0 0 0 0 
  ∑ 0.42 0.42 0.41 0.41 0.37 0.35 0.33 0.32 0.32 0.32 0.32 
TPOX Y False - 0.33 0.33 0.33 0.33 0.36 0.36 0.37 0.37 0.37 0.37 0.37 
  False + 0.15 0.15 0.15 0.14 0.07 0.04 0.01 0 0 0 0 
  ∑ 0.48 0.48 0.48 0.47 0.43 0.40 0.39 0.37 0.37 0.37 0.37 
D18S51 Y False - 0.37 0.37 0.37 0.38 0.40 0.40 0.41 0.42 0.43 0.43 0.43 
  False + 0.14 0.14 0.14 0.13 0.09 0.04 0.01 0 0 0 0 
  ∑ 0.52 0.52 0.52 0.51 0.49 0.45 0.42 0.43 0.43 0.43 0.43 
D5S818 R False - 0.24 0.24 0.24 0.24 0.24 0.24 0.24 0.25 0.25 0.25 0.25 
  False + 0.09 0.09 0.09 0.09 0.08 0.07 0.04 0.03 0.01 0.01 0 
  ∑ 0.33 0.33 0.33 0.33 0.32 0.31 0.29 0.28 0.26 0.26 0.25 
FGA R False - 0.32 0.32 0.32 0.32 0.32 0.34 0.36 0.36 0.36 0.36 0.37 
  False + 0.10 0.10 0.10 0.10 0.09 0.07 0.04 0.03 0.01 0.01 0 
  ∑ 0.42 0.42 0.42 0.42 0.41 0.41 0.40 0.38 0.37 0.37 0.37 
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Table 17. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the AmpFlSTR® Identifiler™ Plus PCR Amplification Kit for a given ST 
(RFU) applied to samples generated using a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer 
and analyzed in GeneMapper ID-X v1.2. Error (∑) is minimized at the shaded ST value(s), which can 
be implemented as an AT. 
Locus Dye RFU 55 60 65 70 75 70 85 90 95 100 105 
D8S1179 B False - 0.28 0.29 0.29 0.30 0.32 0.33 0.37 0.38 0.44 0.48 0.49  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.28 0.29 0.29 0.30 0.32 0.33 0.37 0.38 0.44 0.48 0.49 
D21S11 B False - 0.37 0.37 0.40 0.46 0.48 0.52 0.53 0.56 0.57 0.58 0.58  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.37 0.37 0.40 0.46 0.48 0.52 0.53 0.56 0.57 0.58 0.58 
D7S820 B False - 0.44 0.47 0.49 0.50 0.54 0.56 0.56 0.57 0.59 0.59 0.60  
 False + 0.00 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.44 0.47 0.49 0.50 0.54 0.56 0.56 0.57 0.59 0.59 0.60 
CSF1PO B False - 0.49 0.49 0.49 0.51 0.53 0.55 0.56 0.57 0.58 0.60 0.64  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.49 0.49 0.49 0.51 0.53 0.55 0.56 0.57 0.58 0.60 0.64 
D3S1358 G False - 0.28 0.28 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.30  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.28 0.28 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.30 
TH01 G False - 0.31 0.31 0.31 0.31 0.32 0.32 0.32 0.32 0.33 0.34 0.36  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.31 0.31 0.31 0.31 0.32 0.32 0.32 0.32 0.33 0.34 0.36 
D13S317 G False - 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47 
D16S539 G False - 0.39 0.39 0.40 0.40 0.40 0.41 0.41 0.41 0.41 0.41 0.42  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.39 0.39 0.40 0.40 0.40 0.41 0.41 0.41 0.41 0.41 0.42 
D2S1338 G False - 0.40 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.43 0.43 0.44  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.40 0.41 0.41 0.41 0.41 0.41 0.42 0.42 0.43 0.43 0.44 
D19S433 Y False - 0.35 0.35 0.35 0.35 0.35 0.36 0.36 0.39 0.41 0.43 0.45  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.35 0.35 0.35 0.35 0.35 0.36 0.36 0.39 0.41 0.43 0.45 
vWA Y False - 0.32 0.33 0.33 0.33 0.33 0.33 0.34 0.35 0.37 0.39 0.41  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.32 0.33 0.33 0.33 0.33 0.33 0.34 0.35 0.37 0.39 0.41 
TPOX Y False - 0.37 0.38 0.39 0.39 0.39 0.40 0.41 0.41 0.44 0.46 0.49  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.37 0.38 0.39 0.39 0.39 0.40 0.41 0.41 0.44 0.46 0.49 
D18S51 Y False - 0.44 0.44 0.44 0.44 0.44 0.45 0.46 0.47 0.49 0.51 0.54  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.44 0.44 0.44 0.44 0.44 0.45 0.46 0.47 0.49 0.51 0.54 
D5S818 R False - 0.25 0.25 0.27 0.30 0.33 0.35 0.39 0.42 0.45 0.46 0.52  
 False + 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0 0 0 0  
 ∑ 0.25 0.25 0.27 0.30 0.34 0.35 0.39 0.42 0.45 0.46 0.52 
FGA R False - 0.37 0.37 0.38 0.38 0.42 0.48 0.51 0.54 0.56 0.57 0.58  
 False + 0.00 0.00 0 0 0 0 0 0 0 0 0  
 ∑ 0.37 0.37 0.38 0.38 0.42 0.48 0.51 0.54 0.56 0.57 0.58 
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Figure 11. The proportion of false negative against false positive (+) for a given ST (RFU) for locus A) 
D8S1179, B) D3S1358, C) D19S433, and D) D5S818. Data were obtained when 0.0078 ng of DNA was 
amplified for 29 cycles. Fragment separation was performed using a 25 sec 1.2 kV injection on the ABI 
3500 Genetic Analyzer with analysis in GeneMapper ID-X v1.2. False negative and false positive rates 
can be found in Table 16 and Table 17. 
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Table 18 and Table 19 detail the sum of false negatives and false positives, or error, 
for ST values up to 105 RFU of samples analyzed in OS. Figure 12 shows the rate of false 
negatives against the rate of false positives; an optimal AT is located in the lower left hand 
corner where the rate of dropout and drop-in are minimized. When using OS over GM, the 
rate of false negatives is diminished. At the locus D8S1179, the rate of false negatives 
observed using GM and OS is 0.22 and 0.06, respectively, while the rate of false positives 
observed is 0.10 and 0.49, respectively. Such differences in false negative and false positive 
rates affect the ST at which error is minimized. These observations suggest that the type of 
peak detection software has an impact on the observation of signal and, most importantly, 
on the determination of an AT. 
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Table 18. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the AmpFlSTR® Identifiler™ Plus PCR Amplification Kit for a given ST 
(RFU) applied to samples generated using a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer 
and analyzed in OSIRIS v2.6. Error (∑) is minimized at the shaded ST value(s), which can be 
implemented as an AT. 
Locus Dye RFU 1 5 10 15 20 25 30 35 40 45 50 
D8S1179 B False - 0.06 0.06 0.18 0.25 0.26 0.27 0.27 0.27 0.28 0.28 0.28 
  False + 0.49 0.49 0.20 0.04 0 0 0 0 0 0 0 
  ∑ 0.55 0.55 0.38 0.29 0.26 0.27 0.27 0.27 0.28 0.28 0.28 
D21S11 B False - 0.17 0.17 0.31 0.34 0.35 0.35 0.35 0.35 0.35 0.35 0.36 
  False + 0.39 0.39 0.12 0.02 0 0 0 0 0 0 0 
  ∑ 0.57 0.57 0.43 0.36 0.35 0.35 0.35 0.35 0.35 0.35 0.36 
D7S820 B False - 0.10 0.10 0.28 0.37 0.41 0.41 0.41 0.41 0.42 0.43 0.43 
  False + 0.53 0.53 0.17 0.03 0 0 0 0 0 0 0 
  ∑ 0.64 0.64 0.45 0.40 0.42 0.42 0.42 0.42 0.42 0.43 0.43 
CSF1PO B False - 0.20 0.20 0.36 0.44 0.45 0.46 0.47 0.48 0.48 0.48 0.48 
  False + 0.45 0.45 0.17 0.02 0 0 0 0 0 0 0 
  ∑ 0.65 0.65 0.53 0.46 0.46 0.46 0.47 0.48 0.48 0.48 0.48 
D3S1358 G False - 0.06 0.06 0.10 0.18 0.21 0.24 0.24 0.27 0.27 0.27 0.28 
  False + 0.37 0.37 0.30 0.18 0.08 0.04 0.02 0.01 0.01 0.01 0 
  ∑ 0.43 0.43 0.40 0.36 0.29 0.28 0.26 0.28 0.29 0.28 0.28 
TH01 G False - 0.05 0.05 0.12 0.21 0.25 0.27 0.29 0.29 0.29 0.30 0.31 
  False + 0.59 0.59 0.43 0.22 0.08 0.03 0.02 0.01 0.01 0 0 
  ∑ 0.64 0.64 0.55 0.43 0.33 0.30 0.30 0.30 0.30 0.30 0.32 
D13S317 G False - 0.09 0.09 0.17 0.28 0.36 0.42 0.44 0.44 0.44 0.45 0.46 
  False + 0.84 0.84 0.62 0.28 0.09 0.02 0 0 0 0 0 
  ∑ 0.93 0.93 0.79 0.57 0.44 0.45 0.44 0.44 0.44 0.45 0.46 
D16S539 G False - 0.10 0.10 0.18 0.29 0.35 0.37 0.39 0.39 0.39 0.39 0.39 
  False + 0.77 0.77 0.51 0.24 0.09 0.02 0.01 0 0 0 0 
  ∑ 0.87 0.87 0.69 0.53 0.44 0.39 0.40 0.39 0.39 0.39 0.39 
D2S1338 G False - 0.07 0.07 0.12 0.25 0.31 0.37 0.38 0.39 0.39 0.40 0.41 
  False + 0.75 0.75 0.55 0.26 0.10 0.03 0.02 0 0 0 0 
  ∑ 0.82 0.82 0.67 0.51 0.41 0.40 0.40 0.39 0.39 0.40 0.41 
D19S433 Y False - 0.03 0.03 0.04 0.08 0.12 0.21 0.27 0.33 0.34 0.35 0.35 
  False + 0.65 0.65 0.61 0.50 0.35 0.22 0.12 0.06 0.03 0.02 0.01 
  ∑ 0.68 0.68 0.65 0.58 0.47 0.43 0.39 0.39 0.37 0.37 0.36 
vWA Y False - 0.07 0.07 0.08 0.13 0.18 0.24 0.26 0.28 0.31 0.32 0.33 
  False + 0.85 0.85 0.79 0.60 0.37 0.21 0.11 0.04 0.02 0.01 0.01 
  ∑ 0.92 0.92 0.88 0.72 0.55 0.45 0.37 0.32 0.33 0.33 0.33 
TPOX Y False - 0.03 0.03 0.07 0.13 0.19 0.29 0.32 0.35 0.37 0.37 0.37 
  False + 0.89 0.89 0.79 0.60 0.39 0.19 0.09 0.02 0 0 0 
  ∑ 0.92 0.92 0.87 0.72 0.58 0.48 0.41 0.37 0.37 0.37 0.37 
D18S51 Y False - 0.05 0.05 0.09 0.16 0.21 0.30 0.39 0.42 0.42 0.43 0.43 
  False + 0.82 0.82 0.75 0.58 0.37 0.21 0.09 0.04 0.02 0.01 0 
  ∑ 0.87 0.87 0.84 0.74 0.58 0.51 0.48 0.46 0.44 0.44 0.43 
D5S818 R False - 0.04 0.04 0.05 0.05 0.07 0.10 0.13 0.18 0.20 0.23 0.25 
  False + 0.74 0.74 0.72 0.66 0.55 0.41 0.25 0.14 0.09 0.06 0.02 
  ∑ 0.78 0.78 0.76 0.71 0.62 0.51 0.38 0.33 0.29 0.28 0.27 
FGA R False - 0.02 0.02 0.04 0.06 0.11 0.17 0.19 0.25 0.30 0.35 0.36 
  False + 0.69 0.69 0.67 0.60 0.50 0.37 0.24 0.14 0.07 0.03 0.02 
  ∑ 0.71 0.71 0.71 0.66 0.62 0.54 0.43 0.40 0.37 0.38 0.38 
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Table 19. Proportion of false negative (-), false positive (+), and error (∑ = false negative + false 
positive) at each locus of the AmpFlSTR® Identifiler™ Plus PCR Amplification Kit for a given ST 
(RFU) applied to samples generated using a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer 
and analyzed in OSIRIS v2.6. Error (∑) is minimized at the shaded ST value(s), which can be 
implemented as an AT. 
Locus Dye RFU 55 60 65 70 75 70 85 90 95 100 105 
D8S1179 B False - 0.28 0.28 0.29 0.30 0.31 0.33 0.35 0.38 0.41 0.45 0.47  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.28 0.28 0.29 0.30 0.31 0.33 0.35 0.38 0.41 0.45 0.47 
D21S11 B False - 0.37 0.37 0.39 0.44 0.47 0.51 0.54 0.54 0.55 0.58 0.58  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.37 0.37 0.39 0.44 0.47 0.51 0.54 0.54 0.55 0.58 0.58 
D7S820 B False - 0.44 0.48 0.48 0.50 0.52 0.56 0.56 0.57 0.58 0.59 0.59  
 False + 0.00 0.00 0 0 0 0 0 0 0 0 0  
 ∑ 0.44 0.48 0.48 0.50 0.52 0.56 0.56 0.57 0.58 0.59 0.59 
CSF1PO B False - 0.49 0.49 0.49 0.49 0.52 0.55 0.56 0.57 0.58 0.59 0.63  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.49 0.49 0.49 0.49 0.52 0.55 0.56 0.57 0.58 0.59 0.63 
D3S1358 G False - 0.28 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29  
 False + 0.00 0.00 0.00 0 0 0 0 0 0 0 0  
 ∑ 0.28 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 
TH01 G False - 0.31 0.31 0.31 0.31 0.32 0.32 0.32 0.32 0.33 0.34 0.35  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.31 0.31 0.31 0.31 0.32 0.32 0.32 0.32 0.33 0.34 0.35 
D13S317 G False - 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47 0.47  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.46 0.46 0.46 0.46 0.46 0.46 0.46 0.47 0.47 0.47 0.47 
D16S539 G False - 0.40 0.40 0.40 0.40 0.40 0.41 0.41 0.41 0.41 0.42 0.43  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.40 0.40 0.40 0.40 0.40 0.41 0.41 0.41 0.41 0.42 0.43 
D2S1338 G False - 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.42 0.43 0.43 0.43  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.41 0.41 0.41 0.41 0.41 0.41 0.41 0.42 0.43 0.43 0.43 
D19S433 Y False - 0.35 0.36 0.36 0.37 0.37 0.37 0.37 0.39 0.43 0.46 0.47  
 False + 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00  
 ∑ 0.36 0.36 0.37 0.37 0.37 0.37 0.37 0.39 0.43 0.46 0.47 
vWA Y False - 0.33 0.33 0.33 0.34 0.34 0.34 0.34 0.37 0.39 0.41 0.43  
 False + 0.00 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.33 0.33 0.33 0.34 0.34 0.34 0.34 0.37 0.39 0.41 0.43 
TPOX Y False - 0.38 0.38 0.39 0.39 0.40 0.41 0.41 0.43 0.46 0.49 0.52  
 False + 0 0 0 0 0 0 0 0 0 0 0  
 ∑ 0.38 0.38 0.39 0.39 0.40 0.41 0.41 0.43 0.46 0.49 0.52 
D18S51 Y False - 0.43 0.44 0.44 0.44 0.44 0.47 0.49 0.49 0.51 0.52 0.55  
 False + 0.00 0.00 0 0 0 0 0 0 0 0 0  
 ∑ 0.43 0.44 0.44 0.44 0.44 0.47 0.49 0.49 0.51 0.52 0.55 
D5S818 R False - 0.27 0.29 0.31 0.36 0.39 0.40 0.42 0.45 0.48 0.49 0.52  
 False + 0.01 0.01 0.00 0 0 0 0 0 0 0 0  
 ∑ 0.29 0.30 0.32 0.36 0.39 0.40 0.42 0.45 0.48 0.49 0.52 
FGA R False - 0.36 0.37 0.40 0.45 0.50 0.51 0.54 0.58 0.58 0.59 0.59  
 False + 0.01 0.00 0.00 0.00 0 0 0 0 0 0 0  
 ∑ 0.37 0.37 0.40 0.45 0.50 0.51 0.54 0.58 0.58 0.59 0.59 
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Figure 12. The proportion of false negative against false positive for a given ST (RFU) for locus A) 
D8S1179, B) D3S1358, C) D19S433, and D) D5S818. Data were obtained when 0.0078 ng of DNA was 
amplified for 29 cycles. Fragment separation was performed using a 25 sec 1.2 kV injection on the ABI 
3500 Genetic Analyzer with analysis in OSIRIS v2.6. False negative and false positive rates can be 
found in Table 18 and Table 19. 
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3.2.3 The Use of Two Different Types of Software Alter Signal Observations 
Table 20. The similarities and differences observed between the noise observations when utilizing 
GeneMapper ID-X v1.2 and OSIRIS v2.6 to analyze samples generated using a 25 sec 1.2 kV injection 
on an ABI 3500 Genetic Analyzer. 𝐌𝐨𝐧𝐨𝐢𝐬𝐞
𝐆𝐌  and 𝐌𝐨𝐧𝐨𝐢𝐬𝐞
𝐎𝐒  are the mode of the noise distribution when 
analyzed using GM and OS, respectively. 𝐧𝐧𝐨𝐢𝐬𝐞
𝐞𝐱𝐩.  is the expected number of noise peaks that can be 
observed, calculated by subtracting the number of potential Category 1, Category 4, and Category 5 
peaks (as defined in Table 7) from the product of the number of samples where the known genotype is 
heterozygous, multiplied by a factor of 2, and the number of possible allele bins at the given locus. 
𝐟𝐧𝐨𝐢𝐬𝐞
𝐆𝐌  and 𝐟𝐧𝐨𝐢𝐬𝐞
𝐎𝐒  are the frequency of noise when analyzed using GM and OS, respectively. 
Locus Dye 𝐌𝐨𝐧𝐨𝐢𝐬𝐞
𝐆𝐌  𝐌𝐨𝐧𝐨𝐢𝐬𝐞
𝐎𝐒  𝐧𝐧𝐨𝐢𝐬𝐞
𝐞𝐱𝐩.  𝐧𝐧𝐨𝐢𝐬𝐞
𝐆𝐌  𝐟𝐧𝐨𝐢𝐬𝐞
𝐆𝐌  𝐧𝐧𝐨𝐢𝐬𝐞
𝐎𝐒  𝐟𝐧𝐨𝐢𝐬𝐞
𝐎𝐒  
D8S1179 B 6 9 562 64 0.114 295 0.525 
D21S11 B 6 9 2111 244 0.116 860 0.407 
D7S820 B 6 9 419 108 0.258 246 0.587 
CSF1PO B 9 9 424 64 0.151 206 0.486 
D3S1358 G 9 15 518 59 0.114 209 0.403 
TH01 G 9 12 579 79 0.136 353 0.610 
D13S317 G 12 15 216 43 0.199 204 0.944 
D16S539 G 12 12 320 71 0.222 271 0.847 
D2S1448 G 12 12 747 91 0.122 591 0.791 
D19S433 Y 21 18 1003 105 0.105 665 0.663 
vWA Y 18 15 738 109 0.148 650 0.881 
TPOX Y 21 21 203 35 0.172 186 0.916 
D18S51 Y 21 18 1475 225 0.153 1243 0.843 
D5S818 R 27 24 429 41 0.096 339 0.790 
FGA R 27 24 2891 299 0.103 2009 0.695 
 
 The samples generated using a 25 sec 1.2 kV injection on an ABI 3500 were 
analyzed in GM and OS, allowing for direct comparison of the two types of software. Each 
software contains a unique method for baseline smoothing, resulting in a minimum peak 
height of 1 and 5 RFU in GM and OS, respectively (58, 60). Table 20 details the similarities 
and differences between the observed mode of noise (Monoise), the number of observed 
noise peaks (nnoise), and the frequency of noise (fnoise) based upon the number of expected 
observations (nnoise
exp. ). As the same samples were analyzed on both software types, nnoise
exp.  
is not software dependent; it is calculated by subtracting the number of Category 1, 
Category 4, and Category 5 peaks from the product of the number of samples where the 
known genotype is heterozygous, multiplied by a factor of 2, and the number of possible 
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allele bins at the given locus. OS classifies more signal as compared to GM; upon 
examination of the profiles, it appears GM is more likely to classify a peak as a spike, 
which is not considered in EPG interpretation.  
Table 21 details the differences between the number of observed allelic signal 
(nallele) as compared to the expected number of allelic signal (nallele
exp. ), based on the number 
of heterozygous individuals at the given locus. The frequency of allelic signal (fallele) and 
frequency of dropout (f(d)) demonstrate slight, but real, differences between the different 
peak detection software programs.  
Table 21. The similarities and differences observed between the allelic observations when utilizing 
GeneMapper ID-X v1.2 and OSIRIS v2.6 to analyze samples generated using a 25 sec 1.2 kV injection 
on an ABI 3500 Genetic Analyzer. 𝐧𝐚𝐥𝐥𝐞𝐥𝐞
𝐆𝐌  and 𝐧𝐚𝐥𝐥𝐞𝐥𝐞
𝐎𝐒  are the mode of the allelic distribution when 
analyzed using GM and OS, respectively. 𝐧𝐚𝐥𝐥𝐞𝐥𝐞
𝐞𝐱𝐩.  is the expected number of allele peaks, calculated by 
multiplying the number of samples where the known genotype is heterozygous at the given locus by a 
factor of 2. 𝐟𝐚𝐥𝐥𝐞𝐥𝐞
𝐆𝐌  and 𝐟𝐚𝐥𝐥𝐞𝐥𝐞
𝐎𝐒  are the frequency of observed allelic signal when analyzed using GM and 
OS, respectively. 𝐟(𝐝)𝐚𝐥𝐥𝐞𝐥𝐞
𝐆𝐌  and 𝐟(𝐝)𝐚𝐥𝐥𝐞𝐥𝐞
𝐎𝐒  are the frequency of allelic dropout when analyzed using GM 
and OS, respectively. 
Locus Dye 𝐧𝐚𝐥𝐥𝐞𝐥𝐞
𝐞𝐱𝐩.  𝐧𝐚𝐥𝐥𝐞𝐥𝐞
𝐆𝐌  𝐟𝐚𝐥𝐥𝐞𝐥𝐞
𝐆𝐌  𝐟(𝐝)𝐆𝐌 𝐧𝐚𝐥𝐥𝐞𝐥𝐞
𝐎𝐒  𝐟𝐚𝐥𝐥𝐞𝐥𝐞
𝐎𝐒  𝐟(𝐝)𝐎𝐒 
D8S1179 B 162 126 0.778 0.222 153 0.944 0.056 
D21S11 B 178 121 0.680 0.320 147 0.826 0.174 
D7S820 B 172 114 0.663 0.337 154 0.895 0.105 
CSF1PO B 132 78 0.591 0.409 105 0.795 0.205 
D3S1358 G 164 129 0.787 0.213 154 0.939 0.061 
TH01 G 170 124 0.729 0.271 161 0.947 0.053 
D13S317 G 156 96 0.615 0.385 142 0.910 0.090 
D16S539 G 156 103 0.660 0.340 140 0.897 0.103 
D2S1448 G 174 119 0.684 0.316 161 0.925 0.075 
D19S433 Y 148 104 0.703 0.297 144 0.973 0.027 
vWA Y 166 121 0.729 0.271 155 0.934 0.066 
TPOX Y 134 90 0.672 0.328 130 0.970 0.030 
D18S51 Y 166 104 0.627 0.373 158 0.952 0.048 
D5S818 R 132 100 0.758 0.242 127 0.962 0.038 
FGA R 170 115 0.676 0.324 167 0.982 0.018 
 
The SWGDAM recommends that, in determining a threshold to aid in EPG 
interpretation, studies should be performed with the same PCR-CE laboratory procedures 
used in casework (18). The data presented in this study suggest the detection software 
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utilized will play a crucial role as well. Given the difference, particularly in noise detection, 
the AT ought to be derived separately for each program. 
3.3. Low Copy DNA RFU Threshold Approximation 
Table 22. The ST in which error is minimized for the five data sets, both simulated and experimental, 
is displayed. This includes data generated with a 10 sec 3 kV injection on an ABI 3130 Genetic Analyzer 
and a 25 sec 1.2 kV injection on an ABI 3500 Genetic Analyzer analyzed in both GeneMapper ID-X 
v1.2 and OSIRIS. The error, or the sum of the false negative and false positive rates, at the optimal ST 
is displayed in parentheses. 
Locus Dye 
Simulated 
3130 
Experimental  
3130 
Simulated 
3500 
Experimental 
3500 GM 
Experimental 
3500 OS 
D8S1179 B 10 (0.01) 15 (0.28) 35 (0.02) 15 (0.27) 20 (0.26) 
D21S11 B 10 (0.05) 5 (0.33) 25 (0.02) 15 (0.35) 25 (0.35) 
D7S820 B 5 (0.04) 10 (0.42) 20 (0.02) 15 (0.41) 15 (0.40) 
CSF1PO B 10 (0.07) 5 (0.45) 15 (3E-3) 15 (0.44) 20 (0.46) 
D3S1358 G 10 (0.02) 10 (0.28) 45 (2E-3) 30 (0.27) 30 (0.26) 
TH01 G 10 (0.02) 10 (0.29) 45 (0.01) 25 (0.29) 35 (0.30) 
D13S317 G 10 (0.05) 10 (0.44) 30 (4E-3) 25 (0.44) 30 (0.44) 
D16S539 G 10 (0.01) 10 (0.40) 35 (0.01) 25 (0.39) 25 (0.39) 
D2S1448 G 10 (0.03) 10 (0.39) 30 (5E-3) 25 (0.36) 40 (0.39) 
D19S433 Y 10 (0.03) 15 (0.35) 45 (0.04) 40 (0.34) 55 (0.36) 
vWA Y 15 (0.10) 15 (0.33) 45 (0.04) 35 (0.32) 35 (0.32) 
TPOX Y 10 (0.24) 15 (0.38) 35 (0.02) 35 (0.37) 35 (0.37) 
D18S51 Y 10 (0.25) 15 (0.43) 30 (0.04) 30 (0.42) 55 (0.43) 
D5S818 R 15 (0.14) 15 (0.24) 50 (0.10) 50 (0.25) 50 (0.27) 
FGA R 10 (0.19) 15 (0.39) 45 (0.17) 45 (0.37) 55 (0.37) 
 
 Table 22 summarizes the ST that resulted in the lowest error rate; this may be 
implemented as the AT used in casework. In general, a higher AT is required when using 
an ABI 3500 than when using an ABI 3130. Further, there is a tendency for AT to increase 
as the dye channels transition from blue to red. In response, the AT should be determined 
using a dye-specific methodology, at a minimum. When comparing the software programs, 
use of OS also requires an increased AT, a result of increased signal detection (Table 20). 
4. Conclusions 
 Low copy DNA down to one cell’s worth of DNA can be observed when amplified 
with the AmpFlSTR® Identifiler Plus® Amplification Kit at 29 cycles and separated using 
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either an ABI 3130 or an ABI 3500. Simulated signal, shown in Figure 3 and Figure 7, 
demonstrate the distribution of allelic signal using either a 10 sec 3 kV injection on an ABI 
3130 or a 25 sec 1.2 kV injection on an ABI 3500. Both allelic distributions demonstrate a 
left tail that cannot be easily classified, consistent with the findings of (10). The distribution 
of noise, both simulated and experimental, is consistent with the findings of (39), following 
a log normal distribution.  
 In examining experimental signal, the allelic distribution follows a multi modal 
pattern. The first mode of the allelic distribution is not considered to be independent from 
noise based on the χ2 test for independence (p < 0.05). This holds true for both CE 
platforms. The second mode of the allelic distribution is suggested to be signal obtained 
from one initial copy of DNA as it follows the distribution of simulated signal. Sequential 
modes are suggested to be signal obtained from additional initial copy numbers. Such 
observations are consistent with those of (10). 
 The ABI 3500 is twice as sensitive as the ABI 3130, consistent with the sensitivity 
findings of (10) and suggested by both (48) and (46). As a result of the increased sensitivity, 
greater discrimination between noise and allelic signal with low copy DNA can be 
obtained. The degree of discrimination is dependent upon the use of peak detection 
software (Table 20). Consideration of instrument, injection time, and software platform 
should be made when optimizing an AT for casework.  
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