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Optimization of the directivity of a monopulse 
antenna with a subarray weighting by an hybrid 
differential evolution method 
Andrea Massa, Matteo Pastorino, and Andrea Randazzo  
.  
Abstract—The optimization of the directivity of the difference patterns in monopulse array antennas is considered. A subarray 
configuration is used in order to avoid the need for the implementation of two separate feed networks. An hybrid differential evolution 
method is applied to contemporarily determinates the weights of the subarrays and the group membership of the elements. Some 
numerical results are provided together with a validation comparison with data previously published in the literature. 
 
Index Terms—Array antennas, Monopulse antennas, Evolutionary algorithm, Sum and difference patterns. 
 
I. INTRODUCTION 
onopulse antennas require that the sum and difference patterns be generated by the same array configuration. In order to 
avoid the need for completely independent implementations of two feed networks, several methods have been proposed in 
which the two patterns are generated starting by partially common feed networks [1]-[3]. In [3], Lopez et al. proposed an 
interesting approach based on a subarray configuration. One of the excitation sets (for the sum or difference pattern) is assumed 
to be known (and optimum) and the other set is synthesized by using a subarray configuration to reduce the feeding complexity. 
The optimization in [3] has been performed by considering a cost function constituted by a single term penalizing a maximum 
side lobe level (SLL) exceeding a prescribed value. A standard binary genetic algorithm [4] has been used to determinate the 
weights of the subarrays.  
M 
A similar approach has been followed by the present authors in [5], where the same synthesis problem has been faced by 
applying a differential evolution (DE) method [6]-[8], in which hybrid chromosomes (constituted by real and integer genes) are 
used to avoid the need for coding and decoding the real variables (weights of the subarrays). However, as specified in [5], the 
considered problem is only one of the possible synthesis problems. In many cases, the antenna design requires the optimization 
of the directivity of one of the patterns [1][9][10]. Accordingly, in this letter, the approach in [5] is extended to the optimization 
of the directivity of the difference pattern. The mathematical formulation of the approach is briefly outlined in Section II, 
whereas Section III reports some numerical results and comparisons. 
II. MATHEMATICAL FORMULATION 
Let us consider a linear array constituted by 2N elements. The monopulse antenna requires the generation of a sum and a 
difference patterns. The sum pattern ( )θsF  is obtained starting by a set of excitation coefficients, , n = –N,…,−1,1,…,N, 
which are assumed to be symmetric (i.e., ,                 n = 1,…,N) and fixed. It results [11] 
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where k is the wavenumber of the propagation medium, d is the distance between the elements and θ defines the angle at which 
F is calculated with respect to a direction orthogonal to the array. Analogously, the difference pattern is obtained by using a set 
of antisymmetric excitation coefficients, i.e. , n = 1,…,N. In this case, the array space factor is given by dn
d
n aa −=−
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Due to the problem symmetry, only one half of the array is considered in the synthesis problem. 
The sum and difference patterns are achieved by means of a subarray structure, as shown in Fig. 1. In particular, the elements 
of the array are grouped in P subarrays. As described in [5], an integer cn  (1 ≤ cn ≤ P ) is associated to each element of the array 
and denotes the related subarray. In particular, if cn = p, the n-th element belongs to the p-th subarray. Moreover, the excitations 
of the difference pattern are obtained by  
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Fig. 1 – Array configuration. 
 
The weights of the subarrays, gp, p = 1,..,P, and the group membership of the antennas must be optimized in order to create a 
difference pattern with maximum directivity.  
To this end, following the approach in [5], the following fitness function is constructed (directivity) 
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where Ad and Bd are N × N matrices whose elements are given by  
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being  and . It should be stressed that it is possible to add other terms to the fitness function 
(e.g., terms related to bounds on the SLL or to the width of the central zero.)  
xxx /sincsin = ( dNddd aaa ,...,, 21=a )
The maximum of the cost function is obtained by applying the DE algorithm, which is a method that belongs to the class of 
global optimization techniques [6][7]. In the initialization phase of the DE, a population of NP trial solutions is randomly 
generated. For the considered problem, the i-th element of the population at the k-th iteration is indicated by uk(i),                  i = 
1,…,NP, and has the following hybrid structure (it includes real and integer variables) 
 
 ( ) ( )tNPk ccggi ,...,,,..., 11=u .                                                                       (6) 
 
The population evolves iteratively by means of some "reproduction rules" reported in details in [5]. These rules are governed 
by some parameters, i.e., a weighting factor F and a probability CR, which control the crossover operator. CR and F should be 
accurately chosen in order to avoid a premature convergence to local minima or a slow convergence rate. Some criterions for the 
choice of these parameters, together with a discussion about the main features of the DE, can be found in [6]-[8]. 
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Finally, the iterative algorithm stops when the current directivity do not change significantly or if a maximum number of 
iterations, kmax, is reached. 
III. NUMERICAL SIMULATIONS 
In order to validate the proposed approach, some numerical simulations have been performed. 
In the first simulation, an array of 2N = 40 elements with spacing d = 0.7λ has been considered. The sum pattern excitations 
, n = 1,…,N, have been obtained by using the Taylor design procedure [11] with sna n  = 6 and a side lobe level SLL = −30 dB.  
The difference pattern has been computed by using the DE algorithm. In particular, the DE/rand/1/exp strategy [6] has been 
adopted. Following the suggestions given in the literature [5][6], the crossover ratio has been set equal to     CR = 0.8, whereas 
the weighting parameter F has been randomly chosen in the range [0.5, 2]. The population size has been set equal to ten times 
the number of unknowns, i.e., Np = 10NP. Moreover, the maximum number of generations has been set equal to kmax = 2000. The 
number of subarrays has been changed in the range [1, 20]. 
The behavior of the directivity obtained by the proposed approach versus the number of subarrays is reported in Fig. 2.  
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Fig. 2 – Directivity of the difference pattern obtained by using the DE algorithm versus the number of subarrays. Taylor sum pattern (n,¯ = 6 and    SLL = −30 
dB). 
 
As can be seen, the obtained values of the directivity approximate very well, as far as P grows, the expected maximum 
directivity value for a difference array of discrete elements [9]. Comparing with the expected value, the obtained directivity is 
less than 2% for P > 6 and less than 1% for         P > 15. 
Finally, Fig. 3 shows the behavior of the fitness function versus the number of iterations for the case in which P = 10 (the 
mean computation time of a single iteration has been equal to 0.17 s on a 1.5 GHz PC with 512MB of RAM) and Fig. 4 reports 
the corresponding array space factor at the end of the optimization procedure. 
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Fig. 3 – Behavior of the fitness function (directivity) versus the number of iterations. P = 10. 
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Fig. 4 – Array space factor of the difference pattern for a Taylor sum pattern with  n,¯ = 6, SLL = −30 dB, and P = 10. 
 
As a second case, the sum pattern excitations have been obtained by considering a Dolph-Tschebyscheff array with  2N = 20 
elements of spacing d = λ/2 and SLL = −20 dB. 
The control parameters of the DE algorithm have been set equal to the ones used in the previous simulations. The number of 
subarrays has been changed in the range [1, 10]. Again, the population size has been set equal to ten times the number of 
unknowns. 
Fig. 5 shows the calculated directivity versus the number of subarrays used in the synthesis procedure. In this case, the best 
directivity is D = 12.19 [9][12], and the values obtained by the proposed approach compare very well with this optimum value, 
providing that P > 5 (the differences are less than 1%). 
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Fig. 5 – Directivity of the difference pattern versus the number of subarrays. Dolph-Tschebyscheff sum pattern with SLL = −20 dB. 
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Fig. 6 – Excitation coefficients for the difference pattern for several values of P. The optimum values are also reported. 
 
This fact is also confirmed by Fig. 6, which shows the values of the excitation coefficients (joined by straight-line segments) 
obtained for P equal to 3, 5, 8, and 10, respectively. Moreover, in the same figure, the optimum excitation coefficients, derived 
in [9] for a similar configuration, are also provided for comparison purposes. It is worth noting that these excitations have been 
calculated by considering an independent feed network. As can be seen, the agreement is very good when P → 10. 
As an example, Table I reports the values of the subarray weights and the group memberships of the array elements for the 
case in which P = 8. As expected, most of the elements are not grouped with any other and only two subarrays have more than 
one member.  
For the same case, Fig. 7 shows the behavior of the fitness function versus the iteration number and Fig. 8 reports the array 
space factor related to the best individual of the population at the last iteration. 
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Fig. 7 – Behavior of the fitness function (directivity) versus the number of iteration. P = 8. 
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Fig. 8 – Array space factor of the difference pattern for a Dolph- Tschebyscheff sum pattern with  SLL = −30 dB and P = 8. 
 
TABLE I – SUBARRAY WEIGHTS AND GROUP MEMBERSHIPS  
OF THE MONOPULSE ANTENNA ELEMENTS FOR P = 8. 
Coefficients cn (N = 10) 
c1 c2 c3 c4 c5 c6 C7 c8 c9 c10 
8 5 4 6 3 3 7 2 1 6 
Subarray weights 
g1 g2 g3 g4 g5 g6 g7 g8 
2.52 2.38 1.48 0.76 0.41 1.11 1.88 0.12 
IV. CONCLUSIONS 
In this letter, the directivity of the difference pattern of a monopulse antenna has been optimized by means of an hybrid 
real/integer differential evolution algorithm. In particular, a subarray configuration has been used for the monopulse antenna. It 
has been shown, by means of some numerical results and comparisons, that a proper choice of the weighting coefficients of the 
subarrays and an effective group membership of the antenna elements allow to obtain good directivity values even by using the 
simplified subarray configuration. It is worth noting that the approach could be extended by introducing further terms (related to 
other possible design requirements) in the fitness function to be optimized.  
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