This article studies forecasting a macroeconomic time series variable using a large number of predictors. The predictors are summarized using a small number of indexes constructed by principal component analysis. An approximate dynamic factor model serves as the statistical framework for the estimation of the indexes and construction of the forecasts. The method is used to construct 6-, 12-, and 24-monthahead forecasts for eight monthly U.S. macroeconomic time series using 215 predictors in simulated real time from 1970 through 1998. During this sample period these new forecasts outperformed univariate autoregressions, small vector autoregressions, and leading indicator models.
INTRODUCTION
Recent advances in information technology make it possible to access in real time, at a reasonable cost, thousands of economic time series for major developed economies. This raises the prospect of a new frontier in macroeconomic forecasting, in which a very large number of time series are used to forecast a few key economic quantities, such as aggregate production or inflation. Time series models currently used for macroeconomic forecasting, however, incorporate only a few series: vector autoregressions, for example, typically contain fewer than 10 variables. Although variable selection procedures can be used to choose a small subset of predictors from a large set of potentially useful variables, the performance of these methods ultimately rests on the few variables that are chosen. For example, real economic activity is often used to predict inflation (the so-called Philips curve), but is the unemployment rate, the rate of capacity utilization, or the Gross Domestic Product gap the best measure of real activity for this purpose? An alternative to selecting a few predictors is to pool the information in all the candidate predictors, averaging away idiosyncratic variation in the individual series. In this paper, we use an approximate factor model for this purpose. The premise is that for forecasting purposes, the information in the large number of predictors can be replaced by a handful of estimated factors.
This idea has a long tradition in macroeconomics. For example, the notion of a common business cycle underlies the classic work of Bums and Mitchell (1947) The approximate dynamic factor model, which relates the variable to be forecast, yt+,, to a set of predictors collected in the vector X,, is presented in Section 2. Forecasting is carried out in a two-step process: first the factors are estimated (by principal components) using X,, then these estimated factors are used to forecast yt,. Focusing on the forecasts implied by the factors rather than on the factors themselves permits sidestepping the difficult problem of identification (or rotation) inherent in factor models. One interpretation of the estimated factors is in terms of diffusion indexes developed by NBER business cycle analysts to measure common movement in a set of macroeconomic variables, and accordingly we call the estimated factors diffusion indexes.
The performance of the diffusion index (DI) forecasts is examined in Sections 3 and 4. The experiment reported in these sections simulates real-time forecasting during the 1970-1998 period of eight U.S. macroeconomic variables, four measures each of real economic activity and of price inflation. The DI forecasts are constructed at horizons of 6, 12, and 24 months using as many as 215 predictor series. These forecasts are compared to several conventional benchmarks: univariate autogressions, small vector autoregressions, leading indicator models, and, for inflation, unemployment-based Phillips curve models. Generally speaking, the diffusion index forecasts based on a small number of factors (in most cases, one or two) are found to perform well, with relative performance improving as the horizon increases. The improvement over the benchmark forecasts can be dramatic, in several cases produc-
Estimation and Forecasting
Because {F,}, ah, 1h(L), and yh(L) are unknown, forecasts of YT+h based on (2.4) and (2.5) are constructed using a twostep procedure. First, the sample data {Xt},=, are used to estimate a time series of factors (the diffusion indexes), {•F},=l1 Second, the estimators ah, 3h (L) and Yh (L) are obtained by regressing yt+l onto a constant, Ft and yt (and lags). The forecast of yh is then formed as 'h +/3h(L)F + Yh (L)y,.
Stock and Watson (1998) developed theoretical results for this two-step procedure applied to (2.3) and (2.4). The factors are estimated by principal components because these estimators are readily calculated even for very large N and because principal components can be generalized to handle data irregularities as discussed later. Under a set of moment conditions for (E, e, F) and an asymptotic rank condition on A, the feasible forecast is asymptotically first-order efficient in the sense that its mean square forecast error (MSE) approaches the MSE of the optimal infeasible forecast as N, T --oo, where N = O(TP) for any p > 1. This result suggests that feasible forecasts are likely to be nearly optimal when N and T are large, regardless of the ratio of N to T. The assumptions by Stock and Watson (1998) 
Data Irregularities and Computational Issues
United States. The complete dataset spans 1959:1 to 1998:12. Four of these eight variables are the measures of real economic activity used to construct the Index of Coincident Economic Indicators maintained by the Conference Board (formerly by the U.S. Department of Commerce): total industrial production (ip); real personal income less transfers (gmyxpq); real manufacturing and trade sales (msmtq); and number of employees on nonagricultural payrolls (lpnag). (Additional details are given in Appendix B, which lists series by the mnemonics given here in parenthesis.) The remaining four series are price indexes: the consumer price index (punew); the personal consumption expenditure implicit price deflator (gmdc); the consumer price index (CPI) less food and energy (puxx); and the producer price index for finished goods (pwfsa). These series and the predictor series were taken from the May 1999 release of the DRI/McGraw-Hill Basic Economics database (formerly Citibase). In general these series represent the fully revised historical series available as of May 1999, and in this regard the forecasting results will differ from results that would be calculated using real-time data.
For each series, several forecasting models are compared at the 6-, 12-, and 24-month forecasting horizons: DI forecasts based on estimated factors, a benchmark univariate autoregression, and benchmark multivariate models. For both the real and the price series, one of the benchmark multivariate models is a trivariate vector autoregression, and a second is based on leading economic indicators. As a further comparison, inflation forecasts are also computed using an unemploymentbased Phillips curve.
Our focus is on multistep-ahead prediction, and most of the forecasting regressions are projections of an h-step-ahead variable yh+h onto t-dated predictors, sometimes including lagged transformed values y, of the variable of interest. The real variables are modeled as being I(1) in logarithms. Because all four real variables are treated identically, consider industrial production, for which yh+h = (1200/h) Iln(IPt+h/IPt) and y, = 1200ln(IPt/IPt,_). (3.1)
The price indexes are modeled as being 1(2) in logarithms. The 1(2) specification is consistent with standard Phillips curve equations and is a good description of the series over much of the sample period. However, I(1) specifications also provide adequate descriptions of the data, particularly in the early part of the sample. Stock and Watson (1999) found little difference in I(1) and 1(2) factor model forecasts for these prices over the sample period studied here, so for the sake of brevity we limit our analysis to the 1(2) specification. Accordingly, for the CPI (and similarly for the other price series), The theory outlined in Section 2 assumes that Xt is I(0), so these 215 series were subjected to three preliminary steps: possible transformation by taking logarithms, possible first differencing, and screening for outliers. The decision to take logarithms or to first difference the series was made judgmentally after preliminary data analysis, including inspection of the data and unit root tests. In general, logarithms were taken for all nonnegative series that were not already in rates or percentage units. Most series were first differenced. A code summarizing these transformations is given for each series in Appendix B. After these transformations, all series were further standardized to have sample mean zero and unit sample variance. Finally, the transformed data were screened automatically for outliers (generally taken to be coding errors or exceptional events such as labor strikes), and observations exceeding 10 times the interquartile range from the median were replaced by missing values.
Using this transformed and screened dataset, three sets of empirical factors were constructed. The first was computed using principal components from the subset of 149 variables available for the full sample period (the balanced panel). The second set of factors was computed using the nonbalanced panel of all 215 series using the methods of Appendix A. The third set of factors was computed by stacking the 149 variables in the balanced panel with their first lags, so the augmented data vector has dimension 298. Empirical factors were then estimated by the principal components of the stacked data, as discussed in Section 2.
Autoregressive Forecast. The autoregressive forecast is a univariate forecast based on (3.3), where the terms involving F are excluded. The lag order p was selected recursively by BIC with 0 < p < 6, where p = 0 indicates that yt and its lags are excluded.
Vector Autoregressive Forecast. The first multivariate benchmark model is a vector autoregression (VAR) with p lags each of three variables. One version of the VAR used p = 4 lags, and another version selected p recursively by BIC. The fixed-lag VARs performed somewhat better than the BIC selected lag lengths (which often set p = 1), and we report results for the fixed lag specifications in the results to follow. The variables in the VAR are a measure of the monthly growth in real activity, the change in monthly inflation, and the change in the 90-day U.S. treasury bill rate. When used to forecast the real series, the relevant real activity variable was used and the inflation measure was CPI inflation. For forecasting inflation, the relevant price series was used and the real activity measure was industrial production. Multistep forecasts were computed by iterating the VAR forward. This contrasts to the autoregressive forecasts, which were computed by h-step-ahead projection rather than iteration.
Multivariate (The list used here consists of the leading indicators used to produce the XRI and the XRI-2, which are released monthly and documented at the web site http://www.nber.org.) Five of these leading indicators are also used in the factor estimation step in the diffusion index forecasts. These are average weekly hours of production workers in manufacturing (lphrm), the capacity utilization rate in manufacturing (ipxmca), housing starts (building permits) (hsbr), the index of help-wanted advertising in newspapers (lhel), and the interest rate on 10-year U.S. treasury bonds (fygtl0). The remaining six leading indicators are the interest rate spread between 3-month U.S. treasury bills and 3-month commercial paper; the spread between 10-year and 1-year U.S. treasury bonds; the number of people working part-time in nonagricultural industries because of slack work; real manufacturers' unfilled orders in durable goods industries; a trade-weighted index of nominal exchange rates between the United States and the U.K., West Germany, France, Italy, and Japan; and the National Association of Purchasing Managers' index of vendor performance (the percent of companies reporting slower deliveries).
For the inflation forecasts, eight leading indicators are used. These variables were chosen because of their good individual performance in previous inflation forecasting exercises. In particular these variables performed well in at least one of the historical episodes considered by Staiger, Stock, and Watson (1997) (also see Stock and Watson 1999) . Seven of these variables are also used in the factor-estimation step in the diffusion index forecasts: the total unemployment rate (lhur), real manufacturing and trade sales (msmtq), housing starts (hsbr), new orders in durable goods industries (mdoq), the nominal Ml money supply (fml), the federal funds overnight interest rate (fyff), and the interest rate spread between 1-year U.S. treasury bonds and the federal funds rate (sfygtl). The remaining variable is the trade-weighted exchange rate listed in the previous paragraph.
In all cases, the leading indicators were transformed so that W, is I(0). This entailed taking logarithms of variables not already in rates and differencing all variables except the interest rate spreads, housing starts, the index of vendor performance, and the help wanted index.
For each variable to be forecast, p and m in (3.4) were determined by recursive BIC with 1 < m < 4 and 0 < p < 6, so 28 possible models were compared in each time period.
Phillips Curve Forecasts. The unemployment-based Phillips curve is considered by many to have been a reliable method for forecasting inflation over this period (Gordon 1982 
Simulated Real-Time Experimental Design
Estimation and forecasting was conducted to simulate realtime forecasting. This entailed fully recursive parameter estimation, factor estimation, model selection, and so forth. The first simulated out of sample forecast was made in 1970:1. To construct this forecast, the data were screened for outliers and standardized, the parameters and factors were estimated, and the models were selected, using only data available from 1959:1 through 1970:1. (The first date for the regressions was 1960:1, and earlier observations were used for initial conditions as needed.) Thus regressions (3.3) and (3.4) were run for t = 1960:1 ...., 1970:1 -h, then the values of the regressors at t = 1970:1 were used to forecast y1970:1+h. All parameters, factors, and so forth were then reestimated, information criteria were recomputed, and models were selected using data from 1959:1 through 1970:2, and forecasts from these models were then computed for yh970:2+h. The final simulated out of sample forecast was made in 1998:12-h for yh1998:12"
EMPIRICAL RESULTS

Forecasting Results
The results for the real variables are reported in detail in Table 1 for 12-month-ahead forecasts, and summaries for 6-and 24-month-ahead forecasts are reported in Table 2 . Two sets of statistics are reported. The first is the MSE of the candidate forecasting model, computed relative to the MSE of the univariate autoregressive forecast (so the autoregressive forecast has a relative MSE of 1.00). For example, the simulated where ,+h is the candidate h-step-ahead forecast and Yh, AR is the benchmark h-step-ahead autoregressive forecast. Heteroscedastic autocorrelation robust (HAC) standard errors for a are reported in parentheses. For example, a is estimated to be .57 when the candidate forecast is the leading indicator forecast at the 12-month horizon, with a standard error of .13, so the hypothesis that the weight on the leading indicator forecast is 0 (a = 0) is rejected at the 5% level, but so is the hypothesis that the leading indicator forecast receives unit weight. We now turn to the results for the real variables. First consider the DI forecasts with factors estimated using the full dataset (the unbalanced panel). These forecasts with BIC factor selection generally improve substantially over the benchmark univariate and multivariate forecasts. The DI-AR, Lag model, which allows recursive BIC selection across own lags and lags of the factors, outperforms all three benchmark models in 10 of the 12 variable-horizon combinations, the exceptions being 6-and 12-month-ahead forecasts of employment. In most cases the performance of the simpler DI forecasts, which exclude lags of F, and y, is comparable to or even better than that of the DI-AR, Lag forecasts. This is rather surprising, because it implies that essentially all the predictable dynamics of these series are accounted for by the estimated factors. In some cases, the improvement over the benchmark forecasts are quite substantial; for example, for industrial production at the 12-month horizon the DI-AR, Lag forecast has a forecast error variance 57% that of the autoregressive model and two-thirds that of the leading indicator model. The relative improvements are more modest at the 6-month horizon. At the 24-month horizon, the multivariate benchmark forecasts break down and perform worse than the univariate forecast; however, the DI-AR, Lag, DI-AR, and DI forecasts continue to outperform the autoregressive benchmark very substantially.
The performance of comparable models is usually better when the empirical factors from the full dataset are used, relative to those from the balanced panel subset. Performance is not improved by using empirical factors from augmenting the balanced panel with its first lag; for these real series, doing so does comparably to, or somewhat worse than, using the empirical factors from the unstacked balanced panel.
Inspection of the final panels of Tables 1 and 2 Tables 3 and 4 . There are three notable differences in these results, relative to those for the real variables. First, the DI-AR, Lag forecasts outperform all the benchmark forecasts less often, in only 6 of the 12 variable-horizon combinations. Second, including lagged inflation dramatically improves the forecasts, and without this the DI forecasts are actually worse than the autoregressive forecasts. Third, other factor forecasts generally outperform the DI-AR, Lag forecasts. Notably, the full data set DI-AR forecast with k = 1 (and no lagged factors) outperforms all the benchmarks in 11 of 12 cases and typically improves on the DI-AR lag. Thus most of the forecasting gains seem to come from using a single factor.
As with the real variables, forecasts based on the stacked data perform less well than those based on the unstacked data. Although the full dataset forecasts are typically better than the balanced panel subset forecasts for the 6-and 12-month horizons, at the 24-month horizon the balanced panel forecasts slightly outperform the full dataset forecasts.
Additional analysis of factor-based forecasts of CPI and consumption deflator inflation, and additional comparisons of these forecasts to other Phillips-curve forecasts and to forecasts based on other leading indicators, were presented by Stock and Watson (1999) . Three findings from that study are worth noting here. First, the DI-AR and DI-AR, Lag forecasts are found to perform well relative to a large number of additional multivariate benchmarks. Second, the forecasts reported here can be further improved on using a single-factor forecast, where the factor is computed from a set of variables that measure only real economic activity. Forecasts based on this real economic activity factor have MSEs approximately 10% less than the best forecasts reported in Table 3 . Finally, similar rankings of methods are obtained using I(1) forecasting models, rather than the 1(2) models used here, that is, when first rather than second differences of log prices are used for the forecasting equation and factor estimation. In interpreting these results, it should be stressed that the multivariate leading indicator models are sophisticated forecasting tools that provide a stiff benchmark against which to judge the diffusion index forecasts. In our judgment, the performance of the leading indicator models reported here overstates their true potential out of sample performance, because the lists of leading indicators used to construct the forecasts were chosen by model selection methods based on their forecasting performance over the past two decades, as discussed in Section 3. In this light, we consider the performance of the various diffusion index models to be particularly encouraging.
Empirical Factors
Because the factors are identified only up to a k x k matrix, detailed discussion of the individual factors is unwarranted. Nevertheless, the finding that good forecasts can be made with only one or two factors suggests briefly characterizing the first few factors. Figure 1 therefore displays the R2 of the regressions of the 215 individual time series against each of the first six empirical factors from the balanced panel subset, estimated over the full sample period. These R2 are plotted as bar charts with one chart for each factor. (The series are grouped by category and ordered numerically using the ordering in the Appendix.) Broadly speaking, the first factor loads primarily on output and employment; the second factor on interest rate spreads, unemployment rates, and capacity utilization rates; the third, on interest rates; the fourth, on stock returns; the fifth, on inflation; and the sixth, on housing starts. Taken together, these six factors account for 39% of the variance of the 215 monthly time series in the full dataset, as measured by the trace-R2; the first 12 factors together account for 53% of the variance of these series. (The contributions to the trace-R2 by the first six factors are, respectively, .137, .085, .048, .040, .034, and .041, for a total of .385.)
DISCUSSION AND CONCLUSIONS
We find two features of the empirical results surprising and intriguing. First, only six factors account for much of the variance of our 215 time series. One interpretation of this These results raise several issues for future empirical and theoretical research. We mention five here. First, classical diffusion indexes are computed using nonlinear transformations of the data, but our indexes are linear functions of the data. This raises the possibility that further forecasting gains can be realized using a nonlinear version of the dynamic factor model. Second, the results reported here rely on monthly data, but data from other sampling frequencies (weekly, quarterly) may improve the forecasts. A computational algorithm for estimating the factors with mixed frequency data is outlined in Appendix A. Third, we considered only U.S. data, and it would be useful to study the relative forecasting performance of these methods for other countries. Fourth, the estimated factors that we used here were based on simple estimators and it would be useful to study other estimators designed to exploit the heteroscedasticity and serial correlation in the data to improve efficiency. Finally, our results are based on 215 time series chosen judgementally from the large number of available macroeconomic time series. Would there be additional improvements if we were to use 500 series or much loss by restricting ourselves to only 100 series? Alternatively, the problem of systematically selecting many series from very many series is a difficult problem that requires further research. 
