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The k·p method is a successful approach to obtain band structure, optical and transport properties
of semiconductors, and it depends on external parameters that are obtained either from experiments,
tight binding or ab initio calculations. Despite the widespread use of the k·p method, a systematic
analysis of the stability and the accuracy of its parameters is not usual in the literature. In this
work, we report a theoretical framework to determine the k·p parameters from state-of-the-art
hybrid density functional theory including spin-orbit coupling, providing a calculation where the
gap and spin-orbit energy splitting are in agreement with the experimental values. The accuracy of
the set of parameters is enhanced by fitting over several directions at once, minimizing the overall
deviation from the original data. This strategy allows us to systematically evaluate the stability,
preserving the accuracy of the parameters, providing a tool to determine optimal parameters for
specific ranges around the Γ-point. To prove our concept, we investigate the zinc blende GaAs that
shows results in excellent agreement with the most reliable data in the literature.
I. INTRODUCTION
A deep knowledge of the band structure (electronic
states) of semicondutors is one of the first steps towards
the understanding of a wide range of physical systems
and phenomena, such as topological insulators [1–3], Ma-
jorana fermions [4–7] and polytypic nanowhiskers [8, 9] or
technologies such as spintronics [10, 11]. The band struc-
ture of a given material of interest can be obtained using
experimental information [12, 13] or based on theoretical
calculations using different level of approximations de-
veloped along the years [14], i.e., the effects of particular
interactions can be studied in details. For example, the
role of the spin-orbit coupling (SOC) can be studied in
detail using different approximations, which is crucial as
SOC plays a critical role in the systems mentioned above.
The theoretical approaches to calculate the band struc-
ture for a given material can be separated in two lines,
namely, (i) first-principles methods based on density
functional theory (DFT) [15, 16] or quantum-chemistry
methods such as the Hartree-Fock; (ii) phenomenologi-
cal approaches such as the k·p [17, 18] or tight-binding
[19–21] methods. For crystalline materials, both first-
principles and phenomenological approaches can be ap-
plied and their results can be compared with experi-
ments, and hence, their accuracy can be established.
However, the use of first-principles methods for modelling
confined systems such as quantum-dots, nanowires, etc,
requires supercells with thousand or even million atoms,
which are forbidden because of its computational cost.
In contrast, the k·p method has a lower computational
cost because the interactions between the particles are
described by an effective potential set up by a set of pa-
rameters. The determination of such parameters is of
seminal importance.
The k·p Hamiltonian is constructed using the frame-
work of perturbation theory [22, 23] and group theory
analysis to reduce the number of matrix elements that
are replaced by effective parameters. The number of pa-
rameters depend on the number of selected bands and
on the symmetry of the described crystal. In zinc blende
crystals, there is a relation allowing to calculate the ef-
fective mass parameters using the effective masses them-
selves [24], but for wurtzite crystal symmetry this is no
longer true [25].
The effective masses can be determined experimentally
using, for example, cyclotron resonance [26, 27], Hall ef-
fect [28] or optical measurements [29, 30], or theoreti-
cally, fitting a parabolic dispersion very close to Γ-point
of ab initio band structure calculations [31, 32]. These
procedures are only able to produce the effective mass pa-
rameters, leaving to other techniques the task of setting
the values for the interband coupling parameters, such as
the well known Kane parameter, P . This parameter is
usually extracted from the effective g factor [33].
Parameters for most of the standard compounds may
be found on the literature [33–36]. For example, Ref. [33]
presents a compilation of parameters for almost all bi-
nary, ternary and quaternary zinc blende compounds
and also for wurtzite III-nitrides, however, those param-
eters were obtained by mixing experimental and theoret-
ical data, i.e., no systematic procedure was employed.
The reference provides parameters for the usual 6×6
(Luttinger-Kohn [37]) and 8×8 (Kane [17] and Rashba-
Sheka-Pikus [38]) band models. As we go further into the
k·p models, there exist only few reliable sources of pa-
rameters for models with a higher number of bands, e.g.,
for 14×14 [39, 40], 20×20 [41], 24×24 [42], 34×34 [43]
and 40×40 [44] bands.
In this paper, we developed a new framework to de-
termine the k·p parameters from preexistent band struc-
tures that works with any crystal symmetry. Fitting a
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2set of functions derived from the secular equation of the
k·p Hamiltonian to a preexistent band structure we were
able to extract all the k·p parameters at once, includ-
ing the interband coupling parameters. Furthermore, we
performed the fitting using several different directions of
the first Brillouin zone (FBZ), thus finding all the param-
eters in a consistent way. As a proof of concept we use a
zinc blende GaAs band structure obtained by the hybrid
DFT calculation with the Heyd-Scuseria-Ernzerhof func-
tional (HSE). Since GaAs is the most studied material
it will be easy to compare our results with the reported
values in the literature. Furthermore, using our method
we are able to predict the best set of parameters for a
specific region of the FBZ. We show that, in the GaAs
case, our parameters are in good agreement with the lit-
erature. We also address the accuracy of the Kane model
by defining an strategy to evaluate its limits of validity.
In conclusion, our method is neither limited to the crystal
phase nor the Hamiltonian and opens up the possibility
to study novel semiconductor systems.
The paper is organized as follows: In section II we
present the the 8×8 k·p Hamiltonian. The process to
obtain DFT-HSE band structure for GaAs is shown in
section III. In section IV we show the developed method
for a general Hamiltonian specify the expressions for the
8×8 Hamiltonian. The application of the method to zinc
blende GaAs band structure is presented in V. We pro-
ceed to the analysis of optimal parameters in section VI,
comparing our results with the literature in section VII.
Finally, our conclusions are shown in section VIII.
II. THE k·p METHOD
In this paper, we employed the 8×8 k·p Hamiltonian
proposed by Kane [17], that extends the 6×6 Hamilto-
nian proposed by Luttinger-Kohn [37], in which the first-
order contribution of the k-dependent spin-orbit term
and also the second order contribution of k·p between
conduction (CB) and valence (VB) bands are neglected.
Further details on the k·p Hamiltonian are discussed in
the Supplemental Material. The 8×8 Kane Hamiltonian
shows as

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, (1)
where the terms are given by
Q = − h¯
2
2m0
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2
x + k
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(2)
with the following parameters:
• γ˜1, γ˜2, γ˜3, e˜: second order effective mass parame-
ters of VB and CB. These parameters are adimen-
sional [45] .
• P: first order interaction term between states in
the conduction and the valence bands. An energy
equivalent, EP = 2m0P
2
/h¯2, may be used to analyze
the effects of this parameter.
• ∆so: first order SOC interaction term (energy dif-
ference between HH/LH and SO bands at Γ-point).
• Eg: energy band gap between the CB and HH/LH
3bands at the Γ-point.
The Kane Hamiltonian basis set is composed by the
topmost six states of VB and the first two states of CB,
in the following order: |HH ⇑〉, |LH ⇑〉, |LH ⇓〉, |HH ⇓〉,
|SO ⇑〉, |SO ⇓〉, |CB ⇑〉, |CB ⇓〉. HH, LH, SO and CB
stand for the heavy hole, light hole, split-off hole and
conduction band states, respectively. ⇑ and ⇓ are use
to distinguish the total angular momentum projections.
The states description using the original atomic orbital
basis is given by:
|HH ⇑〉 = 1√
2
|(X + iY ) ↑〉
|HH ⇓〉 = i√
2
|(X − iY ) ↓〉
|LH ⇑〉 = i√
6
|(X + iY ) ↓ −2Z ↑〉
|LH ⇓〉 = 1√
6
|(X − iY ) ↑ +2Z ↓〉
|SO ⇑〉 = 1√
3
|(X + iY ) ↓ +Z ↑〉
|SO ⇓〉 = i√
3
|− (X − iY ) ↑ +Z ↓〉
|CB ⇑〉 = |S ↑〉
|CB ⇓〉 = |S ↓〉
(3)
where |X〉, |Y 〉 and |Z〉 are the p-type like states (px,
py and pz) and |S〉 the s-like ones and ↑ and ↓ represent
their spins.
III. GaAs HYBRID DFT-HSE BAND
STRUCTURE
The ab initio GaAs band structure was obtained
through the use of hybrid DFT calculations within the
HSE [46] exchange-correlation (XC) functional where the
energy is given by the following equation,
EHSExc = αE
SR
x (µ) + (1−α)EPBE,SRx +EPBE,LRx +EPBEc .
(4)
In the HSE formulation, the exchange energy is par-
titioned into two terms, namely, short range (SR) and
long range (LR) terms. A screening nonlocal Fock op-
erator is employed to obtain the SR term, in which the
µ parameter (µ = 0.206 A˚
−1
) determines the intensity
of the screening [47], while the LR term is described by
the semilocal Perdew-Burke-Ernzerhof (PBE) [48] func-
tional. The parameter α defines the percentage of the
nonlocal SR exchange term, and it is 0.25 in the HSE06
functional. However, this particular value was obtained
for typical molecules, based on the analysis of the adia-
batic connection formula and the lowest order of Go¨rling-
Levy perturbation theory [48], and consequently does not
yield a correct band gap (although better than PBE) for
most of the materials [47–49]. Therefore, the α param-
eter can be assumed as a fitting parameter, which can
be adjusted to reproduce particular bulk properties, e.g.,
energy band gap, lattice parameter, etc. We have fit-
ted α to yield the fundamental experimental GaAs band
gap [23, 33] (i.e., 1.519 eV).
To solve the Kohn-Sham equation, we employed the
projected augmented wave (PAW) method [50, 51], as
implemented in Vienna Ab-initio Simulation Package
(VASP) [52, 53], and the PAW projectors provided within
VASP to describe the following valence states, 4s24p3
for As and 3d104s24p1 for Ga. To describe the valence
electronic states, we employed the scalar relativistic ap-
proximation, in which the SOC effects for the valence
states were taken into account by perturbation theory
employing 38 empty states. For the total energy and
band structure calculations, we employed a cutoff energy
of 455 eV, while a cutoff energy of 607 eV was used to ob-
tain the equilibrium volume by the minimization of the
stress tensor. For the Brillouin zone integration, we em-
ployed a k-point mesh of 8×8×8, which yields accurate
results.
GaAs crystallize in the well known zinc blende struc-
ture with space group Td and one formula unit per prim-
itive unit cell, in which every Ga atom is surrounded by
four As atoms (tetrahedral symmetry), and vice-versa.
Using the fact that the band gap of a semiconductor in-
creases almost linearly by increasing the percentage of the
α (nonlocal Fock term) parameter [49] we set α = 0.317,
finding a GaAs band gap of 1.521 eV, which deviates
by 14 % from the experimental result. We obtained an
equilibrium lattice parameter of 5.652 A˚, which deviates
by 1 % compared with the experimental results. How-
ever, we would like to point out that using α = 0 yields
a0 = 5.733 A˚. Furthermore, total calculations at the
same lattice constant without the SOC for the valence
states increase the band gap to 1.627 eV.
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FIG. 1. Band structure for GaAs zinc blende with the re-
spective FBZ and the high symmetry points. The highlighted
regions indicate the approximate region where Kane Hamil-
tonian is valid.
4Fig. 1 presents the band structure with SOC for the va-
lence states on the usual high-symmetry Brillouin lines.
Both the VBM and the CBM are located at the Γ-point,
as expected [33]. In the absence of SOC (not shown here),
the highest valence band is composed by a sixfold degen-
erate state (each band being twofold degenerate in spin)
at Γ-point. However, when the SOC is considered this
degeneracy is broken in a twofold degenerate, split-off
band, and a fourfold degenerate band that still remains
the highest valence band. The energy difference between
these states are ∆so = 0.369 eV which is 8 % bigger than
the experimental value, 0.341 eV [33]. Even thought the
band gap was fitted to yield the experimental result, the
∆so parameter was not fitted in our calculations, which
explains this difference. For k-points other than Γ, SOC
still breaks the degeneracy of the highest valence band,
creating the heavy and light holes bands. A closer look
will show that in less symmetric points, e. g. along the
Γ − K line, the degeneracy is further broken, creating
bands with no degeneracy. The present results are con-
sistent with the literature, including SOC or not.
To ensure high quality data for the fitting along the
desired Γ − X, Γ − L and Γ − K lines, we calculated a
large number of k-points along each line. Because of the
perturbation theory used in the k·p method, we expect
to fit the parameters only at a defined region around the
Γ-point. In order to reduce the high computational cost
of the hybrid DFT-HSE+SOC approach, we restricted
k-points to 100 samples up to 50 % of the FBZ.
IV. THE FITTING METHOD
Along the years, k·p parameters are usually being de-
rived from effective masses using experimental data [36,
54–57] or from theoretical band structure calculations
[32, 58–63]. Although this procedure is relatively simple,
it is not always possible to find analytical solutions relat-
ing k·p parameters to the effective masses. Alternatively,
the determination of the parameters may rely on the fit-
ting of previously calculated band structures[31, 60, 64–
69]. However, details about the fitting approach are not
usually described by the authors.
Although we consider a fitting that is based on the
resolution of the secular equation, as in previous works
[59, 68, 70], we used it in a different way. The secular
equation is used to reduce the complexity of the fitting.
Using the property that the eigenvalues are roots of the
secular equation and, by consequence, assuming that we
can collect expressions for any of the coefficients that
must also be zero, we extract a new set of n equations
(n being the order of the original matrix) that are used
in our fitting. With this procedure, we make explicit
the couplings among the different bands, simplifying the
expressions to be solved. The functions determined for
each direction are used together to provide the fitting
that minimizes the euclidean distance of the full set of
equations to the previously calculated data at once. Be-
cause we determine all the distances in a single step, we
guarantee that no direction is assigned more importance
than any other. In fact, the addition of other directions
to the fitting provides a way to increase the accuracy.
The general form of any k·p matrix with n energy
bands is given by
α11(k, {p}) . . . α1i(k, {p}) . . . α1n(k, {p})
...
. . .
...
. . .
...
α†1i(k, {p}) . . . αii(k, {p}) . . . αin(k, {p})
...
. . .
...
. . .
...
α†1n(k, {p}) . . . α†in(k, {p}) . . . αnn(k, {p})
 ,
(5)
where the matrix elements, αij(k, {p}) are functions that
represent each matrix element with k being the wave vec-
tor and {p}, the set of k·p parameters to be determined.
The secular equation of the Hamiltonian (5) may be
written as a general polynomial for the eigenvalues 
cn−1 (α11(k, {p}), ..., αnn(k, {p})) n−1(k)
+ ...+ c1 (α11(k, {p}), ..., αnn(k, {p})) (k)
+ c0 (α11(k, {p}), ..., αnn(k, {p})) = −n(k),
(6)
where ci are the polynomial coefficients, functions of the
matrix elements αij(k, {p}). Since these coefficients are
functions of k and {p}, we can denote them as ci(k, {p}),
rewriting the above equation as
n−1∑
i=0
ci(k, {p})i(k) = −n(k) . (7)
The analytical forms of these coefficients are used as
the fitting functions on our approach, and will be iden-
tified as analytical functions, denoted by the super-index
A: 
cA0 (k, {p})
cA1 (k, {p})
...
cAn−1(k, {p}) .
(8)
The next step is to find a similar relation for the eigen-
values obtained from the preexistent band structures,
from now on called reference band structure. Assuming
that the eigenvalues satisfy the secular equation, we can
write a system of equations to determine the polynomial
coefficients as a function of the wave vector k:
1 1(k) . . . 
i
1(k) . . . 
n−1
1 (k)
...
...
. . .
...
. . .
...
1 i(k) . . . 
i
i(k) . . . 
n−1
i (k)
...
...
. . .
...
. . .
...
1 n(k) . . . 
i
n(k) . . . 
n−1
n (k)


c0(k)
c1(k)
...
ci(k)
...
cn−1(k)

= −

n1 (k)
...
ni (k)
...
nn(k)
 ,
(9)
where i(k) represents the i-th energy band.
5Therefore, using eigenvalues from the reference band
structure, we can solve this system to obtain the coeffi-
cients ci as functions of i(k). This form of the coeffi-
cients will be called numerical functions, denoted by the
super-index N :
cN0 [1(k), 2(k), . . . , n(k)]
cN1 [1(k), 2(k), . . . , n(k)]
...
cNn−1 [1(k), 2(k), . . . , n(k)] .
(10)
Since we want to use the k·p to describe our reference
band structure, we should now consider that both numeri-
cal and analytical forms of the coefficients are equivalent,
leading to the equality
cA0 (k, {p}) = cN0 [1(k), 2(k), . . . , n(k)]
cA1 (k, {p}) = cN1 [1(k), 2(k), . . . , n(k)]
...
cAn−1(k, {p}) = cNn−1 [1(k), 2(k), . . . , n(k)] .
(11)
Having both, analytical and numerical functions, we
can perform the fitting procedure to extract the k·p pa-
rameters that best describe the reference band structure.
The fitting was done using the nonlinear least squares
method, implemented on Mathematica
TM
using the Non-
LinearModelFit routine [71]. Several different minimiza-
tion methods were tested: Newton, QuasiNewton, Lev-
enbergMarquardt, Gradient, Conjugate Gradient. As
the results were similar for all tested methods, we chose
the Conjugate Gradient method due to its relatively low
memory requirements for a large-scale problem and sim-
plicity of its iteration [72].
The fitting method described above is general, and
it can be applied for any given system, even for k·p
Hamiltonians larger than 8×8 and any direction in the
FBZ. For the particular case of semiconductors with zinc
blende structures, we can sample the FBZ along the three
most relevant high-symmetry directions, namely, Γ− X,
Γ−K, and Γ−L. The number of k-point lines play an im-
portant role, e.g., the direction Γ− L can yield only the
γ˜1 and γ˜3 parameters, and hence, additional directions
are required to identify the γ˜2 parameter.
For the case of the Hamiltonian given in eq. (1), the
secular equation can always be factorized in the separate
components, reducing the dimension of the problem by
half. The factorized secular equation reads as[
cN0 (k, {p}) + cN1 (k, {p}) + cN2 (k, {p})2
+cN3 (k, {p})3 + 4
]2
= 0 ,
(12)
where {p} = {γ˜1, γ˜2, γ˜3,∆so,P, Eg, e˜}. In specific direc-
tions the secular equation may be further factorized.
Solving the system (12), we obtain the following rela-
tions for the numerical coefficients
cNHH(kΓX ) = − HH(kΓX ),
cN2 (kΓX ) = − CB(kΓX )− LH(kΓX )− SO(kΓX ),
cN1 (kΓX ) = CB(kΓX )LH(kΓX ) + CB(kΓX )SO(kΓX )
+LH(kΓX )SO(kΓX ),
cN0 (kΓX ) = CB(kΓX )LH(kΓX )SO(kΓX ).
(13)
Notice that in the previous expressions, 1, 2, 3 and 4
where replaced by the average of the eigenvalues of the
bands at the specific k-point: CB , HH , LH and SO.
The parameters ∆so and Eg can be directly found from
the Γ-point energies and used as input to the fitting ap-
proach. Since, we adjusted simultaneously the expres-
sions for all the different bands in all chosen directions
of the FBZ, the overall quality of the parameters for the
multiband Hamiltonian is guaranteed.
V. k·p PARAMETERS FOR ZINC BLENDE
GaAs
In Fig. 2, we show the results of the fitting, using 20 %
of the FBZ superposed to the original DFT-HSE+SOC
calculation. For this particular range, we have found the
following set of parameters: γ1 = 1.31, γ2 = −0.72, γ3 =
0.03 and e = −2.50 in units of h¯2/2m0; P = 9.75 eV A˚. A
first inspection shows that the most important features
of the band structure are preserved. The band structure
for this range of wave vectors has essentially two different
regions, one up to 8 % of the FBZ and a second from 8 %
to 20 %. The HH and LH bands present nearly parabolic
behavior in both regions, but the effective masses if calcu-
lated only inside each region, would be clearly different.
The non-parabolicity, or band scattering, around 8 % and
the quasi linear behavior of the conduction band and the
split-off hole bands after the non-parabolicity are in good
agreement with the reference band structure. Finally, a
simple visual inspection of this results shows that the
difference between the curves is smaller than 8 % at the
borders of the region.
To avoid using visual estimation of the agreement of
curves, it is necessary to find a procedure that numeri-
cally determines how close the DFT-HSE+SOC and the
8× 8 k·p band structures are with respect to wich other.
This analysis can also be used to determine if in a smaller
region, an optimized parameter can lead to more reliable
results. To evaluate the agreement, we performed fit-
tings over different ranges around the Γ-point, from 2 %
up to 20 % of the FBZ, obtaining a large number of k·p
parameter sets.
6Γ-X
(a)
En
er
gy
 (e
V)
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
0 5 10 15
Γ-K
(b)
FBZ percentage
0 5 10 15
Γ-L
(c)
DFT-HSE
k.p
0 5 10 15 20
FIG. 2. Comparison between the band structure obtained by
diagonalization of the k·p Hamiltonian with the 20 % region
parameter set (dashed lines) and the band structure obtained
by hybrid DFT-HSE+SOC (solid lines). We show three di-
rections of the FBZ: (a) Γ−X, (b) Γ−K and (c) Γ−L. The
x-axis shows percentage in the specific direction.
VI. OPTIMAL PARAMETER SET
In order to evaluate the assertiveness of our param-
eters, we employed the Root Mean Square Deviation
(RMSD) to compare the reference and parametrized band
structures using the appropriate definition of the RMSD
to our problem
RMSD =
√√√√ 1
N
Nd∑
d
Nk∑
kd
Nn∑
n
[pn(kd)− rn(kd)]2 (14)
where the summations run over the directions in which
the FBZ was sampled, d, the points of the reciprocal
space calculated in each direction, kd, and the bands
taken into account, n. Nd, Nk and Nn are the total val-
ues of each one of these variables. The super-index p (r)
in the energy bands denotes the parametrized (reference)
band structure. Notice that the normalization condition
(with N = Nd×Nk×Nn) allows us to compare sets with
different numbers of points. The smaller the value of the
RMSD, the better our Hamiltonian and parameters fit
the DFT-HSE+SOC band structure.
The search for the optimal parameter set is performed
as follows: (i) we determine the parameter sets for differ-
ent fitting percentages of the FBZ; (ii) for each of these
parameter sets, we calculate the RMSD for different FBZ
percentages; (iii) the optimal parameter set presents the
minimum RMSD value for a given FBZ percentage. We
considered 16 different percentage values in the range
from 2 % to 20 %, that were used to define either the
parameter sets and the analyzed region.
In Fig. 3(a) we show the RMSD density map, with
y-axis representing the fitting percentage of the parame-
ter sets and the x-axis, the FBZ percentage used in the
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FIG. 3. (a) Root mean square deviation (RMSD) density map
showing the agreement of the different adjusted parameter
sets against the range around the Γ-point they are sampled.
The optimal parameter sets are indicated by the dashed line.
(b) RMSD of the optimal set of parameters for each enclosing
region. (c), (d) and (e) show the maximum deviation for each
optimal parameter set for the three directions used in the
fitting process.
RMSD determination. The lowest RMSD values for each
range are represented by the black dashed line. These pa-
rameter sets represent the best parameters that describe
each range. We found that all parameter sets reproduce
the band structure in the region below 6 % with an av-
erage deviation of around 2 meV. If the parameter set is
in the fitting range between 6 % and 14 %, the region of
optimal agreement is extended to approximately 12 % of
the FBZ with just a slight increase of the RMSD value.
If one considers a higher deviation, e.g. 10 meV, this re-
gion would be extended to around 15 %. Animations of
the optimal k·p band structure changes with the fitting
region limit can be found in the Supplemental Materials.
Fig. 3(b) shows the RMSD for the optimal parameters
sets. We can see an increase of the average deviation by
the increase of the FBZ range. This would be expected
since the 8×8 k·p Hamiltonian is valid in a region around
Γ-point. The results presented here show that the aver-
age deviation for the 20 % range is still below 20 meV,
reasonable for most of the optical simulations and for
ranges below 14 % the average deviation is only 4 meV.
The maximum deviation from the DFT-HSE calcula-
tion for each range in the 3 different directions, Γ − X,
Γ−K and Γ− L, is shown in Figs. 3(c)-(e), respectively.
Although CB and SO present large deviations at 20 %
of the FBZ (approx. 100 meV along Γ − K for CB and
SO and also along Γ − L for CB), for all other sampled
curves, the bands present up to this percentage a devi-
ation much smaller (around 50 meV for CB and LH at
Γ−X and smaller than 25 meV for all others). The large
values of the deviation for CB and SO, indicate that they
are mainly responsible for the steep increase of the RMSD
7around 15 %, i.e., all other curves have a very small de-
viation up to this percentage.
A general overview of the parameter sets with and
without the optimization approach is presented in Fig. 4
for different FBZ regions. The dashed lines represent the
raw data, i.e., the parameter sets obtained directly from
the fitting of the specific range while the solid lines are
used for the optimal parameters for the same range. One
can clearly distinguish two different regions: i) below 7 %,
we can see a fast decay of the values for the interband
interaction parameter, P , (on top) and a fast increase
for the effectives masses (on bottom); and ii) above 7 %,
the parameters are almost stable with a very slight linear
variation.
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Analyzing the band structure behavior, it is easy to
notice that using a range that takes into account the
non-parabolicity around 8 % is essential to determine a
stable set of parameters. In light of Fig. 3(b) however,
one can state that, even with the stability of the param-
eter values, an optimal set must be chosen to enhance
the accuracy of the fitting. This can be seen on Fig. 5,
where we present the agreement of parametrized and ref-
erence band structures for the optimal (solid lines) and
non-optimal (dashed lines) parameter sets for the range
of 20 %. The optimal parameters for 20 % were obtained
for the fitting using the range of 17.5 % and read as:
γ˜1 = 1.28, γ˜2 = −0.73, γ˜3 = 0.03 and e˜ = −2.34 and
P = 9.85eV A˚. Since the behavior of the bands in the
different directions is very similar, we chose to present
only the Γ − L direction. The Supplemental Materials
provide other directions expressions. The differences are
more striking in conduction and split-off bands, where
the choice of the parameters can reduce the total devi-
ation to approximately two thirds for an specific point,
i. e. from 25 to 15 meV on CB and from 15 to 10 meV
on SO. To see a complete table with optimal parameters
for the full range of enclosing regions, please refer to the
Supplemental Materials.
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FIG. 5. Difference between the DFT-HSE and k·p band struc-
tures calculated with optimal (solid lines) and non-optimal
(dashed lines) parameter sets along Γ − L direction for: (a)
CB; (b) HH; (c) LH; and (d) SO bands. The optimal param-
eters set shows better agreement with the DFT-HSE band
structure. Other directions show similar behaviors.
VII. COMPARISON WITH LITERATURE
PARAMETERS
The literature presents in general a unique set of pa-
rameters for any material. As we suggest optimal pa-
rameters for specific ranges of the FBZ, in our compar-
ison we chose 7 different parameter sets from the litera-
ture [33, 36, 54–56, 58, 73], see table in A. Using these
sets, we calculated the average value for each parameter
and its standard deviation. In Fig. 6 we plot the optimal
parameters together with shadowed regions showing the
intervals of the standard deviation around the average
values of the parameters. Our results show good agree-
ment with the literature data in general, since the values
obtained for ranges larger than 7 % are stable and lie al-
ways inside the standard deviation interval around the
average of the values selected from the literature.
The behavior presented for regions smaller than 7 %
may be understood by a simple analysis the band struc-
ture and the role of Ep in the secular equation. EP can
be adimensionalized by defining a new parameter that
reads as γ˜P = EP/Eg, showing that, even if P appears
in first order perturbation terms, γ˜P acts as an effec-
tive mass parameter. According to this new definition,
we have now five different effective mass parameters and
four bands to do the fitting. As up to 7 %, the bands
show a clear parabolic behavior, the fitting of the pa-
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FIG. 6. Comparison of the optimal parameters with the liter-
ature. The optimal parameters are shown in the curves and
the shadowed regions present the intervals of the standard
deviation around the average values of the parameters, deter-
mined from 7 traditional papers. (a) P parameter in eV A˚,
and (b) γ˜1, (c) γ˜2, (d) γ˜3 and (e) e˜.
rameters become undetermined. Around this percentage
all the bands start mixing and non-parabolic behavior
may be seen. Just above this region, a new parabolic
behavior emerges and all the bands change their curva-
tures accordingly. Including the two parabolic regions
in the fitting, e. g., fitting from Γ to 12 %, provides
the necessary relations to distinguish among the differ-
ent parameters influence on the effective masses, giving
parameters that agree with the literature parameters as
can be seen in Fig. 6. An evaluation of the method can be
done by analysing the exceptional agreement with litera-
ture parameters. The curvatures obtained by our fitting
reproduce the most reliable data from literature. More-
over, this indicates that the choice of hybrid DFT-HSE
combined methods reproduce accurately the properties
of the actual electronic properties of the material, vali-
dating our choice.
Finally, joining the information of the agreement of the
model with literature parameters together with the de-
viation from the DFT-HSE calculation described in sec-
tion VI, we have a tool to assess some insights about the
accuracy of the effective mass approximation. The lack of
agreement of the fitting after 15 %, specially for the CB
and SO bands, suggests that this specific approximation
starts to lose its validity at this region. However, even in
this region, our calculations indicate an average deviation
of less than 15 meV, indicating that, with proper param-
eters, the determination of properties depending on band
structures inside this range of the FBZ are reliable.
VIII. CONCLUSIONS
We developed and implemented a general method to
extract multiband k·p parameters using the secular equa-
tion of the Hamiltonian. Our approach considers the
simultaneous fitting of multiple directions of the FBZ
of preexistent band structure and, combined with the
RMSD analysis, provides a tool to evaluate the global
deviation between the fitted and the original data in a
systematic way. Within this approach, an optimal set of
parameters may be proposed for each specific region of
the FBZ.
In order to test our approach, we fitted the con-
ventional 8×8 zinc blende Hamitonian to GaAs band
structure obtained by a state-of-the-art hybrid DFT-
HSE+SOC calculation. The use of hybrid potentials
provided a way of guaranteeing that the electronic prop-
erties of the systems are directly associated with their
experimental values, addressing the most important is-
sues when using DFT calculations to determine effective
parameters.
Our fitted band structures present good agreement
with the DFT values when using up to 20 % of FBZ.
Particularly, below 15 % we showed an average deviation
of less than 10 meV. Above this range, we found that
the deviation rapidly increases due to the lack of addi-
tional coupling terms in the Hamiltonian. Besides the
good agreement on regions below 7 %, our analysis show
that the parameters are not stable in this range. The
stability present above 7 % and the small deviation be-
low 15 % define the range that can be used to obtain pa-
rameter sets that accurately describe the band structure
up to 20 % of the FBZ. Finally, the comparison with ex-
perimental and theoretical available data show that the
optimal parameter sets lie inside the range of the most
reliable parameters from the literature.
Concluding, our approach provides a method of find-
ing parameters for a general k·p model allowing its use
for any phase or crystalline structure. As a consequence
it can be used to extract parameters of new k·p Hamil-
tonians, opening a large range of opportunities to study
new physical phenomena.
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Appendix A: Parameters table for comparison with
the literature
In section VII we compared the optimal parameters
for a region comprising up to 20 % with the literature.
9TABLE I. k·p parameters obtained in this work (using 20 %
of the FBZ) and from selected references showing well estab-
lished k·p parameter sets. P is given in eV A˚.
this work literature
fit (20 %) ref.[33] ref.[36] ref. [58] ref. [73] ref. [54] ref. [55] ref. [56]
γ˜1 1.28 0.66 0.36 2.02 0.60 0.98 0.47 1.21
γ˜2 −0.73 −1.10 −1.08 −0.41 −1.17 −0.61 −1.24 −0.10
γ˜3 0.03 0.23 −0.45 0.46 −0.37 −0.61 −0.48 −0.07
e˜ −2.34 −2.87 −3.28 −0.94 −2.18 −2.62 −2.76 −1.77
P 9.85 10.47 10.25 9.89 10.27 10.37 10.48 10.18
In table I we present the literature data used to calculate
the average and standard deviation of the parameters.
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I. THE k·p METHOD
The quantum-mechanical treatment of the many body problem composed by electrons and nuclei in solid state ma-
terials is a complex task, in particular, due to the electron-electron interactions. Along the years, several approaches
have been proposed to address this problem, which include the solution of the Schroedinger equation using trial wave
functions at different levels of approximations such as the Hartree-Fock method combined with Møller-Plesset pertur-
bation theory or methods based on DFT [1, 2]. Although accurate, these methods are computationally demanding.
The limit of thousand-atoms on one system using state-of-the-art computational resources precludes their use on
mesoscopic and even in nanoscopic systems, e.g., a 100Å wide zinc blende GaAs nanowire would demand at least
950 atoms for the correct description of one atomic layer. Plenty of interesting problems reside beyond this hard wall
barrier. Alternatively, the use of the crystal symmetry to extract the main features of the electronic structure leads
to another class of approaches that overcome the computational resources barrier, known generally as effective mass
methods. In such methods, the many-body problem can be simplified by using an approximation in which an effective
single electron moves in the field generated by the screened electron-nuclei and electron-electron systems. When many
bands are included in this description the method is known as as the k·p method, and have been used since the 50’s
[3–5] to predict electronic and optical properties of semiconductors.
Below, we will summarize the key features of the k·p method as it is described in several references elsewhere
[3, 6, 7]. The one-electron Hamiltonian including relativistic SOC effects can be written as follows,
H =
p2
2m0
+ V (r) +
h¯
4m20c
2
[∇V (r)× p] · σ , (1)
where the first term is the kinetic energy of the electrons, the second term is the effective potential experienced by
the electrons and the last term is the SOC contribution. The linear momentum operator is given by p = −ih¯∇, m0
is the electron mass, c is the velocity of light, h¯ is the Planck constant divided by 2pi and σ is a vector containing the
Pauli matrices. Due to the translational symmetry of ideal crystalline systems, the effective potential is a periodic
function, and hence, the wave function solution must satisfy the Bloch’s theorem, i.e.,
Ψn,k(r) = e
ik·run,k(r) , (2)
where Ψ(r) is the total wave function (known as the Bloch function), k is a wave vector usually restricted to the FBZ,
un,k(r) is a function with the same period as the crystal, and n indicates the energy band index. A simple algebraic
manipulation shows that
pΨn,k(r) = e
ik·r(h¯k+ p)un,k(r) , (3)
and by applying this transformation on the wave functions (2), the Hamiltonian (1), from now on identified as Hkp,
may be simplified to act only on the periodic functions, un,k(r), i.e.,
Hkp un,k(r) = En(k)un,k(r) , (4)
where,
Hkp =
p2
2m0
+ V (r) +
h¯2k2
2m0
+
h¯
m0
k · p
+
h¯
4m20c
2
[∇V (r)× p] · σ + h¯
2
4m20c
2
k · [σ ×∇V (r)] .
(5)
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2Equation (5) is the k·p Hamiltonian with SOC. This is an exact Hamiltonian that describes the motion of an
electron in a periodic crystal. Despite been exact, there is no analytical solution for equation (4) and, at least, three
approximations should be made in order to solve it to a certain degree.
The first approximation is to assume that we know the solutions for a particular point in reciprocal space, usually
defined as k0. Then, we can expand Hamiltonian (5) around such point, and separate it into two different terms: one
containing only non-vanishing terms at the expansion point
H0 =
p2
2m0
+ V (r) +
h¯2k20
2m0
+
h¯
m0
k0 · p+ h¯
2
4m20c
2
k0 · [σ ×∇V (r)] , (6)
and the other containing the other terms
HP =
h¯2
2m0
(
k2 − k20
)
+
h¯
m0
(k− k0) · p
+
h¯
4m20c
2
[∇V (r)× p] · σ + h¯
2
4m20c
2
(k− k0) · [σ ×∇V (r)] .
(7)
Rewriting equation (4), we get
Hkp un,k(r) = (H0 +HP )un,k(r) = En(k)un,k(r) . (8)
The second approximation is to define a basis set for equation (8). In principle a complete basis set would be all
orbitals on each atom of the basis of the crystal structure, i. e., any state from any atom of the crystal unit cell.
Although this basis set is complete, it does not help on solving the problem, it is too big. An educated guess would
be to use a truncated basis set that describe the most important features of the host crystal. Group theory is used to
determine the symmetry of the states.
The third approximation is to use perturbation theory in order to define the matrix elements of equation (8). A
perturbative approach, proposed by Löwdin [8] in the early 50’s is used to solve this problem. In this formalism, the
states are separated into two classes, A and B. The states in class A will be chosen in order to address the energy bands
of interest and consequently, will be the basis set of the Hamiltonian matrix. Class B will comprise the remaining
bands of the system. Even if the remote bands are outside the energy range we are interested in, their interaction
with states in class A can provide important additional terms to the Hamiltonian. Using Dirac notation, from now
on, a total state of the system can be written as
|nk〉 =
A∑
α
cαn(k)|α〉+
B∑
β
cβn(k)|β〉 , (9)
where |α〉 and |β〉 are the states in class A and B, respectively. For clarity, we have un,k(r) = 〈nk|r〉, uα,k0(r) = 〈α|r〉
and uβ,k0(r) = 〈β|r〉. The symmetry provided in the previous step is used in this one to reduce the work by indicating
the terms that are forbidden by symmetry.
Therefore, the matrix elements of equation (8) are given by
〈α |H0 +HP |α′〉 = Eα (k− k0) δαα′ + 〈α| h¯
m0
(k− k0) · p|α′〉
+ 〈α| h¯
4m20c
2
[∇V (r)× p] · σ|α′〉
+
∑
β
〈α| h¯m0 (k− k0) · p|β〉〈β| h¯m0 (k− k0) · p|α′〉
Eα − Eβ ,
(10)
with
Eα (k− k0) = Eα(k0) + h¯
2
2m0
(
k2 − k20
)
, (11)
where Eα(k0) is given by
H0uα,k0(r) = Eα(k0)uα,k0(r) . (12)
3The evaluation of the matrix elements in equation (10) is indeed a very complicated task. Looking carefully into
this expression, one can see that the dipole moments (proportional to the matrix elements 〈α| h¯m0 (k− k0) ·p|β〉) of all
the transitions among the different states in the description are needed, as well as the transition energies associated
with them (Eα and Eβ). An alternative approach to look for all these data and performing all these sums, would be
determining their functional form using group theory arguments [3, 5, 9], replacing their analytical definitions by a
parametrization.
Our material of choice is the zinc blende GaAs that has a direct band gap with the maximum valence band (VBM)
and the minimum conduction band (CBM) at the Γ-point. Thus, to investigate electronic properties such as optical
transitions and transport, the choice of the Γ-point (k0 = 0) for the unperturbed Hamiltonian is straightforward.
We considered as class A the following electronic states, the topmost six states in the valence band (VB) (usually
referred to as p-like states) and the first two states at the conduction band (CB) (usually referred to as s-like states),
as described below:
|HH ⇑〉 = 1√
2
|(X + iY ) ↑〉
|LH ⇑〉 = i√
6
|(X + iY ) ↓ −2Z ↑〉
|SO ⇑〉 = 1√
3
|(X + iY ) ↓ +Z ↑〉
|CB ⇑〉 = |S ↑〉
|HH ⇓〉 = i√
2
|(X − iY ) ↓〉
|LH ⇓〉 = 1√
6
|(X − iY ) ↑ +2Z ↓〉
|SO ⇓〉 = i√
3
|− (X − iY ) ↑ +Z ↓〉
|CB ⇓〉 = |S ↓〉
, (13)
where HH, LH and SO are the heavy hole, light hole and split-off hole valence band states, respectively, and CB is
the conduction band state. ⇑ and ⇓ represent a pseudo-spin variable used to distinguish the degenerate solutions at
Γ-point.
In the zinc blende symmetry group, Td, the Bloch functions at Γ-point have the following symmetries [9, 10]:
|X〉 ∼ x, |Y 〉 ∼ y, |Z〉 ∼ z and |S〉 ∼ x2 + y2 + z2. The symbol ∼ means that the state on the left (e. g., |X〉)
transforms as the function on the right (e. g., x-coordinate) under the symmetry operations of the Td group. The
linear combinations of |X〉, |Y 〉, |Z〉 and |S〉 given in the basis set (13) diagonalizes the SOC interaction at k = (0, 0, 0)
[6, 11]. The matrix representation of (10) in the basis set (13) is
Q S R 0 i S√
2
−i√2R −iP− 0
S† T 0 R i (T−Q)√
2
i
√
3
2S
√
2
3Pz − 1√3P−
R† 0 T −S −i
√
3
2S
† i (T−Q)√
2
− i√
3
P+ −i
√
2
3Pz
0 R† −S† Q −i√2R† −i S†√
2
0 −P+
−i S†√
2
−i (T−Q)†√
2
i
√
3
2S i
√
2R Q+T2 + ∆so 0 − i√3Pz −i
√
2
3P−
i
√
2R† −i
√
3
2S
† −i (T−Q)†√
2
i S√
2
0 Q+T2 + ∆so
√
2
3P+ − 1√3Pz
−iP−
√
2
3Pz
i√
3
P− 0 i√3Pz
√
2
3P− Ec 0
0 − 1√
3
P+ i
√
2
3Pz −P− i
√
2
3P+ − 1√3Pz 0 Ec

(14)
where the terms are given by
Q = − h¯
2
2m0
[
(γ˜1 + γ˜2)(k
2
x + k
2
y)− (γ˜1 − 2γ˜2) k2z
]
R = − h¯
2
2m0
√
3
[
γ˜2(k
2
x − k2y) + 2iγ˜3kxky
]
Ec = Eg +
h¯2
2m0
e˜ k2 Pz = P kz
T = − h¯
2
2m0
[
(γ˜1 − γ˜2)(k2x + k2y) + (γ˜1 + 2γ˜2) k2z
]
S = i
h¯2
2m0
[
2
√
3γ˜3kz(kx − iky)
]
P± =
1√
2
P (kx ± iky) k2 = k2x + k2y + k2z
(15)
II. ANALYTICAL FUNCTIONS FOR THE Γ-K AND Γ-L DIRECTIONS
In the main article, we presented the general procedure to determine analytical functions and their numerical
counterparts. In this appendix we show the functions for all directions used in this work.
4For the Γ-X direction:
cAHH(kΓX , {p}) = − (γ˜1 − 2γ˜2)
h¯2k2
ΓX
2m0
cA0 (kΓX , {p}) = ∆SO − Eg + [2(γ˜1 + γ˜2)− e˜]
h¯2k2
ΓX
2m0
cA1 (kΓX , {p}) = −∆SOEg −
[
∆
SO
(e˜− γ˜1 − 2γ˜2) + 2Eg(γ˜1 + γ˜2) + 2m0
h¯2
P 2
]
h¯2k2
ΓX
2m0
+
[−2e˜(γ˜1 + γ˜2) + γ˜21 + 2γ˜1γ˜2 − 8γ˜22]
(
h¯2k2
ΓX
2m0
)2
cA2 (kΓX , {p}) = −
[
∆
SO
Eg(γ˜1 + 2γ˜2) +
2
3
∆
SO
2m0
h¯2
P 2
]
h¯2
2m0
k2
ΓX
−
[
∆
SO
e˜(γ˜1 + 2γ˜2) + Eg(γ˜1 + 4γ˜2)(γ˜1 − 2γ˜2) + 2m0
h¯2
P 2(γ˜1 − 2γ˜2)
](
h¯2k2
ΓX
2m0
)2
− e˜(γ˜1 + 4γ˜2)(γ˜1 − 2γ˜2)
(
h¯2k2
ΓX
2m0
)3
(16)
where k
ΓX
indicates a point along the Γ−X direction. Please notice that in these expressions the Kane parameter P
appear always as part of its energetic counterpart EP = 2m0P
2
/h¯2.
For the Γ-K direction we have
cA0 (kΓK , {p}) = ∆SO − Eg − (e˜− 3γ˜1)
h¯2k2
ΓK
2m0
cA1 (kΓK , {p}) = −∆SOEg −
[
∆
SO
(e˜− 2γ˜1) + 3Egγ˜1 + 2m0
h¯2
P 2
]
h¯2k2
ΓK
2m0
− [3e˜γ˜1 − 3γ˜21 + 3γ˜22 + 9γ˜23]
(
h¯2k2
ΓK
2m0
)2
cA2 (kΓK , {p}) = −
[
2∆
SO
Egγ˜1 +
2
3
∆
SO
2m0
h¯2
P 2
]
h¯2k2
ΓK
2m0
− [2 (e˜γ˜1 − γ˜21 + γ˜22 + 3γ˜23)∆SO − 3 (−γ˜21 + γ˜22 + γ˜23)Eg
+ (2γ˜1 − γ˜2 − 3γ˜3) 2m0
h¯2
P 2
](
h¯2k2
ΓK
2m0
)2
− [3e˜ (γ˜21 − γ˜22 − 3γ˜23)+ γ˜1(−γ˜21 + 3γ˜22 + 9γ˜23) + 2γ˜32 − 18γ˜2γ˜23]
(
h¯2k2
ΓK
2m0
)3
cA3 (kΓK , {p}) = −
[
∆
SO
Eg
(
γ˜21 − γ˜22 − 3γ˜23
)
+
∆
SO
3
(2γ˜1 − γ˜2 − 3γ˜3)2m0
h¯2
P 2
](
h¯2k2
ΓK
2m0
)2
− [∆
SO
e˜
(
γ˜21 − γ˜22 − 3γ˜23
)
+ Eg(γ˜1 − 2γ˜2)(γ˜1 + γ˜2 + 3γ˜3)(γ˜1 + γ˜2 − 3γ˜3)
+ (γ˜1 − 2γ˜2)(γ˜1 + γ˜2 − 3γ˜3)2m0
h¯2
P 2
](
h¯2k2
ΓK
2m0
)3
− e˜(γ˜1 − 2γ˜2)(γ˜1 + γ˜2 + 3γ˜3)(γ˜1 + γ˜2 − 3γ˜3)
(
h¯2k2
ΓK
2m0
)4
(17)
5with the numerical counterpart being
cN0 (kΓK ) = − CB (kΓK )− LH (kΓK )− SO (kΓK )− HH (kΓK )
cN1 (kΓK ) = CB (kΓK )LH (kΓK ) + SO (kΓK )LH (kΓK ) + HH (kΓK )LH (kΓK ) + CB (kΓK )SO (kΓK )+

CB
(k
ΓK
)
HH
(k
ΓK
) + 
SO
(k
ΓK
)
HH
(k
ΓK
)
cN2 (kΓK ) = − CB (kΓK )LH (kΓK )SO (kΓK )− CB (kΓK )HH (kΓK )SO (kΓK )− LH (kΓK )HH (kΓK )SO (kΓK )−

CB
(k
ΓK
)
LH
(k
ΓK
)
HH
(k
ΓK
)
cN3 (kΓK ) = CB (kΓK )LH (kΓK )SO (kΓK )HH (kΓK )
(18)
The Γ-L direction functions are
cAHH(kΓL , {p}) = − (γ˜1 − 2γ˜3)
h¯2k2
ΓL
2m0
cA0 (kΓL , {p}) = ∆SO − Eg + [2(γ˜1 + γ˜3)− e˜]
h¯2k2
ΓL
2m0
cA1 (kΓL , {p}) = −∆SOEg −
[
∆
SO
(e˜− γ˜1 − 2γ˜3) + 2Eg(γ˜1 + γ˜3) + 2m0
h¯2
P 2
]
h¯2k2
ΓL
2m0
+
[−2e˜(γ˜1 + γ˜3) + γ˜21 + 2γ˜1γ˜3 − 8γ˜23]
(
h¯2k2
ΓL
2m0
)2
cA2 (kΓL , {p}) = −
[
∆
SO
Eg(γ˜1 + 2γ˜3) +
2
3
∆
SO
2m0
h¯2
P 2
]
h¯2k2
ΓL
2m0
−
[
∆
SO
e˜(γ˜1 + 2γ˜3) + Eg(γ˜1 + 4γ˜3)(γ˜1 − 2γ˜3) + 2m0
h¯2
P 2(γ˜1 − 2γ˜3)
](
h¯2k2
ΓL
2m0
)2
− e˜(γ˜1 + 4γ˜3)(γ˜1 − 2γ˜3)
(
h¯2k2
ΓL
2m0
)3
(19)
and their numerical counterpart
cNHH(kΓL) = − HH (kΓL)
cN0 (kΓL) = − CB (kΓL)− LH (kΓL)− SO (kΓL)
cN1 (kΓL) = CB (kΓL)LH (kΓL) + SO (kΓL)LH (kΓL) + CB (kΓL)SO (kΓL)
cN2 (kΓL) = − CB (kΓL)LH (kΓL)SO (kΓL)
(20)
III. 6X6 HAMILTONIAN
In the paper, we considered the 8×8 Kane Hamiltonian. However, for large gap materials or when the interest
relies in effects occurring only inside the valence band, we can neglect the interaction between the conduction and
valence bands, setting the parameter P to zero. In such approach, we can define two independent A classes, one for
valence band (2×2) states and the other for the conduction band states(6×6), obtaining a new Hamiltonian that will
be denoted as 6×6 [7].
Although the functional form of the 6×6 and 8×8 terms are the same, the different choices for the A classes requires
6correction in the effective mass parameters. The Hamiltonian is given by the following matrix
Q S R 0 i S√
2
−i√2R 0 0
S† T 0 R i (T−Q)√
2
i
√
3
2S 0 0
R† 0 T −S −i
√
3
2S
† i (T−Q)√
2
0 0
0 R† −S† Q −i√2R† −i S†√
2
0 0
−i S†√
2
−i (T−Q)†√
2
i
√
3
2S i
√
2R Q+T2 + ∆so 0 0 0
i
√
2R† −i
√
3
2S
† −i (T−Q)†√
2
i S√
2
0 Q+T2 + ∆so 0 0
0 0 0 0 0 0 Ec 0
0 0 0 0 0 0 0 Ec

(21)
with the terms being
Q = − h¯
2
2m0
[
(γ1 + γ2)(k
2
x + k
2
y)− (γ1 − 2γ2)k2z
]
R =
h¯2
2m0
√
3
[
(2iγ3kxky) + γ2(k
2
x − k2y)
]
Ec = Eg + e
h¯2k2
2m0
T =
h¯2
2m0
[
(γ2 − γ1)(k2x + k2y)− (γ1 + 2γ2)k2z
]
S =
h¯2
2m0
[
2
√
3iγ3kz(kx − iky)
]
k2 = k2x + k
2
y + k
2
z .
(22)
IV. FITTING FUNCTIONS OF THE 6X6 HAMILTONIAN
We also applied the fitting method to obtain the parameters for the 6×6 Hamiltonian (21) as described in section
3 in the paper. In this Hamiltonian, valence and conduction band are decoupled and can be treated independently.
As conduction band is a diagonal block with dimension 2, we have the following polynomial equation:[−+ cA0 (k, {p})]2 = 0 , (23)
where the square in the expression means a the two-fold degeneracy of the eigenvalues. The analytical coefficient is
then given by
cA0 (k, {p}) = Eg + e
h¯2k2
2m0
, (24)
and the parameter set, {p}, in this case, is {e, Eg}.
e is determined through the fitting of the conduction band to a parabolic curve (24) and Eg is extracted from the
DFT-HSE band structure. For the valence band, also two-fold degenerated, we have the following secular equation[
3 + cN2 (k, {p})2 + cN1 (k, {p})+ cN0 (k, {p})
]2
= 0, (25)
with the parameter set being {p} = {γ1, γ2, γ3,∆so}.
The sampling directions were chosen to be the same used in the 8×8 model, i. e., Γ −X, Γ −K and Γ − L. The
analytical coefficients for the Γ−X direction are
cAHH(kΓX , {p}) =− [γ1 − 2γ2]
h¯2k2
ΓX
2m0
cA0 (kΓX , {p}) =∆so + 2 [γ1 + γ2]
h¯2k2
ΓX
2m0
cA1 (kΓX , {p}) =∆so [γ1 + 2γ2]
h¯2k2
ΓX
2m0
+
[
γ21 + 2γ1γ2 − 8γ22
]( k2
ΓX
2m0
)2 (26)
and the numerical coefficients
cNHH(kΓX ) = HH(kΓX )
cN1 (kΓX ) = − LH(kΓX )− SO(kΓX )
cN0 (kΓX ) = LH(kΓX )SO(kΓX ) .
(27)
7For the Γ−K direction we have
cA0 (kΓK , {p}) =∆so + 3γ1
h¯2k2
ΓK
2m0
cA1 (kΓK , {p}) =2∆soγ1
h¯2k2
ΓK
2m0
+ 3
[
γ21 − γ22 − 3γ23
]( h¯2k2
ΓK
2m0
)2
cA2 (kΓK , {p}) =∆so
[
γ21 − γ22 − 3γ23
]( h¯2k2
ΓK
2m0
)2
+ (γ1 − 2γ2)
[
γ21 + 2γ1γ2 + γ
2
2 − 9γ23
]( h¯2k2
ΓK
2m0
)3 (28)
with the numerical coefficients
cN2 (kΓK ) = − HH(kΓK )− LH(kΓK )− SO(kΓK )
cN1 (kΓK ) = HH(kΓK )LH(kΓK ) + HH(kΓK )SO(kΓK ) + LH(kΓK )SO(kΓK )
cN0 (kΓK ) = HH(kΓK )LH(kΓK SO(kΓK ) .
(29)
And for the Γ− L direction we have
cAHH(kΓL , {p}) =− [γ1 − 2γ3]
h¯2k2
ΓL
2m0
cA0 (kΓL , {p}) =∆so + 2 [γ1 + γ3]
h¯2k2
ΓL
2m0
cA1 (kΓL , {p}) =∆so [γ1 + 2γ3]
h¯2k2
ΓL
2m0
+
[
γ21 + 2γ1γ3 − 8γ23
]( k2
ΓL
2m0
)2 (30)
with the numerical coefficients
cNHH(kΓL) = HH(kΓL)
cN1 (kΓL) = − LH(kΓL)− SO(kΓL)
cN0 (kΓL) = LH(kΓL)SO(kΓL) .
(31)
V. PARAMETER SETS FOR THE 6X6 HAMILTONIAN
Using the same procedure as for the 8×8 case, we performed the fitting for different regions around the Γ point
obtaining a different set of parameters for each one of them. The definition of the best set of parameters was done
using the RMSD analysis. Fig. V shows the values of RMSD for each different region enclosing the Γ point.
As expected, the lower RMSD values were obtained for fitting regions below 8%, where the band structure is
almost parabolic. However, even for fitting regions beyond this limit, up to 12% of the FBZ, the RMSD values are
still considerably small, indicating that the model can still be used.
An animated figure showing the comparison of the k·p fitting and the original DFT-HSE band structures is available
with this text at http:// magazine site. In this animation we vary the parameters showing emphasizing the fitting
region used for their extraction.
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FIG. 1: (a) Root mean square deviation (RMSD) values intensity map showing the agreement of the different adjusted parameter
sets against the range around the Γ-point. A dashed curve indicate the optimal parameters for each enclosed region. (b) RMSD
of the optimal set of parameters for each region. (c), (d) and (e) show the maximum deviation for each optimal parameter set
for the three directions.
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FIG. 2: Comparison of the optimal parameters with the literature. The optimal parameters are shown in the curves and the
shadowed regions present the intervals of the standard deviation around the average values of the parameters, determined from
7 traditional papers [12–18] (see Table I). (a) γ1, (b) γ2, (c) γ3 and (d) e.
Figure 2 shows the comparison of the optimal parameters with literature values. The colored regions indicate
the region of one standard deviation around the average calculated with Refs. [12–18]. For small percentage of the
band (up to 8%), the variation of the parameters is flat and similar the literature, i.e., for the unique set parameters
9we describing this region. However, above to 8% (outside of the validity of the Hamiltonian), the parameters have
variation because the developed method return the best values to describe effects non-present in the Hamiltonian.
TABLE I: Experimental data used to compute the average and standard deviation of literature parameters
ref.[12] ref.[13] ref. [14] ref. [15] ref.[16] ref. [17] ref. [18]
γ1 6.98 6.85 7.65 6.67 7.20 6.79 7.17
γ2 2.06 2.16 2.41 1.87 2.50 1.92 2.88
γ3 2.93 2.79 3.28 2.67 2.50 2.68 2.91
e 14.93 14.93 14.93 14.93 14.93 15.04 15.04
VI. PARAMETERS FOR REGIONS DEFINED BY DIFFERENT PERCENTAGES OF THE FBZ
TABLE II: Optimal parameter sets for different enclosing regions of the FBZ, for both Hamiltonians (6×6 and 8×8).
6×6 Hamiltonian 8×8 Hamiltonian
% γ1 γ2 γ3 e γ˜1 γ˜2 γ˜3 e˜ P
2 7.49 1.83 2.77 14.82 −1.26 −2.55 −1.55 −11.29 12.74
3 7.13 1.86 2.80 14.57 −0.43 −2.00 −1.02 −8.30 11.99
4 7.03 1.85 2.78 14.41 0.27 −1.55 −0.59 −5.80 11.32
5 6.93 1.84 2.76 14.24 0.64 −1.32 −0.37 −4.52 10.95
6 6.85 1.82 2.74 14.04 0.89 −1.15 −0.21 −3.68 10.69
7 5.92 1.50 2.36 11.57 1.32 −0.92 0.01 −2.33 10.22
8 5.76 1.45 2.29 11.12 1.34 −0.90 0.02 −2.22 10.16
9 5.67 1.42 2.26 10.89 1.35 −0.88 0.02 −2.19 10.12
10 5.60 1.39 2.22 10.67 1.35 −0.87 0.03 −2.17 10.09
11 5.45 1.34 2.15 10.24 1.35 −0.85 0.03 −2.17 10.06
12 5.30 1.29 2.09 9.82 1.34 −0.83 0.03 −2.18 10.03
13 5.23 1.26 2.05 9.62 1.33 −0.82 0.03 −2.19 10.00
14 5.10 1.22 1.99 9.23 1.32 −0.81 0.03 −2.20 9.99
15 4.97 1.17 1.93 8.86 1.31 −0.79 0.03 −2.22 9.96
16 4.84 1.13 1.87 8.50 1.31 −0.78 0.03 −2.24 9.94
17 4.73 1.09 1.81 8.16 1.21 −0.77 0.03 −2.27 9.91
18 4.61 1.05 1.76 7.83 1.29 −0.76 0.03 −2.29 9.90
19 4.50 1.02 1.71 7.52 1.28 −0.74 0.03 −2.32 9.86
20 4.50 1.02 1.71 7.52 1.28 −0.73 0.03 −2.34 9.85
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