. Number of endemic species per taxa categorized as ongoing threatened by different drivers. We only kept species considered as Data Deficient, Least Concerned, Near Threatened, Vulnerable, Endangered and Critically endangered species. The number in grey represents the threats classification scheme (Version 3.2) of IUCN that have been considered in this study.
In order to measure the potential vulnerability of species to future threats, we used the IUCN classification. This classification allows us to establish the number of species evaluated by the IUCN as already at risk of extinction due to a given threat. In this aim, we only used endemic species to USA to be sure that the given threat occurred in USA and not in another country. We also removed from the analyses species that are already extinct because they are not present in the US. First, using the IUCN spatial data and Birdlife spatial data, we extracted the polygons of mammals, amphibians, reptiles and birds species that were only in USA. Then, we calculated the number of species within each category of threat that we have selected as relevant for the threat of interest (see IUCN category in grey for details). For example, we selected species that are classified as threatened due to Storms & Flooding following the IUCN category to calculate the number of species vulnerable to sea-level rise (N=9). Finally, we used the number of species threatened per category to estimate the weights attributed for each threat layer by taxa calculated from IUCN data (See Table S3 ). Table S4 . Percentage of endemic species in US threatened according to the IUCN classification. Only the three most important threats per taxonomic group have been represented here. The threats in grey represent the two threats that have not been considered in the current study because of data availability for the future timeframe.
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Figure S2: Cumulative threat maps for two emission scenarios (A1B and B2A) and two dates . Across the emission scenarios and dates we observed a similar pattern of high cumulative threat values. Indeed, most of the high cumulative threat values are located on the eastern part of the USA. On the contrary, most of the low cumulative threat values (<2) are located on the western part for the two emission scenarios and periods. We also observed that for most of the dates and scenarios a band of high cumulative threat values along the western coast of the United States. Therefore, we did not observe strong differences between the A1B and B2A scenarios. However, we can noticed that a significant part of the central states of the USA (Texas, Oklahoma, Kansas states) are predicted to be exposed to highest cumulative threat values under the B2A scenario compared to the A1B in 2080s. On the contrary, a larger part of the states that are located in the northwest of the US (Wisonsin, Minnesota, Iowa, Illinois) are predicted to be affected by high cumulative threat values under the A1B scenario compared to the B2A scenario. 
Figure S3.
Cumulative threats values for the species according to their IUCN category status from LC ("Least concern"), NT ("Near Threatened"), VU ("Vulnerable"), EN ("Endangered"), and CR ("Critically Endangered") under A1B scenarios 2080.
For each species, we calculated the median of the cumulative threat values across their respective area distribution. Then, we did a boxplot of the cumulative threat values for all the species per IUCN category using the ggplot() package in R. We found that species at higher risk of extinction (that are likely to have a small range size) are less likely to be affected by high cumulative threat values (except for CR species) compared to species at lower risk of extinction (that are likely to have a large range size). One of the explanation of this result might be due to the species that are at high risk of extinction are mainly located in the western part of U.S. (where we calculated lower values of cumulative threat) or due to the range size of the species. Indeed, in our analyses species at low risk of extinction are likely to have a larger range. Therefore species might be more likely to be exposed to high values of cumulative threats. Figure created in R 3.1.1. Figure S4 : Cumulative impact using taxonomic diversity for all the endemic species (N=196) for each CO 2 emission scenarios and date. Overall, we observed a similar pattern of cumulative threat values across the emission scenarios and dates. Indeed, most of the high cumulative impact values are located on the eastern part of the USA while most of the medium to low cumulative values are located on the western part. However, we also observed some small differences between the two emission scenarios. In particular, high cumulative impact values (>0.7) covered a larger part of the western part of the US under the A1B scenario compared to the B2A emission scenario. In addition, the cumulative impact values are predicted to be more important (0.2 to 0.5) in the northern states like Washington, Montana, North Dakota under the A1B scenario compared to the B2A emission scenarios. Figure S6 . PCA biplot for amphibians taxa for the high cumulative impact values. Threats are in red. Abbreviation : sr represents species richness threatened by a given threat.
We performed principal components analyses (PCA) using the prcomp() function in R to assess whether the linear combinations of threat intensities and number of species vulnerable to these threats (species richness) could summarize most of the variation among high cumulative impact values.
Regarding amphibians, we found the first two components to account for 40.54% for the variation in cumulative impact values. Many of the same threats that had high correlations with the overall cumulative impact values (Figure 4 ) loaded highly on the first two PCA components, in particular number of species vulnerable to invasive species. Figure S7 . PCA biplot for birds taxa for the high cumulative impact values. For birds, we found the first two components to account for 56.74% for the variation in cumulative impact values. Variation in cumulative impacts was driven largely by concordant spatial patterns in multiple threats (i.e., invasive species, climate change, grassland, cropland), and high species richness vulnerable to these threats. More specifically, cropland is highly associated with the first axis, while species richness components were more associated to the second axis. Figure S9 . PCA biplot for reptiles taxa for the high cumulative impact values. We found the first two components to account for 36.29% for the variation in cumulative impact values. We found that most of the species richness variables were associated to the second PCA components, while the threats (climate change, invasive species, developed areas) were linked to the first PCA component. 
Sea level rise
We determined the land area that will be permanently submerged by 1m and 2m sea-level rises, using the same methodology as in (C. . Ongoing research suggests that future increase of global sea level rise will be 0.26 to 0.98 m for 2081-2100 (IPCC 2013). Several, recent studies strongly suggest that sea level rise could be substantially greater, i.e., an increase of 0.5 to 2.3 m by the end of the century (Grinsted, Jevrejeva, & S, 2010; Rahmstorf, 2007) . Such increases could lead to the immersion of large portions of coastlines. The consequences of sea level rise for biodiversity might be significant, especially in the U.S. (Hinkel et al., 2014) . We considered two different sea level rise scenarios, ranging from 1 to 2m. This last scenario represents a realistic upper bound of sea level rise (Nicholls & Cazenave, 2010) . More precise sea level rise scenarios (below the meter) are currently available. In addition, although sea level rise is likely to be heterogeneous, the regional variation in sea level rise is hard to predict. Therefore, we did not extrapolate heterogeneity, due to these high uncertainties (Nicholls & Cazenave, 2010) . In addition, it is commonly accepted to use a homogeneous rise to assess the impact of sea level rise (Wetzel, Beissmann, Penn, & Jetz, 2013) . We extracted elevation data from the digital elevation model developed by NASA's shuttle radar topography mission with 250 m resolution (Jarvis, Reuter, Nelson, & E. Guevara, 2008) across the United States. Potentially submerged areas include standing freshwater such as rivers, wetlands, and associated habitat connected to the ocean. We only considered flooded cells that connected to the ocean below a projected sea-level rise. This data layer presents for each cell a binary value of presence/absence of submersion by sea-level rise scenario.
Climate change
To determine areas that would experience climate change, we calculated the local climate change defined as the standardized Euclidean distance (SED) between the current and future climate data for each pixel (see formula below) using the same methodology as in (Céline Bellard et al., 2014) . This approach assumes that the USA has specific climates accurately represented by the six selected climate variables. In addition, this approach also assumes that significant changes of climate will threaten species.
We used the methodology developed by Williams et al. (2007) to quantify the climate dissimilarity.
where a k I and b ki are the current and future means for climate variable k at grid point i, and S ki is the standardized current climate value, following the methodology of Williams, Jackson, & Kutzbach, 2007) . The standardization values were metrics of seasonality for temperature and precipitation variables. Standardizing each variable places all climate variables on a common scale (Veloz et al., 2012) . We used six different climate variables linked to temperature and precipitation (i.e., annual mean temperature, maximum temperature of warmest month, minimum temperature of coldest month, annual precipitation, precipitation of wettest month and precipitation of driest month). Current climatic data were averaged from 1950-2000 data of the Worldclim database (Hijmans, Cameron, Parra, Jones, & Jarvis, 2005) and future climate data were obtained from the Global Climate Model data portal for 2050s (2040-2069) and 2080s (2070-2099) (Global Climate Model, 2013) , all at 10' resolution (i.e., 18.6 x 18.6 km). These variables were selected because they provide a combination of means, extreme and seasonality that are known to influence the distribution of species and were not collinear (Pairwise Pearson's r<0.75). Simulations of future climates were based on three general circulation models (i.e., HADCM3, CSIRO2 and CGCM2) and two CO 2 emission scenarios (i.e., B2A and A1B). This data layer presents continuous values of an index of local climate change per pixel.
Invasive alien species
We used projected threat of the 100 among the world's worst invasive alien species modeled by (C. Bellard et al., 2013) in 2050 and 2080 according to the A1B and B2A emissions scenarios at 0.5° resolution. This IUCN list of the "100 of the world's worst invasive alien species" provides the most geographically and taxonomically representative set of the most dangerous invasive alien species around the world, causing significant impacts on biodiversity and/or human activity in all ecosystems (Lowe, Browne, Boudjelas, & De Poorter, 2000) .
Below is the methodology that have been used to generate this layer from (C. Bellard et al., 2013) .
Climate data. To characterize present-day climate, we used climatic data (averaged from 1950-2000) from the Worldclim database (Hijmans et al., 2005 ) at a 0.5° resolution. We selected six climatic variables: (i) mean diurnal range, (ii) maximum temperature of warmest month, (iii) minimum temperature of coldest month, (iv) annual precipitation, (v) precipitation of wettest month, and (vi) precipitation of driest month. In the case of freshwater species, many studies have revealed strong correlations between spatial patterns and climatic variables (Jocque, Field, Brendonck, & De Meester, 2010) , mostly temperature and the availability of water, and have used species distributions mod-els to successfully predict the distribution of fishes (McNyset, 2005) and mussels (Drake & Bossenbroek, 2004) . Future climate data were extracted from the Global Climate Model data portal (http://www.ccafsclimate.org/spatial_downscal-ing/). These models were statistically downscaled from the original Global Change Model outputs with the Delta method (Ramirez-Villegas & Jarvis, 2010). Due to large effects of different atmosphere ocean global circulation models (AOGCMs) on species range projections, simulations of future climate were based on three different AOGCMs (HADCM3, CSIRO2 and CGCM2) averaged from 2040 to 2069 ('2050') and 2070 to 2099 ('2080'). We used two different scenarios (A1B, B2A) that reflect different assumptions about demographic, socio-economic and technological development on greenhouse gas emission (Solomon et al., 2007) .
Land use data. Current and future global land use and land cover variables were simulated by the Globio3 land model at a 0.5° resolution for two different emission scenarios A1B and B2A (Millennium Ecosystem Assessment et al., 2005; Alkemade et al., 2009) . These data together with climate were used to model the potential distribution of the species in the 100 world's worst invasive species list. For the two selected emission scenarios, we re-classified the 30 different land cover types from the Globio3 data (Bartholomé & Belward, 2005) into 12 land cover type variables by grouping some of them together. These land use variables consisted of the proportion of the grid cell covered by (i) tree cover, (ii) tree cover regularly flooded, (iii) mosaic habitat, (iv) tree cover burnt, (v) shrub cover, (vi) herbaceous cover, (vii) cultivated and managed areas, (viii) bare areas, (ix) water bodies, (x) snow and ice, (xi) artificial surfaces and associated areas and (xii) pasture. We calculated for each pixel the proportion of each land cover type in 1970-2000 ('current'), '2050' and '2100'. Invasive alien species data. We collected current distribution data for the species on the list 100 of the world's worst invasive alien species, compiled by the International Union for the Conservation of Nature (IUCN, Lowe et al., 2000) . Developed in 2000 by the ISSG global network of over 1000 invasion biology experts, this synthesis included input from the wider community of practitioners and scientists with expertise on all taxonomic groups and environments. The list provides the most geographically and taxonomically representative set of the most dangerous invasive alien species around the world, causing significant impacts on biodiversity and/or human activity in all ecosystems. Data were collected from a variety of online databases, references and personal communications (see Bellard et al., 2013 for details).
Species distribution model projections
Modeling process. We modeled the potential distribution of the invasive species by combining available occurrences with a set of six climatic variables and 12 land use variables that we assumed to be important for invasive species. Analysis of the climate and land use preferences of a species can therefore be used to predict areas where the species could occur at global scales. Although other factors such as soil properties or micro-climate also determine the presence or absence of a species at the local scale, we assumed that climate and land use were the most important explanatory variables of species distribution at the global scale. We used six different SDMs, within the biomod v.2.0 platform (Thuiller, Lafourcade, Engler, & Araújo, 2009 ) carried out on the R platform. These models were: Generalized Linear Model, Generalized Boosting Trees, Multivariate Adaptive Regression Splines, Random Forest, Flexible Discriminant Analysis and Maximum Entropy. More details about the first five modeling techniques can be found in Thuiller et al., (2009) and in Elith et al., (2011) for Maximum Entropy. All models required presence and pseudo-absences (PAs or background). Five sets of PAs were generated by selecting from 1000 to 10 000 random points across the globe, according to the number of presences N (if N ≤ 1000 then 1000 PAs were selected, else 10,000 PAs were selected) [as recommended by (Barbet-Massin, Jiguet, Albert, & ]. Equal weightings were given to presences and PAs.
Evaluating model performance. We evaluated the predictive performance of each model using a repeated split sampling approach in which models were calibrated over 70% of the data and evaluated over the remaining 30%. This procedure was repeated four times. We used two different statistical met-rics: the true skill statistics (TSS) (Allouche, Tsoar, & Kadmon, 2006) and Area Under the ROC Curve (AUC) (Fielding & Bell, 1997) . The TSS accounts for both omission and commission errors, and ranges from _1 to +1, where +1 indicates perfect agreement and 0 represents a random fit (Allouche et al., 2006) . AUC values range from 0 to 1, and according to Swets (1988) , an AUC above 0.8 is considered to have 'good' discrimination abilities. We also used the Boyce index to assess model performance (Boyce, Vernier, Nielsen, & Schmiegelow, 2002; Petitpierre et al., 2012) . The Boyce index only requires presence data, where AUC and TSS require both presence and absence data. Boyce index measures how much model predictions differ from random distribution of the observed presences across the predic-tion gradients. Values of Boyce index vary between -1 and +1. Positive values indicate a model with present predictions that are consistent with the distribution of presences in the evaluation dataset; values close to zero mean that the model is not different from a random model. We calculated the Boyce index for each of the 60 models (GLM, MARS and MaXent) per species.
Ensemble modeling approach. The final calibration of every model for generating invasion scenarios used 100% of available data. We used an ensemble forecast approach to account for the variability among the six species distribution models and the three general circulation models to get the central tendency (Araújo & New, 2007) . To make sure no spurious models were used in the ensemble projections, we only kept the projections for which the model's evaluation estimated by AUC and TSS were higher than 0.8 and 0.6, respectively (e.g., Gallien, Douzet, Pratte, Zimmermann, & Thuiller, 2012) , and a weight proportional to their TSS evaluation was associated with each model. Because of the potential problems raised by (Lobo, Jiménez-Valverde, & Real, 2008) on the use of AUC as a measure of model performance, we decided to use TSS for the final consensus distributions. The final current and future consensus distributions were obtained by calculating the weighted mean of the distribution for each scenario (Marmion, Parviainen, Luoto, & Heikkinen, 2009 ). This resulted in one current probability distribution map and three future probability distribution maps (because we used three global circulation models) for each emission scenario (A1B and B2A) and each species. Future probability maps were therefore averaged for each scenario. Then, we transformed the probability maps obtained from the ensemble projections into binary suitable/non-suitable maps using the threshold maximising the True Skill Statistics, as proposed by Allouche et al., (2006) . This was done to ensure the most accurate predictions since it is based on both sensitivity and specificity (Jiménez-Valverde, 2012) . We obtained one current binary distribution map and three future binary distribution maps per emission scenario and per species. Consensus binary maps were obtained attributing presence when the majority of GCMs (i.e., two of three) predicted presence, otherwise predicting absence.
Among these species modeled in Bellard et al., (2013) , we have only kept 57 invasive alien species known to be already present in the United States including 18 terrestrial plants, ten terrestrial invertebrates, seven mammals, seven freshwater fishes, five aquatic invertebrates, four fungi, three amphibians, one aquatic plant, one bird, and one reptile, and 18 terrestrial plants. This data layer presents a continuous value of the number of invasive alien species per pixel.
Land-use change
We used projected land-use and land cover scenarios by 2050 and 2080 for two emission scenarios (i.e., B2A and A1B) developed by the United States Geological Survey using the FORecastingSCEnarios of future land-use (FORESCE) model at 250m resolution (Sleeter et al., 2013) ). These spatially explicit models integrate both "topdown" drivers of land cover/land-use, such as demographic change, and local-scale "bottom-up" drivers such as biophysical site conditions (Sleeter et al., 2012) . The USGS land use/land cover maps include 17 different classes, but we only considered six classes corresponding to the same classes regarding biodiversity threat (i.e., Developed, Mining, Disturbed forested lands, Grassland, Cropland, and Pasture) 
SI 2: Detailed about the climate models and emission scenarios used in the study
We projected four main threats including sea level rise, climate change, invasive alien species and habitat changes (through six land use classes: Developed, Mining, Disturbed forested lands, Grassland, Cropland, and Pasture).
Choices of emission scenarios and global climate models.
Two IPCC emission scenarios were used for the projection of future climate for each threat (except sea level rise): A1B (maximum energy requirements, emissions balanced across fossil and non-fossil sources) and B2A (lower energy requirements and thus lower emissions than A1B). These two scenarios reflect different assumptions about demographic, socio-economic and technological development on greenhouse gas emission (Solomon et al., 2007) . Regarding sea level rise, we used two different scenarios: increase by 1m and an increase of sea level rise by 2 meters. The 1m scenario followed the 1m scenario followed the current trend of sea level rise projection and was therefore similar to the B2A scenario. Conversely, the 2m scenario was similar to the A1B scenario. Therefore, we associated climate data, land use data, invasive alien species data according to the similarity between scenarios: A1B with 2m scenarios, and B2A with 1m scenario (see Table below ).
Because of uncertainty in forecasting future distributions is largely related to global circulation models (Buisson, Thuiller, Casajus, Lek, & Grenouillet, 2010) , we also used three global circulation models that simulated the impact of A1B and B2A emission scenarios on future climates. We chose the models that were available for both our climate scenarios, Hadley Centre Coupled Model version 3 (HADCM3), Coupled Global Climate Model (CGCM, A1B version 3.1 (t47), B2A; version 2) and the Commonwealth Scientific and Industrial Research Organization model (CSIRO, A1B: Mk3.0, B2A: Mk2). We chose two future periods: 2050s and 2080s (averaged from 2040 to 2069 and 2070 to 2099 respectively). These models were downscaled statistically using the Delta method (Ramirez-Villegas & Jarvis, 2010). The models were downloaded from the Global Climate Model data portal (http://www.ccafs-climate.org/).
Projections for 2050s
Projections for 2080s The final cumulative threats and impacts values were calculated for 2050s and 2080s periods. Because sea level rise is likely to be less than 1 meter in 2050 and we do not have elevation data accuracy at less than 1 meter. We did not consider the sea level rise threat in the projections for 2050s period.
SI 3: Detailed about sensitivity tests of standardization methods.
Our approach requires merging intensity of threats and species richness of species vulnerable to these threats, the native units of which vary widely. Therefore, we rescaled the value per pixel of each variable to a 0-1 range to create a unitless relative metric for individual threat, species richness, and cumulative impact values.
We transformed these variables using three types of standardization. First, we used a natural-log transformation (ln[x+1]) before max-min rescaling, thereby compressing the upper end and expanding the lower end of the range. Secondly, we used a basic standardization, a max-min linear rescaling ([x i -x min ]/[x max -x min ]). Thirdly, we used a cumulative distribution function to replace each value with a score reflecting its percentile rank relative to all other pixels (Allan et al., 2013) . The cumulative distribution function approach resulted in a uniform number of pixels at any given level of value, whereas the linear and log transformations allowed heterogeneity in the number of pixels at any given level of value.
In order to test the robustness of our results, we performed a sensitivity test to measure the sensitivity of our results to the standardization procedure by calculating spatial correlation between the different maps of cumulative impact values. To this aim, we analyzed five runs of 50,000 random pixels because it was not possible to calculate the spatial correlation metric for all the pixels. We used the cor() function in R. This method has already been used in several papers to test the robustness of the results using different standardization metric (Allan et al., 2013) . We found that the spatial correlations were high among the resulting nine maps of cumulative impact (all taxa considered) [A1B 2080] based on pair-wise comparisons, Pearson's r: mean = 0.81 ± 0.08.
We conclude that our results about spatial patterns of cumulative impact values were independent of the normalization method. Therefore, the broad patterns were affected very little by the choice of transformation approach (e.g., figure below). Although the values distributed would not be exactly the same, the relative extreme cumulative impact values were similarly distributed across the country. Consequently, the choice of the standardization method can have consequences for resulting maps of cumulative impacts (except main patterns). There is no single right answer for how best to transform and normalize data (Halpern & Fujita, 2013) . However, the choice of the approach should reflect relevance for the question of the paper. For all analyses presented in the article, we used the cumulative distribution function approach for graphical and interpretation purposes because the flat frequency distribution of cumulative impact values across pixels facilitates visualization of broad spatial patterns and allow to identify the relative highest areas of exposure, which are of high interest for the study. Classic'normaliza-on'' Log'transformed'
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