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Abstract
We consider the problem of the determination of the largest modulus of a root of a complex
polynomial P. We obtain lower and upper bounds using properties of appropriate linear recurrent
sequences associated with P. This allows giving the absolute value of a dominant root as the limit
as in Bernoulli’s process. We finally discuss a rule of Jacobi in his refinement of Bernoulli’s method.
Relevant examples are obtained through pari and maple procedures.
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1. Introduction
The main subject of this paper is the determination of the roots of a univariate
complex polynomial of largest modulus. The first upper bounds have already been
obtained by Lagrange (1798) and Cauchy (1829). A more recent reference on these
inequalities is (Henrici, 1976). The knowledge of the size of the dominant roots of a
univariate polynomial is useful in algorithms of factorization of univariate polynomials.
See von zur Gathen and Gerhard (1999), for example.
When there exists a single dominant root, the modulus can be obtained by
the Graeffe–Dandelin method. For the general case, algorithms were proposed by
Davenport and Mignotte (1990) and Mignotte and S¸tefa˘nescu (2001), essentially using the
Graeffe–Dandelin method.
It is here that our study differs completely from those of Davenport and Mignotte
(1990) and Mignotte and S¸tefa˘nescu (2001): instead of the Graeffe–Dandelin method we
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use another classical procedure, Bernoulli’s method based on suitable linear recurrent
sequences. In Theorem 6 we prove that if P is a nonconstant polynomial over C of degree d
and α1 is a dominant root, then Xnd−1/(n+1) ≤ |α1| ≤ Vn K 1/n , where the sequences (Xn)n
and (Vn)n are defined through suitable linear recurrent sequences associated with P , and
K is a constant. Then we deduce in Corollary 10 that |α1| can be computed as a limit as in
Bernoulli’s process. This is progress when compared with the Graeffe–Dandelin method,
the computation of the general term of a linear recurrent sequence being much simpler.
In the second part of the paper we study an old Jacobi method. We prove in Corollary 12
that the rule of Jacobi holds if and only if the dominant roots of P are all simple.
2. Generalities on linear recurrent sequences
We give some useful results on linear recurrent sequences associated with a polynomial
P of degree d .
We remind that a sequence (un)n≥0 ⊂ C is linearly recurrent (over C) if there exist
d ∈ N and a0, a1, . . . , ad ∈ C with a0 	= 0 such that
a0ud+i + a1ud+i−1 + · · · + adud = 0 for all i ∈ N.
The polynomial P(X) = a0 Xd + a1 Xd−1 + · · · + ad ∈ C[X] is called the characteristic
or generating polynomial of the sequence (un)n .
Note that a linearly recurrent sequence (un)n with the characteristic polynomial P of
degree d is completely determined by its first d initial values u0, u1, . . . , ud−1.
Lemma 1. Let u(k) = (un+k)n≥0, 0 ≤ k < d, where (un)n∈N is a linear recurrent
sequence associated with P. The sequences u(k) span the vector space E of the linear
recurrent sequences associated with P if and only if∣∣∣∣∣∣∣∣∣
u0 u1 . . . ud−1
u1 u2 . . . ud
...
...
...
...
ud−1 ud . . . u2d−2
∣∣∣∣∣∣∣∣∣
	= 0.
Proof. Take any v = (vn) ∈ E and assume that there exist scalars c0, c1, . . . , cd−1 such
that
v = c0u(0) + c1u(1) + · · · + cd−1u(d−1),
therefore, in particular, the relation
vn = c0u(0)n + c1u(1)n + · · · + cd−1u(d−1)n
is fulfilled for n = 0, 1, . . . , d − 1. This gives a Cramer linear system which has solutions,
so the determinant is nonzero.
Conversely, suppose the determinant is nonzero. Therefore there exist unique
c0, c1, . . . , cd−1 such that
vn = c0un + c1un+1 + · · · + cd−1un+d−1 for n = 0, 1, . . . , d − 1.
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Since the linear recurrent sequences (vn)n, (u(0)n )n, (u(1)n )n, . . . , (u(d−1)n )n are associated
with the same polynomial P , it follows that
v = c0u(0) + c1u(1) + · · · + cd−1u(d−1). 
Corollary 2. We have:
(i) The sequences v(k) = (vn+k)n≥0, 0 ≤ k < d, where (vn)n∈N is the linear recurrent
sequence associated with P defined by v0 = v1 = · · · = vd−2 = 0, vd−1 = 1, form
a basis of the vector E .
(ii) If s = (sn) and t = (tn) are linear recurrent sequences associated with the
polynomial P and the sequences t(k) = (tn+k)n≥0, 0 ≤ k < d, span the space
E , there exists a constant C > 0 such that
|sn| ≤ C max{|tn|, |tn+1|, . . . , |tn+d−1|} for all n ∈ N.
Proof.
(i) The determinant corresponding to the first d values of vi is ±1.
(ii) Because the sequences t(0), t(1), . . . , t(d−1) generate the space E , there exist
constants c0, c1, . . . , cd−1 such that
s = c0t(0) + c1t(1) + · · · + cd−1t(d−1),
therefore
sn = c0tn + c1tn+1 + · · · + cd−1tn+d−1 for all n ≥ 0.
Then we take C =∑d−1j=0 |c j |. 
We also need the following
Lemma 3. Let P(X) = a0 Xd + a1 Xd−1 + · · · + ad ∈ C[X] with a0 	= 0 and let
α1, . . . , αd be the roots of P. Let (xn) be the linear recurrent sequence with characteristic
polynomial P and starting values x0, x1, . . . , xd−1 given by
x0 = −a1
a0
, xk−1 = −kak + ak−1x0 + · · · + a1xk−2
a0
for k = 2, 3, . . . , d.
Then
xn = αn+11 + αn+12 + · · · + αn+1d for all n ∈ N.
Remark. We found the expression of xn in Lemma 3 of Henrici (1964). The author does
not provide a proof, but this follows easily from Newton’s relations (cf. Mead, 1992).
3. Bounds for dominant roots
Let α1, α2, . . . , αd be the roots of P . If
|α1| = · · · = |αs | > |αs+1| ≥ · · · ≥ |αd |,
then we call α1, . . . , αs the dominant roots of P .
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The problem of computing an approximate value for |α1| was considered by
Davenport and Mignotte (1990) and Mignotte and S¸tefa˘nescu (2001). Here we propose
another method.
We will obtain bounds for |α1| using the following two linear recurrent sequences
associated with the polynomial P:
x0 = −a1
a0
, xk−1 = −kak + ak−1a0 + · · · + a1ak−2
a0
for k = 2, 3, . . . , d,
v0 = v1 = · · · = vd−2 = 0, vd−1 = 1.
Proposition 4. Let α ∈ C be a root of P.
(i) We have
α j =
d−1∑
i=0
αd−i−1vi+ j
for any integer j ≥ 0.
(ii) If (tn) is a linear recurrent sequence such that t(k) = (tn+k)n, 0 ≤ k ≤ d − 1, span
the vector space E , we have
|α|n ≤ C max{|tn|, |tn+1|, . . . , |tn+d−1|} for all n ∈ N
for some positive constant C.
Proof.
(i) We note that the statement holds for j = 0, 1, . . . , d − 1. Since α is a root of P ,
a0α
j + a1α j−1 + · · · + ad−1α j−d−1 + adα j−d = 0 for all j ≥ d.
Supposing that the relation is verified for indices smaller than j , the previous relation
becomes
a0α
j + a1
d−1∑
i=0
αd−i−1vi+ j−1 + · · · + ad
∑
i=0
αd−i−1vi+ j−d
= a0α j +
d−1∑
i=0
αd−i−1(a1vi+ j−1 + · · · + advi+ j−d )
= a0
(
α j −
d−1∑
i=0
αd−i−1vi+ j
)
= 0,
hence the result.
(ii) We apply Corollary 2(ii) with sn = αn and the same (tn). 
The sequences (vn)n≥0 and (xn)n≥0 provide lower and upper bounds for the roots of the
polynomial P:
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Corollary 5. We have
(i) |α1| ≤ Vn
(
Bd−1
B−1
)1/n for all n ≥ 0, where
Vn = (max{|vn|, |vn+1|, . . . , |vn+d−1|})1/n,
B = 1 + H (P)/|a0| and H (P) = max{|ai |; 0 ≤ i ≤ d} is the height of the
polynomial P.
(ii) |α1| ≥ |xn|1/(n+1)d−1/(n+1) for all n ≥ 0.
Proof.
(i) Here we use Proposition 4(i). and the upper bound for roots given by Cauchy (1829).
We have
|α|n ≤ (1 + |α| + · · · + |α|d−1)max{|vn|, |vn+1|, . . . , |vn+d−1|}.
By Cauchy we have |α| ≤ 1 + H (P)/|a0|.
(ii) We apply Lemma 3 and obtain
|xn| =
∣∣∣∣∣
d∑
i=1
αn+1i
∣∣∣∣∣ ≤
d∑
i=1
|αi |n+1 ≤ d|α1|n+1,
which gives the desired lower bound for |α1|. 
Remark. Note that, in fact, we can take in Corollary 5(i).
B = 1 + max{|a1|, . . . , |ad |}|a0| .
Other upper bounds for |α| are given by Henrici (1976).
Theorem 6. We have
Xnd−1/(n+1) ≤ |α1| ≤ Vn K 1/n,
where
Xn = max{|xn|1/(n+1), |xn+1|1/(n+2), . . . , |xn+d−1|1/(n+d)},
Vn = (max{|vn|, |vn+1|, . . . , |vn+d−1|})1/n,
K = B
d − 1
B − 1 , with B = 1 + H (P)/|a0|.
Proof. The left-hand side follows from Corollary 5(ii). Then the right-hand side is proved
using Corollary 5(i). 
Proposition 7. Let (yn) be a sequence of positive real numbers such that
lim inf (max{yn, . . . , yn+h}) 1n = γ > 0
and
lim sup (max{yn, . . . , yn+h}) 1n = γ < ∞.
Then
lim inf
(
max
{
y
1
n
n , y
1
n+1
n+1, . . . , y
1
n+h
n+h
})
= γ
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and
lim sup
(
max
{
y
1
n
n , y
1
n+1
n+1, . . . , y
1
n+h
n+h
})
= γ .
Proof. Let γ1 = min{1, γ /2}, γ2 = max{1, 2 γ } and
zn = (max{yn, yn+1, . . . , yn+h})1/n, ωn = max
{
y
1
n
n , y
1
n+1
n+1, . . . , y
1
n+h
n+h
}
.
For any ε > 0 there exists n0 such that for all n > n0 we have
γ1 < zn < γ + ε.
Let p be such that zn = y1/np , n ≤ p ≤ n + h. Note that 0 < γ1 ≤ 1. We have
y1/np = zn ≤ znγ−h/(n
2)
1 . On the other hand y
1/(n+h)
p ≤ znγ−h/(n
2)
1 because this is
equivalent to γ n+h1 ≤ y1/np = zn , which follows from γ n+h1 ≤ γ1 < zn . It follows that
ωn ≤ max
{
y
1
n
p , y
1
n+h
p
}
≤ znγ
− h
n2
1 ≤ (γ + ε) γ
− h
n2
1 .
Since limn→∞γ−h/n
2
1 = 1 this implies
lim supωn ≤ γ .
Moreover, there exist infinitely many n > n0 such that
γ − ε < zn < γ2.
For such n let p be as before, then
ωn ≥ min
{
y
1
n
p , y
1
n+h
p
}
≥ (γ − ε)γ−
h
n2
2
which leads easily to
lim supωn ≥ γ .
The proof of the relation lim infωn = γ is quite similar. 
Theorem 8. Let u = (un)n≥0 be a linear recurrent sequence associated with the
polynomial P. We have
lim sup
n→∞
|un| 1n ≤ |α1|.
If moreover the sequences u(k) = (un+k)n≥0, 0 ≤ k < d, span the vector space E , then
|α1| = lim Un = lim U ′n,
where
Un = (max{|un|, |un+1|, . . . , |un+d−1|}) 1n ,
U ′n = max
{
|un| 1n , |un+1| 1n+1 , . . . , |un+d−1| 1n+d−1
}
.
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Proof. If u ∈ E , there exist I ⊂ {1, 2, . . . , d} and polynomials Pi such that
un =
∑
i∈I
Pi (n)αni ,
thus
|un | ≤
(∑
i∈I
L(Pi )
)
nD |αi |n,
where D = maxi∈I {deg(Pi )} and L(Pi ) is the lenght of the polynomial Pi , i.e. the sum of
the absolute values of the coefficients of Pi . Therefore
|un |1/n ≤ K (P)1/nn D+1n |α1|,
where K (P) =∑i∈I L(Pi ). It follows that lim supn→∞|un| 1n ≤ |α1|.
When the u(k), 0 ≤ k < d , span the vector space E , by Proposition 4(ii) there exists
C > 0 such that
|α1| ≤ C 1n Un .
Since limn→∞C1/n = 1 we get
|α1| ≤ lim inf Un,
which combined with the first inequality gives |α1| = limn→∞ Un .
By Proposition 7 it follows that we also have
|α1| = lim
n→∞ Un. 
We will also invoke the following
Theorem 9 (Mignotte and S¸tefa˘nescu, 2001). Let xn = γ n1 + γ n2 + · · · + γ nd , where
γ1, γ2, . . . , γd are distinct complex numbers and
|γ1| ≥ |γ2| ≥ · · · ≥ |γd |.
Then
|γ1| = lim
n→∞(max {|xn|, |xn+1|, . . . , |xn+d−1|})
1/n.
Remark. In Mignotte and S¸tefa˘nescu (2001) we proved Theorem 9 using a result of
Dirichlet in simultaneous diophantine approximation (see Cassels, 1957). It can be also
deduced from Lemma 1 and Theorem 8.
We obtain:
Corollary 10. If the roots of P are distinct we have
|α1| = lim Xn = lim X ′n
and
|α1| = lim Vn = lim V ′n,
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where
Xn = (max{|xn|, |xn+1|, . . . , |xn+d−1|}) 1n+1 ,
X ′n = max
{
|xn| 1n , |xn+1| 1n+1 , . . . , |xn+d | 1n+d−1
}
,
Vn = (max{|vn|, |vn+1|, . . . , |vn+d−1|}) 1n ,
V ′n = max
{
|vn | 1n , |vn+1| 1n+1 , . . . , |vn+d−1| 1n+d−1
}
.
Proof. The equalities follow from Theorems 8 and 9. 
4. The rule of Jacobi
Suppose that α1, . . . , αs are the dominant roots of the polynomial P of degree d ≥ 2.
We consider Newton’s sums
Pn = αn1 + · · · + αnd
and the truncated sums
Tn = αn1 + · · · + αns .
These sums were considered by Jacobi (1884) in his rule for computing the absolute
values of the dominant roots. He considered the polynomial
T = (X − α1)(X − α2) · · · (X − αs) = Xs + A1 Xs−1 + · · · + As
and after eliminating A1, . . . , As from T = 0 and Newton’s relations
Ts+k + Ts+k−1 A1 + · · · Tk As = 0 for k = n, n + 1, . . . , n + s − 1
he obtained the sth degree polynomial equation
Qn,s =
∣∣∣∣∣∣∣∣∣
Xs Xs−1 · · · 1
Tn+s Tn+s−1 · · · Tn
...
... . . .
...
Tn+2s−1 Tn+2s−2 · · · Tn+s−1
∣∣∣∣∣∣∣∣∣
= 0.
Then he stated that in the previous polynomial equation Qn,s = 0 the truncated sums
can be replaced by Newton’s sums because they have the same order of magnitude,
obtaining the polynomial Rn,s . He concluded that the roots of Rn,s have the absolute values
approximately equal to that of the dominant roots of the polynomial P . In Jacobi (1884)
the polynomials Rn,s are given explicitly for the cases s = 2 and 3.
Thus for s = 2 we get the quadratic equation
Rn,2 = A0 X2 + A1 X + A2 = 0,
where
A0(n) = P2n+1 − Pn Pn+2,
A1(n) = Pn Pn+3 − Pn+1 Pn+2,
A2(n) = P2n+2 − Pn+1 Pn+3.
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For s = 3 the corresponding cubic equation is
Rn,3 = B0 X3 + B1 X2 + B2 X + B3 = 0,
with
B0(n) = P3n+2 + P2n+1 Pn+4 + Pn P2n+3 − 2Pn+1 Pn+2 Pn+3 − Pn Pn+2 Pn+4,
B1(n) = Pn+1 P2n+3 + Pn+1 Pn+2 Pn+4 + Pn Pn+2 Pn+5 − P2n+2 Pn+3
− P2n+1 Pn+5 − Pn Pn+3 Pn+4,
B2(n) = Pn P2n+4 + Pn+2 P2n+3 + Pn+1 Pn+2 Pn+5 − P2n+2 Pn+4
− Pn Pn+3 Pn+5 − Pn+1 Pn+3 Pn+4,
B3(n) = 2Pn+2 Pn+3 Pn+4 + Pn+1 Pn+3 Pn+5 − P3n+3 − P2n+2 Pn+5 − Pn+1 P2n+4.
Remarks on the rule of Jacobi
There exist families of polynomials for which Jacobi’s rule does not work.
Consider the following particular case. Let
P = (X − a)m (X − b)p with |a| > |b|.
We have
Pn = man + pbn
and
Tn = man.
The quadratic equation formed with the truncated sums of Jacobi is the null equation.
Using Newton’s sums we have
A0 = −mpanbn(a − b)2, A1 = mpanbn(a + b)(a − b)2,
A2 = −mpan+1bn+1(a − b)2,
hence
Rn,2(X) = −mpanbn(a − b)2(X2 − (a + b)X + ab)
whose roots are a and b. But for infinitely many values |a| and |b| are not approximately
equal.
However a is a dominant double root of P , in contradiction with Jacobi’s statement
(Jacobi, 1884, p. 282).
Other cases where the existence of a multiple root produces inconvenient results by
Jacobi’s rule are
P =


(x − 4)2(x2 + x + 1),
(x − 4)2(x2 + 2x + 4),
(x − 4)3(x2 + x + 1).
Note that multiple dominant roots lead to results that disagree with Jacobi’s rule.
However, it seems that we always obtain a value which is close to the dominant root.
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The coefficients of the polynomials Q and R are linear recurrent sequences whose
“frequencies” are products of roots of P .
Two dominant roots
We consider the particular case of a quartic polynomial P with two dominant roots.
We assume that the roots a, b, c, d are such that
|a| = |b| > |c| ≥ |d|.
Then the coefficients of the quadratic polynomial Rn,2 of Jacobi become the following
linear recurrent sequences:
A0(n) = −
∑
(a − b)2anbn,
A1(n) =
∑
(a + b)(a − b)2anbn,
A2(n) = −
∑
(a − b)2an+1bn+1.
In this case, in the list ab, ac, ad, . . . , cd there is only one of maximal modulus, namely
|ab|. This enables us to get obvious estimates for Ai (n).
For large n, quotients like an/cn are arbitrarily small, and so the quadratic polynomial
Rn,2 of Jacobi is approximately proportional to
−(a − b)2 anbn(X2 − (a + b)X + ab),
which has the roots a and b. Combined with a classical theorem which states that the roots
of a polynomial are continuous functions of their coefficients, this proves the rule of Jacobi
for quartic polynomials with two dominant zeros.
Remark. The theorem on the continuity was presented by Weber in the first volume of his
treatise (Weber, 1895). For another proof see Henrici (1976).
Three dominant roots
We take P a quintic polynomial with three dominant roots a, b, c and we denote by d ,
e the remaining zeros, i.e.
|a| = |b| = |c| > |d| ≥ |e|.
The coefficients of the cubic polynomial Rn,3 of Jacobi are given by the linear recurrent
sequences
B0(n) = −
∑
(a − c)2(b − c)2(b − a)2 anbncn,
B1(n) =
∑
(a − c)2(b − c)2(b − a)2(a + b + c) anbncn,
B2(n) = −
∑
(a − c)2(b − c)2(b − a)2(ab + bc + ca) anbncn,
B3(n) =
∑
(a − c)2(b − c)2(b − a)2 an+1bn+1cn+1.
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As in the former case we conclude that the Jacobi polynomial R is approximately
proportional to the polynomial
−(a − c)2(b − c)2(b − a)2anbncn
× (X3 − (a + b + c)X2 + (ab + bc + ca)X − abc),
which has the roots a, b and c. Observe that this polynomial is proportional to
Qn,3 = (abc)n(a − c)2(b − c)2(b − a)2(X − a)(X − b)(X − c).
By the theorem on the continuity of the roots with respect to the coefficients, it follows that
the rule of Jacobi is also verified for quintic polynomials with three dominant roots.
In fact, we can extend this result:
Theorem 11. Let P be a polynomial with the dominant roots α1, α2, . . . , αs . Then
Qn,s = (−1) s(s−1)2 (α1 . . . αs)n
∏
j<i
(αi − α j )2(X − α1) · · · (X − αs)
and Qn,s 	= 0 if and only if the dominant roots of P are simple.
Proof. Denote by α1, α2, . . . , αd the roots of P and let us suppose that
|α1| = |α2| = · · · = |αs | > |a j | for s + 1 ≤ j ≤ d.
Then Jacobi’s polynomial Qn,s is of degree equal to s and Qn,s(αi ) = 0 for i = 1, 2, . . . , s.
Therefore
Qn,s = An,s(X − α1) · · · (X − αs)
and the leading coefficient is
An,s =
∣∣∣∣∣∣∣
Tn+s−1 · · · Tn
...
...
...
Tn+2s−2 · · · Tn+s−1
∣∣∣∣∣∣∣ .
We observe that
An,s =


Tn+s−1 · · · Tn
...
...
...
Tn+2s−2 · · · Tn+s−1


=


αn1 α
n
2 · · · αns
αn+11 α
n+1
2 · · · αn+1s
...
...
...
...
αn+s−11 α
n+s−1
2 · · · αn+s−1s




αs−11 α
s−2
1 · · · 1
αs−12 α
s−2
2 · · · 1
...
...
...
...
αs−1s αs−2s · · · 1


,
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which gives
An,s = (α1 · · ·αs)n
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
α1 α2 · · · αs
...
...
...
...
αs−11 α
s−1
2 · · · αs−1s
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
αs−11 α
s−2
1 · · · 1
αs−12 α
s−2
2 · · · 1
...
...
...
...
αs−1s αs−2s · · · 1
∣∣∣∣∣∣∣∣∣
= (−1) s(s−1)2 (α1 . . . αs)n
∣∣∣∣∣∣∣∣∣
1 1 · · · 1
α1 α2 · · · αs
...
...
...
...
αs−11 α
s−1
2 · · · αs−1s
∣∣∣∣∣∣∣∣∣
2
= (−1) s(s−1)2 (α1 . . . αs)n
∏
j<i
(αi − α j )2.
This also proves that Jacobi’s polynomial Qn,s is nonzero if and only if the dominant roots
α1, . . . , αs are distinct. 
Corollary 12. The rule of Jacobi holds if the polynomial P has only simple dominant
roots.
Proof. Indeed, in this case Qn,s 	= 0 and its roots are the dominant roots of P .
As previously, we conclude by the theorem of continuity of the roots of a polynomial
with respect to the coefficients. 
Remark. Suppose that
|α1| ≥ |α2| ≥ · · · ≥ |αt | > |αt+1| ≥ · · · ≥ |αd |.
Then generalizing Jacobi’s rule, we can consider the polynomial Qn,t . In this case
Theorem 11 holds with t replaced by s.
Random examples
1. If we take P = (x3+4)(x2+ x+1) there are three dominant roots, of absolute value
≈1.587 401. Considering the cubic Jacobi polynomial Rn,3, the absolute values of its
roots are
n |roots|
2 [1.698 9763, 1.698 9763, 1.723 7395]
11 [1.585 4806, 1.585 7806, 1.585 7806]
19 [1.587 4130, 1.587 4130, 1.587 4578]
28 [1.587 4008, 1.587 4008, 1.587 4008]
78 [1.587 4010, 1.587 4010, 1.587 4010].
2. For P = 7x11+3x10−3x8+x7+4x4−12x3+6x2+3x−5 there are two dominant
roots of absolute value ≈1.239 34. The quadratic Jacobi polynomial Rn,2 gives
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n |roots|
2 [0.953 99, 0.953 99]
18 [1.145 99, 1.145 99]
41 [1.245 72, 1.245 72]
39 [1.237 24, 1.237 24]
49 [1.239 34, 1.239 34]
93 [1.239 34, 1.239 34].
3. For P = x6 − x5 + 2x4 + 6x3 − 5x2 + 10x + 5 there exist three dominant roots of
absolute value ≈1.709 97. The cubic Jacobi polynomial Rn,3 gives
n |roots|
5 [1.547 087, 1.547 087, 1.948 315]
31 [1.695 004, 1.695 004, 1.741 65]
45 [1.709 583, 1.715 577, 1.715 577]
71 [1.709 505, 1.709 505, 1.711 382]
93 [1.709 505, 1.709 505, 1.711 382]
95 [1.709 547, 1.709 547, 1.710 428]
195 [1.709 975, 1.709 975, 1.709 975].
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