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論 文 内 容 の 要 旨 
 
第１章 Introduction 
Recently, Deep Neural Networks (DNNs) have achieved impressive results on many tasks. 
However, our understanding on DNNs is limited. DNNs are difficult to understand due to its 
hierarchical structure of multiple layers, each of which computes a non-linear function. Thus, a 
DNN is essentially a complicated non-linear mapping function which maps an input random 
variable to output random variables, i.e. deep representations. One way to understand a 
complicated non-linear function is to analyze the statistical properties of representations 
computed by the function. Information theory is a good choice for this task. However, it has not 
been used for this purpose so far with only a few exceptions. 
 
In this study, we apply information theory to obtain a better understanding on DNNs and 
improve performance of DNNs for different tasks. Specifically, we are interested in the following 
three learning tasks: unsupervised learning of DNNs by Auto-Encoders, supervised learning of 
DNNs from scratch and transfer learning of DNNs from pre-trained models 
 
第 2 章 Information Potential Auto-Encoders 
In this chapter, we suggest a framework to make use of mutual information as a regularization 
criterion to train Auto-Encoders (AEs). In the proposed framework, AEs are regularized by 
minimization of the mutual information between input and encoding variables of AEs during the 
training phase. In order to estimate the entropy of the encoding variables and the mutual 
information, we propose a non-parametric method.  We also give an information theoretic view of 
Variational AEs (VAEs), which suggests that VAEs can be considered as parametric methods that 
are used to estimate entropy. Experimental results show that the proposed non-parametric 
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models have more degree of freedom in terms of learning of feature representations drawn from 
complex distributions, such as Mixture of Gaussians, compared to methods which estimate 
entropy using parametric approaches, such as Variational AEs.  
 
第 3 章 Truncating Wide Networks using Binary Tree Architectures 
Recent study shows that a wide deep network can obtain accuracy comparable to a deeper but 
narrower network. Compared to narrower and deeper networks, wide networks employ relatively 
less number of layers and have various important benefits, such that they have less running time 
on parallel computing devices, and they are less affected by gradient vanishing problems. 
However, the parameter size of a wide network can be very large due to use of large width of each 
layer in the network. In order to keep the benefits of wide networks meanwhile improve the 
parameter size and accuracy trade-off of wide networks, we propose a binary tree architecture to 
truncate architecture of wide networks by reducing the width of the networks. More precisely, in 
the proposed architecture, the width is incrementally reduced from lower layers to higher layers 
in order to increase the expressive capacity of network with a less increase on parameter size. 
Also, to ease the gradient vanishing problem, features obtained at different layers are 
concatenated to form the output of our architecture. By employing the proposed architecture on a 
baseline wide network, we can construct and train a new network with same depth but 
considerably less number of parameters. Information theoretic analyses also show that the 
proposed architecture can obtain better optimality of learned representations with a less increase 
of parameter size compared with baselines. In our experimental analyses, we observe that the 
proposed architecture enables us to obtain better parameter size and accuracy trade-off compared 
to baseline networks using various benchmark image classification datasets. The results show 
that our model can decrease the classification error of baseline from 20.43% to 19.22% on 
Cifar-100 using only 28% of parameters that baseline has. 
 
第 4 章 Integrating Deep Features for Material Recognition 
 
This chapter considers the problem of material recognition. Motivated by observation of close 
interconnections between material and object recognition, we study how to select and integrate 
multiple features obtained by different models of Convolutional Neural Networks (CNNs) trained 
in a transfer learning setting. To be specific, we first compute activations of features using 
pre-trained CNNs on images to select a set of samples which are best represented by the features. 
Then, we measure uncertainty of the features by computing entropy of class distributions for each 
sample set. Finally, we compute contribution of each feature to classes discrimination for feature 
selection and integration. Experimental results show that the proposed method achieves 
state-of-the-art performance on two benchmark datasets for material recognition. Additionally, we 
introduce a new material dataset, named EFMD, which extends Flickr Material Database (FMD). 
By the employment of the EFMD for transfer learning, we achieve 84.0%+/-1.8% accuracy on the 
FMD dataset, which is close to the reported human performance 84.9%. 
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第 5 章 Conclusions 
In this thesis, we propose information theoretic methods to analyze Deep Neural Networks 
(DNNs) for different learning tasks: unsupervised learning, supervised learning and transfer 
learning. We first introduce an information theoretic framework for unsupervised learning of 
Auto-Encoders. In the second chapter, we introduce a binary tree architecture to truncate 
architecture of wide networks considering their parameter size and accuracy trade-off. For 
analysis of transfer learning tasks of DNNs, we suggest a method to select and integrate multiple 
features obtained using different pretrained models of DNNs trained on images of materials and 
objects for material recognition in Chapter 4.  
 
In our future work, we will consider application of our information theoretic methods to other 
tasks. For instance, we will extend the proposed non-parametric information regularization 
method to state-of-the-art generative models, such as generative adversarial networks. In 
addition, BitNets can be employed for object detection tasks. For transfer learning, we consider 


























ット FMD（Flickr Material Database）を用いた認識精度の評価において，人間の認識性能（84.9%）
に迫る 84.0%の性能を達成している。 
 第５章は結論である。 
 以上要するに，本論文は，深層ニューラルネットワークの研究でこれまで十分に検討されてい
なかった情報理論を軸とする理論的な分析により，教師なし学習，教師あり学習，転移学習とい
う３つの基本的な学習方法について，新たな理論的視点を与えるとともに，これらを改善する方
法を示している。この成果は，深層学習の理論的進展に寄与するとともに，画像認識を始めとす
る応用問題にも有用なものであって，システム情報科学ならびにコンピュータビジョンの発展に
寄与するところが少なくない。 
 よって，本論文は博士（情報科学）の学位論文として合格と認める。 
