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Current clinical voice assessment uses a range of metrics, many of which lack 
objectivity and/or specificity. Two populations that are negatively impacted from 
insufficiencies in current voice assessment are individuals with vocal hyperfunction and 
transmasculine individuals. The following dissertation details four projects that 
investigated and validated quantitative measures of laryngeal function in order to improve 
clinical voice assessment in these two populations. Project 1 observed voice onset time 
(VOT) during modulations of vocal effort, vocal strain, and fundamental frequency (fo) in 
individuals with typical voices. VOT mean decreased when fo increased, but not during 
increases in effort or strain, indicating that the individuals with typical voices likely use 
different musculature when increasing fo than when increasing vocal effort and vocal strain, 
despite potential increases in laryngeal tension in all instances. VOT variance did not 
increase when vocal effort and vocal strain increased, suggesting that previous increases in 
VOT variance observed in individuals with vocal hyperfunction may be inherent to the 
voice disorder. Project 2 developed automated algorithms to calculate relative fundamental 
frequency (RFF) from ambulatory accelerometer signals. Average mean bias errors 
	
	 vii 
supported that these algorithms could be used to reliably calculate RFF during ecological 
momentary assessment. Project 3 developed a novel method for calculating RFF based on 
the end of vocal fold contact observed from laryngeal imaging during voicing offset. 
Statistically significant decreases in RFF variability with this novel method suggest that 
decreases in RFF offset patterns are directly driven by a decrease in vocal fold collision 
forces during abduction. Project 4 explored the development of a resynthesis algorithm to 
explore how quantitative features of acoustic signals recorded pre- and post- hormone 
replacement therapy with exogenous testosterone (HRT) affect speech-based gender 
perception in transmasculine speakers. Listener ratings suggest that mean fo is the single 
acoustic feature that drives the greatest changes in speech-based gender perception as a 
result of HRT. The results of these four projects advance the development of quantitative 




	 The following dissertation contains four studies that investigate the quantitative 
assessment of laryngeal physiology. Chapter 1 is an introduction that details background 
on laryngeal physiology and current clinical practices of voice assessment. Chapters 2 – 5 
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background information present in each chapter. Lastly, Chapter 6 summarizes and 
discusses findings. Listed below are co-authors for each manuscript: 
Chapter 2: Groll, M. D., Hablani, S., & Stepp, C. E. (2021). “The relationship between 
voice onset time and increases in vocal effort and fundamental frequency.” 
Journal of Speech, Language, and Hearing Research, 64(4), 1197-1209. 
Chapter 3: Groll, M. D., Vojtech, J. M., Hablani, S., Mehta, D. D., Buckley, D. P., Noordzij, 
J. P., & Stepp, C. E. “Automated relative fundamental frequency algorithms for 
use with neck-surface accelerometer signals.” In Press at Journal of Voice. 
Chapter 4: Groll, M. D., Peterson, S. D., Zañartu, M., Vojtech, J. M., & Stepp, C. E. 
“Evaluating the Relationship between Relative Fundamental Frequency and 
the End of Vocal Fold Collision in Voicing Offset.” In preparation for Journal 
of Speech, Language, and Hearing Research. 
Chapter 5: Groll, M. D., Dahl, K. M., Díaz Cádiz, M., Welch, B. M., Tracy, L. F., & 
Stepp, C. E. “Resynthesis techniques to assess perception of gender in 
transmasculine voices.” In preparation for Journal of Speech, Language, and 
Hearing Research.	  
	
	 ix 





TABLE OF CONTENTS ................................................................................................ ix	
LIST OF TABLES ......................................................................................................... xvi	
LIST OF FIGURES ....................................................................................................... xix	
LIST OF ABBREVIATIONS ..................................................................................... xxiii	
CHAPTER 1. Introduction .............................................................................................. 1	
The Source-Filter Model of Speech .......................................................................................... 1	
Voice vs. Speech ..................................................................................................................... 1	
The Larynx ................................................................................................................................. 2	
Voice Assessment ....................................................................................................................... 4	
Case History ............................................................................................................................ 5	
Patient Self-Reports ................................................................................................................. 6	
Auditory-Perceptual Assessment ............................................................................................ 9	
Physical Examination ............................................................................................................ 10	
Video Laryngoscopy ............................................................................................................. 11	
Quantitative Evaluation ......................................................................................................... 13	
Populations Impacted by Insufficient Voice Assessment ..................................................... 17	
Vocal Hyperfunction and Laryngeal Tension ....................................................................... 17	
Transgender Speakers ........................................................................................................... 24	
Research Statement and Purpose ........................................................................................... 30	
	
	 x 
CHAPTER 2. The Relationship between Voice Onset Time and Increases in Vocal 
Effort and Fundamental Frequency.............................................................................. 31	
Abstract .................................................................................................................................... 31	
Introduction ............................................................................................................................. 32	
Research Statement ................................................................................................................. 39	
Methods .................................................................................................................................... 39	
Participants ............................................................................................................................ 39	
Experimental Design ............................................................................................................. 40	
Instrumentation and Calibration ............................................................................................ 44	
Data Analysis ........................................................................................................................ 44	
Experimental Fidelity ............................................................................................................ 45	
Statistical Analysis ................................................................................................................ 47	
Results ....................................................................................................................................... 48	
Discussion ................................................................................................................................. 53	
Changes in VOT Means across Experimental Conditions .................................................... 55	
Changes in VOT SDs across Experimental Conditions ........................................................ 56	
Experimental Fidelity ............................................................................................................ 58	




CHAPTER 3. Automated Relative Fundamental Frequency Algorithms for Use with 






Participants and Recording Procedure .................................................................................. 74	
Manual RFF Calculations ...................................................................................................... 76	
Automated RFF Estimation ................................................................................................... 78	
Accelerometer Signal Quality Assessment ........................................................................... 79	
Fricative Identification .......................................................................................................... 79	
fo Estimation .......................................................................................................................... 81	
Boundary Cycle Identification .............................................................................................. 81	
Offset Boundary Cycle Identification ................................................................................... 84	
Onset Boundary Cycle Identification .................................................................................... 86	
Final RFF Calculation ........................................................................................................... 87	
Model Performance ............................................................................................................... 88	
Results ....................................................................................................................................... 89	
Test Set Performance ............................................................................................................ 89	
Post hoc Error Analysis ......................................................................................................... 91	
Discussion ................................................................................................................................. 93	
Performance of Algorithms ................................................................................................... 93	
Error Analysis ....................................................................................................................... 95	
Potential for EMA and Ambulatory Monitoring ................................................................... 97	





CHAPTER 4. Evaluating the Relationship between Relative Fundamental Frequency 
and the End of Vocal Fold Collision in Voicing Offset .............................................. 103	
Abstract .................................................................................................................................. 103	
Introduction ........................................................................................................................... 104	
Relative Fundamental Frequency (RFF) ............................................................................. 104	
Physiological Framework of RFF ....................................................................................... 106	
RFF Variability ................................................................................................................... 107	
Research Statement ............................................................................................................. 109	
Methods .................................................................................................................................. 110	
Participants .......................................................................................................................... 110	
Data Collection .................................................................................................................... 111	
Videoendoscopic Data Analysis .......................................................................................... 112	
RFF Methods ....................................................................................................................... 113	
Utterance Rejection Criteria ................................................................................................ 116	
Statistical Analysis .............................................................................................................. 116	
Results ..................................................................................................................................... 117	
Utterance Rejection ............................................................................................................. 117	
Within-Speaker Final RFF Cycle SDs and Means .............................................................. 118	
Discussion ............................................................................................................................... 119	
Vocal Fold Contact RFF Decreases Variability .................................................................. 119	
Vocal Fold Contact RFF Decreases with Increased Vocal Effort ....................................... 121	





Chapter 5: Resynthesis Techniques to Assess Perception of Gender in 





Speech Samples ................................................................................................................... 133	
Perceptual Listening Study .................................................................................................. 135	
Descriptive and Statistical Analysis .................................................................................... 137	
Results ..................................................................................................................................... 139	
Overall Differences between Pre-HRT and Post-HRT Speech Samples ............................ 139	
Speech-Based Gender Perception ....................................................................................... 140	
Synthetic Quality ................................................................................................................. 140	
Discussion ............................................................................................................................... 145	
Differences in Gender Perception Following Onset of HRT .............................................. 145	
Mean ƒo Had a Large Effect on Gender Perception ............................................................ 146	
Changing ƒo Contour Did Not Contribute to Voice Masculinization ................................. 148	
Changes in Formant Frequencies Did Not Affect Gender Perception ................................ 149	
Additional Acoustic Features Contribute to Changes in Gender Perception ...................... 152	
Limitation to Study Design ................................................................................................. 153	
Conclusion .............................................................................................................................. 155	
Acknowledgments .................................................................................................................. 155	
CHAPTER 6. Discussion .............................................................................................. 156	
Vocal Hyperfunction and Laryngeal Tension ..................................................................... 156	
	
	 xiv 
Evaluating the Clinical Relevance of VOT Measures ........................................................ 157	
Insights into Laryngeal Function from VOT Measures ...................................................... 158	
Suggestions for Additional Research of VOT Measures .................................................... 159	
Improving the Clinical Relevance of RFF Measures .......................................................... 159	
Insights into Laryngeal Function from RFF Measures ....................................................... 160	
Suggestions for Additional Research of RFF Measures ..................................................... 161	
Transmasculine Speakers ..................................................................................................... 162	
Insights on Transmasculine Speech-Based Gender Perception .......................................... 162	
Suggestions for Additional Research on Transmasculine Speech-Based Gender Perception
 ............................................................................................................................................. 163	
Further Advances to Quantitative Voice Assessment ........................................................ 164	
Conclusions ............................................................................................................................. 165	
APPENDICES ............................................................................................................... 167	
Appendix A – Automated Relative Fundamental Frequency Algorithms for Use with 
Neck-Surface Accelerometer Signals ................................................................................... 167	
Fricative Identification ........................................................................................................ 167	
Fundamental Frequency (fo) Estimation .............................................................................. 169	
Offset Boundary Cycle Identification ................................................................................. 169	
Onset Boundary Cycle Identification .................................................................................. 170	
Appendix B - Resynthesis Techniques to Assess Perception of Gender in Transmasculine 
Voices ...................................................................................................................................... 172	
Preliminary Signal Processing ............................................................................................ 172	













LIST OF TABLES 
	
Table 2.1. Mean (and standard deviation) of voice onset time (VOT) means and standard 
deviations (SDs) for each condition (Baseline, High Pitch, Effort, Strain), as well for 
all conditions combined (All). .................................................................................. 50 
Table 2.2. Results of analyses of variance on voice onset time (VOT) means and standard 
deviations (SDs). Effect sizes and interpretations are only provided for significant 
effects (p < 0.05). Dashes indicate nonsignificant findings. df = degrees of freedom.
................................................................................................................................... 51 
Table 2.3. Means (and standard deviations) of variables used to evaluate experimental 
fidelity for each experimental condition, including average dB SPL (SPL), average 
speaking rate measured as the average time per syllable in ms (Speaking Rate), 
average increase in fundamental frequency from baseline (fo), self-perceived vocal 
effort rating on a scale from 0 to 100 mm (Effort), and listener-perceived vocal strain 
rating on a scale from 0 to 100 mm (Strain). Dashes indicate that increases in 
fundamental frequency are not applicable to the baseline condition. ....................... 54 
Table 3.1. Mean, range, and standard deviation of the perceptual assessment of overall 
severity of dysphonia in speakers with and without voice disorders. ....................... 75 
Table 3.2. Number of speakers for which eight trained technicians manually computed 
relative fundamental frequency. The matrix shows common speakers analyzed 
between technicians, whereas the diagonal (bolded) describes the number of speakers 
a single technician rated in total. ............................................................................... 77 
	
	 xvii 
Table 3.3. Performance metrics for each of the three algorithms on a test set of 213 speech 
samples from 77 speakers, totaling 639 vowel-consonant-vowel utterances. Mean bias 
errors (MBE) and root mean square errors (RMSE) are shown as averages across all 
ten voicing cycles, as well as individually for offset cycle 10 and onset cycle 1. .... 90 
Table 4.1. Analysis of variance results for final relative fundamental frequency (RFF) cycle 
standard deviations, with participant as a random factor, and RFF method, effort 
condition, and the interaction between RFF method and effort condition as fixed 
factors. df = degrees of freedom. ηp2 = partial eta squared value for evaluation of effect 
size. Dashes indicate non-significant findings. ....................................................... 117 
Table 4.2. Analysis of variance results for the final relative fundamental frequency (RFF) 
cycle means, with participant as a random factor, and RFF method, effort condition, 
and the interaction between RFF method and effort condition as fixed factors. df = 
degrees of freedom. ηp2 = partial eta squared value for evaluation of effect size. Dashes 
indicate non-significant findings. ............................................................................ 119 
Table 5.1. Analysis of variance results for speech-based gender perception are shown. 
Listener and speaker were set as random factors. Mean fundamental frequency (Mean 
ƒo), fundamental frequency contour (ƒo Contour), formant frequencies (Formants), 
base, and their four-way interactions were set as fixed factors. df = degrees of freedom. 
ηp2 = partial eta squared value for evaluation of effect size. Dashes indicate non-
significant findings. ................................................................................................. 142 
Table 5.2. Analysis of variance results for synthetic quality are shown. Listener and speaker 
were set as random factors. Mean fundamental frequency (Mean ƒo), fundamental 
	
	 xviii 
frequency contour (ƒo Contour), formant frequencies (Formants), base, and their four-
way interactions were set as fixed factors. df = degrees of freedom. ηp2 = partial eta 





LIST OF FIGURES 
	
Figure 1.1. Example of a typical relative fundamental frequency (RFF) pattern for ten offset 
and ten onset cycles. RFF is calculated using Equation 1.1. Offset cycle 1 and onset 
cycle 10 are the reference cycles for RFF offset and onset, respectively. ................ 20 
Figure 2.1. Average voice onset time (VOT) means and 95% confidence intervals of 
voiceless stops for each experimental condition. Brackets indicate significant 
differences between conditions (p < .05). ................................................................. 52 
Figure 2.2. Average voice onset time (VOT) standard deviations (SDs) and 95% 
confidence intervals for each experimental condition. Brackets indicate significant 
differences between conditions (p < .05). ................................................................. 53 
Figure 3.1 Microphone signal of a vowel–voiceless consonant–vowel utterance, /ifi/. The 
first and tenth vocal cycles of voice offset and voice onset have been identified. 
Instantaneous fundamental frequency (fo) values of the ten offset cycles and ten onset 
cycles are normalized by offset cycle 1 and onset cycle 10, respectively. ............... 69 
Figure 3.2: Average trends of acoustic features for each cycle surrounding the true voicing 
boundary (Cycle #0). Shaded regions indicate +/- 1 standard deviation from the 
average value at each cycle across the entire training set. ........................................ 82 
Figure 3.3. Flowchart of steps used to calculate the offset boundary cycle location. ...... 84 
Figure 3.4. Examples of instances in which the root mean square error (RMSE) between 
manual RFF and automated RFF is greater than 1.0 ST for each of the four categories. 
The signal is plotted in blue for both microphone and accelerometer signals, with the 
	
	 xx 
corresponding RFF locations plotted in red. The x-axis is in arbitrary time units, and 
the y-axis is in arbitrary voltage units. ...................................................................... 91 
Figure 4.1. Example of a typical relative fundamental frequency (RFF) pattern for ten offset 
and ten onset cycles. RFF is calculated using Equation 4.1. Offset cycle 1 and onset 
cycle 10 are the reference cycles for RFF offset and onset, respectively. .............. 105 
Figure 3.2. Example of identifying the cycles used in Vocal Fold Contact RFF and 
Traditional RFF to calculate final RFF cycle values in a vowel preceding a voiceless 
consonant. ............................................................................................................... 114 
Figure 4.3. Average and 95% confidence intervals for the final cycle relative fundamental 
frequency (RFF) standard deviation (in semitones) as a function of RFF method and 
effort condition. *** indicates a statistically significant difference of (p < 0.05). VF 
Contact RFF = Vocal Fold Contact RFF. ............................................................... 118 
Figure 4.4. Average and 95% confidence intervals for the final cycle relative fundamental 
frequency (RFF) means (in semitones) as a function of RFF method and effort 
condition. *** indicates a statistically significant difference of (p < 0.05). VF Contact 
RFF = Vocal Fold Contact RFF. ............................................................................. 120 
Figure 5.1. Schematic showing the resynthesis of sixteen unique speech samples via 
various combinations of the three acoustic features calculated from the pre-HRT and 
post-HRT samples: mean fundamental frequency (Mean ƒo), fundamental frequency 
contour (ƒo Contour), and the first four formants averaged per vowel (Formants). Base 
corresponds to remaining acoustic information from the pre-HRT or post-HRT 
sample. .................................................................................................................... 134 
	
	 xxi 
Figure 5.2. Differences in measures of mean fundamental frequency, fundamental 
frequency standard deviation, fourth formant frequency, and speech-based gender 
perception between speech samples before onset of hormone replacement therapy 
with exogenous testosterone (Pre-HRT) and one year after onset (Post-HRT) for each 
speaker are shown. Mean fundamental frequency and fourth formant frequency are 
plotted in hertz (Hz). Fundamental frequency standard deviation is plotted in 
semitones (ST). Speech-based gender perception is measured using a visual analog 
scale from 0 to 100. Dotted lines and labels indicate anchors placed on the visual 
analog scale. ............................................................................................................ 141 
Figure 5.3. Interaction plots between the effects of mean fundamental frequency (Mean 
ƒo), fundamental frequency contour (ƒo Contour), formant values (Formants), and 
base on speech-based gender perception are plotted. Each plot corresponds to the 
interaction between the effects of the factors labeled by the corresponding row and 
column along the diagonal (e.g., the plot in the first row and second column is the 
interaction between Mean ƒo and ƒo Contour). The horizontal axis label represents 
whether the column factor originates from the speech sample before onset of hormone 
replacement therapy with exogenous testosterone (Pre) or one year after onset (Post). 
Likewise, line color and marker shape represent the origin of the row factor. ** 
indicates a statistically significant interaction effect at p < 0.05. ........................... 143 
Figure 5.4. Interaction plots between the effects of mean fundamental frequency (Mean 
ƒo), fundamental frequency contour (ƒo Contour), formant values (Formants), and 
base on synthetic quality are plotted. Each plot corresponds to the interaction between 
	
	 xxii 
the effects of the factors labeled by the corresponding row and column along the 
diagonal (e.g., the plot in the first row and second column is the interaction between 
Mean ƒo and ƒo Contour). The horizontal axis label represents whether the column 
factor originates from the speech sample before onset of hormone replacement therapy 
with exogenous testosterone (Pre) or one year after onset (Post). Likewise, line color 
and marker shape represent the origin of the row factor. ** indicates a statistically 
significant interaction effect at p < 0.05. ................................................................ 145 
Figure A.1. Example of fricative identification in a speech sample of three utterances of 
/ufu/, in which the blue line is the raw accelerometer signal, the green line is the 
filtered and smoothed version of the accelerometer, the orange line shows the vowel 
segments, and the yellow circles correspond to the fricative locations. The x-axis is 
arbitrary time units and the y-axis is arbitrary voltage units. ................................. 168 
Figure A.2. A summary schematic of the resynthesis algorithm used to create the 48 voice 
samples in the stimulus set is plotted. The initial input to the algorithm is a set of voice 
samples recorded prior to and following onset of hormone replacement therapy with 
exogenous testosterone (Pre-HRT and Post-HRT, respectively). p2fa = Penn 
Phonetics Lab Forced Aligner, STRAIGHT = Speech Transformation and 
Representation using Adaptive Interpolation of weiGHTed spectrum, ƒo = 




LIST OF ABBREVIATIONS 
ANOVA ............................................................................................... Analysis of Variance 
ASHA ..................................................... American Speech-Language-Hearing Association 
Auditory-SWIPE’ ........... Auditory Sawtooth Waveform Inspired Pitch Estimator – Prime 
CAPE-V ............................................ Consensus Auditory-Perceptual Evaluation of Voice 
CPP ............................................................................................. Cepstral Peak Prominence  
CSID ......................................................................... Cepstral Spectral Index of Dysphonia 
dB .............................................................................................................................. Decibel 
df ........................................................................................................... Degrees of Freedom 
DIVA .................................................................... Directions Into Velocities of Articulators 
EMA .............................................................................. Ecological Momentary Assessment 
fo ...................................................................................................... Fundamental Frequency 
GRBAS ............................................. Grade, Roughness, Breathiness, Asthenia, and Strain 
HRT.................................................................................... Hormone Replacement Therapy 
ICC ................................................................................... Intraclass Correlation Coefficient 
JND ............................................................................................. Just Noticeable Difference 
KS ..................................................................... Kinematic Estimate of Laryngeal Stiffness 
LPS .............................................................................................. Laryngeal Palpation Scale 
M .................................................................................................................................. Mean 
MBE ............................................................................................................ Mean Bias Error 
NIDCD ...................... National Institute on Deafness and Other Communication Disorders 
ηp2 ........................................................................................................... Partial Eta Squared 
	
	 xxiv 
PD ......................................................................................................... Parkinson’s Disease 
RFF .................................................................................. Relative Fundamental Frequency 
RMS ........................................................................................................ Root Mean Square  
RMSE ............................................................................................. Root Mean Square Error 
ROC ................................................................................ Reciever Operating Characteristic  
SD .......................................................................................................... Standard Deviation 
SLP ......................................................................................... Speech Language Pathologist 
SPL ..................................................................................................... Sound Pressure Level 
ST ........................................................................................................................... Semitone 
STRAIGHT ......... Speech Transformation and Representation using Adaptive Interpolation of Weighted spectrum 
VAS ..................................................................................................... Visual Analog Scale 
VCV ............................................................................. Vowel-Voiceless Consonant-Vowel 
VHI ................................................................................................... Voice Handicap Index 
VOT ......................................................................................................... Voice Onset Time 
VRQOL .................................................................................. Voice Related Quality of Life 





CHAPTER 1. Introduction 
The Source-Filter Model of Speech 
The production of speech is a complex process that involves a combination of the 
respiratory, laryngeal, and articulatory systems. The source-filter model of speech 
represents speech as an interaction between a source signal and a filter through which the 
source signal passes (Ladefoged, 1996). The source signal originates from the vocal folds 
in the larynx, forced into periodic oscillation by an airstream from the lungs. The result is 
a laryngeal spectrum characterized by energy at the fundamental frequency (fo) and the 
harmonic frequencies at which the vocal folds are vibrating (Kent & Read, 2002). This 
laryngeal spectrum is then filtered by the vocal tract, serving as a transfer function with 
resonant peaks based on the positioning of the various features of the articulatory system, 
including the teeth, tongue, and lips (Stevens, 1998). The output signal that results from 
this filtering is what is perceived as speech. 
 
Voice vs. Speech 
Speech, then, represents the acoustic combination of both the source from the 
larynx and the filter from the articulatory system. The study of speech investigates the 
interaction between these two sub-systems and the impact on the resulting speech signal. 
In contrast, the study of voice focuses more strictly on the sound production that occurs at 
the vocal folds, separate from the articulatory system. As a result, an individual’s voice 
quality is largely based on the function and physiology of the larynx, instead of the 




Muñoz, & Trujillo, 1996; Titze, 1989), age (Honjo & Isshiki, 1980; Lortie, Thibeault, 
Guitton, & Tremblay, 2015), emotional state (Liebenthal, Silbersweig, & Stern, 2016), and 
muscle fatigue (Gotaas & Starr, 1993) impact the laryngeal structure, which then affect the 
speaker’s voice. Thus, voice quality is linked to the state and health of the laryngeal system. 
 
The Larynx 
Simplistically, the larynx is an air valve that rests below the pharynx and above the 
trachea. Its primary purposes are to protect the trachea and control the passage of air for 
respiration and voice production. The laryngeal system consists of a predominantly 
cartilaginous skeletal structure, internal membranous structures, and a collection of 
intrinsic and extrinsic muscles that move various components of the larynx during 
phonation and breathing (Hixon, Weismer, & Hoit, 2008). The laryngeal skeletal structure 
is primarily composed of the thyroid cartilage, cricoid cartilage, arytenoid cartilages, and 
the epiglottis, which are attached via a series of ligaments. Collectively, this skeletal system 
serves to protect the internal laryngeal cavity and structures.  
Extrinsic laryngeal muscles, which extend from a laryngeal cartilage to an external 
point of attachment, such as the sternothyroid, thyrohyoid, and inferior constrictor all serve 
to stabilize the larynx and change the positioning of various skeletal cartilages (Hixon et 
al., 2008). The digastric, geniohyoid, mylohyoid, stylohyoid, and thyrohyoid muscles act 
as elevators of the larynx, whereas the sternohyoid, sternothyroid, and omohyoid muscles 
act as depressors (Behrman, 2013). Through the contraction of these various muscles, the 




Inside the laryngeal structure there are two masses composed of a series of 
membranous and muscle fiber layers called vocal folds, which extend from the sides of the 
laryngeal cavity (Hirano, 1974). The space between the vocal folds is called the glottis. 
The vocal folds are in an abducted (open) position during breathing such that air may freely 
pass through the glottis from the trachea to the pharynx. However, during voicing, the vocal 
folds are brought together to an adductory (closed) position. The process of abducting and 
adducting the vocal folds is controlled by the contraction of various intrinsic laryngeal 
muscles that interconnect the laryngeal cartilages. Specifically, the posterior cricoarytenoid 
muscle abducts the vocal folds, and a combination of the lateral cricoarytenoid and 
arytenoid muscles adduct the vocal folds (Behrman, 2013; Hixon et al., 2008). In the 
adductory position, the buildup of airflow from the lungs causes the vocal folds to oscillate 
at a periodic frequency defined by the properties of the vocal folds (Van Den Berg, 1958b).  
The vocal folds may also be shortened or lengthened by the contraction of intrinsic 
laryngeal muscles. Contraction of the thyroarytenoid muscle shortens the vocal folds, 
whereas contraction of the cricothyroid muscle lengthens the vocal folds (Stemple, Roy, & 
Klaben, 2018). Though predominantly used for abduction and adduction, the lateral 
cricothyroid muscle and the posterior cricoarytenoid muscle may also contribute to 
shortening and lengthening the vocal folds, respectively (Hixon et al., 2008). Changing the 
length of the vocal folds then affects the fo and harmonic frequencies of vibration, 
corresponding to auditory-perceptual changes in vocal pitch (Van Den Berg, 1958b). 
Through the interaction of these various components, the laryngeal system can be 




Therefore, it is imperative for the laryngeal system to function properly in order to meet 
the specific vocal needs of the individual. 
 
Voice Assessment 
 Whether due to the presence of a voice disorder, or for personal or socioeconomic 
reasons, many individuals seek to change their voice. Voice disorders have an estimated 
lifetime prevalence of 29.9% (Roy, Merrill, Gray, & Smith, 2005), and are especially 
common in occupational voice users (e.g., teachers and singers) and individuals with 
concurrent neurological disorders such as Parkinson’s disease (Goberman, Coelho, & 
Robb, 2002; Martins, Pereira, Hidalgo, & Tavares, 2014; Roy et al., 2004). Individuals 
with voice disorders often seek voice therapy to alleviate voice symptoms such as pain and 
hoarseness. Individuals with typical voices may also participate in holistic voice 
modification in order to enhance vocal performance and image (Stemple, 2005). For 
example, non-native speakers may consult a speech-language pathologist to help with 
language-specific voice changes (Schmidt & Sullivan, 2003). Additionally, transgender 
speakers (individuals whose gender identity is different from their gender assigned at birth) 
may seek the help of a speech-language pathologist to improve voice-gender congruence 
(Van Borsel, De Cuypere, Rubens, & Destaerke, 2000). Regardless of the purpose, the first 
step of voice modification is voice assessment to estimate the state of the underlying 
laryngeal system. 
 Voice assessment and the subsequent strategies for voice modification vary based 




disorder, patients are often first diagnosed by a laryngologist via an array of voice 
assessment measures. Based on this initial voice assessment, patients are often prescribed 
a course of voice therapy and participate in a series of sessions with a speech-language 
pathologist in order to improve vocal function. Voice therapy can consist of both indirect 
therapy, which aims to raise awareness of healthy voice habits, and direct therapy, which 
aims to correct improper vocal practices by improving posture, relaxing surrounding 
musculature, promoting respiratory control, and altering glottal closure (da Cunha Pereira, 
de Oliveira Lemos, Dalbosco Gadenz, & Cassol, 2018). Individuals without voice disorders 
who are seeking to change their voice may meet with a speech-language pathologist 
directly in order to complete a series of voice modification sessions. Clinicians employ a 
series of voice assessment measures to evaluate the success and/or potential continuation 
of both voice therapy and voice modification. The American Speech-Language-Hearing 
Association (ASHA) recommends a range of components for a comprehensive voice 
assessment including: case history, patient self-reports, auditory-perceptual assessment, 
physical examination, laryngeal imaging, acoustic assessment, and aerodynamic 
assessment (American Speech-Language-Hearing Association, n.d.). 
  
Case History 
 As with any health assessment, it is important to consider the case history of the 
individual during voice assessment. An individual’s case history may include an 
individual’s description of their voice complaints, a medical history indicating previous 




medication use, or previous experiences with voice disorders and treatment, all of which 
may better inform clinicians on the pre-existing state of the laryngeal system (American 
Speech-Language-Hearing Association, n.d.). Case histories are often useful for consistent 
voice assessment, particularly across multiple healthcare providers, but may also introduce 
cognitive biases during clinical assessment such as confirmation bias (Leblanc, Brooks, & 
Norman, 2002). Inaccurate case studies may predispose clinicians to expect certain voice 
symptoms even when none are present (Sauder, Nevdahl, Kapsner-Smith, Merati, & Eadie, 
2020). As such, case studies must be interpreted carefully and within the context of a range 
of other voice assessment measures. 
 
Patient Self-Reports 
Voice assessment is often predicated on an individual experiencing dissatisfaction 
with their voice. Without such an experience, individuals will not seek out treatment. Thus, 
it is perhaps logical that voice assessment often relies on patient self-evaluation.  
Patients are often asked to evaluate the status of their own voice health using 
patient-reported outcome scales. For example, the Voice-Related Quality of Life Measure 
(VRQOL) asks patients to evaluate how voice problems affect their quality of life 
(Hogikyan, 2004) and the voice handicap index (VHI) asks patients to assess the 
psychosocial consequences of their voice problems (Jacobson et al., 1997). Alternatively, 
the Vocal Tract Discomfort Scale (VTD) asks patients to evaluate the intensity and 
frequency of symptoms in their throat such as burning, tightness, and dryness (Mathieson 




complaints negatively impact an individual on a regular basis. These scales help clinicians 
design voice therapy goals and provide a simple way for both patients and clinicians to 
track the progress and success of voice therapy or voice modification. 
In addition to the VRQOL, VHI, and VTD, a recent literature review identified a 
total of 32 unique patient-reported outcome scales that have been introduced and validated 
for clinical use to evaluate treatment effectiveness (Francis et al., 2017). Despite the 
prominence of these scales in clinical evaluations, the authors of this literature review 
concluded that many of these patient-reported outcome scales suffered from a lack of 
interpretability (Francis et al., 2017). Patient-reported outcome measures capture 
symptoms of voice problems, but do not necessarily specify the underlying physiological 
mechanisms causing these symptoms. Thus, although patient-reported outcome scales may 
be used to quickly monitor improvements to overall voice health, relying solely on patient-
reported outcome scales is not sufficient for proper voice assessment. 
Vocal effort is a metric of self-perception that is usually not used in patient-reported 
outcome scales, perhaps due to the often unclear use of the term. In order to separate vocal 
effort from other similar terms such as “vocal loading,” “vocal demand,” and “vocal 
fatigue,” a recent review article formally defined vocal effort as “the perceived exertion of 
a vocalist’s response to a perceived communication scenario by the speaker” (Hunter et al., 
2020). This definition indicates that vocal effort is formally defined by the subjective self-
perception of an individual’s own voice, which is partially influenced by internal cues only 
accessible by the individual speaker. Additionally, different individuals may experience 




(Hunter et al., 2020). Therefore, changes in an individual’s vocal effort may be used to 
evaluate how an individual is responding to a course of voice therapy, separate from the 
perception of the clinician. A recent study surveying over a hundred speech language 
pathologists reported that approximately half of the clinicians stated that they specifically 
set vocal effort reduction as a therapy goal for their patients (van Mersbergen, Beckham 
Bethany, & Hunter Eric, 2021). Two thirds of surveyed clinicians also reported that a 
majority of their patients have complaints about vocal effort (van Mersbergen et al., 2021). 
Despite a clear clinical need to monitor changes in vocal effort, there is no standard 
way to objectively measure it. Given that vocal effort is a self-perceived phenomenon in 
response to a voicing task, measures should be observed immediately after vocal 
production. However, a majority of clinicians (van Mersbergen et al., 2021) evaluate vocal 
effort using the VHI or an abbreviated version called the VHI-10 (Rosen, Lee, Osborne, 
Zullo, & Murry, 2004). The VHI includes only one mention of vocal effort by asking 
participants to evaluate how often they “use a great deal of effort to speak” on a scale from 
0 (Never) to 4 (Always). The VHI-10 has no direct mention of vocal effort. Both scales 
measure voice quality of life instead of specifically investigating changes in vocal effort as 
an immediate response to vocal production. Visual analog scales, Borg scales, and Likert 
scales may also be employed (van Mersbergen et al., 2021), but results using these metrics 
are highly impacted by the scale anchors and descriptors (Lamb, Parfitt, & Eston, 2008; 
Van Leer & Van Mersbergen, 2017). These scales also do not capture the changes in vocal 
effort that may occur throughout daily voice use (e.g.; Jarrad H. Van Stan et al., 2017). 




can be used for clinical voice assessment.  
 
Auditory-Perceptual Assessment 
Physiological changes to the laryngeal system often manifest as auditory-
perceptual phenomena during voice production such as breathiness, roughness, strain, and 
overall severity. These percepts are often used by clinicians to diagnose and evaluate voice 
disorders through the use of subjective scales such as the Consensus Auditory-Perceptual 
Evaluation of Voice (CAPE-V; Kempster, Gerratt, Verdolini Abbott, Barkmeier-Kraemer, 
& Hillman, 2009) and the Grade, Roughness, Breathiness, Asthenia, Strain Scale (GRBAS; 
Hirano, 1981). The CAPE-V uses visual analog scales to evaluate each quality of voice, 
whereas the GRBAS uses a 4-point Likert scale. 
Though there is widespread clinical use of both the CAPE-V and GRBAS, many 
of the percepts used in these scales suffer from a lack of reliability and specificity. Strain, 
for example, has been suggested as the auditory-perceptual correlate of vocal effort, but 
has been shown to have notably poor reliability compared to other GRBAS measures 
(Webb et al., 2004). Measures such as strain, roughness, and breathiness also have 
considerable perceptual overlap, resulting in inconsistent measurements and differences 
between how individual clinicians evaluate each voice quality (Nagle, 2016). In an 
investigation using data from both visual analog scales and equal appearing interval scales, 
it was found that listeners have poor agreement for breathiness and roughness, particularly 
in the midrange of scales corresponding to mild/moderate voice symptoms (Kreiman & 




and in the GRBAS as grade, generally demonstrate good reliability (Karnell et al., 2007; 
Kelchner et al., 2010; Zraick et al., 2011). However, by nature, these general ratings do not 
specify any one aspect of laryngeal function (Eadie et al., 2010). 
 
Physical Examination 
In addition to auditory-perceptual evaluations, clinicians often use physical 
examinations to examine body position and movement during voice production. This 
includes inspecting posture, breathing style, oral-articulatory range of motion, and jaw 
clenching (Behrman, 2005). Improper head and body position are thought to increase 
tension in laryngeal muscles that affect voicing and may also lead to difficulties 
maintaining a proper breathing pattern (Kooijman et al., 2005; Morrison & Rammage, 
1993), but these observations to do not specifically evaluate laryngeal tension. 
Manual palpations are often used to indirectly measure laryngeal tension in 
individual muscle groups such as the thyrohyoid muscles, suprahyoid muscles, and 
cricothyroid muscles (Angsuwarangsee & Morrison, 2002; Khoddami, Ansari, & Jalaie, 
2015). The amount of tension in various muscle groups is then usually reported on a Likert 
scale (e.g., 0 - 3; Angsuwarangsee & Morrison, 2002) which can be interpreted to reflect 
changes in voice quality following sessions of voice therapy. Notably, evaluation via 
manual palpation is non-invasive, safe for the patient, and requires no additional 
equipment, which makes it a promising option for clinical voice assessment. However, 
many commonly used palpation rating scales have been shown to have questionable inter- 




Stepp, Heaton, et al., 2011). Palpation rating scales also primarily focus on only a few 
anatomical structures, often fail to differentiate between the two sides of the larynx when 
making ratings, and frequently lack an instructive text (Jafari et al., 2020). 
A recent study developing a novel palpation rating scale called the laryngeal 
palpation scale (LPS) identified 45 viable items to include in the scale based on content 
validity ratios (Jafari et al., 2020). Content validity ratios were determined based on the 
number of individuals from an expert focus group who deemed the scale item to be 
essential. The 45 items selected were supported by instructive text, resulting in inter-rater 
reliabilities ranging from 0.41 to 1, indicating moderate to near perfect agreement. Though 
the LPS has potential to be a useful clinical tool for voice assessment, the diagnostic 
capabilities of the items selected have yet to be evaluated. Furthermore, manual palpation 
remains a subjective and indirect measure of laryngeal physiology by nature. 
 
Video Laryngoscopy 
Clinical voice assessment may also involve visual inspection of the larynx via rigid 
or flexible video laryngoscopy. During rigid video laryngoscopy, an endoscope is inserted 
orally and rests in the mouth, allowing the clinician to view the vocal folds. Rigid video 
laryngoscopy is generally less invasive than flexible video laryngoscopy, but restricts 
proper speech production by limiting movements of the articulators such as the tongue and 
lips. During flexible video laryngoscopy, the endoscope is inserted past the soft palate of 
the nose and rests in the back of the throat. Though more invasive, the endoscope does not 




articulatory movements. This allows clinicians to observe vocal folds during more complex 
voicing tasks such as connected speech. 
Inspection of the vocal folds at rest is ideal for clinicians to be able to identify and 
assess physical damage to the vocal folds, such as the presence of nodules, polyps, and 
other lesions, which can be completed with either rigid or flexible endoscopy. Gross level 
visual inspection can also be used to observe non-vibratory functions of the larynx, 
including vocal fold mobility during abduction/adduction, supraglottic activity during 
phonation, and laryngeal maneuvers during transitional behavior (Patel et al., 2018). 
However, clinicians may also want to investigate the vibratory characteristics of the vocal 
folds during voice production, including vibrational regularity, vibratory amplitude, 
mucosal wave, vocal fold phase symmetry, vertical level, and glottal closure pattern (Patel 
et al., 2018). Depending on the speaker, vocal folds oscillate at an average fo of 
approximately 85 to 255 Hz (Titze, 1994), resulting in vibrations that are too fast for real-
time clinical assessment (Aghdam et al., 2017). As a result, clinicians often employ 
stroboscopy techniques that sample the fast moving periodic vocal fold vibrations to create 
a visual estimate of the vibration, such that physiologically relevant features of vibration 
such as glottal closure and abnormalities in the mucosal wave vibrations may be evaluated 
(Behrman, 2013; Mehta, Deliyski, & Hillman, 2010). Unfortunately, stroboscopy relies on 
the assumption that vocal fold vibrations are periodic, which is not true for voices 
exhibiting moderate levels of dysphonia (Patel, Dailey, & Bless, 2008). Since stroboscopy 
represents an average visualization of the periodic cycle, it also fails to capture cycle-to-




Deliyski, Zeitels, Quatieri, & Hillman, 2010). 
Alternatively, high-speed laryngeal imaging may be used to capture each cycle of 
a vocal fold vibration, thereby allowing a closer inspection of the vocal folds. High-speed 
laryngeal imaging has produced imaging rates as high as 4000 Hz, but the resolution of 
such images is typically below that of stroboscopy (Aghdam et al., 2017; Deliyski, Powell, 
Zacharias, Gerlach, & de Alarcon, 2015). Additionally, high-speed imaging results in a 
large amount of data, which makes processing the data time-consuming and unideal for 
quick clinical assessment (Behrman, 2013).  
Though direct inspection of the larynx is beneficial for voice assessment, video 
laryngoscopy may cause discomfort to the patient, which can induce temporary 
supraglottic constriction that limits the ability of a clinician to accurately assess vocal 
function (Khoddami, Nakhostin Ansari, Izadi, & Talebian Moghadam, 2013). This is 
particularly inconvenient for voice assessment throughout voice therapy sessions where 
individuals may need to be evaluated repeatedly over the course of several months. 
Interpretations of laryngeal imaging are also subjective and dependent on the experience 
of the clinician, particularly when they are predisposed to expect abnormalities due to case 
reports or patient reported outcomes (Sauder et al., 2020). Thus, there is a need for 
objective, efficient, and non-invasive measures of laryngeal function to complement 
assessment via laryngeal imaging. 
 
Quantitative Evaluation 




suffer from a lack of objectivity, specificity, and/or clinical feasibility. Using these metrics 
alone makes it difficult to reliably identify and assess specific aspects of laryngeal 
physiology. Furthermore, patient care is largely dependent on the interpretations of the 
individual clinician, which may vary based on experience and background (De Bodt, 
Wuyts, Van de Heyning, & Croux, 1997; Kreiman, Gerratt Bruce, & Precoda, 1990). 
Therefore, there is a clear need for voice assessment measures that can be used to 
objectively and quantitatively evaluate the state of the laryngeal system. 
 
Acoustic Measures 
 Given the inherent relationship between voice and laryngeal function, acoustic 
measures calculated from the voice signal show promise as potential quantitative measures 
of laryngeal function and voice quality. There are many acoustic measures that have been 
used for clinical assessment, but these measures have varying levels of reliability and 
specificity. As a result, a recent article from ASHA established an expert consensus panel 
to make official recommendations about instrumental voice assessment (Patel et al., 2018). 
This panel recommended only a single acoustic measure for evaluating voice quality: 
cepstral peak prominence (CPP). 
CPP is an acoustic measure that can be calculated from both sustained vowels and 
connected speech by using the Fourier transform of the voice spectrum, called the 
cepstrum. As a result, the cepstrum represents the periodicity of the elements of the voice 
spectrum and the maximum peak of the cepstrum is thought to represent the periodicity of 




peak relative to a regression line through the cepstrum (i.e., the CPP) is therefore a way to 
calculate the relative strength of the harmonics and estimate the periodicity of the signal. 
Indeed, decreases in CPP values have been shown to be correlated to increases in overall 
severity (Heman-Ackah et al., 2003; Murton, Hillman, & Mehta, 2020). As with auditory-
perceptual evaluations of overall severity, CPP is not a measure of any specific laryngeal 
function, but is a useful objective measure of general dysphonia.  
 
Aerodynamic Measures 
 Voice production is predicated on the ability to establish consistent vocal fold 
vibrations, which require a sustained airflow and a difference in subglottal pressure 
(Stevens, 1998). As a result, changes in airflow and subglottal pressure may often be used 
to evaluate deficiencies in laryngeal function. ASHA recommends both average glottal 
airflow rate and average subglottal air pressure for aerodynamic voice assessment (Patel et 
al., 2018). Despite this recommendation, these types of aerodynamic measures are often 
not applied during clinical voice assessment (Behrman, 2005). In the case of airflow 
measurements, this may be due to the fact that normal values vary widely across individuals 
and that both fo and vocal intensity can significantly impact measurements (Behrman, 
2013). Despite this, when properly controlled for fo and intensity, airflow measures may be 
used to evaluate the success of voice therapy sessions (Holmberg, Doyle, Perkell, 
Hammarberg, & Hillman, 2003).  
In order for clinicians to accurately estimate subglottal pressure, patients must be 




such that there is a temporary equilibrium between the subglottal pressure and intraoral 
pressure during the stop consonants (Lofqvist, Carlborg, & Kitzing, 1982; Smitheran & 
Hixon, 1981). This technique was created, because direct measures of subglottal pressure 
are highly invasive (Kitajima & Fujita, 1990; Lofqvist et al., 1982). However, this 
technique requires the clinician to train the patient to produce the stop consonants properly, 
making it an unideal measure for efficient clinical evaluation. Furthermore, subglottal 
pressure estimates are known to be affected by vocal intensity (Holmberg, Hillman, & 
Perkell, 1988; Plant & Younger, 2000), and even after specific training, many patients still 
struggle to produce valid utterances (Mehta & Hillman, 2007). It has also been suggested 
that the relationship between intraoral pressure estimates and subglottal pressure fails when 
subglottal pressure levels are low (Kitajima & Fujita, 1990).  
Estimates of subglottal pressure from stop consonants also assume that subglottal 
pressure during the stop consonant is the same as subglottal pressure during voicing. 
However, when direct measures of subglottal pressure were recorded during a vowel – stop 
consonant – vowel task, subglottal pressure decreased during voicing, suggesting that this 
estimation method overestimates subglottal pressure during voicing (Plant & Hillel, 1998). 
Instead, recent work has used the partial interruption of airflow to vary impedance and 
estimate subglottal pressure during voicing (Jiang, Leder, & Bichler, 2006). This method 
of subglottal pressure has been validated using a vocal tract model and in human 
participants, but has yet to be compared to direct estimates of subglottal pressure and 
therefore, requires more research before clinical implementation.  




with typical voices and individuals with a range of voice disorders (Hartl, Hans, Vaissière, 
Riquet, & Brasnu, 2001; Hillman, Holmberg, Perkell, Walsh, & Vaughan, 1989; Holmberg 
et al., 2003), current methods of estimating subglottal pressure are often difficult to 
successfully implement. As with other aerodynamic measures, subglottal pressure 
estimates also require the use of additional equipment such as a pneumotachograph and 
facemask. In a survey of clinical practices, approximately 40% of clinicians reported that 
they did not have access to aerodynamic equipment (Behrman, 2005), further limiting the 
widespread clinical feasibility of aerodynamic measures. 
 
Populations Impacted by Insufficient Voice Assessment 
Although current quantitative measures may meet the needs of many individuals 
seeking voice changes – specifically, those whose primary outcome measure is a decrease 
in overall dysphonia – there are populations who do not receive appropriate voice care due 
to insufficient measures of specific aspects of vocal function. Recent work has sought to 
develop clinically relevant metrics that can be used to meet the needs of these individuals. 
 
Vocal Hyperfunction and Laryngeal Tension 
Vocal hyperfunction, a functional voice disorder that has been suggested to 
comprise up to 40% of all patients in voice clinics (Roy, 2003), has a complex etiology that 
makes it difficult to directly assess. In a recent article that provided an updated framework 
of the voice disorder, vocal hyperfunction was defined as “excessive perilaryngeal 




2020). This umbrella term consists of both phonotraumatic vocal hyperfunction that results 
from the presence of tissue trauma such as nodules, polyps, or lesions, and 
nonphonotraumatic vocal hyperfunction, which is not accompanied by structural damage. 
In both cases, vocal hyperfunction is characterized by excessive muscle tension in the 
laryngeal and perilaryngeal musculature (Aronson & Bless, 2009; Hillman et al., 2020; 
Roy, Ford, & Bless, 1996). Thus, measures of laryngeal tension are often used to assess 
the presence of vocal hyperfunction. 
Unfortunately, the direct assessment of excessive laryngeal tension is largely 
impossible without invasive methods. Surface electromyography (Stepp, 2012) and wire 
electromyography (Khoddami et al., 2013) may be used to capture increases in muscle 
activity of some laryngeal muscles, but fail to capture passive increases in laryngeal tension 
and are often subject to noise from surrounding musculature.  
 
Vocal Effort and Vocal Strain 
Alternatively, vocal effort and vocal strain have been suggested as perceptual 
estimates of excessive laryngeal tension (McKenna, Diaz-Cadiz, Shembel, Enos, & Stepp, 
2019; McKenna & Stepp, 2018). Measures of both vocal effort and vocal strain have been 
shown to be increased in individuals with vocal hyperfunction (Lien, Michener, Eadie, & 
Stepp, 2015; Rosenthal, Lowell, & Colton, 2014). As previously discussed, there is no 
standardized process for measuring vocal effort clinically. A majority of clinicians measure 
vocal effort using the VHI or VHI-10, which only ask patients about general levels of vocal 




usage or as a response to voicing tasks. Furthermore, vocal effort is dependent on 
sensations felt by the individual patient, which makes it difficult for clinicians to come to 
conclusions about specific underlying physiological mechanisms.  
Vocal strain is the auditory-perceptual correlate of vocal effort in response to a 
specific voicing task. This helps clinicians efficiently and non-invasively estimate 
laryngeal tension during speech production in the moment, instead of asking patients to 
evaluate an overall sensation of vocal effort.  However, as with vocal effort, vocal strain 
suffers from a lack of objectivity and specificity. Vocal strain has been shown to 
demonstrate poor reliability across clinicians (Webb et al., 2004), perhaps due to its 
inherently subjective nature as a auditory-perceptual measure. Additionally, vocal strain 
has been suggested to also encompass voice qualities such as breathiness and roughness, 
which may not be directly impacted by excessive laryngeal tension (Lowell, Kelley, Awan, 
Colton, & Chan, 2012). 
 
Alternative Acoustic Measures 
 The perception of vocal strain in the voices of individuals with laryngeal tension 
has led researchers to investigate alternative acoustic measures that may be used to 
objectively estimate laryngeal tension. Over the last decade, there has been a growing 
amount of evidence that supports relative fundamental frequency (RFF) as a reliable 
quantitative acoustic estimate of laryngeal tension (Goberman & Blomgren, 2008; Heller 
Murray et al., 2017; Lien, Michener, et al., 2015; McKenna, Heller Murray, Lien, & Stepp, 




2010; Stepp, Merchant, Heaton, & Hillman, 2011; Stepp, Sawin, & Eadie, 2012).  
RFF is defined as the changes in cycle-by-cycle fo during voicing transitions (Stepp 
et al., 2010). Typically, RFF is calculated across a vowel-voiceless consonant-vowel 
utterance (e.g., Lien, Michener, et al., 2015; McKenna et al., 2016; Stepp et al., 2010), such 
that there are RFF values for the ten voiced cycles immediately preceding the voiceless 
consonant (RFF offset) and the ten voiced cycles immediately following the voiceless 
consonant (RFF onset). An example of a vowel-voiceless consonant-vowel utterance and 
the corresponding cycles used for RFF are shown in Figure 1.1. RFF is calculated in 
semitones (ST) using Equation 1.1, where foref is the fo of the steady-state reference cycle 
and foi is the fo of cycle i. The steady-state reference cycle for RFF offset is the first of the 
ten RFF offset cycles as shown in Figure 1.1. Similarly, the tenth RFF onset cycle 
corresponds to the reference cycle for RFF onset. 
On average, RFF values show a consistent pattern in typical speakers. (Goberman 
& Blomgren, 2008; Heller Murray et al., 2017; Lien, Gattuccio, & Stepp, 2014; Lien, 
Michener, et al., 2015; McKenna et al., 2016; Park & Stepp, 2019; Stepp, 2013; Stepp et 
al., 2010; Stepp, Merchant, et al., 2011; Stepp et al., 2012). Generally, RFF offset values 
decrease from a steady-state value as they near the voiceless consonant. RFF onset values 
are increased near the voiceless consonant and then decrease to a steady-state value. An 
example of this pattern is shown in Figure 1.1.  
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The typical RFF pattern observed in healthy speakers has been hypothesized to be 
due to the interaction between transient tension, abductory, and aerodynamic forces during 
voicing transitions (Stepp, Merchant, et al., 2011). Laryngeal tension is thought to 
temporarily increase throughout the production of a voiceless consonant, causing an 
increase in fo immediately prior to and following the voiceless consonant (Lofqvist, Baer, 
McGarr, & Story, 1989). In contrast, the abduction of the vocal folds during voicing offset 
is thought to decrease fo (Watson, 1998). The combination of these two forces results in a 
small net decrease in fo, corresponding to the small decrease in RFF offset values shown in 
Figure 1. In contrast, during the release of the voiceless consonant and the subsequent onset 
Figure 1.1. Example of a typical relative fundamental frequency (RFF) pattern for 
ten offset and ten onset cycles. RFF is calculated using Equation 1.1. Offset cycle 1 




of voicing, it has been hypothesized that high rates of airflow cause rapid adduction and 
increases in fo (Ladefoged, 1996). Thus, the combination of increased tension and increased 
airflow contribute to a large net increase in fo, corresponding to the increase in RFF during 
voicing onset shown in Figure 1. 
This theoretical interaction between tension, abductory, and aerodynamic forces 
provides framework for how changes in RFF values may be used as an estimate of changes 
in laryngeal tension. When vocal effort increases, RFF values decrease, particularly in 
cycles nearest the voiceless consonant (Lien, Michener, et al., 2015; McKenna et al., 2016). 
Additionally, when compared to speakers with typical voices, speakers with voice 
disorders that are characterized by increased laryngeal tension, such as vocal hyperfunction 
(Hillman et al., 2020; Stepp et al., 2010), laryngeal dystonia (Eadie & Stepp, 2013), and 
Parkinson’s disease (Goberman & Blomgren, 2008; Stepp, 2013), have all demonstrated 
decreased RFF. This decrease in RFF is thought to be attributed to a decrease in the 
transient tension forces during voicing transition. When individuals speak with elevated 
levels of baseline tension, they have a restricted ability to further increase the level of 
tension in the laryngeal muscles during phonation (Stepp et al., 2010) Thus, despite an 
increase in baseline levels of tension, the comparative transient increase in tension is 
reduced, resulting in smaller semitone changes in fo values during both offset and onset. 
  Despite the potential of RFF to be an acoustic estimate of laryngeal tension, the 
clinical feasibility of the measure remains an issue. The current recommendation for 
calculating RFF is for a trained technician to perform calculations manually. This involves 




consonant. This manual calculation is time-consuming and therefore not practical for 
clinical application. As a result, recent work has been made to develop semi-automated 
RFF algorithms that greatly reduce the time needed for manual calculations (Lien et al., 
2017; Vojtech et al., 2019). The most recent semi-automated RFF algorithms are able to 
successfully estimate RFF values similar to those calculated manually (Vojtech et al., 
2019).  
Though these algorithms greatly improve the clinical feasibility of RFF, the 
measure varies greatly both within and across individuals. An average of at least six RFF 
utterances are required for reliable RFF values (Eadie & Stepp, 2013). RFF values have 
also been shown to be impacted by stress type (Park & Stepp, 2019) and phonetic context 
(Lien et al., 2014). This makes it difficult to define normative values for RFF, which limits 
the diagnostic potential of the measure.  
As with many clinical measures, RFF requires the patient to be seated in a sound-
controlled room and produce a series of controlled utterances into a microphone. The result 
is that the voice signal captured in this controlled environment may not properly reflect the 
patient’s daily functional voice. Recent work has used accelerometer signals for the 
ambulatory assessment of voice (Cortes et al., 2018; Mehta et al., 2015; Van Stan et al., 
2020). Accelerometer signals placed on the surface of the neck may discretely capture 
vibrations from the vocal fold throughout an individual’s daily voice use (Cheyne, Hanson, 
Genereux, Stevens, & Hillman, 2003). Obtaining measures from these accelerometer 
signals allows for a more ecologically valid assessment of the voice. However, current RFF 




be different between microphone and accelerometer signals (Lien & Stepp, 2014), current 
RFF algorithms are not appropriate for ambulatory assessment via accelerometers.  
RFF represents only one of countless theoretical acoustic measures that may be 
captured from an acoustic signal. Machine learning algorithms are often used to extract a 
range of acoustic measures that can be used to classify various voice disorders with high 
accuracy levels (for a review of machine learning approach for voice disorder detection, 
see Hegde, Shetty, Rai, & Dodderi, 2019). Many of the acoustic measures selected during 
feature extraction in these classification models often do not have an established 
physiological justification for their ability to identify voice disorders. The results of such 
classification models suggest that there remains many untapped acoustic measures that may 




Transgender individuals are defined as individuals with a gender identity that does 
not align with their sex assigned at birth. These individuals are disproportionately the target 
of violence as a result of their gender identity (Bauer & Scheim, 2015; James et al., 2016). 
Thus, the presentation and perception of their gender is of great importance for both mental 
and physical safety.  
Studies have shown that the alignment of a transgender speaker’s speech and 
gender identity is of great importance and correlated to their quality of life (Hancock, 2017; 




result, transgender individuals often seek speech modification to make changes to their 
speech in order to better align their speech characteristics with their gender (Neumann & 
Welzel, 2004; Van Borsel et al., 2000). In these instances, it is important for clinicians to 
be able to efficiently evaluate an individual’s speech-based gender perception, and 
subsequently, make recommendations for how to improve it.  
 
Perception of Gender in Cisgender Speakers 
 Speech-based gender perception in cisgender speakers provides a framework for 
potentially understanding speech-based gender perception in transgender speakers. It is 
well-established that the primary differences in speech between male and female cisgender 
speakers are due to anatomical differences between male and female vocal folds and vocal 
tracts, which manifest as changes in fo and formant frequencies (Fant, 1966; Hillenbrand 
& Clark, 2009; Skuk & Schweinberger, 2014; Titze, 1989).  
Compared to female cisgender speakers, male cisgender speakers have 
demonstrated lower average fo as well as a reduction in fo variability (Fitch & Holbrook, 
1970). A lower average fo is thought to be a result of male cisgender speakers having larger 
and thicker vocal folds (Azul, Arnold, & Neuschaefer-Rube, 2018). Male cisgender 
speakers have an average fo. of 85 to 180 Hz, whereas female cisgender speakers have an 
average fo of 165 to 255 Hz (Titze, 1994). Differences in fo variability are likely due to 
differences in prosodic intonation, with female speakers using a higher number of pitch 
fluctuations, a greater proportion of upward intonational contours, and a larger pitch range 




Differences in formant frequencies between cisgender male and female speakers 
are thought to be due to the male larynx lowering during puberty (Fant, 1966). This 
increases the length of the vocal tract, thereby lowering the formant frequencies (Wakita, 
1977). Though differences vary based on vowel context, cisgender female speakers have 
higher formant frequencies by an average scale of 1.16 across the first three formants 
(Hillenbrand, Getty, Clark, & Wheeler, 1995; Hillenbrand & Clark, 2009). 
 Though the differences between the fo and formant frequencies of cisgender male 
and female speakers are well-known, their relative contributions to speech-based gender 
perception remain somewhat unclear. It may be expected that fo is often thought to be the 
greatest contributing factor to speech-based gender perception, given that the difference in 
fo between cisgender male and female speakers is larger than the difference in formant 
frequencies. Studies have shown that speech-based gender perception is better during 
phonation when compared to whispered vowels, suggesting that fo does indeed play an 
important role (Bennett & Montero-Diaz, 1982; Lass, Hughes, Bowyer, Waters, & Bourne, 
1976). 
In order to investigate individual effects on speech-based gender perception, 
researchers often employ the use of utterances that have been synthetically altered to mix 
the acoustic features of cisgender male and female voices. Some studies have shown that 
when synthesized vowels had fo and formant frequency values from conflicting cisgender 
ranges (e.g., fo was in the range of typical cisgender males and formant frequencies were 
in the range of typical cisgender females), gender perception was often based on the fo 




connected speech, cisgender female voices were still perceived as female even when their 
fo was artificially shifted to the range of a cisgender male speaker, suggesting that fo alone 
is not enough to change gender perception (Gelfer & Bennett, 2013). The authors of the 
latter study suggested that differences between their results and the results of previous 
studies may have been due to a decrease in the relative importance of mean fo as the length 
and complexity of an utterance increases. Indeed, a study from Hillenbrand and Clark 
(2009) investigated speech-based gender perception in syllable utterances and sentence 
length utterances and found that changes to fo alone were more effective at changing 
speech-based gender perception in the syllable utterances than in the sentence length 
utterances. In contrast, other studies have reported that fo and formant frequencies are 
equally important for speech-based gender perception in both isolated vowels (Smith, 
Walters, & Patterson, 2007) and sentences (Assmann, Nearey, & Dembling, 2006). 
Regardless of the relative importance, it has been shown that a combination of changes to 
fo and formant frequencies can reliably change gender perception in cisgender voices 
(Hillenbrand & Clark, 2009; Skuk & Schweinberger, 2014). 
 
Speech-Based Perception of Gender in Transgender Speakers 
 Differences between male and female cisgender speakers often motivate the design 
of speech modification for transfeminine and transmasculine individuals. Transfeminine 
speakers may undergo hormone replacement therapy (HRT) with estrogen, but the effects 
on voice are limited, especially if this therapy occurs after changes as a result of male 




transfeminine speakers targets increases in pitch and formant frequencies (Hancock & 
Helenius, 2012; Hancock & Garabedian, 2013). Formant frequencies are increased through 
oral resonance therapy, which can be used to help transfeminine individuals speak with a 
more forward tongue position, thereby causing changes to the formant frequencies (Carew, 
Dacakis, & Oates, 2007). 
Transmasculine speakers will often undergo HRT with exogenous testosterone, 
resulting in voice masculinization after a year of HRT (Cler, McKenna, Dahl, & Stepp, 
2020; Deuster et al., 2016). This voice masculinization is thought to be predominantly due 
to a decrease in fo (Azul et al., 2018; Hancock, Childs, & Irwig, 2017; Nygren, 
Nordenskjold, Arver, & Sodersten, 2016).  Previous studies have also shown that formant 
frequencies decrease following HRT onset (Cler et al., 2020; Hodges-Simeon et al., 2021; 
Papp, 2012). However, not all individuals are able to complete HRT, whether it is due to 
personal preferences or well-established healthcare barriers for transgender individuals 
(James et al., 2016). Additionally, even when individuals successfully complete HRT, the 
degree of voice masculinization can vary across individuals (Hancock et al., 2017; Nygren 
et al., 2016; Ziegler, Henke, Wiedrick, & Helou, 2018) and an estimated 31% are not 
satisfied with their voice (Van Borsel et al., 2000), suggesting that there is a need for 
alternative voice masculinization strategies. Unfortunately, other than a few case studies 
that have investigated the use of manual laryngeal therapy to lower formant frequencies 
(Buckley, Dahl, Cler, & Stepp, 2020; Myers & Bell, 2020), evidence of alternative speech 
modification for transmasculine speakers is limited.  




practices set goals predicated on the relationship between cisgender speech-based gender 
perception and measures such as fo and formant frequencies. However, it is unclear if and 
to what extent differences observed in cisgender speakers meaningfully drives changes in 
speech-based gender perception in transgender speakers. For example, it has been shown 
that speech-based gender perception is less correlated with fo in transfeminine individuals 
than in cisgender females (McNeill et al., 2008), suggesting that changes to acoustic 
features may affect gender perception differently in cisgender and transgender speakers. 
However, several studies have investigated speech-based gender perception in 
transfeminine speakers and found that transfeminine speakers are more likely to be 
perceived as female when fo increases (Gelfer & Schofield, 2000; McNeill et al., 2008; 
Spencer, 1988; Wolfe et al., 1990), when using a higher number of pitch fluctuations and 
a larger pitch range (Hancock et al., 2014; Wolfe et al., 1990), and when vowel formant 
frequencies were higher (Gelfer & Schofield, 2000; Mount & Salmon, 1988).  
Compared to transfeminine speakers, only a few studies have investigated speech-
based gender perception in transmasculine individuals. Three studies evaluated changes in 
speech-based gender perception in a single transmasculine individual over a year of HRT 
(Brown, Dahl, Cler, & Stepp, 2020; Cler et al., 2020) and after a session of laryngeal 
massage and reposturing (Buckley et al., 2020). Differences in gender perception were 
observed throughout HRT and following the session of speech modification. The 
individual also experienced decreases in fo and formant frequencies, but it is unclear to 
what extent each of these changes affected gender perception. Furthermore, because the 




generalizable. Without the knowledge of which acoustic features are driving changes in 
speech-based gender perception of transmasculine speakers, it is difficult for clinicians to 
complete voice assessment and develop speech modification sessions for these individuals. 
Thus, more research is needed to determine which acoustic features drive the greatest 
changes in transmasculine speech-based gender perception. 
 
Research Statement and Purpose 
The purpose of this dissertation is to investigate various quantitative measures of 
laryngeal physiology that may improve the assessment of individuals affected by the 
insufficiencies of current voice measures. Chapter 2 explored the use of voice onset time 
(VOT) as a potential measure of laryngeal tension. Conclusions were made about how 
laryngeal tension manifests in individuals with and without vocal hyperfunction. Chapter 
3 detailed the development of an automated algorithm designed to calculate RFF from 
accelerometer signals. The results of this study will improve the clinical viability of RFF 
as an objective estimate of laryngeal function. Chapter 4 proposed a new method for RFF 
calculation based on recent modeling work. The result was a better understanding of the 
underlying physiology behind RFF. Chapter 5 investigated the impact of quantitative 
acoustic measures on speech-based gender perception in transmasculine individuals, which 
may guide the development of novel speech modification for these individuals. In sum, 
these four independent studies will advance the application of quantitative measures for 




CHAPTER 2. The Relationship between Voice Onset Time and Increases in Vocal 
Effort and Fundamental Frequency 
Abstract 
Purpose: Prior work suggests that voice onset time (VOT) may be impacted by 
laryngeal tension: VOT means decrease when individuals with typical voices increase their 
fundamental frequency (fo) and VOT variability is increased in individuals with vocal 
hyperfunction, a voice disorder characterized by increased laryngeal tension. This study 
further explored the relationship between VOT and laryngeal tension during increased fo, 
vocal effort, and vocal strain.  
Method: Sixteen typical speakers of American English were instructed to produce 
VOT utterances under four conditions: baseline, high pitch, effort, and strain. Repeated 
measures analysis of variance models were used to analyze the effects of condition on VOT 
means and standard deviations (SDs); pairwise comparisons were used to determine 
significant differences between conditions. 
Results: Voicing, condition, and their interaction significantly affected VOT 
means. Voiceless VOT means significantly decreased for high pitch (p < .001) relative to 
baseline; however, no changes in voiceless VOT means were found for effort or strain 
relative to baseline. Although condition had a significant effect on VOT SDs, there were 
no significant differences between effort, strain, and high pitch conditions relative to 
baseline. 
Conclusions: Speakers with typical voices likely engage different musculature to 




present with vocal hyperfunction is not seen in individuals with typical voices using 
increased effort and strain, supporting the assertion that this feature of vocal hyperfunction 




Voice Onset Time (VOT) is an acoustic measure of the interval of time between 
the release of the oral constriction in a stop consonant and the onset of subsequent voicing 
(Lisker & Abramson, 1964). In American English, VOT is used by listeners to distinguish 
whether a consonant is perceived as “voiced” (Zlatin, 1974). Voiced stop consonants 
(/bdg/) are produced with a short lag and voiceless stop consonants (/ptk/) are produced 
with a long lag. Although it is possible for voicing to occur prior to the plosive release, 
resulting in a negative VOT, this is primarily unused in the English language (Klatt, 1975; 
Rae, 2018). 
VOT is affected by a variety of factors, including speaking rate (Allen, Miller, & 
DeSteno, 2003; Kessinger & Blumstein, 1997, 1998; Volaitis & Miller, 1992), age 
(Sweeting & Baken, 1982; Whiteside, Dobbin, & Henry, 2003; Yu, De Nil, & Pang, 2015; 
Zlatin & Koenigsknecht, 1976), sex (Swartz, 1992), phonetic context (Klatt, 1975; Morris, 
McCrea, & Herring, 2008), native language of the speaker (Lisker & Abramson, 1964; 
Narayan & Bowden, 2013), lung volume (Hoit, Solomon, & Hixon, 1993), and the 
presence of communication disorders (Ackermann & Hertrich, 1997; Whitfield & 
Goberman, 2015). Previous work has used a variety of acoustic stimuli and methodologies, 
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which makes it difficult to specify normalized values. However, in a review of VOT 
literature, Auzou and colleagues compiled the mean VOT values for American English 
stops from a number of studies. Mean VOT values reported for voiceless stops ranged from 
roughly 40-110 ms and 0-25 ms for voiced stops (Auzou et al., 2000). Due to the smaller 
range of acceptable durations for voiced stops, it is common to only observe VOT 
differences as a result of voice characteristics (e.g. speaking rate) in voiceless stops (Allen 
et al., 2003; Kessinger & Blumstein, 1997; McCrea & Morris, 2005; Narayan & Bowden, 
2013).  
Whereas the effects of some factors on VOT are well-studied (e.g. age; Sweeting 
& Baken, 1982; Whiteside et al., 2003; Yu et al., 2015; Zlatin & Koenigsknecht, 1976), 
research on the effects of other factors remains limited. One such factor is fundamental 
frequency (fo). During voicing, vocal fold vibrations result from changes to air pressure 
and flow in the vocal tract (Titze, 1988). It has been well-established that elevating the 
larynx is associated with increased pitch (Ohala, 1977). This gesture decreases the intraoral 
volume, causing a reduction in the pressure drop across the glottis, thereby reducing the 
airflow through the glottis (Stevens, 1977). A reduction of airflow is thought to inhibit 
vocal fold vibration and extend the initiation of voicing, resulting in a longer VOT 
(Stevens, 1977). Furthermore, the necessary subglottal pressure required to initiate vocal 
fold vibration, known as the phonation threshold pressure (PTP), has been shown to 
increase as fo increases (Titze, 1992). Thus, at increased fo, it follows that the time needed 
to achieve a higher PTP will increase, resulting in a longer VOT. In sum, aerodynamic 




Contrary to the theory that increased fo would result in longer VOTs, McCrea and 
Morris found that the VOTs of voiceless stop consonants were significantly shorter when 
sixty adult males with typical voices spoke at a higher fo (2005). The authors reasoned that 
the shorter VOTs found at the higher fo values were a result of increased levels of vocal 
fold stiffness that affected vibrational characteristics as well as abductory and adductory 
gestures. A speaker’s fo is dependent on the rate of vocal fold vibration, and is therefore 
affected by the length, mass, and tension of the vocal folds (Van Den Berg, 1958a). It is 
believed that increases in fo are achieved by stiffening the vocal folds through the 
recruitment and increased contraction of the cricothyroid, thyroarytenoid, and suprahyoid 
muscles (Stemple et al., 2018). A higher degree of vocal fold stiffness also allows the vocal 
folds to quickly return from the abducted position during a stop consonant burst to the 
adducted position of subsequent voicing, which would result in a shorter VOT. More recent 
work showed a similar decrease in VOT when adult females with typical voices increased 
fo (Narayan & Bowden, 2013), adding potential support to the idea that a shorter VOT may 
be a result of increased vocal fold stiffness. If this argument is true, then increased tension 
in the intrinsic laryngeal muscles responsible for vocal fold stiffening should also result in 
a shorter VOT irrespective of pitch increases. Weismer (1984) observed that individuals 
with Parkinson’s disease, often described as having increased tension (rigidity) of the 
laryngeal musculature, have shorter voiceless VOT values when compared to older and 
younger speakers with typical voices (Weismer, 1984), lending further credence to this 
hypothesis. However, Parkinson’s disease has various complex effects on voice 




not necessarily attributed to increased laryngeal tension. 
To further explore the relationship between laryngeal tension and VOT, McKenna 
and colleagues (2020) investigated VOT in individuals with vocal hyperfunction, defined 
classically as impaired “vocal mechanisms as a result of excessive or imbalanced muscle 
activity” (Hillman et al., 1989). Vocal hyperfunction is a primary characteristic of muscle 
tension dysphonia as well as organic voice disorders such as polyps and vocal fold nodules 
(Mehta et al., 2015). McKenna and colleagues (2020) compared thirty-two females with 
vocal hyperfunction to thirty-two age- and sex-matched controls. The authors found that 
there was no difference in mean VOT between groups (McKenna, Hylkema, Tardiff, & 
Stepp, 2020). These results could suggest that the fo–based difference in VOT found by 
McCrea & Morris (2005) is due to a mechanism other than an increase in vocal fold 
stiffness. However, these results may also be attributed to a lack of increased vocal fold 
stiffness in this sample of individuals with vocal hyperfunction, because vocal 
hyperfunction does not necessarily specify tension in the muscles responsible for vocal 
fold stiffening, but instead is characterized as general intrinsic and extrinsic muscular 
tension (Aronson, 1990). Thus, these participants may have exhibited overall increased 
laryngeal tension despite not presenting excess tension in the muscles specific to vocal fold 
stiffening (i.e. the cricothyroid and the thyroarytenoid muscles). Alternatively, the 
laryngeal tension in this group of individuals with vocal hyperfunction may simply not 
have been elevated enough to significantly affect VOT. The authors proposed that these 
individuals only exhibited mild hyperfunction and that individuals with greater levels of 




could be supported by the results of McCrea and Morris, who found a significant difference 
in VOT between low and high pitch levels, but not between low and medium pitch levels 
(McCrea & Morris, 2005). Regardless of the interpretation, more work with individuals 
who explicitly have laryngeal tension is necessary to fully understand the relationship 
between laryngeal tension and VOT measures. 
McKenna and colleagues (2020) also observed that, within an individual, the VOTs 
of speakers with vocal hyperfunction were significantly more variable than in speakers 
with typical voices for both voiced and voiceless stops (McKenna et al., 2020). The authors 
reasoned that this could be attributed to an impairment in their speech motor control. 
Contemporary models of speech motor control, including the Directions Into Velocities of 
Articulators (DIVA) model (Tourville & Guenther, 2011), theorize that, during 
development of speech, the auditory control system relies primarily on a feedback control 
system to monitor and correct motor behaviors in order to produce speech within a specific 
target area. In the developed adult system, after speech target areas have been learned, the 
speech motor control system relies primarily on feedforward control to produce speech 
within the desired target area, though auditory feedback is still used to monitor and correct 
errors. A study by Stepp and colleagues (2017) suggested that a subset of individuals with 
vocal hyperfunction may have a predisposition to auditory-motor integration deficits, 
which results in a maladaptive updating of the feedforward system (Stepp et al., 2017). In 
other words, individuals with vocal hyperfunction tend to improperly update their 
feedforward system in response to perturbations in auditory feedback. This may result in a 




English phonemes (Zlatin, 1974), and therefore specifies a desired speech target, a larger 
target area would likely result in a larger range of acceptable VOT values, thereby 
increasing VOT variability, as observed by McKenna and colleagues (2020). Based on this 
interpretation, increased variability would be expected to occur in individuals with vocal 
hyperfunction irrespective of the momentary degree of laryngeal tension. Furthermore, this 
increased variability would not be expected in speakers without vocal hyperfunction, even 
when using increased laryngeal tension. 
A limited number of studies have investigated within-subject VOT variability and 
shown that it is increased in pre-lingually deaf speakers (Lane & Perkell, 2005), as well as 
in young children (Whiteside et al., 2003; Yu et al., 2015). However, studies investigating 
VOT within typical speakers (e.g., McCrea & Morris, 2005; Narayan & Bowden, 2013) do 
not explicitly report within-subject variability. A lack of reporting of within-subject 
variability in typical speakers makes it difficult to discern whether the increased VOT 
variability as observed by McKenna and colleagues is specific to a potential sensorimotor 
disorder in individuals with vocal hyperfunction. For example, a general increase in tension 
in the laryngeal system could be seen as a change from normal laryngeal function, which 
might result in variability during adductory gestures and, subsequently, more variable VOT 
measures. If so, VOT variability would increase in all cases of increased laryngeal tension, 
not just in individuals with vocal hyperfunction. However, in the upper limb, increased 
muscular stiffness has been shown to result in decreased variability (Lametti & Ostry, 
2010). Though it is unclear how these results translate to the laryngeal system, it is likely 




impairment observed in individuals with vocal hyperfunction) would not cause an increase 
in VOT variability. Thus, there is currently a need to further investigate VOT variability in 
individuals expressing increased laryngeal tension. 
Increased laryngeal tension is difficult to measure directly and is often associated 
in literature with both vocal effort and vocal strain (McKenna et al., 2019; McKenna & 
Stepp, 2018; Rosenthal et al., 2014). In a recent literature review, a formal definition of 
vocal effort was defined as “the perceived exertion of a vocalist’s response to a perceived 
communication scenario by the speaker” (Hunter et al., 2020). This description of vocal 
effort, indicates, by definition, that it is a feature of the speaker’s experience. In contrast, 
vocal strain is traditionally defined as the auditory-perception of vocal effort by a listener 
(Kempster et al., 2009). Though these terms are often used concurrently, vocal strain may 
encompass additional voice qualities such as breathiness and roughness (Lowell et al., 
2012). Further, self- and listener-perception of vocal effort has demonstrated a moderate 
relationship (Eadie et al., 2010), with speakers often reporting higher levels of vocal effort 
than those perceived by listeners (Lane, Catania, & Stevens, 1961). This difference is to be 
expected, given that speakers have additional cues related to their perceived effort (such as 
somatosensory inputs), which are not reflected to listeners by the acoustic signal (Eadie et 
al., 2010). Thus, although both of these features are thought to be related to increased 
laryngeal tension, vocal effort and vocal strain may provide differential information about 
laryngeal function, indicating that both features should be assessed to better investigate 






We sought to determine the effects of increased fo, increased vocal effort, and 
increased vocal strain, on VOT measures. Our goal was to better understand the 
relationships between laryngeal tension and VOT measures suggested by previous studies. 
Mean VOT and VOT variability, as measured by the standard deviation (SD), were 
calculated for male and female speakers with typical voices who were asked to speak with 
increased fo, increased vocal effort, and increased vocal strain. We hypothesized that 
increased fo, increased vocal effort, and increased vocal strain would lead to shorter VOT 
means for voiceless stop consonants. In addition, based on the interpretation that increased 
variance is a result of a sensorimotor disorder attributed to vocal hyperfunction, we 
predicted that VOT SDs would not change with increased fo, increased effort, or increased 
vocal strain. We tested the alternative hypothesis, that increased fo, increased vocal effort, 




 A total of N = 16 cisgender speakers (8 female, 8 male; M = 21.8 years, SD = 2.9 
years) participated in this study. All were native speakers of American English, non-
smokers, and reported no history of neurological, speech, language, hearing, or voice 
disorders. Participants gave written informed consent, in compliance with the Boston 
University Institutional Review Board, and completed a hearing screening prior to the start 




125 Hz to 8000 Hz with the instructions to indicate when a tone was detected. Tones were 
presented monaurally at 25 dB HL through an over-ear headset, first in the right ear, then 
the left.  If a participant failed to identify the tones at a given frequency, the presentation 
level was increased by 5 dB until the participant identified the tone. All participants 
identified pulsed tones at all frequencies at 25 dB HL level, except one participant who 
required a 30 dB HL level for one ear at 4000 Hz. 
  
Experimental Design 
 Following consent and a hearing screening, participants were instructed to repeat a 
set of VOT stimuli using /a/ and /u/ vowels under four different conditions: baseline, high 
pitch, effort, and strain. Prior to each condition, participants were trained on how they 
should produce the VOT stimuli. During the baseline condition, participants were 
instructed to repeat VOT stimuli with a natural speaking voice.  
 For the high pitch condition, participants were instructed to repeat VOT stimuli 
with a fo that was 8 semitones higher than their baseline average. In preliminary testing, a 
target of 8 semitones higher than the baseline average was determined to be the greatest 
increase in semitones that all participants could reach without shifting from the modal 
register. The average fo from the baseline condition was calculated (in Hertz) using Praat 
acoustic analysis software (Version 6.0.46) for each participant (Boersma, 2001). Using a 
speech synthesizer program (Madde, Tolvan Data, Version 3.0.0.2), a sustained vowel was 
played for the participant at the fo that the participant was instructed to match. Participants 




recording by first matching with the vowel /a/ and then with a subset of sentences from the 
stimuli set. The experimenter listened and corrected for any errors in matching the 
appropriate pitch. All participants remained within the modal register at the increased fo. 
The vowel to match was repeated immediately before each recording. 
 For the effort condition, participants were instructed to speak with maximum vocal 
effort. Experiential anchoring has been shown to improve the validity of effort scales 
(Lamb et al., 2008). This anchoring can be performed by instructing participants to 
complete a task at the desired effort level or by recalling a memory of using the desired 
effort level. In a previous study that examined the use of experiential anchoring on vocal 
effort ratings, individuals with vocal hyperfunction were told to recall attempting to talk 
during severe laryngitis as an anchor for maximum effort (Van Leer & Van Mersbergen, 
2017). It was reported that all participants verbalized that they had experienced this level 
of effort in their life. However, preliminary testing in the current study revealed that many 
individuals without voice disorders had not experienced maximum effort as a result of 
laryngitis. As a result, participants in the current study were given the following verbal 
description of vocal effort, adapted from van Leer and van Mersbergen (2017): “Now I 
would like you to speak with as much vocal effort as you can, while still maintaining a 
voice. Vocal effort is defined as the perceived amount of effort that it takes to produce your 
voice, but it is independent of your volume. Vocal effort can be associated with multiple 
areas of the body that contribute to speech production. Think about a time that you had 
laryngitis or you were very sick, or after you have a long day of continuous speaking such 
as presenting in class or shouting at a sporting event. It may have been difficult to produce 
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a voice so you had to use more effort to push your voice out. This is what would be 
considered maximum effort.” In order to ensure that the participant was self-evaluating 
their vocal effort using experiential anchoring instead of “matching their voice” to the 
researcher’s, no auditory example was provided to the participants. Participants practiced 
speaking with effort prior to recording. During this training, participants were instructed to 
not increase their volume or pitch during increased vocal effort. 
For the strain condition, participants were instructed to speak with increased vocal 
strain. Participants were presented with two examples (one male and one female) of 
individuals speaking with increased strain and given the following verbal instructions: 
“Strain is the auditory perception of effort. It is the quality of voice that you listen to in 
order to determine whether someone is using vocal effort. Different individuals will 
produce a strained voice in different ways. I will play two recordings of someone speaking 
with strain. Listen carefully to the recordings and then I will ask you to match that voice 
quality. Note that you are attempting to match only the strained voice quality of the 
speakers. Your pitch and loudness should remain the same.” Strain samples were presented 
binaurally through a set of headphones (Sennheiser HD280 Pro). Participants were allowed 
to re-listen to each sample upon request. Each sample was produced by an individual with 
a typical voice imitating the presence of vocal strain by producing the same VOT stimuli 
used in the current study. The presence of moderate-to-severe strain in each sample was 
validated by two voice-specializing speech-language pathologists (SLPs). Participants 
practiced speaking with strain prior to recording. 




consisting of sentences in the format of “Say /vowel-consonant-vowel/ again” for every 
English stop consonant. The vowels surrounding each stop consonant was either /a/ or /u/. 
Each unique sentence was repeated three times, resulting in a set of 36 sentences (6 
consonants x 2 vowels x 3 repetitions). The set of stimuli were separated into four blocks: 
voiceless stops with vowel /a/, voiced stops with vowel /a/, voiceless stops with vowel /u/, 
and voiced stops with vowel /u/. Stimuli blocks with the same vowel were always presented 
sequentially, but the presentation order of vowels and of voicing within each vowel was 
counter-balanced across conditions with-in subject. In order to compare the differences 
between effort and strain and to prevent the strain samples from influencing the effort 
condition, participants always completed the four conditions in the same order. 
 Following each condition, participants were asked to rate the amount of vocal effort 
used the produce the speech stimuli on a 100-mm visual analog scale with anchors of “No 
Effort” and “Maximum Effort” to the left and right, respectively. A visual analog scale 
allows for explicit anchors (Gerratt Bruce, Kreiman, Antonanzas-Barroso, & Berke Gerald, 
1993) and can be used to compare self-ratings of vocal effort to listener-perceptual ratings 
of vocal strain (McKenna & Stepp, 2018). The concept of vocal effort and the maximum 
effort anchor were explained using the same prompt as during the instructions for the effort 
condition. 
 The set of speech stimuli was presented with a custom interface in MATLAB 
R2018a (MathWorks®). A scrolling window was used to highlight sentences at a constant 
rate in order to maintain a constant speaking rate. Subjects were instructed to read sentences 




three syllables per second to approximate a typical speaking rate (McCrea & Morris, 2005; 
Narayan & Bowden, 2013). Each set of speech stimuli took about 90 seconds to complete. 
The entire study, including consent, hearing screening, and training, was completed by all 
participants in under 45 minutes. 
 
Instrumentation and Calibration 
 A directional headset microphone (Shure SM35 XLR) was placed 45° from the 
midline and 7 cm from the lips. A neck-surface accelerometer (BU series 21771 from 
Knowles Electronic, Itasca, IL) was placed on the anterior neck, superior to the thyroid 
notch and inferior to the cricoid cartilage using double-sided adhesive tape and held in 
place with medical tape. Microphone and ACC signals were pre-amplified (RME Quadmic 
II) and sampled at 44100 Hz with 16-bit resolution (MOTU UltraLite-mk3 Hybrid). 
 In order to determine the sound pressure level (SPL) of each sample during data 
analysis, SPL calibration was completed prior to the baseline condition. An electrolarynx 
was held in front of the participant’s mouth and an SPL meter was placed next to the 
headset microphone. The dB SPL values of three levels of the electrolarynx output were 
recorded in order to determine a relationship between SPL and the amplitude of the 
recorded acoustic signal.  
 
Data Analysis 
 VOT was measured manually by a single trained technician for each vowel-




VOT for each utterance was selected by locating the burst of the stop consonant in the 
microphone signal and the first cycle of voicing following the burst in the accelerometer 
signal. The accelerometer signal was used to identify the start of voicing, because 
microphone signals are susceptible to environmental noise and high-frequency aspiration 
noise as a result of plosives, whereas accelerometer signals measure vibrations through the 
surface of the neck and are less likely to be impacted by additional noise (Hillman, Heaton, 
Masaki, Zeitels, & Cheyne, 2006). In the absence of a clear burst in the waveform of the 
microphone signal, a spectrogram was used to identify the location of the burst. The time 
period between the burst and the first cycle of voicing was defined as the VOT for that 
utterance. If the burst of the stop consonant could not be identified or there was no period 
of devoicing, the utterance was rejected from analysis. VOTs were averaged across usable 
repetitions to get a mean VOT for each unique /vcv/ utterance (2 vowels x 6 consonants = 




 Post hoc analyses were performed to assess the fidelity of the experimental 
procedures. Participants were instructed to maintain a constant SPL throughout each 
condition, because SPL has been suggested to have an effect on VOT measures (Knuttila, 
2011). In order to verify a constant SPL, the average SPL for each condition was calculated. 
Similarly, speaking rate has been shown to have a significant effect on VOT measures 




stimuli sentences were presented at a constant rate in order to encourage participants to use 
a constant speaking rate, it is possible that, in some experimental conditions, participants 
may have sped up their speaking rate and then paused until the next stimuli sentence was 
presented. In order to confirm consistent speaking rates across conditions, the average 
syllable length was calculated for each condition. Audacity software was used to remove 
long pauses, and syllable length was calculated by dividing the total number of syllables 
by the length of each audio sample.  
 Further analysis was used to confirm that participants changed their voice in each 
experimental condition. In order to verify that participants increased their fo, average fo 
values for the baseline and high pitch conditions were calculated using Praat. Increases in 
fo from baseline to the high pitch condition were converted to semitones to confirm an 
average increase across all participants. Additionally, fo was calculated for the effort and 
strain conditions to determine if there were noticeable changes from baseline. To evaluate 
changes in vocal effort, participants recorded their vocal effort on a visual analog scale 
from 0 to 100 mm following each condition. The difference between vocal effort ratings 
from the baseline and effort conditions was used to verify an increase in vocal effort. To 
assess whether participants increased their vocal strain, two voice-specializing SLPs, 
blinded to participant and condition, listened to each participant’s recordings during each 
experimental condition and rated strain on a 100-mm visual analog scale according to the 
Consensus Auditory-Perceptual Evaluation of Voice (CAPE-V; Kempster et al., 2009). 
Strain ratings were evaluated per speaker using the entire recording for each condition. 








 In order to estimate inter-rater reliability for VOT measurements, an independent 
trained technician re-measured VOTs for three randomly selected participants (18.8% of 
all data). A two-way intraclass correlation (ICC) analysis was calculated between the two 
raters. Similarly, three randomly selected participants were re-analyzed by the original 
trained technician to determine intra-rater reliability. During re-analysis, the rater was kept 
blind to participant and condition. Individual VOT measures for each utterance were 
compared to the rater’s initial measures to determine reliability. The ICC values for inter-
rater and intra-rater reliability were ICC(2,1) = 0.98 and 0.99, respectively, indicating 
excellent reliability for individual VOT measurements (Koo & Li, 2016).   
 Inter-rater and intra-rater reliability were also calculated for CAPE-V strain ratings. 
During initial perceptual assessment, 25% of the data was presented to each rater twice. 
Raters were blinded to participant and condition, as well as whether the sample had been 
heard before. The ICC value for inter-rater reliability was ICC(2,1) = 0.72, indicating good 
reliability, and intra-rater reliability for each rater was ICC(2,1) = 0.93 and 0.87, indicating 
excellent and good reliability, respectively (Koo & Li, 2016). 
 All statistical analyses were completed using Minitab Statistical Software (Version 
17; Minitab Inc., State College, PA). To address the first hypothesis, an analysis of variance 




pitch, effort, and strain), voicing (voiced, voiceless), vowel (/a/, /u/), and place of 
articulation (bilabial, alveolar, velar). Voicing, vowel, place of articulation, and the two-
way interactions between these variables and condition were used to evaluate and confirm 
the effects of these variables on VOT means that have been reported in previous studies 
(McCrea & Morris, 2005; McKenna et al., 2020; Morris et al., 2008; Narayan & Bowden, 
2013). To address the second hypothesis, a second ANOVA on VOT SDs was performed 
with the same main effects and interactions. Statistical testing was set a priori at p < 0.05 
and partial eta squared (ηp2) was used to determine effect size for each significant effect, 
with ηp2 values of 0.01, 0.09, and 0.25 corresponding to small, medium, and large effect 
sizes, respectively (Witte & Witte, 2010). Tukey’s post hoc pairwise comparisons were 
performed as appropriate. Cohen’s d was used to determine effect sizes of significant 
differences, with Cohen’s d values of 0.2, 0.5, and 0.8 corresponding to small, medium, 
and large effect sizes, respectively (Witte & Witte, 2010). 
 
Results 
 VOT means and SDs are shown in Table 2.1. Of the 2304 VOT utterances, 142 
were rejected during analysis, resulting in an average 2.82 utterances per VOT mean and 
SD measure. In instances in which two of the three utterances were rejected, SD data was 
missing (19 instances, 2.5% of data). In instances in which all three utterances were 
rejected, both VOT mean and SD data were missing (12 instances, 1.6% of data). 
 The results of the two ANOVAs are shown in Table 2.2. For VOT means, there 




articulation and vowel with medium effect sizes (ηp2 = 0.16, 0.15 respectively), and voicing 
with a large effect size (ηp2 = 0.81). Additionally, participant had a significant effect on 
VOT means with a large effect size (ηp2 = 0.30). The interaction effect of condition and 
voicing was significant with a small effect size (ηp2 = 0.03). Due to the interaction effect 
of condition and voicing, Tukey’s post hoc pairwise comparison tests were performed to 
determine significant differences in VOT means between conditions for voiced and 
voiceless VOT utterances. For voiceless VOT means, values for the high pitch condition 
were significantly shorter than those in the baseline, effort, and strain conditions, with 
Cohen’s d values of 0.48, 0.53, and 0.46, respectively, indicating medium effect sizes 
(Witte & Witte, 2010). No other conditions were significantly different from one another. 
Interval plots of voiceless VOT means per condition are shown in Figure 2.1. For voiced 





Table 2.1. Mean (and standard deviation) of voice onset time (VOT) means and 
standard deviations (SDs) for each condition (Baseline, High Pitch, Effort, Strain), as 
















Voicing Voiced 23 (10) 24 (10) 22 (8) 22 (10) 24 (11) Voiceless 79 (24) 81 (25) 70 (22) 83 (23) 83 (26) 
       
Vowel /a/ 46 (32) 47 (33) 41 (27) 48 (35) 47 (34) /u/ 56 (34) 59 (35) 52 (31) 57 (35) 60 (37) 
       
Place of 
Articulation 
Bilabial 43 (32) 43 (33) 41 (27) 45 (33) 45 (35) 
Alveolar 55 (36) 56 (36) 49 (32) 56 (40) 58 (38) 

















Voicing Voiced 3.7 (3.9) 4.0 (5.5) 2.8 (2.1) 3.9 (3.5) 4.1 (3.3) Voiceless 8.6 (6.2) 8.0 (5.8) 7.4 (4.9) 9.3 (7.2) 9.9 (6.5) 
       
Vowel /a/ 5.7 (6.1) 5.2 (5.5) 4.8 (4.7) 6.5 (7.2) 6.4 (6.3) /u/ 6.7 (5.4) 6.8 (6.3) 5.6 (4.2) 6.7 (5.2) 7.7 (5.5) 
       
Place of 
Articulation 
Bilabial 6.4 (6.1) 6.5 (6.6) 5.4 (5.2) 6.5 (6.1) 7.1 (6.2) 
Alveolar 6.2 (6.1) 5.4 (5.6) 4.9 (4.2) 6.7 (6.9) 7.6 (7.0) 






Table 2.2. Results of analyses of variance on voice onset time (VOT) means and 
standard deviations (SDs). Effect sizes and interpretations are only provided for 










Participant 15 20.38 < .001 0.30 Large 
Condition 3 12.88 < .001 0.05 Small 
Voicing 1 3153.40 < .001 0.81 Large 
Vowel 1 130.71 < .001 0.15 Medium 
Place of Articulation 2 68.55 < .001 0.16 Medium 
Condition × Voicing 3 6.89 < .001 0.03 Small 
Condition × Vowel 3 0.38    .77 -- -- 










Participant 15 3.31 <.001 0.07 Small 
Condition 3 5.08 .002 0.02 Small 
Voicing 1 175.49 < .001 0.20 Medium 
Vowel 1 0.03 .97 -- -- 
Place of Articulation 2 6.9 .009 0.01 Small 
Condition × Voicing 3 1.15 .33 -- -- 
Condition × Vowel 3 0.5 .81 -- -- 
Condition × Place of Articulation 6 0.62 .60 -- -- 
52 
There were significant main effects on VOT SDs of condition and place of 
articulation with small effect sizes (ηp2 = 0.02, 0.01 respectively) and voicing with a 
medium effect size (ηp2 = 0.20). Participant also has a significant effect with a small effect 
size (ηp2 = 0.03). No interaction effects were significant. Tukey’s post hoc pairwise 
comparison tests were used to determine significant differences in VOT SDs between 
conditions for all VOT utterances. VOT SDs were significantly lower in high pitch than in 
effort and strain conditions, with Cohen’s d values of 0.29 and 0.34 respectively, indicating 
small effect sizes (Witte & Witte, 2010). However, VOT SDs in high pitch, effort, and 
strain conditions were not significantly different from baseline. Interval plots of VOT SDs 
per condition are shown in Figure 2.2. 
Figure 2.1. Average voice onset time (VOT) means and 95% confidence intervals 
of voiceless stops for each experimental condition. Brackets indicate significant 




 Average SPL and speaking rate across condition were used to investigate 
experimental fidelity. Means and standard deviations for average SPL and speaking rate 
across condition are reported in Table 2.3. Changes in fo, effort ratings, and strain ratings 
were used to confirm that participants appropriately changed their voice in each 
experimental condition. The means and standard deviations for each variable across all 
experimental conditions are shown in Table 2.3.  
 
Discussion 
  VOT measures in the current study, as shown in Table 2.1, are consistent with 
previous literature. Although the method of measuring VOT can differ across studies (for 
review, see Rae, 2018), all VOT means were within the range of previously reported norms 
Figure 2.2. Average voice onset time (VOT) standard deviations (SDs) and 95% 
confidence intervals for each experimental condition. Brackets indicate significant 




(Auzou et al., 2000). Compared to (McKenna et al., 2020), in which the same method was 
used, VOT means were comparable in the current study (23 ms for voiced and 79 ms for 
voiceless compared to 18 ms for voiced and 64 ms for voiceless). In order to compare VOT 
variances between the current study and the McKenna study, coefficients of variance, 
defined as the SD divided by the mean, were calculated. These variance values were found 
to be consistent with values observed in the McKenna study. Furthermore, calculating 
coefficients of variance and performing identical statistical analysis did not change the 
primary results of the study.  
 
Table 2.3. Means (and standard deviations) of variables used to evaluate experimental 
fidelity for each experimental condition, including average dB SPL (SPL), average 
speaking rate measured as the average time per syllable in ms (Speaking Rate), 
average increase in fundamental frequency from baseline (fo), self-perceived vocal 
effort rating on a scale from 0 to 100 mm (Effort), and listener-perceived vocal strain 
rating on a scale from 0 to 100 mm (Strain). Dashes indicate that increases in 
fundamental frequency are not applicable to the baseline condition. 
 
 Experimental Condition 
































































Changes in VOT Means across Experimental Conditions 
 The decrease in VOT means in voiceless productions as a result of increased fo, as 
shown in Figure 2.1, supported our first hypothesis and was consistent with previous 
studies (McCrea & Morris, 2005; Narayan & Bowden, 2013). Decreases in VOT means 
while speaking with increased fo have been suggested (Titze, Jiang, & Drucker, 1988) to 
be a result of a stiffening of the vocal folds via the activation of the cricothyroid and 
thyroarytenoid muscles (Stemple et al., 2018). This increase in vocal fold stiffness 
decreases the glottal width and could therefore reduce the amount of time needed to return 
from the abducted position during the voiceless plosive back to the adducted position 
during the subsequent voicing, thus decreasing VOT means (McCrea & Morris, 2005). As 
expected, participant had a large effect on VOT means: average VOT values have been 
shown to vary significantly across different speakers (Auzou et al., 2000). It is also 
unsurprising that a difference in VOT means was only observed in voiceless stops. Voiced 
stops (/bdg/) have a smaller range of acceptable VOTs and are therefore less likely to be 
impacted by changes in laryngeal tension (McCrea & Morris, 2005; McKenna et al., 2020).   
 Increased vocal effort and increased vocal strain had no effect on VOT means, as 
shown in Figure 2.1, which did not support our first hypothesis. Since laryngeal tension is 
often associated with vocal effort and vocal strain (Lien, Michener, et al., 2015; McCabe 
& Titze, 2002; McKenna et al., 2019; Rosenthal et al., 2014), these results seem to be in 
contrast with the change in VOT means observed as a result of increased pitch. However, 
increased fo is likely due to stiffening of the vocal folds by activation of the cricothyroid 




manifest as laryngeal tension in a number of other intrinsic and extrinsic laryngeal muscles. 
For example, vocal effort can be accompanied by an increase in subglottal pressure, which 
requires increased activation of intrinsic muscles such as the lateral cricoarytenoid and 
interarytenoid muscles to maintain vocal fold adduction (Chhetri & Park, 2016). Vocal 
effort can also occur with supraglottic compression, which is caused by the activation of 
muscles above the glottis (Stager, Bielamowicz, Regnell, Gupta, & Barkmeier, 2000). 
Thus, based on these results, it appears that individuals with typical voices engage different 
laryngeal musculature to increase pitch than to increase vocal effort. Alternatively, the 
stiffening of the vocal folds that occurs when speaking with increased vocal effort may not 
be a large enough increase to have a meaningful impact on VOT means. These results are 
in agreement with McKenna et al. (2020), which found that there was no difference in VOT 
means between individuals with typical voices and individuals with vocal hyperfunction. 
  
Changes in VOT SDs across Experimental Conditions 
 Although condition had a significant effect on VOT SDs (see Table 2), there were 
no significant differences in VOT SDs between the baseline condition and the other 
conditions, as shown in Figure 2.2. These results rejected our second statistical hypothesis, 
but aligned with our prediction. When compared to individuals with typical voices, VOT 
variance has been shown to significantly increase in individuals with vocal hyperfunction, 
a voice disorder clinically characterized by laryngeal tension (McKenna et al., 2020). Since 
VOT variance increased in individuals with vocal hyperfunction in this previous study, but 
not in speakers with typical voices who increased laryngeal tension via increased fo, vocal 
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effort, and vocal strain in the current study, it appears that increased VOT variance may be 
intrinsic to individuals with vocal hyperfunction, irrespective of the degree of laryngeal 
tension currently being used by the individual. McKenna et al. suggested that increased 
VOT variability in individuals with vocal hyperfunction is a result of larger auditory-motor 
targets (McKenna et al., 2020). This argument was based on previous research that showed 
that individuals with vocal hyperfunction may be predisposed to auditory-motor integration 
deficits (Stepp et al., 2017). With this impairment in the vocal motor system, individuals 
with vocal hyperfunction are expected to experience larger auditory-motor targets that 
manifest as increased VOT SDs, regardless of the presence of increased laryngeal tension. 
Likewise, individuals without vocal hyperfunction are expected to have more consistent 
VOTs, regardless of the temporary use of laryngeal tension (i.e., vocal effort and strain). 
The results of the current study provide further support for this supposition and suggest 
that increased VOT SDs may be indicative of an auditory-motor deficit in individuals with 
vocal hyperfunction.  
Though there were no significant differences when comparing conditions to the 
baseline condition, there was a significant decrease in VOT SDs during the high pitch 
condition when compared to the effort and strain conditions, as shown in Figure 2.2. This 
difference may be, in part, due to decreased VOT means during the high pitch condition. 
Shorter VOT means are likely to result in somewhat smaller VOT SDs. Additionally, 
during the high pitch conditions, participants were matching the frequency of a note, which 
often resulted in a monotonous repetition of the VOT stimuli. It is possible that restricting 
participants to a limited frequency range also reduced the variability of VOT durations. In 
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contrast, during the effort and strain conditions, participants were intentionally varying 
their voice to result in more effortful or strained productions, which may have introduced 
a greater variability into acoustic measures such as VOT durations. Despite these changes, 
high pitch, effort, and strain were not significantly different from the baseline condition. 
Although differences may exist if this study were completed in a much larger group of 
speakers, the lack of significant differences from the baseline condition in the current study 
indicate that any changes in variability as a function of increased effort or strain are likely 
small. 
Experimental Fidelity 
Additional analysis was used to verify the fidelity of the experimental set up across 
conditions in order to ensure that the differences observed in VOT measures were not due 
to additional changes in voice production. For instance, vocal loudness could have an 
impact on VOT means. Although there is no previous work directly investigating the effect 
of loudness on VOT means in adults with typical voices, one study found that VOT means 
significantly decreased when children aged 5 – 12 spoke with a loud voice (Knuttila, 2011). 
The authors reasoned that the increase in subglottal pressure that accompanies increased 
loudness causes the vocal folds to stiffen in order to maintain glottal closure. This 
tightening reduces the open glottal area and moves the vocal folds towards the midline of 
the glottis at rest, thereby resulting in faster abduction and adduction when individuals 
speak at an increased loudness (Holmberg et al., 1988). This, therefore, could result in a 




VOT means. Thus, the average SPL was calculated for each condition in order to determine 
whether there was an effect of condition on average SPL.  
 As shown in Table 2.2, the average SPL for each condition was found to be 75.6 
dB SPL, 85.0 dB SPL, 82.2 dB SPL, and 80.1 dB SPL for baseline, high pitch, effort, and 
strain, respectively, indicating that participants spoke with increased SPL in the high pitch, 
effort, and strain conditions when compared to baseline. The results from previous research 
(Knuttila, 2011) suggest that the significant decrease in VOT means seen during the high 
pitch condition may be due, in part, to an increase in SPL. However, this decrease in VOT 
means was not seen in the effort or strain condition, despite increases in average SPL. 
Given that the decrease in VOT during increased pitch is well-supported by previous 
studies (McCrea & Morris, 2005; Narayan & Bowden, 2013), it is unlikely that SPL had a 
meaningful effect on VOT means in this study. 
 Speaking rate has also been shown to have a significant effect on VOT means 
(Allen et al., 2003; Kessinger & Blumstein, 1997, 1998; Volaitis & Miller, 1992). 
Specifically, decreased speaking rate increases average syllable length, which in turn 
increases VOT means. In the current study, a custom-made MATLAB graphical user 
interface that highlighted stimuli sentence at a constant rate was used to keep a relatively 
constant speaking rate across participants and conditions. As shown in Table 2.2, the 
average syllable lengths for all conditions were between 312 – 330 ms. One previous study 
used syllable lengths of 500 – 799 ms for slow speech, 300 – 499 ms for medium speech, 
and 100 – 299 ms for fast speech and found that VOT means only increased by 23 – 35 ms 




lengths of all conditions in the current study are well within the range for ‘medium speech’, 
we concluded that speaking rate was, on average, adequately consistent.  
 Changes in fo, self-ratings of vocal effort, and listener-perceptual ratings of vocal 
strain were calculated in order to verify that participants changed their voice in each 
experimental condition. From baseline to high pitch, speakers increased their fo by an 
average of 7.23 semitones, which confirms that speakers successfully increased their fo 
during the high pitch condition. There was no meaningful difference in the average 
semitone increase between sexes: male speakers increased their fo by an average of 7.18 
ST and female speakers increased their fo by an average of 7.28 ST. Additionally, as shown 
in Table 2.2, speakers increased their fo by an average of 2.12 ST and 2.24 ST during the 
effort and strain conditions, respectively. Although speakers were instructed not to increase 
their pitch, it is possible that the small increases in fo during the effort and strain conditions 
was due to speaking with an increased fo during the preceding high pitch condition. Given 
that McCrea and Morris only observed significant differences in VOT means between low 
and high pitch conditions, but not between low and medium or medium and high pitch 
conditions, it is likely that the small increases in fo during the effort and strain conditions 
did not have a meaningful effect on VOT means (McCrea & Morris, 2005).  
 In addition to verifying an increase in fo during the high pitch condition, increases 
in self-perceived vocal effort and listener-perceived vocal strain were confirmed for the 
effort and strain conditions. Evaluated on a visual analog scale from 0 to 100 mm, vocal 
effort ratings increased from 16.9 mm at baseline to 79.1 mm during the effort condition. 
Using the CAPE-V visual analog scale, vocal strain ratings increased from 6.2 mm at 
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baseline to 35.8 mm during the strain condition, indicating an increase from no strain to 
mild-moderate strain (Kempster et al., 2009). These increases in effort and strain suggest 
that speakers successfully increased their effort during the effort condition and their strain 
during the strain condition.  
Differences between Effort and Strain 
Participants were instructed to produce VOT utterances using both vocal effort and 
vocal strain. Across all participants, the average changes in fo from baseline (2.12 ST and 
1.98 ST), average sound pressure level (82.2 dB SPL and 80.1 dB SPL), and average 
syllable duration (319 ms and 330 ms) were not meaningfully different between the effort 
and strain conditions, respectively.  Although there were no significant differences in VOT 
means (see Figure 2.1) and SDs (see Figure 2.2) between the effort and strain conditions, 
there were differences between the participants’ self-perception of vocal effort and the 
perceptual evaluation of strain by two voice-specializing SLPs, as shown in Table 2.3. 
Specifically, on a visual analog scale from 0 to 100 mm, participants reported an average 
vocal effort of 79.1 mm for the effort condition and 81.9 mm for the strain condition, 
indicating little difference in the degree of self-perceived vocal effort between the two 
conditions. In contrast, the perception of strain increased from 10.9 mm during the effort 
condition to 33.2 mm during the strain condition. Thus, participants perceived excessive 
effort during both effort and strain conditions, whereas the certified SLPs only perceived 
moderate strain during the strain condition. This indicates that there may be instances in 




 Previous work has demonstrated that self-perceived ratings of vocal effort and 
listener-perceptual ratings of vocal strain can have a weak correlation (Lee, Drinnan, & 
Carding, 2005), a moderate correlation (Eadie et al., 2010), or an excellent correlation 
(McKenna & Stepp, 2018), depending on the study design. The variability in this 
relationship is likely due to the subjective nature of effort and strain assessment.  
 In the self-assessment of vocal effort, speakers seem to use different cues to 
evaluate their own voice than listeners use to evaluate external acoustic signals. One 
possible explanation for this is that speakers have access to additional cues such as 
somatosensory sensations that they can use to evaluate the presence of vocal effort, which 
are not present in acoustic signals (Eadie et al., 2010). This may explain why speakers tend 
to rate their voice as more severely dysphonic than expert listeners rate the same voice 
samples (Lee et al., 2005). Additionally, speakers may develop auditory and somatosensory 
targets based on their typical voice, which they then use for self-assessment. By becoming 
habituated to their own voice, individuals with voice disorders may lack the ability to fully 
assess their vocal function. Individuals with Parkinson’s disease, for example, demonstrate 
a reduced ability to assess their own pitch, loudness, and overall voice quality (Kwan & 
Whitehill, 2011). Thus, the self-assessment of a speaker’s vocal effort is dependent on their 
own internal framework, which may not match the framework used by expert listeners to 
assess vocal strain. 
 Individual experiences also affect listener-perceptual ratings of vocal strain. Voice 
assessment has been shown to vary across listeners based on the amount of training 




& Kapsner-Smith, 2011). Even amongst expert listeners (e.g, speech-language 
pathologists), vocal strain has low reliability. In a study of 21 certified SLPs, strain ratings 
using the CAPE-V resulted in an average Pearson correlation coefficient of r = 0.35 for 
intrarater reliability and a Shout-Fleiss ICC coefficient of 0.56 for interrater reliability 
(Zraick et al., 2011). Based on the variability in the self-perception of vocal effort and 
listener-perception of vocal strain, it is unsurprising that the current study shows 
differences in how the effort and strain conditions are perceived by the participants and the 
expert listeners.  
 
Limitations 
 In the current study, individuals only produced three repetitions per unique VOT 
utterance. This was intentional, in order to prevent potential effects of fatigue and changes 
to voice quality over time. However, it is possible that three repetitions may not be enough 
utterances to obtain consistent VOT variability measures. Future studies should investigate 
the effects of increased repetitions on VOT measurements. 
 Although participants were instructed to increase both vocal effort and vocal strain, 
it is possible that the participants did not meaningfully increase laryngeal tension in either 
condition. Laryngeal tension can be defined as the result of the activation of any 
combination of intrinsic and/or extrinsic muscles (McKenna et al., 2019). In the current 
study, it is impossible to directly determine which, if any, muscles experienced increased 
muscle activation. Electromyography may improve the analysis of laryngeal tension. 




from the activation of surrounding musculature, and therefore cannot fully detect the 
presence of laryngeal tension, it may help to identify the activation of targeted laryngeal 
muscles. Surface electromyography can be used to capture activation of extrinsic laryngeal 
muscles (Stepp, 2012), whereas needle electromyography can be used to capture the 
activation of intrinsic muscles such as the thyroarytenoid muscle (Khoddami et al., 2013). 
This may also help identify whether the mechanisms to increase tension as a result of 
increased fo and as a result of increased vocal effort utilize the activations of different 
muscle groups. Future work should explore the implementation of electromyography in 
VOT measurements. 
 Lastly, individuals with typical voices who intentionally increase vocal effort may 
not mirror the mechanisms used by individuals with vocal hyperfunction. A lack of VOT 
variability in individuals using vocal effort does not explicitly indicate that VOT variability 
is intrinsic to individuals with vocal hyperfunction. Though previous research has used 
individuals with typical voices speaking with increased effort to investigate laryngeal 
tension and the association to vocal hyperfunction (Lien, Michener, et al., 2015; McKenna 
et al., 2019), it is possible that individuals with typical voices do not use the same 
mechanisms to temporarily modulate their vocal effort as individuals who have sustained 
increased laryngeal tension. Future studies should investigate the VOT variability of other 
speakers that may exhibit sustained increased laryngeal tension, such as individuals with 
Parkinson’s disease and occupational voice users (Goberman et al., 2002; Roy et al., 2004), 
and compare it to the VOT variability seen in individuals with vocal hyperfunction 





 The current study determined that VOT means shortened with increased fo, but not 
with increased vocal effort or vocal strain, in young male and female speakers with typical 
voices. Likewise, VOT SDs did not change with increased fo, increased vocal effort, or 
increased vocal strain when compared to baseline. These results suggest that the laryngeal 
tension mechanisms underlying increased fo are different from those underlying increased 
vocal effort and strain. Furthermore, in conjunction with the results from McKenna et al. 
(2020), these results suggest that increased VOT variability may indicate a speech motor 
control deficit intrinsic to individuals with vocal hyperfunction.  
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CHAPTER 3. Automated Relative Fundamental Frequency Algorithms for Use with 
Neck-Surface Accelerometer Signals 
Abstract 
Objective: Relative fundamental frequency (RFF) has been suggested as a potential 
acoustic measure of vocal effort. However, current clinical standards for RFF measures 
require time-consuming manual markings. Previous semi-automated algorithms have been 
developed to calculate RFF from microphone signals. The current study aimed to develop 
fully automated algorithms to calculate RFF from neck-surface accelerometer signals for 
ecological momentary assessment and ambulatory monitoring of voice. 
Methods: A training set of 2646 /vowel-fricative-vowel/ utterances from 317 
unique speakers, with and without voice disorders, was used to develop automated 
algorithms to calculate RFF values from neck-surface accelerometer signals. The 
algorithms first rejected utterances with poor vowel-to-noise ratios, then identified fricative 
locations, then used signal features to determine voicing boundary cycles, and finally 
calculated corresponding RFF values. These automated RFF values were compared to the 
clinical gold-standard of manual RFF calculated from simultaneously collected 
microphone signals in a novel test set of 639 utterances from 77 unique speakers. 
Results: Automated accelerometer-based RFF values resulted in an average mean 
bias error (MBE) across all cycles of 0.027 ST, with an MBE of 0.152 ST and -0.252 ST 
in the offset and onset cycles closest to the fricative, respectively.  
Conclusion: All MBE values were smaller than the expected changes in RFF values 








Relative fundamental frequency (RFF) is a family of acoustic measures that 
captures changes in fundamental frequency (fo) during the transition into and out of a 
voiceless consonant (e.g., in a vowel–voiceless consonant–vowel, or VCV, production). 
Specifically, the instantaneous voice fo, which describes the vibratory rate of the vocal folds 
(Baken & Orlikoff, 1987), is extracted from the ten voicing cycles immediately preceding 
and following the voiceless consonant. The changes observed in fo during these transition 
periods are hypothesized to be the result of the interplay between laryngeal muscle tension 
(Halle, 1983; Lofqvist et al., 1989), aerodynamics (Löfqvist, Koenig, & McGowan, 1995), 
and vocal fold kinematics (Fukui & Hirose, 1983). Laryngeal muscle tension, in particular, 
is thought to transiently elevate in order to assist in inhibiting voicing before, during, and 
immediately after the voiceless consonant (Halle, 1983; Lofqvist et al., 1989). These 
increases in laryngeal muscle tension are hypothesized to contribute to increases in offset 
and onset RFF values.  
However, previous work has shown that RFF is reduced during voice offset and 
onset for individuals with voice disorders characterized by excessive laryngeal tension, 
including Parkinson’s disease (PD; Goberman & Blomgren, 2008; Stepp, 2013), laryngeal 
dystonia (Eadie & Stepp, 2013), and vocal hyperfunction (Stepp et al., 2010). It has been 




muscle tension in these populations (Stepp et al., 2010; Stepp, Merchant, et al., 2011). 
Higher baseline laryngeal tension has been hypothesized to cause a relative decrease in the 
transient elevation of laryngeal tension before, during, and after a voiceless consonant, 
therefore resulting in decreased RFF values when compared to individuals with healthy 
voices (Stepp et al., 2012). One study determined a relationship between RFF and vocal 
effort, wherein healthy individuals could modulate their vocal effort to achieve RFF values 
that were similar to those observed in individuals with excessive laryngeal muscle tension 
(Lien, Michener, et al., 2015). Further, the RFF values of cycles preceding the voiceless 
consonant were found to be correlated to listeners’ auditory perception of vocal effort in 
individuals with typical voices who modulated their vocal effort (McKenna & Stepp, 2018) 
and in individuals with vocal hyperfunction (Stepp et al., 2012). Given that vocal strain is 
defined as the “perception of excessive vocal effort” (Kempster et al., 2009), these studies 
indicate that RFF may have the potential to quantitatively assess vocal strain across 
individuals, as well as to track changes in vocal strain within an individual over time. 
Despite interest in implementing software to calculate RFF for clinical and research 
applications, manual estimation is currently the gold-standard for computing RFF. Trained 
technicians calculate RFF by visually inspecting each RFF instance and making a 
subjective decision about where the boundary between voiced and unvoiced speech occurs 
in a VCV utterance. Acoustic software, such as Praat (Boersma, 2001), is then used to 
compute the reciprocal of each vocal cycle duration of the ten cycles prior to and following 
the voiceless consonant, corresponding to the instantaneous fo of each cycle. In order to 




six RFF speech sequences, totaling approximately 20–40 minutes per estimate (Eadie & 
Stepp, 2013).  
Due to the time-intensive nature and rigorous training required for manual 
estimation, a semi-automated method for RFF estimation using microphone signals was 
developed (Lien et al., 2017). The semi-automated method of RFF estimation operates in 
five steps: 1) the voiceless consonant and vowels within a VCV utterance are identified, 2) 
the fo range of the vowels are determined via autocorrelation, 3) positive and negative peaks 
in amplitude that potentially correspond to vocal cycles near the voiceless consonant are 
identified, 4) the boundary between voiced and voiceless segments is identified via acoustic 
feature selection, and 5) RFF values are calculated. Within this process, the first step 
requires the user to confirm if the locations of the voiceless consonant were correctly 
identified; if the user does not agree with the locations identified by the RFF algorithms, 
the user may then manually select the approximate midpoint of the voiceless consonant. 
Manual and automated RFF are each calculated via Eq. 3.1, wherein the instantaneous fo 
of the ten cycles preceding and following the voiceless consonant are each normalized to 
the approximate steady-state fo of the nearest vowel (foref). For voice offset, this 
approximate steady-state fo is that of offset cycle 1, whereas for voice onset, it is that of 
onset cycle 10, as shown in Fig. 3.1.  
These original algorithms were further optimized to account for the broad range of 
signal qualities that can be expected for microphone signals (Vojtech et al., 2019). The 
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optimized algorithms improved fo estimation by using the Auditory Sawtooth Waveform 
Inspired Pitch Estimator – Prime (Auditory-SWIPE'; Camacho, 2007; Camacho, 2012; 
Camacho & Harris, 2008) and incorporated thresholds that were based on the signal quality 
of the specific speech sample. These changes resulted in smaller errors in the semi-
automated RFF estimates when compared to the standard manual RFF estimates. This work 
was an important step towards the implementation of RFF for clinical voice assessment. 
Although the majority of studies on RFF have employed signals acquired via 
microphone (Eadie & Stepp, 2013; Robb & Smith, 2002; Stepp et al., 2010; Stepp, 
Merchant, et al., 2011), there has been a growing interest in using neck-surface vibrations 
generated during speech for ecological momentary assessment (EMA) and ambulatory 
voice monitoring (e.g., Cortes et al., 2018; Hunter, 2012; Mehta, Van Stan, & Hillman, 
2016; Mehta et al., 2015; Ortiz et al., 2019; Popolo, Svec, & Titze, 2005; Švec, Titze, & 
Figure 3.1 Microphone signal of a vowel–voiceless consonant–vowel utterance, /ifi/. 
The first and tenth vocal cycles of voice offset and voice onset have been identified. 
Instantaneous fundamental frequency (fo) values of the ten offset cycles and ten onset 




Popolo, 2005; Titze, Švec, & Popolo, 2003; Van Stan, Mehta, Sternad, Petit, & Hillman, 
2017). These vibrations correspond to the underlying physiological mechanisms of voice 
production, and can be measured non-invasively via accelerometry. Unlike microphones, 
skin-surface accelerometers are less sensitive to background noise (Zanartu et al., 2009) 
and aid in preserving speaker confidentiality since the accelerometer signal cannot be used 
to construct intelligible speech (Cheyne et al., 2003). Additionally, accelerometer signals 
captured from below the larynx are easier to analyze compared to microphone signals; this 
is because the resonances of the respiratory system are relatively time-invariant compared 
to the continuously varying resonances caused by the movement of articulators (i.e., 
tongue, jaw, lips) during speech production (Zañartu, Ho, Mehta, Hillman, & Wodicka, 
2013). Since many voice problems are related to daily vocal behavior, prescribed therapy 
may be improved if hyperfunctional vocal behaviors can be non-invasively monitored 
throughout a day of prolonged voice use (Mehta et al., 2015). Additionally, EMA and 
ambulatory monitoring allow researchers to easily collect a large number of speech 
samples from a single individual’s daily voice use without the need for multiple visits to a 
clinic or laboratory. 
It is important to consider how acoustic measures may differ when calculated from 
a microphone signal versus an accelerometer signal. Anterior neck-surface acceleration 
signals have been successfully used to derive voice characteristics related to RFF, average 
fo, sound pressure level, vocal activity detection, phonation time, cepstral peak prominence, 
the relative amplitude of the first two harmonics (H1-H2), and glottal airflow features (Lien 




Sugimoto & Hiki, 1960; Švec et al., 2005; Titze et al., 2003; Van Stan et al., 2020; Zañartu 
et al., 2013). Previous studies have shown high correlations when comparing measures 
from microphone and accelerometer signals such as jitter and fo in noisy environments 
(Mehta et al., 2016; Sugimoto & Hiki, 1960). 
Although many acoustic measures are similar when derived from microphone and 
accelerometer signals, RFF measures are dependent on signal type. Studies have shown 
that manual RFF estimates from microphone and accelerometer signals both have the same 
general RFF pattern (Lien, Calabrese, et al., 2015; Lien & Stepp, 2014), but that 
accelerometer-based RFF estimates were significantly lower for offset cycles (Lien & 
Stepp, 2014). Microphone signals are impacted by the radiation characteristics of the 
mouth and environmental noise, and accelerometer signals are impacted by neck surface 
transmission properties, which could result in inherent differences between the two signals 
(Švec et al., 2005). Additionally, co-articulation of the voiceless consonant could cause 
masking noise in the microphone signal that would prevent identification of these cycles. 
Accelerometer-based vocal cycles were, on average, detected closer to the voiceless 
consonants when compared to microphone-based vocal cycles, and that differences in 
resulting RFF estimates were reduced when vocal cycles were detected from a low-pass 
filtered version of the microphone signal to reduce the effects of co-articulation (Lien & 
Stepp, 2014). Thus, although manual RFF can be reliably estimated from accelerometer 
signals, they cannot be directly compared to manual RFF estimates from microphone 
signals. 




estimates, the clinical relevance of accelerometer-based manual RFF estimates has not yet 
been shown to fully match the clinical relevance of microphone-based manual RFF 
estimates. One study showed that manual accelerometer-based RFF values of individuals 
with vocal hyperfunction were lower than those of individuals with healthy voices (Lien, 
Calabrese, et al., 2015). However, the clinical significance of manual microphone-based 
RFF estimates as, for example, a correlate for vocal effort (McKenna & Stepp, 2018), a 
way to distinguish between different voice disorders (Heller Murray et al., 2017; Stepp, 
2013), and the ability to monitor changes following successful voice therapy (Stepp, 
Merchant, et al., 2011), has yet to be investigated in accelerometer-based manual RFF 
estimates. Therefore, microphone-based manual RFF estimates remain the gold-standard 
for clinical applications. 
The limited clinical relevance for accelerometer-based manual RFF estimates is 
problematic because accelerometer signals have the potential to allow clinicians to assess 
vocal strain and track the progress of prescribed treatment via EMA or ambulatory voice 
monitoring. Additionally, accelerometer signals may provide a cleaner signal in typical 
clinical settings. Though microphone signals are almost universally accessible in clinics, 
accelerometers are less prone to environmental noise, which is a common problem in 
clinical settings (Lien, Calabrese, et al., 2015). Clinics have a noise level of 64.1 dBA 
(Bayo, Garcia, & Garcia, 1995), exceeding recommendations that noise levels remain 
below 35 dBA when measuring acoustic signals with a headset microphone placed at a 
distance of 4–10 cm (Patel et al., 2018). Thus, there is a need for a way to obtain accurate 




obtained from microphone-based manual RFF calculations) from accelerometer signals 
alone. In the current study, we aimed to develop and evaluate automated RFF algorithms 
for neck-surface accelerometer signals. In order to investigate clinical applicability, the 
developed methodology was compared to gold-standard manual RFF estimates derived 
from microphone signals. Mean errors between the proposed algorithms and the gold-
standard manual estimates were compared to the mean errors achieved by previous 
iterations of the RFF algorithms developed for microphone signals (Lien et al., 2017; 
Vojtech et al., 2019).  
 
Methods 
Participants and Recording Procedure 
Participants were a selected subset of 394 speakers from the RFF database 
described in Vojtech et al. (2019). All participants selected had both microphone and neck-
surface accelerometer data and had properly produced the required speech stimuli. All 
participants were fluent speakers of American English. Participants comprised 202 
speakers without voice disorders (70 male, 132 female) aged 18–100 years (M = 35.4 years, 
SD = 21.4 years) and 192 speakers with voice disorders (61 male, 131 female) aged 18–84 
years (M = 51.9 years, SD = 17.6 years). All speakers without voice disorders reported no 
prior history of speech, language, hearing or neurological disorders. Within the group of 
individuals with a voice disorder, individuals diagnosed with PD were diagnosed with 
idiopathic PD by a neurologist and were recorded while on their typical medication 
regimen. All other participants with a voice disorder (i.e., muscle tension dysphonia, 
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polyps, nodules, cysts, laryngeal dystonia) were diagnosed by a board-certified 
laryngologist. All participants completed written consent in compliance with the Boston 
University Institutional Review Board. A voice-specializing speech-language pathologist 
judged the overall severity of dysphonia (0–100) of each participant using the Consensus 
Auditory-Perceptual Evaluation of Voice (Kempster et al., 2009). The results of this 
assessment by voice group are shown in Table 3.1. In order to assess intrarater reliability 
for overall severity of dysphonia ratings, 15% of speech samples were reassessed by the 
same speech-language pathologist in a different sitting; Pearson’s product-moment 
correlation coefficients were calculated via the statistical package R (Version 3.2.4), 
resulting in an intrarater reliability of r = .96. 
Participants were recorded in one of the following environments: (1) in a waiting 
area or quiet room at Boston Medical Center using a dynamic headset microphone (model: 
WH20XLR; Shure, Niles, IL), (2) in a quiet room at Boston University using a condenser 
headset microphone (model: SM35XLR; Shure, Niles, IL), or (3) in a sound-attenuated 
room at Boston University using the same condenser headset microphone. For each 
environment, the headset microphone was placed 45° from the midline and 7–10 cm from 
the lips. Regardless of location, the accelerometer data was recorded by using an 
accelerometer sensor (model BU-21771-000, Knowles, Illinois, USA). The sensor was 
Table 3.1. Mean, range, and standard deviation of the perceptual assessment of 
overall severity of dysphonia in speakers with and without voice disorders. 
Voice Group Mean Min Max Standard Deviation 
Without Voice Disorders 10.6 0 39.0 7.2 
With Voice Disorders 22.4 0 100.0 20.7 
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placed on the surface of the neck just above the sternal notch and secured using medical 
grade adhesive (3M, St. Paul, MN). All microphone and accelerometer signals were 
sampled at 44.1 kHz with 16-bit resolution. 
Each participant was instructed to produce a set of three uniform VCV utterances 
at their typical comfortable pitch and loudness. VCV utterances with the voiceless 
consonant, /f/, were selected for recording in order to minimize intraspeaker variability 
(Lien et al., 2014), such that the selected VCV utterances were /afa/, /ifi/, and /ufu/. 
Participants were instructed to produce three /afa/ repetitions, take a breath, produce three 
/ifi/ repetitions, take a breath, and produce three /ufu/ repetitions. Each set of three 
repetitions was segmented into a separate speech sample. Speech samples with unusable 
utterances due to mispronunciation or errors in signal acquisition were removed from 
analysis. Each speaker produced an average of 8.3 usable VCV utterances across the three 
speech samples, resulting in 3285 VCV utterances from 1095 speech samples. Speech 
samples were separated into a training set and a test set, with 882 speech samples (2646 
VCV utterances from 317 unique speakers) comprising the training set used to develop the 
algorithms and 213 speech samples (639 VCV utterances from 77 unique speakers) 
comprising the test set used to validate the algorithms. 
Manual RFF Calculations 
Manual RFF estimation was conducted for all VCV utterances by a minimum of 
two trained technicians (trained with an interrater reliability >0.931) using Praat software. 
1 The dataset used to train individuals in manual relative fundamental frequency estimation is a separate 
dataset from that described here, and may be downloaded from: 
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Manual analysis was performed using microphone signals, as this is the current gold-
standard technique for RFF estimation. In order to manually calculate RFF within Praat, 
the fo range was initially set to 90–500 Hz for female recordings and 60–300 Hz for male 
recordings; however, these settings were adjusted on an individual basis by the trained 
technician. The ten voicing cycles on either side of the voiceless consonant /f/ were 
identified. The instantaneous fo was computed as the inverse of the period of each voicing 
cycle. RFF was then calculated via Eq. 1 for voice offset using the vocal cycles prior to the 
voiceless consonant and for voice onset using the vocal cycles following the voiceless 
consonant. For offset voicing cycles, RFF was computed relative to the instantaneous fo of 
the first vocal cycle for voice offset (offset 1), whereas for onset voicing cycles, RFF was 
computed relative to the instantaneous fo of the tenth vocal cycle (onset 10). An RFF 
instance was rejected if the trained technician determined that the sample was glottalized 
or misarticulated. Of the valid RFF instances, manual RFF values were averaged across 
repetition, set of utterances, and technician such that there was a single set of ten RFF 
values for voice offset and ten RFF values for onset per speaker. This averaged set was 
considered the gold-standard for that speaker when comparing the results of automated 
RFF algorithms. 
Each technician re-estimated 13–15% of their samples in a different sitting and the 
associated intrarater reliability was computed using Pearson’s product-moment correlation 
coefficients. The average intrarater reliability was r = .91 (SD = .04, range = .87–.99). Of 
the 394 speakers, 353 speakers were rated by two trained technicians and 41 speakers were 
https://sites.bu.edu/stepplab/research/rff/. 
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rated by three trained technicians; Table 3.2 shows the breakdown of instances rated by 
each of eight trained technicians. Interrater reliability was calculated using an intraclass 
correlation coefficient (ICC), with an average interrater reliability of ICC(2,1) = .92 (SD = 
.06, range = .80–.99). 
Automated RFF Estimation 
Previous semi-automated microphone-based RFF algorithms2 were modified for 
automated accelerometer-based RFF estimation. Though the main analysis steps remain 
the same, several significant changes were made from previous algorithms based on the 
assumptions that ambulatory accelerometer samples are less affected by noise in the 
recording environment (i.e., samples are not categorized by acoustic features such as pitch 
strength) and that ambulatory accelerometer samples can be collected in much larger 
quantities (i.e., stricter rejection criteria may be implemented to ensure more reliable RFF 
2 The semi-automated RFF estimation algorithms for microphone signals can be downloaded from 
http://sites.bu.edu/stepplab/research/rff/. 
Table 3.2. Number of speakers for which eight trained technicians manually 
computed relative fundamental frequency. The matrix shows common speakers 
analyzed between technicians, whereas the diagonal (bolded) describes the number 
of speakers a single technician rated in total. 
Technician 1 2 3 4 5 6 7 8 
1 223 
2 63 136 
3 80 8 91 
4 67 0 0 75 
5 0 65 3 8 77 
6 0 0 0 0 0 86 
7 0 0 0 0 1 86 87 




estimates). The application of this methodology and the corresponding changes for use 
with neck-surface accelerometer signals are described here. 
 
Accelerometer Signal Quality Assessment 
Accelerometer signals varied in quality based on sensor placement, skin properties 
and noise artifacts. In order to determine the quality of each accelerometer signal, the 882 
speech samples in the training set were separated into two categories based on whether 
three VCV utterances could be distinguished from background noise in the accelerometer 
signals. Investigators visually inspected and listened to the accelerometer signals in order 
to identify VCV utterances. Speech samples in which three utterances could be identified 
in the accelerometer signal were categorized as “clear quality”, whereas those in which 
they could not were categorized as “poor quality.” Of the 882 speech samples, 690 were 
classified as clear quality and 192 were classified as poor quality. This categorization was 
used to select algorithm rejection criteria as detailed in the following section. 
 
Fricative Identification 
Unlike previous semi-automated RFF estimates, the current fully automated 
accelerometer-based algorithms employed a method to detect the location of fricatives by 
assuming that each speech sample was comprised of three VCV utterances. This process 
is detailed in Appendix A. In short, the raw accelerometer signal was first band-pass 
filtered with a fifth-order Butterworth filter between 100 and 1000 Hz in order to remove 
low and high frequency noise in the accelerometer signal. As a result, parts of the signal 
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with clear voicing were emphasized. The root mean square (RMS) of this filtered signal 
was calculated over 300-point overlapping windows (10-point intervals). This RMS signal 
was then discretized to represent voiced and unvoiced regions of the signal. Additional 
steps (see Appendix A) were used to remove regions of the signal that were incorrectly 
identified as voiced regions. The six longest-duration voiced regions were identified as the 
vowels surrounding each fricative. Fricative locations were then identified as the median 
point between each pair of these six vowel regions. 
In order to ensure that the algorithms successfully identified vowels in the 
accelerometer signal, a ratio between the average RMS of the vowel sections (RMSOFFSET 
for offset and RMSONSET for onset) and the average RMS of the silence sections 
(RMSSILENCE), calculated from the two sections of the signal between the first and second 
VCV and the second and third VCV, was calculated based on Equation 3.2. If this ratio 
were below a set threshold, the accelerometer signal was determined to be too noisy to 
properly identify vowels, and the speech sample comprised of three VCV utterances was 
rejected from further analysis. This threshold was determined by a receiver operating 
characteristic (ROC) analysis to distinguish between the vowel-to-noise ratios of speech 
samples in the training set categorized as “clear quality” and the vowel-to-noise ratios of 
speech samples in the training set categorized as “poor quality.” A threshold of 5.6 was 
used in order to conservatively avoid “poor quality” samples at the expense of potentially 





Following the identification of the fricative locations, voicing cycle durations were 
calculated by estimating the fo contour surrounding the fricatives. Three fo estimation 
methods were tested to determine the optimal method for calculating changes in fo on a 
cycle-by-cycle basis: autocorrelation, Auditory-SWIPE′ (Camacho, 2007; Camacho, 2012; 
Camacho & Harris, 2008), and Halcyon (Azarov, Vashkevich, & Petrovsky, 2016). Each 
fo estimation method was implemented into the current algorithms and used to evaluate the 
training set. The locations of the resulting automated RFF estimates were compared to the 
locations of the manual RFF estimates. Halcyon (Azarov et al., 2016) led to the best 
correspondence between manual and automated RFF estimates. As a result, Halcyon was 
used in the final algorithms. 
The fo contours were used to identify potential cycle locations surrounding each 
fricative. Within each of these cycles, peaks were identified to refine the exact location of 
each cycle. Both positive and negative peaks were identified, and the set of peaks that was 
closer in time to the voiceless consonant was used for final RFF computation. 
 
Boundary Cycle Identification 
The output of the Halcyon fo estimation was a vector of potential cycle locations. 














cycle where there was a voicing transition (i.e., the final cycle of voicing in offset or the 
first cycle of voicing in onset). Unlike previous RFF algorithms, the current algorithms 
utilized different methods to identify the boundary cycle in the offset and onset vowels.  
Acoustic features expected to change during voicing transitions (normalized peak-
to-peak amplitude, number of zero crossings, and waveform shape-similarity) were used 
to identify the boundary cycle corresponding to the last cycle of voicing in offset vowels 
and the first cycle of voicing in onset vowels. In order to investigate how these signal 
features characteristically changed during voicing transitions, the cycle locations of manual 
RFF calculated from microphone signals were used to identify the gold-standard boundary 
cycle for each VCV utterance in the training set. The ten voicing cycles preceding the true 
offset boundary cycle and following the true onset boundary cycle were also identified 
using manual RFF. The average instantaneous fo of each cycle was used to calculate the 
average cycle period and identify ten additional potential cycle locations in the fricative, 
resulting in ten potential cycle locations on either side of the true offset and onset boundary 
cycle. Signal features were calculated for each cycle and the resulting trends across the 
dataset were used to develop a method for reliably distinguishing the true boundary cycle 
from the ten surrounding cycles on either side. 
The average trends of each acoustic feature for both offset and onset cycles are 
displayed in Figure 3.2, in which the 0th cycle corresponds to the true boundary cycle as 
identified by manual RFF. Positive cycles correspond to cycles following the true boundary 
cycle and negative cycles correspond to cycles preceding the true boundary cycle (e.g., in 




the vowel). Shaded regions indicate +/- 1 standard deviation. As expected, each feature 
behaved similarly in the accelerometer signal as in the microphone signal in previous 
algorithm development (Vojtech et al., 2019). Specifically, normalized peak-to-peak 
values decreased during the fricative, whereas the number of zero crossings and shape 
similarity increased. Based on the large standard deviation of the shape similarity at all 
cycles, shape similarity was determined to be an unreliable feature for identifying the 
boundary location in accelerometer signals. The final implementation of this feature 
analysis for both offset and onset is summarized below. Further details are discussed in 
Appendix A. 
	  
Figure 3.2: Average trends of acoustic features for each cycle surrounding the true 
voicing boundary (Cycle #0). Shaded regions indicate +/- 1 standard deviation 
from the average value at each cycle across the entire training set.  
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Offset Boundary Cycle Identification 
Methodology for identifying the boundary cycle that separated voiced and unvoiced 
segments during voicing offset was modified from techniques implemented in Lien et al. 
(2017). A sliding window traversed the accelerometer signal backward in time, from the 
midpoint of the fricative toward the vowel. The size of this window was determined by the 
average fo of the VCV instance, calculated using the Halcyon fo estimation algorithm. 
Within each window, peaks and troughs in signal amplitude were collected. This sliding 
window process resulted in a vector of potential boundary cycle locations.  
The following steps are summarized in Figure 3.3. Each potential boundary cycle 
location was considered independently as a single split point, such that the accelerometer 
signal was separated into a time-series vector representing a potential voiced segment to 
the left of the split point and another representing a potential unvoiced segment to the right 
of the split point. Normalized peak-to-peak amplitude and the number of zero crossings 
were calculated for the two segments. Prior to calculating the two acoustic features, the 
accelerometer signal was first pre-processed. Normalized peak-to-peak amplitude was 
calculated from a version of the accelerometer signal that was band-pass filtered using a 
second-order elliptic filter with cutoff frequencies equal to 3 semitones below the minimum 
and above the maximum fo of the fo contour. The number of zero crossings was calculated 
using a 1000-point smoothed version of the accelerometer signal that was subtracted from 
the raw accelerometer signal to remove low-frequency drift from the signal.  
To identify how well the potential boundary cycle correctly separated the 




ratio was calculated using each acoustic feature of the two time-series vectors via Equation 
3.3, where l1 corresponds to the length of the first time-series vector and l2 corresponds to 
the length of the second time-series vector. This resulted in a single log-likelihood ratio 
based on normalized peak-to-peak amplitude and a single log-likelihood ratio based on the 
number of zero crossings for that specific split point (i.e., the potential boundary cycle 
location). This was repeated for every potential boundary cycle location such that each 
potential boundary cycle was used as a split point, resulting in two series of log likelihood 




ratios (one based on normalized peak-to-peak amplitude and another based on the number 
of zero crossings), with each log likelihood ratio in the series corresponding to a particular 
potential boundary cycle location that separated the signal into two segments. The median 
of the potential boundary cycle that resulted in the minimum log likelihood ratio for 
normalized peak-to-peak amplitude and the potential boundary cycle that resulted in the 
minimum log likelihood ratio for the number of zero crossings was marked as the final 
calculated boundary cycle. 
 
Onset Boundary Cycle Identification 
Initially, the same method used to identify the voicing boundary in offset was 
employed in onset. However, in the training set, this method alone resulted in a boundary 
cycle that was, on average, farther into the vowel than the manual RFF estimate, resulting 
in an under-estimation of onset RFF values. Thus, an additional method was implemented 
to further shift the boundary cycle towards the true voicing boundary.  
Exploratory analysis of the accelerometer data showed that there was a more 
dramatic cycle-by-cycle change in the normalized peak-to-peak amplitude when initiating 
voicing in onset than when terminating voicing in offset (see Figure 3.2). As a result, onset 
voicing could be characterized by very little variation in normalized peak-to-peak 
amplitudes for potential cycles that are actually located within the fricative, followed by 
large changes in normalized peak-to-peak amplitudes for potential cycles immediately 
Log-Likelihood Ratio	= 𝑙E 4ln
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upon the initiation of voicing. In order to utilize this feature, the five potential cycles 
furthest into the fricative were used to calculate the mean and standard deviation of the 
normalized peak-to-peak amplitudes that corresponded to the known fricative location. 
Using these values, the normalized peak-to-peak amplitude of each cycle was converted 
into a z-score. The first cycle resulting in a z-score that exceeded a set threshold was 
determined as the voicing boundary location. This threshold was determined by 
systematically tuning the threshold to determine which value resulted in the largest number 
of optimal boundary locations. It was found that this method was best when considering 
only normalized peak-to-peak amplitude instead of also incorporating zero crossing and 
shape similarity. However, further conditional thresholds are used to refine the boundary 
location based on the number of zero crossings in abnormal samples. These thresholds and 
all other thresholds are discussed and reported in Appendix A. 
Upon comparison of the voicing boundary calculated by the z-score method with 
the voicing boundary determined by manual RFF estimation, we found that in the training 
set, the z-score method tended to identify the onset boundary cycle before the manual RFF 
estimate. As a result, the final voicing boundary cycle was calculated as the median value 
of the boundary cycle determined by the log likelihood method and the boundary cycle 
determined by the z-score method. 
Final RFF Calculation 
In addition to the cycles that corresponded to the voicing boundaries, the nine 
cycles prior to the boundary cycle in offset (offset 10) and following the boundary cycle in 
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onset (onset 1) were used to determine RFF values according to Eq. 1. A final check was 
used to remove RFF values that were considered physiologically invalid based on criteria 
used to simulate RFF removal during manual estimation from glottalization and 
misarticulation. This final check resulted in the rejection of an offset or onset instance 
within an individual VCV utterance. These rejection criteria were identical to those from 
previous semi-automated RFF algorithms and can be found in the code for previous 
iterations of the algorithms made available online (Lien et al., 2017; Vojtech et al., 2019). 
Thus, final RFF values were reported for all utterances that cleared two stages of auto-
rejection: the overall signal quality assessment (see Fricative Identification) and the final 
RFF check. 
Model Performance 
Automated/semi-automated RFF estimates were computed for an independent test 
set (213 speech samples from 77 speakers, totaling 639 VCV utterances prior to auto-
rejection) using each of the following algorithms: (a) semi-automated RFF estimates 
computed using autocorrelation for fo estimation in microphone signals (Lien et al., 2017) 
(henceforth referred to as “MIC-original algorithms”), (b) refined semi-automated RFF 
estimates using microphone signals (“MIC-refined algorithms”; Vojtech et al., 2019), and 
(c) the current automated RFF estimates using accelerometer signals (“ACC-refined
algorithms”). The mean bias error (MBE) and root mean square error (RMSE) between 
automated and manual RFF estimates were compared among the three algorithms. 




estimates were compared among the three algorithms in order to capture orthogonal errors 
to MBE and RMSE. 
Post hoc exploratory analyses were used to explore specific instances in which 
there was a large RMSE value between the automated ACC-refined algorithms estimates 
and the manual RFF estimates. Instances in which the RMSE was larger than 1.0 ST for 
offset 10 or onset 1 were visually inspected to determine whether the automated algorithms 
correctly identified the boundary cycle based on the manual RFF estimates. Boundary 
cycles that were incorrectly identified were determined to be either a result of signal quality 
or a pure algorithmic error by inspecting both the microphone and accelerometer signal. If 
the boundary cycle was correctly identified, then the error was attributed to differences in 
the fo contours of the microphone and accelerometer signals. 
 
Results 
Test Set Performance 
A total of 312 VCV utterances (48.8%) were rejected in the ACC-refined 
algorithms due to signal quality assessment. An additional 88 offset and 118 onset 
utterances were removed in the final RFF check due to physiologically invalid RFF 
patterns. In comparison, 223 offset and 240 onset utterances were removed due to 
physiologically invalid RFF patterns in the MIC-original algorithms, and 340 offset and 
311 onset utterances were removed due to physiologically invalid RFF patterns in the MIC-
refined algorithms. In total, ACC-refined algorithms rejection criteria resulted in 30 
participants with zero usable offset utterances and 33 participants with zero usable onset 
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utterances, compared to the MIC-original algorithms that had 3 and 4 participants and the 
MIC-refined algorithms that had 10 and 5 participants with zero usable offset and onset 
utterances, respectively.  
MBE and RMSE values were calculated by comparing manual RFF estimates to 
each of the three semi-automated/automated RFF values and are shown in Table 3.3. The 
MBE and RMSE values for offset 10 and onset 1 are specifically shown, because these 
cycles are most likely to be affected by changes in vocal function (Eadie & Stepp, 2013; 
Heller Murray et al., 2017; Lien, Michener, et al., 2015; McKenna et al., 2016; Stepp, 
Merchant, et al., 2011).  
Similarly, Pearson’s correlation coefficients were calculated across all cycles, as 
well as for offset 10 and onset 1. ACC-refined algorithms resulted in an average Pearson’s 
r value of 0.90, and Pearson’s r values of 0.86 and 0.46 for offset 10 and onset 1, 
respectively. In comparison, MIC-original algorithms had an average Pearson’s r value of 
Table 3.3. Performance metrics for each of the three algorithms on a test set of 213 
speech samples from 77 speakers, totaling 639 vowel-consonant-vowel utterances. 
Mean bias errors (MBE) and root mean square errors (RMSE) are shown as 
averages across all ten voicing cycles, as well as individually for offset cycle 10 and 






















Original 0.11 0.30 0.53 0.08 0.71 0.86 
MIC-Refined 0.09 0.27 0.04 0.02 0.56 0.86 
ACC-
Refined 0.03 0.30 0.15 -0.25 0.65 1.07 
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0.88, and Pearson’s r values of 0.84 and 0.53 for offset 10 and onset 1, respectively. MIC-
refined algorithms had an average Pearson’s r value of 0.88, and Pearson’s r values of 0.76 
and 0.61 for offset 10 and onset 1, respectively.  
Post hoc Error Analysis 
A post hoc analysis of the test set was used to identify reasons why individual RFF 
instances resulted in large RMSE errors. All utterances in which the RMSE was greater 
than 1.0 ST were visually inspected. Of the 88 offset and 111 onset utterances with RMSE 
greater than 1.0 ST, 53.4% of offset utterances and 43.2% of onset utterances were from 
speakers with voice disorders, comparable to 49.3% of all utterances in the test set that 
were from speakers with voice disorders. The locations of manual RFF cycles and 
automated RFF cycles were compared in both offset and onset. Each utterance was 
classified into one of four categories based on why the utterance resulted in such a large 
difference between the manual and automated RFF. These categories are described below. 
Sample instances of each category are shown in Figure 3.4. 
Category 1: Utterances in which the microphone signal was masked by high-energy 
noise caused by co-articulation of the fricative and vowel resulted in automatic RFF 
estimates identifying voicing cycles further into the fricative than the manual RFF 
estimates. In these instances, low-pass filtering the microphone revealed additional voicing 
cycles that could not be identified during manual RFF of the microphone signal. This is 
consistent with previous work that showed that manual RFF estimates from filtered 
microphone signals trend toward manual RFF estimates from accelerometer signals (Lien 
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& Stepp, 2014). Of the 88 offset utterances that had RMSE values greater than 1.0 ST, 31 
(35%) were classified as category 1. Of the 111 onset utterances that had RMSE values 
greater than 1.0 ST, 37 (33%) were classified as category 1. 
Figure 3.4. Examples of instances in which the root mean square error (RMSE) 
between manual RFF and automated RFF is greater than 1.0 ST for each of the 
four categories. The signal is plotted in blue for both microphone and 
accelerometer signals, with the corresponding RFF locations plotted in red. The x-
axis is in arbitrary time units, and the y-axis is in arbitrary voltage units. 
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Category 2: Utterances in which the accelerometer signal was too noisy or the final 
voicing cycles were not visible resulted in automatic RFF estimates failing to identify the 
voicing cycles closest to the fricative. This occurred for 22 (25%) offset instances and 13 
(12%) onset instances. 
Category 3: There were several utterances in which the ACC-refined algorithms 
incorrectly identified the boundary cycle despite both the microphone and accelerometer 
signal showing a clear voicing boundary. These errors were considered to be due to 
algorithmic errors, instead of signal characteristics. There were 15 (17%) offset utterances 
and 18 (16%) onset utterances that resulted from algorithmic errors. 
Category 4: Finally, there were many utterances in which the ACC-refined 
algorithms correctly identified the location of the boundary cycle, but the RFF values 
calculated from the microphone and accelerometer signals were still markedly different. In 
these utterances, the automated algorithms identified the same boundary location as the 
trained technicians. Thus, remaining errors were a result of differences in the fo contour 
estimates. These differences could either be attributed to algorithmic differences between 
contour estimation algorithms (i.e., autocorrelation in Praat for manual RFF vs. Halcyon 
in automated RFF), or innate differences in the content of the two signals. There were 20 
(23%) offset instances and 43 (39%) onset instances due to fo contour errors. 
Discussion 
Performance of Algorithms 
The current ACC-refined algorithms resulted in comparable errors to both the MIC-
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original and MIC-refined algorithms in a novel test set. All three versions of the algorithm 
demonstrated similar average Pearson’s correlation coefficients, with greater correlations 
for offset 10 than for onset 1. An average MBE of 0.03 was smallest in the ACC-refined 
algorithms, whereas an average RMSE of 0.30 was identical to the MIC-original 
algorithms and slightly higher than the MIC-refined algorithms. When inspecting errors at 
the cycles closest to the fricative, ACC-refined had a smaller MBE and RMSE for offset 
10 when compared to the MIC-original algorithms, but larger errors when compared to the 
MIC-refined algorithms. ACC-refined algorithms had a larger MBE and RMSE for onset 
1 when compared to both the MIC-original and MIC-refined algorithms.  
The RMSE values were notably larger than the corresponding MBE values, as seen 
in previous iterations of the algorithms (Lien et al., 2017; Vojtech et al., 2019). Whereas 
MBE is the result of averaging directional errors across multiple RFF instances, RMSE is 
the result of averaging the error magnitudes of each individual RFF instance. This indicates 
that although estimates of individual RFF utterances may be inaccurate, the average 
estimate from multiple RFF utterances results in a relatively low error when compared to 
the average manual estimate. As a result, much like previous iterations of the algorithms, 
the current ACC-refined algorithms should be used to calculate average RFF estimates 
across multiple utterances from the same speaker. 
The current ACC-refined algorithms resulted in smaller errors for offset cycles than 
for onset cycles. This is not surprising given that voicing onset is more abrupt than voicing 
offset, resulting in faster changing RFF values (Stepp, Merchant, et al., 2011). Thus, if 
there is an error in the location of the boundary cycle approximation, it would be expected 
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that this would result in a greater error in the RFF value in onset cycles than in offset cycles. 
Error Analysis 
Post hoc analysis of utterances in which the RMSE was larger than 1.0 ST revealed 
that many of these errors could be attributed to a mismatch in the fo contours (Category 4; 
23% of Offset instances and 39% of Onset instances). Halcyon uses normalized cross-
correlation which could result in inherently different cycle definitions than the 
autocorrelation performed in Praat during manual RFF estimation. Furthermore, manual 
RFF allows the technician to identify cycles by either peaks or troughs, which could result 
in notably different RFF than the cycles defined by Halcyon. This could imply that errors 
in Category 4 are caused by simply using different fo estimation methods even when the 
boundary cycle location was correctly identified. However, it could also indicate that there 
is an innate difference in the information between the microphone and the accelerometer 
signals. 
In order to further investigate the cause of the error when the boundary cycle was 
correctly identified, author M.D.G. completed manual RFF estimates on the accelerometer 
signals for each of the utterances classified as category 4. Manual RFF was completed 
using Praat (i.e., using the same fo estimation method as the manual microphone-based RFF 
estimates), but the boundary cycle was selected to be identical to the boundary cycle 
identified by the ACC-refined algorithms for each instance. If these new manual 
accelerometer-based RFF values were similar to the manual microphone-based RFF 
values, then the error between the manual and automatic RFF values would likely be due 
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to differences in the fo estimation method. If, however, these values were still different, 
then the error was likely a result of differences in the information presented in the 
microphone and accelerometer signal. 
Manual accelerometer-based RFF was calculated for 20 offset utterances and 43 
onset utterances in which the boundary cycle was correctly time-aligned in the automated 
RFF estimate. The average RMSE between the manual accelerometer-based RFF estimates 
and the manual microphone-based RFF estimates were calculated for offset 10 and onset 1 
as 1.37 and 1.30 ST, respectively. In comparison, the average RMSE between the 
automated accelerometer-based RFF estimates and the manual microphone-based RFF 
estimates were calculated for offset 10 and onset 1 as 1.72 and 1.90 ST, respectively. Thus, 
even when using an identical fo estimation method via manual estimation, RFF errors were 
only reduced by 20–32%, indicating that there were innate differences between the 
information presented in the microphone and accelerometer signals that the current ACC-
refined algorithms could not account for.  
The result that there were errors based on inherent differences between the two 
signals was not surprising. One study compared manual RFF estimates derived from 
microphone and accelerometer signals and found that signal type had a small, but 
significant effect on manual RFF estimates (Lien, Calabrese, et al., 2015). The authors 
reasoned that this effect was due to differences caused by what is captured in each signal. 
Whereas the accelerometer signals capture neck-surface vibration resulting from laryngeal 
acoustics and vocal fold collision transmitted through subglottal resonances and neck 
tissue, the microphone signals capture acoustic information that is also affected by the 
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vocal tract shape, movement of articulators, environmental noise, and radiation 
characteristics of the mouth. Additionally, microphone signals are more subject to masking 
noise from co-articulation, which can mask additional voicing cycles during manual 
estimation. Based on the post hoc analysis of large error instances, co-articulation masking 
resulted in inaccurate boundary identification in 35% of offset instances and 33% of onset 
instances (Category 1). Thus, there are inherent errors when comparing the RFF values of 
two different types of signals, as expected based on previous studies in manual RFF (Lien, 
Calabrese, et al., 2015; Lien & Stepp, 2014). This may explain why the semi-automated 
MIC-refined algorithms were able to achieve lower RFF errors than the ACC-refined 
algorithms. Even if both the MIC-refined and the ACC-refined algorithms successfully 
identify the proper boundary cycle, automated microphone-based RFF estimates will be 
inherently closer to the manual RFF estimates from the same type of signal. 
Potential for EMA and Ambulatory Monitoring 
Although the current ACC-refined algorithms resulted in somewhat larger errors 
than the MIC-refined algorithms, the resulting MBE errors were still small when 
considering the intended purpose of the ACC-refined algorithms. Specifically, ambulatory 
monitoring may be used to longitudinally monitor the vocal function of hyperfunctional 
individuals throughout voice therapy (Mehta et al., 2015). In a study that calculated RFF 
values in individuals with vocal hyperfunction prior to and following voice therapy, Stepp 
and colleagues observed that RFF values, on average, increased by 0.50 ST for offset cycle 




RMSE values were large (0.65 ST and 1.07 ST for offset cycle 10 and onset cycle 1, 
respectively), but both MBE values (0.15 ST and -0.25 ST for offset cycle 10 and onset 
cycle 1, respectively) were smaller than the anticipated therapy effects, suggesting that 
these therapy effects are unlikely to be masked by algorithmic error when RFF estimates 
are averaged across multiple utterances. 
Ambulatory monitoring may also be used to identify daily hyperfunctional 
behaviors (Mehta et al., 2015). Several studies have observed a decrease in RFF values 
when healthy participants were instructed to speak with increased vocal effort (Lien, 
Michener, et al., 2015; McKenna et al., 2019; McKenna & Stepp, 2018). Vocal effort is 
thought to be a hallmark of hyperfunction behavior. McKenna and colleagues reported that, 
when compared to a typical speaking effort, individuals speaking with maximum effort 
have an average decrease in RFF of 0.99 ST for offset cycle 10 and 0.45 ST for onset cycle 
1 (McKenna et al., 2019). These changes in RFF as a result of hyperfunctional behavior 
are larger than the observed MBE values in the overall test set and larger than the observed 
MBE value for offset cycle 10 in the subset of individuals with voice disorders. This 
suggests that algorithmic errors will not prevent the identification of hyperfunctional 
behaviors via EMA and ambulatory monitoring.  
Given that offset cycle 10 resulted in smaller MBE values than onset cycle 1, 
specifically when comparing offset 10 to onset 1, it is clear that voicing offset RFF values 
were more robust to algorithmic estimation errors. Both offset and onset RFF have 
demonstrated variable sensitivity to vocal function in different studies. One study found 
that an increase in RFF of offset cycle 10 was seen in 81% of individuals with vocal 
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hyperfunction who successfully completed voice therapy (Stepp, Merchant, et al., 2011). 
In comparison, an increase in RFF of onset cycle 1 was seen in 94% of the same 
individuals. Another study found that RFF of offset cycle 10 was a significant predictor of 
listener-perception of vocal effort in individuals with healthy voices who self-modulated 
their vocal effort, but that RFF of onset cycle 1 was not (McKenna & Stepp, 2018). Based 
on the current results, we recommend that clinical research using the current ACC-refined 
algorithms for EMA and ambulatory monitoring should focus on offset values for 
observing and monitoring vocal hyperfunction in order to reduce the impact of known 
estimation errors. Future research should focus on reducing the error in onset value 
estimates. 
Limitations and Conditions for Application 
The subset of speech samples used in the current study consisted of speech samples 
from both individuals with healthy voices and individuals with voice disorders. This 
distribution was chosen in order to generalize performance across a wide-range of speech 
samples. However, device performance may vary between individuals with and without 
voice disorders. Due to conflating factors such a signal quality (a majority of speech 
samples from individuals with voice disorders are recorded in a noisier location), this 
comparison is beyond the scope of the current study. Thus, future studies should investigate 
device performance in individuals with and without voice disorders by better controlling 
for confounding factors. 
The current ACC-refined algorithms make several assumptions that should be 
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considered. Unlike previous RFF algorithms, RFF estimation in the current algorithms is 
fully automated by automatically determining the location of fricatives in the speech 
sample. In order to do this, the algorithms assume three isolated VCV utterances. Though 
algorithmic parameters can be easily modified to accommodate a larger number of VCV 
utterances in each sample, the current algorithms are not equipped to automatically 
calculate RFF from stimuli that are not in the form of isolated VCV utterances, such as 
running speech. Thus, the current algorithms only function for EMA where participants 
would be required to specifically produce VCV utterances. Future work should focus on 
adapting the current algorithms for running speech in order to allow for true ambulatory 
monitoring of everyday voice use in natural discourse level contexts. 
During fricative identification, the ACC-refined algorithms also removed all 
samples that did not exceed a set vowel-to-noise ratio in order to avoid samples in which 
the fricative locations were incorrectly identified, as well as samples that would be 
considered too noisy to properly identify RFF values manually. Although this threshold is 
a normalized ratio and was based on a wide range of samples from both healthy and 
disordered speakers, it is possible that this threshold is not appropriate for all accelerometer 
signals. Indeed, all data were collected using a Knowles accelerometer. It is important to 
acknowledge that the current ACC-refined algorithms were developed to optimize 
performance on signals acquired with specific equipment and that performance may change 
across different experimental set-ups. 
With a priori knowledge that the intended purpose of the algorithms would be for 
EMA, design of the current ACC-refined algorithms made the assumption that there was a 
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large number of speech samples available for each participant. Therefore, thresholds based 
on the vowel-to-noise ratio of the signal (see Fricative Identification in Methods) were 
designed to reject a greater number of utterances for the sake of more accurate RFF 
estimations. These thresholds were in addition to the rejection criteria in place for all three 
versions of the algorithms in which utterances are rejected if RFF patterns are not 
consistent with physiologically valid productions (see Final RFF Calculation in Methods). 
Stricter rejection criteria are important to consider for applications in which the amount of 
data is more limited. The current dataset had a total of nine utterances per participant. After 
rejection, many participants only had a few usable utterances, with 5.0 and 4.7 usable 
utterances for offset and onset RFF, respectively, when averaging across participants with 
a non-zero number of usable utterances. These averages are similar to previous versions of 
the algorithms (5.5 and 5.3 for offset and onset in MIC-original; 4.4 and 4.3 for offset and 
onset in MIC-refined) (Lien et al., 2017; Vojtech et al., 2019). Though it is possible that 
RFF estimates may change with additional utterances, one study demonstrated that access 
to at least six utterances (prior to rejection) resulted in a stable level of association between 
the RFF of onset cycle 1 and the perception of vocal effort in individuals with laryngeal 
dystonia (Eadie & Stepp, 2013). Therefore, use of the ACC-refined algorithms will be most 




A set of fully automated ACC-refined algorithms was developed to calculate 
clinically relevant RFF estimates from accelerometer signals. When compared to the gold-
standard of manual RFF estimates from microphone signals, automated RFF values from 
neck-placed accelerometer signals have an average MBE of 0.03 ST, with an MBE of 0.15 
ST for offset 10 and an MBE of -0.25 ST for onset 1. These errors are smaller than the 
expected differences in RFF values following successful voice therapy for individuals with 
vocal hyperfunction (Stepp, Merchant, et al., 2011), indicating that the current algorithms 
could be used for EMA and ambulatory monitoring via neck-surface accelerometer signals. 
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CHAPTER 4. Evaluating the Relationship between Relative Fundamental 
Frequency and the End of Vocal Fold Collision in Voicing Offset 
Abstract 
Relative fundamental frequency (RFF) is an acoustic measure of changes in 
fundamental frequency during voicing transitions. The physiological mechanisms 
underlying RFF remain unclear. Recent modeling suggests that RFF patterns during 
voicing offset are due to decreases in overall system stiffness following the end of vocal 
fold collision; if so, variable timing between the end of vocal fold collision and the end of 
voicing may explain variability in RFF. To investigate this, /ifi/ utterances from 35 
participants speaking with and without vocal effort were used to evaluate RFF measures. 
RFF was calculated via two methods, in which utterances were aligned by (1) the end of 
vocal fold collision or (2) the end of voicing. Analyses of variance were used to determine 
the effects of effort and RFF method on the mean and standard deviation of RFF. Aligning 
by vocal fold collision resulted in statistically significantly lower standard deviations. RFF 
means were statistically higher using the collision method; however, the degree of effort 
was statistically significant regardless of the method. These results provide empirical 
support that decreases in RFF during voicing offset are a result of decreases in system 





Relative Fundamental Frequency (RFF) 
Relative fundamental frequency (RFF) is an acoustic measure that calculates 
changes in the cycle-by-cycle fundamental frequency (fo) during voicing transitions (Stepp 
et al., 2010). Typically, RFF is calculated during a vowel-voiceless consonant-vowel 
utterance (e.g., Lien, Michener, et al., 2015; McKenna et al., 2016; Stepp et al., 2010), such 
that the ten voiced cycles immediately preceding the voiceless consonant are RFF offset 
and the ten voiced cycles immediately following the voiceless consonant are RFF onset. 
RFF is calculated in semitones (ST) in relation to a speaker’s steady-state fo using Equation 
4.1, in which foref is the fo of the steady-state reference cycle (corresponding to the first 
cycle or the tenth cycle for offset and onset, respectively), and foi is the fo of cycle i. When 
averaged across multiple utterances, a typical RFF pattern emerges (See Figure 4.1). 
Specifically, RFF offset begins near zero and decreases for cycles closer to the voiceless 
consonant, whereas RFF onset is greater for cycles closer to the voiceless consonant and 
then trends to zero. This pattern has been shown to be relatively consistent across 
individuals with typical voices in many previous studies (Goberman & Blomgren, 2008; 
Heller Murray et al., 2017; Lien et al., 2014; Lien, Michener, et al., 2015; McKenna et al., 
2016; Park & Stepp, 2019; Stepp, 2013; Stepp et al., 2010; Stepp, Merchant, et al., 2011; 
Stepp et al., 2012). 
																																											𝑅𝐹𝐹$ (ST) = 39.86 × log10 '	
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Previous work has suggested that RFF measures may be sensitive to changes in 
baseline levels of laryngeal tension. Specifically, when estimates of laryngeal tension 
increase, RFF decreases, particularly in cycles nearest the voiceless consonant (i.e., offset 
cycle 10 and onset cycle 1; Lien, Michener, et al., 2015). When compared to speakers with 
typical voices, speakers with voice disorders that are characterized by increased laryngeal 
tension, such as vocal hyperfunction (Hillman et al., 2020; Stepp et al., 2010), laryngeal 
dystonia (Eadie & Stepp, 2013), and Parkinson’s disease (Goberman & Blomgren, 2008; 
Stepp, 2013), have all demonstrated decreased RFF. A previous study also found that, 
following successful voice therapy, individuals with vocal hyperfunction showed increases 
in RFF that trended toward the RFF measures of individuals with typical voices (Stepp, 
Merchant, et al., 2011). Furthermore, when speakers with typical voices are instructed to 
Figure 4.1. Example of a typical relative fundamental frequency (RFF) pattern for 
ten offset and ten onset cycles. RFF is calculated using Equation 4.1. Offset cycle 1 




speak with increased levels of vocal effort, RFF decreases (Lien, Michener, et al., 2015; 
McKenna et al., 2016). Increased levels of vocal effort are often observed in individuals 
with voice disorders characterized by increases in laryngeal tension (Hillman et al., 2020), 
which has lead vocal effort to be used as an estimate of laryngeal tension (Lien, Michener, 
et al., 2015; McKenna & Stepp, 2018). This sensitivity to changes in estimates of laryngeal 
tension makes RFF a potential acoustic measure for the assessment of voice disorders. 
 
Physiological Framework of RFF 
Despite an association between RFF and laryngeal tension, the physiological 
mechanisms behind RFF remain relatively unknown. It has been proposed that typical RFF 
patterns are due to a combination of transient tension, abductory, and aerodynamic forces 
(Stepp, Merchant, et al., 2011). Laryngeal tension is thought to temporarily increase 
throughout the production of a voiceless consonant, causing an increase in fo immediately 
prior to and following the voiceless consonant (Lofqvist et al., 1989). In contrast, the 
abduction of the vocal folds during voicing offset is thought to decrease fo (Watson, 1998). 
In theory, then, this combination of increased tension and abduction results in a small net 
decrease in RFF offset, as shown in Figure 4.1. During the release of the voiceless 
consonant and the subsequent onset of voicing, it has been hypothesized that high rates of 
airflow cause rapid adduction and increases in fo (Ladefoged, 1996). Thus, the combination 
of increased tension and increased airflow contribute to the large increase in RFF during 
voicing onset as shown in Figure 4.1. 
This theoretical framework for the physiological mechanisms behind RFF may also 
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be used to explain decreases in RFF due to increases in baseline levels of laryngeal tension. 
In a study that found that RFF in speakers with vocal hyperfunction prior to voice therapy 
is lower than in speakers with typical voices, the authors reasoned that the individuals with 
vocal hyperfunction had a restricted ability to further increase the level of tension in the 
laryngeal muscles during phonation (Stepp et al., 2010). Thus, when evaluating the 
combined interactions between tension, abduction, and aerodynamic forces, there would 
be a smaller increase in fundamental frequency due to tension, thus lowering both RFF 
offset and onset.  
RFF Variability 
Although this physiological framework may explain typical RFF offset and onset 
patterns, these patterns are most often observed after averaging RFF values across multiple 
utterances. Yet, RFF may vary within a speaker substantially. A previous study 
recommended that an average of six utterances be used for stable RFF estimates (Eadie & 
Stepp, 2013). This within-speaker variability limits the clinical feasibility of RFF as a 
reliable acoustic measure of laryngeal tension. Thus, it is important to understand which 
factors contribute to RFF variability. Although previous studies have shown that phonemic 
context and stress type have an effect on RFF and should be consistent during recordings 
(Lien et al., 2014; Park & Stepp, 2019), even identical utterances produced by the same 
speaker in succession may demonstrate variability. 
Recently, modeling of the vocal folds has been used to further investigate the 
physiological mechanisms behind RFF, which may help explain variability across 
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phonetically identical utterances. Serry, Stepp, and Peterson (2021) employed two models 
to examine the physics behind phonation offset. They first utilized a simple impact 
oscillator model as a proxy for the vocal folds to demonstrate that the system fo was higher 
when the model folds were colliding with one another than when they were sufficiently 
abducted such that collision no longer occurred. Specifically, collision of the impact 
oscillator was modeled as an additional spring stiffness for the masses in contact, such that 
during the collision regime, there is a greater overall stiffness of the vocal folds than during 
the non-collision regime, when system stiffness comprised only that of the vibrating vocal 
fold material (Serry et al., 2021). Thus, as the vocal folds abduct during voicing offset and 
transition from the collision regime to the non-collision regime, there is a transient decrease 
in the stiffness of the system, which causes a decrease in the fo. In the physiological 
framework where tension, abduction, and aerodynamic forces combine to result in a net 
RFF pattern, this transient decrease in the system stiffness could be considered to be part 
of the abductory forces that decrease RFF during voicing offset.  
Following the simple impact oscillator model, Serry et al. (2021) then performed a 
numerical study using the body-cover model (Story & Titze, 1995), wherein the vocal folds 
were modeled as three masses connected via springs and dampers to model tissue 
viscoelasticity: two impact oscillator masses served as the vocal fold cover and were 
connected to a third body mass. In this model, it was observed that the decreases in RFF 
observed in offset cycles near the voiceless consonant were sensitive to changes in the 
vibration phase at which vocal fold contact ceased (Serry et al., 2021). 
If the timing of the end of vocal fold contact varies across utterances, this may 
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partially explain within-speaker RFF variability. Though previous studies rarely report 
intraspeaker timing variability across identical utterances, one previous study showed that 
the time between the end of vocal fold contact and the end of voicing varied within speaker 
across tokens of /ifi/ and /iti/ by as much as 40 ms, corresponding to several voicing cycles 
depending on the fo of the speaker (Park et al., 2021). With a variable time between the end 
of vocal fold contact and a given offset cycle, the decrease in overall system stiffness as a 
result of transitioning from the collision regime to the non-collision regime would have a 
variable amount of impact on RFF from utterance to utterance. For example, RFF cycle 10 
of one utterance may correspond to the cycle immediately following the end of vocal fold 
contact, whereas RFF cycle 10 of another utterance may correspond to the fifth cycle 
following the end of vocal fold contact.  If the relationship between the timing of the end 
of vocal fold contact and the decrease in RFF offset is valid, then comparing RFF cycle 10 
between these two utterances would likely result in large variability. Thus, aligning offset 
cycles based on a set time away from the end of vocal fold contact should reduce within-
speaker variability. 
Research Statement 
The purpose of this study is to investigate and validate the theoretical relationship 
between vocal fold contact and RFF offset by answering two research questions. First, how 
does aligning RFF offset based on the last point of vocal fold contact affect within-speaker 
variability in the final RFF cycle when compared to traditional RFF measures that are 
aligned based on the end of voicing? Based on the framework of the vocal fold models 
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employed by Serry et al. (2021), we hypothesized that aligning RFF offset based on the 
last point of vocal fold contact would result in decreased within-speaker variability in the 
final RFF cycle. Since the vocal fold models of Serry et al. (2021) only investigated 
changes to RFF during voicing offset, the current study will focus on RFF offset as well. 
Second, does this novel method of calculating RFF successfully demonstrate the ability to 
detect changes in laryngeal tension, as demonstrated by previous studies? We hypothesized 
that both methods of calculating RFF would demonstrate a decrease in RFF when 
individuals were instructed to speak with increased levels of vocal effort. 
Methods 
Participants 
A total of 45 young adult speakers with typical voices (24 female, 21 male; M = 
21.9 years, SD = 3.5 years) were recruited for this study. Twenty of the 45 participants 
were reported to be cisgender individuals. Gender data were not reported for the other 25 
participants. All participants were native speakers of American English, reported no history 
of voice disorders, and passed a hearing screening indicating typical hearing. The hearing 
screening presented monaural pulsed tones at a range of frequencies between 125 Hz to 
8000 Hz. Participants were considered to have typical hearing if all tones could be detected 
at 25 dB HL. All individuals completed written consent under the guidelines of the Boston 
University Institutional Review Board. 
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Data Collection 
All participants were seated in a sound-treated booth for the duration of the 
experiment. A directional headset microphone was placed on the participant at 45° from 
the midline of the vermilion and 7 cm from the corner of the lips. Participants were 
instructed to produce a series of vowel-voiceless consonant-vowel (/ifi/) utterances under 
endoscopy, performed by a certified speech-language pathologist. These /ifi/ utterances 
were produced at slow, regular, and fast rates of speech, as well as with mild, moderate, 
and maximum vocal effort. However, in the current study, only utterances produced at the 
regular rate with no vocal effort and with maximum vocal effort were considered, in order 
to examine the largest potential differences in RFF. For each recording, participants were 
trained using a metronome (65 beats per minute) to produce 8 /ifi/ utterances at a time. 
Recordings at each effort condition were performed twice, for an approximate total of 16 
/ifi/ utterances per effort condition. For no vocal effort recordings, participants were 
instructed to speak with their typical voice. For effort recordings, participants were given 
the following cue: “Now we would like you to increase your effort during your speech as 
if you are trying to create tension in your voice as if you are trying to push your air out. 
Try to maintain the same volume while increasing your effort.” Participants were also 
instructed to maintain a comfortable speaking rate and a typical vocal volume. The 
maximum vocal effort condition was defined as “as much effort as you can, while still 
maintaining a voice.” Participants practiced producing utterances with the experimenter in 
order to verify appropriate rate and vocal effort for each condition. 
During the production of /ifi/ utterances, endoscopic video data were collected via 
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a flexible nasal endoscope (Pentax, Model FNL-10RP3, 3.5-mm) by a certified speech-
language pathologist. If the participant expressed discomfort during the initial insertion 
through the nasal passages, a pediatric nasal endoscope was used instead (Pentax, Model 
FNL-7RP3, 2.4-mm). Endoscopic video images of the vocal folds were recorded at a frame 
rate of 1 kHz, which has been suggested to be a suitable frame rate for capturing abductory 
kinematics while maintaining an adequate level of lighting (Diaz Cadiz, McKenna, 
Vojtech, & Stepp, 2019). The endoscope was attached to a camera (FASTCAM Mini 
AX100l; Model 540K-C-16GB; 256 × 256 pixels) with a 40-mm optical lens adapter. 
Constant xenon light was used for imaging (300 W KayPentax Model 7162B) and video 
images were acquired using Photron Fastcam Viewer software (v.3.6.6). Recordings were 
triggered using a custom MATLAB algorithm in order to automatically time-align the 
video images with the microphone signals. 
Videoendoscopic Data Analysis 
Videoendoscopic data of the vocal folds were used to determine timing parameters 
for the offset and subsequent onset of voicing for each /ifi/ utterance. Only voicing offset 
was considered in the current study. Three trained technicians manually inspected 
videoendoscopic data to estimate the time during vocal fold abduction when the vocal folds 
ceased to be in contact (i.e., “last point of contact”). For utterances in which technicians 
were unable to identify this time point (e.g., if the glottis was obstructed or the endoscopic 
image was too dark or blurry), the utterance was omitted from further analysis (see 
Utterance Rejection Criteria). 
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Each of the three technicians were trained to mark the time point corresponding to 
the end of vocal fold contact by performing markings on the small set of videoendoscopic 
data comprising of /ifi/ utterances from three speakers not included in the current study. 
Interrater reliability for vocal fold contact marking was calculated between technicians 
using a two-way intraclass correlation (ICC) analysis. The average interrater reliability was 
determined to be ICC(2,1) = 0.85. Technicians repeated markings on this training set in a 
separate session to determine intrarater reliability, which was calculated as ICC(2,1) = 
0.99, 0.98, and 0.99 for the three raters. These results indicate good interrater reliability 
and excellent intrarater reliability.(Koo & Li, 2016) 
RFF Methods 
Semi-automated RFF algorithms (Vojtech et al., 2019) were adapted to 
automatically calculate the locations of individual voicing cycles during voicing offset. 
The final voicing cycle identified by the RFF algorithms was considered to be the moment 
in time during vocal fold abduction that the vocal folds ceased vibration (i.e., “last voicing 
cycle”). The visually-identified last point of contact and the voicing cycles from each 
voicing offset were then used to calculate RFF via two methods as detailed below. These 
two methods varied in the criteria used to determine which voicing cycle was considered 
the “final RFF cycle.” Figure 4.2 shows a schematic of each method. 
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Vocal Fold Contact RFF 
This method of RFF calculation used the last point of vocal fold contact to 
determine which cycle of voicing corresponded to the final RFF cycle. In this method, all 
individual utterances were aligned based on the last point of vocal fold contact. 
Specifically, the final RFF cycle was determined as the fifth cycle following the last point 
of vocal fold contact. The fifth cycle was used, because it was found that, on average, the 
last point of vocal fold contact and the last point of voicing were five cycles apart. In 
instances in which there were not five cycles following the last point of vocal fold contact, 
the utterance was omitted for both RFF methods (see Utterance rejection criteria). The final 
RFF cycle was normalized into semitones using a reference cycle, which was calculated as 
Figure 4.2. Example of identifying the cycles used in Vocal Fold Contact RFF 





the first full cycle immediately preceding the point in time that corresponded to 0.069s 
before the last cycle of voicing. This duration corresponded to the average time of ten 
voicing cycles across all participants in the dataset. 
 
Traditional RFF 
This method of RFF calculation was the same as RFF methods found in previous 
literature (e.g., Stepp et al., 2010), wherein the final RFF cycle was considered to be the 
final cycle of voicing (as determined by the automated RFF algorithm in the current study). 
Thus, on average, Vocal Fold Contact RFF and Traditional RFF should use the same cycle 
as the final RFF cycle despite individual utterances exhibiting variability. This final RFF 
cycle was normalized in semitones using to the same reference cycle as in Vocal Fold 
Contact RFF. On average, this should result in 10 RFF cycles, corresponding to RFF 
methods from previous literature.  
 
Data Analysis 
Following RFF calculations via both methods, the within-participant standard 
deviations (SDs) and means of the final RFF cycle values were calculated for both methods 
and for both effort conditions. The SDs of the final RFF cycle values were used to evaluate 
the first research question. The means of the final RFF cycle values were used to evaluate 





Utterance Rejection Criteria 
During data analysis, individual utterances were rejected for a number of reasons. 
First, utterances were rejected if the endoscopic videos were unusable, and the last point of 
contact could not be properly estimated. This may have occurred if the video was too dark 
or blurry, or if the speaker’s epiglottis covered the vocal folds and a clear image was not 
obtained. Second, utterances with physiologically invalid RFF values using either method 
were rejected. Physiologically invalid RFF values were defined using the same parameters 
as in previously reported automated RFF algorithms (Lien et al., 2017; Vojtech et al., 
2019). Third, utterances with less than five voicing cycles following the last point of 
contact were rejected. This is because Vocal Fold Contact RFF requires five complete 
voicing cycles. In order to maintain an identical dataset across methods, these utterances 
were rejected for both Vocal Fold Contact RFF and Traditional RFF measures. Finally, in 
instances in which utterance rejection resulted in a speaker with less than two usable 
utterances in either effort condition, the individual was removed prior to statistical analysis, 
as SDs and means were not able to be calculated for these speakers.  
 
Statistical Analysis 
 All statistical analysis was completed in Minitab with an a priori significance level 
of p < 0.05. Two repeated-measures analyses of variance (ANOVAs) were performed with 
final RFF cycle SD and mean as the outcome variables. “RFF method” and “effort 
condition” were set as fixed factors and participant was set as a random factor. The 




squared (ηp2) values were calculated and qualitatively interpreted to determine small, 




Prior to utterance rejection, a total of 1289 utterances were recorded across all 45 
speakers. Of these initial utterances, 270 were rejected due to unusable videos, 34 were 
rejected due to physiologically invalid RFF values, and 352 were rejected because there 
were less than five cycles following the last point of contact. This resulted in a final total 
of 633 utterances. A total of 10 participants were rejected from statistical analysis due to a 
lack of usable utterances. This resulted in a final N = 35 speakers with an average of 8.5 
(standard deviation = 4.0) usable utterances per effort condition. 
 
Table 4.1. Analysis of variance results for final relative fundamental frequency (RFF) 
cycle standard deviations, with participant as a random factor, and RFF method, 
effort condition, and the interaction between RFF method and effort condition as 
fixed factors. df = degrees of freedom. ηp2 = partial eta squared value for evaluation 
of effect size. Dashes indicate non-significant findings. 
Factor df F-value p-value ηp2 Effect Size 
Participant 34 2.01 < 0.01 0.40 Large 
RFF Method 1 27.97 < 0.01 0.22 Medium 
Effort Condition 1 0.29 0.59 -- -- 





Within-Speaker Final RFF Cycle SDs and Means 
The results of the ANOVA investigating within-speaker final RFF cycle SDs are 
shown in Table 4.1. Participant (p < 0.01) and RFF method (p < 0.01) had a statistically 
significant effect on final RFF cycle SDs. Participant had a large effect size (ηp2 = 0.40) 
and RFF method had a medium effect size (ηp2 = 0.22), with Vocal Fold Contact RFF 
resulting in smaller SDs than Traditional RFF.  Effort condition and the interaction between 
RFF method and effort condition did not have statistically significant effects on final RFF 
cycle SDs. Average within-speaker final RFF cycle SD and 95% confidence intervals as a 
function of RFF method and effort condition are shown in Figure 4.3. 
 
The results of the ANOVA investigating within-speaker final RFF cycle means are 
shown in Table 4.2. Participant (p < 0.01), effort condition (p < 0.01), and RFF method (p 
= 0.04) had statistically significant effects on final RFF cycle means. Participant had a large 
Figure 4.3. Average and 95% confidence intervals for the final cycle relative 
fundamental frequency (RFF) standard deviation (in semitones) as a function of RFF 
method and effort condition. *** indicates a statistically significant difference of (p 




effect size (ηp2 = 0.72), effort condition had a medium effect size (ηp2 = 0.20; corresponding 
to a decrease in final RFF cycle means for maximum effort), and RFF method had a small 
effect size (ηp2 = 0.04; corresponding to a decrease in final RFF cycle means for Traditional 
RFF). The interaction between RFF method and effort condition did not have a statistically 
significant effect on final RFF cycle means. Average within-speaker final RFF cycle means 
and confidence intervals as a function of RFF method and effort condition are shown in 
Figure 4.4. 
Table 4.2. Analysis of variance results for the final relative fundamental frequency 
(RFF) cycle means, with participant as a random factor, and RFF method, effort 
condition, and the interaction between RFF method and effort condition as fixed 
factors. df = degrees of freedom. ηp2 = partial eta squared value for evaluation of effect 
size. Dashes indicate non-significant findings. 
Factor df F-value p-value ηp2 Effect Size 
Participant 34 7.71 < 0.01 0.72 Large 
RFF Method 1 4.55 0.04 0.04 Small 
Effort Condition 1 25.74 < 0.01 0.20 Medium 
Method ⨯ Condition 1 0.03 0.86 -- -- 
 
Discussion 
Vocal Fold Contact RFF Decreases Variability 
When calculating RFF based on the time at which vocal fold contact ended, RFF 
variability decreased when compared to the traditional method of calculating RFF (see 




condition and 33.0% for the maximum effort condition. This supports our hypothesis for 
the first research question, which sought to investigate how aligning RFF offset based on 
the last point of vocal fold contact would affect within-speaker variability in the final RFF 
cycle when compared to traditional RFF aligned to the end of voicing. The research 
question was based on the relationship proposed by Serry et al. (2021), which suggested 
that the decrease in typical RFF offset patterns may be due, in part, to the decrease in the 
collision forces of the vocal folds during abduction. The results of the current study support 
this relationship. Additionally, since effort condition did not have a statistically significant 
effect on within-speaker SDs, it is likely that this relationship holds true regardless of 
changes in vocal effort. 
 
Figure 4.4. Average and 95% confidence intervals for the final cycle relative 
fundamental frequency (RFF) means (in semitones) as a function of RFF method 
and effort condition. *** indicates a statistically significant difference of (p < 0.05). 




Vocal Fold Contact RFF Decreases with Increased Vocal Effort 
RFF means were significantly lower for the maximum vocal effort condition when 
compared to the no vocal effort condition. This indicates that RFF means decreased when 
speakers with typical voices were instructed to increase their vocal effort (see Figure 4.4), 
which aligns with previous work that showed that RFF measures decrease when estimates 
of laryngeal tension increase (Lien, Michener, et al., 2015; McKenna et al., 2016). There 
was no significant interaction effect between RFF Method and Condition, demonstrating 
that there was a decrease in RFF means across effort condition for both methods of 
calculating RFF. This supports our hypothesis for the second research question, which 
stated that both Vocal Fold Contact RFF and Traditional RFF would show a decrease in 
RFF means when individuals increased their vocal effort. The results of the current study 
indicate that the new method of RFF, Vocal Fold Contact RFF, successfully demonstrates 
a sensitivity to changes in vocal effort. 
Despite both RFF methods showing sensitivity to changes in vocal effort, RFF 
method had a small, but statistically significant effect on RFF mean. Vocal Fold Contact 
RFF resulted in statistically significantly higher RFF means than Traditional RFF. Further, 
the average change in RFF means between effort conditions when using Vocal Fold 
Contact RFF (0.64 ST) was somewhat smaller than when using Traditional RFF (0.69 ST). 
A smaller change in Vocal Fold Contact RFF is expected, given that, in some utterances, 
the final cycle used for Vocal Fold Contact RFF may have occurred earlier in the offset 
vowel than the final cycle used for Traditional RFF, which is always the final voicing cycle. 




be less sensitive to changes in vocal effort (Lien, Michener, et al., 2015). This effect could 
mask subtle changes in RFF, such as the small decrease in RFF observed when individuals 
speak with mild levels of effort (Lien, Michener, et al., 2015). However, RFF Method 
exhibited only a small effect size (ηp2 = .04; Witte & Witte, 2010) and the average 
difference between effort conditions was marginal (0.05 ST). This difference is unlikely to 
have a meaningful impact on measures made with Vocal Fold Contact RFF. For example, 
in a study that calculated RFF in individuals with vocal hyperfunction before and after 
voice therapy, RFF offset cycle 10 changed by an average of 0.50 ST (Stepp, Merchant, et 
al., 2011), a difference that is unlikely to be masked by using Vocal Fold Contact RFF. 
Therefore, in addition to validating the physiological mechanisms behind RFF patterns, 
Vocal Fold Contact RFF shows potential as an acoustic measure that is sensitive to changes 
in estimates of laryngeal tension.  
 
Study Limitations and Future Work 
Although the decreased variability in RFF offset when using Vocal Fold Contact 
RFF supports the theory that deceases in RFF offset may be due to a decrease in collision 
forces at the end of vocal fold contact, there are a few limitations to this study that should 
be acknowledged. Laryngeal images were captured at 1000 Hz in order to optimize the 
level of light in the images. However, this means that, depending on the fo of the speaker, 
the exact point at which vocal fold contact ended may have been obscured by the limited 
number of frames per cycle. Thus, the end of vocal fold contact marked for each utterance 




of this estimate, but the end of vocal fold contact was only used to determine which full 
cycle to mark as the final RFF cycle. Male speakers have an average fo of 85 to 180 Hz, 
whereas female speakers have an average fo of 165 to 255 Hz (Titze, 1994). Even at the 
highest average female fo, a sampling rate of 1000 Hz results in each frame representing 
approximately one fourth of a single cycle. As a result, it is unlikely that increasing the 
framerate would change which cycle was selected.  
Another methodological limitation of the study is that calculating Vocal Fold 
Contact RFF requires five complete cycles following the end of vocal fold contact. Five 
complete cycles were chosen, because, on average, the end of vocal fold contact occurred 
five cycles before the last voicing cycle, meaning that the average final RFF cycle was the 
same for Vocal Fold Contact RFF and Traditional RFF methods. However, this 
methodological decision meant that the 36% of all utterances that had less than five cycles 
were rejected. This also meant that 10 of the 45 speakers did not have enough usable 
utterances to calculate means and SDs and were excluded from statistical analysis. Despite 
this loss of data, subsequent analyses were conducted on 35 speakers, which is larger than 
previous studies that demonstrated changes in RFF when 12 speakers with typical voices 
were instructed to speak with increased effort (Lien, Michener, et al., 2015; McKenna et 
al., 2016). Additionally, even after utterance rejection, each speaker had an average of 8.5 
utterances per condition, which is larger than the recommended number of six utterances 
for stable RFF measures (Eadie & Stepp, 2013). Thus, it is unlikely that the loss of data 
meaningfully affected the results of the study.  




to speak with increased vocal effort, instead of individuals with voice disorders 
characterized by excessive laryngeal tension. It is possible that the relationship between 
the end of vocal fold contact and the decrease in RFF offset is different in these two groups, 
and moreover, that the results of this study are not applicable to all speakers. Future studies 
should investigate this by designing a similar study that investigates Vocal Fold Contact 
RFF in individuals with voice disorders characterized by excessive laryngeal tension. 
Finally, the vocal fold model of Serry et al. (2021) specifically investigated changes 
to RFF during voicing offset. A similar model has not be developed to investigate voicing 
onset, so the current study focused only on voicing onset. As future modeling work 
explores changes in RFF during voicing onset, these models should subsequently be 
validated by a similar study.  
 
Conclusion 
When aligning utterances based on the end of vocal fold contact during abduction, 
there is a decrease in within-speaker variability of RFF offset measures. This supports the 
theory that decreases in RFF during voicing offset are due to the reduction in system 
stiffness when the vocal folds cease to contact during vibration. The results of this study 
provide important information about the physiological mechanisms behind RFF and may 
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Purpose: The goal of this study was to use speech resynthesis to investigate the 
effects of changes to individual acoustic features on speech-based gender perception of 
transmasculine voice samples following the onset of hormone replacement therapy with 
exogenous testosterone (HRT). We hypothesized that mean fundamental frequency (ƒo) 
would have the largest effect on gender perception of any single acoustic feature. 
Method: Mean ƒo, ƒo contour, and formant frequencies were calculated for three 
pairs of transmasculine speech samples before and after HRT onset. Sixteen speech 
samples with unique combinations of these acoustic features from each pair of speech 
samples were resynthesized. Twenty young adult listeners evaluated each synthesized 
speech sample for gender perception and synthetic quality. Two analyses of variance were 
used to investigate the effects of acoustic features on gender perception and synthetic 
quality. 
Results: Of the three acoustic features, mean ƒo was the only single feature that had 
a statistically significant effect on gender perception. Differences between the speech 
samples before and after HRT onset that were not captured by changes in ƒo and formant 
frequencies also had a statistically significant effect on gender perception. 
Conclusions: In these transmasculine voice samples, mean ƒo was the most 




gender perception in a larger number of transmasculine speakers should be investigated. 
 
Introduction 
 “Gender diverse” is an encompassing term representing individuals with a gender 
identity that does not align with their sex assigned at birth. This includes transmasculine 
(those whose gender differs from the female sex assigned at birth) and transfeminine (those 
whose gender differs from the male sex assigned at birth) individuals. Many gender-diverse 
individuals experience adverse mental and physical health outcomes and are often a target 
of violence as a result of their gender identity (Bauer & Scheim, 2015; Dhejne, Van 
Vlerken, Heylens, & Arcelus, 2016; James et al., 2016). For these individuals, being 
perceived by others as their true gender is vital for their health and safety.  
Gender perception is largely impacted by an individual’s speech (Hancock et al., 
2011). In a survey of 16 transmasculine individuals, 14 reported that speech changes were 
equally as important as surgical alterations for physical appearance (Van Borsel et al., 
2000). Another survey of 30 transgender men found that voice masculinity was rated as 
the single most important gender-related trait for transitioning (Hodges-Simeon et al., 
2021). In many settings, such as during phone calls, speech is the only basis for gender 
perception. As a result, it is imperative for the speech-based perception of an individual’s 
gender to match their gender identity. However, 96% of gender-diverse individuals have 
reported experiencing voice-gender incongruence (Kennedy & Thibeault, 2020). The result 
is that these individuals often seek voice treatment and/or therapy to better align their 




Speech treatment for transgender individuals often focuses on altering speech traits 
that are traditionally different between cisgender male and female speakers. Sex 
differences in cisgender speakers are well-documented. Cisgender male speakers typically 
have thicker and larger vocal folds, corresponding to a lower average fundamental 
frequency (ƒo) than cisgender female speakers (Azul et al., 2018; Titze, 1989). Cisgender 
male speakers have an average fo. of 85 to 180 Hz, whereas cisgender female speakers have 
an average fo of 165 to 255 Hz (Titze, 1989). The fo range of cisgender male speakers is 
often thought to be smaller when compared to cisgender female speakers, but when ranges 
are reported in semitones (ST), there appears to be little difference (Fitzsimons, Sheahan, 
& Staunton, 2001). However, cisgender male speakers use fewer upward shifts in 
intonation during connected speech, resulting in a decrease in ƒo variability (Hancock et 
al., 2014; Skuk & Schweinberger, 2014). 
In addition to differences in the anatomy of the vocal folds, cisgender male speakers 
also have a longer vocal tract, because the male larynx lowers during puberty (Fant, 1966). 
Cisgender males have an average vocal tract length of 17 – 18 cm, whereas cisgender 
females have an average vocal tract length of 14 – 14.5 cm (Simpson, 2009). A longer 
vocal tract corresponds to lower formant frequencies observed in male speakers 
(Hillenbrand et al., 1995; Skuk & Schweinberger, 2014; Titze, 1989). Thus, a combination 
of differences in ƒo and formants are thought to contribute to speech-based gender 
perception in cisgender speakers.  
Previous studies have used synthetically altered speech samples to observe how 




values of the opposite sex affected gender perception. Both Whiteside (1998) and Gelfer 
and Mikos (2005) showed that in synthesized vowel tokens with conflicting ƒo and formant 
frequency values, gender perception often aligned with ƒo. However, Gelfer and Bennett 
(2013) later observed that cisgender female speakers producing vowels within carrier 
sentences were still perceived as female even when their ƒo was artificially shifted to a 
typical male range. The authors reasoned that gender perception becomes less of a function 
of ƒo as the length and complexity of the utterance increases. Other studies that have used 
source-filter synthesizers to investigate the individual effects of changes in ƒo and formant 
frequencies on sustained vowels and sentence length utterances in cisgender speakers 
concluded that ƒo and formant frequencies are equally important for gender perception 
(Assmann et al., 2006; Smith et al., 2007). Though differences in the relative contribution 
of ƒo and formant frequencies may be unclear, it is well-established that combining 
synthetic changes to both ƒo and formant frequency values in cisgender speakers results in 
a greater change in speech-based gender perception than either measure alone (Hillenbrand 
& Clark, 2009; Skuk & Schweinberger, 2014). Based on these changes in cisgender 
speakers, it is possible that individuals seeking to change speech-based gender perception 
may benefit from gender-affirming treatment that affects both ƒo and formant frequency 
values. 
For transmasculine speakers, a common gender-affirming treatment is hormone 
replacement therapy with exogenous testosterone (HRT). The primary effect of HRT on 
speech is thought to be a decrease in ƒo (Azul, 2015). Although decreases in ƒo after the 




2016), not all individuals experience lowered ƒo even after a year of HRT (Ziegler et al., 
2018), and those who do show changes experience variable extents and rates (Hancock et 
al., 2017). Other changes to speech as a result of HRT are not as well documented. Three 
studies have investigated formant frequencies in transmasculine individuals. A longitudinal 
case study of one transmasculine individual over the course of a year of HRT observed 
decreases in fourth formant frequencies (Cler et al., 2020). Similarly, an unpublished thesis 
observed longitudinal decreases in the first three formants of six transmasculine individuals 
following HRT onset (Papp, 2012). Additionally, a larger study of 30 transgender men 
observed that after onset of HRT, transmasculine speakers had significantly lower formants 
than cisgender females, though they were not indistinguishable from formants of cisgender 
males (Hodges-Simeon et al., 2021). 
Despite these potential speech changes, an estimated 31% of transmasculine 
speakers are not satisfied with their voice masculinity even after a year or more of HRT 
(Van Borsel et al., 2000). Furthermore, not all transmasculine individuals are able to 
undergo HRT due to healthcare barriers for gender diverse individuals (Bauer & Scheim, 
2015; James et al., 2016). Thus, there is a need for alternative and additional voice 
masculinization techniques to achieve speech-gender congruence. 
Due to their effects on gender perception in cisgender speakers, ƒo and formant 
frequency values are often the targets of the limited amount of speech therapy techniques 
that have been researched for transmasculine speakers. For example, laryngeal massage is 
a common voice therapy technique used to relax the laryngeal muscles in individuals with 




the larynx, thereby increasing the vocal tract and lowering the formant frequencies of the 
speaker (Roy & Ferguson, 2001). Laryngeal reposturing via manual therapy has also been 
shown to lower mean ƒo in cisgender speakers with mutational falsetto (Dagli et al., 2008; 
Roy, Peterson, Pierce, Smith, & Houtz, 2017). Two studies have investigated the use of 
laryngeal massage and reposturing in a single transmasculine individual and reported 
increases in vocal tract length and decreases in mean ƒo following therapy (Buckley et al., 
2020; Myers & Bell, 2020). As a result, laryngeal massage and reposturing have potential 
to be used to target changes in ƒo and formant frequencies in transmasculine speakers.  
However, it is unclear whether changes to ƒo and formant frequency values affect 
speech-based gender perception in transmasculine speakers to the same extent that they do 
in cisgender speakers.  It has been shown that ƒo is less correlated with speech-based gender 
perception in transfeminine speakers than in cisgender women, suggesting that 
mechanisms of gender perception may not be identical between transgender and cisgender 
individuals (McNeill et al., 2008). Several studies have shown that transfeminine speakers 
are more likely to be perceived as female when ƒo increases (Gelfer & Schofield, 2000; 
McNeill et al., 2008; Spencer, 1988; Wolfe et al., 1990), and that vowel formant 
frequencies were higher for transfeminine speakers who were perceived as women (Gelfer 
& Schofield, 2000; Mount & Salmon, 1988). In contrast, little has been done to investigate 
gender perception in transmasculine individuals. Only three studies have measured gender 
perception with a transmasculine individual. Two studies monitored the speech changes of 
the same transmasculine individual over a year of HRT and observed that listeners reliably 




et al., 2020). A third study investigated the effects of laryngeal massage and reposturing of 
the larynx on gender perception in the same transmasculine individual (Buckley et al., 
2020). Though the individual did experience a decrease in ƒo and formant frequencies, both 
as a result of HRT and laryngeal massage/reposturing, it is unclear how changes to these 
acoustic features individually impacted gender perception, nor are the results from a single 
transmasculine individual generalizable. Thus, there is a need to both determine which 
acoustic features change in transmasculine individuals, but also to identify which 
individual acoustic features are most important for subsequent changes to gender 
perception. By monitoring how different acoustic features change in transmasculine 
individuals following voice masculinization and how those changes individually impact 
gender perception, targeted speech modification techniques may be developed to better aid 
transmasculine speakers seeking voice-gender congruence. 
The purpose of this study was to develop a speech resynthesis algorithm that could 
be used to assess speech-based gender perception in transmasculine speech samples 
following changes to individual speech traits. By resynthesizing speech samples using a 
combination of acoustic features from transmasculine speech samples before the onset of 
HRT and after a year of HRT, an auditory-perceptual study was used to answer the 
following research question: How do changes in acoustic features (mean ƒo, ƒo variability, 
and formant frequencies) affect the perception of gender in transmasculine speakers? We 
hypothesized that resynthesized samples with acoustic features from speech samples 
recorded after HRT onset would result in a more masculine gender perception, with mean 






  A resynthesis algorithm was developed to combine the acoustic features of 
transmasculine speech samples recorded before and after HRT onset. The algorithm was 
developed using Legacy STRAIGHT speech synthesis, which separates an acoustic signal 
into its source and spectral content (Kawahara, Masuda-Katsuse, & de Cheveigne, 1999). 
These signals may be changed to reflect differences in acoustic features as a result of HRT, 
and then resynthesized into novel speech samples. These speech samples were then used 
for a perceptual listening experiment. Listeners evaluated gender perception and the 
synthetic quality of each sample from the stimuli set using a visual analog scale (VAS) in 
order to determine: (1) which acoustic features had the greatest effect on speech-based 
gender perception and (2) whether the resynthesis process significantly influenced the 
synthetic quality of the samples. 
 
Speech Samples 
 Speech samples were collected from three transmasculine speakers. Speech 
samples from two speakers were collected from a larger set of publicly-available YouTube 
videos in which transmasculine individuals record changes to their speech over the course 
of HRT. These two speakers were selected because they were native speakers of American 
English and had less background noise in their recordings than other speakers. A third 
speaker recorded speech samples as part of a separate longitudinal case-study (Cler et al., 




This individual was also a native speaker of American English and his recordings were 
collected in a soundproof booth. For the current study, each of the three speakers recorded 
one speech sample prior to the start of HRT (i.e., pre-HRT sample) and another speech 
sample after approximately one year of HRT (i.e., post-HRT sample). Each sample was a 
single sentence, approximately 5 seconds in length, extracted from a longer recording. The 
speech stimulus was consistent within each set of pre-HRT and post-HRT samples (e.g., 
“Hi my name is XX and this is my voice.”), but varied across speaker. 
 These pre-HRT and post-HRT samples were used to create the resynthesized 
speech samples used for the perceptual listening experiment. For each sample, mean ƒo, ƒo 
contour, and formant values were calculated, resulting in three quantitative acoustic 
features that have been suggested to have an impact on gender perception. Differences 
between the pre-HRT and post-HRT values for each acoustic feature per speaker are shown 
in the Results. For each pair of pre-HRT and post-HRT samples, these three features could 
be changed individually or together to reflect the values of the opposite sample. This 
resulted in a set of sixteen new resynthesized samples composed of a combination of pre-
HRT and post-HRT features (see Figure 5.1). Each new resynthesized sample could then 
be defined by whether its base, mean ƒo, ƒo contour, and formants were from the pre-HRT 
or post-HRT sample, with the base representing any other differences between the two 
samples that were not reflected in changes to ƒo and formant frequencies. The final result 
was a stimuli set of 48 resynthesized speech samples from three transmasculine speakers. 
More information about the calculation of these three acoustic features and the algorithm 





Perceptual Listening Study 
Following development and implementation of the resynthesis algorithm, all 48 
speech samples were used as stimuli for an auditory perceptual study. Twenty young adults 
(10 male, 10 female, M = 24.2 years, SD = 4.2 years) were recruited for this study. Fifteen 
participants were cisgender and five participants were transmasculine. Gender identity was 
not controlled or balanced during recruitment, because the average gender perception of 
transmasculine speakers has been shown to be unaffected by the gender minority status of 
the listener (Brown et al., 2020). All participants were individuals with no reports of 
speech, hearing, or language disorders. All provided informed consent in compliance with 
the Boston University Institutional Review Board.  
 The auditory-perceptual study was completed in a single sitting lasting 
approximately one hour. Each participant completed the study remotely via Gorilla 
(Cauldron Services) online services while communicating with an experimenter via a web 
Figure 5.1. Schematic showing the resynthesis of sixteen unique speech samples via 
various combinations of the three acoustic features calculated from the pre-HRT 
and post-HRT samples: mean fundamental frequency (Mean ƒo), fundamental 
frequency contour (ƒo Contour), and the first four formants averaged per vowel 
(Formants). Base corresponds to remaining acoustic information from the pre-HRT 




call, such that instructions could be provided to the participant in real time. Participants 
first completed a brief task to verify that their audio setup satisfied the requirements for 
completing the study (i.e., audio was able to be automatically played and heard from the 
headphones of the participant). A Huggins Pitch test (Cramer & Huggins, 1958) developed 
and made publicly available by Milne et al. (2020) was used to determine that headphones 
were worn properly and that the study was completed in a quiet setting. Upon completion 
of these tasks, participants were given an overview of the study.   
Participants completed two auditory-perceptual tasks. First, participants listened to 
each speech sample and were instructed to evaluate gender perception using a VAS. 
Gender perception was defined to the participant as “what you think a speaker’s gender is 
based on the characteristics of the speaker’s voice.”  The VAS was scaled 0 to 100, with 
anchors at 0 (definitely a woman), 25 (probably a woman), 50 (completely uncertain), 75 
(probably a man), and 100 (definitely a man). The VAS had a slider that began at 50 and 
could be moved to anywhere along the scale in increments of one. Participants were not 
permitted to continue to the next sample without moving the slider. Speech samples were 
played automatically and could be manually replayed by the participant as many times as 
needed. After submitting a rating, participants were not permitted to return to previous 
samples. All 48 samples were presented to the participant in a randomized order. Each 
sample was presented twice and averaged for a final gender perception rating. 
 Following the completion of the gender perception task, participants were then 
instructed to evaluate the synthetic quality of each speech sample using a similar VAS. 




quality of the speech samples. Synthetic quality was defined to the participant as a measure 
of “how much the sample sounds like it has been artificially synthesized, as opposed to 
produced naturally.” For this task, the VAS was scaled 0 to 100, with anchors at 0 (Natural) 
and 100 (Synthetic). Prior to rating samples, participants were also presented with three 
examples of speech samples that were produced naturally by three different speakers. 
These three examples were speech samples with various levels of background noise and 
voice quality that were selected from the larger set of YouTube videos. Participants were 
told that each of these examples would, by definition, be considered to have zero synthetic 
quality. This was to mitigate the impact of natural differences between voice quality of 
speakers and recording environments on synthetic quality ratings. Two of the three speech 
samples were from speakers used in the current study, but were not part of the stimulus set. 
Following these examples, all 48 speech samples were presented to the participant in a 
randomized order. As with gender perception, each sample was presented a second time 
such that final synthetic quality ratings were an average of the two ratings. 
 
Descriptive and Statistical Analysis 
 Descriptive analysis was used to investigate average differences between the 
acoustic features and speech-based gender perception of pre-HRT and post-HRT speech 
samples for each speaker. Mean ƒo was calculated via the ƒo contour extracted using Legacy 
STRAIGHT and was reported in Hz. The variability of the ƒo contour was quantified by 
using the standard deviation of the ƒo contour in ST. Overall changes in formant 




formant was selected because higher-order formants are considered to be more directly 
correlated with vocal tract length (Wakita, 1977) and should therefore be more closely 
connected to gender perception. In contrast, lower-order formant frequencies are more 
dependent on articulatory changes and are not always lower in male speakers (Hillenbrand 
et al., 1995). Average speech-based gender perception for pre-HRT and post-HRT speech 
samples were calculated by averaging the VAS gender perception of all listeners for 
Sample 1 and Sample 16, respectively (see Figure 5.1). 
 Intra-rater and inter-rater reliability for speech-based gender perception and 
synthetic quality were calculated for all listeners using two-way intraclass correlation 
(ICC) analysis. Intra-rater reliability was calculated by comparing each listener’s first set 
of ratings to their second set of ratings. Inter-rater reliability was calculated by comparing 
the average ratings across listeners. The average intra-rater reliability was ICC(2,1) = 0.70 
and 0.69 for speech-based gender perception and synthetic quality, respectively. The 
average inter-rater reliability was ICC(2,1) = 0.65 and 0.61 for speech-based gender 
perception and synthetic quality, respectively. These results indicate moderate intra-rater 
and inter-rater reliability for both gender perception and synthetic quality. (Koo & Li, 
2016)   
 Two repeated-measures analyses of variance (ANOVAs) were used to investigate 
gender perception and synthetic quality. For each of the 48 speech samples in the stimulus 
set, the mean ƒo, ƒo contour, and formants were categorized as either “Pre” or “Post” based 
on whether the corresponding acoustic measure originated from the pre-HRT or post-HRT 




“Post.” These categorical variables were main effects in the two ANOVAs. Four-way 
interaction effects between all four categorical variables were also included. Finally, 
speaker and listener identity were set as random factors. Partial eta-squared (ηp2) values 
were calculated and qualitatively interpreted to determine very small (ηp2 < .01), small (ηp2 
≥ .01), medium  (ηp2 ≥ .09), or large  (ηp2 ≥ .25) effect sizes for statistically significant 
factors (Witte & Witte, 2010). Statistical analysis was completed using Minitab 18 
software with a significance level set a priori as p < 0.05. 
 
Results 
Overall Differences between Pre-HRT and Post-HRT Speech Samples 
 Figure 5.2 shows differences in the three acoustic features (mean ƒo, ƒo contour, 
and formant frequencies) and average speech-based gender perception between pre-HRT 
and post-HRT speech samples for all three participants. Mean ƒo decreased from an average 
of 184.4 Hz before HRT onset, to 136.4 Hz after HRT onset. Variability of the ƒo contour, 
summarized by the standard deviation of the ƒo contour, decreased from an average of 1.97 
ST to 1.88 ST. The average of the fourth formant decreased from an average of 3841.0 Hz 
to 3696.2 Hz. Speech-based gender perception increased from an average 40.1 (near 
“Completely Uncertain”) to 66.5 (near “Probably A Man”) via VAS ratings, though ratings 
of pre-HRT and post-HRT speech samples from Speaker 1 were notably lower than pre-





Speech-Based Gender Perception 
 The results of the ANOVA for speech-based gender perception are shown in Table 
5.1. Speaker and mean ƒo both had statistically significant effects on gender perception, 
with large effect sizes. Listener had a medium significant effect and the base of the speech 
sample had a small significant effect. Neither ƒo contour nor formant frequencies had a 
statistically significant effect on gender perception. The only significant interaction effect 
was the two-way interaction between ƒo contour and base, which had a very small effect 
size. The two-way interactions between all four fixed factors are shown in Figure 5.3. 
 
Synthetic Quality 
 The results of the ANOVA for synthetic quality are shown in Table 5.2. Listener, 
speaker, mean ƒo, ƒo contour, and formants all had statistically significant effects on 
synthetic quality. Speaker had a large effect size, listener had a medium effect size, mean 
ƒo and formants had small effect sizes, and ƒo contour had a very small effect size. Base 
did not have a statistically significant effect on synthetic quality. The only statistically 
significant interaction effect was the two-way interaction between formants and base, 
which had a medium effect size. The two-way interactions between all four fixed factors 






Figure 5.2. Differences in measures of mean fundamental frequency, fundamental 
frequency standard deviation, fourth formant frequency, and speech-based gender 
perception between speech samples before onset of hormone replacement therapy 
with exogenous testosterone (Pre-HRT) and one year after onset (Post-HRT) for 
each speaker are shown. Mean fundamental frequency and fourth formant 
frequency are plotted in hertz (Hz). Fundamental frequency standard deviation is 
plotted in semitones (ST). Speech-based gender perception is measured using a 
visual analog scale from 0 to 100. Dotted lines and labels indicate anchors placed on 




Table 5.1. Analysis of variance results for speech-based gender perception are shown. 
Listener and speaker were set as random factors. Mean fundamental frequency 
(Mean ƒo), fundamental frequency contour (ƒo Contour), formant frequencies 
(Formants), base, and their four-way interactions were set as fixed factors. df = 
degrees of freedom. ηp2 = partial eta squared value for evaluation of effect size. Dashes 
indicate non-significant findings.  
Factor df F-value p-value ηp2 Effect Size 
Listener 19 7.23 < 0.01 0.13 Medium 
Speaker 2 660.57 < 0.01 0.59 Large 
Mean ƒo 1 453.73 < 0.01 0.33 Large 
ƒo Contour 1 0.81 0.37 -- -- 
Formants 1 1.77 0.18 -- -- 
Base 1 80.74 < 0.01 0.08 Small 
Mean ƒo ⨯ ƒo Contour 1 0.28 0.60 -- -- 
Mean ƒo ⨯ Formants 1 0.94 0.33 -- -- 
Mean ƒo ⨯ Base 1 0.41 0.52 -- -- 
ƒo Contour ⨯ Formants 1 0.30 0.59 -- -- 
ƒo Contour ⨯ Base 1 4.39 0.04 < 0.01 Very Small 
Formants ⨯ Base 1 0.78 0.38 -- -- 
Mean ƒo ⨯ ƒo Contour ⨯ Formants 1 0.11 0.74 -- -- 
Mean ƒo ⨯ ƒo Contour ⨯ Base 1 0.55 0.46 -- -- 
Mean ƒo ⨯ Formants ⨯ Base 1 0.05 0.82 -- -- 
ƒo Contour ⨯ Formants ⨯ Base 1 0.48 0.49 -- -- 
Mean ƒo ⨯ ƒo Contour 









Figure 5.3. Interaction plots between the effects of mean fundamental frequency 
(Mean ƒo), fundamental frequency contour (ƒo Contour), formant values 
(Formants), and base on speech-based gender perception are plotted. Each plot 
corresponds to the interaction between the effects of the factors labeled by the 
corresponding row and column along the diagonal (e.g., the plot in the first row and 
second column is the interaction between Mean ƒo and ƒo Contour). The horizontal 
axis label represents whether the column factor originates from the speech sample 
before onset of hormone replacement therapy with exogenous testosterone (Pre) or 
one year after onset (Post). Likewise, line color and marker shape represent the 





Table 5.2. Analysis of variance results for synthetic quality are shown. Listener and 
speaker were set as random factors. Mean fundamental frequency (Mean ƒo), 
fundamental frequency contour (ƒo Contour), formant frequencies (Formants), base, 
and their four-way interactions were set as fixed factors. df = degrees of freedom. ηp2 
= partial eta squared value for evaluation of effect size. Dashes indicate non-
significant findings.  
Factor df F-value p-value ηp2 Effect Size 
Listener 19 12.14 < 0.01 0.20 Medium 
Speaker 2 633.20 < 0.01 0.58 Large 
Mean ƒo 1 17.69 < 0.01 0.02 Small 
ƒo Contour 1 3.89 0.05 < 0.01 Very Small 
Formants 1 16.79 < 0.01 0.02 Small 
Base 1 0.63 0.43 -- -- 
Mean ƒo ⨯ ƒo Contour 1 0.03 0.86 -- -- 
Mean ƒo ⨯ Formants 1 1.45 0.23 -- -- 
Mean ƒo ⨯ Base 1 2.38 0.12 -- -- 
ƒo Contour ⨯ Formants 1 0.60 0.44 -- -- 
ƒo Contour ⨯ Base 1 0.01 0.94 -- -- 
Formants ⨯ Base 1 93.80 < 0.01 0.09 Medium 
Mean ƒo ⨯ ƒo Contour ⨯ 
Formants 1 0.38 0.54 -- -- 
Mean ƒo ⨯ ƒo Contour ⨯ Base 1 0.01 0.93 -- -- 
Mean ƒo ⨯ Formants ⨯ Base 1 0.55 0.46 -- -- 
ƒo Contour ⨯ Formants ⨯ Base 1 0.12 0.73 -- -- 
Mean ƒo ⨯ ƒo Contour 







Differences in Gender Perception Following Onset of HRT  
 Overall, changes in speech-based gender perception for the three transmasculine 
speakers were clear but moderate in size. These three speakers were chosen, because they 
were perceived to have noticeable differences in gender perception based on informal pilot 
testing. Based on the listener ratings, pre-HRT and post-HRT samples differed by an 
average of 26.4 on the gender perception VAS. Although this difference corresponded to 
Figure 5.4. Interaction plots between the effects of mean fundamental frequency 
(Mean ƒo), fundamental frequency contour (ƒo Contour), formant values (Formants), 
and base on synthetic quality are plotted. Each plot corresponds to the interaction 
between the effects of the factors labeled by the corresponding row and column along 
the diagonal (e.g., the plot in the first row and second column is the interaction 
between Mean ƒo and ƒo Contour). The horizontal axis label represents whether the 
column factor originates from the speech sample before onset of hormone 
replacement therapy with exogenous testosterone (Pre) or one year after onset (Post). 
Likewise, line color and marker shape represent the origin of the row factor. ** 




an increase from “Completely Uncertain” to “Probably a Man” for Speakers 2 and 3, 
gender perception for Speaker 1 only increased from “Probably a Woman” to “Completely 
Uncertain.” 
 These tepid changes following HRT for Speaker 1 are somewhat unexpected, given 
that this speaker is the same transmasculine individual who participated in a case study 
monitoring gender perception over the course of a year on HRT. In this case study, listeners 
noted a marked change in gender perception, with listeners reliably rating the speaker as 
male after 37 weeks (Cler et al., 2020). The stark differences in gender perception between 
the previous case study and this current study may be due to the fact that listeners were 
presented with a longer stimulus in the case study (approximately 13 seconds vs. 5 seconds 
in the current study), thereby giving them more information to evaluate gender perception. 
Further, listeners in the current study were presented with samples from two other speakers, 
whereas listeners in the case study only listened to samples from the same speaker. Both 
Speaker 2 and 3 were consistently rated as sounding more masculine. This may have caused 
listeners to consistently rate Speaker 1 as less masculine by comparison. Likewise, gender 
perception for Speakers 2 and 3 may have also had a larger range if listeners exclusively 
heard samples from a single speaker. Regardless, the results of this study should be 
interpreted in the context of only moderate overall changes in gender perception.  
 
Mean ƒo Had a Large Effect on Gender Perception  
 Of the three individual acoustic factors investigated, only mean ƒo had a statistically 




Mean ƒo had a large effect size, suggesting that in these three transmasculine individuals, 
mean ƒo was a driver of their changes in speech-based gender perception. The importance 
of mean ƒo on gender perception in these transmasculine individuals aligns with previous 
studies that have found similar results in cisgender individuals (Gelfer & Mikos, 2005; 
Whiteside, 1998) and transfeminine speakers (Gelfer & Schofield, 2000; McNeill et al., 
2008; Spencer, 1988; Wolfe et al., 1990). This result supported our hypothesis that mean 
ƒo would have the largest effect on gender perception of any single measure and suggests 
that the changes as a result of HRT in these samples were primarily driven by decreases in 
mean ƒo.  
 Mean ƒo also had a small, but statistically significant effect on the synthetic quality 
of the speech sample. Specifically, when the mean ƒo of the speech sample was from the 
post-HRT sample, listeners consistently rated the speech sample as more synthetic. Since 
there was no interaction effect between mean ƒo and base, this was true regardless of 
whether the mean ƒo was synthetically altered or not, indicating that the resynthesis process 
itself was not the reason for this change in synthetic quality. Given that mean ƒo 
demonstrated a larger change following HRT onset than ƒo contour or formant frequencies, 
it is possible that post-HRT speech samples presented listeners with conflicting gender 
cues. In the post-HRT condition, the mean ƒo of all three participants was outside the 
typical range of mean ƒo values for cisgender female speakers. In contrast, fourth formant 
frequency values decreased by an average of 144.8 Hz. This is a notably smaller difference 
than the average difference of 623.5 Hz observed by Hillenbrand et al. (1995) across 




inherent increase in synthetic quality in post-HRT speech samples. Specifically, listeners 
may perceive speech with contradictory gender cues as inherently more synthetic than 
speech that may be more readily characterized as speech from a man or a woman. In order 
to further explore this potential interpretation, future studies should investigate how ratings 
of synthetic quality change following HRT onset for a larger set of speech samples that 
have not been altered by a resynthesis algorithm.  
 
Changing ƒo Contour Did Not Contribute to Voice Masculinization  
 Unlike mean ƒo, ƒo contour did not have a statistically significant effect on gender 
perception. Previous studies have shown that transfeminine speakers who were perceived 
as female used a higher number of pitch fluctuations and a larger proportion of upward 
intonational contours (Hancock et al., 2014; Wolfe et al., 1990). Thus, gender differences 
in ƒo variability are likely the result of volitional changes made by the speaker. In the 
current study, there appeared to be little-to-no differences in ƒo variability between the pre-
HRT and post-HRT speech samples of these three transmasculine speakers, at least when 
estimated by the standard deviation of ƒo. Across all three speakers, the standard deviation 
of ƒo decreased on average by a factor of 1.05 from pre-HRT to post-HRT samples, 
suggesting that these speakers did not use changes in ƒo variability to increase voice 
masculinization. If speakers had actively decreased ƒo variability, it is possible that there 
would have been larger differences in gender perception than those predominantly driven 
by a decrease in mean ƒo. Future research should investigate whether volitional control of 




 Although ƒo contour did not have an overall effect on gender perception, there was 
an interaction effect between ƒo contour and base. As shown in Figure 3 (row 4, column 
2), the base of the speech sample affected whether changes in ƒo contour resulted in 
increases or decreases in speech-based gender perception following HRT onset. Initially, 
this interaction effect appears to present contradicting effects of ƒo contour on gender 
perception, but the effect size of this interaction effect is very small (ηp2 < 0.01) and thus 
is unlikely to be clinically meaningful. 
 
Changes in Formant Frequencies Did Not Affect Gender Perception  
 Formant frequency values also did not have a statistically significant effect on 
gender perception. Given that previous studies have shown that ƒo and formant frequencies 
are both important for gender perception, especially in connected speech (Hillenbrand & 
Clark, 2009), these results are surprising. In the current study, which used connected 
speech, mean ƒo had a statistically significant effect on gender perception, but formant 
frequencies did not. However, there are differences in the design of this study when 
compared to previous studies that must be considered when interpreting these results.  
 Previous studies that have investigated the effects of ƒo and formant frequencies on 
gender perception have used resynthesis algorithms to artificially shift ƒo and formant 
frequency values to the typical range of cisgender speakers of the opposite sex (e.g.; 
Assmann et al., 2006; Smith et al., 2007). As a result, these previous studies were shifting 
acoustic features by the theoretical difference between a typical cisgender male and female 




based on differences between pre-HRT and post-HRT speech samples from the same 
individual. Our goal was to capture actual changes observed in this set of transmasculine 
speakers, which may differ from the theoretical differences between cisgender male and 
female speakers. For example, the fourth formant frequencies of vowels produced by 
cisgender male and female speakers may differ by over 600 Hz in certain vowels 
(Hillenbrand et al., 1995). Research on how formant frequencies change in transmasculine 
voices is limited, but in a longitudinal case study of a single transmasculine individual, 
Cler et al. (2020) observed a decrease of 140 Hz in fourth formant frequencies a year after 
HRT onset. In a study by Hodges-Simeon et al. (2021), transmasculine speakers were 
observed to have formant frequencies that fell between those of cisgender male and female 
speakers. Thus, transmasculine individuals are unlikely to experience changes as large as 
the differences observed between cisgender male and female speakers. By using changes 
that had actually occurred within a transmasculine individual instead of artificially altering 
speech to match a cisgender standard, we were able to investigate how gender perception 
changed as a result of realistic changes that may occur during voice masculinization via 
HRT.  
 Using actual changes between the pre-HRT and post-HRT samples may have 
resulted in differences that were not large enough to meaningfully affect gender perception. 
Indeed, across all three speakers, the fourth formant value decreased, on average, by a 
factor of 1.04 (factors for first, second, and third formants were 1.01, 1.04, and 1.04, 
respectively). This decrease is notably smaller than the average decrease in ƒo, 




perception in these speakers, but formant frequencies did not. In the current study, the 
moderate increase in voice masculinization was not significantly affected by small changes 
in formant frequencies, but it is possible that larger changes in formant frequencies may 
have resulted in greater changes in gender perception.  
 This relatively small change in formant frequencies is difficult to contextualize, 
because very few studies have investigated how formant frequencies change in 
transmasculine individuals. Although longitudinal changes were not calculated, Hodges-
Simeon et al. (2021) observed that the formant frequencies of transmasculine speakers were 
lower than cisgender female speakers by an average factor of 1.05, similar to the factor 
observed in the current study. In a longitudinal study, Papp (2012) observed significant 
changes in formant frequencies of six transmasculine individuals following a year of HRT, 
though a factor could not be calculated, because average frequency values were not 
reported. However, Papp (2012) continued to monitor formant frequencies of two of the 
transmasculine individuals for 2 – 3 years and observed that changes in formant frequencies 
continued to change even after the one year mark. This indicates that larger changes in 
formant frequencies may occur after a longer amount of time on HRT. Likewise, a case 
study with a single transmasculine individual measured a decrease in the fourth formant 
frequency by a factor of 1.14 following a session of laryngeal massage and reposturing 
(Buckley et al., 2020), suggesting that speech modification may be used to further lower 
formant frequencies as well. These larger changes in formant frequencies may drive 
additional changes in speech-based gender perception than those observed from the 




 The results of the ANOVA for synthetic quality should also be considered when 
evaluating the contributions of formant frequencies on gender perception in this study. As 
shown in Figure 4 (column 4, row 3), the two-way interaction between formant frequencies 
and base had a statistically significant effect on synthetic quality with a medium effect size 
(ηp2 = 0.09). Specifically, the base of the speech sample affected whether listener 
perceptions of synthetic quality increased or decreased when formant frequencies were 
changed. This indicates that when the resynthesis algorithm was used to shift formants, 
listeners perceived the speech samples as more synthetic. This weakens the validity of 
listeners’ ratings of gender perception in samples with resynthesized formants. Combined 
with the fact that there were only small changes in formants between the pre-HRT and 
post-HRT samples, conclusions about formant frequencies from the results of this study 
should be interpreted with caution. It is clear that more work is needed to understand the 
impact of formant frequencies on gender perception in transmasculine speakers. 
 
Additional Acoustic Features Contribute to Changes in Gender Perception  
 Speech-based gender perception was statistically significantly affected by the base 
of the speech sample with a small effect size (ηp2 = 0.08). In other words, gender perception 
was affected by whether the synthesized speech sample originated from the pre-HRT 
sample or the post-HRT sample, independent of whether the three selected acoustic 
features were changed. In the resynthesis process, the base of the speech sample may be 
considered as a representation of all other differences between the pre-HRT and post-HRT 




acoustic differences between the pre-HRT and post-HRT samples may have an effect on 
gender perception, though the combined effect size of these acoustic differences is notably 
smaller than the large effect size of mean ƒo (ηp2 = 0.08 vs. ηp2 = 0.33). This result is similar 
to a previous study that also used Legacy STRAIGHT to investigate the effects of changes 
to acoustic features on gender perception. Assmann et al. (2006) observed that utterances 
originally spoken by cisgender females were more likely to be heard as feminine even after 
changing ƒo and formant frequencies to match typical values of cisgender males, and vice-
versa for utterances spoken by cisgender males. The authors suggested that there were 
residual indicators of speech-based gender not captured by ƒo and formant frequencies.  
 Previous studies have suggested that voice quality may differ between male and 
female speakers, with female speakers using breathier and creakier voices (Becker, Khan, 
& Zimman, 2014; Klatt & Klatt, 1990). Additional studies have also suggested that female 
speakers produce the sibilant /s/ at a higher frequency than male speakers (Flipsen, 
Shriberg, Weismer, Karlsson, & McSweeny, 1999; Zimman, 2018). Potential differences 
in these acoustic features are likely represented by the base of the speech sample, though 
they were not evaluated in the current study. Future studies should explore to what extent 
individual changes to these acoustic features impact transmasculine gender perception.  
 
Limitation to Study Design 
 In this study, sets of pre-HRT and post-HRT samples were used to investigate the 
effects of changes to acoustic features on gender perception such that actual changes in 




cisgender ranges. However, these natural occurring changes resulted in relatively minimal 
changes in gender perception, ƒo variability, and formant frequency values. Therefore, 
although the results of this study indicate that the changes in gender perception in these 
samples are largely driven by ƒo, it is important to note that this result may not hold true 
for larger changes in gender perception. 
 As is common in transgender research, this study was limited by the number of 
speakers. In the current study, samples from one transgender speaker were collected from 
a previous longitudinal study (Cler et al., 2020). The remaining two transgender speakers 
were collected through publicly-available YouTube videos. Though there were additional 
recordings available, they were excluded due to the presence of excessive background 
noise, a lack of a repeated utterance across pre-HRT and post-HRT samples, or the 
language of the speaker.  
 It is clear that there is a need for a study that can record a large number of 
transmasculine speakers before and after the onset of HRT in a clean recording 
environment. This larger study should use a similar resynthesis approach to the one used 
in the current study in order to investigate transmasculine gender perception. Recruiting a 
larger number of participants will likely result in transmasculine speakers that demonstrate 
variable magnitudes of change across a range of acoustic features. This larger study will 
then be able to investigate how gender perception differs between these individuals in order 
to further understand the effects of individual acoustic features on speech-based gender 






 The results of this study demonstrate the use of a resynthesis algorithm using 
Legacy STRAIGHT to evaluate the effects of individual acoustic features on speech-based 
gender perception in transmasculine speakers. Mean ƒo had a statistically significant effect 
on gender perception with a large effect size. This indicates that, based on the results of 
these three transmasculine speakers, mean ƒo is the primary driving force in voice 
masculinization as a result of HRT. Given that the transmasculine speakers in this study 
only experienced a moderate change in speech-based gender perception and that there was 
little-to-no change in ƒo contour and formant frequencies, larger changes in speech-based 
gender perception may be achieved by making changes to these other acoustic features. 
However, in order to better understand the effects of these acoustic features, there is a need 
for larger studies on the speech-based gender perception of transmasculine speakers. 
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CHAPTER 6. Discussion 
 The purpose of this work was to advance the development of quantitative measures 
of laryngeal physiology and function. In Chapter 1, current measures of clinical voice 
assessment were summarized. Many of these measures suffer from a lack of objectivity 
and specificity that makes current clinical voice assessment insufficient for certain 
populations. Two populations impacted by insufficient voice assessment were discussed: 
individuals with vocal hyperfunction and transgender speakers. Chapters 2 – 5 detailed 
studies that explored objective acoustic measures that may be used to improve voice 
assessment for these populations. 
 
Vocal Hyperfunction and Laryngeal Tension 
Vocal hyperfunction is a voice disorder characterized by excessive laryngeal 
tension, as well as increases in vocal effort and vocal strain (Hillman et al., 2020; Hunter 
et al., 2020; McKenna & Stepp, 2018). Although individuals with vocal hyperfunction 
represent up to 40% of all voice clinic patients (Roy, 2003), there remains no objective 
clinical measure of laryngeal tension. Clinicians may use measures of vocal effort and 
vocal strain as estimates of laryngeal tension , but these measures are subjective, and in the 
case of vocal strain, unreliable (Webb et al., 2004). Chapters 2 – 4 explored two potential 
acoustic estimates of laryngeal tension: voice onset time (VOT) and relative fundamental 
frequency (RFF). The results presented in these chapters may be used to evaluate the 





Evaluating the Clinical Relevance of VOT Measures 
Chapter 2 explored the use of VOT means and variance as acoustic correlates of 
excessive laryngeal tension in individuals with typical voices who were instructed to speak 
with increased vocal effort and vocal strain. It was hypothesized that increases in vocal 
effort and vocal strain would result in decreases in VOT means, thereby providing an 
objective acoustic measure of vocal effort and vocal strain. Given that vocal effort and 
vocal strain are suggested to be estimates of laryngeal tension, changes in VOT means 
could then be used to monitor changes in laryngeal tension, such as those that may occur 
throughout a course of voice therapy. However, results from the study in Chapter 2 
ultimately indicated that there was no significant difference in VOT means when 
individuals spoke with increased vocal effort and vocal strain. Thus, VOT means are 
unlikely to be able to be used clinically for the assessment of changes in laryngeal tension.  
Despite a lack of change in VOT means when individuals spoke with increased 
vocal effort and vocal strain, the results of the study in Chapter 2 provided important 
context for the results of a previous VOT study. Specifically, McKenna et al. (2020) 
investigated differences in VOT means and variance in a group of typical speakers and a 
group of individuals with vocal hyperfunction and found that VOT variance was increased 
for individuals with vocal hyperfunction. The authors suggested that this increase in 
variance may be a result of inherent deficits in the speech motor control system of 
individuals with vocal hyperfunction (Stepp et al., 2017). This implied that increases in 
variance would not occur in individuals who do not have vocal hyperfunction. Indeed, the 




with typical voices who spoke with increased vocal effort and vocal strain did not 
experience increases in VOT variance. As a result, VOT variance demonstrates potential 
as an objective indicator of vocal hyperfunction.  
 
Insights into Laryngeal Function from VOT Measures 
The results of the study presented in Chapter 2 also provided insight into the 
physiological mechanisms behind increases in vocal effort and vocal strain in individuals 
with typical voices. Although VOT means did not decrease when individuals spoke with 
increased vocal effort or vocal strain, VOT means decreased when individuals spoke with 
an increased fo, as seen in previous studies (McCrea & Morris, 2005; Narayan & Bowden, 
2013). Increases in fo are thought to be caused by increased activation the cricothyroid and 
thyroarytenoid muscles which stiffen the vocal folds (Shipp, 1975). An increase in stiffness 
causes the vocal folds to more quickly return from the abducted position during a stop 
consonant to the adducted position during subsequent voicing, thereby decreasing VOT 
mean (McCrea & Morris, 2005). Given that VOT means decreased during increased fo, but 
not during increased vocal effort or vocal strain, speakers with typical voices likely 
engaged a different set of laryngeal muscles when increasing vocal effort and vocal strain 
than when increasing fo. This provides insight into how laryngeal tension in different 
muscles may manifest in different acoustic and perceptual correlates. A better 
understanding of the different mechanisms by which laryngeal tension may manifest will 





Suggestions for Additional Research of VOT Measures 
The combined results of the study in Chapter 2 and the McKenna et al. (2020) study 
suggest that VOT variance may be used as a way to objectively detect the presence of vocal 
hyperfunction. However, more work is needed to validate the clinical diagnostic ability of 
VOT variance. Future work should seek to define normalized values of VOT variance for 
individuals with and without vocal hyperfunction, as well as develop standardized 
protocols for collecting VOT stimuli such as the total number of utterances and the 
utterance types needed for stable estimates. Additionally, VOT variance should be 
evaluated in individuals with vocal hyperfunction following successful voice therapy to 
further validate that VOT variance is inherent to vocal hyperfunction and not impacted by 
the degree of laryngeal tension. Finally, future work should automate calculations of VOT 
variance for efficient clinical assessment. These suggestions will provide the information 
necessary to determine the clinical feasibility of VOT variance as a measure of vocal 
hyperfunction. 
 
Improving the Clinical Relevance of RFF Measures 
Unlike VOT means, RFF has been documented as a potential acoustic correlate of 
laryngeal tension in many previous studies (Heller Murray et al., 2017; Lien, Michener, et 
al., 2015; McKenna & Stepp, 2018; Stepp et al., 2010; Stepp, Merchant, et al., 2011). 
Despite this, the current clinical feasibility of RFF suffers due to the time-consuming nature 
of manual RFF calculations, which remain the gold standard in RFF research. This is 




are instructed to record voice samples several times a day in order to monitor changes in 
laryngeal tension throughout daily voice use, thereby resulting in more natural recordings 
and vocal responses (Mehta et al., 2015; Van Stan et al., 2020). Chapter 3 detailed the 
development of algorithms to automatically calculate RFF from neck-surface 
accelerometer signals, which are used during EMA to discretely record neck-surface 
vibrations as a result of voicing. Mean bias errors (MBEs) indicated that these algorithms 
may be used to reliably calculate RFF from accelerometer signals during EMA, thereby 
advancing the clinical utility of RFF. 
 
Insights into Laryngeal Function from RFF Measures 
Chapter 4 introduced and evaluated a novel method of calculating RFF offset by 
aligning RFF utterances based on the end of vocal fold contact during devoicing. This new 
method was developed, because a recent modeling study suggested that the decrease in 
RFF offset was directly a result of decreases in the collision forces of the vocal folds during 
abduction (Serry et al., 2021). Since the duration of abduction varies across utterances, it 
was hypothesized that within-speaker variability in RFF values across utterances may be 
caused, in part, by differences in the duration between the end of vocal fold contact and the 
end of voicing. The results of this investigation showed that aligning RFF utterances based 
on the end of vocal fold contact significantly decreased variability across utterances when 
compared to traditional methods of measuring RFF. This supported the hypothesis that 
decreases in RFF offset are driven by decreases in the collision forces of the vocal folds, 




behind typical RFF patterns. 
 
Suggestions for Additional Research of RFF Measures 
Future work with accelerometer-based automated RFF algorithms should continue 
to improve the clinical feasibility of RFF. In the current iteration of the algorithms, it was 
assumed that RFF stimuli were isolated vowel-consonant-vowel utterances such that 
patients must intentionally produce a series of such utterances during each session of EMA. 
Algorithms that are able to detect and automatically calculate RFF from running speech 
will improve EMA by allowing clinicians to assess naturally occurring speech samples. 
This would require algorithms to first identify the locations of voicing transitions in the 
accelerometer signal. Implementation of root-mean-squared (RMS) threshold values 
similar to those used in the current algorithms could be used to detect voiced and unvoiced 
segments of speech, with measures such as RMS slope and the duration of the unvoiced 
segment used to distinguish between unvoiced speech and pauses. Then, RFF could be 
calculated from these voicing transitions using versions of the algorithms that are more 
robust to the noise and variability that would be expected from coarticulation during 
running speech.  
Additional RFF research should also investigate the assessment potential of the 
novel method of RFF calculation introduced in Chapter 4. Although the current work 
showed that, with the novel method, RFF decreased when individuals with typical voices 
spoke with increased vocal effort, similar validation should be completed for individuals 




populations will provide more evidence to support the relationship between RFF offset and 
the end of vocal fold contact. 
 
Transmasculine Speakers 
 Despite the importance of voice-gender congruence amongst transmasculine 
individuals, they are disproportionately represented in speech-based gender perception 
research. Many studies have investigated speech-based gender perception in cisgender 
speakers (Assmann et al., 2006; Gelfer & Mikos, 2005; Hillenbrand & Clark, 2009; Skuk 
& Schweinberger, 2014; Smith et al., 2007) and transfeminine speakers (Gelfer & 
Schofield, 2000; Hancock et al., 2014; McNeill et al., 2008; Wolfe et al., 1990). Yet, only 
three studies have explored speech-based gender perception in transmasculine speakers, all 
of which were with only a single participant (Brown et al., 2020; Buckley et al., 2020; Cler 
et al., 2020). Chapter 5 provided preliminary research into using resynthesis algorithms to 
explore the effects of changes to individual acoustic features on speech-based gender 
perception of transmasculine speakers. 
 
Insights on Transmasculine Speech-Based Gender Perception 
In the study detailed in Chapter 5, three participants provided speech samples 
before and after the onset of hormone replacement therapy with exogenous testosterone 
(HRT). These speech samples were then decomposed and resynthesized into novel speech 
samples that could be used to investigate the effects of real changes to acoustic features on 




in voice masculinization with HRT, based on listener ratings of gender perception. It was 
observed that of the three acoustic features calculated (mean fo, fo variability, and formant 
frequencies), only mean fo had a significant effect on gender perception. This suggests that 
mean fo is the main driving force behind moderate increases in voice masculinization 
following HRT. Additional acoustic differences between pre-HRT onset and post-HRT 
onset samples that were not specifically captured by the three selected acoustic features 
also had a significant effect on voice masculinization, indicating that there are indeed other 
acoustic features impacting speech-based gender perception in these transmasculine 
speakers. 
 
Suggestions for Additional Research on Transmasculine Speech-Based Gender Perception 
The results discussed in Chapter 5 are limited by a common problem in 
transmasculine research: a small number of participants. There is a clear need for studies 
to explore speech-based gender perception in a larger group of transmasculine individuals 
following voice masculinization. With a larger number of transmasculine individuals, 
results can be more generalizable and variable magnitudes of changes in speech-based 
gender perception can be explored. Future studies should evaluate how the magnitude of 
speech-based gender perception changes based on the magnitude of changes in various 
acoustic features, which may be separated by using a resynthesis algorithm similar to the 
one presented in Chapter 5. This resynthesis algorithm should also be expanded to identify 
changes in other acoustic features that may have an effect on speech-based gender 




frequency distribution of sibilants (Flipsen et al., 1999; Zimman, 2018). A larger study will 
further improve the understanding of which acoustic features are most salient for gender 
perception in transmasculine individuals and therefore, help clinicians provide better voice 
assessment and voice care.  
 
Further Advances to Quantitative Voice Assessment 
Individuals with vocal hyperfunction and transmasculine individuals both suffer 
from insufficiencies of current clinical voice assessment. In the case of individuals with 
vocal hyperfunction, previous research has led to an established framework that motivates 
the goals of voice therapy (Hillman et al., 2020), though specific and objective measures 
of laryngeal tension are still needed for proper assessment. VOT and RFF are just two of 
the countless number of acoustic measures that may show potential as objective correlates 
of laryngeal tension. The results of Chapters 2 – 4 demonstrated that investigating the 
relationships between acoustic measures and laryngeal tension is not only useful for 
developing potential clinical measures of laryngeal function, but may also provide insight 
into the underlying physiology of the larynx, which will subsequently strengthen the 
framework used to motivate voice therapy. 
Unlike individuals with vocal hyperfunction, speech-based gender perception in 
transmasculine individuals does not have an established framework that drives speech 
modification goals. Current speech modification for transmasculine individuals is 
predicated on the assumption that differences in cisgender voices will reflect changes in 




gender perception is different between transgender and cisgender voices (McNeill et al., 
2008). It is clear that more research is needed to determine to what extent this assumption 
holds true, if at all. 
For both individuals with vocal hyperfunction and transmasculine individuals, the 
continued research of acoustic correlates of laryngeal function is imperative. There is a 
need to further validate previously established acoustic measures such as RFF for estimates 
of laryngeal tension or mean fo for changes in voice masculinization, as well as a need to 
investigate the potential of new acoustic measures, as demonstrated by the observation that 
VOT variability may be used to assess the presence of vocal hyperfunction. It is likely that 
many potential acoustic measures will not prove to be clinically relevant or meaningful. 
However, collectively, these investigations will undoubtedly identify relationships 
between objective acoustic measures and the underlying laryngeal physiology, thereby 
improving voice research and motivating better voice care. 
 
Conclusions 
This dissertation aimed to advance the quantitative assessment of laryngeal 
function for individuals with vocal hyperfunction and transmasculine speakers, both of 
whom suffer from the lack of objectivity and specificity of measures used in current clinical 
voice assessment. Exploration of VOT measures revealed that VOT variability may be 
used to detect the presence of vocal hyperfunction. Changes in VOT means provided 
evidence that increases in pitch, vocal effort, and vocal strain may have different 




automated RFF algorithms improved the clinical feasibility of RFF by allowing for the 
estimation of RFF during EMA. Validation of a novel method of RFF calculation revealed 
that RFF offset decreased as a result of decreases in collision forces during vocal fold 
abduction. The use of a resynthesis algorithm to explore speech-based gender perception 
in transmasculine individuals identified that mean fo had the largest effect on voice 
masculinization following HRT and provided framework for future studies to explore 
gender perception in a larger group of transmasculine individuals. Combined, these four 
studies have improved the development of acoustic measures that may be used for 








Appendix A – Automated Relative Fundamental Frequency Algorithms for Use with 
Neck-Surface Accelerometer Signals 
Appendix A refers to the manuscript written in Chapter 3. The following paragraphs 
provide supplemental detail about specific thresholds and signal processing used to identify 
fricative locations and voicing boundary cycle locations in the ACC-refined algorithms. 
This appendix, the main text, and code available online from previous versions of the 
algorithms3, should provide sufficient detail to replicate this work. 
 
Fricative Identification 
The ACC-refined algorithms first calculate the location of the three fricatives in a 
speech sample consisting of three vowel-voiceless consonant-vowel (VCV) utterances. 
This process begins by first identifying the vowels on either side of each fricative (six 
vowel segments in total). The raw accelerometer signal is first band-pass filtered with a 
fifth-order Butterworth filter between 100 and 1000 Hertz. The root mean square (RMS) 
of this filtered signal is calculated over a 300-point window length with a 10-point step 
size. The natural logarithm of the normalized RMS is then smoothed using a 500-point 
moving average filter.  
 





Each point in the signal is then discretized into three values (0, 1, 2) using the 
standard MATLAB function “discretize.” Points in the signal classified as the largest in 
magnitude (a value of 2) are considered vowel segments, whereas all other points (values 
of 0 and 1) are considered fricative or silence segments. All vowel segments less than 90 
points in length are considered to be misclassified and are given a value of 0. If there are 
less than six vowel segments, then segments of the signal that are classified as the second 
largest in magnitude (a value of 1) are added as additional vowel segments. Vowel 
segments less than 90 points in length are again given a value of 0. 
Following this first iteration, if there are still less than six vowel segments, the 
signal will be re-discretized into four values (0, 1, 2, and 3), with the same process being 
repeated (i.e., points with a value of 3 are assigned as vowel segments, followed by points 
Figure A.1. Example of fricative identification in a speech sample of three 
utterances of /ufu/, in which the blue line is the raw accelerometer signal, the green 
line is the filtered and smoothed version of the accelerometer, the orange line shows 
the vowel segments, and the yellow circles correspond to the fricative locations. 




with a value of 2 if six vowel segments of proper length are not identified, followed by 
points with a value of 1 if six vowel segments of proper length are still not identified). If, 
after all three non-zero values are added as additional vowel segments, there are still less 
than six vowel segments of proper length, the signal is again re-discretized using five 
values. Following this, the sample is rejected if six vowel segments of proper length are 
not located. 
If six or more vowel segments are successfully identified, the fricative locations are 
then identified as the median point between each pair of the six largest vowel segments. 
These fricative locations are used to identify voicing offset and onset for each VCV 
utterance. An example of this discretization is shown in Figure A.1. 
 
Fundamental Frequency (fo) Estimation 
Estimation of the fundamental frequency (fo) contour was performed using a 
custom-made MATLAB script that implemented the Halcyon model (Azarov et al., 2016) 
for fo estimation. No changes were made to the model described by Azarov and colleagues. 
 
Offset Boundary Cycle Identification 
All information pertaining to the identification of the offset boundary cycle location 







Onset Boundary Cycle Identification 
An onset boundary cycle was determined by first finding one boundary cycle 
location using the same method as described for offset boundary cycle identification, 
henceforth referred to as the log likelihood boundary cycle. A second boundary location 
was calculated based on z-scores and conditional thresholding. The reason for identifying 
two boundary locations is discussed in the main text. The focus of the following text will 
be on the methodology. 
Unlike in the log likelihood boundary cycle identification, the normalized peak-to-
peak amplitude was calculated on a cycle-by-cycle basis such that a vector of values for 
each feature was calculated based on the cycle locations from the fo contour. The mean and 
standard deviation of the first five values in the peak-to-peak vector (corresponding to the 
cycles closest to the fricative) were calculated and used to normalize each peak-to-peak 
value in the vector into a z-score using the formula: z-score = (x – μ) / σ, in which x is the 
given value, μ is the mean, and σ is the standard deviation.  
Analyzing the peak-to-peak z-score patterns of individual utterances showed that 
there were a range of possible patterns. As a result, conditional thresholding was 
implemented to target specific patterns. These conditional thresholds were derived from 
systematically changing each threshold until the greatest number of boundary samples 
could be correctly selected in the training set. The optimized thresholding is as follows. 
First, from the vector of peak-to-peak z-scores, the cycle immediately preceding the first 
cycle to have a z-score over 19 was marked as the boundary cycle. However, if the peak-




cycle in the vector was also above 50, the boundary cycle would be re-selected as the last 
cycle to have a z-score below 19. Similarly, if there was at least one cycle with a peak-to-
peak z-score above 50, but the peak-to-peak z-score of the last cycle in the vector was not 
above 50, then the peak-to-peak z-score vector was normalized and the boundary cycle was 
set as the last cycle to have a normalized peak-to-peak z-score below 0.16. Finally, there 
were many onset utterances in which the maximum peak-to-peak z-score was much larger 
than the majority of the utterances in the training set. As a result, if the peak-to-peak z-
score of at least one cycle was above 220, then the peak-to-peak z-score vector was 
normalized and the boundary cycle was set as the last cycle to have a normalized z-score 
below 0.16. Without these conditional thresholds in place, the first offset cycle or the last 
onset cycle would often be incorrectly identified as the voicing boundary cycle, resulting 
in large RFF errors. The current threshold values resulted in the greatest correspondence 
between the automatically identified boundary cycles and the manually identified boundary 
cycles.  
The final boundary cycle from this conditional thresholding was considered the z-
score boundary cycle. The median of the z-score boundary cycle and the log likelihood 
ratio boundary cycle was calculated and rounded up to the nearest cycle resulting in a final 






Appendix B - Resynthesis Techniques to Assess Perception of Gender in 
Transmasculine Voices 
 Appendix B refers to the manuscript written in Chapter 5. The following sections 
detail the algorithm used to calculate acoustic features and resynthesize the stimuli set of 
48 speech samples used in the listening experiment. For simplicity, these sections are 
written with the assumption that the pre-HRT speech sample is being changed to reflect 
acoustic feature values of the post-HRT speech samples (i.e., Samples 1 – 8 in Figure 5.1). 
For speech samples in which the post-HRT speech sample is being changed to reflect 
acoustic feature values of the pre-HRT speech sample (i.e., Samples 9 – 16 in Figure 5.1), 
the same steps are followed, but with the roles of the pre-HRT and post-HRT speech sample 
switched. A summary flowchart of the resynthesis algorithm is shown in Figure A2. 
 
Preliminary Signal Processing 
 The pre-HRT and post-HRT speech samples were single sentences of running 
speech manually cropped from longer recordings. Prior to acoustic feature extraction, pre-
HRT and post-HRT speech samples were time-aligned and time-stretched at the phonemic 
level. A MATLAB script was used to implement the Penn Phonetics Lab Forced Aligner 
(p2fa), which detected the locations of each phoneme in the running speech sample (Yuan 
& Liberman, 2008). A speech VOCODER (Legacy STRAIGHT) was then used to separate 
each speech sample into a source vector (corresponding to the ƒo contour) and a spectral 
matrix (Kawahara et al., 1999). Legacy STRAIGHT is described in the following section. 




post-HRT sample to match the locations of the phonemes in the pre-HRT sample. After 
interpolation, the post-HRT sample was resynthesized with the new time-aligned and time-
Figure A.2. A summary schematic of the resynthesis algorithm used to create the 48 
voice samples in the stimulus set is plotted. The initial input to the algorithm is a set 
of voice samples recorded prior to and following onset of hormone replacement 
therapy with exogenous testosterone (Pre-HRT and Post-HRT, respectively). p2fa = 
Penn Phonetics Lab Forced Aligner, STRAIGHT = Speech Transformation and 





stretched source and spectral components. Since the process of separating and re-
synthesizing a speech sample results in a small loss of quality in the speech signal, the 
original pre-HRT sample was also resynthesized without changes to its source vector or 
spectral matrix in order to generate baseline samples (i.e., Sample 1 in Figure 5.1) that were 
comparable to the other resynthesized samples. Finally, both pre-HRT and post-HRT 
speech samples were normalized by the root-mean-square (RMS) of the pre-HRT sample. 
The result of this pre-processing is two speech samples per speaker with identical durations 
at a phonemic level and similar RMS values.  All additional processing was performed on 
these pre-processed signals. 
 
Legacy STRAIGHT Spectral Separation and Resynthesis 
 Following time-alignment and time-stretching, the first four formants for each 
speech sample were automatically calculated using a custom MATLAB script adapted 
from Mustafa and Bruce (2006). Each of the formants was calculated using an adaptive 
voicing detector and an adaptive bandpass filter that were updated based on the values of 
the preceding formant frequencies. This approach allowed for more robust estimates of 
formant frequencies over a range of signal-to-noise ratios (Mustafa & Bruce, 2006). 
Formant values were averaged per vowel, resulting in an m x 4 matrix of average formant 
values per speech sample, where m is the total number of vowels in the running speech 
sample. The standard deviation of each formant value per vowel was also calculated. 
 Next, Legacy STRAIGHT was again used to separate each speech sample into the 




smoothing to fully remove interferences from source periodicity in the spectral matrix 
(Kawahara et al., 1999). This completely decouples the spectral matrix from the voice 
source such that the spectral matrix does not include fine structures from higher order 
harmonics. As a result, changes can be made to the spectral matrix without impacting the 
harmonics of the source. Likewise, changes to ƒo in the source vector will also change the 
harmonic structures of the speech sample upon resynthesis. The Legacy STRAIGHT 
algorithm was implemented in MATLAB using publicly-available code provided by the 
original authors (Kawahara, 2018).  
 When using Legacy STRAIGHT, the source vector corresponded directly to the ƒo 
contour, wherein ƒo was calculated at a rate of 1000 Hz. For unvoiced segments of running 
speech, the ƒo contour was undefined. The mean ƒo per speech sample was calculated using 
the average of the ƒo contour. The ƒo contour per speech sample was then converted to ST 
using the mean ƒo, such that each ƒo contour represented ST deviations from the mean ƒo 
of the signal. Thus, the ƒo contour could be separated from the mean ƒo such that two speech 
samples may have different means, but identical ƒo contours in semitones. Prior to 
resynthesis, the source vector of the pre-HRT sample could be adjusted to reflect the mean 
ƒo and the ƒo contour of the post-HRT sample, as shown in Figure 5.1. 
 In order to change the formants of a speech sample, linear interpolation was used 
to stretch the spectral matrix along the frequency axis at each time frame (also sampled at 
1000 Hz) that corresponded to a vowel in the running speech. Interpolation points were 
defined as the average formants of the corresponding vowel +/- 1 standard deviation. This 




formant value without changing the overall spectral content of the signal. This newly 
aligned spectral matrix was then used to resynthesize a speech sample with different 
formant values.  
 During algorithm design, it was observed that the formants of the resulting 
resynthesized speech samples were not consistently matching the target formants. For 
example, when the spectral matrix of the pre-HRT sample was altered to reflect the 
formants of the post-HRT sample, the new speech sample did not match the formants of 
the post-HRT sample. This is because changes to the spectral matrix are not identical to 
changes in the spectrum of the final speech sample. It was generally observed that the 
difference in formant values between the original values and the target values was larger 
than the difference between the original values and the final values. As a result, the 
difference between the original formant values and the target formant values was 
multiplied by a scale value to compensate for this discrepancy. This scale value could range 
from 0 to 2 and was different for each formant. Each scale value was automatically 
optimized for each set of speech samples using a feedback loop in the algorithm. The scale 
value that corresponded to the smallest difference between target formant value and final 
formant value was used in final resynthesis. 
 Using the above process, sixteen resynthesized speech samples were created per 
speaker, representing every combination of the three acoustic features from the pre-HRT 
and post-HRT samples. In order to mitigate potential changes in voice quality between 
samples as a result of the speech resynthesis process, the unaltered pre-HRT and post-HRT 




for the listening experiment were resynthesized samples. Similarly, in order to mitigate 
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