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Abstract. There is a natural action of SL(2,R) on the moduli space of translation
surfaces, and this yields an action of the unipotent subgroup U =
{(
1 ∗
0 1
)}
.
We classify the U -invariant ergodic measures on certain special submanifolds of
the moduli space. (Each submanifold is the SL(2,R)-orbit of the set of branched
covers of a fixed Veech surface.) For the U -action on these submanifolds, this is an
analogue of Ratner’s Theorem on unipotent flows. The result yields an asymptotic
estimate of the number of periodic trajectories for billiards in a certain family of
non-Veech rational triangles, namely, the isosceles triangles in which exactly one
angle is 2π/n, with n ≥ 5 and n odd.
1. Introduction
A polygon P ⊂ R2 is called rational if all angles of P are rational multiples of π.
Let N(P, T ) denote the number of (cylinders of) periodic billiard trajectories of
Euclidean length at most T . It is a theorem of H. Masur [Ma1, Ma2] that there
exist constants c1 = c1(P ) and c2 = c2(P ) > 0 such that for T ≫ 1,
c1T
2 < N(P, T ) < c2T
2. (1.1)
A natural question is whether (1.1) can be converted to an asymptotic formula as
T →∞.
A well known construction associates a “translation surface” S to each rational
polygon P . Essentially the algorithm “unfolds” the billiard trajectories, by
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reflecting the polygon instead of reflecting the trajectory. More precisely, let
∆ ⊂ O(2) denote the group generated by reflections in the sides of the polygon
P . Since P is rational, ∆ is finite. The “translation surface” consists of ∆ copies
of P , with each copy glued to each of its mirror images along the reflecting side.
For example, if P is the unit square, then S is the torus R2/2Z⊕ 2Z, and if P is
the isosceles triangle with angles π/2− π/n, π/2− π/n, 2π/n, and n is even, then
S is the regular n-gon with opposite sides identified.
A translation surface can be defined in one of the following equivalent ways:
a. A union of polygons P1 ∪ · · · ∪ Pn where each Pi ⊂ R2, and the Pi are glued
along parallel sides, such that each side is glued to exactly one other, and the
total angle in each vertex is an integer multiple of 2π.
b. An orientable surface with a flat metric and isolated conical singularities that
has trivial rotational holonomy. (Note that trivial rotational holonomy means
in particular that parallel transport of a vector along a small loop going around
a conical point brings a vector back to itself. This implies that all cone angles
are integer multiples of 2π.)
c. A pair (M,ω), where M is an (orientable) Riemann surface, and ω is a
holomorphic 1-form on M . (Note that away from the zeroes of ω, there is
a local coordinate z such that ω = dz, and this coordinate is unique up to
translation. Then one can define the metric on M as |dz|2. This metric is
flat, with conical singularities appearing at the zeroes of ω.
The term “translation surface” comes from the fact that away from the cone
points the surface can be covered by charts so that the transition functions are
translations (z → z + c). If α = (α1, . . . , αk) is an n-tuple of positive integers
such that the sum of the αi is even, we denote by H(α) the moduli space of
translation surfaces (M,ω) such that the multiplicities of the zeroes of ω are given
by α1, . . . , αn (or equivalently such that the orders of the conical singularities are
2π(α1 + 1), . . . , 2π(αn + 1)). (Actually, for technical reasons, the singularities of
(M,ω) should be labeled; thus, an element of H(α) is a tuple (M,ω, p1, . . . , pn),
where p1, . . . , pn are the singularities of M , and the multiplicity of pi is αi.) The
moduli space of translation surfaces is naturally stratified by the spaces H(α); each
is called a stratum.
By construction, billiard trajectories on P correspond to “straight lines” on S,
which are geodesics not passing through singularities. It is easy to see that any such
geodesic is part of a family of freely homotopic parallel geodesics of the same length.
Such a family is called a cylinder. Let N(S, T ) denote the number of cylinders on
S of length at most T . (By the length of a cylinder we mean the length of any of
the closed geodesics that comprise it).
The SL(2,R) action. There is an action of SL(2,R) on the moduli space of
translation surfaces that preserves the stratification. For our purpose, it is easiest
to see this using definition (a): since SL(2,R) acts on R2, for S = P1 ∪ · · · ∪ Pn,
we can define gS = gP1 ∪ . . . gPn, where all identifications between the sides of
the polygons for gS are the same as for S. This action generalizes the action of
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SL(2,R) on the space of flat tori SL(2,R)/ SL(2,Z).
We can visualize this as a composition of “the usual linear action” with “cut and
paste.” We note that “cut and paste” is an isometry on the surface (and in fact
preserves the horizontal and vertical directions as well). Note that if S is a union
of triangles, and g is a large element of SL(2,R) then gS is a union of long and
thin triangles. We may if we wish “cut and paste” gS and retriangulate to try to
present gS as a union of triangles with bounded side lengths.
Veech surfaces. For S ∈ H(α), let Γ(S) ⊂ SL(2,R) denote the stabilizer of S. The
group Γ(S) is called the Veech group of S. If Γ(S) is a lattice in SL(2,R) then S is
called a Veech surface. It is a theorem of Veech [Ve1] that if S is a Veech surface,
then there exists c = c(S) such that
N(S, T ) ∼ cT 2 (1.2)
as T →∞.
Counting and Ratner’s Theorem. One has the formula [Ve2], (reproduced in
[EM])
N(S, T )−N(S, T/2) ≈ T 2
∫ 2π
0
fˆ(atrθS) dθ, (1.3)
where at =
(
et 0
0 e−t
)
, rθ =
(
cos θ sin θ
− sin θ cos θ
)
, and t = logT . The left hand side
counts (cylinders) of closed geodesics in an annulus, and the right hand side is an
integral over part of the SL(2,R) orbit of S. Thus, the SL(2,R) action can be used
to count closed geodesics (and thus periodic billiard trajectories).
A closer examination of (1.3) shows that the integral is over large circles inside
the SL(2,R) orbit. These large circles can be approximated by horocycles, which are
orbits of ut =
(
1 t
0 1
)
. Thus the ergodic properties of the action of U = {ut | t ∈ R}
play a key role.
Ratner’s theorem [Ra6] is the classification of the invariant measures for the
action of a unipotent subgroup on the homogeneous space H/Γ, where H is a Lie
group and Γ is a lattice in H . An important question is whether a similar theorem
holds for the U -action on a stratum H(α). One can also ask this question when
one restricts the action to any SL(2,R) invariant submanifold of a stratum. In this
paper, we will classify the U -invariant measures on a certain family of SL(2,R)-
invariant manifolds. Another result in this direction was obtained by McMullen
[Mc] who, in genus 2, classified the measures invariant under all of SL(2,R).
Branched covers of Veech surfaces. We say that a translation surface S is a
branched cover of a translation surface M if the covering map π respects the
translation structure (i.e. if we identify S = (L1, ω1) and M = (L2, ω2) where
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the Li are Riemann surfaces and the ωi are holomorphic 1-forms on Li then we
require that π : L1 → L2 is holomorphic and π
∗(ω2) = ω1.)
Now let M ∈ H(α) be a Veech surface. Then the SL(2,R) orbit of M is a closed
subset D of H(α). Let H(β) be another stratum, and let MD(β) denote the set
of all translations surfaces S ∈ H(β) that are branched covers of M ∈ D. We will
always assume that β is such that MD(β) is not-empty. Then MD(β) is SL(2,R)
invariant.
There are two types of Veech surfaces: arithmetic and non-arithmetic. A surface
S = (M,ω) is an arithmetic Veech surface if and only if M is a (holomorphic)
branched cover of a torus, ω is the pullback by the covering map of the standard
differential dz on the torus, and the branch points project to points of finite order
(under the additive group of the torus). Equivalently (see [GJ]) S is an arithmetic
Veech surface if and only if Γ(S) is commensurable to SL(2,Z). All other Veech
surfaces are called non-arithmetic (and their Veech groups, which are always non-
uniform lattices, are non-arithmetic lattices in SL(2,R)). The case where M is
arithmetic was analyzed in [EMS].
In this paper, we assume that M is not arithmetic, which implies that the genus
of M is greater then 1. Then considering the Euler characteristic, it is easy to see
that the degree of π is determined by D and β. This implies thatMD(β) is closed.
(In the case where the genus of M is 1, one also has to fix the degree of the cover;
see [EMS] for the details.)
The main result of this paper is a classification of the U -invariant ergodic
measures on MD(β). This allows us to prove asymptotic formulas of the form
(1.2) for S ∈MD(β) (see Theorem 8.12). In particular we prove the following:
Theorem 1.4. Let Pn be a triangle with angles
n− 2
2n
π,
n− 2
2n
π,
4
2n
π,
where n ≥ 5, n odd. Then, as T →∞,
N(Pn, T ) ∼
π
ζ(2)
(n− 1)(n2 + n+ 3)
144(n− 2)
T 2
area(Pn)
.
The fact that the surface Sn associated to Pn is not Veech but is a branched cover
of degree 2 of a Veech surface is due to P. Hubert and T. Schmidt (see Proposition
4 in [HS1] and its proof). We should also note that if n = 5 then the Veech group
of Sn is infinitely generated (see [HS2]). However, the Veech group of Sn plays no
direct role in our analysis.
Here is an outline of the paper. Section 2 states our main theorem. Section 3
establishes notation and presents a few basic lemmas. Section 4 explains “shearing,”
the foundation of our study of invariant measures. Section 5 proves our main
theorem (2.6) that classifies U -invariant measures. Section 6 proves that there
are only countably many closed orbits of a certain type. Section 7 uses our main
theorem (and the countability result of §6) to prove that large circles in SL(2,R)-
orbits become uniformly distributed with respect to certain natural measures.
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Section 8 applies the equidistribution result of §7 to derive asymptotic estimates
for the number of periodic trajectories in branched covers of Veech surfaces.
2. Measure classification
Definitions and notation. Let G = SL(2,R). Let M be a Veech surface, which
means that Γ = StabG
(
M
)
is a lattice in G. Here, we use M to also denote
the isometry class of M ; this is a single point in the moduli space. For k ∈ N,
we define X k to be the natural fiber bundle over G · M whose fiber over M is
Mk. Thus, a point of X k is represented by (M ′, p1, . . . , pk), where M ′ ∈ GM and
p1, . . . , pk ∈ M ′. In other words, a point in X k represents a surface in M ′ ∈ GM
together with k marked points on M ′.
We note that the space MD(β) parameterizing branched covers is itself a finite
branched cover of the space X k for a suitable k. (The covering map just maps
S ∈ MD(β) to the surface in D it covers, and notes the locations of the branch
points.) Thus, to classify the U -invariant measures on MD(β) it is enough to
classify U -invariant measures on X k (see 8.14).
If M is a torus, then X k can be identified with the homogeneous space(
G ⋉ (R2)k
)
/
(
SL(2,Z) ⋉ (Z2)k
)
. In this situation, a special case of Ratner’s
Theorem [Ra6] classifies all the ergodic U -invariant probability measures on X k.
We generalize this to allow M to be any Veech surface. The proof is based heavily
on ideas of Ratner [Ra1, Ra2, Ra3, Ra4, Ra5, Ra6] and Margulis-Tomanov
[MaT]. An introduction to these ideas can be found in [Mo].
Let Σ be the singular set of M . Then for g ∈ G, gΣ is the singular set of gM .
Let M0 = M r Σ, and let X k0 ⊂ X
k denote the set (gM, p1, . . . , pk) where g ∈ G
and {p1, . . . , pk} ∩ gΣ = ∅. Then X k0 is isomorphic to the natural fiber bundle over
GM whose fiber over M is (M0)
k.
We have a natural embedding of R2 in the space Vect(M0) of smooth vector
fields on M0, so, for each v ∈ R
2 and p ∈ M0, we have a trajectory γv,p(t) in M0
that is defined for t in a certain open interval containing 0 (until the trajectory
hits the singular set). We are interested only in the forward trajectory, that is, for
t ≥ 0. By including the singular points of M , we extend γv,p to a continuous curve
γ̂v,p in M that is defined for t in a closed interval (and for all points in M):
• let γ̂v,p(0) = p for all v ∈ R2 and p ∈M ; and
• if t > 0 and t is in the closure of the domain of γv,p, let
γ̂v,p(t) = lim
s→t−
γv,p(s) ∈ Σ.
Then each v ∈ R2 defines a function φ̂v : Mv → M , defined by φ̂v(p) = γ̂p,v(1),
where Mv is a dense, open subset of M . Note that φ̂v is a local isometry (hence
continuous). On the other hand, φ̂v is usually not invertible, because a singular
point will typically have several preimages. In addition, φ̂v is usually not uniformly
continuous, because of branch cuts.
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p
p + v
p + w
Figure 1. In our notation, v ∈ R2 and w ∈ R2 can be close, but φ̂v(p) and φ̂w(p) may not be
close. The wavy line represents a branch cut.
For w ∈ (R2)k, we have a continuous map φ̂kw : X
k
w → X
k (where X kw is a certain
subset of X k), defined by
φ̂kw(M,p1, . . . , pk) =
(
M, φ̂v1(p1), . . . , φ̂vk(pk)
)
.
(Thus, φ̂kw does not change the surface M , but moves the marked points in the
directions specified by w.) Let Φ̂k(R2)k be the pseudosemigroup generated by
{ φ̂kw | w ∈ (R
2)k }. (The prefix “pseudo” simply refers to the fact that these
maps are not defined on the entire space X k, but only on a subset.) Although the
maps in Φ̂k(R2)k may not be one-to-one, they are always finite-to-one.
For w ∈ (R2)k, let φkw be the restriction of φ̂
k
w to (φ̂
k
w)
−1(X k0 ). Then φ
k
w is a
diffeomorphism (and local isometry) from a dense open subset of X0 to a dense open
subset of X0. Let Φ
k
(R2)k be the pseudogroup that is generated by {φ
k
w | w ∈ (R
2)k }.
We remark that Φk(R2)k is transitive on X
k
0 .
Note that each of Φk(R2)k and Φ̂
k
(R2)k is normalized by the action of G = SL(2,R)
on X k, so we have corresponding semidirect products G⋉ Φk(R2)k and G⋉ Φ̂
k
(R2)k .
Let
Horiz = {
(
(xi, 0)
)k
i=1
| xi ∈ R } ⊂ (R
2)k
and
Ĥoriz = { φ̂kw | w ∈ Horiz }.
Note that, for w1, w2 ∈ Horiz, we have φ̂kw1+w2 = φ̂
k
w1 φ̂
k
w2 on the intersection of their
domains, so Ĥoriz is a pseudosemigroup. Also, Ĥoriz commutes with the action of
U .
Statement of the main results. Let µ be an ergodic U -invariant probability measure
on X k. The projection of µ to G/Γ is U -invariant, so it must be either Lebesgue
measure or the arc-length on a closed U -orbit [Da]. The interesting case is when
the projection is Lebesgue. A weak statement of our results is simply to say that,
in this case, some horizontal translate of µ must be G-invariant:
Theorem 2.1. Suppose µ is any ergodic U -invariant probability measure on X k,
such that the projection of µ to G/Γ is Lebesgue. Then there exists h ∈ Ĥoriz, such
that h∗µ is G-invariant (and the domain of h has full measure).
To obtain a more precise description of the U -invariant measures, one need only
describe the G-invariant measures on X k.
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Remark 2.2.
1. It is easy to see that the G-invariant probability measures on X k are in natural
one-to-one correspondence with the Γ-invariant probability measures on Mk
(cf., e.g., [Wi, pf. of Cor. 5.8]).
2. It is the Γ-invariant measures on Mk0 that are the most important to
understand, because it is easy to see that every ergodic measure onMk arises
from the following construction. Choose some p1 ∈ Σd and some probability
measure ν on Mk−d0 that is invariant under a finite-index subgroup of Γ.
The corresponding measure on {p1} ×Mk−d is invariant under a finite-index
subgroup Γ′ of Γ. By averaging over Γ/Γ′, this yields a Γ-invariant measure
supported on the subset Σd ×Mk−d of Mk.
We will show that every ergodic measure is carried by a nice subspace ofMk. In
particular, any ergodic measure carried by Mk0 is the Lebesgue measure on a flat
submanifold of Mk0 .
Example 2.3. The natural Lebesgue measure on the diagonal ∆ = {(p, p, p)} of
M30 is a Γ-invariant probability measure on M
3
0 . Note that W = {v, v, v} is a G-
invariant subspace of (R2)3, and that the pseudogroup Φ3W of diffeomorphisms it
generates is transitive on ∆.
Theorem 2.4. Suppose µ is an ergodic Γ-invariant probability measure on Mk.
Then there exist
• a point p ∈Mk, and
• a G-invariant linear subspace W of (R2)k,
such that
1. the orbit Φ̂kW (p) of p under Φ̂
k
W is a closed subset of M
k whose dimension is
dimW ,
2. some finite-index subgroup of Γ fixes Φ̂kW (p) setwise, and
3. µ is the Φ̂kW (p)-invariant Lebesgue measure on ΓΦ̂
k
W (p).
Remark 2.5.
1. Conversely, if W is G-invariant, Φ̂kW (p) is closed, and some finite-index
subgroup of Γ fixes Φ̂kW (p), then the Φ̂
k
W -invariant Lebesgue measure on
ΓΦ̂kW (p) is a Γ-invariant probability measure. However, it may not be ergodic.
2. We wish to emphasize that conclusion 2.4(2) implies the set ΓΦ̂kW (p) is a finite
union of translates of Φ̂kW (p).
The theorem can be stated in the following equivalent form (see 2.2(1)):
Theorem 2.4′. Suppose µ is an ergodic G-invariant probability measure on X k0 .
Then there exist
• a point (M,p) ∈ X k and
• a G-invariant linear subspace W of (R2)k,
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such that
1. the orbit (G ⋉ Φ̂kW )p of p under G ⋉ Φ̂
k
W is a closed subset of X
k whose
dimension is dim(G⋉ Φ̂kW ), and
2. µ is the (G⋉ Φ̂kW )-invariant Lebesgue measure on this orbit.
This results in the following explicit version of Theorem 2.1:
Theorem 2.6. Suppose µ is an ergodic U -invariant probability measure on X k0 .
Then there exist
• a point (M,p) ∈ X k,
• a G-invariant subspace W of (R2)k, and
• some h ∈ Horiz,
such that
1. µ
(
domain(φ̂kh)
)
= 1,
2. the orbit (G ⋉ Φ̂kW )p of p under G ⋉ Φ̂
k
W is a closed subset of X
k whose
dimension is dimG+ dimW , and
3. (φ̂kh)∗µ is the (G⋉ Φ̂
k
W )-invariant Lebesgue measure on this orbit.
We will give an application to counting the number of periodic trajectories onM
(see §8).
Theorems 2.1, 2.4, and 2.4′ have been stated only for expository purposes —
they are not a part of the logical development. We prove only Theorem 2.6, and
the interested reader can easily derive the other theorems as corollaries.
Our results imply that the closure of every Γ-orbit in Mk is of a nice geometric
form. Since M rM0 = Σ is a Γ-invariant finite set, it suffices to describe the orbits
of points in Mk0 :
Corollary 7.13′. Suppose p ∈ Mk0 . Then there exists a G-invariant linear
subspace W of (R2)k, such that
1. the orbit Φ̂kW (p) of p under Φ̂
k
W is a closed subset of M
k (and its dimension
is dimW ),
2. some finite-index subgroup of Γ fixes Φ̂kW (p) setwise, and
3. ΓΦ̂kW (p) is the closure of the Γ-orbit of p.
3. Preliminaries
We collect all the notation in this section. Some of this repeats the definitions given
in the previous sections.
Notation 3.1.
• Let G = SL(2,R).
• There is a natural action of G on the moduli space of translation surfaces.
We can visualize this as a composition of “the usual linear action” with “cut
and paste.” We note that “cut and paste” is an isometry on the surface (and
in fact preserves the horizontal and vertical directions as well).
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• Let M be a Veech surface, which means that Γ = StabG
(
M
)
is a lattice in G.
Here, we use M to also denote the isometry class of M ; this is a single point
in the moduli space.
• Let k ∈ N.
• We define X k to be the natural fiber bundle over GM whose fiber over M is
Mk. Thus, a point of X k is represented by (M ′, p1, . . . , pk), where M
′ ∈ GM
and p1, . . . , pk ∈M
′.
• The metric on X k is defined by
dXk
(
[M ′, (pi)
k
i=1], [(M
′′, (qi)
k
i=1]
)
= min
g ∈ G,
gM ′ =M ′′
(
‖g − Id ‖+
k∑
i=1
dM ′′ (gpi, qi)
)
.
• Note that X k is G-equivariantly homeomorphic to (G×Mk)/Γ, where
◦ Γ acts on G by right multiplication,
◦ Γ acts on Mk componentwise, and
◦ G acts on X k via g
(
h, (pi)
k
i=1
)
=
(
gh, g(pi)
k
i=1
)
.
• Let Σ be the singular set of M .
• Let M0 =M r Σ.
• Let X k0 = (G×M
k
0 )/Γ ⊂ X
k.
• Any w ∈ (R2)k naturally defines a vector field on X0. By taking the
time-one map of the corresponding flow (where it is defined), we obtain a
diffeomorphism φkw between two dense open subsets of X0. The collection
{φkw | w ∈ (R
2)k } generates a transitive pseudogroup Φk(R2)k of local
diffeomorphisms of X k0 .
We extend φkw to a (continuous) transformation φ̂
k
w that is defined on a slightly
larger subset of X , by letting
φ̂kw(x) = lim
x′ → x
x′ ∈ domainφkw
φkw(x
′)
if the limit exists. (See §2 for a more concrete definition of φ̂kw , in terms of the
flow corresponding to w.) We let Φ̂k(R2)k be the pseudosemigroup generated
by these maps.
Because the action of G on X k normalizes Φk(R2)k and Φ
k
(R2)k , we have
semidirect products G ⋉ Φ(R2)k and G ⋉ Φ̂(R2)k . Note that G ⋉ Φ(R2)k is
transitive on X k0 .
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It is important to note that, because of the singularities and resulting branch
cuts, φkw is usually not uniformly continuous (even though it is a local
isometry). Furthermore, φkw(p) is not a uniformly continuous function of w.
See Figure 1. Abusing notation, we may sometimes write w + p instead of
φw(p).
• Let U = { ut | t ∈ R }, where ut =
[
1 t
0 1
]
∈ G.
• Let A = { as | s ∈ R }, where as =
[
es 0
0 e−s
]
∈ G.
• Let V = { vr | r ∈ R }, where vr =
[
1 0
r 1
]
∈ G.
• Let µ be a U -invariant probability measure on X k, such that µ projects to
the Lebesgue measure on Γ\G.
• Let Horiz =
{ (
(xi, 0)
)k
i=1
∣∣∣ xi ∈ R} ⊂ (R2)k and Ĥoriz = { φ̂kw | w ∈ Horiz }.
Then Ĥoriz is a pseudosemigroup.
• Let Vert = {
(
(0, yi)
)k
i=1
| yi ∈ R } ⊂ (R2)k and
V̂ert be the pseudosemigroup generated by { φ̂w | w ∈ Vert }.
• For s ∈ R, we define Hs : (R
2)k → Horiz by Hs(w) = u
sw − w. Thus,
Hs
(
(xi, yi)
k
i=1
)
= (syi, 0)
k
i=1.
• The set
X kHoriz = { p ∈ X0 | Ĥoriz p ⊂ X0 }
is U -invariant. Thus, it is either null or conull. Let us assume it is conull. (If
not, then by ergodicity, there exists h ∈ Φ̂kHoriz such that h∗µ is supported on
X rX0. So h∗µ can be described by a construction similar to Remark 2.2(2).
The conclusion of Theorem 2.6 is therefore obtained by induction on k.)
Note that Horiz acts on X kHoriz, by x(p) = φ
k
x(p). Therefore, the group
AU ⋉Horiz acts on X kHoriz.
• Let
X kVert = { p ∈ X0 | V̂ert p ⊂ X0 }
Note that AV ⋉ Vert acts on X kVert, but we do not yet know that X
k
Vert is
conull.
• Let X = { x ∈ Horiz | x∗µ = µ }. Because Horiz acts on X
k
Horiz, we know that
X is a closed subgroup of Horiz.
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• Let Y = (v1 − Id)X ⊂ Vert. Equivalently,
Y = { y ∈ Vert | Hs(y) ∈ X , for all s ∈ R }.
• Let W = X+Y . Note that W is a G-invariant subspace of (R2)k, so G⋉ Φ̂kW
is a pseudosemigroup.
• Let d = dimX .
• Let Horiz⊖X = Horiz∩
(
0d × (R2)k−d
)
. By permuting coordinates, we may
assume X ∩ (Horiz⊖X) = 0.
• Let πi : X k → X i (the first i coordinates) be the natural projection.
• For ω ∈ X k, we use µπi(ω) to denote the fiber measure of µ over the point
πi(ω) of X i.
The following is obtained by applying the Pointwise Ergodic Theorem to the
action of U on X k.
Lemma 3.2 (cf. [MaT, Lem. 7.3]) For any ρ > 0, there is a “uniformly generic
set” Ωρ in X k, such that
1. µ(Ωρ) > 1− ρ,
2. for every ǫ > 0 and every compact subset K of X k, with µ(K) > 1− ǫ, there
exists L0 ∈ R
+, such that, for all ω ∈ Ωρ and all L > L0, we have
λ{ s ∈ [−L,L] | d(usω,K) < ǫ } > (1− ǫ)(2L),
where λ is the Lebesgue measure on R.
Lemma 3.3 (cf. [Ra4, Thm. 2.2], [Mo, Lem. 5.8.6]) Suppose a Lie group H
acts continuously on a Borel subset M of a locally compact metric space. If
• U is a one-parameter, normal subgroup of H, and
• µ is an ergodic U -invariant probability measure on M ,
then
1. there is a U -invariant, Borel subset Ω of M , such that
(a) µ(Ω) = 1, and
(b) Ω ∩ cΩ = ∅ for all c ∈ H r StabH(µ),
and
2. for any ǫ > 0, there is a compact subset K of M , such that
(a) µ(K) > 1− ǫ, and
(b) K ∩ cK = ∅ for all c ∈ H r StabH(µ).
Proof. Ratner’s argument in [Ra4, Thm. 2.2] shows, for each h0 ∈ H r StabH(µ),
that there is a neighborhood Bh0 of h0 in H r StabH(µ) and a conull U -invariant
subset Ωh0 of M , such that
Ωh0 ∩ hΩh0 = ∅, for all h ∈ Bh0 .
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For the reader’s convenience, we sketch the proof of this fact. Because h0
normalizes U but does not belong to StabH(µ), we know that (h0)∗µ is U -invariant
and ergodic, but is not equal to µ. Therefore (h0)∗µ and µ are mutually singular,
which implies there is a compact subset K0 of M , such that µ(K0) > 0.99 and
K0 ∩ h0K0 = ∅. By continuity and compactness, there are open neighborhoods
U and U+ of K0, and a symmetric neighborhood Be of e in H , such that
U+∩h0(U+∩M) = ∅ and Be(U ∩M) ⊂ U+. From the Pointwise Ergodic Theorem,
we know there is a conull U -invariant subset Ωh0 of M , such that the U -orbit of
every point in Ωh0 spends 99% of its life in U ∩ M . Now suppose there exists
h ∈ Beh0, such that Ωh0 ∩ hΩh0 6= ∅. Then there exists x ∈ Ωh0 , u ∈ U , and
c ∈ Be, such that ux and ch0ux both belong to U ∩M . This implies that ux and
h0ux both belong to U+. This contradicts the fact that U+ ∩ h0U+ = ∅.
(1) Cover H r StabH(µ) with countably many balls Bhj , and let Ω =
⋂∞
j=1 Ωhj .
(2) Let K be any compact subset of Ω with µ(K) > 1− ǫ. ✷
Theorem 3.4 (Kerckhoff-Masur-Smillie [KMS, Thm. 2]) For a.e. v ∈ R2,
the foliation by orbits of Rv is uniquely ergodic on M0.
Corollary 3.5. Suppose µ is a U -invariant probability measure on X kHoriz whose
projection to G/Γ is Lebesgue.
If µ is Horiz-invariant, then µ is the Lebesgue measure.
Proof. Theorem 3.4 implies that the foliation by orbits of Horiz is uniquely ergodic
on gMk0 , for a.e. g ∈ G. Thus, almost every fiber of µ over G/Γ is the Lebesgue
measure. ✷
4. Shearing
In this section, we prove the crucial fact that the direction of fastest transverse
divergence between two nearby U -orbits is always along the stabilizer of µ. The
analogous statement for unipotent flows is a cornerstone of the proof of Ratner’s
Theorem [Ra5, Lem. 3.3], [MaT, Lem. 7.5], [Mo, Prop. 5.2.4′].
Notation 4.1.
• For any g ∈ G, we may write
g =
[
1 + a b
c 1 + d
]
with a, b, c, d ∈ R. For a sequence {gn} ⊂ G, we have gn → e if and only if
an, bn, cn, dn → 0.
• Suppose |d| < 1/4, say. For s ∈ R with |s| < 1/(4|c|), let
◦ f(s, g) =
(1 + a)s− b
1 + d− cs
∈ R,
◦ vs(g) =
[
1 0
(1 + d− cs)c 1
]
∈ V , and
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◦ as(g) =
[
1/(1 + d− cs) 0
0 1 + d− cs
]
∈ A.
Note that vs(g)→ e if g → e.
• Suppose {pn} and {qn} are two sequences in a metric space. If d(pn, qn)→ 0,
we may write pn ≈ qn.
Lemma 4.2. A simple calculation shows that
uf(s,g)gu−s =
[
1/(1 + d− cs) 0
c 1 + d− cs
]
= vs(g)as(g).
For a sequence gn → e, we denote fn(sn) = f(sn, gn), and an,sn = asn(gn). Then
ufn(sn)gnu
−sn ≈ an,sn if gn → e (and |sn| < 1/(4|cn|)).
Remark 4.3. (“Shearing”) Let us discuss the action of U on (R2)k. For any s ∈ R
and w ∈ (R2)k, we have
us(w) = w +Hs(w).
Assume, now that
wn, w
′
n → 0 and H1(wn) 6= H1(w
′
n).
There is some sn ∈ R+, such that ‖Hsn(wn − w
′
n)‖ = 1. Then
usn(wn)− u
sn(w′n) = (wn − w
′
n) +Hsn(wn − w
′
n) ≈ Hsn(wn − w
′
n) ∈ Horiz .
Thus, under the U -flow, wn and w
′
n move apart along a leaf of the Horiz-foliation.
In other words, the direction in which two nearby points move apart fastest is
along Horiz.
We use the notation of (4.1) to state the main result of this section.
Proposition 4.4. For every ρ > 0, there is a compact subset Ωρ of X kHoriz, with
µ(Ωρ) > 1− ρ, such that, if
• (Mn, pn), (M ′n, p
′
n) are convergent sequences in Ωρ,
• (M ′n, p
′
n) = gnwn(Mn, pn) for some gn ∈ G and wn ∈ (R
2)k,
• gn → e and wn → 0,
• sn ∈ R with
|sn| ≤
1
max
(
4|cn|, ‖H1(wn)‖
) ,
and
• an,snHsn(wn) converges,
then limn→∞ an,snHsn(wn) ∈ StabAHoriz(µ)
◦.
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Proof. Define ϕ : [−1, 1]→ AHoriz by
ϕ(t) = lim
n→∞
an,t|sn|Ht|sn|(wn) = a∞(t)h∞(t),
where, letting c∞ = limn→∞ cn|sn| and w∞ = limn→∞ |sn|H1(wn), we have
a∞(t) =
[
1/(1− c∞t) 0
0 1− c∞t
]
and h∞(t) = t w∞.
It is clear that ϕ is continuous. We will show ϕ(t) ∈ StabAHoriz(µ) for all t. Then
lim
n→∞
an,snHsn(wn) = ϕ(±1) ∈ StabAHoriz(µ)
◦,
as desired.
Let Ωρ be a uniformly generic set for the action of U on X k with µ(Ωρ) > 1− ρ
(see 3.2). By passing to a subset, we may assume that Ωρ ⊂ X kHoriz and that Ωρ
is compact. For any ǫ > 0, we know, from Lemma 3.3 (with H = AU Horiz),
that there is a compact subset K of X kHoriz, such that µ(K) > 1 − (ǫ/100) and
K ∩ hK = ∅, for all h ∈ AHorizr StabAHoriz(µ).
When n is large, the definition of Ωρ implies that
d
(
us(Mn, p),K
)
< ǫ (4.5)
for all but ǫ% of the values of s in the interval
[
−|sn|/4, |sn|/4
]
(or longer intervals)
(see 3.2). Note that the Jacobian of fn is uniformly bounded on
[
−|sn|, |sn|
]
. More
precisely, f ′n(s) = 1/(1 + dn − cns)
2, so 1/4 < f ′(s) < 4. Therefore,
d
(
uf(s)(M ′n, p
′),K
)
< ǫ (4.6)
for all but 4ǫ% of the values of s in the interval
[
−|sn|, |sn|
]
. Thus, (4.5) and (4.6)
hold simultaneously for all but 5ǫ% of the values of s in the interval
[
−|sn|, |sn|
]
.
Let (M,p) = limn→∞(Mn, pn). Because (M,p) ∈ Ωρ ⊂ X kHoriz, we know that
translating pn by a vector in Horiz cannot move it into Σ. Hence d(Cp,Σ) > 0
for any compact subset C of Horiz. Therefore, if n is sufficiently large, and, for
convenience, we let s = t|sn|, then
• Mn has no singularities inxypn
∣∣∣∣∣∣
x ∈ Horiz, y ∈ Vert,
‖x‖ ≤ 4‖Hsn(wn)‖,
‖y‖ ≤ 2‖wn‖
 ,
so
• usMn has no singularities inxy uspn
∣∣∣∣∣∣
x ∈ Horiz, y ∈ Vert,
‖x‖ ≤ 2‖Hsn(wn)‖,
‖y‖ ≤ 2‖wn‖
 .
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This implies that
(usMn, u
spn + u
swn) ≈
(
usMn, u
spn +Hs(wn)
)
.
Therefore
ufn(s)(M ′n, p
′
n) = u
fn(s)gnu
−s(usMn, u
spn + u
swn) (defn. of gn and wn)
≈ as
(
usMn, u
spn +Hs(wn)
)
(Lem. 4.2)
= asHs(wn)u
s(Mn, pn) (u
s commutes with Horiz).
When (4.5) and (4.6) hold simultaneously, we conclude that
d
(
K, asHs(wn)K
)
→ 0.
From the definition of K, we conclude that asHs(wn) ∈ StabAHoriz(µ). That
is, ϕ(t) = asHs(wn) belongs to StabAHoriz(µ) for all but 5ǫ% of the values of t
in [−1, 1]. Because ǫ is arbitrary, ϕ is continuous, and StabAHoriz(µ) is closed
subgroup, we conclude that ϕ(t) must actually belong to the stabilizer for all values
of t, as desired. ✷
5. Proof of Theorem 2.6
We assume the notation of (3.1). Recall, in particular, that µ is carried by X kHoriz,
and that the group AHoriz acts on X kHoriz.
Proposition 5.1. Almost every fiber of µ over X d is supported on finitely many
orbits of Horiz⊖X.
Proof. Because µ is an ergodic probability measure, it suffices to show that
almost every fiber is supported on countably many such orbits. For Ωρ as in
Proposition 4.4, we know
⋃∞
n=N Ω1/n is conull, so it suffices to show, for each ρ > 0,
that each fiber of Ωρ is contained in the union of countably many orbits of Horiz⊖X .
Suppose not. (This will lead to a contradiction.) Because any uncountable set
contains one if its accumulation points, there exist (M ′, p) ∈ Ωρ and a sequence
{pn} in M ′, such that
• (M ′, pn) ∈ Ωρ,
• πd(M
′, pn) = πd(M
′, p),
• (M ′, pn)→ (M
′, p), and
• (M ′, pn) /∈ (Horiz⊖X)(M ′, p).
Because πd(M
′, pn) = πd(M
′, p) and (M ′, pn)→ (M ′, p), we may write (M ′, pn) =
wn(M
′, p) for some wn ∈ 0d × (R2)k−d with wn → e. By assumption, we know
wn /∈ Horiz, so H1(wn) is a nonzero element of Horiz∩
(
0d× (R2)k−d
)
= Horiz⊖X .
Because
H1(wn)
‖H1(wn)‖
= H1/‖H1(wn)‖(wn),
and Proposition 4.4 implies that H1/‖H1(wn)‖(wn) converges to an element of
StabAHoriz(µ)
◦, we conclude that StabHoriz⊖X(µ)
◦ is nontrivial. This contradicts
the definition of X . ✷
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Proposition 5.2. After restricting to an appropriate conull subset Ω0 of X
k
Horiz,
each fiber of πd is finite.
Proof. We know, from Proposition 5.1, that almost every fiber of πd is carried by
only finitely many orbits of Horiz⊖X . (From Theorem 3.4, we may assume that
each of these is an embedded copy of Horiz⊖X .) Letting
(Horiz⊖X)+i = 0
d+i−1 × R+ × 0k−d−i,
we may define a measurable function ξi : X kHoriz → [0, 1] by ξi(ω) =
µπd(ω)
(
(Horiz⊖X)+i (p)
)
. This function is essentially U -invariant, so it must be
essentially constant. Because this is true for all i, we conclude that πd is carried by
a single point in each orbit of Horiz⊖X . Since there are only finitely many such
orbits to consider, we conclude that a.e. fiber consists of a finite number of atoms,
as desired. ✷
Proposition 5.3. We may assume µ is A-invariant.
Proof. Choose Ωρ as in Proposition 4.4, with ρ = 0.99. From Corollary 3.5, we know
that µ projects to the Lebesgue measure on X d. Furthermore, by passing to a conull
subset, we may assume Ωρ has finite fibers over X d (see 5.2). Thus, it is easy to
see that there exist (M,p) ∈ Ωρ, {vn} ⊂ V r {e}, and {wn} ⊂ 0d × (R2)k−d, such
that vnwn(M,p) ∈ Ωρ, vn → e, and wn → e. Then, in the notation of (4.1), with
gn = vn, and choosing sn appropriately, we have an,snHsn(wn) ∈ A(Horiz⊖X) (cf.
pf. of 5.1 to see that Hsn(wn) ∈ (Horiz⊖X)). We conclude, from Proposition 4.4,
that the identity component of StabAHoriz(µ)∩A(Horiz⊖X) is nontrivial. Because
the identity component of StabAHoriz(µ)∩(Horiz⊖X) is trivial (by definition ofX),
we conclude that StabAHoriz(µ) contains a one-parameter subgroup that is not
contained in Horiz. Any such subgroup is conjugate to A (via an element of Horiz).
Thus, by replacing µ with a translate under Horiz, we may assume µ is A-invariant.
✷
Lemma 5.4. X kVert is conull.
Proof. By passing to a quotient, we may assume k = 1. For each nonzero vector
w ∈ R2, let
Σwg = { p ∈ gM | (p+ Rw) ∩ gΣ 6= ∅ }.
Note that Σwug = uΣ
u−1w
g .
Suppose there is a subset E of positive measure in G, such that µgM (Σ
(0,1)
g ) 6= 0
for g ∈ EΓ. Then the Pointwise Ergodic Theorem implies, for a.e. g0 ∈ G, that we
have ug0 ∈ EΓ for all u in a non-null subset U0 of U . Furthermore, because µ is
U -invariant, we may assume µg0M = u∗µug0M for all u ∈ U0. Therefore
µg0M (Σ
u−1(0,1)
g0 ) = µug0M (uΣ
u−1(0,1)
g0 ) = µug0M (Σ
(0,1)
ug0 ) 6= 0
for all u ∈ U0. This contradicts the fact that, because Σ
w1
g0 ∩ Σ
w2
g0 is countable
whenever Rw1 6= Rw2, we have µgM (Σ
w
g ) = 0 for all but countably many choices
of the line Rw. ✷
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Proposition 5.5 (cf. [MaT, Cor. 8.4], [Mo, Cor. 5.5.2]) There is a conull
subset Ω of X kVert, such that
(V Vertω) ∩Ω = (V Y ω) ∩ Ω,
for all ω ∈ Ω.
Proof. Let Ω be a generic set for for the action of A on X kVert; thus, Ω is conull and,
for each ω ∈ Ω,
atω ∈ Ωρ for most t ∈ R+.
Given (M,p), (M ′, p′) ∈ Ω, such that (M ′, p′) = vy(M,p) with v ∈ V and y ∈ Vert,
we wish to show y ∈ Y .
Choose a sequence tn → ∞, such that atn(M,p) and atn(M ′, p′) each belong
to Ωρ. Because tn → ∞ and V Vert is the foliation that is contracted by aR
+
, we
know that a−tn(vy)atn → e. Furthermore, because A acts on the Lie algebra
of V with twice the weight that it acts on the Lie algebra of Vert, we see
that ‖a−tnvatn‖/|a−tnyatn‖ → 0. Thus, letting s be within a constant multiple
of 1/‖a−tnyatn‖, we see, in the notation of (4.1), with gn = a−tnvatn and
wn = a
−tnyatn , that asn(gn) → e, but Hsn(wn) 6→ e. Thus, Proposition 4.4
asserts that Hsn(wn) converges to a nontrivial element of StabHoriz(µ)
◦ = X .
Since Hsn(wn) = Hsn(a
−tnyatn) is a scalar multiple of H1(y), we conclude that
H1(y) ∈ X . Therefore (u1 − Id)y = H1(y) ∈ X , so y ∈ Y . ✷
We require the following entropy estimate.
Lemma 5.6 (cf. [MaT, Thm. 9.7], [Mo, Prop. 2.5.11]) Suppose W is a closed
connected subgroup of V Vert that is normalized by a ∈ A+, and let
J(a−1,W ) = det
(
(Ad a−1)|w
)
be the Jacobian of a−1 on W .
1. If µ is W -invariant, then hµ(a) ≥ log J(a−1,W ).
2. If there is a conull, Borel subset Ω of X k, such that Ω ∩ V Vertω ⊂ Wω, for
every ω ∈ Ω, then hµ(a) ≤ log J(a−1,W ).
3. If the hypotheses of (2) are satisfied, and equality holds in its conclusion, then
µ is W -invariant.
Proposition 5.7 (cf. [MaT, Step 1 of 10.5], [Mo, Prop. 5.6.1]) µ is V Y -
invariant.
Proof. From Lemma 5.6(1), with a−1 in the role of a, we have
log J(a, UX) ≤ hµ(a
−1).
From Proposition 5.5 and Lemma 5.6(2), we have
hµ(a) ≤ log J(a
−1, V Y ).
Combining these two inequalities with the facts that
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• hµ(a) = hµ(a
−1) and
• J(a, UX) = J(a−1, V Y ),
we have
log J(a, UX) ≤ hµ(a
−1) = hµ(a) ≤ log J(a
−1, V Y ) = log J(a, UX).
Thus, we must have equality throughout, so the desired conclusion follows from
Lemma 5.6(3). ✷
Proposition 5.8. µ is the Lebesgue measure on a single orbit on X k0 of the
pseudogroup G⋉ 〈ΦkX ,Φ
k
Y 〉.
Proof. We know:
• U preserves µ (by assumption),
• X preserves µ (by definition),
• A preserves µ (see 5.3), and
• V Y preserves µ (see 5.7).
Therefore, µ is preserved by the pseudogroup G ⋉ 〈ΦkX ,Φ
k
Y 〉 generated by these
maps. Because
• this pseudogroup is transitive on the quotient X d0 , and
• µ has finite fibers over X d0 (see 5.2),
this implies that some orbit of the pseudogroup has positive measure. By ergodicity
of U , then this orbit is conull. ✷
Remark 5.9. To obtain the conclusions of Theorem 2.6, we let W = X + Y . Then
µ is supported on the (G⋉ Φ̂kW )-orbit of some point (p1, . . . , pk) in X
k. Note that,
by choosing dimW to be minimal, we can guarantee that whenever pi is a singular
point ofM , the subspaceW projects to 0 in the ith coordinate of (R2)k. Therefore,
the dimension of the orbit is equal to the dimension of the pseudosemigroup.
6. Countability
For our application, we need the following analogue of [Ra7, Cor. A(2)].
Proposition 6.1. The set of subspaces W occurring in Theorem 2.6 is countable.
For each such W , the set of closed orbits of SL(2,R)⋉ Φ̂kW is countable.
Lemma 6.2. The set of G-invariant subspaces W of (R2)k such that there exists
p ∈Mk with O = Φ̂kW p closed is countable.
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Proof. Let 2d be the dimension of W . After possibly renumbering the factors, we
may assume that
W ∩
(
(0, 0)d × (R2)k−d
)
= ∅.
Then if we denote elements of (R2)k by (v1, . . . , vk) where each vj ∈ R2, then W is
given by the following equations: for d+ 1 ≤ j ≤ k,
vj =
d∑
i=1
αjivi (6.3)
Recall that the linear holonomy map hol : H1(M,Z) → C ∼= R2 is given by
hol(γ) =
∫
γ ω, where ω = dx + idy is the holomorphic 1-form that determines the
flat structure on M . Let ∆ ⊂ R2 denote the image of hol, and let F denote the
set of real numbers r such that there exist nonzero v1 ∈ ∆, v2 ∈ ∆ with v1 = rv2.
Then F is clearly a countable set. We will show that each αji belongs to F ∪ {0}.
Let πd : M
k → Md denote projection onto the first d factors. Note that the
intersection of O with each fiber of πd is finite.
Now pick i, 1 ≤ i ≤ d, and j, d + 1 ≤ j ≤ k. We may assume that αji 6= 0.
Choose p = (p1, . . . , pk) ∈ O such that pi and pj are non-singular. Let γ be any
element of H1(M,Z) with hol(γ) 6= 0. We represent γ by a piecewise linear closed
curve on M beginning and ending at pi and not passing through any singularities;
we will also denote this representative by γ. We obtain a closed curve γi ∈Md by
keeping pm fixed for 1 ≤ m ≤ d, m 6= i. Because O is a branched cover of Md, γi
lifts to a closed curve γ˜i in O. Let γ′ denote the projection of γ˜i to the jth factor.
We wish to calculate hol(γ′), so let us describe γ′ more precisely. The curve
γ is a collection of segments connecting points pi = q0, q1, . . . , qn−1, qn = pi, with
qm+1 = φ̂wm(qm), wm ∈ R
2. Then γ′ is a collection of segments connecting the
points pj = q
′
0, q
′
1, . . . , q
′
n−1, q
′
n, with q
′
m+1 = φ̂αjiwm(q
′
m). By perturbing the wm,
we can make sure that γ′ is well defined and is not passing through any singularities.
By construction, the endpoint q′n of γ
′ belongs to the finite set π−1d (πd(p)) ∩ O.
After replacing γ by an integer multiple, we may assume that γ′ is closed. But, in
view of the explicit description of γ′, hol(γ′) = αji hol(γ), so αji ∈ F . ✷
In the rest of this section we will abuse notation by writing p+ v for φ̂v(p).
Lemma 6.4. Let M be a Veech surface, and let Γ be the Veech group of M . A
point p is called a periodic point if the Γ orbit of p is finite. Then the set of periodic
points is countable.
Remark 6.5. When M is non-arithmetic, which is the only case that we need to
discuss, it is proven in [GHS] that the number of periodic points is countable (in
fact, finite). The following generalization of this statement also follows from the
results of [GHS], but we include a short proof of as a warm up to the proof of
Proposition 6.1.
Proof. It is clearly enough to show that for each n ∈ N, the set Pn of points of period
n is countable. To do this it is enough to show that for each point p ∈ Pn, there
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exists a neighborhood U of p that does not contain any other points of Pn. Suppose
the last statement is false. Then there exists a sequence of points pj ∈ Pn such that
pj → p. We may assume after passing to a subsequence that the pj approach p from
some given direction w (i.e. that lim
pj−p
‖pj−p‖
= w). Let Γ′ denote the intersection
of all the index n subgroups of Γ. Then, since Γ is finitely generated, Γ′ is of finite
index in Γ and for each γ′ ∈ Γ′, and all j, γ′(pj) = pj . Then each element of Γ′
must fix w. This contradicts the fact that Γ′, being a finite index subgroup of Γ, is
Zariski dense in G. ✷
Proof of Proposition 6.1. It remains to prove the following assertion: Let W ⊂
(R2)k be an G-invariant subspace. Then the set H of closed orbits of Γ ⋉ Φ̂kW is
countable.
We triangulate M , with the vertices at the singular points. This yields a cell
decomposition of Mk in which the cells ∆1, . . .∆m of maximal dimension are
products of triangles. Let ∆0i denote the interior of ∆i, and let M
k
0 denote the
union of the ∆0i . For p ∈ M
k, let δ(p) denote the distance between p and the
complement of Mk0 (i.e. the distance to the boundary of the cell containing p).
Let 2d = dimW , and let W⊥ be any G-invariant complement to W . We may
assume that W is given by the equations (6.3). In view of Lemma 6.4 we may also
also assume that W has dense projection onto any of the R2 factors (i.e. for a fixed
j, not all αji are 0). Then, for any O ∈ H, O ∩Mk0 is dense in O.
Let n1, . . . , nm be an m-tuple of non-negative integers, and let H(n1, . . . , nm)
denote the set of of O ∈ H such that O∩∆0i has exactly ni connected components.
Now suppose H is uncountable. Then there exist n1, . . . , nm such that
H(n1, . . . , nm) is uncountable. Then by compactness, there exist O in
H(n1, . . . , nm) such that for every ǫ > 0 there exists O′ ∈ H(n1, . . . , nm) such that
the Hausdorff distance between O and O′ is less then ǫ. Let ρ be the minimum
over i of the minimal distance between connected components of O ∩∆0i .
Let n = n1 + · · · + nm, and number all the connected components of the
intersection of O with the interiors of the cells as Oi, 1 ≤ i ≤ n. Let γ1, . . . , γs
denote the generators of Γ. We may choose a point pi in each Oi such that for all
j, 1 ≤ j ≤ s, γjpi is in the interior of some component Ol, where l depends on i
and j.
Let C = max1≤j≤s ‖γj‖. Now choose ǫ > 0 so that:
• Cǫ < ρ/3.
• For any i, 1 ≤ i ≤ m, we have δ(pi) > 2Cǫ.
• For each i, 1 ≤ i ≤ m and each j, 1 ≤ j ≤ s, we have δ(γjpi) > 2Cǫ.
Now choose O′ ∈ H(n1, . . . , nm) so that the Hausdorff distance between O
′ and
O is less then ǫ. Note that if q ∈ Oi with δ(q) ≥ 2Cǫ there exists a unique vi ∈W
⊥,
such that ‖vi‖ ≤ Cǫ and q + vi ∈ O′. Also vi does not depend on the choice of q,
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and ‖vi‖ ≤ ǫ. Furthermore vi 6= 0 since O and O
′ cannot share a point in Mk0 . Let
V denote the finite set {v1, . . . , vn}.
We now claim that each generator γj preserves the set V . Indeed consider the
points pi ∈ O and pi+ vi ∈ O′. Since both O and O′ are Γ-invariant, we must have
γjpi ∈ O and γj(pi + vi) ∈ O′. By construction, γjpi ∈ Ol, and δ(γjpi) > 2Cǫ.
Recall that vl is the only vector inW
⊥ of norm at most Cǫ such that γjpi+vl ∈ O′.
But γj(pi + vi) = γjpi + γjvi ∈ O′, and ‖γjvi‖ ≤ ‖γj‖‖vi‖ ≤ Cǫ. Also γjvi ∈W⊥,
since W⊥ is G-invariant. Thus γjvi = vl.
We have proved that for each generator γj , we have γjV ⊆ V . This immediately
implies that ΓV = V . Then a finite index subgroup of Γ will fix a single vector in
V , which contradicts the fact that Γ is Zariski dense in G. ✷
7. Averages over large circles
Let mK denote the Haar measure on SO(2) ⊂ G. For x ∈ X k and t > 0, let
νt = νt,x = atmKδx
where δx is the atomic probability measure supported at x, and at =
(
et 0
0 e−t
)
.
Then each νt is a probability measure on X k. We can think of νt as the measure
supported on a circle of radius t inside the G-orbit through x. In this section we
prove the following theorem:
Theorem 7.1. Suppose x ∈ X k0 . Then there exists a G-invariant subspace W of
(R2)k such that
1. the G⋉ Φ̂kW orbit through x is closed, and
2. limt→∞ νt = µ, where µ is Lebesgue measure on this orbit.
Remark 7.2. If W = (R2)k, then µ is the Lebesgue measure on X k.
Lemma 7.3 (Invariance under a unipotent) Suppose ti → ∞. Then there is
a subsequence tij such that the measures νtij converge to a probability measure ν∞
that is invariant under the unipotent element u =
(
1 1
0 1
)
of G.
Proof. It follows from [EM, Corollary 5.3] that there is a subsequence tij such
that the measures νtij converge to a probability measure ν∞. We can find θj → 0
such that atij rθja
−1
tij
converges to u. (Recall that rθ is the 2×2 matrix representing
rotation by θ). Now the measures νtij = (atij νKa
−1
tij
)atij δx are atij rθja
−1
tij
invariant,
hence ν∞ is u invariant. ✷
Assumption 7.4. Assume ν∞ is not the Lebesgue measure on X k.
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Application of the measure classification theorem. Note that we do not know at
this point whether ν∞ is ergodic. However, standard results (using u-invariance)
imply that ν∞ projects to Lebesgue measure in G/Γ.
Notation 7.5. For convenience, if B ⊂ (R2)k and X ⊂ X k, let
B−1X =
⋃
v∈B
(φ̂kv)
−1(X).
By Theorem 2.6, and by Proposition 6.1, there exists a G-invariant proper
subspace W of (R2)k and an orbit O of G⋉ Φ̂kW , such that
ν∞(Horiz
−1O) > 0.
We will show that this implies that x ∈ O. In that case, the entire G-orbit of x lies
in O, so ν∞(O) = 1. Furthermore, we show that as long as W was chosen as small
as possible, ν∞ must be Lebesgue measure on O.
Projection and fiber measures. We choose W to be of minimal dimension. From
the structure of the G-invariant subspaces on (R2)k, we see that dimW = 2d,
0 ≤ d < k, and after renumbering the factors, we can make sure that
W projects surjectively to (R2)d × 0k−d.
Thus, (0, 0)d × (R2)k−d is complementary to W , and 0d × Rk−d is complementary
to W ∩Horiz in Horiz.
Lemma 7.6. There exists ǫ > 0 and a box
B = {0}d × [αd+1, βd+1]× · · · × [αk, βk] ⊂ Horiz
such that ν∞(B
−1O) > 2ǫ.
Proof. Let O0 be the (unique) orbit of G ⋉ ΦkW that is open and dense in O. (In
other words, O0 consists of the elements in O of which as few coordinates as possible
are singular points.) Note that
W−1O0 = O0. (7.7)
By the minimality of dimW , we see that ν∞
(
Horiz−1(O r O0)
)
= 0. Hence
ν∞(Horiz
−1O0) > 0. By combining this with (7.7) and the fact that Horiz =
W + (0d × Rk−d), we conclude that there is a box B ⊂ 0d × Rk−d, such that
ν∞(B
−1O0) > 0. Since O0 ⊂ O, then ν∞(B−1O) > 0, as desired. ✷
As in the previous sections, let πd : X
k → X d be the natural projection onto the
first d coordinates. For z ∈ X d, we let Fz = π
−1
d (z) ∩ O. Note that Fz is a finite
set.
We claim that
ν∞ projects to the Lebesgue measure on X d. (7.8)
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p B
B(δ1, L1)
B(δ,L)
Figure 2. The time the ellipse (drawn here as a dotted line) spends inside the small box B(δ1, L1)
is at most ǫ times the time the ellipse spends in the larger box B(δ, L). In Lemma 7.10, this is
proved as a result in (R2)k. Because of Lemma 7.12, it can be transferred to Xk, even if the
ellipse crosses the branch cut starting at the possibly singular point p.
To see this, note that, because W is a proper subspace of (R2)k, we have d < k.
Hence, by induction on k, we may assume there is a G-invariant subspace Wd
of (R2)d, such that the projection of ν∞ to X d is the Lebesgue measure on the
G⋉ Φ̂dWd orbit Od through πd(x). Then π
−1
d (Horiz
−1Od) is conull for ν∞, so
ν∞
(
π−1d (Horiz
−1Od) ∩ O
)
= ν∞(O) 6= 0.
From the minimality of dimW , we conclude that Wd = (R
2)d. Therefore Od = X d,
which establishes the claim.
Assumption 7.9. We may assume x /∈ O. (Otherwise, from the fact that O is a
branched cover of X d (and Lemma 8.14 below), we would immediately conclude
that ν∞ is the Lebesgue measure onO, as desired.) This will lead to a contradiction.
The key estimate. For L1 > 0, δ1 > 0 let
B(δ1, L1) =
{
(x, y) ∈ (R2)k
∣∣∣∣∣ xi = yi = 0, for 1 ≤ i ≤ d,|xi| ≤ L1 and |yi| ≤ δ1, for d+ 1 ≤ i ≤ k.
}
Lemma 7.10 (The key estimate) Suppose B ⊂ B(δ1, L1) ⊂ B(δ, L), where B
is as defined in Lemma 7.6. Suppose also that ρ > 0, ǫ < 1, δ1 < ǫδ/5, and
L1 < ǫL/5. Then there exists t0 depending only on ρ, δ, L such that for any t > t0
and any v ∈ B(δ1, L1) with
d(v,Horiz) >
k
5
e−tρ, (7.11)
we have ∣∣{ θ | atrθa−1t v ∈ B(δ1, L1) }∣∣ ≤ ǫ2 ∣∣{ θ | atrθa−1t v ∈ B(δ, L) }∣∣,
where rθ =
(
cos θ sin θ
− sin θ cos θ
)
.
Proof. If we write v = (v1, . . . , vk), with vj ∈ R2, and also write vj =
(
xj
yj
)
then
the condition (7.11) implies that there exists at least one j, m + 1 ≤ j ≤ k with
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|yj| >
1
5e
−tρ. The rest of the argument will take place in the jth factor (See
Figure 2).
We note that the components of the map θ → atrθa
−1
t v are trigonometric
polynomials of degree 1. In other words, the path θ → atrθa
−1
t vj parametrizes
an ellipse. Let t0 = max(log
5L
ρ , 0). Then if t > t0 and θ = π/2 then
atrθa
−1
t vj =
(
e2tyj
−e−2txj
)
6∈ B(δ, L). Thus, the ellipse θ → atrθa
−1
t vj leaves B(δ, L).
Then in view of the dimensions of the boxes, the portion of the ellipse in B(δ1, L1)
is at most ǫ/2 times the portion of the ellipse in B(δ, L). ✷
Lemma 7.12. For any L > 0, there exists δ > 0 and a compact subset E of X d
with ν∞
(
π−1d (E)
)
> 1− ǫ/4, such that
1. B(δ, L)−1
(
O ∩ π−1d (E)
)
does not contain any singular points, other than
perhaps points in O, and
2. for each p ∈ B(δ, L)−1
(
O ∩ π−1d (E)
)
, there is a unique b ∈ B(δ, L), such that
φ̂kv(p) ∈ O.
Proof. For z ∈ X d, let Sz be the surface corresponding to z (so we may write
π−1d (z) as S
k−d
z ). Let Σz denote the singular set of Sz. For any L > 0 on the
fixed surface Sz, there exist only finitely many horizontal trajectories of length at
most L connecting points of Fz ∪ Σz to points of Fz ∪ Σz . Therefore we can find
a large compact subset E of X d such that for any z ∈ E, Sz has no horizontal
trajectories of length at most 2L connecting points of Fz ∪ Σz to other points of
Fz ∪ Σz. Since ν∞ projects to Lebesgue measure on X d (see 7.8), we may choose
E so that ν∞
(
π−1d (E)
)
> 1− ǫ/4. Now we can choose δ > 0 by compactness.
Note that, because B(δ, L) ⊂ (0, 0)d × (R2)k−d, we have B(δ, L)−1Fz ⊂ π−1(z).
Therefore B(δ, L)−1Fz ∩ O = Fz. ✷
Completion of the proof of Theorem 7.1. Because x 6∈ O (see 7.9), we may choose
ρ > 0 so that d(x,O) > kρ. We may also assume that on the surface corresponding
to x, the distance between any two singular points is at least kρ. Let B, [αi, βi]
and ǫ be as in Lemma 7.6. Choose L1 so that for all d + 1 ≤ i ≤ k, we have
[αi, βi] ⊂ [−L1, L1]. Let L = 10L1/ǫ. Now choose E ⊂ X d and δ > 0 so that
Lemma 7.12 holds. Finally, choose δ1 = ǫδ/10. Assume t > log(5L/ρ). We will
abuse notation by writing p+ v for φ̂kv(p).
We claim that if atrθ0x+ v ∈ O, with v ∈ B(δ1, L1), then (7.11) holds. Indeed,
we have then
rθ0x+ a
−1
t v = a
−1
t (atrθ0x+ v) ∈ a
−1
t O = O,
so
|a−1t v| ≥ d(rθ0x,O) = d(x,O) > kρ.
Also,
|a−1t v| ≤ e
t · d(v,Horiz) +
L1
et
.
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Therefore
d(v,Horiz) ≥ e−t
(
|a−1t v| −
L1
et
)
> e−t
(
kρ−
L1
5L/ρ
)
> e−t
k
5
ρ.
Now let
R =
{
θ
∣∣ atrθx ∈ B(δ1, L1)−1(O ∩ π−1d (E)) } .
Suppose θ ∈ R. Let v be the unique element of B(δ1, L1) with atrθx+ v ∈ O, and
let
I ′θ = { θ
′ | atrθ′r
−1
θ a
−1
t v ∈ B(δ, L) }.
Note that θ ∈ I ′θ, so we may let Iθ be the component of I
′
θ that contains θ. By (the
proof of) Lemma 7.10, |Iθ ∩R| ≤ (ǫ/2)|Iθ|.
We claim that if Iθ1 6= Iθ2 , then Iθ1 ∩ Iθ2 is disjoint from R. To see this, note
that if θ′ ∈ Iθ1 ∩ Iθ2 , then there exist v1, v2 ∈ B(δ1, L1), such that, letting
v′i = atrθ′r
−1
θi
a−1t vi,
we have v′i ∈ B(δ, L) and
atrθ′x+ v
′
i = atrθ′r
−1
θi
a−1t (atrθix+ vi) ∈ atrθ′r
−1
θi
a−1t O = O.
Now if Iθ1 6= Iθ2 , then r
−1
θ a
−1
t v1 6= r
−1
θ a
−1
t v2, so v
′
1 6= v
′
2. Lemma 7.12(2) therefore
implies that atrθ′x /∈ B(δ, L)
−1
(
O ∩ π−1d (E)
)
, so θ′ /∈ R.
Since each point of R ∩ Iθ is contained in a unique interval, the circle is covered
at most twice by the intervals Iθ. It follows that |R| < ǫ. Equivalently, this means
that
νt
((
B(δ1, L1)
−1O
)
∩ π−1d (E)
)
< ǫ.
Since this holds for all sufficiently large t, we get
ν∞
((
B(δ1, L1)
−1O
)
∩ π−1d (E)
)
≤ ǫ.
Since ν∞ projects to Lebesgue measure, we know that ν∞
(
π−1d (E)
)
> 1 − ǫ/4.
Hence ν∞
(
B(δ1, L1)
−1O
)
< 5ǫ/4. This contradicts Lemma 7.6. ✷
Corollary 7.13. Suppose x ∈ X k0 . Then there exists a G-invariant subspace W
of (R2)k, such that the closure of Gx is (G⋉ Φ̂kW )(x).
Proof. LetW be as in the conclusion of Theorem 7.1. Because (G⋉Φ̂kW )(x) is closed
and G-invariant, it contains the closure of Gx. On the other hand, the support of
νt is a subset of Gx, so Gx is dense in the support of limt→∞ νt; that is, Gx is
dense in (G⋉ Φ̂kW )(x). ✷
Corollary 7.13′ (stated at the end of §2) follows from (7.13) by a standard
argument (inducing the action of Γ to an action of G).
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8. Application to counting
We now give the general setup for the counting problems we are considering.
For additional background and more detailed definitions, see the introduction to
[EMZ].
Notation 8.1.
• Let S be a translation surface. A saddle connection on S is a straight line
segment connecting two singularities. Since a saddle connection has a well
defined length and direction, each saddle connection is associated with a non-
zero vector in R2. Let Vsc(S) ⊂ R2 denote the set of vectors in R2 that are
associated to saddle connections in S.
• By a regular closed geodesic on S, we mean a closed geodesic that does not
pass through singularities.
• As mentioned in the introduction, any regular closed geodesic is part of a
family of freely homotopic parallel closed geodesics of the same length. Such
a family is called a cylinder. All the geodesics comprising a cylinder have
the same length and direction; thus we can associate to a cylinder a non-zero
vector in R2. Note that each boundary component of a cylinder is a union
of saddle connections. Let Vcyl(S) ⊂ R2 denote the set (with multiplicity) of
vectors in R2 that are associated to cylinders in S. In particular, if S is a
standard torus, then Vcyl(S) is the set of primitive vectors in Z
2.
• For any T > 0, let B(T ) denote the ball in R2 of radius T centered at 0.
• Let V (S) be a subset of R2 − (0, 0) with multiplicity; i.e. a set of vectors
with positive weights. The weights are usually positive integers (e.g., we may
consider saddle connections with multiplicity), but need not be (e.g., we may
weight each cylinder by the reciprocal of its area).
• Let NV (S, T ) denote the cardinality (with weights) of V (S) ∩B(T ). We are
interested in the asymptotics of NV (S, T ) as T → ∞. If V (S) = Vsc(S), we
will denote NV (S, T ) by Nsc(S, T ), and if V (S) = Vcyl(S) then, as in the
introduction, we will denote NV (S, T ) simply by N(S, T ).
• Recall from the introduction that H(β) denotes a stratum of translation
surfaces.
• Let H1(β) denote the subset of H(β) consisting of the surfaces of area 1
(where area is taken using the associated translation metric).
• As in §7, let mK denote the Haar measure on SO(2) ⊂ SL(2,R).
• For S ∈ H1(β) and t > 0, let
νt,S = atmKδS
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where δS is the atomic probability measure supported at S, and at =(
et 0
0 e−t
)
. Then νt,S is a probability measure on H1(β).
• Finally, for a bounded compactly supported function f : R2 → R, let
fˆV (S) =
∑
v∈V (S)
f(v).
The function fˆV is called the Siegel-Veech transform of f .
The general counting problem. We now summarize the relevant results from [Ve2],
[EM] and [EMS] that will be used in §9.
Theorem 8.2. Let S ∈ H1(β) be a translation surface, and suppose the following
hold (using Notation 8.1):
(A) V (·) varies linearly under the SL(2,R) action; i.e., for all g ∈ SL(2,R) and
all S ∈ H1(β), we have V (gS) = gV (S).
(B) There exists a constant C, such that for all S ∈ H1(β), we have NV (S, 2) ≤
CNsc(S, 2).
(C) As t → ∞, the measures νt,S converge to an SL(2,R)-invariant (probability)
measure µ.
(D) Let h : R2 → R denote the characteristic function of the trapezoid whose
vertices are at (1, 1), (0, 1), (0, 1/2) and (1/2, 1/2). Let O˜ denote the closure
of the SL(2,R) orbit of S. Then for any ǫ > 0 and any compact subset K
of H1(β), there exist continuous functions φ+ : O˜ → R and φ− : O˜ → R such
that for all S ∈ O˜ ∩K, we have
φ−(S) ≤ hˆV (S) ≤ φ+(S) and
∫
H1(β)
(φ+ − φ−) dµ < ǫ.
Then, the following hold:
(i) There exists a constant c = c(S, V ), such that as T →∞,
NV (S, T ) ∼ πcT
2.
(ii) We have the Siegel-Veech formula: there exists a constant c such that for any
continuous compactly supported f : R2 → R,∫
H1(β)
fˆV dµ = c
∫
R2
f. (8.3)
(iii) The constant c in (i) is the same as the constant c in (ii).
Remark 8.4. Conclusion (ii) depends only on assumptions (A) and (some version
of) (B). It was proved by W. Veech in [Ve2], where this approach to counting on
translation surfaces was originated. The proof is reproduced in [EM, Theorem 2.2].
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Remark 8.5. Assumption (B) may be replaced by:
(B′) There exist constants C > 0 and 0 < s < 2 such that for all S ∈ H1(β),
NV (S, 2) ≤ C/ℓ(S)s, where ℓ(S) is the length of the shortest saddle connection
on S.
In fact, (B′) is used in the proof of Theorem 8.2 instead of (B). The assertion that
(B) implies (B′) follows from [EM, Theorem 5.1].
Remark 8.6. It follows from (B′) and [EM, Theorem 5.2] that any limit measure
of the probability measures νt,S must be a probability measure (see [EM,
Corollary 5.3]). Thus, the measure µ of (C) is automatically a probability measure.
Remark 8.7. The assertion (D) is a technical assumption needed since the Siegel-
Veech transform fˆ may not be continuous even if f is.
Outline of proof of Theorem 8.2. Let h be the characteristic function of the
trapezoid as in (D). We have the following lemma from calculus (cf. [EM, Lemma
3.4]): for any v ∈ R2,∫ 2π
0
h(atrθv) dθ ≈
{
e−2t if et/2 ≤ ‖v‖ ≤ et
0 otherwise.
(8.8)
If we multiply both sides of (8.8) by T 2 = e2t and sum over all v ∈ V (S), we get,
under assumption (A),
T 2
∫ 2π
0
hˆV (atrθS) dθ ≈ NV (S, T )−NV (S, T/2)
or equivalently,
NV (S, T )−NV (S, T/2) ≈ 2πT
2
∫
H1(β)
hˆV dνt,S . (8.9)
(The fact that we only have approximate equality and not equality in (8.9) does
not affect the asymptotics. See [EM, §3] for the details).
The assumption (C) means that for any bounded continuous function φ onH1(β),
lim
t→∞
∫
H1(β)
φdνt,S =
∫
H1(β)
φdµ. (8.10)
We would like to apply (8.10) to hˆV , which is neither bounded nor continuous. The
fact that hˆV is not continuous is handled by assumption (D). To handle the fact
that hˆV is not bounded, we decompose hˆV = h1 + h2, where h1 is bounded and
h2 is supported outside of a large compact set. Then the contribution of h2 can be
shown to be negligible using [EM, Theorem 5.2], in view of assumption (B′). The
details of this argument are given in [EMS, §2].
Now applying (8.10) with φ = hˆV and substituting into (8.9), we get
lim
T→∞
N(S, T )−N(S, T/2)
T 2
= 2π
∫
H1(β)
hˆV dµ.
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By iterating (replacing T with T/2, T/4, T/8, . . .), and summing the resulting
geometric series, we get
lim
T→∞
N(S, T )
T 2
=
8π
3
∫
H1(β)
hˆV dµ. (8.11)
This implies (i). Now by (8.3),∫
H1(β)
hˆV dµ = c
∫
R2
h =
3c
8
.
This, together with (8.11), implies (iii). ✷
As a corollary of Theorem 8.2 and Theorem 7.1 we have the following:
Theorem 8.12. Suppose S is a branched cover of a Veech surface M . Let N(S, T )
denote the number of cylinders of periodic trajectories in S of length at most T .
Then there exists a constant c = c(S) such that as T →∞,
N(S, T ) ∼ cT 2. (8.13)
Proof. We use Theorem 8.2, with V (·) = Vcyl(·). Assumption (A) clearly holds, and
(B) also holds since the boundary of every cylinder contains a saddle connection.
Now let M be the connected component of MD(β) that contains S (where
MD(β) is as in the introduction). Since S ∈ M and M is closed and SL(2,R)-
invariant, the support of any of the measures νt,S is contained in M. Also, since
M is a branched cover of the space X k, a measure classification theorem on
X k automatically yields a measure classification theorem on M (see Lemma 8.14
below). Thus Assumption (C) of Theorem 8.2 follows from Theorem 7.1.
Finally, in our setting (D) is automatically satisfied, since the orbit closure O˜ is a
proper submanifold of H1(β), the measure µ is Lebesgue measure on O˜, and (after
intersecting with any compact set) the set of discontinuities of hˆV is contained in
a finite union of submanifolds of positive codimension in O˜. Thus Theorem 8.12
follows from (i) of Theorem 8.2. ✷
Lemma 8.14. Suppose W is a G-invariant subspace of (R2)k, O is a closed orbit
of G⋉ Φ̂kW in X
k, and O˜ is a (connected) branched cover of O, such that the action
of G on O lifts to O˜.
If ν is any u-invariant probability measure on O˜ that projects to the Lebesgue
measure on O, then ν is the Lebesgue measure on O˜.
Proof. Let µ and µ˜ be the Lebesgue measures on O and O˜, respectively. Then,
because it projects to µ, the measure ν must be absolutely continuous with respect
to µ˜; thus, we may write ν = fµ˜, for some Borel function f on O˜.
It is not difficult to see that µ˜ is ergodic for G, so (by decay of matrix coefficients
[Zi, Thm. 2.4.2, p. 29], or by the the Mautner phenomenon [Zi, Thm. 2.2.15, p. 21])
it is ergodic for u. This implies that f is constant. So ν = µ˜ (up to a normalizing
scalar multiple). ✷
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Figure 3. We draw the surface Sn (for n = 5), tessellated by (reflections of) the triangle Pn. In
each of the double n-gon shapes, the opposite parallel sides are identified. The bottom double
n-gon can be identified with the surface Xn. The covering map from Sn to Xn is specified by the
two slits (drawn as thick lines), with identifications as shown. For n = 5, the shaded region in the
bottom double pentagon is one of the cylinders in the vertical cylinder decomposition for Xn; the
unshaded region in the bottom double pentagon is the other cylinder.
9. Triangular Billiards.
Let n ≥ 5 be an odd integer. As in the introduction, let
Pn denote the triangle with angles
(n− 2)π
2n
,
(n− 2)π
2n
,
2π
n
and let Sn denote the corresponding translation surface. In the rest of this section,
we complete the proof of Theorem 1.4 by computing the constant c in Theorem 8.12
for the case of the surface Sn. Our general strategy is to use (ii) and (iii) of
Theorem 8.2. To pass from Sn to Pn, note that N(Pn, T ) = N(Sn, T ), and since
Sn consists of 4n triangles, area(Sn) = 4n area(Pn).
The surface Sn can be drawn as in Figure 3. As shown in [HS1] and as one
can see from the figure, Sn is a double cover of a surface Xn consisting of a double
n-gon with opposite sides identified. The surface Xn is a Veech surface (see [Ve1]),
but Sn is not (see [HS1]).
The Veech surface.
Most of the information in this section comes from [Ve1]. Let
Qn denote the triangle with angles
π
n
,
π
n
,
(n− 2)π
n
,
(realized with the two equal sides having length 1, and one of the equal sides
horizontal). Then the surface corresponding to Qn can easily be seen to be
(isomorphic to) Xn. The cylinder decomposition in the vertical direction consists
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of (n− 1)/2 cylinders Vj , and for 1 ≤ j ≤ (n− 1)/2, we have:
hj = height Vj = 4 sin
π(2j − 1)
n
cos
π
n
(9.1)
wj = width Vj = 2 sin
π(2j − 1)
n
sin
π
n
(9.2)
(the closed trajectories in the cylinder Vj have length hj). Since for all 1 ≤ j ≤
(n− 1)/2, hj/wj = 2 cot
π
n , the unipotent
un =
(
1 0
2 cot πn 1
)
belongs to the Veech group Γn of Xn. Note that
un
(
wj
0
)
=
(
wj
hj
)
. (9.3)
The unipotent un, together with the rotation by 2π/n generate Γn. It is shown in
[Ve1] that
Vol(Γn\H) =
n− 2
n
π
where Vol denotes the Poincare´ volume on the hyperbolic plane H.
The following lemma is from [GJ]:
Lemma 9.4. Suppose Γ ⊂ SL(2,R) is a lattice, and suppose that Γ intersects non-
trivially the stabilizer N in SL(2,R) of v. (The above condition is equivalent to the
discreteness of the orbit Γv.) Let γ ∈ Γ be either of the two generators of Γ∩N . Let
B(T ) denote the ball in R2 of radius T centered at the origin. Then, as T →∞,
|Γv ∩B(T )| ∼ Vol(Γn\H)
−1 |〈γv
⊥, v〉|
‖v‖3‖v⊥‖
T 2,
where v⊥ is any vector perpendicular to v.
We also record the following trivial consequence (of the existence of the
asymptotics):
Suppose v is as in Lemma 9.4, and suppose v′ is a scalar multiple of v. Then, as
T →∞.
|Γv′ ∩B(T )| ∼
‖v‖2
‖v′‖2
|Γv ∩B(T )|. (9.5)
We now apply Lemma 9.4 with Γ = Γn, v =
(
0
h1
)
, v⊥ =
(
w1
0
)
, γ = un, and
using (9.3) we get that the number of cylinders in the ball of radius T that are in
the orbit of the cylinder V1 is asymptotic to
Vol(Γn\H)
−1 h
2
1
h31w1
T 2 =
n
(n− 2)π
1
h1w1
T 2. (9.6)
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We now use (9.5) to see that for 1 ≤ j ≤ (n− 1)/2, the number of cylinders in the
ball of radius T that are in the Γn orbit of Vj is asymptotic to
n
(n− 2)π
1
hjwj
T 2. (9.7)
(in the above, we used the identity 1h1w1
h21
h2
j
= 1hjwj ). Since every cylinder is in the
orbit of some Vj , we get (after summing over j),
N(Xn, T ) ∼
n
(n− 2)π
(n−1)/2∑
j=1
1
hjwj
T 2 (9.8)
Using the identity [Ve1, Lemma 6.3]
(n−1)/2∑
j=1
1
sin2 π(2j−1)n
=
n2 − 1
6
and using the expressions (9.1), we get
N(Xn, T ) ∼
n
(n− 2)π
n2 − 1
48
T 2
sin πn cos
π
n
.
Since
sin
π
n
cos
π
n
=
1
2
sin
2π
n
= areaQn =
1
2n
areaXn,
we have
N(Xn, T ) ∼
n2(n2 − 1)
24(n− 2)π
T 2
area(Xn)
=
π
ζ(2)
n2(n2 − 1)
144(n− 2)
T 2
area(Xn)
. (9.9)
This is the formula in [Ve1].
The Siegel-Veech formula applied to Xn. It is useful for the sequel to compare
the result of (9.7) with the result of the corresponding Siegel-Veech formula. Let
Dn = SL(2,R)Xn denote the orbit of Xn. This is a closed submanifold of the
stratum, which is also called a Teichmu¨ller curve. For 1 ≤ j ≤ (n − 1)/2,
define Uj : Dn → subsets of R2 by the formula Uj(gXn) = gΓn
(
0
hj
)
(where
g ∈ SL(2,R)). Let fǫ denote the characteristic function of the ǫ-ball in R2
centered at the origin, and for M ∈ Dn, define the Siegel-Veech transform
fˆj,ǫ(M) =
∑
v∈Uj(M)
fǫ(v).
Lemma 9.10. If ǫ is sufficiently small, then fˆj,ǫ : Dn → R takes on only the values
0 and 1; we have fˆj,ǫ(M) = 1 if and only if M has a cylinder decomposition such
that the jth cylinder from the left has height at most ǫ. Given M , such a cylinder
decomposition is unique if it exists.
Proof. This is straightforward. (The uniqueness of the decomposition follows from
the fact, proved by Veech [Ve1], that H2/Γn has only one cusp.) ✷
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Let ν denote the normalized SL(2,R) invariant measure on Dn. Then, we have
the Siegel-Veech formula: ∫
Dn
fˆj,ǫ dν = cj
∫
R2
fǫ. (9.11)
We now apply Theorem 8.2 with V (·) = Uj(·), and S = Xn. The validity of
assumption (C) can be deduced from the mixing property of the geodesic flow, see
[Mar] for a general proof in variable negative curvature, or [EMc] for a simplified
exposition in the constant curvature case. We obtain that
|Uj(Xn) ∩B(T )| ∼ πcjT
2,
where cj is as in (9.11). Comparing with (9.7), we see that
cj =
n
(n− 2)π2
1
hjwj
.
Substituting into (9.11) we get
1
πǫ2
∫
Dn
fˆj,ǫ dν =
n
(n− 2)π2
1
hjwj
. (9.12)
Remark 9.13. It is possible to prove (9.12) directly, and thus to compute the
asymptotics in (9.6) without using Lemma 9.4. We chose this indirect derivation
of (9.12) to minimize the amount of computation.
The branched cover.
We now return to our surface Sn, which is a branched cover of Xn (see Figure 3).
Xn is a union of two n-gons, and the two branch points p and p
′ are at the centers
of the n-gons. We now wish to apply Theorem 7.1 to the point (Xn, p, p
′) ∈ X 2.
It is important to note that Xn is hyperelliptic, and that our two branch points
are interchanged by the hyperelliptic involution. Since the hyperelliptic involution
commutes with the SL(2,R) action, this it true for any point in the orbit of
(Xn, p, p
′). Thus, the SL(2,R) orbit of (Xn, p, p
′) is not dense in the space X 2,
and indeed we have in Theorem 7.1 a proper W ⊂ (R2)2 of real dimension 2. Let L
denote the subspace { (v,−v), | v ∈ R2 }. The above argument shows that W ⊆ L.
But since we know that Sn is not Veech, dimW > 0. Hence dimW = 2 andW = L.
Let O = (SL(2, R)⋉ Φ2W )(Xn, p, p
′). Then O ⊂ X 2 consists of points of the form
(M, q, q′) where M ∈ Dn, q ∈ M , q
′ ∈ M and q and q′ are interchanged by the
hyperelliptic involution of M . By Theorem 7.1,
lim
t→∞
νt,(Xn,p,p′) = µ, (9.14)
where µ is Lebesgue measure on O.
Now let O˜ denote the orbit closure SL(2,R)Sn. Since Sn is a double cover of Xn,
branched over p and p′, for any g ∈ SL(2,R), gSn is a double cover of gXn branched
over gp and gp′, and (gXn, gp, gp
′) ∈ O. Thus, in particular, every surface in O˜ is
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a double cover of a surface in Dn. Thus we have a natural map π˜ : O˜ → O that
maps each surface S ∈ O˜ to the surface in Dn of which it is a double cover, and
notes the locations of the branch points. Now in view of (9.14) and Lemma 8.14,
lim
t→∞
νt,Sn = µ˜,
where µ˜ is normalized Lebesgue measure on O˜. Hence, by Theorem 8.2, we have a
quadratic asymptotic formula
N(Sn, T ) = |Vcyl(Sn) ∩B(T )| ∼ πcT
2,
with the constant c given by
c =
1
πǫ2
∫
O˜
fˆǫ dµ˜ (9.15)
where as above, fǫ : R
2 → R is the characteristic function of the ball of radius ǫ
centered at the origin, and fˆǫ(S) =
∑
v∈Vcyl(S)
fǫ(v).
Let v be some periodic direction for Sn, hence for Xn. We may use an element
γ of the Veech group Γn of Xn to map v to the vertical direction. Note that γSn
is a double cover of γXn = Xn. In the vertical direction, Xn has the cylinder
decomposition V1, . . . , V(n−1)/2 described above.
Lemma 9.16. For any γ ∈ Γn, the branch points of γSn will project to two points
in the same cylinder, say Vk. The cylinder decomposition of γSn in the vertical
direction is the following:
a. For each j 6= k, there are two cylinders on γSn of the same length as Vj (one
on each “sheet”).
b. On γSn there are two cylinders of the same length as Vk and two cylinders of
twice the length of Vk.
Proof. The fact that both branch points project to the same cylinder of Xn follows
from the fact that each cylinder of Xn is preserved by the hyperelliptic involution σ
of Xn (since different cylinders have different lengths) and the fact that the branch
points are interchanged by σ. From Figure 3, the cover Sn is determined by two
slits (drawn as the thick lines in the figure), which are interchanged by σ. Since σ
commutes with the SL(2,R) action, the cover γSn of Xn is also determined by two
slits, which are interchanged by σ. For each cylinder Vj of Xn, let λj denote the
closed trajectory in the center of Vj . Note that for any j, λj is mapped to itself
under σ. Also, since σ exchanges the slits, we see that λj intersects each slit the
same number of times. Thus, λj breaks up into two closed paths of the same length
when lifted from Xn to γSn. This proves (a) and the first assertion of (b). It is
easy to see that the closed vertical trajectories on Vk between the boundary of Vk
and one of the branch points double in length when lifted from Xn to γSn. This
proves the second assertion of (b). ✷
Corollary 9.17. The function fˆǫ : O˜ → R is constant on the fibers of π˜ (a.e.),
and thus descends to a function f¯ǫ : O → R. The latter function, for ǫ sufficiently
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small, is given (a.e.) by the formula
f¯ǫ(M, q, q
′) = 2fˆk,ǫ(M) + 2fˆk,ǫ/2(M) + 2
∑
j 6=k
fˆj,ǫ(M), (9.18)
where for 1 ≤ j ≤ (n−1)/2, fˆj,ǫ : Dn → R is as in Lemma 9.10, and k is such that q
(and q′) belong to the kth cylinder from the left in the unique cylinder decomposition
that contains a cylinder of height at most ǫ.
Proof (sketch). Choose a fundamental domain for Γn in the upper half plane. Since
Xn has a vertical cylinder decomposition, we may assume that the cusp of the
fundamental domain approaches ∞, rather than approaching a point on the real
axis. This means that as h goes to infinity in the fundamental domain, the unique
short cylinder decomposition of hXn is the image under h of the vertical cylinder
decomposition of Xn.
We first prove that (9.18) is correct for all M in the SL(2,R) orbit of Sn. To do
this, let g ∈ SL(2,R), and write g = hγ, where γ ∈ Γn, and h is in the fundamental
domain. Note that fˆǫ(M) is zero unlessM has a short cylinder. Thus, if g = hγ, and
h is in a compact part of the fundamental domain, then (in view of Lemma 9.16),
we have fˆǫ(hγSn) = 0. Therefore, we may assume that h is in the cusp, and hence
the unique short cylinder decomposition of gSn = hγSn is the image, under the
linear action of h, of the vertical cylinder decomposition of γSn. Then it is clear
from Lemma 9.16 that (9.18) holds for M = gSn.
To complete the proof, note that both sides of (9.18) are continuous off a closed
set of measure 0, namely, the set where a branch point projects to an edge of a
cylinder (in a cylinder decomposition containing a cylinder of height at most ǫ).
Then use the fact that the SL(2,R) orbit of Sn is dense. ✷
Remark 9.19. The analogue of the first assertion of Corollary 9.17 fails in the
context of [EMS], in part since there we are dealing with covers of high degree.
This is responsible for most of the combinatorial complexity of the argument in
[EMS].
In view of Corollary 9.17, (9.15) becomes
c =
1
πǫ2
∫
O
f¯ǫ dµ
=
1
πǫ2
∫
Dn
∫
M
f¯ǫ(M, q, σ(q)) dλM (q) dν(M),
where λM is Lebesgue measure on the translation surface M , and σ denotes the
hyperelliptic involution. Performing the integral over M , we get
c =
(n−1)/2∑
k=1
pk
 1
πǫ2
∫
Dn
2fˆk,ǫ(M) + 2fˆk,ǫ/2(M) + 2∑
j 6=k
fˆj,ǫ(M)
 dν(M)
 ,
where pk = hkwk/A and A = area(Xn) (so that pk denotes the relative area of the
kth cylinder from the left in any cylinder decomposition).
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Now, using (9.12), we get
N(Sn, T ) ∼ c T
2 =
n
(n− 2)π
(n−1)/2∑
k=1
pk
 2
hkwk
+
2
4hkwk
+
∑
j 6=k
2
hjwj
T 2
=
n
(n− 2)π
(n−1)/2∑
k=1
pk
 2
4hkwk
+
(n−1)/2∑
j=1
2
hjwj
T 2.
Since the second term in the parenthesis is independent of k, and
∑
pk = 1, this
can be rewritten as
N(Sn, T ) ∼
 n
(n− 2)π
(n−1)/2∑
j=1
2
hjwj
+
n
(n− 2)π
(n−1)/2∑
k=1
2pk
4hkwk
T 2. (9.20)
The first term in the parenthesis is in view of (9.8) twice the limit of N(Xn, T )/T
2.
The second term in the parenthesis is, since pk = hkwk/(areaXn), equal to
n
(n− 2)π
(n− 1)
4 area(Xn)
.
In view of (9.9), we get
N(Sn, T ) ∼
(
n2(n2 − 1)
12(n− 2)π
1
area(Xn)
+
n
(n− 2)π
(n− 1)
4 area(Xn)
)
T 2.
Simplifying, we get
N(Sn, T ) ∼
n(n− 1)(n2 + n+ 3)
12(n− 2)π
T 2
area(Xn)
.
Alternatively,
N(Sn, T ) ∼
n(n− 1)(n2 + n+ 3)
6(n− 2)π
T 2
area(Sn)
=
π
ζ(2)
n(n− 1)(n2 + n+ 3)
36(n− 2)
T 2
area(Sn)
.
To pass from Sn to Pn, note that N(Pn, T ) = N(Sn, T ), and since Sn consists of
4n triangles, area(Sn) = 4n area(Pn).
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