Multiparticle production processes provide valuable information about the mechanism of the conversion of the initial energy of projectiles into a number of secondaries by measuring their multiplicity distributions and their distributions in phase space. They therefore serve as a reference point for more involved measurements. Distributions in phase space are usually investigated using the statistical approach, very successful in general but failing in cases of small colliding systems, small multiplicities, and at the edges of the allowed phase space, in which cases the underlying dynamical effects competing with the statistical distributions take over. We discuss an alternative approach, which applies to the whole phase space without detailed knowledge of dynamics. It is based on a modification of the usual statistics by generalizing it to a superstatistical form. We stress particularly the scaling and self-similar properties of such an approach manifesting themselves as the phenomena of the log-periodic oscillations and oscillations of temperature caused by sound waves in hadronic matter. Concerning the multiplicity distributions we discuss in detail the phenomenon of the oscillatory behaviour of the modified combinants apparently observed in experimental data.
Introduction
Multiparticle production, one of the first subjects studied in collision experiments, provides valuable information about the mechanism of the conversion of the initial energy of projectiles, √ s, into a number N of secondaries by measuring their multiplicity distributions, P (N ), and their distributions in the allowed phase space. It therefore serves as a reference point for more involved and detailed measurements. Conventionally, the produced particles are assigned to two categories: the majority, occupying the densely populated central region of small transverse momenta, p T ≤ p T 0 , are supposed to be produced in soft interactions, the rest, with p T > p T 0 , are associated with quantum-chromodynamical (QCD-)based hard collisions and occupy the remaining part of the phase space. They differ significantly in the form of their distributions in p T which is exponential, F (p T ) ∼ exp(−p T /T ), in the former case and power-like,
where q = 1 + 1/n is known as the nonextensivity parameter because in statistical mechanics it describes the nonextensivity of the system. For q → 1 (or n → ∞) both Eqs. (1) and (2) become the usual Boltzmann-Gibbs (BG) exponential distributions with T becoming the temperature and our system becomes extensive. Both formulas are equivalent, therefore in what follows we shall use them interchangeably. Whereas Eq. (2) has been widely used in many other branches of physics 7 , both Eqs. (1) and (2) have been used in data analysis of multiparticle production processes (cf., for example, 4, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and references therein) and in their phenomenological description (cf., for example, and references therein). The nonextensivity parameter q plays an important role because the departure from unity of |q − 1| is a measure of how far we are from the situation described by BG statistics (which is recovered for q = 1). It carries information on all factors, dynamical or otherwise, making our system nonextensive. Therefore, by adding new dynamical information concerning our system we are diminishing the value of |q − 1| (as was demonstrated in 46 ). In this review we present some selected aspects of this problem with special emphasis on the sources of the quasi-power law distributions (Sections 2 and 3) and, among these, on the so called superstatistical approach 47, 48 (Section 2.2). We concentrate mainly on a couple of examples from our most recent 
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Intriguing aspects of multiparticle production processes 3 work (see, for example, 26, 27, [49] [50] [51] [52] and references therein). They cover the generalities of fluctuation, correlation and nonextensivity (Section 4) and some specific examples of the quasi-power law in hadronic and nuclear collisions (Section 5). In Section 6 we present some surprising features of quasi-power law distributions which distinguished themselves by their scaling (Section 6.1) and self-similar properties (Section 6.2) resulting in, respectively, the occurrence of log-periodic oscillations of observed distributions as a function of p T , or oscillations of the scale parameter T which indicate the possible formation of sound waves in hadronic matter formed in the collision process. In Section 7 we present a novel feature of multiplicity distributions, namely we show apparent oscillations of their modified combinants. Section 8 summarises our review. We do not cover results based on nonextensive thermodynamics which can be found, for example, in 35, 36, 38, 39 and their theoretical justification is provided by [53] [54] [55] [56] . Also, a description of nonextensive dense hadronic or partonic matter is not addressed here, but may be found, for example, in [57] [58] [59] (and references therein).
Quasi-power law ensembles

Statistical properties of small or constrained systems
We start with small or constrained systems which lead to Tsallis distributions with q < 1. The problem of the applicability of statistical physics to small systems was first addressed a long time ago in 60 (on the example of the nucleation reaction observed experimentally). For systems composed of a small number N of particles a number of new effects occur caused, for example, by the surface terms or by rotational movements, which prevent the applicability of ordinary thermodynamics applicable only in the limit of N → ∞. Therefore, this problem was initially approached by simply supplementing the ordinary thermodynamic relations by some correction terms (called subdivision energies) 61 . Later, such nanothermodynamics (a synonym for the thermodynamics of small systems also called nanosystems and introduced in 62 ) was formulated by focusing on the inherent characteristics of any nanosystem, namely on the fluctuations of its thermodynamic functions. It turns out that when averaged over they result in the Tsallis statistics description [63] [64] [65] . A similar situation is encountered when one considers large but constrained systems 66, 67 . In both cases one encounters deviations from the usual Boltzmann-Gibbs formula. In what follows we address a number of such cases.
All variables fixed
The simplest situation is when out of the three main variables characterizing the system: the total energy U , the temperature T and the multiplicity N , one or two are fixed and the rest fluctuate (in the case of U or T according to a gamma distribution, in the case of N according to a Poisson distribution) 68 ; note that only in the thermodynamic limit of N → ∞ do these fluctuations take the form of the usually considered Gaussian distributions. Fluctuations of all three variables always induce some correlations in the system 68 . If all variables are fixed the energy E of a constituent fluctuates according to a Tsallis distribution with q < 1:
where T = U N − 2 and q = N − 3 N − 2 < 1.
Note that the same distribution emerges for the so called induced partition 69 in which N − 1 randomly chosen independent points, {U 1 , . . . , U N −1 }, break the segment (0, U ) into N parts whose lengths are distributed according to Eq. (3). For ordered U k the length of the k th part corresponds to the value of the energy E k = U k+1 − U k . In our case it could correspond to the case of random breaks of the string in N − 1 points in the energy space. Note that the induced partition differs from successive sampling from the uniform distribution, E k ∈ 0, U − k−1 i=1 E i , which results in f (E) = 1/E 70, 71 .
Conditional probability
Let us consider now a system of n independent particles with energies {E i=1,...,N }, each of them distributed according to a Boltzmann distribution g i (E i ) (their sum, U = N i=1 E i , is then distributed according to a gamma distribution g N (U )):
Suppose that the available energy is limited, U = const. In such a case the distribution of energy of a single particle follows some conditional probability, which again has the form of a Tsallis distribution:F
where q = N − 3 N − 2 < 1 and
the same as in Eq. (3) above.
Statistical physics considerations
Both Eqs. (3) and (5) follow from the statistical physics considerations of an isolated system with energy U = const and with ν degrees of freedom (particles). Choose a single degree of freedom (a single, well-defined, state) with energy E << U and denote the remaining (or reservoir) energy as E r = U − E. Let Ω(U − E) be the number of states of the whole system and P (E) ∝ Ω(U −E) (which is slowly varying) the probability that the energy of the chosen degree of freedom is E. Expanding ln Ω(U − E) around U , and keeping only the first two terms one finds that ln P (E) ∝ ln Ω(E) ∝ −βE with β = 1
This means that P (E) ∝ exp(−βE) is an extensive (q = 1) Boltzmann distribution.
On the other hand, one expects that
(where α 1,2 are of the order of unity; we put α 1 = 1 and, to account for diminishing the number of states in the reservoir by one state, α 2 = 2) 72, 73 . This means that
and the probability of choosing energy E can be written as: 
Eq. (10) coincides with the previous results obtained from the induced partition and conditional probability.
Superstatistics. Beyond B-G statistics
Note that all the previous distributions, Eqs. (3), (5) and (10) are Tsallis distributions with q < 1 for which
For N → ∞ (or q → 1) we get E = T , as in the BG distribution, f (E) = (1/T ) exp(−E/T ). We shall proceed now to the case of q > 1. It is closely connected with the presence of some intrinsic fluctuations in the system under consideration. In our case this idea was conceived when investigating some anomalies observed in cosmic ray experiments where the observed spectra visibly departed from the expected exponential behavior. We proposed at that time that this is just a manifestation of cross section fluctuations (which were, in fact, observed in nuclear collisions and in diffraction dissociation experiments at accelerators) 74 . Some
The parameter q is directly connected to the variance of T (the prefactor (2 − q)/T occurring here reflects our definition of the distribution as a probability density function with standard normalization, dEh q (E) = 1) 76, 77 :
where ω
The gamma function distribution of 1/T follows from the situation when the heat bath is not homogeneous and must be described by a local temperature, T , fluctuating from point to point around some equilibrium value, T 0 . Assuming some simple diffusion picture as being responsible for equalization of this temperature 26, 76, 77 we get the evolution of T in the form of a Langevin stochastic equation with the distribution g(1/T ) in the form of a gamma distribution (13) emerging as a solution of the corresponding Fokker-Planck equation. Such an approach allows for further generalization to cases where diffusion also accounts for some energy transfer to/from the heat bath 26 . In such cases T becomes a q-dependent quantity:
Depending on the type of energy transfer T V is either negative (the system under consideration loses energy like, for example, in nuclear collisions when energy is transferred to the spectators 78 ) or positive (energy is transferred into the system, for example to cosmic rays during their propagation through outer space 79 ). This idea was further developed in 56, 80, 81 (where problems connected with the notion of temperature in such cases were addressed). This forms the basis for the so-called superstatistics 47, 48, 82, 83 understood as a superposition of two different statistics relevant to driven nonequilibrium systems with a stationary state and intensive parameter fluctuations. For BG statistics and others defined by g(1/T ) the resultant distribution is then given by the convolution of both,
Depending now on the statistical properties of the fluctuations, one obtains different effective statistical mechanical descriptions. Tsallis statistics follow from the above gamma distribution of an intensive variable, but other classes of generalized statistics can be obtained as well and, for small variance of the fluctuations, they all behave in a universal way but only the gamma distribution has such a simple physical interpretation as presented here. We shall now discuss this situation in more detail (cf. 84 ). Note that the distribution g (T ′ ) in Eq. (13) is in fact the product of two distributions: a scale free power law g 1 (T ′ ) and an exponential, g 2 (T ′ ), which cuts off the (T ′ ) for small values of T ′ with the scale parameter T determining how effective this cut-off is:
In such cases on obtains from the evolution equation for the network, 27, 85, 86 as its solution, a probability distribution function which has the form of a Tsallis distribution (with q > 1). In our case it corresponds to
For T ′ 0 (E) = T 0 (i.e., for q = 1) one again gets the usual exponential distribution. In 89 we applied this approach to the analysis of multiparticle production processes (demonstrating that the "power law", assumed ad hoc in 90 as a kind of opposition to Tsallis statistics, has its explanation using a stochastic networks approach).
Note that "preferential attachment" is also present in superstatistics where the convolution
becomes a Tsallis distribution, Eq. (2), for
Differentiating Eq. (25) one obtains Eq. (24) .
We close this part by mentioning that this is not the only place where such a form of T (E) appears. For example, in 45 it occurs in a description of the thermalization of quarks in a quark-gluon plasma by a collision process treated within Fokker-Planck dynamics.
Multiplicative noise
Suppose that we treat our system as being formed in a stochastic process defined by the following Langevin equation:
where γ(t) and ξ(t) denote multiplicative and additive noise 56, 76, 80, 91 . The resulting Fokker-Planck equation for the distribution function f ,
has a stationary solution f , which satisfies
If there is no correlation between the different types of noise and no drift term due to the additive noise, i.e., for Cov(ξ, γ) = ξ = 0 92 , the solution of this equation is a Tsallis distribution for p 2 ,
If we insist on a solution in the form of Eq. (1),
then the condition to be satisfied has the form:
resulting in
where
Note that T depends now on q, we face therefore a similar situation as for the T ef f encountered before in Section 2.2. Some comments on the effective temperature in action are therefore in order here (see also Section 5.3 for experimental examples). If ξ = 0 (no drift due to the additive noise) positivity of temperature T requires that Cov(ξ, γ) < 0, i.e., that one has an anticorrelation between the different types of noise. For ξ = 0 one can have T > 0 even for Cov(ξ, γ) = 0. For the linear dependence of T on (q − 1) apparently observed experimentally [26] [27] [28] one needs Cov(ξ, γ) < 0 and ξ = 0. For a quadratic dependence one can have ξ = 0.
Tsallis distribution from Shannon entropy
The common practice in selecting the most suitable distribution law to describe the available data is to use the principle of maximum entropy as a robust theoretical basis. To make the resulting distribution unique one has to decide on the entropic form to be used and specify the constraints to be imposed. The usual choice for entropy is Shannon entropy but for our purpose here Tsallis entropy seems to be the better choice 6, 26, 27 . However, as demonstrated in 93 , it seems that the effects of changing the form of entropy can be accommodated by the right choice of constraints. In particular, in 94 it was shown that a Tsallis distribution emerges in a natural way from the usual Shannon entropy, S (for some probability density f (x)), by means of the usual MaxEnt approach, if only one imposes the right constraint provided by some function of x, h(x):
Because this approach contains the same information as that based on Tsallis entropy one can either use Tsallis entropy with relatively simple constraints, or Shannon entropy with rather complicated ones (an example of the list of possible distributions one can obtain in this way is provided in 93 ). One therefore finds that
with constants λ 0 and λ calculated from the normalization of f (x) and from the constraint equation. The constraint leading to the Tsallis distribution has the form of
(remember that f (z)dz = f (E)dE) and the corresponding distribution is
To obtain the scale parameter T 0 ("temperature") one has additionally to assume knowledge of E . Note that in the case of the BG distribution it would be the only constraint, but here it is an additional condition to be accounted for.
To be fully acceptable and useful this approach must be further endowed with a proper understanding of the meaning of the necessary constraint. So far its physical significance is not fully understood and we can offer only some hints as a basis for future discussion. For example, note that the form of constraint (40) can be deduced from the idea of varying the scale parameter in the form of the preferential attachment, Eq. (23), which in the present notation means T → T (E) = T 0 + (q − 1)E. As shown in Section 3.1 this results in a Tsallis distribution (41) . This suggests the use of z = ln [T (E)/T 0 ] constrained as in Eq. (40) . In such an approach ln
and, because S = − ln f (E) , therefore S = 1/(2−q)+ln (T 0 ) for for Tsallis distribution becomes S = 1+ln (T 0 ) for the Boltzmann-Gibbs (BG) distribution (q = 1). The other possible explanation is to note that the constraint (40) seems to be natural for a multiplicative noise described by the Langevine equation: dp/dt+γ(t)p = ξ(t), with traditional multiplicative noise γ(t) and additive noise (stochastic processes) ξ(t)) (see 91 for details). This is because there is a connection between the kind of noise in this process and the condition imposed in the MaxEnt approach. For processes described by an additive noise, dx/dt = ξ(t), the natural condition is that imposed on the arithmetic mean, < x >= c + ξ t, which results in an exponential distribution. For the multiplicative noise, dx/dt = xγ(t), the natural condition is that imposed on the geometric mean, < ln x >= c + γ t, which results in a power law distribution 95 . Apparently, condition (40) combines both possibilities and leads to a quasi-power law Tsallis distribution combining both types of behavior. We shall now continue the discussion initiated in Section 2.1.1 (all variables fixed) and continued in Section 2.2 (fluctuations of T or superstatistics) by allowing in our system, described by the total energy U , temperature T and multiplicity N , for fluctuations of multiplicity N according to some distribution P (N ). In this case, the resulting distribution is
f N (E) is a distribution for fixed N (to simplify the notation we changed N − 2 in Eq. (3) to N ). The most characteristic distributions for our discussion are the following: Binomial Distribution, P BD , Poissonian Distribution, P P D and Negative Binomial Distribution, P N BD (cf. 96 ):
When used in Eq. (42) they lead to Tsallis distributions with q ranging from q < 1 to q > 1 (in all cases β = N /U ):
The physical meaning of q remains the same in all three cases, it measures the strength of the corresponding multiplicity fluctuation,
This means therefore that in the BD V ar(N )/ < N >< 1, in the PD V ar(N )/ < N >= 1, and in the NBD V ar(N )/ < N > > 1. Let us concentrate now on the NBD q > 1 case where fluctuations of multiplicity N can be translated into fluctuations of temperature T . This is possible because, as shown in 26, [97] [98] [99] ,
i.e., the NBD appears as a result of fluctuations in the mean multiplicity in the PD using the gamma distribution (note that we have two types of average here:X means the average value for a given event whereas < X > denotes averages over all events (or ensembles)). Identifying now fluctuations of the mean multiplicityN with fluctuations of the temperature T , namely, noting thatβ =N /U, N = U β and γ = k/(U <β >), one can rewrite the gamma distribution for mean multiplicity, f (N ), as a gamma distribution of mean inverse temperatureβ,
where q = 1+V ar(β)/ β now denotes the strength of the temperature fluctuations. This is precisely the gamma distribution describing temperature fluctuations investigated in superstatistics (see Section 2.2). It presents yet another possible derivation of the gamma distribution form of the temperature fluctuations, in addition to that presented in 76, 77 . Note that for large values of N and N one obtains the scaling form of Eq. (46) ,
which is a particular expression of Koba-Nielsen-Olesen (KNO) scaling 100, 101 .
Multiplicity distribution from Tsallis distribution in energy
Whereas the previous Section demonstrates that the NBD form of fluctuations of the number of particles produced results in a Tsallis distribution form of the distribution of their energies, we demonstrate now that the opposite is also true, i.e., that a Tsallis distribution of the observed f (E) goes together with P (N ) being of the NBD form 26 .
Poisson multiplicity distribution
We start with the situation where in some process one has N independently produced secondaries with energies {E 1,...,N }, each distributed according to the simple Boltzmann distribution:
The corresponding joint probability distribution for such system is then given by:
For independent energies {E i=1,...,N } the sum U = N i=1 E i is then distributed according to the following gamma distribution,
the distribuant of which is equal to
Eq. (57) follows immediately either by using characteristic functions or by sequentially performing integration of the joint distribution (56) and noting that:
For energies such that
the corresponding multiplicity distribution has a Poissonian form (note that U/T = N ):
In other words, whenever we have variables E 1,...,N,N +1,... taken from the exponential distribution f (E i ) and whenever these variables satisfy the condition
i=0 E i , then the corresponding multiplicity N has a Poissonian distribution (note that this is the method for generating a Poisson distribution in numerical Monte-Carlo codes).
Negative Binomial multiplicity distribution
We switch now to the situation when in some process we have N independent particles with energies {E 1,...,N } distributed according to the Tsallis distribution,
with normalization constant C N given by
According to our philosophy this means that there are some intrinsic (so far unspecified but summarily characterized by the parameter q) fluctuations present in the system under consideration. In this case we do not know the characteristic function for the Tsallis distribution. However, because we are dealing here only with variables {E i=1,...,N } occurring in the form of the sum, U = N i=1 E i , one can still sequentially perform integrations of the joint probability distribution (62) and, noting that (as before, cf. eq. (59))
we arrive at a formula corresponding to eq. (57), namely that
the distribuant of which is given by
For energies U satisfying the condition given by eq. (60), the corresponding multiplicity distribution is now given by the Negative Binomial distribution :
where the mean multiplicity and variance are, respectively,
Note that for q → 1 one has k → ∞ and P (N ) becomes a Poisson distribution, whereas for q → 2 one has k → 1 and we obtain a geometrical distribution. The parameter k in the NB distribution can also be simply expressed by the correlation coefficient ρ for the two-particle energy correlations, k = (ρ+1)/ρ, see 102 for details.
5.
Some specific examples of a quasi-power law in hadronic and nuclear collisions
Quasi-power law in transverse momentum distributions obseved at LHC experiments
High energy experiments at the Large Hadron Collider at CERN (CMS, 9-11 AT-LAS 12-14 and ALICE 15, 16 ) enlarged unprecendently the range of the measured transverse momenta in comparison with, for example, previous UA1 data 8 . It now reaches p T ≤ 180 GeV. As a result the measured cross section spans a range of ∼ 14 orders of magnitude. It is amazing therefore that, as shown in 103 , all these data can be successfully fitted by a single Tsallis distribution (1) or (2),
where m is taken as the pion mass, see Fig. 1 . The values of the parameters A, q (and the corresponding n) and T are given in Table 1 . The exponential Boltzmann-Gibbs distribution (corresponding to q = 1) is shown by the dashed curve for comparison. These results show that Eq. (70) adequately describes the hadron p T spectra at central rapidity in high-energy pp collisions. We verify that q increases slightly with the beam energy, but, for the present energies, remains q ≃ 1.1, corresponding to a power index n in the range of 6 − 10 that decreases as a function of √ s. Note that Table 1 . Parameters used to obtain the fits presented in Fig. 1 . The values of A are in units of GeV −2 and T in GeV. the good agreement of the present phenomenological fit extends to the whole p T region (or at least for p T greater than 0.2 GeV, where reliable experimental data are available) 104, 105 . This is achieved with a single nonextensive statistical mechanical distribution with only three degrees of freedom.
Self-similarity in jet events
The distribution of the longitudinal component of the momenta of particles within jets produced in pp collisions 32 turns out to be similar to what was found in e + e − collisions 31 . Recent ATLAS data 12-14 offers the possibility to look for such similarities also in the transverse characteristics of jets and in the multiplicities of charged particles, P (N ), within them 96 . The corresponding nonextensive parameters can be deduced from the distributions of the transverse momenta of jets, f p jet T ; q jet = (1/N jet ) dN jet /dp jet T , from distributions of transverse momenta of (only charged) particles within jets, f p rel T ; q rel = (1/N ) dN/dp rel T where p rel T = | p × p jet | / | p jet |, and from the multiplicity distributions of particles within observed jets, P (N, q). The other two LHC experiments, ALICE and CMS, do not provide such results for the same experimental conditions and using the same criteria for data selection. Because the pure power law distribution,
T , is not experimentally observed for jets and the observed slope parameter γ depends on p T , γ = γ (p T ), we account for this dependence by using the following two-parameter (n and T ) form,
In this case, the transverse momentum distribution for jets can be fitted by Eq. (1) with n ≃ 7 and T = 0.45 GeV, cf. Fig. 2a . Data on distributions of transverse momenta of particles produced within the Table 2 . Fit parameters for Fig. 2b ; T = 0.18 GeV. Table 2 , for the first set, and in Fig. 2c and Table 3 , for the second one. Referring to 96 for further details we end this part by noting the negative values of the parameter n (or, correspondingly, q < 1 values of the nonextensivity parameter) for small values of p jet T , i.e., for small values of the energy of such jets seen in Fig. 2b . This fact is connected with the limitation of the available phase space in this case (cf., 106 ). We shall proceed now to multiplicity distributions, P (N ), measured in jets 12, 13 . Although they are available only for p jet T ≤ 40 GeV, they allow us to check which form of P (N ) discussed in Section 4.1 is favored and what are the values of the corresponding q = q N . They can all be described by the recurrence relation:
where for NBD a = (72) observed in Fig. 3a tells us that the corresponding P (N ) are of the NBD or BD type (the deviation from linearity occurs only for N = 1, for which one encounters experimental difficulties and we omitted it from our analysis). From the parameters a and b obtained in this way we can deduce values of N , V ar(N ) and k or κ (i.e., values of the corresponding nonextensivity parameter q N ) which are presented in Table 4 . Note that their values correspond closely to those obtained from the distributions of p T in jets presented in Table 2 . Compilation of values of q as obtained from p rel T distributions (triangles) and from multiplicity distributions (circles). Triangles at small N are obtained from data, 12, 13 those for larger N from. 14 Full squares and circles are from data on multiparticle production in p + p collisions and, correspondingly, squares (inelastic data) are from the compilation for LAB energy 3.7 − 303 GeV presented in 111 , whereas circles (non-single diffractive data) are from the compilation presented in 112 .
We may now go further and compare the values of the nonextensivity parameters obtained from analysis of P (N ), f p jet T and f p rel T with the respective nonextensivity parameters obtained in measurements of p T distributions in other experiments on minimum bias pp collisions in which the range of p T and multiplicities were similar and the energies of which were similar to the energies of the jets investigated. One must only remember that so far we have been estimating the parameter q from distributions of p T or N and discussing its energy dependence, q(s), as obtained from different experiments 27, 68 . Here we would like to compare distributions of particles in p + p collisions to those in jets, for which, unfortunately, we do not know the corresponding energy √ s. Nevertheless, we know N both for p + p collisions and for particles produced in jets, so it is reasonable instead to show q as a function of N . This was done in Fig. 3b . The approximate similarity of these results is clearly visible. All this means that: (i) A Tsallis distribution successfully describes inclusive p T distributions over a wide range of transverse momenta for all energies measured so far [26] [27] [28] 104 .
(ii) This is also true for the distribution of transverse momenta of jets as shown in Fig. 2 with q = 1.14, comparable to q = 1.15 describing transverse momenta distributions of particles at the same energy, 7 TeV 104 . (iii) The Tsallis distribution also describes the transverse momenta distributions of particles in jets with q roughly the same as those obtained from analyses of multiplicity distributions in these jets. This means that one observes a kind of similarity (in what concerns the values of the nonextensivity parameter q) of P (N ) and f (p T ) of particles produced in minimum bias pp collisions and particles in jets of comparable energies. This indicates that the mechanisms of particle production in both cases are either the same or are similar and contain some common part 113 which can be identified with the self-similarity character of the production process in both cases, resulting in a kind of cascade process, which always results in a Tsallis distribution 80, 114, 115 . Actually, the idea of a self-similarity was introduced a long time ago by Hagedorn who assumed that hadrons are produced through the formation of fireballs which are a statistical equilibrium of an undetermined number of all kinds of fireballs, each of which in turn is considered to be a fireball 116, 117 . In fact, one encounters the same idea in the pure dynamical QCD approach to hadronization where partons fragment into final state hadrons through multiple sub-jet production. As a result one has a self-similar behavior of the cascade of jets to sub-jets to sub-sub-jets . . . to final state hadrons (see, for example, [118] [119] [120] ; the above results were also an inspiration for the recent idea of the thermofractal nature of interactions [121] [122] [123] ).
Effective temperature T ef f
We show now some experimental results substantiating the idea of effective temperature T ef f from Eqs. (16) and (36) . The examples of energy dependence of n = 1/(q − 1) deduced from the available experimental data and T as a function of q − 1 for different energies are presented in Fig. 4 . Notice the opposite behavior of T (q) for A + A and p + p collisions. Experimental data show that in the presented range of q for p + p collisions ξ > 2|Cov(ξ, γ)| and for A + A collisions ξ << 2|Cov(ξ, γ)| (and therefore it can become negative). Actually, already in 78 where we analyzed T (q) = T ef f for the first time, the point for p + p for 200 GeV did not follow the A + A results. In Fig. 4a the new points from CMS p + p data at higher energies were added. It turned out that T (q) for p + p collisions is just opposite to that for A + A data. The only explanation we can offer at this time is to recall that behind T ef f = T (q) used in 78 was the idea of energy transfer between the interaction region and its surroundings. For the A + A collisions this means energy transfer to the spectator nucleons (not participating in the collision process). Therefore spectators, which have small transverse energy, effectively "cool" the interacting system. For p + p collisions the region of interaction is immersed in the quark-gluon environment, which has transverse energy comparable with that of the colliding system and because of this it additionally "heats" it. As a result, the corresponding parameter describing this energy transfer is negative for A + A collisions and positive for p + p collisions. However, before reaching any final conclusions one has to stress the difficulties in the evaluation of the parameters T and q from the experimental data which must be clarified first 91 . We close by mentioning that the subject of T ef f has also been recently addressed in 127, 128 with similar conclusions.
Generalized thermodynamic uncertainty relations
In the case of an ensemble in which the energy (E), temperature (T ) and multiplicity (N ) can all fluctuate nonextensive statistics allows us to connect all the fluctuating variables by means of a generalization of the thermodynamic uncertainty relations introduced in 129 . Referring for details to 68 we provide here a short outline of this problem. The idea that the thermodynamical quantities, temperature T and energy U , could be regarded as being complementary (in the same way as are position and momentum in quantum mechanics) occurred already in 130 . It is based on the observation that in order to attribute a definite temperature to a physical system one has to bring it into thermal contact and equilibrium with some heat bath. But in this case our system will freely exchange energy with the heat bath and one cannot control its energy. Conversely, the system has a definite energy only if it is isolated from its environment in which case one cannot determine its temperature. From dimensional analysis ∆U ∆β ≥ k (β = 1/T and k is Boltzmann's constant). Isolation (U definite) and contact with a heat bath (T definite) then represent two extreme cases of this complementarity. Because of the disputable meaning of the increment ∆β this idea has so far not received much recognition (see 131, 132 ) . We propose therefore to use a nonextensive Tsallis statistics 5, 6 and identify these increments, ∆x, with measures of fluctuation of the corresponding physical quantities in an ensemble, expressed by the variance V ar(x), in which the energy (U ), temperature (T ) and multiplicity (N ) (x = U, T, N , respectively), can all fluctuate.
Intriguing aspects of multiparticle production processes 21
This allows us to generalize the relation between fluctuations of U and T derived in thermodynamics 129 expressed by their relative variances, V ar(x)/ x 2 = ω 2 x as:
Eq. (73) describes a small system remaining in thermal contact with a heat bath of varying size and represents the kind of uncertainty relation mentioned before (that the standard deviation of one variable can be made small only at the expense of increasing the corresponding standard deviation of the conjugate variable 131, 132 ). This relation is supposed to be valid all the way from the canonical ensemble, for which V ar(T ) = 0 and V ar(U ) = 1/ N , up to the microcanonical ensemble for which V ar(T ) = 1/ N and V ar(U ) = 0. It expresses the complementarity between temperature and energy and the canonical and microcanonical description of the system. Following Sections 2.1.1, 2.2 and 4 note that when two variables (out of three: T , N and U ) are fixed, the third fluctuates according to a gamma distribution 68 :
and all respective relative fluctuations are identical:
Assuming that V ar(β)/ β 2 ≃ V ar(T )/ T 2 ) we get from Eq. (15) that
From the connection between NBD and q > 1 (cf. Section (4.2.2) we also know that
Therefore, fluctuations of N and T are not independent, but related to each other:
The NB multiplicity distribution can also be obtained by fluctuating (using a gamma function) the mean multiplicity,N = N , in the Poisson distribution (cf., Eq. (51)). This means that, in addition to Eq. (77) one also has that 
or, in terms of the scaled variances introduced before,
where ρ = ρ(U, T ) ∈ [−1, 1] is the correlation coefficient (this generalizes a century old relation:
. From Eqs. (77), (79) and (81) one obtains the following general relation between all fluctuating variables:
This generalizes Linhard's thermodynamic uncertainty relation given by Eq. (73) and allows us to express the nonextensivity parameter q in terms of the respective fluctuations and correlations (with ξ = ω U /ω T :)
A few comments are needed here. We use | . . . | to makes (82) general, i.e., valid for both ω Note that when all variables fluctuate the fluctuations of N must be greater than Poissonian because sub-Poissonian fluctuations , corresponding to q < 1, signal the presence of some additional constraints (like conservation of some quantum numbers, cf., 134 ). We restrict ourselves to the case q ≥ 1 and do not describe the region 0 < ω 2 N < 1/ N . So far there are no data which would necessitate the use of nonzero correlations, therefore, combining Eqs. (83) and (77), we use such a relation:
Note that Eq. (82) connects fluctuations of different observables, but defined in the same fragment of allowed phase space, whereas the available data usually refer to different parts of this phase space, therefore the corresponding q parameters are difficult to compare. For example, q = q L obtained from rapidity (y) distributions, dN/dy, defined in the longitudinal phase space, are comparable with q evaluated from the multiplicity distributions, P (N ), which are defined in the full phase space 22, 124, 125, 135, 136 . On the other hand, transverse momentum (p T ) distributions, dN/dp T , defined in the so-called transverse space, are described by much smaller values of q = q T .
Referring to 68, 78 for details we present, as an example, in Fig. 5 the energy dependencies of the nonextensivity parameter q obtained from different sources: from the multiplicity distributions, f (N ) = P (N ), i.e., from the full phase space 112, 137 and from a different analysis of transverse momenta distributions, f (p T ) (i.e., from the transverse phase space 9, 10, 29, 124, 125, 136 ). The characteristic feature seen there is that whereas the former show substantial energy dependence (and essentially follow the results for q = q L obtained in 22 from the analysis of dN/dy), the latter q = q T are only weakly dependent on the interaction energy (note also that q T (s) from different sources plotted in Fig. 5 are roughly the same). An attempt to compare q and q T was presented in 68 . It turns out that, approximately (assuming that the q T are roughly independent of the energy fluctuations, that fluctuations of temperature contribute equally to each of the components of momenta, that fluctuations of energy U are entirely given by its thermal part, and that one approximately accounts for some additional kinematical factors) one can write that ω 2 U ≃ ω 2 T and both parameters, q and q T , are connected by the relation:
Using q = 1 + 1/k = 0.896 + 0.029 ln s obtained in 137 from P (N ) the respective q T is shown in Fig. 5 (solid line) and compared to q T extracted from transverse momenta distributions f (p T ). 9, 10, 29, 124, 125, 136 This can be compared with the dotted line representing q T = 1.25 − 0.33s −0.054 obtained in 29 . The noticeably good agreement of Eq. (85) with data means that it really connects the fluctuations in different parts of phase space (modulo additional assumptions).
The QCD origin of the quasi-power law at LHC experiments
We return now to the QCD origin of the quasi-power fits to large p T distributions observed at LHC experiments presented in Section 5.1. The point to be stressed is that the simple Tsallis-like parametrization of data (spanning ∼ 14 orders of magnitude), Eq. (70) and Fig. 1 (from  103 ), are a first order approximation obtained from a very detailed approach based on QCD (initiated in 104 and continued to its final form in 103, 105 ). It starts from the pure QCD partonic picture of elementary collisions, with hard scatterings between the quarks and gluons of incoming protons proceeding with high momentum transfer (all masses are neglected) and results in the power like distributions of partonic jets with index n ≃ 4 − 4.5. Jets are subsequently fragmented using a QCD based parton showering mechanism. It turns out that the results for p T distributions obtained in this way can be parameterized in a relatively simple way by modifying only the power index n (which can easily reach values n ≃ 7 − 8 as observed in the experiment; note that at small energies one can observe much larger values of n but also n < 0, as shown in Figs. 3 and 4) . This is because the distributions of quarks and gluons and the QCD coupling constant, all of which depend on p T , can be cast in simple power like forms, adding therefore to the modifications of n and building some prefactor (both mildly p T -dependent), the final form of which will be our parameter A (taken, in the first approximation, to be p Tindependent). However, in this way one reproduces properly only the power index n (or q) and the resulting distribution is of pure power-like type, ∼ 1/p n T , diverging for p T → 0 instead of being exponential there. The remedy (proposed in 105 ) is based on the realization that in the QCD approach large p T partons probe small distances (with small cross sections). With the diminishing of p T , these distances become larger (and the cross sections are increasing) and, eventually, when p T approaches some value p T 0 , they start to be of the order of the nucleon size. At this moment the cross section should stop rising, i.e., it should not depend anymore on the further decrease of the transverse momentum p T . This can be modelled by introducing a scale parameter p T 0 and changing
The scale parameter p T 0 can then be identified with p T 0 introduced in Section 1 separating "hard" and "soft" parts of phase space. A similar procedure was also used to regularize the QCD coupling, α (p T ) (with a scale term which is not necessarly the same as p T 0 ). Note that this corresponds, in a sense, to accounting for some (effective) masses which were so far neglected in the corresponding formulas for cross sections (as not important, but this is not true for p T → 0). The hadron production can thus be viewed from two different and complementary perspectives. (i) Microscopic description (based on perturbative QCD, partonparton hard scattering, their structure functions, fragmentation and showering, the running coupling constant and other QCD processe). (ii) Description based on statistical mechanics represented here by the single-particle distribution (70) . It exhibits all the essential features of the process with only three degrees of freedom, which, in the lowest-order approximation, are: a power index n (or nonextensivity parameter q=(n + 1)/n), the average transverse momentum m T 0 (or an effective temperature T =m T 0 /n, (which turns out to be close to the mass of the pion), and a constant A that is related to the multiplicity per unit rapidity when integrated over p T . The fact that one can adequately describe the experimental data indicates that the scenario proposed in 2, 3 appears to be essentially correct. However, to deduce the underlying nonextensive parameters from the basic physical quantities of the collision process further, more rigorous, investigations are needed.
Effects of the limitation of phase space
Consider now the situation when the scale parameter T in Eq. (5) can fluctuate. To this end, let us consider the joint probability distribution
and let the parameter T in each g i (E i ) fluctuate according to a gamma distribution from Eq. (4) 106 . In this case we have a single-particle Tsallis distribution
whereas the distribution of U = N i=1 E i is given by 68 :
If the energy U is limited we have the following conditional probability:
For n → ∞ Eq. (90) reduces to Eq. (5) whereas for large energy (U → ∞) and large number of degrees of freedom (N → ∞), the conditional probability distribution (90) reduces to the single particle distribution Eq. (88) . For E i ≪ U the conditional probability (90) can be rewritten as
which, when additionally N ≫ 1, reduces to Eq. (88).
The above results of the limitation of the allowed phase space are illustrated in Fig. 6 . Fig. 6 (a) shows how large are the differences between the conditional Tsallis distribution h(E i |U ), Eq. (90) and the usual h 1 (E i ), Eq. (88). In Fig. 6 (b) this is further exemplified by a number of fits to data for p +p and p + p interactions, covering a wide energy range from 0.54 TeV up to 7 TeV 107-110 (cf., 106 for details). These results can be compared with those discussed so far, especially those based on QCD in which jets were described without imposing the above limitations, these were hidden in the form of the parton distribution used. At the moment the only work addressing such a problem is 106 but this subject deserves further investigation. 
Surprising effects: log-periodic oscillations in Tsallis distributions
We present now some surprising results, apparently hidden in the large transverse momenta distributions observed in CMS 9, 11 , ATLAS 13 and ALICE 16, 17 experiments, which have so far remained unnoticed or not fully appreciated; they are displayed in Fig. 7 . In panel (a) we have a typical pp large p T cross section which nicely follows the Tsallis distribution, Eq. (2). However, the ratios R = σ data (p T ) /σ f it (p T ) plotted as a function of p T in panels (b) − (d) exhibit distinct log-periodic oscillations. Albeit rather small they are persistent and show up in the results from different experiments (panel (b)), at different energies (panels (c) − (d)) and in different systems (panels (d)). Panel (b) presents a comparison of p T distributions for p + p and P b + P b collisions 139, 140 . The dashed line in panel (b) shows the behavior of the alternative approach proposed in 141, 142 and based on a two component, soft+hard, picture of the production process, each taken in the form of Eq. (2). As can be seen it is not able to describe the observed effect in the whole region of p T . Because the observed oscillations cannot be erased by any reasonable change of fitting parameters, we feel entitled to assume that this is a real effect which deserves to be investigated in detail. The Tsallis distribution (2) has two parameters, n (or q) and T , therefore the observed log-periodic oscillations can be assigned to either of them (or to both, but such a possibility will not be discussed). We shall now discuss both possibilities referring for details to 49, 50, 52, 139, 140 .
Complex power index n -scaling behavior of Tsallis distributions
The pure power-like distributions are known to be in many cases decorated by specific log-periodic oscillations (i.e., they are multiplied by some dressing factor R). This fact suggests that the system under consideration has some hierarchical structure and is usually regarded as indicating some kind of multifractality 
(where the w k are coefficients of the expansion). This is the origin of the so called dressing factor R appearing in 143 and used to describe data (with only w 0 and w 1 terms kept):
It turns out that a similar scaling solution can also be obtained for the Tsallis distribution in Eq. (2) 139 . Namely, using the preferential attachment rule from Section 3.1, in which the Tsallis distribution is obtained by introducing a scale parameter depending on the variable considered, we have that df (E)/dE = −f (E)/T (E) and
−n with T (E) = T 0 + E/n. In finite difference form (with change in notation: T 0 → T ) we have that
Consider the situation in which δE = αnT (E) = α(nT + E) with a new scale parameter α (α < 1/n in order to keep changes in δE to be of the order of T ; it can be very small but always remains finite). In this case 139 , which formally corresponds to the following scale invariant relation:
where x = 1 + E/(nT ). Following the procedure used previously for the function O(x) and keeping only k = 1, 2 terms, one arrives at the following dressed Tsallis distribution
with m 0 = − ln(1 − αn)/ ln(1 + α) α→0 −→ n and with the dressing factor in the form of (92) with parameters α, w 0 and w 1 . The remaining parameters can be expressed by them as follows: a/b = w 0 /w 1 , c = 2π/ ln(1 + α), d = nT and f = −2π ln(nT )/ ln(1 + α) = −c ln d. In the case of a more involved evolution process, proceeding via κ sequential cascades, a new additional parameter κ appears and c → c ′ = c/κ. This does not affect the slope parameter m 0 but changes the frequency of the oscillations which now decrease as 1/κ (cf.
139 for details). Eq. (95) was used to fit the results presented in Fig. 7 (see 139, 140 for details). To end this part let us mention that a complex q has a number of interesting consequences discussed in 52 like a complex heat capacity of the system, or the possibilities of complex probability and complex multiplicative noise, all of them known already from other branches of physics.
Temperature oscillation and sound waves -self-similarity of Tsallis distributions
The other possibility is to keep the power index n real but allow the scale parameter T to vary with p T in such a way as to reproduce the observed log-periodic oscillations. This can be done using a log-periodically oscillating form of T ,
which can fit data very nicely, see Fig. 8 49, 52 . Such oscillations (and, respectively, the meaning of the parameters a, b, c, d and e in Eq. (96)) can originate from a suitable p T dependence of the noise ξ defining the corresponding stochastic processes in the stochastic equation for the evolution of temperature T written in the Langevin 144 . Assuming ξ (t, p T ), and allowing for time-dependent p T = p T (t)
144
, one has that 49, 52 dT dt
where τ is the relaxation time. Assuming now that p T = p T (t) increases in time following the scenario of the preferential growth of networks 85 ,
(where n coincides with the power index in Eq. (1) and τ 0 is some characteristic time step), we get the stationary dependence of T (p T ) represented by Eq. (96) either when the noise term increases logarithmically with transverse momentum while the relaxation time τ remains constant,
or when the white noise is kept constant, ξ (t, p T ) = ξ 0 (t), but the relaxation time becomes p T -dependent, for example
(in both cases ω is some new parameter) 49, 51, 52 . To fit data one needs only a rather small admixture of the stochastic processes with noise depending on the transverse momentum (defined by the ratio b/a ∼ 3%). The main contribution comes from the usual energy-independent Gaussian white noise.
Eq. (96) can be obtained in yet another way in which oscillating T is considered to be a signal of sound waves propagating in hadronic matter 51, 145 . Such a phenomenon occurs in the hydrodynamical models used to describe strongly interacting systems. They have recently become increasingly sophisticated and popular in response to the continuous support received from experiment, especially from the observation of the so called elliptic flow of secondaries produced in multiparticle production processes. This phenomenon is not easy to explain in other approaches, which are more successful in the description of the distributions of the measured transverse momenta but use a fixed scale parameter T . Also, a number of observations strongly indicate that hadronic matter produced in heavy ion collisions at RHIC and the LHC behaves as a kind of perfect fluid. The observation of sound waves would therefore provide additional support for a hydrodynamical description of the multiparticle production process. Such waves could arise because in the initial phase of the collision process a number of highly energetic partons are created which subsequently lose their energy. This can proceed in two ways: either by exciting modes of the medium in a collisional energy loss, or by radiating gluons in a radiative energy loss. The further dissipation of the released energy resulting in thermalization depends on the character of the medium: in a weakly coupled medium it proceeds through a cascade of collisions among quarks and gluons in the quark-gluon plasma, whereas in a strongly coupled medium the released energy is dissipated directly into thermal excitations and sound waves. Such phenomena were, in fact, already studied in 146 . Actually, in relativistic heavy ion collisions we may also have hard parton-parton collisions in which the outgoing partons have to traverse the surrounding fluid before escaping and forming jets which subsequently hadronize. Such partons may therefore form Mach shock waves during their passage and this, in turn, will affect the transverse momentum distribution of the observed final particles.
Another possible consequence of the hydrodynamical picture of the production process explored in 145 is the possible formation and propagation of sound waves in hadronic matter. This idea is based on the form of T = T (p T ) in Eq. (96) and on its Fourier transform,
which allows us to gain further insight into the space-time structure of the collision process. Because the oscillations are in transverse momentum p T , r is defined in the plane perpendicular to the collision axis and located at the collision point and denotes the distance from the collision axis. The results are shown in Fig. 9 .
In sions deduced from the ALICE data 16, 17 at 2.76 TeV 140 (the parameters of T (p T ) used in both cases are the same as used in Fig. 8 ). For the most central P b + P b collisions the amplitude is ∼ 3.6 times bigger and the period of the oscillations is ∼ 1.15 times longer than in pp collisions. With decreasing centrality the amplitude in central P b + P b collisions decreases smoothly reaching practically the same value as for p + p collisions 140 . In the case considered here, the region of regular oscillations can be fitted by rT ′ (r) = 5.1 sin 3.68 ln(r) − 0.51 for P b + P b collisions. To see how such a log-periodically oscillating structure of T (r) occurs we study the flow of a compressible fluid in a cylindrical source assuming small oscillations and oscillatory motion with small amplitude in a compressible fluid (i.e., a sound wave, since at each point in the fluid it causes alternate compression and rarefaction of the matter). Since the oscillations are small, their velocity v is also small and the term (v · grad)v in Euler's equation may be neglected. For the same reason, the relative changes in the fluid density and pressure are small and we may write as
where P 0 and ρ 0 are the constant equilibrium pressure and density, and P ′ and ρ ′ are their variations in the sound wave (ρ ′ << ρ, P ′ << P ). Neglecting small quantities of the second order (P ′ , ρ ′ and v are regarded to be of the first order) the equation of continuity, ∂ρ/∂t + div · (ρv) = 0 becomes
and Euler's equation reduces in this approximation to
The linearized forms of (103) and (104) are applicable to the propagation of sound waves if v << c (where c is the velocity of sound), which means that P ′ << P 0 . Note that a sound wave in an ideal fluid is adiabatic, therefore a small change P ′ in the pressure is related to a small change ρ ′ in the density by (c is the velocity of sound),
Substituting ρ ′ from Eq. (105) into Eq. (103) one gets
which, together with Eq. (104), using the unknowns v and P ′ , provides a complete description of the sound wave we are looking for. To express all the unknowns in terms of one of them, it is convenient to introduce the velocity potential f by putting v = gradf . From Eq. (104) we have the relation between P ′ and f :
which, used together with Eq. (106), results in the following cylindrical wave equation which the potential f must satisfy,
It can be shown that this represents a travelling longitudinal plane sound wave with velocity v in the direction of propagation. It is related to the pressure P ′ and the density ρ ′ in a simple manner, namely
To relate the above results to the temperature note that we may write T (r) as consisting of a constant term, T 0 , and some oscillating addition, T ′ (r):
Using the well known thermodynamic formula (∂T /∂P ) S = (T /c P ) (∂V /∂T ) P and Eq. (109) one obtains that
where κ is the coefficient of thermal expansion and c P denotes the specific heat at constant pressure 147 . In the case of a monochromatic wave, when f (r, t) = f (r) exp(−iωt), we have that
where K is the wave number which in inhomogeneous media depends on r. For the wave number given by
the solution of Eq. (112) is given by a log-periodic oscillation in the form
Because v = gradf we have f (r) ∝ vr. Therefore, using Eq. (111), we can write that
This is the solution we have used in describing the T ′ (r) deduced from data and presented in Fig. 9 .
The above problem can be considered from yet another point of view by noting that Eq. (112) with the wave number (113) has a so-called self similar solution of the second kind [148] [149] [150] [151] . Such a solution is known from other branches of physics and is connected with the so called intermediate asymptotic encountered whenever dependence on the initial conditions disappears (because sufficient time has already passed from the beginning of the process considered), but our system has not yet reached the state of equilibrium [148] [149] [150] [151] . Introducing the variable
we find that Eq. (112) for the wave number (113) represents a travelling wave equation,
the solution of which is
This self similarity of Eq. (112), which can be written as F (ξ + ln λ) = F (ξ), can now be confronted with a kind of scale invariance of this equation, namely with the fact that f (λ · r) = f (r). We end this part by concluding that the space picture of the collision (in the plane perpendicular to the collision axis and located at the collision point) presented in Fig. 9 (panels (b) and (c)) shows us the existence of some regular (on the logarithmic scale) structure for small distances. For p + p collisions it starts to weaken quite early (at r ∼ 0.1 fm) and essentially disappears when r reaches the dimension of the nucleon, i.e., for r ∼ 1 fm. For P b + P b collisions it seems to last longer, to around r ∼ 10 fm (i.e., to a typical dimension of the nucleus).
A few practical remarks are in order here. The longer period of the oscillations in the P b + P b collisions means that the values of the parameter α in Eq. (114) in nuclear collisions are smaller than those for p+p collisions. Furthermore, considering the form of K from Eq. (112) or Eq. (113), and remembering that ω/c(r) = α/r, one may deduce that the velocity of sound, c(r) = (ω/α)r, is greater in the nuclear environment (for P b + P b) than in the p + p case a . This, in turn, means that the refractive index n(r) = c 0 /c(r) at position r in nuclear collisions is smaller than in proton collisions. Therefore, in both cases we encounter an inhomogeneous medium with r-dependent velocity of sound, c(r), and refractive index, n(r). These findings agree with the fact that in nuclear collisions a higher speed of sound is actually observed, as demonstrated by the NA61/SHINE collaboration at SPS energies 153, 154 (note, however, that what is measured is a parameter in the equation of state of hadronic matter described by a hydrodynamical model, c 2 s ). Actually, this is not unexpected because, considering the connection of the isothermal compressibility of nuclear matter, κ T = −(1/V ) (∂V /∂P ) T , and remembering that fluctuations of the multiplicity of the produced secondaries is represented by the relative variance, ̟, of multiplicity fluctuations, one finds that
(where ρ 0 = N /V denotes the equilibrium density for N particles with mass m located in volume V ). This allows the velocity of sound to be expressed by fluctuations of multiplicity:
Note that higher velocity of sound c corresponds to lower fluctuations of multiplicity ̟. From the experimental data 153, 154, 157 one can deduce that c P b+P b c p+p ≃ 1.04 and
Therefore, using Eq. (120), the expected ratio of γT for p + p and P b + P b collisions at a beam energy of 158 GeV is (γT ) p+p / (γT ) P b+P b ∼ 1.2. This could be the subject of further experimental investigations. Note that the above results may be connected with the pair correlation function, g (2) (r), because the scaled variance can be written as
As shown in 159 , for central nuclear collisions the number of binary collisions exceeds that of wounded nucleons (each nucleon participates in a number of collisions with other nucleons). This results in the correlation function becoming negative which, in turn, leads to a diminishing of fluctuations of multiplicity (because the variance of the total multiplicity from a number of particular collisions is smaller that the sum of the variances of independent nucleon-nucleon collisions).
Oscillation of modified combinants for multiplicity distributions
We shall concentrate now on the the multiplicity distribution, P (N ), which is another important characteristic of the multiparticle production process and is among the first observables measured in any multiparticle production experiment 160 . The most popular, the Binomial Distribution (BD), Poisson Distribution (PD) and Negative Binomial Distribution (NBD), were already discussed from the point of view of their relations with nonextensivity in Section 4 (cf. Eqs. (44), (45) and (46) for definitions). They all satisfy the recurrence relation (72) introduced in Section 5.2. For convenience we gather them together in Table 5 in slightly different notation. Suitable modifications of g(N ) result in more involved distributions P (N ) (cf. 161 for references). Table 5 . The most popular forms of P (N ) emerging from the recurrence relation (N + 1)P (N + 1) = g(N )P (N ) where g(N ) = α + βN Usually the first choice of distribution is the NBD. However, with growing energy and number of produced secondaries it deviates more and more from the data for large N and is replaced there either by combinations of two 163 , three 164 or multicomponent NBDs 165 , or by some other form of P (N ) 101, 160, 166 . To illustrate this problem, in Fig. 10 (a) data from 162 are compared with a single NBD and 2-NBD with parameters taken from 167 . The first impression is that improvement is quite substantial, but looking closer at the ratio R = P CMS (N )/P f it (N ) one recognizes that it concerns only the large N tail, the small n part remains essentially as bad as before. Following the same reasoning as in Section 6 we take these observations seriously and assume that there is some additional information hidden in the P (N ). Therefore we concentrate now on the question of how to retrieve this information 161 . For this purpose we shall use a more general form of recurrence relation given in Eq. (72) and Table 5 , which is used in counting statistics when dealing with cascade stochastic processes 168 . Its characteristic feature is that it connects all multiplicities by means of some coefficients C j which define the corresponding P (N ) in the following way:
These coefficients contain the memory of particle N + 1 about all N − j previously produced particles. Eq. (123) can be reversed and we thereby obtain a recurrence formula for the coefficients C j for some experimentally measured multiplicity distribution P (N ) 161 b :
As can be seen in Fig. 10 (c) the coefficients C j obtained from the data presented in Fig. 10 (a) show distinct oscillatory behaviour (with period roughly equal to 16), gradually disappearing with N , which can be fitted by the following formula:
with parameters: a = 0.89, b = 0.37, c = 5.36, d = 0.95. As seen in Fig. 10 (c) such oscillations do not appear in the single NBD fit and there is only a small trace of them for the 2-NBD fit presented there. Notice that for both models the ratio R = data/f it presented in Fig. 10 (b) signals that there are problems with the low multiplicity region. In Fig. 11 one can see that this effect is also seen for different pseudorapidity windows ( Fig. 11 (a) ) and in data from other experiments (see Fig. 11 (b) with ALICE 169 data, Fig. 11 (c) shows that in both cases the pattern is similar). Fig. 11 (d) shows the simplest (albeit unphysical) way to obtain oscillatory behaviour of an otherwise smooth distribution: it is enough to distort b A comment is needed at this point. In a recent review on the phenomenology of multiplicity distributions 170 our use of recurrence relation (123) was criticized by attributing the observed fluctuation effect to the possible peculiarities of the experimental unfolding procedure used while preparing data 171 . However, to the best of our knowledge, such a statement was so far not substantiated by any known experimental analysis of the procedure used, therefore we assume that this is most likely a real effect connected with some dynamical features of the production mechanism. In fact in 172, 173 the cascade stochastic processes leading to Eq. (123) were successfully applied to multiparticle phenomenology. it at some point and this distortion propagates further. The fact that we do not observe any fluctuations for the single NBD is obvious once one realizes that for the NBD dependence of the corresponding C j on the rank j has the form 161 :
The coefficients C j are closely related to the so called combinants C ⋆ j introduced in 174 (see also 160, 175, 176 ) and defined in terms of the generating function
This means then that
and one can rewrite the recurrence relation, Eq. (123), in terms of the combinants
This allows us to express the coefficients C j , which henceforth we shall call modified combinants, by the generating function G(z) of P (N ):
This relation will be used in what follows when calculating the C j from distributions defined by some G(z).
To continue our reasoning, note that, contrary to the NBD, the corresponding modified combinants for the BD oscillate rapidly,
with a period equal to 2. In Fig. 12 (a) one can see that the amplitude of these oscillations depends on p, generally the C j increase with rank j for p > 0.5 and decrease for p < 0.5. However, their general shape lacks the fading down feature of the C j observed experimentally. This indicates that the BD alone cannot explain data if used alone. We resort therefore to the idea of compound distributions (CD) 179 c . From our point of view CD could, for example, describe a production process in which a number M of some objects (clusters/fireballs/etc.) is produced following some distribution f (M ) (with generating function F (z)), which subsequently decay independently into a number of secondaries, n i=1,...,M , always following some other (the same for all) distribution, g(n) (with a generating function G(z)). The distribution h(N ) = f ⊗ g, where N = M i=0 n i , is a compound distribution of f and g for which
and its generating function H(z) is equal to,
For the class of distributions of M that satisfy our recursion relation Eq. (72) the compound distribution h = f ⊗ g is given by the so called Panjer's recursion c In fact, in an attempt to explain Bose-Einstein correlations we have used a combination of k elementary emitting cells (EEC) producing particles according to a geometrical distribution 177 . For k = const the resultant P (N ) was of NBD type, for k distributed according to the BD it was a modified NBD. However, using this example we could not find a set of parameters providing both the observed P (N ) and oscillating C j . Note that originally the NBD was seen as a compound Poisson distribution with the number of clusters given by a Poissonian distribution and the particle inside the clusters distributed according to a logarithmic distribution 178 .
with the initial value h(0) = f (0). However, the coefficients C (P ) j occurring here depend on N , contrary to our recursion relation given by Eq. (123) where the modified combinants, C j , are independent of N . Moreover, Eq. (123) is not limited to the class of distributions satisfying Eq.(72) but is valid for any distribution P (N ). For this reason the recursion relation Eq. (134) is not suitable for us. To visualize the compound distribution in action we take f as a Binomial Distribution with generating function F (z) = (pz + 1 − p) K , and g a Poisson distribution with generating function G(z) = exp[λ(z − 1)]. The generating function of the resulting Compound Binomial Distribution (CBD) is equal to:
and the corresponding modified combinants are:
is the Stirling number of the second kind. Fig. 12 (b) shows the above modified combinants for the CBD with K = 3 and λ = 10 calculated for three different values of p in the BD: p = 0.54, 0.62, 0.66. Note that in general the period of the oscillations is equal to 2λ, i.e., in Fig. 12 (b) where λ = 10 it is equal to 20. The multiplicity distribution in this case is
(the proper normalization comes from the fact that H(1) = 1). This shows that the choice of a BD as the basis of the used CD is crucial to obtain oscillatory C j (for example, a compound distribution formed from a NBD and some other NBD provides smooth C j ). Unfortunately, such a single component CBD (depending on three parameters: p, K and λ, P (N ) = h(N ; p, K, λ), does not describe the experimental P (N ). We return therefore to the idea of using a multicomponent version of the CBD, for example a 3-component CBD defined as (with w i being weights):
The results of using Eq. (139) (with parameters: ω 1 = 0.34, ω 2 = 0.4, ω 3 = 0.26; p 1 = 0.22, p 2 = 0.22, p 3 = 0.12; K 1 = 10, K 2 = 12, K 3 = 30 and λ 1 = 4, λ 2 = 9, λ 3 = 14) are presented in Fig. 13 . As one can see this time the fit to P (N ) is quite good and the modified combinants C j follow an oscillatory pattern as far as the period of the oscillations is concerned, albeit their amplitudes still decay too slowly. BD and a NBD whose generating function is
In this case we have
The results of using Eq. (141) (with parameters:
2, m 1 = 6, m 2 = 18.5 and w 1 = w 2 = 0.5) look even better than before. This means that using multicomponent compound distributions based on BD (responsible for oscillations of C j ) and some other distribution providing damping of oscillations for large N , one could probably describe the data. However, this immediately rises the problem of the interpretation of such an approach for which we do not find at the moment a solution. These examples show that most probably single distributions (simple or compound) are not able to describe oscillations of C j and P (N ) at the same time. Therefore, we end by returning to the multi-NBD attempts mentioned before, this time to the 3-NBD fit proposed in 164 , apparently the most successful so far. Its characteristic feature is the claim that in the data there is a place for a third component aiming to describe the low N events (see 164 for details). Fig. 15 shows our results based on using the parameters from 164 . As one can see, albeit P (N ) seems to be now very nicely reproduced, the ratio R = data/f it signals that there are still some problems with the low N part, and the oscillations, which are now present, still do not reproduce the data as well as those in Figs. 13 and 14 .
The problem of the origin of the oscillations of C j remains therefore still open. We therefore end by returning to our paper 161 where we have fitted both the P (N ) and the oscillations of the modified combinants C j par force by suitably modifying Coefficients C j emerging from the MNBD fit to the CMS data 162 taken for √ s = 7 TeV and pseudorapidity window |η| < 2 compared with the C j obtained from the single NBD and from the 2-component NBD (2-NBD) fits to the CMS data with parameters from. 167 the parameter m in the probability of particle emission, p = m/(m + k), in the NBD form of P (N ) used (see Table 5 , such an approach was used because changes in the parameter k would result in changing the form of the original NBD). The best result was obtained for
(with new free parameters: c, a 1 , a 2 and b, see 161 for details). This corresponds to a rather complicated, nonlinear and non monotonic form of g(N ) in the recurrence relation Eq. (72) and to p = p(N ) in the form shown in Fig. 16 (a) . The proposed form of p(N ) is valid for N < N max , with some maximum cut-off due to the normalization of P (N ). Note that the proposed modification is located in the region of small multiplicities N . After it p(N ) grows steadily. This is the price to keep only one term in P (N ) and to obtain the desired flat ratio of R = data/f it, resembling that in Fig. 15 (c) but without the dip clearly visible there for very small N . So far such a spout-like form of the modification used in 161 is just the simplest possible choice of parametrization that brings agreement with data and we cannot offer for the time being any plausible interpretation of such behavior. However, as one can see in Fig. 16 (b) , this time all the coefficients C j calculated from this MNND fit very well those obtained from the data.
Summary
Our review is focused on presenting and discussing some intriguing aspects of multiparticle production processes. In particular we concentrate on examples of the surprising efficiency of the nonextensive statistical approach (in particular on its scaling and self-similarity properties) and on the possible oscillatory behaviour apparently hidden in the multiplicity distributions. Some summarizing remarks are in order here.
The connection between the Tsallis distribution in energy and the NBD form of the resultant P (N ) derived in Section 4.1 can be regarded as a consequence of using a gamma distribution for clusters formed before fragmentation. Whereas the former arises from the fluctuations of temperature in a Boltzmann-Gibbs distribution, the latter arises from the fluctuations of mean multiplicity in a Poissonian distribution. The common feature is that in both cases fluctuations are caused by a gamma distribution which is stable under the size distribution, i.e., exhibits self-similarity and scaling behavior (actually, the NBD is also a self-similar distribution 181, 182 ). This indicates once more that self-similarity encountered in the processes under consideration is the physical ground of the observed similarities discusses here.
Concerning the conjecture that jets, being a part of all produced particles, are approximately similar to inelastic collisions, as discussed in Section 5.2, one must remember that in reality we do not observe the whole process of hadronization (analyzing all its subprocesses) to be able really to speak of self-similarity in multiparticle production processes. Our conjecture is based only on the information that we have on one such subprocess, i.e., on the production in jets. The observed similarities between them and multiparticle production in inelastic collisions in total is therefore the basis of our claim that we are dealing with a process which shows the same statistical properties at many scales, this is our self-similarity.
The power law and quasi power-law distributions discussed Section 6.2 are ubiquitous in many different, apparently very disparate, branches of science (like, for example, earthquakes, escape probabilities in chaotic maps close to crisis, biased diffusion of tracers in random systems, kinetic and dynamic processes in random quenched and fractal media, diffusion limited aggregates, growth models, or stock markets near financial crashes, to name only a few 52 ). In most cases, they are decorated with log-periodic oscillations of different kinds 52, 139, 143 . This means therefore that oscillations of certain variables constitute a universal phenomenon which should occur in a large class of stochastic processes, independently of the microscopic details, including transverse momentum distributions at LHC energies. Therefore, either the exponent n of the power-law distributions becomes complex, or the scale parameter T exhibits some specific log-periodic oscillations. Thus this means that either the system and/or the underlying physical mechanisms have characteristic scale invariance behavior (resulting in a complex power index n) or we observe a sound wave in hadronic matter (resulting in temperature oscillations) which has a self similar solution (in log-periodic form). In the former case the discrete scale invariance and its associated complex exponents n can appear spontaneously, without a pre-existing hierarchical structure 143 . In the latter case the corresponding wave equation has self-similar solutions of the second kind connected with the so called intermediate asymptotic (observed in phenomena which do not depend on the initial conditions because sufficient time has already passed, although the system considered is still out of equilibrium) [148] [149] [150] [151] . This suggests that both in p + p and P b + P b collisions one is dealing with an inhomogeneous medium with the density and the velocity of sound both depending on the position, and this can have some interesting experimental consequences. Note that the idea of oscillating T was discussed recently in 183 (although in a different context). Concerning the presence of oscillations in counting statistics in the multiplicity distributions P (N ), as discussed in Section 7, it is also a well established phenomenon. The known examples include oscillations of the higher-order cumulants of the probability distributions describing the transport through a double quantum dot, oscillations in quantum optics (in the photon distribution function in slightly squeezed states) (see 184 for more information and references). In elementary particle physics oscillations of the so called H q moments, which represent ratios of the cumulants to factorial moments, also have a long history 101, 160, 166 . However, our expectation that the oscillations of the modified combinants, C j , could also be observed (and successfully measured) in multiparticle production processes is new. To see them one must first deduce C j from the experimental data on the multiplicity distribution P (N ) using the recurrence relation (123) . Note that, contrary to the H q moments, the C j are independent of the multiplicity distribution P (N ) for N > j. In the case when the C j show oscillatory behavior, they can be used to search for some underlying dynamical mechanism which could be responsible for it. The present situation is such that the measured P (N ) are most frequently described by NBD, the modified combinants of which do not oscillate. However, with increasing collision energy and increasing multiplicity of produced secondaries the NBD are not able to describe data properly. We propose therefore to use the modified combinants C j obtained from the measured P (N ) together with the fitted multiplicity distributions P (N ) to allow for a more detailed quantitative description of the complex structure of the multiparticle production process. We argue that the observed strong oscillations of the coefficients C j of the pp data at LHC energies indicate the compound character of the measured distributions P (N ) with a central role played by the BD which provides the oscillatory character of the C j . This must be supplemented by some other distribution in such a way that the compound distribution fits both the observed P (N ) and C j deduced from it. However, at the moment we are not able to get reasonable fits to both P (N ) and C j . In fact, in 185 it was shown that combinants can serve as a useful tool to distinguish between two types of hadronizing sources: thermally equilibrated sources without restriction for multiplicity of produced particles -for them combinants do not oscillate (and P (N ) is essentially a NBD) and sources with restriction for the number of emitted secondaries -for them combinants oscillate (and P (N ) follows essentially a BD). However, so far there have been no attempts to join both possibilities. Therefore, these oscillations still await their physical justification, i.e., identification of some physical process (or combination of processes) which would result in such a phenomenon.
We close by noting that both phenomena discussed here describe, in fact, different dynamical aspects of the multiparticle production process at high energies. The quasi power-like distributions and the related log-periodic oscillations are related to events with rather small multiplicities of secondaries produced with large and very large momenta; they are called hard collisions and essentially probe the collision dynamics towards the edge of the phase space. The multiparticle distributions collect instead all produced particles, the majority of which come from the so called soft collisions concentrated in the middle of the phase space. In this sense, both the phenomena discussed provide us with complementary new information on these processes and, because of this, they should be considered, as much as possible, jointly. Because of some similarities observed between hadronic, nuclear and e + e − collisions 160, 186, 187 (see also Chapter 20 of 188 ), one might expect that the phenomena discussed above will also appear in these reactions. However, this is a separate problem, too extensive and not yet much discussed, to be presented here.
