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Resumo A automac¸a˜o em ambientes residenciais e´ hoje uma realidade emergente,
tendo crescido nos u´ltimos anos em func¸a˜o da ra´pida evoluc¸a˜o tecnolo´gica.
Existe atualmente uma enorme diversificac¸a˜o na oferta de soluc¸o˜es nesta
a´rea, inovadoras e de alto desempenho, que integram o sistema de controlo
com uma interface gra´fica. Algumas destas soluc¸o˜es apenas se centram
na interface com o utilizador, oferecendo elevada qualidade gra´fica, assim
como uma pano´plia de interfaces de comunicac¸a˜o para quase todo o tipo
de aplicac¸o˜es. No entanto, muitas destas soluc¸o˜es sa˜o proprieta´rias e pouco
flex´ıveis na adaptac¸a˜o a novos sistemas que possam vir a ser desenvolvidos,
ale´m do seu elevado custo. Diante este cena´rio, o trabalho desenvolvido
nesta Dissertac¸a˜o contempla o desenvolvimento de uma Interface Homem-
Ma´quina com ecra˜ ta´til, versa´til e flex´ıvel, de baixo custo, capaz de ser
utilizada em diferentes cena´rios da automac¸a˜o residencial.
Como primeira abordagem, foi estudada uma plataforma de desenvolvi-
mento (FriendlyArm Tiny6410) com requisitos ideˆnticos aos pretendidos
no trabalho desta Dissertac¸a˜o. Depois desta fase, foi desenvolvida toda
a componente de hardware e de software da Interface Homem-Ma´quina e
efetuados os respetivos testes.
Foram tambe´m desenvolvidas interfaces gra´ficas de utilizac¸a˜o simples e
amiga´vel, que permitem o controlo e monitorizac¸a˜o local de um sistema
simulado.

Abstract The home automation is an emerging reality today, having evolved on the
past few years due to the growing technological evolution. There is curren-
tly a huge diversification in offering solutions in this area, very innovative
and high performance, which integrate the control system with graphical
interface. Some of these solutions focus only on the user interface by provi-
ding high quality graphics as well as a plethora of communication interfaces
for almost all kinds of applications. However, many of these solutions are
proprietary and inflexible in adapting to new systems that can be develo-
ped, in addition to its high cost. Given this scenario, the work developed on
this dissertation includes the development of a Human-Machine Interface
with touchscreen, versatile and flexible, low cost, capable of being used in
different scenarios of home automation.
As a first approach, we studied a development platform (FriendlyArm
Tiny6410) with identical requirements as required on this dissertation work.
After this, all the hardware and software components of the Human-Machine
Interface have been developed and made the respective tests.
We also developed a simple and user friendly graphical interface that allow
the control and monitoring of a simulation system.

Conteu´do
Conteu´do i
Acro´nimos v
1 Introduc¸a˜o 1
1.1 Organizac¸a˜o da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Automac¸a˜o Residencial 3
2.1 Interface Homem-Ma´quina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Interfaces Homem-Ma´quina Comerciais . . . . . . . . . . . . . . . . . 4
2.2 Normas e protocolos utilizados na domo´tica . . . . . . . . . . . . . . . . . . . 8
2.2.1 RS-422/RS-485 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 CAN - Controller Area Network . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 IEEE 802.15.4 e ZigBee . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Sistemas Embutidos Linux 25
3.1 O Linux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Sistema Embutido Linux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Pre´-Desenvolvimento de um sistema embutido . . . . . . . . . . . . . . . . . . 27
3.3.1 Processador . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Armazenamento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.3 Ferramentas de desenvolvimento . . . . . . . . . . . . . . . . . . . . . 29
3.4 Character Device Drivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5 Configurac¸a˜o e compilac¸a˜o do Kernel . . . . . . . . . . . . . . . . . . . . . . 32
3.6 Sistema de Ficheiros Raiz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6.1 Busybox . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 Bootloader . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4 Plataforma de desenvolvimento 41
4.1 FriendlyArm Tiny6410 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.1 Tiny6410 Core . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
i
4.1.2 Tiny6410 Motherboard . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Software de desenvolvimento . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.1 Cross Development Toolchain . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.2 NetBeans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.3 Qt Creator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.4 MPLAB X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.5 Eagle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5 Implementac¸a˜o 47
5.1 Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.1.1 Ecra˜ ta´til . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.1.2 USB Host . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.1.3 UART e RS-232 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1.4 Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1.5 Buzzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1.6 Carta˜o SD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1.7 EEPROM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1.8 Microcontrolador dsPIC . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.1.9 Fonte de alimentac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1.10 Printed Circuit Board . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Firmware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2.1 Linux Kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Device Drivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Configurac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Compilac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.2 Sistema de ficheiros . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Busybox . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.3 dsPIC Firmware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Testes do sistema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3.1 Instalac¸a˜o do Kernel e Sistema de Ficheiros . . . . . . . . . . . . . . . 65
5.3.2 Dispositivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Leds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Buzzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Serial Peripheral Interface (SPI) . . . . . . . . . . . . . . . . . . . . . 69
MRF24J40MA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 Interface gra´fica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
ii
6 O projeto UNISOL 75
6.1 Enquadramento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2 Simulador . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2.1 Placa controladora (Simulac¸a˜o PC) . . . . . . . . . . . . . . . . . . . . 76
6.2.2 Aplicac¸a˜o da Interface Homem-Ma´quina . . . . . . . . . . . . . . . . . 77
Estrutura da aplicac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.2.3 Protocolo de comunicac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . 81
7 Concluso˜es e Trabalho Futuro 83
7.1 Concluso˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.2 Trabalho Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Bibliografia 85
A Procedimentos adicionais 89
B Esquema ele´trico 95
iii
iv
Acro´nimos
APO Application Object
APS Application Support Sublayer
BPSK Binary Phase Shift Keying
BOM Bill of Material
CAM Computer-Aided Manufacturing
CAN Controller Area Network
CAP Contention Access Period
CFP Contention Free Period
CLP Controlador Lo´gico Programa´vel
CPU Central Processing Unit
CSMA/CA Carrier Sense Multiple Access with Collision Avoidance
CSMA/CD Carrier Sense Multiple Access with Collision Detection
DMA Direct Memory Access
DSSS Direct Sequence Spread Spectrum
EEPROM Electrically-Erasable Programmable Read-Only Memory
FFD Full Function Device
FHS File-System Hierarchy Standard
GB GigaByte
GTS Guaranteed Time Slots
IDE Integrated Development Environment
v
I2C Inter-Integrated Circuit
IHM Interface Homem-Ma´quina
ITO Indium Tin Oxide
JVM Java Virtual Machine
LR-WPAN Low-Rate Wireless Personal Area Network
MAC Medium Access Control
Mbps Megabits por segundo
MB MegaByte
MMU Memory Management Unit
MPDU MAC Protocol Data Unit
NRZ Non-Return to Zero
OLED Organic Light-Emitting Diode
O-QPSK Offset-Quadrature Phase Shift Keying
PCB Printed Circuit Board
PPDU Physical Protocol Data Unit
PSDU Physical Service Data Unit
RAM Random Access Memory
RFD Reduced Function Device
RISC Reduced Instruction Set Computer
RTC Real Time Clock
RTR Remote Transmission Request
SAP Service Access Point
SDK Software Development Kit
SoC System on Chip
SPI Serial Peripheral Interface
SSD Solid State Drive
vi
TTL Transistor-Transistor Logic
UART Universal Asynchronous Receiver/Transmitter
UBIFS Unsorted Block Image File System
USB Universal Serial Bus
VFS Virtual File System
ZDO ZigBee Device Object
vii
viii
Cap´ıtulo 1
Introduc¸a˜o
A automac¸a˜o em ambientes residenciais e´ hoje uma realidade emergente, tendo crescido nos
u´ltimos anos em func¸a˜o da ra´pida evoluc¸a˜o tecnolo´gica. Existe atualmente uma enorme di-
versificac¸a˜o na oferta de soluc¸o˜es nesta a´rea, inovadoras e de alto desempenho, que integram
o sistema de controlo com uma interface gra´fica. Algumas destas soluc¸o˜es apenas se centram
na interface com o utilizador, oferecendo elevada qualidade gra´fica, assim como uma pano´plia
de interfaces de comunicac¸a˜o para quase todo o tipo de aplicac¸o˜es. No entanto, muitas des-
tas soluc¸o˜es sa˜o proprieta´rias e pouco flex´ıveis na adaptac¸a˜o a novos sistemas, ale´m do seu
elevado custo. Muitas vezes pretende-se apenas integrar uma interface simples, user-friendly,
com canais de comunicac¸a˜o dedicados, gra´ficos personalizados e sem elevados custos, o que e´
dif´ıcil de encontrar no mercado, sendo necessa´rio recorrer a empresas de desenvolvimento de
eletro´nica para atingir esse fim.
Esta Dissertac¸a˜o tem como objetivo o desenvolvimento de uma plataforma computacional
baseada num processador ARM11, dotada de va´rias interfaces de comunicac¸a˜o, tais como,
touchscreen, RS-232, CAN, Ethernet, Carta˜o SD, capaz de suportar um sistema operativo
baseado em Unix (Linux ou Android), destinada a servir de consola de interface entre o
utilizador e um conjunto de equipamentos eletro´nicos destinados ao controlo de sistemas
solares-te´rmicos para o aquecimento de a´guas sanita´rias e climatizac¸a˜o de habitac¸o˜es.
1.1 Organizac¸a˜o da Dissertac¸a˜o
A partir deste cap´ıtulo, esta Dissertac¸a˜o esta´ organizada da seguinte maneira:
• Cap´ıtulo 2 - Automac¸a˜o Residencial: Neste cap´ıtulo e´ efetuada uma abordagem ao con-
ceito da automac¸a˜o residencial, onde sa˜o apresentadas algumas Interface Homem-Ma´quina
existentes no mercado, assim como alguns dos protocolos utilizados nesta a´rea com uma
relac¸a˜o mais direta com o trabalho desenvolvido nesta Dissertac¸a˜o.
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• Cap´ıtulo 3 - Sistemas Embutidos Linux: Aqui sa˜o resumidamente apresentados os
Sistemas Embutidos Linux. Sa˜o abordados alguns aspetos no que toca ao seu desenvolvi-
mento, desde os primeiros esta´gios, ate´ ao produto final.
• Cap´ıtulo 4 - Plataforma de desenvolvimento: Neste cap´ıtulo sa˜o apresentadas as
ferramentas utilizadas na realizac¸a˜o da vertente mais pra´tica desta Dissertac¸a˜o.
• Cap´ıtulo 5 - Implementac¸a˜o: Esta cap´ıtulo discute toda a implementac¸a˜o do trabalho
realizado. Sa˜o abordadas as soluc¸o˜es encontradas para a componente de hardware assim como
para a componente de software, a sua integrac¸a˜o e os testes realizados. Finalmente e´ discutida
a implementac¸a˜o das bibliotecas da interface gra´fica.
• Cap´ıtulo 6 - O projeto Unisol : Aqui e´ apresentado o projeto Unisol e um simulador
desenvolvido para o efeito.
• Cap´ıtulo 7 - Concluso˜es: Neste u´ltimo cap´ıtulo sa˜o apresentadas as principais con-
cluso˜es, assim como sugesto˜es para trabalho futuro.
• Anexo A - Procedimentos adicionais: Este anexo apresenta procedimentos adicionais
de instalac¸a˜o de algumas ferramentas utilizadas nesta Dissertac¸a˜o.
• Anexo B - Esquema ele´trico: Este anexo apresenta o esquema ele´trico da Interface
Homem-Ma´quina desenvolvida.
2
Cap´ıtulo 2
Automac¸a˜o Residencial
A automac¸a˜o residencial, tambe´m conhecida como Domo´tica, e´ um conceito que visa o con-
trolo e a automac¸a˜o inteligente de edif´ıcios, atrave´s da utilizac¸a˜o de dispositivos com ca-
pacidade de comunicac¸a˜o e de seguir um conjunto de instruc¸o˜es previamente estabelecidas.
Feno´menos como o envelhecimento da populac¸a˜o ou mesmo a necessidade de contenc¸a˜o de
custos, por monitorizac¸a˜o dos consumos, contribu´ıram para que esta tecnologia crescesse nos
domı´nios da habitac¸a˜o dome´stica, da hotelaria e das superf´ıcies comerciais. Isto porque, cada
vez mais, a domo´tica oferece soluc¸o˜es dirigidas a todo o tipo de edif´ıcios, com mais funciona-
lidades e com um custo de aquisic¸a˜o menor [1].
Inu´meras aplicac¸o˜es ou funcionalidades podem ser conseguidas com um sistema de domo´tica.
No domı´nio da energia, a domo´tica permite fazer, por exemplo, uma gesta˜o inteligente da
iluminac¸a˜o, da climatizac¸a˜o, dos sistemas de rega e do funcionamento dos diversos eletro-
dome´sticos, aproveitando melhor os recursos naturais e utilizando as tarifas hora´rias de me-
nor custo. Facilita o acesso aos diferentes espac¸os da habitac¸a˜o a pessoas com problemas de
mobilidade, ajustando-se a`s necessidades individuais de cada utilizador, oferecendo tambe´m
servic¸os de assisteˆncia remota. No que respeita a` seguranc¸a, a domo´tica permite controlar
os acessos aos edif´ıcios, dispondo tambe´m de alarmes de detec¸a˜o de inceˆndios, fugas de ga´s
ou de a´gua. Permite aceder remotamente, atrave´s do telemo´vel ou via internet, aos diferen-
tes elementos do edif´ıcio, como caˆmeras de seguranc¸a, sensores ou atuadores. Resumindo,
a domo´tica oferece uma maior qualidade de vida, reduz o trabalho dome´stico e aumenta o
bem-estar e a seguranc¸a dos utilizadores.
Um sistema de domo´tica compreende 3 elementos ba´sicos [2]: o controlador, responsa´vel por
gerir todo o sistema, o atuador, que recebe as instruc¸o˜es do controlador e realiza a ac¸a˜o pre-
tendida e o sensor, que monitoriza o ambiente e gera informac¸a˜o que sera´ processada pelo
controlador. Um elemento que tambe´m e´ importante e distinto num sistema de domo´tica
atual e´ a interface de controlo, que e´ implementada1 por sistemas computacionais com ou
sem teclado e/ou ecra˜s ta´teis. E´ esta interface que permite ao utilizador interagir com o
1Referindo a`s mais avanc¸adas tecnologicamente.
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sistema, visualizando o seu estado e dando ordens de comando.
2.1 Interface Homem-Ma´quina
Os sistemas atuais de automac¸a˜o requerem que o acesso a` informac¸a˜o seja preciso, quer em
termos de espac¸o ou de tempo. O dia´logo entre o Homem e a Ma´quina tem que reunir todas
as func¸o˜es de que o operador necessita para controlar ou supervisionar o sistema, pois todas
as ac¸o˜es tomadas por este teˆm que garantir o correto funcionamento do mesmo, garantindo
tambe´m a seguranc¸a e disponibilidade do servic¸o. Assim, e´ indispensa´vel que o desenvolvi-
mento de interfaces para o dia´logo Homem - Ma´quina seja de qualidade, por forma a garantir
um controlo correto e seguro do sistema em qualquer circunstaˆncia [3].
Estas interfaces tiveram uma grande evoluc¸a˜o nos u´ltimos tempos, sobretudo devido ao apa-
recimento dos sistemas computacionais. A utilizac¸a˜o do bota˜o de pressa˜o2 tem vindo a ser
substitu´ıda por dispositivos eletro´nicos (principalmente por ecra˜s ta´teis), que podem ser per-
sonalizados de modo a responderem a novas exigeˆncias. Teˆm como func¸o˜es, a visualizac¸a˜o
dos dados vindos dos sistemas de controlo, a modificac¸a˜o dos paraˆmetros e varia´veis de con-
trolo, ou comandar um determinado processo do sistema. A comunicac¸a˜o entre este tipo de
sistemas e a interface de controlo e´, regra geral, feita atrave´s de uma ligac¸a˜o se´rie ass´ıncrona
RS-232/RS-422/RS-485, via porta USB, CAN ou em alguns casos via Ethernet. O mercado
oferece uma vasta gama de soluc¸o˜es perfeitamente adequadas a qualquer n´ıvel de dia´logo.
2.1.1 Interfaces Homem-Ma´quina Comerciais
Grande parte das soluc¸o˜es comerciais sa˜o destinadas ao ambiente industrial. Gigantes da
automac¸a˜o como a Siemens (http://www.automation.siemens.com/), a Schneider Electric
(www.schneider-electric.com), a Mitsubishi (www.mitsubishi-automation.com), a Hita-
chi (www.hitachi-ds.com), a Beckoff (www.beckhoff.com), entre muitas outras, oferecem
uma ou mais famı´lias de Interface Homem-Ma´quina (IHM), cada uma delas com determi-
nadas carater´ısticas e particularidades, mas que na sua maioria possuem similaridades, pois
o conceito de concorreˆncia esta´ bem presente neste mercado. Diferenciam-se sobretudo nos
protocolos de comunicac¸a˜o que suportam (ProfiBus, ModBus, EtherCat) e a sua escolha de-
pende do destino final de implementac¸a˜o.
Embora possam ser utilizadas em ambiente residencial, devido ao conjunto de certificac¸o˜es
para garantir o bom funcionamento em ambiente industrial, estas apresentam um custo de-
masiado elevado para que possam ser opc¸a˜o em uso habitacional. Por outro lado, as IHM
para ambiente residencial esta˜o muito confinadas ao produto para o qual esta˜o destinadas
a interagir. Posto isto, e´ dif´ıcil encontrar um sistema residencial automa´tico que albergue
apenas uma IHM. E´ muito comum encontrar uma IHM para o sistema de seguranc¸a, outra
2A interface mais ba´sica e primordial utilizada numa Interface Homem-Ma´quina.
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para o sistema de rega, inceˆndios ou iluminac¸a˜o e estores.
Um exemplo de um sistema de domo´tica residencial e´ o QBus (http://www.qbus.be/). Este
sistema e´ baseado num controlador central, ligado a todos os mo´dulos atrave´s de um bar-
ramento de dois condutores. Este barramento transporta tanto a energia como os dados de
comunicac¸a˜o, o que torna o sistema relativamente simples de implementar. Integra mo´dulos
de rele´s (ON/OFF), mo´dulos de posicionamento de estores, mo´dulos de regulac¸a˜o de ilu-
minac¸a˜o, diversos tipos de sensores (movimento, presenc¸a, luz, temperatura, qualidade do ar,
etc), entre muitos outros.
A Figura 2.1 apresenta uma das interfaces de controlo oferecidas por este sistema, o ViZiR
Room Controller.
Figura 2.1: ViZiR Romm Controller
Esta interface consiste num ecra˜ com tecnologia OLED (Organic Light-Emitting Diode), ro-
deado de uma tampa frontal capacitiva. Ao tocar na mesma, o ecra˜ ira´ mostrar os diferentes
menus dos diferentes mo´dulos que pode controlar. Apenas dispo˜e de uma ligac¸a˜o para o
barramento QBus.
Outra soluc¸a˜o mais completa e versa´til oferecida pelo sistema QBus e´ o Navigator (Figura 2.2),
um painel ta´til que pode ser embutido numa parede ou num mo´vel. Incorpora uma caˆmera,
microfone, altifalantes, podendo funcionar como monitor de v´ıdeo-porteiro. E´ ideal para
executar o software EQOmmand (proprieta´rio do QBus) que permite visualizar/controlar o
estado da habitac¸a˜o, assim como fazer uma gesta˜o dos consumos de energia. Ale´m da ligac¸a˜o
ao barramento QBus, este painel oferece tambe´m interface RS-232, Ethernet e USB. Como
sistema operativo, utiliza o Windows XP Embedded.
5
Figura 2.2: Navigator
Outros sistemas de domo´tica sa˜o oferecidos pela ELK Products Inc.
(http://www.elkproducts.com/). Estes sistemas incorporam seguranc¸a (detec¸a˜o de
inceˆndios, intrusa˜o), controlo de entradas/sa´ıdas, controlo de iluminac¸a˜o e estores e gesta˜o
de energia. Uma das interfaces disponibilizadas e´ a ELK-TS07 (Figura 2.3). Esta interface
dispo˜e de um ecra˜ ta´til com 7 polegadas, um processador ARM (com frequeˆncia de operac¸a˜o
a 200 MHz) e 64 MegaBytes de RAM. Como interfaces de comunicac¸a˜o, disponibiliza RS-
232 e Ethernet. Executa o sistema operativo Windows CE Embedded e corre uma aplicac¸a˜o
gra´fica proprieta´ria (ElkRM PC Edition Remote Management) que permite fazer o controlo
de todas as funcionalidades anteriormente referidas. Esta interface pode ligar-se ao sistema
de controlo atrave´s de uma rede Ethernet ou diretamente atrave´s da porta se´rie.
Figura 2.3: ELK-TS07
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A ComFile Technology (http://cubloc.com/) oferece uma gama de produtos direcionados a
servir de IHM. Por exemplo, a gama CUWIN oferece as se´ries 5000/6000/CWV (Figura 2.4).
Veˆm equipadas com o sistema operativo Windows CE 6.0 Embedded, muito utilizado em
aplicac¸o˜es de automac¸a˜o, executado num sistema com um processador ARM de 32 bits (a
uma frequeˆncia de 533 MHz) e 128 MegaBytes (MBs) de memo´ria RAM. Suporta aplicac¸o˜es
desenvolvidas no Microsoft Visual Studio, o que torna o desenvolvimento para esta plata-
forma muito similar ao desenvolvimento para um PC. O painel frontal apresenta um ecra˜ a
cores, com touchscreen e uma resoluc¸a˜o de 800x400. Como interfaces de comunicac¸a˜o para o
exterior, esta gama oferece RS-232, RS-485, Ethernet, USB, audio e SD Card. Uma aplicac¸a˜o
t´ıpica destas consolas e´ apresentada na Figura 2.5.
Overview
The CUWIN is a Windows Embedded CE touch controller primarily targeted for use as a Human 
Machine Interface(HMI). 
The CUWIN's front panel features an 800x480 color touch screen capable of receiving input from a 
human user, by touching the screen, and displaying colorful information.  
The CUWIN's rear and side panels feature several interfaces (RS232/485, USB, Ethernet, Audio, SD 
Card) for communicating with many different electronic devices.
Comfile Technology            CUWIN 5000/6000/CWV Series – User's Manual 4 of 73
Figura 2.4: CUWIN 5000/6000/CWV Series
The CUWIN translates input from a human user to signals that electronic devices can understand, and 
receives signals from those electronic devices, translating them to colorful output that the user can 
understand.  Thus, the CUWIN serves as a Human Machine Interface(HMI).
Using the CUBLOC, TinyPLC or other Programmable Logic Controllers(PLC), the CUWIN can provide a 
human interface to electronic and mechanical systems such as robots, monitoring systems, 
environment control systems, and automation equipment just to name a few.  The CUWIN has been 
used in all kinds of applications from solar energy systems that track the sun to beauty appliances for 
styling hair.  The possibilities are endless.
Comfile Technology            CUWIN 5000/6000/CWV Series – User's Manual 5 of 73
Figura 2.5: Aplicac¸a˜ t´ıpica da gama CUWIN
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A Advantech (http://www.advantech.com/) oferece, para aplicac¸o˜es que requerem uma In-
terface Homem-Ma´quina, o PPC-L61T. Com um ecra˜ ta´til de 6.5 polegadas, incorpora um
processador de baixo consumo (que opera a uma frequeˆncia de 500 MHz) e
1 GigaByte (GB) de memo´ria RAM. Para comunicac¸a˜o com o exterior, esta Interface Homem-
Ma´quina oferece RS-232, RS-485, Ethernet, USB e uma porta VGA, caso seja necessa´rio
adicionar um ecra˜ de maiores dimenso˜es. Esta˜o dispon´ıveis os sistemas operativos Windows
CE 6.0 Embedded e Windows XP Embedded.
Основные характеристики
www.advantech.ru/productsАдрес в Интернете
Технические характеристики оборудования могут быть изменены без предварительного уведомления. Дата последнего обновления 3 декабря 2007 г.
Спецификация
Процессор Интегрированный ЦП AMD Geode LX 800 (500 МГц)
ОЗУ 1 x 200-конт. разъем SODIMM для модулей памяти класса DDR 333/400 объемом 256/512/1024 Мбайт
Кэш второго уровня Интегрированный в ЦП, 128 Кбайт
Чипсет AMD Geode CX5536
Поддерживаемые ОС Microsoft® Windows® XP/CE и Windows® XP Embedded
Система BIOS 4 Мбит флеш-ПЗУ
Твердотельные диски
1 x разъем для карт CompactFlash Type II
Модель PPC-L61T-CE-RTE поставляется с предустановленной картой 
CompactFlash объемом 128 Мбайт 
НЖМД 1 x внешний модуль с 2,5” жестким диском с интерфейсом SATA (опционально) 
Порты ввода/вывода
2 последовательных порта: 1 x RS-232, 1 x RS-232/422/485
4 порта USB (2 внешних, 2 внутренних)
1 видеопорт
1 встроенный динамик мощностью 1,3 Вт (опционально)
Слот расширения 1 x Mini PCI слот
Сетевой интерфейс 10/100Base-T Ethernet
Сторожевой таймер 255 интервалов, программируемый
Размеры (ШхВхГ) 202 x 148 x 49 мм (7,9” x 5,82 x 1,92)
Вес 1,5 кг
Блок питания Входное напряжение 12  ~ 30 В пост. тока, макс. 4 A
ЖК-дисплей
Тип дисплея 6,5” TFT ЖК-дисплей
Максимальное разрешение 640 x 480
Макс. количество цветов 262 тысячи
Размер пикселя, мм 0,207 x 0,207
Угол обзора 70° (влево), 70° (вправо), 60° (вверх), 60° (вниз)
Яркость, кд/м2 400
Температура эксплуатации -10 ~ 70° C
Срок службы задней подсветки 50 000 часов
Сенсорный 
экран
Тип Аналоговый резистивный
Разрешение Непрерывное
Прозрачность 80%
Контроллер USB интерфейс
Поддерживаемые ОС Windows XP, CE
Ресурс 10 миллионов нажатий
PPC-L61T
RoHS
COMPLIANT
2002/95/EC
6,5” TFT ЖК-дисплей
Интегрированный процессор AMD Geode™ LX 800 
ОЗУ: до 1 Гбайт DDR-памяти
Один разъем для карт Compact Flash ® Type I/II   
(поддержка режима True IDE)
Поддержка OC Microsoft® Windows® CE 6.0 и XP Embedded
Сетевой интерфейс 10/100Base-T Ethernet
Безвентиляторный дизайн, очень низкий уровень 
энергопотребления
Настройка порта RS-232/422/485 из BIOS
Алюминиевая передняя панель









Безвентиляторный панельный компьютер 
с 6,5” TFT ЖК-дисплеем, сенсорным 
экраном и ЦП AMD Geode™ LX 800
Описание 
PPC-L61T – это промышленный панельный ПК с 6,5” дисплеем, который может выступать в роли компактной системы операторского интерфейса 
или многофункционального устройства. Он очень надежен, т.к. оснащен процессором с низким уровнем энергопотребления, и ему не нужна 
активная система охлаждения. Надежный алюминиевый корпус гарантирует долговременную работу устройства и отлично подходит для 
эксплуатации на предприятиях химической и пищевой промышленности. PPC-L61T может поставляться с предустановленной встраиваемой ОС, 
что ускоряет разработку приложений для него, отсутствие необходимости в написании драйверов и создании образа операционной системы 
сокращает время реализации проектов.
Figura 2.6: PPC-L61T
Muitos outros exemplos de interfaces podem ser encontrados pelos mais diversos fabricantes.
A sua lista e´ ta˜o extensa que torna dif´ıcil, neste contexto, fazer qualquer tipo de enumerac¸a˜o
ou comparac¸a˜o.
2.2 Normas e protocolos utilizados na domo´tica
Nesta secc¸a˜o sera˜o apresentados algumas normas e os protocolos utilizados no domı´nio da
automac¸a˜o residencial.
2.2.1 RS-422/RS-485
Oficialmente denominadas de TIA/EIA-422 e TIA/EIA-485, as normas RS-422 e RS-485
sa˜o uma soluc¸a˜o robusta e fia´vel para a transmissa˜o de dados a longas distaˆncias e em meios
ruidosos [4]. Ambas se caraterizam pela utilizac¸a˜o de um meio de transmissa˜o diferencial ou
balanceado3, isto e´, a informac¸a˜o e´ codificada pela diferenc¸a de tensa˜o nas duas linhas de
3Normalmente sa˜o utilizados cabos de par entrelac¸ado.
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comunicac¸a˜o. Dependendo da polaridade dessa diferenc¸a, e´ codificada a informac¸a˜o bina´ria
respetiva. Caso a polaridade seja positiva (a tensa˜o do condutor positivo e´ maior do que a
do condutor negativo) e´ codificado o n´ıvel lo´gico 1 e caso seja negativa (a tensa˜o do condutor
negativo e´ maior do que a do condutor positivo) e´ codificado o n´ıvel lo´gico 0. Uma margem de
0.2 volts e´ introduzida na descodificac¸a˜o da informac¸a˜o bina´ria, tornando assim o sistema
imune a poss´ıveis n´ıveis de ru´ıdo introduzidos no canal de comunicac¸a˜o.
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INTRODUCTION 
The controller area network (CAN) is a standard for distributed 
communications with built-in fault handling, specified for the 
physical and data link layers of the open systems interconnection 
(OSI) model in ISO-118981, 2. CAN has been widely adopted in 
industrial and instrumentation applications and the automotive 
industry due to the inherent strengths of the communication 
mechanisms used by CAN. 
Features of CAN include 
• Allowance for multiple masters on a bus 
• Inherent priority levels for messages 
• Bus arbitration by message priority 
• Error detection and recovery at multiple levels 
• Synchronization of data timing across nodes with separate 
clock sources 
At the physical layer, differential data transmission is supported 
by the CAN protocol, providing advantages such as 
• Bidirectional communications across a single pair of 
twisted cables 
• Increased immunity to noise 
• Wide common-mode range allowing differences in ground 
potential between nodes 
IMPLEMENTING A CONTROLLER AREA NETWORK 
This application note considers the following aspects of how CAN 
is implemented in industrial applications: 
• CAN implementation layers: how the CAN specification and 
protocols relate to hardware/software and CAN transceiver 
products 
• CAN messages: how the message structure is fundamental 
to error checking/recovery and arbitration 
• Arbitration: how the carrier sense multiple access method 
specified by CAN allows multiple driving nodes 
• Error mechanisms: how the CAN specification inherently 
enhances communication robustness 
• Physical bus: what measures ensure proper communication 
at the physical layer 
• Isolation: signal and power isolation of CAN and integrated 
isolation solutions for CAN 
• Stress protection: mechanisms used in CAN for protecting 
transceivers from electrical overstress 
HOW CAN USES DIFFERENTIAL DATA 
TRANSMISSION 
In traditional differential data transmission (for example, RS-4853), 
Logic 1 is transmitted as a voltage level high on one noninverting 
transmission line and low on the inverting line. Correspondingly, 
Logic 0 is transmitted as low on the noninverting line and high 
on the inverting line. The receiver uses the difference in voltage 
between the two lines to determine the Logic 1 or Logic 0 that 
was transmitted, as shown in Table 1. 
A driver on the bus can also be in a third state, with the driver 
outputs in a high impedance state. If all nodes are in this condition, 
the bus is in an idle state. In this condition, both bus lines are 
usually at a similar voltage with a small differential. 
Signaling for CAN differs in that there are only two bus voltage 
states; recessive (driver outputs are high impedance) and dominant 
(one bus line, CANH, is high and the other, CANL, is low), with 
thresholds as shown in Table 1. Transmitting nodes transmit the 
dominant state for Logic 0 and the recessive state for Logic 1. 
An idle CAN bus is distinguished from recessive bit transmission 
simply by detection of multiple recessive bits after an end of 
frame or error frame. 
Table 1. Comparison of CAN and RS-485 Voltage Levels 
Logic RS-485 Levels CAN State CAN Levels 
1 A − B ≥ +200 mV Recessive CANH − CANL ≤ 0.5 V 
0 A − B ≤ −200 mV Dominant CANH − CANL ≥ 0.9 V 
The two states of dominant and recessive are represented by the 
CANH and CANL voltage levels shown in Figure 1 that compares 
CAN signaling to RS-485. This signaling method is fundamental 
both to the node arbitration and inherent prioritization of messages 
with lower message IDs (more initial Logic 0s as the message is 
serially transmitted). 
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Figure 1. Comparison of Differential Signaling for CAN and RS-485/RS-422 
Figura 2.7: Representac¸a˜o digital nas normas RS-422/RS-485 [5]
RS-422
Esta norma permite interligar um dispositivo transmissor e ate´ dez dispositivos recetores
num u´nico barramento [4]. A Figura 2.8 apresenta o circuito de interface digital da norma
RS-422. O transmissor esta´ identificado como D e o recetor como R. A impedaˆncia ZT ,
usada apenas uma vez no final da linha, e´ utilizada para igualar as impedaˆncias do recetor e
da linha (Z0). Isto e´ necessa´rio sempre que a taxa de transfereˆncia seja superior a 200 Kbps,
minimizando assim as reflexo˜es. O valor de ZT pode variar ate´ ±20% sobre o valor de Z0 [4].
ZT
A’
B’
A
B
Logic
(1or 0) RD
S0450-01
Logic
(1 or 0) D
A
B
+
–
VOA
S0451-01
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+
–
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+
–
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A D = driver (or generator)
B R = receiver
C ZT = termination impedance
Figure 1. RS-422 Balanced-Voltage Digital-Interface Circuit
Although the input electrical characteristics of the RS-422-compliant receiver are identical to those of the
RS-423-compliant receiver (ANSI TIA/EIA-423 standard), the RS-423 specifies an unbalanced signaling
scheme, which is not within the scope of this application report.
Descriptions of selected specified parameters are presented in the following paragraphs.
2.1.1 Open-Circuit Output Voltage (VOD, VOA, and VOB Measured)
The output voltage shall not exceed ±6 V under unloaded conditions, and the differential voltage
[measured as the difference between an output voltage, VOA (VOB), and its complementary output voltage,
VOB (VOA)] is no greater than ±10 V. See Figure 2 for the test circuit.
A |VOD| ≤ 10 V, |VOA| ≤ 6 V, and |VOB| ≤ 6 V
B VOA = voltage on A output
C VOB = voltage on B output
D VOD = differential output voltage
Figure 2. RS-422 Open-Circuit Test Circuit
2.1.2 Differential and Offset Output Voltage (VOD and VOC Measured)
To ensure proper drive strength, a minimum of ±2-V VOD and a maximum of ±3-V VOS are measured (see
Figure 3). Furthermore, a check on driver output-voltage balance between the differential output voltages
is put in place to measure the change in these voltages (not to exceed 400 mV). The maximum limit of
400 mV most often is approached during transients when driver outputs are switching states.
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Figura 2.8: Circuito de interface digital da norma RS-422 [4]
Uma das vantagens desta norma ´ que na˜o impo˜e restric¸o˜es quanto o compriment ma´ximo
do cabo. No entanto, existe uma relac¸a˜o direta entre o comprimento do mesmo e a taxa
ma´xima de transfereˆncia: quanto maior o cabo, menor sera´ a taxa de transfereˆncia. Uma
aproximac¸a˜o que pode ser usada e´ que a taxa de transfereˆncia multiplicada pelo comprimento
do cabo na˜o deve exceder o valor de 108 [4].
9
RS-485
Esta norma e´ uma expansa˜o da norma RS-422 e permite que sejam interligados, no mesmo
barramento, ate´ 32 transmissores e 32 recetores [6]. As carater´ısticas ele´tricas dos
transmissores e dos recetores foram projetadas por forma a que seja poss´ıvel utilizar
dispositivos RS-485 em aplicac¸o˜es RS-422. A Figura 2.9 apresenta o circuito de interface
digital da norma RS-485. A possibilidade de inclusa˜o de mais do que um transmissor no
barramento deve-se ao facto de que os transmissores podem agora operar em 3 estados dife-
rentes (operac¸a˜o tri-state): lo´gica 1, lo´gica 0 e alta impeda^ncia. Em alta impeda^ncia,
o transmissor consome uma corrente virtualmente nula, aparentando estar desligado do bar-
ramento. Estando neste estado todos os transmissores (a` excec¸a˜o daquele que pretende
transmitir), o barramento RS-485 assemelha-se a um barramento RS-422.
D1
D3
ZTZT
S0458-01
A
B
A’
B’
A/A’
B/B’
R2 R3
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always is placed at the load end of the cable. Two options for cable termination are recommended in the
standard. The first option is to match the termination resistance to the characteristic impedance of the
cable, Zo, while the second option is to place an additional capacitor in series with the termination
resistance for designers that are concerned with power dissipation. These two options are discussed in
detail in the Suggested Termination and Grounding Techniques section.
2.2 Selected RS-485 Electrical Specifications
By comparing Figure 1 and Figure 9, it is evident that RS-422 and RS-485 system topologies are different.
The RS-485 can operate in balanced digital multipoint systems, whereas the RS-422 can support only one
driver per bus line (multidrop). Parameter values specified in 485 are similar to those specified in RS-422.
Furthermore, RS-485-compliant receiver and driver electrical characteristics are specified such that they
cover requirements of RS-422. This allows RS-485-compliant drivers and receivers to be used in most
RS-422-compliant applications.
A D1 = driver
B D3/R3 = transceiver
C R2 = receiver
D ZT = termination impedance
E Up to 32 U.L.s [receiver, driver (off state), transceiver]
Figure 9. RS-485 Balanced-Voltage Digital-Interface Circuit
Although RS-485 specifies that only one driver can talk at any given time (half-duplex operation), fault
conditions might occur (caused by inadvertent shorts on output drivers or line contention). Therefore,
RS-485-compliant devices must provide for this. For example, consider the case when driver D1 in
Figure 9 is intended to send a signal to receiver R2, but driver D3 still is enabled. If the designer did not
disable driver D3 before initiating the transmission, a fault condition occurs and erroneous data might be
transmitted to receiver R2. This condition also is known as line contention (see Summary Comparison of
the Standards section).
The maximum recommended cable length is about 1200 m. Usually, the amount of noise a designer is
willing to tolerate is the deciding factor in choosing the cable length. The same relationship of speed
versus cable length applies to RS-485-compliant systems, as well as to RS-422-compliant systems.
2.2.1 U.L. Concept (VIA and VIB Applied; IIA and IIB Measured)
As with the RS-422, a maximum limit on the I/V characteristic must be placed on the receiver, driver (off
state), and transceiver to ensure a maximum load on the bus when all 32 U.L.s are used. With the voltage
VIA (VIB) ranging from –7 V to 12 V, while VIB (VIA) is grounded, the resulting input current IIA (IIB) should
remain within the shaded region in both power-on and power-off conditions (see Figure 10). A device with
input characteristics that fall within the shaded region conforms to having a 1-U.L. characteristic. The
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Figura 2.9: Circuito de interface digital da norma RS-485 [4]
O barramento de comunicac¸a˜o pode ser implementado em Half-Duplex ou Full-Duplex (Fi-
gura 2.10).
RT RT
fromMaster
to Master RT
RT
RT
RT
+ 200 mV - 200 mV+ 1.5 V - 1.5 VD R
Conductor
Insulation
Cable Shield
Sheath
Cable :
Type :
Impedance :
Capacitance :
Velocity :
Belden 3109A
4 - pair, 22 AWG PLCT /CM
120
11 pF/ft
78% (1.3 ns/ft)
W
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The full-duplex implem ntation requires two signal pairs, (four wires), and full-duplex transceivers with
separate bus acc ss lines for transmit e and receiver. Full-duplex allows a node to multaneously
transmit data on one pair while receiving data on the other pair.
Figure 2. Full-Duplex and Half-Duplex Bus Structures in RS-485
In half-duplex, only one signal pair is used, requiring the driving and receiving of data to occur at different
times. Both implementations necessitate the controlled operation of all nodes via direction control signals,
such as Driver/Receiver Enable signals, to ensure that only one driver is active on the bus at any time.
Having more than one driver accessing the bus at the same time leads to bus contention, which, at all
times, must be avoided through software control.
Signal Levels
RS-485 standard conform drivers provide a differential output of a minimum 1.5 V across a 54-Ω load,
whereas standard conform receivers detect a differential input down to 200 mV. The two values provide
sufficient margin for a reliable data transmission even under severe signal degradation across the cable
and connectors. This robustness is the main reason why RS-485 is well suited for long-distance
networking in noisy environment.
Figure 3. RS-485 Specified Minimum Bus Signal Levels
Cable Type
RS-485 applications benefit from differential signaling over twisted-pair cable, because noise from external
sources couple equally into both signal lines as common-mode noise, which is rejected by the differential
receiver input.
Industrial RS-485 cables are of the sheathed, unshielded, twisted-pair type, (UTP), with a characteristic
impedance of 120 Ω and 22–24 AWG. Figure 4 shows the cross-section of a four-pair, UTP cable typically
used for two full-duplex networks. Similar cables, in two-pair and single-pair versions, are available to
accommodate the low-cost design of half-duplex systems.
Figure 4. Example of RS-485 Communication Cable
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Figura 2.10: Estrutura do barramento Full-Duplex e Half-Duplex [6]
A implementac¸a˜o em Full-Duplex requer q e sejam utilizados 2 pares de cabos e permite que
a transmissa˜o e recec¸a˜o de dados seja feita em simultaˆneo, sendo 1 par de cabos utilizado
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para a transmissa˜o e o outro para a recec¸a˜o. Na implementac¸a˜o em Half-Duplex, apenas e´
utilizado um par de cabos, o que faz com que a transmissa˜o e a recec¸a˜o sejam feitas em alturas
diferentes. Mecanismos de controlo de acesso ao barramento teˆm que ser implementados por
forma a evitar coliso˜es de informac¸a˜o.
As linhas de transmissa˜o devem ser sempre terminadas com uma resisteˆncia (RT ) de va-
lor ideˆntico a` impedaˆncia carater´ıstica da linha (Z0), evitando assim reflexo˜es do sinal (Fi-
gura 2.11). Normalmente sa˜o utilizadas 2 resisteˆncias RT = 120 Ω (uma em cada extremidade
do cabo). Este valor vem do facto de que, normalmente, o cabo utilizado em instalac¸o˜es RS-
485 possui uma impedaˆncia carater´ıstica Z0 = 120 Ω.
RT RT120 W
220 pF
60 W
220pF
120 W
60 W
60 W
60 W
LStub
tr
10 v c (1)
www.ti.com Bus Termination and Stub Length
Beyond the network cabling, it is mandatory that the layout of printed-circuit boards and the connector pin
assignments of RS-485 equipment maintain the electrical characteristics of the network by keeping both
signal lines close and equidistant to another.
Bus Termination and Stub Length
Data tran mission lin s should always be t rminated and s ubs should be as short as possible to avoid
signal reflections on the line. Proper termination requires the matching of the terminating resistors, RT, to
the characteristic impedance, Z0, of the transmission cable. Because the RS-485 standard recommends
cables with Z0 = 120 Ω, the cable trunk is commonly terminated with 120-Ω resistors, one at each cable
end (see Figure 5, left).
Figure 5. Proper RS-485 Terminations
Applications in noisy environments often have the 120-Ω resistors replaced by two 60-Ω, low-pass filters to
provide additional common-mode noise filtering, (see Figure 5, right). It is important to match the resistor
values, (preferably with 1% precision resistors), to ensure equal rolloff frequencies of both filters. Larger
resistor tolerances, (i.e., 20%), cause the filter corner frequencies to differ and common-mode noise to be
converted into differential noise, thus compromising the receiver’s noise immunity.
The electrical length of a stub, (the distance between a transceiver and cable trunk), should be shorter
than 1/10 of the driver’s output rise time, and is given through:
Where
LStub = maximum stub length (ft)
tr = driver (10/90) rise time (ns)
v = signal velocity of the cable as factor of c
c = speed of light (9.8 × 108 ft/s).
Table 1 lists the maximum stub lengths of the cable in Figure 4, (78% velocity), for various driver rise
times.
Table 1. Stub Length Versus Rise Time
DEVICE SIGNAL RATE RISE TIME MAXIMUM STUB LENGTH
[kbps] tr [ns] [ft]
SN65HVD12 1000 100 7
SN65LBC184 250 250 19
SN65HVD3082E 200 500 38
Note: drivers with long rise times are well suited for applications requiring long stub lengths and reduced,
device-generated EMI.
Failsafe
Failsafe operation is a receiver’s ability to assume a determined output state in the absence of an input
signal.
Three possible causes can lead to the loss of signal (LOS):
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Figura 2.11: Terminac¸o˜es do cabo em RS-485 [6]
Quando a aplicac¸a˜o e´ feita em meios ruidosos, as terminac¸o˜es resistivas da linha sa˜o subs-
titu´ıdas por filtros passa-baixo, filtrando assim o ru´ıdo em modo comum [6]. A Tabela 2.1
resume as carater´ısticas gerais das duas normas RS-422 e RS-485.
RS-422 RS-485
Modo de transmissa˜o Diferencial Diferencial
Comprimento do cabo @90Kbps 1200 m 1200 m
Comprimento do cabo @10Mbps 15 m 15 m
Taxa de transmissa˜o ma´x. 10 Mbps 10 Mbps
Sa´ıda diferencial mı´n. ±2V ±1.5V
Sa´ıda diferencial ma´x. ±10V ±6V
Sensibilidade recetor ±0.2V ±0.2V
Transmissores (ma´x.) 1 32
Recetores (ma´x.) 10 32
Tabela 2.1: Carater´ısticas gerais das normas RS-422 e RS-485
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2.2.2 CAN - Controller Area Network
O Controller Area Network (CAN) e´ um protocolo robusto de comunicac¸a˜o se´rie, que permite
que mu´ltiplos processadores num sistema comuniquem entre si. Desenvolvido nos anos 80 por
Robert Bosh para a indu´stria automo´vel [7], rapidamente ganhou aplicac¸a˜o nos domı´nios
da automac¸a˜o industrial, residencial e em aplicac¸o˜es me´dicas. E´ um protocolo baseado em
mensagens, ou seja, o envio de informac¸a˜o de um no´ para outro baseia-se no identificador
da mensagem e na˜o no enderec¸o do no´ destinata´rio. Cada mensagem enviada para a rede e´
recebida por todos os no´s, mas apenas consumida pelos interessados. A vantagem desta abor-
dagem e´ que um novo no´ pode ser adicionado ao sistema, sem que seja necessa´rio reprogramar
os no´s ja´ existentes. Este novo no´ ira´ receber todas as mensagens a circular no barramento
e, com base no identificador da mensagem, processara´ ou na˜o a informac¸a˜o contida na mesma.
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The CAN Physical Layer: Bit Representation  
Typically the physical media used by Controller Area Network systems is a differentially driven pair of wires.  This 
provides very reliable signal transmission despite low signal levels and common mode errors.  The two wires are 
named CAN_H and CAN_L and are terminated using 120-ohm resistors.  It is also typical to use twisted pair wires 
to reduce electromagnetic interference. 
CAN Node A
CAN Node B
CAN Node C
120 ohm120 ohm
CAN_L
CAN_H
 
Figure 4: CAN Wiring Diagram 
CAN uses a bus topology that is inexpensive, allows for easy node connection, and is less prone to network failures. 
For example, in a star network configuration, the entire network depends on a central hub.  If that hub fails, the 
entire network stops working.  A token ring network does not have a central hub, but if any of the individual nodes 
in the network fails, the ring is broken, and the surviving nodes on the network can no longer communicate with 
each other.  
Non-Return to Zero vs. Manchester Bit Encoding 
There are various ways to encode bits in digital systems.  We describe two here, Non-Return to Zero and 
Manchester.  Both methods have advantages and disadvantages. 
"1" "0"  
Figure 5: Manchester Bit Encoding 
Figura 2.12: Exemplo de um barramento CAN [7]
Como meio f´ısico, o CAN utiliza um barrame to diferencial terminado por resisteˆncias4 de
120Ω (Figura 2.12). Existem apenas 2 estados de tensa˜o no barramento: recessivo, onde as
sa´ıdas esta˜o no mesmo potencial (CAN L = CAN H = 2.5V) e dominante, onde as sa´ıdas esta˜o
com uma dif enc¸a de potencial (CAN L = 1.5V an CAN H = 3.5V). O estado recessivo
indica a transmissa˜o do 1 lo´gico e o estado dominante indica a transmissa˜o do 0 lo´gico
(Figura 2.13).
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Recessive and Dominant States 
CAN_H
CAN_L
Recessive RecessiveDominant  
Figure 8: Dominant & Recessive States 
When describing CAN signals it is common to use the terms recessive and dominant to describe the state of the bus.  
For a two wire bus the recessive bus state occurs when the CAN_L and CAN_H lines are at the same potential 
(CAN_L = CAN_H = 2.5V), and the dominant bus state occurs when there is a difference in potential (CAN_L = 
1.5V and CAN_H = 3.5V).  The CAN bus remains in the recessive state when it is idle.  (See “Figure 4: CAN 
Wiring Diagram”) 
It is important to make the distinction between ‘1’s and ‘0’s and recessive and dominant bus states.  ‘1’s and ‘0’s are 
useful for representing data using the binary number system, but they don’t tell you anything about the state of the 
bus.  In fact, CAN defines ‘0’ as a dominant bus state and ‘1’ as a recessive bus state.  This is somewhat 
counterintuitive. But the concept of dominant and recessive bus states is an especially important concept when 
discussing bus arbitration and CAN control fields.  (See “The CAN Data Link Layer: Bus Arbitration” and “The 
CAN Data Link Layer: Frame Formats”)  
Figura 2.13: Estados recessivo e dominante no barramento CAN [7]
4Tal como no barramento RS-422/485, estas resisteˆncias sa˜o utilizadas para minimizar as reflexo˜es.
12
Estrutura das mensagens
O protocolo CAN utiliza pacotes de informac¸a˜o que conteˆm uma mensagem completa pronta
a ser enviada pelo transmissor (frame). Existem 4 tipos de frames: Data Frame, Remote
Frame, Error Frame e Overload Frame.
O tipo de mensagem mais comum e´ o Data Frame , utilizado para enviar dados para a rede.
Existem duas verso˜es do Data Frame: o Standard Data Frame, que conte´m um identificador
de 11 bits e o Extended Data Frame, que conte´m um identificador de 29 bits. Este u´ltimo foi
introduzido na especificac¸a˜o CAN 2.0B [7] e veio resolver o problema da falta de identificadores
em determinados sistemas CAN, devido ao elevado nu´mero de mensagens a circular nos
mesmos. Assim, ao adicionar um identificador maior (29 bits), os sistemas CAN podem
agora gerar, aproximadamente, ate´ 536 milho˜es de mensagens (229).
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The CAN Data Link Layer: Frame Formats 
A frame is a packet of information that contains a complete message from a transmitter.   
Controller Area Network systems have four kinds of frames: 
• Data Frame.  A standard message used to transmit data over the network. 
• Remote Frame.  A message sent by a receiver to request data from another node on the network. 
• Error Frame.  A message sent out by a receiver to destroy a frame that contains errors. The Error Frame 
tells the transmitter to send the message again.  
• Overload Frame.  An Overload Frame is similar to an error frame.  A receiver would typically send out an 
Overload Frame to ask a transmitter to delay the next message sent. 
Data Frames 
CAN systems use Data Frames to transmit data over the network.  A Data Frame contains an identifier and various 
pieces of control infor ation, and can hold up to eight bytes of data.  CAN systems provide two versions of the Data 
Frame, the Base Format and the Extended Format.  The Robert Bosch Corporation introduced the Extended Format 
Data Frame in the early 1990’s as part of CAN Specification 2.0B.  When CAN systems were developed for large 
systems with heavy message traffic, such as for buses and trucks, the existing Base Format was inadequate.  The 
number of messages created by transmitters on the network was greater than the number of possible ID codes that 
the CAN system could assign to them to make sure that each message was unique.  By adding a longer identifier 
field with 29 bits, the CAN system can create as many as 512 million different unique messages and priorities.   
Base Format Data Frame 
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Figure 12: Base Format Data Frame 
 
Figura 2.14: Standard Data Frame [7]
A Figura 2.14 apresenta a estrutura do Standard Data Frame. Nesta estrutura, existem 7
campos de informac¸a˜o: Start Of Frame, Arbitration Field, Control Field, Data Field, CRC
Field, Acknowledge Field e End Of Frame.
O primeiro campo, Start Of Frame , e´ composto por 1 bit dominante e e´ utilizado por todos
os no´s do barramento para sincronizac¸a˜o dos relo´gios internos.
O campo Arbitration Field conte´m o identificador da mensagem e o bit de Remote Trans-
mission Request (RTR). O identificador da mensagem e´ composto por 11 bits, o que torna
poss´ıvel o uso de 2048 (211) mensagens diferentes, sendo que o menor dos identificadores,
representa a mensagem de mais alta prioridade. O bit RTR e´ utilizado para identificar o
tipo de mensagem: caso este bit seja dominante, estamos perante um Data Frame e caso seja
recessivo estamos perante um Remote Frame.
O Control Field e´ composto pelo bit Identifier Extension que, caso seja dominante, estamos
perante a versa˜o Standard Data Frame. Caso contra´rio e´ Extended Data Frame. O bit r0 na˜o
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e´ usado e e´ sempre dominante. Por u´ltimo, o Data Length Code indica o nu´mero de bytes de
dados da mensagem.
O campo Data Field aloja os dados da mensagem, que podem ser de 0 bytes a 8 bytes.
Estes sa˜o transmitidos do bit mais significativo para o bit menos significativo.
Para fins de verificac¸a˜o de consisteˆncia dos dados, e´ utilizado o valor presente no campo CRC
Field.
O campo Acknowledgement Field e´ utilizado para indicar se a mensagem enviada foi re-
cebida corretamente. O transmissor envia a mensagem com o bit Acknowledgement Slot no
estado recessivo e espera que pelo menos um no´ receba a mensagem corretamente e ponha este
bit no estado dominante. Caso nenhum no´ receba a mensagem, ou seja, o Acknowledgement
Slot permanec¸a sempre recessivo, e´ gerado um Error Frame. O bit Acknowledge Delimiter
permanece sempre recessivo por forma a distinguir entre um recebimento positivo de mensa-
gem e o in´ıcio do Error Frame.
O campo End Of Frame , composto por 7 bits, indica o fim da mensagem e e´ enviado to-
talmente recessivo caso esta na˜o contenha erros. Caso o bit Acknowledgement Delimiter ou
qualquer um dos bits do End Of Frame sejam transmitidos dominantes, estamos perante um
Error Frame ou Overload Frame.
Finalmente, o campo Intermission Field , composto por 3 bits recessivos, faz com que haja
um pequeno espac¸o de tempo em que o barramento permanec¸a sem qualquer tipo de dados
a circular, tempo esse utilizado para os no´s processarem a mensagem previamente recebida.
No entanto, caso os 2 primeiros bits sejam dominantes, estamos perante a transmissa˜o de um
Overload Frame.
Muito semelhante ao Standard Data Frame, a Figura 2.15 apresenta a estrutura do Extended
Data Frame. Ambas as verso˜es podem coexistir num sistema CAN, sendo que o Standard
Data Frame tem prioridade sobre o Extended Data Frame. Os u´nicos campos que diferem
entre ambos os tipos sa˜o os campos Arbitration Field e o Control Field.
O Arbitration Field e´ agora composto por 32 bits distribu´ıdos por 5 subcampos. O Message
Identifier e´ igual ao da versa˜o Standard e conte´m os 11 bits mais significativos do identifica-
dor da mensagem. De seguida, o bit Substitute Remote Request (sempre recessivo) e´ utilizado
para que o bit seguinte, o Identifier Extension esteja no mesmo s´ıtio em ambas as verso˜es,
garantido assim a compatibilidade. O subcampo Extended Message Identifier conte´m os res-
tantes 18 bits do identificador da mensagem.
O Control Field apresenta apenas um bit adicional na sua composic¸a˜o, o bit r1, que deve
ser transmitido no estado dominante. Os subcampos restantes sa˜o utilizados de igual modo.
Outro tipo de mensagens e´ o Remote Frame . Este e´ utilizado quando um no´ pretende
receber informac¸a˜o de outro determinado no´ (por exemplo, pedir o valor de um determinado
sensor). Em comparac¸a˜o com um Data Frame, o Remote Frame transmite o bit RTR no
estado recessivo e o campo Data Length Code indica sempre uma transmissa˜o de 0 bytes de
dados. Logicamente, na˜o existe o campo Data Field.
14
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Extended Format Data Frame 
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Figure 13: Extended Format Data Frame 
The Extended Format Data Frame is nearly identical to the Base Format Data Frame.  The only differences between 
these two formats are found in the Identifier Extension (IDE) bit in the Control Field, and the size and arrangement 
of the Arbitration Field.  Both the Base Format and the Extended Format can coexist in the same CAN system. The 
rule is that Base Format frames always have priority over Extended Format frames. (See “Base Format Data 
Frame”) 
The following is a description of the Arbitration and Control Fields: 
• Arbitration Field. The Arbitration Field in the Extended Format Data Frame is longer to accommodate the 
29-bit identifier.  Over 536 million (229) unique messages are possible using the Extended Format.   
• Base Message Identifier.  The Base Message Identifier is identical to the Message Identifier Field in 
the Base Format Frame.  It is 11 bits long and contains the most significant bits of the 29-bit identifier. 
• Substitute Remote Request (SRR) Field. The SRR bit replaces the RTR bit in the Base Format.  Its 
sole purpose is to be a placeholder so that the Identifier Extension bit remains in the same location as it 
is in the Base Format.  This bit is always transmitted recessively.  The RTR bit for the Extended 
Format has been moved to the end of the Arbitration Field. 
• Identifier Extension (IDE) bit. If the IDE bit is recessive, then the frame is an Extended Format 
Frame otherwise the frame is a Base Format Frame. 
• Extended Message Identifier Field. The Extended Identifier Field adds another 18 bits on to the Base 
Message Identifier.  This brings the total number of identifier bits to 29. 
• Remote Transmission Request (RTR) bit. The RTR is identical to the RTR bit in the Base Format 
Frame.  It indicates whether the frame is a Data or Remote.  This bit must be transmitted dominantly 
for a Data Frame. 
• Control Field.  The Control Field in the Extend Format Frame contains two reserved bits and the Data 
Length Code (DLC).  The reserved bits are unused and must be transmitted dominantly.  The DLC is 
identical to that used in the Base Format Frame (see “Base Format Data Frame”). 
Figura 2.15: Ext nded Data Frame [7]
Quando um no´ recetor deteta um erro num frame a receber, este transmite o Error Frame .
Este frame e´ e via o assim que o erro e´ detetado e sempre ant s do fim de uma transmissa˜o
completa de um Data Frame ou Remote Frame. Uma vez que o transmissor esta´ constan-
temente a monitorizar o barramento, ao detetar um Error Frame, aborta imediatamente a
transmissa˜o e retransmite quando o barramento estiver inativo.
O u´ltimo tipo de mensagem utilizado no protocolo CAN e´ o Overload Frame e e´ usado
quando e´ necessa´rio que um transmissor adie a transmissa˜o de poss´ıveis mensagens que tenha
por enviar ou para sinalizar problemas no Intermission Field.
Arbitragem
O protocolo CAN utiliza um me´todo de acesso ao barramento denominado de Carrier Sense
Multiple Access with Collision Detection (CSMA/CD), ou seja, antes de transmitir, cada
no´ verifica se existe tra´fego no barramento. Caso na˜o exista e na possibilidade de 2 no´s
tentarem transmitir ao mesmo tempo, ambos param a sua transmissa˜o e recomec¸am apo´s
um determinado tempo aleato´rio. Ale´m deste me´todo, o CAN utiliza uma arbitrage de
mensagens, baseada na prioridade de cada mensagem (Non-Destructive Bit Wise Arbitration).
Esta arbitragem na˜o destrutiva, faz com que o no´ que ganhou o acesso ao barramento continue
a transmissa˜o da mensagem, sem que esta tenha sido afetada por outro no´.
Simultaneamente com a transmissa˜o do campo de arbitragem (Arbitration Field), cada no´
escuta o barramento e caso detete um bit dominante quando esta´ a tentar transmitir um bit
recessivo, cessa a sua transmissa˜o e torna-se um recetor da mensagem de maior prioridade.
A Figura 2.16 apresenta um exemplo de um processo de arbitragem num barramento CAN.
No Ponto 1, ambos os no´s comec¸am a transmissa˜o do campo de arbitragem. Ate´ ao Ponto 2,
ambos os no´s transmitem a mesma informac¸a˜o, altura em que o no´ 1 deteta a presenc¸a de
15
um bit dominante no barramento, enquanto tenta transmitir um bit recessivo, o que origina
uma paragem imediata da sua transmissa˜o. No Ponto 3, apo´s o processo de arbitragem, o no´
2 ganha o acesso ao barramento e continua a transmissa˜o dos restantes dados da mensagem.
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Arbitragem 
1 2 3 
1 0 0 0 0 1 1 
0 0 0 0 0 0 0 0 0 0 1 1 
0 0 0 0 0 0 0 0 0 0 1 1 
Nó 1 
Nó 2 
Barramento 
R
TR
 
0 
0 
Figura 2.16: Processo de arbitragem no barramento CAN [7]
Te´cnica de bit stuffing
O protocolo CAN utiliza codificac¸a˜o Non-Return to Zero (NRZ) para representar os sinais
digitais. Nesta codificac¸a˜o, os bits permanecem constantes durante todo o intervalo de tempo
que os representa, o que leva a que uma longa sequeˆncia de bits iguais fac¸a com que o sinal
na˜o varie. Uma vez que os relo´gios internos de cada dispositivo CAN utilizam as transic¸o˜es
do sinal para a sua sincronizac¸a˜o, uma longa sequeˆncia igual pode levar a um ligeiro desvio
dos mesmos, o que origina uma incorreta descodificac¸a˜o do sinal. A te´cnica de bit stuffing
vem resolver este problema, pois o seu propo´sito e´ introduzir uma transic¸a˜o do sinal sempre
que sejam transmitidos 5 bits iguais (Figura 2.17).
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"0" "1"  
Figure 6: Non-Return to Zero Bit Encoding 
The Manchester encoding scheme represents bits as transitions from ‘0’ to ‘1’ or ‘1’ to ‘0’.  Even if a frame has a 
string of ‘1’s or ‘0’s the transition is always necessary.  The Manchester encoding scheme is very useful in 
asynchronous communication systems since there is always a signal transition for bit synchronization.  The receiver 
can always tell when it has reached the edge, or the end, or a bit signal. The primary disadvantage of Manchester 
encoding is that it requires more bandwidth because each bit must have two time slots to be encoded.   
Non-return to zero (NRZ) encoding does not require signal transitions to represent each bit.  The signal remains ‘0’ or 
‘1’ for the entire time slot.  If a frame has a string of  ‘1’s or ‘0’s, the signal will remain c nstant for as m ny bit times 
as necessary.  The disadvantage of NRZ is that there is no easy way to tell where each bit starts or ends when there are 
more than two ‘1’s or ‘0’s in a row.  The only way to know where a bit starts or ends is for the receiver to have a 
clocking source that is identical to the transmitter so that it can decipher the bit stream.  This is called synchronous 
communication.  The oscillators used with CAN controllers are accurate enough to make the large number of 
checkpoints provided in Manchester encoding unnecessary. By eliminating the unnecessary transitions required by 
Manchester encoding a CAN system can communicate at almost twice the speed for a given clock rate. However, it is 
very difficult to keep two oscillators exactly synchronized for very long at the bit rates used by CAN.  To overcome 
this CAN uses a technique ca led bit stuff ng. 
Bit Stuffing 
1 2 3 4 5 6 7 8 9
1 2 3 4 5 6 7 S 8 9  
Figure 7: Bit Stuffing 
Because NRZ signals can remain constant for a long period of time (that is, for a long series of ‘1’s or ‘0’s) it is 
possible that the network’s individual oscillators (one per node) could become out of synch.  The CAN protocol 
overcomes this by inserting a signal transition bit every time five identical bits appear in a row.  This signal 
transition is called a stuff bit.  The receivers use the stuff bit to synchronize their clocks. Every node in the network 
knows to look for stuff bits.  Whenever any receiver detects five ‘0’s or five ‘1’s in a row, it automatically 
disregards the next bit that follows. 
Figura 2.17: Bit stuffing [7]
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Taxa de transfereˆncia e comprimento do barramento
A Tabela 2.2 apresenta os valores ma´ximos da taxa de transfereˆncia dos dados em func¸a˜o do
tamanho ma´ximo do barramento. Logicamente, quanto maior o barramento, menor a taxa de
transfereˆncia. Isto para garantir que os dispositivos presentes no barramento, mais distantes
do ponto de transmissa˜o, possam detetar colisa˜o do bit.
Taxa de transfereˆncia Comprimento
1 Mbit/s 25 m
500 Kbit/s 100 m
250 Kbit/s 250 m
125 Kbit/s 500 m
50 Kbit/s 1000 m
10 Kbit/s 5000 m
Tabela 2.2: Taxa de transfereˆncia em func¸a˜o do comprimento do barramento CAN [7]
2.2.3 IEEE 802.15.4 e ZigBee
Fundada em 2002, a Zigbee Alliance, uma associac¸a˜o sem fins lucrativos e que envolve um
conjunto de empresas nas diversas a´reas da engenharia e das energias verdes, trabalha no
desenvolvimento de normas e produtos para redes sem-fios, de baixo custo e baixo consumo.
Deste trabalho, resultou o ZigBee [8], uma tecnologia que permite a implementac¸a˜o de redes
sem-fios de baixa poteˆncia, baixa taxa de transmissa˜o e de baixo custo. O ZigBee, que define
a camada de rede para as topologias star e peer-to-peer, fornecendo tambe´m um conjunto de
ferramentas para a programac¸a˜o de aplicac¸o˜es na camada de aplicac¸a˜o, e´ implementado sobre
a norma IEEE 802.15.4, que define as camadas f´ısica (PHY) e Medium Access Control (MAC)
para redes sem-fios de baixo custo e baixa taxa de transfereˆncia [9].
IEEE 802.15.4
Esta norma tem como principais carater´ısticas a flexibilidade na construc¸a˜o de redes sem-fios,
com baixos consumos energe´ticos, onde a transfereˆncia massiva de dados na˜o e´ um requisito
forte. Estas redes, denominadas Low-Rate Wireless Personal Area Networks (LR-WPANs),
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teˆm como principais carater´ısticas [9]:
- Taxas de transfereˆncia ate´ 250 kb/s
- Topologias star ou peer-to-peer
- Enderec¸os de 16 ou 64 bits
- Alocac¸a˜o de Guaranteed Time Slots (GTSs)
- Acesso ao meio atrave´s de CSMA/CA
- Baixo consumo
- Detec¸a˜o de energia (Energy Detection (ED))
- Link quality indication (LQI)
• Camada f´ısica (PHY)
A camada f´ısica e´ responsa´vel pela ativac¸a˜o/desativac¸a˜o do transceiver ra´dio, pela estimac¸a˜o
da poteˆncia do sinal recebido (Energy Detection)5, pela medic¸a˜o da qualidade do sinal rece-
bido (Link Quality Indication) e por sintonizar o transceiver no canal pedido pelas camadas
superiores.
A norma IEEE 802.15.4 oferece treˆs opc¸o˜es para a camada f´ısica. Ambas sa˜o baseadas na
te´cnica de modulac¸a˜o Direct Sequence Spread Spectrum (DSSS), que consiste no espalha-
mento do sinal numa faixa de frequeˆncia elevada, utilizando uma menor densidade espectral
de poteˆncia do sinal. Isto faz com que seja poss´ıvel a partilha de um u´nico canal por va´rios
utilizadores, resultando numa implementac¸a˜o de menor custo [10]. Estas opc¸o˜es apenas dife-
rem na frequeˆncia de operac¸a˜o: 2.4 GHz (Universal), 915 MHz (Estados Unidos da Ame´rica)
e 868 MHz (Europa).
A banda dos 2.4 GHz utiliza uma modulac¸a˜o Offset-Quadrature Phase Shift Keying (O-
QPSK), atingindo taxas de transfereˆncia ate´ 250 Kbps e, devido a` sua utilizac¸a˜o internacional,
esta banda oferece vantagens em termos de um maior mercado e menor custo de produc¸a˜o.
As bandas 868/915 MHz oferecem uma alternativa para ambientes onde a interfereˆncia seja
elevada (pois muitas outras tecnologias funcionam na banda dos 2.4 GHz, como por exemplo,
o WiFi ou o Bluetooth) e utilizam Binary Phase Shift Keying (BPSK) como modulac¸a˜o.
A taxa de transfereˆncia e´ de 20 Kbps para a frequeˆncia de 868 MHz e de 40 Kbps para a
frequeˆncia de 915 MHz [10].
Esta˜o dispon´ıveis 27 canais distribu´ıdos pelas 3 bandas (Figura 2.18): a camada f´ısica dos
868 MHz suporta apenas um canal entre os 868.0 e os 868.6 MHz e a dos 915 MHz suporta
10 canais entre os 902.0 e os 928.0 MHz. Nos 2.4 GHz, sa˜o suportados 16 canais entre os 2.4
GHz e os 2.4835 GHz, separados em 5 MHz.
5Uma medida utilizada pela camada de rede no processo de selec¸a˜o do canal ou para determinar se um
canal esta´ livre ou ocupado.
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THE PHYSICAL LAYER
MULTIBAND, MULTIRATE
IEEE 802.15.4 offers two PHY options that
combine with the MAC to enable a broad range
of networking applications. Both PHYs are
based on direct sequence spread spectrum
(DSSS) methods that result in low-cost digital IC
implementation, and both share the same basic
packet structure for low-duty-cycle low-power
operation. The fundamental difference between
the two PHYs is the frequency band. The 2.4
GHz PHY specifies operation in the 2.4 GHz
industrial, scientific, and medical (ISM) band,
which has nearly worldwide availability, while
the 868/915 MHz PHY specifies operation in the
868 MHz band in Europe and 915 MHz ISM
band in the United States [8, 9]. While mobility
between countries is not anticipated for most
home networking applications, the international
availability of the 2.4 GHz band does offer
advantages in terms of larger markets and lower
manufacturing costs. On the other hand, the 868
MHz and 915 MHz bands offer an alternative to
the growing congestion and other interference
(microwave ovens, etc.) associated with the 2.4
GHz band, and longer range for a given link
budget due to lower propagation losses.
A second distinguishing PHY characteristic
of interest to network and application designers
is transmission rate. The 2.4 GHz PHY provides
a transmission rate of 250 kb/s, while the 868/915
MHz PHY offers rates of 20 kb/s and 40 kb/s for
its two bands, respectively. The higher rate in
the 2.4 GHz PHY is attributed largely to a high-
er-order modulation scheme (described later), in
which each data symbol represents multiple bits.
The different transmission rates can be exploited
to achieve a variety of different goals. For exam-
ple, the low rate of the 868/915 MHz PHY can
be translated into better sensitivity and larger
coverage area, thus reducing the number of
nodes required to cover a given physical area,
while the higher rate of the 2.4 GHz PHY can
be used to attain higher throughput, lower laten-
cy, or lower duty cycle. It is expected that each
PHY will find applications for which its strengths
are best suited.
CHANNELIZATION
Twenty-seven frequency channels are available
across the three bands (Fig. 5 and Table 2). The
868/915 MHz PHY supports a single channel
between 868.0 and 868.6 MHz, and 10 channels
between 902.0 and 928.0 MHz. Due to the
regional support for these two bands, it is unlike-
ly that a single network would ever use all 11
channels. However, the two bands are consid-
ered close enough in frequency that similar, if
not identical, hardware can be used for both,
lowering manufacturing costs. The 2.4 GHz
PHY supports 16 channels between 2.4 and
2.4835 GHz with ample channel spacing (5 MHz)
aimed at easing transmit and receive filter
requirements.
Since the home is likely to contain multiple
types of wireless networks vying for the same
frequency bands, as well as unintentional inter-
ference from appliances, the ability to relocate
within the spectrum will be an important factor
in network success. Accordingly, the standard
includes the necessary hooks to implement
dynamic channel selection, although the specific
selection algorithm is left to the network layer.
The MAC layer includes a scan function that
steps through the list of supported channels in
search of a beacon, while the PHY layers con-
tain several lower-level functions, such as receiv-
er energy detection, link quality indication, and
channel switching, which enable channel assess-
ment and frequency agility. These functions are
used by the network to establish its initial oper-
ating channel and to change channels in response
to a prolonged outage.
THE PACKET STRUCTURE
To maintain a common simple interface with the
MAC, both PHY layers share a single packet
structure (Fig. 6). Each packet, or PHY protocol
data unit (PPDU), contains a synchronization
header (preamble plus start of packet delimiter),
a PHY header to indicate the packet length, and
the payload, or PHY service data unit (PSDU).
The 32-bit preamble is designed for acquisition
of symbol and chip timing, and in some cases
may be used for coarse frequency adjustment.
Channel equalization is not required for either
PHY due to the combination of small coverage
area and relatively low chip rates. In particular,
typical root mean square (RMS) delay spread
measured in residential homes is reported to be
25 ns [10], which corresponds to only 2.5 percent
of the shortest spread spectrum chip period used
in IEEE 802.15.4.
Within the PHY header, 7 bits are used to
specify the length of the payload (in bytes). This
supports packets of length 0–127 bytes, although
due to MAC layer overhead, zero-length packets
will not occur in practice. Typical packets sizes
 Figure 5. The IEEE 802.15.4 channel structure.
Channels 1-10Channel 0868/915
MHzPHY:
2 MHz
f (MHz)
928.0902.0868.6868.0
Channels 11-26 5 MHz
2.4 GHz
PHY:
f (MHz)
2483.52400.0
 Table 2. IEEE 802.15.4 channel frequencies.
Channel number Channel center frequency
(MHz)
k = 0 868.3
k = 1, 2, …, 10 906 + 2(k – 1)
k = 11, 12, …, 26 2405 + 5(k – 11)
Figura 2.18: Posicionamento do canais de comunicac¸a˜o no espetro de frequeˆncia [10]
Para manter uma interface comum com a camada MAC, todas as camadas f´ısicas teˆm a
mesma estrutura do pacote de dados, denominado de Physical Protocol Data Unit (PPDU).
Preamble 
Start-of-Packet 
Delimiter 
PHY 
Header 
PHY Service Data Unit (PSDU) 
PHY Protocol  
Data Unit (PPDU) 
6 bytes ≤ 127 bytes 
Figura 2.19: Physical Protocol Data Unit [10]
O PPDU e´ composto por um Synchronization Hea er (Preamble + Start-of-Packet delimiter),
utilizado na sincronizac¸a˜o, por um PHY Header, que indica o tamanho do Physical Service
Data Unit (PSDU) em bytes e pelo payload de dados, o PSDU.
• Camada MAC
A camada MAC define como os ra´dios dos diferentes dispositivos ira˜o partilhar o espac¸o livre,
coordenando o acesso dos tranceivers aos difere tes canais de ra´dio e fazendo o encaminha-
mento das tramas de dados. Esta ca ada tambe´m incorpora func¸o˜es de associac¸a˜o e disso-
ciac¸a˜o da rede. Os dados de informac¸a˜o sa˜o transportados numa trama, denominada de MAC
Protocol Data Unit (MPDU) (Figura 2.20). Esta estrutura e´ muito flex´ıvel, adaptando-se a`s
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necessidades das diferentes aplicac¸o˜es e topologias de rede, enquanto mante´m a simplicidade
do protocolo. A sua composic¸a˜o compreende o MAC Header, o MAC Service Data Unit e o
MAC Footer. O MAC Header e´ composto pelo Frame Control, responsa´vel por especificar o
tipo de trama a ser transmitida, o formato do enderec¸o e o que esta transporta. O tamanho6
do enderec¸o pode variar entre 0 e 20 bytes. O Sequence Number e´ utilizado para questo˜es de
verificac¸a˜o de transmissa˜o bem sucedida.
O MAC Service Data Unit e´ composto pelo Payload, ou seja, pelo campo que transporta a
informac¸a˜o. Este campo tem tamanho varia´vel, dependendo do tipo de trama e da informac¸a˜o
que transporta. No entanto a trama MAC na˜o pode exceder os 127 bytes de tamanho. A
camada MAC define quatro tipos de tramas: beacon frame, data frame, acknowledgement
frame e command frame. Apenas a beacon frame e a data frame conteˆm informac¸a˜o a ser
enviada para as camadas mais elevadas. A acknowledgement frame e a command frame sa˜o
utilizadas para comunicac¸o˜es peer-to-peer.
Finalmente, o MAC Footer e´ composto pelo Frame Check Sequence, utilizado para verificar
a integridade de toda a trama.
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and peer-to-peer networks (Fig. 1). The topology
is an application design choice; some applica-
tions, such as PC peripherals, may require the
low-latency connection of the star network, while
others, such as perimeter security, may require
the large-area coverage of peer-to-peer network-
ing. Multiple address types, including both physi-
cal (i.e., 64-bit IEEE) a d short (i.e., 8-bit
network-assigned) are provided.
THE ATA LINK LAYER
The IEEE 802 project [5] splits the DLL into
two sublayers, the MAC and logical link control
(LLC) sublayers. The LLC is standardized in
802.2 [6] and is common among the 802 stan-
dards such as 802.3, 802.11, and 802.15.1, while
the MAC sublayer is closer to the hardware and
may vary with the physical layer implementation.
Figure 2 shows how IEEE 802.15.4 fits into the
International Organization for Standardization
(ISO) open systems interconnection (OSI) refer-
ence model [7]. The IEEE 802.15.4 MAC pro-
vides services to an IEEE 802.2 type I LLC
through the service-specific convergence sublay-
er (SSCS), or a proprietary LLC can access the
MAC services directly without going through the
SSCS. The SSCS ensures compatibility between
different LLC sublayers and allows the MAC to
be accessed through a single set of access points.
Using this model, the 802.15.4 MAC provides
features not utilized by 802.2, and therefore
allows the more complex network topologies
mentioned above.
The features of the IEEE 802.15.4 MAC are
association and disassociation, acknowledged
frame delivery, channel access mechanism,
frame validation, guaranteed time slot manage-
ment, and beacon management. These items
will be introduced in the following subsections.
The MAC sublayer provides two services to
higher layers that can be accessed through two
service access points (SAPs). The MAC data
service is accessed through the MAC common
part sublayer (MCPS-SAP), and the MAC
management services are accessed through the
MAC layer management entity (MLME-SAP).
These two services provide an interface
between the SSCS or another LLC and the
PHY layer.
The MAC management service has 26 primi-
tives. Compared to 802.15.1 (Bluetooth™), which
has about 131 primitives and 32 events, the
802.15.4 MAC is of v ry low complexity, making
it very suitable for its intended low-end applica-
tions, albeit at the cost of a smaller feature set
than 802.15.1 (e.g., 802.15.4 does not support
synchronous voice links).
THE GENERAL MAC FRAME FORMAT
The MAC frame structure is kept very flexible
to accommodate the needs of different applica-
tions and network topologies while maintaining
a simple protocol. The general format of a
MAC frame is shown in Fig. 3. The MAC frame
is called the MAC protocol data unit (MPDU)
and is composed of the MAC header (MHR),
MAC service data unit (MSDU), and MAC
footer (MFR). The first field of the MAC head-
er is the frame control field. It indicates the
type of MAC frame being transmitted, specifies
the format of the address field, and controls the
 Figure 2. IEEE 802.15.4 in the ISO-OSI layered network model.
Upper layers
Network layer
Data link layer
IEEE 802.15.4
MAC
IEEE 802.15.4
868/915 MHz
physical layer
IEEE 802.15.4
2400 MHz
physical layer
IEEE 802.2
LLC, type I Other
LLC
SSCS
 Figure 3. The general MAC frame format.
Frame
control
Synchronization
header
PHY
header PHY service data unit (PSDU)
Sequence
number
Address
info
Frame check
sequencePayload
MAC protocol data unit (MPDU)
Bytes: 2 1 0–20 Variable 2
MAC header (MHR) MAC service data 
unit (MSDU)
MAC footer
(MFR)MACsublayer
PHY
layer
PHY protocol data unit (PPDU)
Figura 2.20: Physical Service Data Unit [10]
Existem dois tipos de dispositivos definidos pela camada MAC: os Full Function Devices
(FFDs) e os Reduced Function Devices (RFDs). Os FFDs esta˜o equipados com toda a imple-
mentac¸a˜o da camada MAC, tornando-os capazes de agir como coordenadores de rede ou como
dispositivos terminais. Quando agem como coordenadores de rede, os FFDs enviam beacons
com o objetivo de sincronizar, comunicar e fornecer servic¸os de join (registo e ligac¸a˜o) na
6No caso de uma trama de Ack, tamanho do enderec¸o e´ 0.
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rede. Os dispositivos RFD apenas podem atuar como dispositivos terminais, normalmente
equipados com sensores ou atuadores e podem apenas interagir com um FFD.
IEEE
Std 802.15.4-2006 LOCAL AND METROPOLITAN AREA NETWORKS—PART 15.4:
14 Copyright © 2006 IEEE. All rights reserved.
5.3 Network topologies
Depending on the application requirements, an IEEE 802.15.4 LR-WPAN may operate in either of two
topologies: the star topology or the peer-to-peer topology. Both are shown in Figure 1. In the star topology
the communication is established between devices and a single central controller, called the PAN
coordinator. A device typically has some associated application and is either the initiation point or the
termination point for network communications. A PAN coordinator may also have a specific application, but
it can be used to initiate, terminate, or route communication around the network. The PAN coordinator is the
primary controller of the PAN. All devices operating on a network of either topology shall have unique 64-
bit addresses. This address may be used for direct communication within the PAN, or a short address may be
allocated by the PAN coordinator when the device associates and used instead. The PAN coordin tor might
often be mains powered, while the devices will most likely be battery powered. Applications that benefit
from a star topology include home automation, personal computer (PC) peripherals, toys and games, and
personal health care.
The peer-to-peer topology also has a PAN coordinator; however, it differs from the star topology in that any
device may communicate with any other device as long as they are in range of one another. Peer-to-peer
topology allows more complex network formations to be implemented, such as mesh networking topology.
Applications such as industrial control and monitoring, wireless sensor networks, asset and inventory
tracking, intelligent agriculture, and security would benefit from such a network topology. A peer-to-peer
network can be ad hoc, self-organizing, and self-healing. It may also allow multiple hops to route messages
from any device to any other device on the network. Such functions can be added at the higher layer, but are
not part of this standard.
Each independent PAN selects a unique identifier. This PAN identifier allows communication between
devices within a network using short addresses and enables transmissions between devices across
independent networks. The mechanism by which identifiers are chosen is outside the scope of this standard. 
The network formation is performed by the higher layer, which is not part of this standard. However, 5.3.1
and 5.3.2 provide a brief overview on how each supported topology can be formed.
5.3.1 Star network formation
The basic structure of a star network is illustrated in Figure 1. After an FFD is activated, it can establish its
own network and become the PAN coordinator. All star networks operate independently from all other star
networks currently in operation. This is achieved by choosing a PAN identifier that is not currently used by
any other network within the radio sphere of influence. Once the PAN identifier is chosen, the PAN
Figure 1—Star and peer-to-peer topology examples
Reduced Function Device
Full Function Device
Star Topology Peer-to-Peer Topology
PAN
Coordinator
Communication Flow
PAN
Coordinator
Figura 2.21: Topologias na norma IEEE 802.15.4 [9]
A norma IEEE 802.15.4 define 2 tipos de topologia d rede [9]: a topologia star e a topologia
peer-to-peer (Figura 2.21). Na topologia star, e´ adotado um modelo Master-Slave, onde o
FFD assume o papel de coordenador da rede. Os outros dispositivos podem ser tanto FFDs
ou RFDs e apenas comunicam com o dispositivo coordenador. Na topologia peer-to-peer, um
dispositivo FFD pode comunicar diretamente com outros dispositivos FFD que estejam na
a´rea de alcance do seu ra´dio e com dispositivos que esta˜o fora do alcance, atrave´s de FFDs
intermedia´rios. Nesta topologia, e´ selecionado um FFD para assumir o papel de coordena-
dor da rede. Algumas aplicac¸o˜es podem requerer largura de banda dedicada para alcanc¸ar
lateˆncias mais baixas [10]. Assim, a norma IEEE 802.15.4 permite que uma rede possa operar
em modo superframe. Neste modo, o coordenador da rede transmite um superframe beacon
(Figura 2.22) em intervalos pre´ determina os, que podem variar de 15ms a 245s [10]. Este
beacon serve de mecanismo de sincronizac¸a˜o, assim como para descrever a estrutura do su-
perframe e enviar informac¸a˜o de controlo para a rede.
O superframe esta´ dividido numa parte inativa, que permite ao coordenador entrar em modo
sleep, poupando assim energia e numa parte ativa, dividida em porc¸o˜es iguais, que conte´m
o Contention Access Period (CAP) e o Contention Free Period (CFP). Durante o CAP,
os dispositivos competem para aceder ao canal utilizando o mecanismo de acesso ao meio
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA). Durante o CFP, os
dispositivos transmitem atrave´s de porc¸o˜es de tempo exclusivamente dedicadas para o efeito
(Guaranteed Time Slots (GTS)) e cedidas pelo coordenador da rede.
Sempre que um dispositivo necessita transmitir dados ao coordenador (caso na˜o tenha GTS),
tem que esperar pelo pro´ximo beacon, sincronizar e competir pelo acesso ao canal.
Por outro lado, a comunicac¸a˜o pode ser feita sem superframe. Neste caso, o coordenador
nunca envia o beacon e a comunicac¸a˜o baseia-se apenas sobre o mecanismo de CSMA/CA. O
coordenador permanece sempre ligado e pronto a receber dados. Periodicamente, os disposi-
21
tivos terminais pedem informac¸a˜o que esteja pendente ao coordenador.
personal area networks. ZigBee deﬁnes the network layer
speciﬁcations for star, tree and peer-to-peer network topol-
ogies and provides a framework for application program-
ming in the application layer. The following subsections
give more details on the IEEE and ZigBee standards.
3.1. IEEE 802.15.4 standard
The IEEE 802.15.4 standard [50] deﬁnes the characteris-
tics of the physical and MAC layers for Low-Rate Wireless
Personal Area Networks (LR-WPAN). The advantages of
an LR-WPAN are ease of installation, reliable data trans-
fer, short-range operation, extremely low cost, and a rea-
sonable battery life, while maintaining a simple and
ﬂexible protocol stack.
3.1.1. The physical layer
The physical layer supports three frequency bands: a
2450 MHz band (with 16 channels), a 915 MHz band (with
10 channels) and a 868 MHz band (1 channel), all using the
Direct Sequence Spread Spectrum (DSSS) access mode.
The 2450 MHz band employs Oﬀset Quadrature Phase Shift
Keying (O-QPSK) for modulation while the 868/915 MHz
bands rely on Binary Phase Shift Keying (BPSK). Table 2
summarizes the main features of the three bands. Besides
radio on/oﬀ operation, the physical layer supports function-
alities for channel selection, link quality estimation, energy
detection measurement and clear channel assessment.
3.1.2. The MAC layer
The MAC layer deﬁnes two types of nodes: Reduced
Function Devices (RFDs) and Full Function Devices
(FFDs). FFDs are equipped with a full set of MAC layer
functions, which enables them to act as a network coordina-
tor or a network end-device.When acting as a network coor-
dinator, FFDs send beacons that provide synchronisation,
communication and network join services. RFDs can only
act as end-devices and are equipped with sensors/actuators
like transducers, light switches, lamps, etc. They may only
interact with a single FFD. Two main types of network
topology are considered in IEEE 802.15.4, namely, the star
topology and thepeer-to-peer topology. In the star topology,
a master–slave network model is adopted. A FFD takes up
the role of PAN coordinator; the other nodes can be RFDs
orFFDs andwill only communicatewith the PANcoordina-
tor. In the peer-to-peer topology, a FFD can talk to other
FFDs within its radio range and can relay messages to other
FFDs outside of its radio coverage through an intermediate
FFD, forming a multihop network. A PAN coordinator is
selected to administer network operation.
The PAN coordinator may operate its PANwith a super-
frame or without it. In the ﬁrst case it starts the superframe
with a beacon serving for synchronization purposes as well
as to describe the superframe structure and send control
information to the PAN. The superframe (see Fig. 1) is
divided into an active and an inactive portion (where the
PAN coordinator may go to sleep and save energy). The
active portion is divided into ﬁxed size slots and contains a
Contention Access Period (CAP), where nodes compete for
channel access using a slotted CSMA-CA protocol, and a
Contention Free Period (CFP), where nodes transmit with-
out contending for the channel in Guaranteed Time Slots
(GTS) assigned and administered by the PAN coordinator.
When an end-device needs to send data to a coordinator
(non GTS) it must wait for the beacon to synchronize and
later contend for channel access. On the other hand, commu-
nication from a coordinator to an end-device is indirect. The
coordinator stores the message and announces pending
delivery in the beacon. End-devices usually sleep most of
the time and wake up periodically to see if they have to
receive same messages from the coordinator by waiting for
the beacon. When they notice that a message is available,
they request it explicitly during the CAP. When a coordina-
tor wishes to talk to another coordinator it must synchronize
with its beacon and act as an end-device.
The other option for PANcommunication is to dowithout
a superframe. The PAN coordinator never sends beacons and
communication happens on the basis of unslotted CSMA-
CA. The coordinator is always on and ready to receive data
from an end-device while data transfer in the opposite direc-
tion is poll-based: the end device periodically wakes up and
polls the coordinator for pending messages. The coordinator
then sends these messages or signals that none is available.
Coordinator to coordinator communication poses no prob-
lems since both nodes are active all the time.
In addition to data transfer, the MAC layer oﬀers chan-
nel scan and association/disassociation functionalities. The
scan procedure involves scanning several logical channels
by sending a beacon request message and listening (active
scan, for FFDs) or just listening (passive scan, for RFDs)
for beacons in order to locate existing PANs and coordina-
tors. Higher layers decide which PAN to join and later ask
the MAC layer to start an association procedure for the
selected PAN. This involves sending a request to a coordi-
nator and waiting the corresponding acceptance message.
Beacon Beacon 
Inactive
CAP CFP 
GTS GTS
   0    1 2  3    4    5 6    7    8    9  10  11  12 13 14
Fig. 1. MAC super-frame.
Table 2
Radio front-end and physical layer speciﬁcation
2450 MHz 915 MHz 868 MHz
Gross data rate 250 kbps 40 kbps 20 kbps
No. of Channel 16 10 1
Modulation O-QPSK BPSK BPSK
Chip pseudo-noise sequence 32 15 15
Bit per symbol 4 1 1
Symbol period 16 ls 24 ls 49 ls
P. Baronti et al. / Computer Communications 30 (2007) 1655–1695 1659
Figura 2.22: Estrutura do superframe [10]
ZigBee
A arquitetura da stack do ZigBee e´ composta por diversas camad s (Figura 2.23). Cada
uma destas camadas fornece um conjunto de servic¸os para as camadas superiores, como, por
exemplo, o data service, que possibilita a transmissa˜o de dados. Estes servic¸os sa˜o expostos
a`s camadas superiores atrave´s de uma interf ce denominada de Service Access Point (SAP).
Como j´ referido anteriormente, a norma IEEE 802.15.4 definiu as camadas f´ısica (PHY) e
MAC, sendo da responsabilidade do ZigBee as camadas de rede (NWK) e da aplicac¸a˜o (APL).
If accepted in the PAN, the node receives a 16-bit ‘‘short’’
address that it may use later in place of the 64-bit
‘‘extended’’ IEEE address.
3.2. The ZigBee standard
ZigBee [139] standardizes the higher layers of the protocol
stack. The network layer (NWK) is in charge of organizing
and providing routing over a multihop network (built on
top of the IEEE 802.15.4 functionalities), while the Applica-
tionLayer (APL) intends to provide a framework for distrib-
uted application development and communication. The
APL comprises the Application Framework, the ZigBee
Device Objects (ZDO), and the Application Sub Layer
(APS). The Application Framework can have up to 240
Application Objects, that is, user deﬁned application mod-
ules which are part of a ZigBee application. The ZDO pro-
vides services that allow the APOs to discover each other
nd to organize i to a distributed ap lication. The APS
oﬀers an interface to data and security services to the APOs
and ZDO. An overview of the ZigBee protocol stack is
shown in Fig. 2.
3.2.1. The network layer
ZigBee identiﬁes three device types. A ZigBee end-device
corresponds to an IEEE RFD or FFD acting as a simple
device. A ZigBee router is an FFD with routing capabili-
ties. The ZigBee coordinator (one in the network) is an
FFD managing the whole network. Besides the star topol-
ogy (that naturally maps to the corresponding topology in
IEEE 802.15.4), the ZigBee network layer also supports
more complex topologies like the tree and the mesh.
Fig. 3 shows examples of these topologies. Among the
functionalities provided by the network layer are multihop
routing, route discovery and maintenance, security and
joining/leaving a network, with consequent short (16-bit)
address assignment to newly joined devices.
3.2.1.1. Network formation and address assignment. AMul-
tihop network is established by means of the join procedure.
When a device c wishes to join an existing network, the net-
work layer is requested to start a network discovery proce-
dure. With support from the MAC layer scan procedure
(see Section 3.1.2), it learns about neighbouring routers that
announce their networks. After the upper layer has decided
which network to join (several ZigBee networksmay overlap
spatially, using diﬀerent channels), the network layer selects
a ‘‘parent’’ node p (in the desired network) from his neigh-
bourhood, and asks the MAC layer to start an association
procedure. Upon receiving an indication of the association
request from the MAC layer, p’s network layer assigns c a
16-bit short address and lets the MAC layer successfully
reply to the association request. Node c will use the short
address for any further network communication.
Parent-child relationships established as a result of joins,
shape thewhole network in the formof a treewith theZigBee
coordinator as the root, the ZigBee routers as internal nodes
andZigBee end-devices as leaves.This tree structure is also at
the basis of the distributed algorithm for network address
assignment. The ZigBee coordinator ﬁxes the maximum
number of routers (Rm) and end-devices (Dm) that each rou-
termayhave as children and also ﬁxes themaximumdepthof
the tree (Lm). On the basis of its depth in the tree, a newly
joined router is assigned a range of consecutive addresses
(16-bit integers). The ﬁrst integer in the range becomes the
node address while the rest will be available for assignment
to its children (routers and end-devices). The size A(d) of
the range of addresses assigned to a router node at depth
d < Lm is deﬁned by the following recurrence:
AðdÞ ¼ 1þ Dm þ Rm if d ¼ Lm  1
1þ Dm þ RmAðd þ 1Þ if 0 6 d < Lm  1

Nodes at depth Lm and end-devices are obviously assigned
a single address. The recurrence is easily solved and used by
each router to assign addresses to its children. Assume that
a router at depth d receives the range of addresses
[x,x + A(d)). It will have address x and it will assign range
[x + (i  1)A(d + 1) + 1,x + i + A(d + 1)] to its i-th router
child (1 6 i 6 Rm) and address x + RmA(d + 1) + j to its j-
th end-device child (1 6 j 6 Dm). Fig. 4 depicts an example
network with Rm = 2, Dm = 2 and Lm = 3 where all ad-
dresses have been assigned to routers (white nodes) and
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Figura 2.23: Arquitetura da camada funcional ZigBee e pilha de protocolos [11]
A camada de rede (NWK) e´ responsa´vel pelos procedimentos de gesta˜o da rede (por exemplo,
entrada e sa´ıda de novos dispositivos na rede), seguranc¸a e encaminhamento de dados. Nesta
camada, sa˜o suportadas as pol gi s st r, t ee e mesh (Figura 2.24). Nestas topologias,
podem existir 3 tipos de dispositivos. O ZigBee End-Device ou ZED corresponde a um FFD
ou RFD, definido pela norma IEEE 802.15.4, agindo como um dispositivo terminal simples
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(sensor ou atuador). Este dispositivo na˜o permite que outros dispositivos se associem com
ele e na˜o participa no encaminhamento de informac¸a˜o. O ZigBee Router ou ZR e´ um FFD
que participa no encaminhamento da informac¸a˜o nas redes mesh e tree. Por u´ltimo, o ZigBee
Coordinator ou ZC e´ um FFD que faz a gesta˜o de toda a rede.
Na topologia star, apenas um u´nico dispositivo opera como ZC. Este escolhe um identificador
para a rede (que na˜o pode estar a ser utilizado por outra qualquer rede na vizinhanc¸a) e faz o
reencaminhamento da informac¸a˜o de um dispositivo para outro. Esta topologia na˜o e´ a mais
adequada para redes de sensores, pois, por um lado, o dispositivo que for escolhido para ZC
rapidamente ira´ ficar sem bateria e por outro, havera´ problemas de escalabilidade.
A topologia mesh tambe´m inclui apenas um dispositivo que opera como ZC e que identifica
toda a rede, mas, no entanto, a comunicac¸a˜o e´ descentralizada, ou seja, cada dispositivo na
rede pode comunicar diretamente com outro, desde que esteja ao seu alcance. Em termos de
consumo energe´tico, esta topologia, em relac¸a˜o a` topologia star, e´ mais eficiente, uma vez que
o processo de comunicac¸a˜o na˜o depende de um dispositivo central. A topologia tree e´ uma
particularidade da topologia mesh, onde apenas existe um caminho de fluxo de informac¸a˜o
em cada dois dispositivos.
A camada de aplicac¸a˜o (APL) fornece uma framework para o desenvolvimento de aplicac¸o˜es
e comunicac¸a˜o. Consiste na Application Support Sublayer (APS), no ZigBee Device Object
(ZDO) e na Application Framework. A Application Framework pode ter ate´ 240 Application
Objects (APOs), que sa˜o aplicac¸o˜es definidas pelos desenvolvedores e que controlam unidades
de hardware, como por exemplo, interruptores, laˆmpadas ou sensores. O ZDO e´ um objeto que
auxilia as APOs na descoberta de novos dispositivos na rede e fornece servic¸os de comunicac¸a˜o,
gesta˜o de rede e seguranc¸a. A APS fornece servic¸os de transfereˆncia de dados para os ZDOs
e APOs.
If accepted in the PAN, the node receives a 16-bit ‘‘short’’
address that it may use later in place of the 64-bit
‘‘extended’’ IEEE address.
3.2. The ZigBee standard
ZigBee [139] standardizes the higher layers of the protocol
stack. The network layer (NWK) is in charge of organizing
and providing routing over a multihop network (built on
top of the IEEE 802.15.4 functionalities), while the Applica-
tionLayer (APL) intends to provide a framework for distrib-
uted application development and communication. The
APL comprises the Application Framework, the ZigBee
Device Objects (ZDO), and the Application Sub Layer
(APS). The Application Framework can have up to 240
Application Objects, that is, user deﬁned application mod-
ules which are part of a ZigBee application. The ZDO pro-
vides services that allow the APOs to discover each other
and to organize into a distributed application. The APS
oﬀers an interface to data and security services to the APOs
and ZDO. An overview of the ZigBee protocol stack is
shown in Fig. 2.
3.2.1. The network layer
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FFD managing the whole network. Besides the star topol-
ogy (that naturally maps to the corresponding topology in
IEEE 802.15.4), the ZigBee network layer also supports
more complex topologies like the tree and the mesh.
Fig. 3 shows examples of these topologies. Among the
functionalities provided by the network layer are multihop
routing, route discovery and maintenance, security and
joining/leaving a network, with consequent short (16-bit)
address assignment to newly joined devices.
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When a device c wishes to join an existing network, the net-
work layer is requested to start a network discovery proce-
dure. With support from the MAC layer scan procedure
(see Section 3.1.2), it learns about neighbouring routers that
announce their networks. After the upper layer has decided
which network to join (several ZigBee networksmay overlap
spatially, using diﬀerent channels), the network layer selects
a ‘‘parent’’ node p (in the desired network) from his neigh-
bourhood, and asks the MAC layer to start an association
procedure. Upon receiving an indication of the association
request from the MAC layer, p’s network layer assigns c a
16-bit short address and lets the MAC layer successfully
reply to the association request. Node c will use the short
addre s for any further network communication.
Parent-child relationships established as a result of joins,
shape thewhole network in the formof a treewith theZigBee
coordinator as the root, the ZigBee routers as internal nodes
andZigBee end-devices as leaves.This tree structure is also at
the basis of the distributed algorithm for network address
assignment. The ZigBee coordinator ﬁxes the maximum
number of routers (Rm) and end-devices (Dm) that each rou-
termayhave as children and also ﬁxes themaximumdepthof
the tree (Lm). On the basis of its depth in the tree, a newly
joined router is assigned a range of consecutive addresses
(16-bit integers). The ﬁrst integer in the range becomes the
node address while the rest will be available for assignment
to its children (routers and end-devices). The size A(d) of
the range of addresses assigned to a router node at depth
d < Lm is deﬁned by the following recurrence:
AðdÞ ¼ 1þ Dm þ Rm if d ¼ Lm  1
1þ Dm þ RmAðd þ 1Þ if 0 6 d < Lm  1

Nodes at depth Lm and end-devices are obviously assigned
a single address. The recurrence is easily solved and used by
each router to assign addresses to its children. Assume that
a router at depth d receives the range of addresses
[x,x + A(d)). It will have address x and it will assign range
[x + (i  1)A(d + 1) + 1,x + i + A(d + 1)] to its i-th router
child (1 6 i 6 Rm) and address x + RmA(d + 1) + j to its j-
th end-device child (1 6 j 6 Dm). Fig. 4 depicts an example
network with Rm = 2, Dm = 2 and Lm = 3 where all ad-
dresses have been assigned to routers (white nodes) and
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Figura 2.24: Topologias de rede no Zigbee [11]
Este cap´ıtulo introduziu o conceito da automac¸a˜o residencial e nele foram apresentadas al-
gumas das soluc¸o˜es (quer a n´ıvel de interfaces, quer a n´ıvel de protocolos) utilizadas neste
domı´nio que mais se enquadram nas carater´ısticas e funcionalidades pretendidas no traba-
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lho desta Dissertac¸a˜o. De retirar que o mercado oferece soluc¸o˜es para quase todo o tipo
de aplicac¸o˜es pretendidas, com inu´meras funcionalidades, mas que muitas vezes, por serem
proprieta´rias, sa˜o pouco flex´ıveis na adaptac¸a˜o a outros sistemas.
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Cap´ıtulo 3
Sistemas Embutidos Linux
Neste cap´ıtulo sera´ dada uma visa˜o geral dos sistemas embutidos, nomeadamente dos Sistemas
Embutidos Linux. Estes u´ltimos tiveram um grande crescimento nos u´ltimos anos, estando
cada vez mais presentes nas nossas vidas quotidianas, muitas vezes sem darmos pela sua
presenc¸a. Sa˜o exemplos de Sistemas Embutidos Linux os recetores digitais de televisa˜o,
sistemas de entretenimento em casa, telemo´veis, ate´ sistemas menos o´bvios como caixas de
multibanco, sistemas me´dicos e automo´veis.
3.1 O Linux
O Linux e´ o nu´cleo (que passaremos a tratar pelo termo ingleˆs Kernel) de um sistema ope-
rativo, originalmente escrito por Linus Torvalds [12]. Na˜o e´ um sistema operativo completo,
como muitas vezes e´ referido, pois na˜o inclui, por exemplo, o sistema de ficheiros ou o ambi-
ente gra´fico [13].
O arquitetura do Kernel e´ monol´ıtica, ou seja, as suas func¸o˜es (scheduling de processos, gesta˜o
de memo´ria, operac¸o˜es de entrada/sa´ıda, acesso ao sistema de ficheiros) sa˜o executadas num
u´nico processo e num u´nico espac¸o de enderec¸amento. Embora tenha esta particularidade, o
Kernel permite que algumas das func¸o˜es (por exemplo, controladores de dispositivos, suporte
a` rede ou sistema de ficheiros) possam ser compiladas e executadas como mo´dulos (denomi-
nados loadable kernel modules). Estes mo´dulos, compilados separadamente do Kernel, sa˜o
posteriormente inseridos durante o arranque ou durante a execuc¸a˜o do mesmo. A Figura 3.1
ilustra a arquitetura gene´rica de um sistema Linux e todos os componentes envolvidos.
Como camada base, temos a camada de Hardware. Teˆm que fazer parte obrigatoriamente
desta camada um processador com Memory Management Unit (MMU), Random Access Me-
mory (RAM) suficiente para acomodar o sistema e uma unidade de armazenamento capaz de
ser acedida pelo Kernel para carregar o sistema de ficheiros.
Acima da camada Hardware temos a camada do Kernel, que como ja´ referido, e´ o nu´cleo do
sistema operativo responsa´vel por fazer a gesta˜o do hardware de maneira coerente e fornecer
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abstrac¸o˜es do mesmo ao software na camada do utilizador. As duas sub-camadas presen-
tes, low-level interfaces e high-level abstractions, sa˜o responsa´veis por fornecer servic¸os a`
camada de aplicac¸o˜es. A primeira permite que as aplicac¸o˜es acedam aos registos internos ou
a` memo´ria do microprocessador, enquanto que a segunda providencia os processos, os fichei-
ros e os sockets. Para que os dados provenientes de dispositivos espec´ıficos (dispositivos de
armazenamento ou de rede) sejam corretamente interpretados, o Kernel necessita de recorrer
a dois componentes: o sistema de ficheiros e os protocolos de rede.
Figura 3.1: Arquitetura gene´rica de um sistema Linux [12].
Antes de chegar a`s aplicac¸o˜es que correm no n´ıvel do utilizador, existe uma camada de bi-
bliotecas e servic¸os que fornecem uma abstrac¸a˜o entre as aplicac¸o˜es e o Kernel. A principal
biblioteca dos sistemas Linux e´ a GNU C, glibc. Para sistemas embutidos, podera˜o ser utiliza-
das outras bibliotecas, como por exemplo, a uglibc, que tem vantagens a n´ıvel de tamanho. As
bibliotecas podem ser ligadas dinamicamente a`s aplicac¸o˜es, isto e´, na˜o fazem parte do ficheiro
executa´vel, mas sa˜o carregadas para memo´ria assim que o programa arranca. A biblioteca
glibc e´ carregada na RAM apenas uma vez e e´ partilhada por todas as aplicac¸o˜es que a usam.
Em sistemas embutidos, por questo˜es de espac¸o de memo´ria RAM, as bibliotecas sa˜o ligadas
estaticamente a`s aplicac¸o˜es, isto e´, fazem parte do ficheiro executa´vel [12].
3.2 Sistema Embutido Linux
A expressa˜o Sistema Embutido Linux refere-se a um sistema completo1 Linux, ou seja, um sis-
tema que utiliza um Kernel Linux e uma variedade de outras aplicac¸o˜es (que sera˜o exploradas
adiante) e que tem como alvo os sistemas embutidos. A Figura 3.2 ilustra o diagrama de um
1Referindo-se a software.
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sistema embutido capaz de suportar Linux embutido. Este sistema e´ composto por um proces-
sador de 32-bits com uma arquitetura Reduced Instruction Set Computer (RISC)2, memo´ria
Flash para armazenamento de dados, memo´ria RAM, interface de comunicac¸a˜o se´rie Univer-
sal Asynchronous Receiver/Transmitter (UART), comunicac¸a˜o Ethernet e comunicac¸a˜o sem
fios (IEEE 802.11). Tambe´m possui uma porta Universal Serial Bus (USB) e um Real Time
Clock (RTC).
ptg
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FIGURE 2-1 Embedded system
2.2.1 Typical Embedded Linux Setup
Often the ﬁrst question posed by the newcomer to embedded Linux is, just what do 
you need to begin development? To answer that question, Figure 2-2 shows a typical 
embedded Linux development setup.
Figure 2-2 is a common arrangement. It shows a host development system, running 
your favorite desktop Linux distribution, such as Red Hat, SUSE, or Ubuntu Linux. 
The embedded Linux target board is connected to the development host via an RS-232 
serial cable. You plug the target board’s Ethernet interface into a local Ethernet hub 
or switch, to which your development host is also attached via Ethernet. The develop-
ment host contains your development tools and utilities along with target ﬁles, which 
normally are obtained from an embedded Linux distribution.
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Figura 3.2: Exemplo de um sistema embutido [14].
Apesar das suas particularida s, nomead m n e a comun cac¸a˜o em-fios, este sistema ilustra
bem o proto´tipo ba´sico de um sistema embutido: possui um microprocessador, que ale´m
do processamento de instruc¸o˜es, vem dotado de inu´meros perife´ricos, neste caso, UART,
controlador Ethernet e controlador USB; foi desenvolvido para uma aplicac¸a˜o espec´ıfica; na˜o
inclui, mas poderia incluir interface com o utilizador (boto˜es, leds ou ecra˜); tem recursos
limitados (por exe p o, a memo´ ia e´ apenas projetada de acordo com os requisitos).
3.3 Pre´-Desenvolvimento de um sistema embutido
Com o exemplo da Figura 3.2, percebemos que projetar um sistema embutido e´ um grande
desafio para os seus projetistas. Questo˜es como qual o processador a escolher, que perife´ricos
deve conter, qual o tamanho da memo´ria RAM e f´ısica, entre outros, devem ser bem analisa-
das por forma a obter um produto robusto, funcional e com custo mı´nimo.
2De notar que este processador deve possuir os requisitos anteriormente apresentados para suportar o
Kernel.
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Nas secc¸o˜es seguintes, sera˜o abordadas alguns pontos a ter em considerac¸a˜o antes de desen-
volver um sistema embutido.
3.3.1 Processador
O Kernel Linux suporta atualmente mais de 20 arquiteturas diferentes de processadores
para aplicac¸o˜es em sistemas embutidos, sendo que nem todas sa˜o preferencialmente utiliza-
das. A maioria dos sistemas embutidos utiliza processadores integrados, tambe´m conheci-
dos como System on Chip (SoC) com as arquiteturas Power Architecture (www.power.org),
ARM (www.arm.com/), MIPS (www.imgtec.com/) e Intel X86 (www.intel.com). A arquite-
tura Power Architecture e´ mais utilizada em aplicac¸o˜es de telecomunicac¸o˜es e redes, a ARM
em telemo´veis e a MIPS em equipamento dome´stico.
Estes processadores3 possuem diversas func¸o˜es integradas que va˜o desde mo´dulos de comu-
nicac¸a˜o sem fios, aos tradicionais mo´dulos de comunicac¸a˜o UART, SPI e I2C,
codificadores/descodificadores de v´ıdeo e a´udio, entre muitos outros.
3.3.2 Armazenamento
Como referido anteriormente, uma das carater´ısticas de um sistema embutido e´ que este pos-
sui recursos limitados e a memo´ria f´ısica na˜o e´ excepc¸a˜o. Preferencialmente encontramos
discos r´ıgidos como meio de armazenamento para grandes quantidades de dados4, mas devido
a va´rios fatores, como o seu peso, sensibilidade a vibrac¸o˜es e por requererem mu´ltiplas fontes
de alimentac¸a˜o, estes na˜o sa˜o a escolha preferencial na maior parte dos sistemas embutidos.
A soluc¸a˜o passa por utilizar dispositivos de armazenamento mais pequenos e mais baratos,
denominados como dispositivos de armazenamento Solid State Drive (SSD). Estes disposi-
tivos, por na˜o terem partes mo´veis, sa˜o imunes a`s vibrac¸o˜es e sa˜o alimentados apenas por
uma u´nica fonte de alimentac¸a˜o, o que os torna a melhor escolha para a maioria dos sistemas
embutidos.
Os dispositivos SSD sa˜o baseados na tecnologia de memo´ria Flash5. A sua estrutura interna
esta´ dividida em va´rios blocos, denominados erase blocks, o que faz com que a necessidade
de apagar uma ce´lula de dados leve a apagar um bloco inteiro de dados. Ale´m desta desvan-
tagem, as memo´rias Flash teˆm um nu´mero limitado de ciclos de escrita, o que um erro de
software pode levar a que rapidamente seja danificada.
Podemos encontrar 2 tipos de memo´rias Flash: NOR Flash e NAND Flash. As memo´rias
do tipo NOR foram as primeiras a surgir no mercado e possuem erase blocks maiores que as
3Referindo aos SoC.
4O computador de secreta´ria tradicional possui hoje em dia pelo menos 500 GB de capacidade de armaze-
namento.
5A denominac¸a˜o de Flash foi dada pelo seu inventor, pois segundo este, a forma como se apagam estas
memo´rias lembra o ”flash”de uma ma´quina fotogra´fica.
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memo´rias do tipo NAND, o que leva a uma demora mais acentuada a apagar dados. As suas
ce´lulas sa˜o acedidas pelo processador sequencialmente enquanto que as NAND sa˜o acedidas
aleatoriamente [14].
3.3.3 Ferramentas de desenvolvimento
Uma pra´tica comum antes de desenvolver um Sistema Embutido Linux consiste em adquirir
uma plataforma de desenvolvimento, baseada numa determinada arquitetura e com cara-
ter´ısticas semelhantes ao produto final que se pretende desenvolver. Normalmente estas pla-
taformas, ale´m do hardware, veˆm tambe´m com a componente de software, o Linux embutido,
que traz todas as ferramentas necessa´rias para comec¸ar o desenvolvimento de co´digo (con-
troladores de dispositivos e aplicac¸o˜es), compilac¸a˜o, depurac¸a˜o de erros, entre outros6. Uma
dessas ferramentas e´ o cross-compiler, que normalmente vem integrada numa cross-toolchain7
e permite compilar co´digo numa arquitetura e ser executado noutra. Por exemplo, podemos
compilar co´digo para a arquitetura ARM numa ma´quina com arquitetura X86.
Outras ferramentas que podera˜o ser necessa´rias dependem das aplicac¸o˜es que o sistema a ser
desenvolvido tera´. Por exemplo, podera´ ser necessa´ria uma interface gra´fica e neste caso e´
necessa´rio adquirir as bibliotecas respetivas, assim como um ambiente de desenvolvimento
gra´fico. No Cap´ıtulo 4 sera˜o abordados alguns dos aspetos aqui referidos e com especial foco
nas ferramentas utilizadas no desenvolvimento desta Dissertac¸a˜o.
3.4 Character Device Drivers
Neste ponto iremos abordar os Character Device Drivers. Este grupo de controladores abrange
a maioria dos dispositivos, pois grande parte deles sa˜o orientados ao byte.
Um mo´dulo (Character Device Driver) pode ser inserido estaticamente ou dinamicamente no
Kernel. Da sua compilac¸a˜o, resulta um ficheiro com extensa˜o .ko (kernel object). Uma vez
que vai ser carregado e ligado ao Kernel, o mo´dulo tem que ser compilado da mesma forma
que este, ou seja, com a mesma toolchain e os headers (ficheiros de pre´-compilac¸a˜o) a utilizar
teˆm que ser aqueles existentes no direto´rio fonte do Kernel.
Existem headers que sa˜o comuns em todos os mo´dulos: linux/module.h e linux/init.h. O
header module.h conte´m grande parte das definic¸o˜es de s´ımbolos e func¸o˜es necessa´rias pelos
mo´dulos dinaˆmicos e o header init.h e´ necessa´rio para especificar as func¸o˜es de inicializac¸a˜o
e remoc¸a˜o do mo´dulo. Sa˜o tambe´m utilizadas as seguintes definic¸o˜es, normalmente no final
do co´digo e que identificam o respetivo device driver :
6Respeitante ao Kernel.
7Conjunto de ferramentas de programac¸a˜o que sa˜o usadas para criar um ficheiro executa´vel numa determi-
nada arquitetura e que tem como alvo outra arquitetura diferente.
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• MODULE LICENCE("GPL") - define qual a licenc¸a aplicada ao co´digo;
• MODULE AUTHOR("autor do mo´dulo");
• MODULE DESCRIPTION("breve descric¸~ao do mo´dulo");
A Figura 3.3 ilustra a iterac¸a˜o do Character Device Driver e o sistema computacional. Uma
aplicac¸a˜o (user-space) comunica com um dispositivo (hardware-space) utilizando o corres-
pondente Character Device Driver (kernel-space). Esta aplicac¸a˜o executa as tradicionais
operac¸o˜es sobre ficheiros no Character Device File (CDF) (open, close, write e read), sendo
o Virtual File System responsa´vel por fazer a correspondente traduc¸a˜o da operac¸a˜o no Dha-
racter Device Driver.
Application 1 Application 2 Application 3 Application 4 
Character 
Driver 1 
CDF 
Character 
Driver N 
Low-level i/f Low-level i/f 
CDF 
Virtual File System 
CDF 
Device 1 Device N 
User space 
Kernel space 
Hardware space 
.   .   . 
Figura 3.3: Visa˜o geral de um Character Device Driver [15]
A ligac¸a˜o entre a aplicac¸a˜o e o Character Device File e´ baseada no pro´prio nome do Character
Device File. Por outro lado, a conexa˜o entre o Character Device File e o Character Device
Driver e´ baseada no nu´mero do Dharacter Device File, o device file number, mais conhecido
pelo par <major, minor>. A t´ıtulo de exemplo, executando o comando $ls -l no direto´rio
/dev, podemos observar algo parecido com o seguinte:
crw------- 1 root root 5, 1 Jul 16 console
brw-rw---- 1 root disk 3, 0 Oct 6 hda
brw-rw---- 1 root disk 3, 1 Oct 6 hda1
crw------- 1 root tty 4, 1 Oct 6 tty1
crw------- 1 root tty 4, 2 Oct 6 tty2
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O primeiro cara´ter indica o tipo de driver: "c" indica um Character Device Driver e "b" um
Block Device Driver. Os dois nu´meros antes da data da u´ltima modificac¸a˜o, separados por
uma v´ırgula sa˜o, respetivamente, o major number e o minor number.
O major number identifica o controlador associado ao dispositivo. Por exemplo, os disposi-
tivos /dev/tty1 e /dev/tty2 sa˜o ambos geridos pelo Character Device Driver identificado
com o nu´mero 4. O minor number e´ usado pelo Kernel para identificar exatamente qual
o dispositivo referenciado. Estes nu´meros sa˜o representados pelo tipo dev t (definido em
linux/types.h) no Kernel. Para obteˆ-los, podera˜o ser utilizadas as seguintes macros, defi-
nidas em linux/kdev t.h:
• MAJOR(dev t dev) - extrai o major number do dev
• MINOR(dev t dev) - extrai o minor number do dev
• MKDEV(int major, int minor) - cria um dev apartir do major number e do minor number
Uma das primeiras tarefas a ser executada pelo Character Device Driver e´ a obtenc¸a˜o destes
nu´meros. Para isso sa˜o utilizadas duas func¸o˜es:
int register chrdev region(dev t first, unsigned int cnt, char *name);
int alloc chrdev region(dev t *first, unsigned int firstminor,
unsigned int cnt, char *name);
A primeira func¸a˜o regista ctn device numbers, comec¸ando pelo first, com o nome name. A
segunda func¸a˜o aloca dinamicamente um major number livre e regista cnt device file num-
bers, comec¸ando por <major alocado, firstminor> e com o nome name. Quando na˜o e´
mais necessa´rio, um device file number deve ser libertado utilizando a seguinte func¸a˜o:
void unregister chrdev region(dev t first, unsigned int count);
Seguidamente, e´ necessa´rio interligar as operac¸o˜es do device driver a estes nu´meros. Para
isso e´ utilizada a estrutura file operations.
Cada ficheiro aberto e´ representado internamente por uma estrutura (file structure) e tem a si
associado uma se´rie de func¸o˜es e atributos, incluindo um campo denominado de f op, que e´ um
ponteiro para a estrutura file operations. O Virtual File System (VFS) fica enta˜o responsa´vel
por fazer a interligac¸a˜o entre as operac¸o˜es no user-space e as operac¸o˜es no kernel-space.
Passando agora ao esqueleto de um mo´dulo, este possui, no seu estado mais ba´sico, um cons-
trutor e um destrutor. O construtor, ou func¸a˜o de inicializac¸a˜o, e´ responsa´vel por inicializar
o dispositivo e inserir o controlador (device driver) na estrutura do Kernel. A estrutura de
inicializac¸a˜o de um mo´dulo assemelha-se ao seguinte:
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static int __init init_function(void)
{
/* Initialization code here */
}
module_init(init_function);
Na˜o e´ obrigato´rio, mas e´ boa pra´tica declarar a func¸a˜o de inicializac¸a˜o como static pois e´
suposto esta na˜o ser acess´ıvel fora do ficheiro em que esta´ a ser declarada. O s´ımbolo init
indica ao Kernel que esta func¸a˜o apenas sera´ utilizada no instante da inicializac¸a˜o. Isto faz
com que, apo´s o mo´dulo ser carregado, a func¸a˜o de inicializac¸a˜o e´ libertada, deixando livre o
espac¸o em memo´ria que ocupava. A macro module init(), definida no header module.h, e´
obrigato´ria existir. Esta indica qual e´ a func¸a˜o de inicializac¸a˜o que deve ser chamada quando
o mo´dulo esta´ a ser carregado.
Por outro lado existe uma estrutura de remoc¸a˜o do mo´dulo, destrutor, que e´ responsa´vel por
remover as interfaces e restaurar os recursos para o ponto anterior a` inserc¸a˜o do mo´dulo. Esta
estrutura e´ definida como:
static void __exit exit_function(void)
{
/* Exit code here */
}
module_exit(exit_function);
O s´ımbolo exit indica que esta func¸a˜o e´ chamada apenas ao remover o mo´dulo. Apenas
pode ser chamada quando queremos remover um mo´dulo dinaˆmico ou quando desligamos o
sistema.
3.5 Configurac¸a˜o e compilac¸a˜o do Kernel
O primeiro passo a realizar antes de proceder a` configurac¸a˜o e posterior compilac¸a˜o do Kernel
e´ obter uma versa˜o do mesmo. Existem inu´meros locais onde este pode ser obtido, tais
como a sua pa´gina oficial, http://www.kernel.org, ou atrave´s do fabricante da plataforma de
desenvolvimento, que muitas vezes disponibiliza todo o co´digo fonte e tambe´m os executa´veis
testados. Esta u´ltima opc¸a˜o acaba por ter vantagens quando o tempo de desenvolvimento tem
um prazo apertado. A Tabela 3.1 apresenta um exemplo do direto´rio ra´ız do Kernel. Estes
direto´rios conteˆm inu´meros ficheiros de co´digo, configurac¸a˜o e makefiles8 que sera˜o utilizados
nas fases de configurac¸a˜o e compilac¸a˜o do Kernel.
8Ficheiro utilizado para organizar co´digo de compilac¸a˜o.
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/arch /firmware /kernel /scripts
/block /fs lib/ /security
/crypto /include mm/ /sound
/Documentation init/ /net /usr
/drivers /ipc /samples /virt
Tabela 3.1: Excerto do direto´rio raiz do Kernel. [14]
Um desses ficheiros, que por defeito esta´ ocultado, e´ o dot-config. A sua estrutura e´ sim-
plista, contendo apenas uma colec¸a˜o de opc¸o˜es (separadas em linhas) que posteriormente
dara˜o origem a um ficheiro de definic¸o˜es9, o autoconf.h.
Listagem 3.1: Excerto de um ficheiro .config [14]
...
# USB support
#
CONFIG_USB=m
# CONFIG_USB_DEBUG is not set
# Miscellaneous USB options
#
CONFIG_USB_DEVICEFS=y
# CONFIG_USB_BANDWIDTH is not set
# CONFIG_USB_DYNAMIC_MINORS is not set
# USB Host Controller Drivers
#
CONFIG_USB_EHCI_HCD=m
# CONFIG_USB_EHCI_SPLIT_ISO is not set
# CONFIG_USB_EHCI_ROOT_HUB_TT is not set
CONFIG_USB_OHCI_HCD=m
CONFIG_USB_UHCI_HCD=m
...
Na listagem 3.1, que apresenta parte de um ficheiro .config, sa˜o apresentadas as 3 opc¸o˜es
que podem ser definidas na configurac¸a˜o do Kernel. A primeira opc¸a˜o, CONFIG USB=m, faz
com que o subsistema USB seja compilado como um mo´dulo dinaˆmico, ou seja, na˜o fara´ parte
da imagem do Kernel e sera´ inserido mais tarde, apo´s este estar em execuc¸a˜o. Caso a opc¸a˜o
fosse =y, o mo´dulo USB seria compilado estaticamente, ou seja, faria parte da imagem do
Kernel. Caso seja pretendido que um mo´dulo na˜o fac¸a parte do Kernel, a linha correspon-
dente e´ comentada com o cara´ter #10. De notar que nem sempre que a opc¸a˜o =y e´ definida
9Na linguagem C, denomina-se de C-Header.
10O texto "is not set" e´ escrito por questo˜es de clarificac¸a˜o.
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estamos perante um mo´dulo. Por exemplo, a opc¸a˜o CONFIG USB DEVICEFS=y permite que
outras opc¸o˜es possam tambe´m ser configuradas.
Para configurar o Kernel para a arquitetura ARM por exemplo, executa-se o comando11
$ make menuconfig ARCH=arm
Ao executar este comando, uma janela como a ilustrada na Figura 3.4 ira´ aparecer. A partir
deste ponto, e´ poss´ıvel enta˜o configurar devidamente o Kernel.
Figura 3.4: Menu de configurac¸a˜o do Kernel.
As opc¸o˜es de configurac¸a˜o presentes nesta janela esta˜o definidas num ficheiro denominado de
Kconfig. Este ficheiro situa-se num subdireto´rio do direto´rio arch/, cujo nome foi passado
como paraˆmetro em ARCH=<arquitetura>. No caso anterior, o direto´rio seria arch/arm/.
Para exemplo, a Listagem 3.2 apresenta o conteu´do de um ficheiro kconfig para a arquitetura
MIPS.
Listagem 3.2: Excerto de um ficheiro kconfig [16]
config MIPS
bool
default y
select HAVE_IDE
select HAVE_OPROFILE
select HAVE_ARCH_KGDB
11Ale´m do menuconfig, podemos utilizar outros editores, tais como o xconfig ou o gconfig. Todos eles ira˜o
produzir o mesmo resultado no ficheiro .config.
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# Horrible source of confusion. Die , die , die ...
select EMBEDDED
select RTC_LIB
mainmenu "Linux/MIPS Kernel Configuration"
menu "Machine selection"
(many , many lines clipped)
source "net/Kconfig"
source "drivers/Kconfig"
source "fs/Kconfig"
source "arch/mips/Kconfig.debug"
source "security/Kconfig"
source "crypto/Kconfig"
source "lib/Kconfig"
O processo de configurac¸a˜o passa pela utilizac¸a˜o de um editor que ao ser invocado ira´ numa
primeira fase ler o ficheiro .config existente, aplicar as definic¸o˜es do ficheiro kconfig (en-
contrado no direto´rio da arquitetura passada como paraˆmetro) e finalmente ira´ mostrar todo
o menu de opc¸o˜es. Assim que a configurac¸a˜o e´ terminada, as alterac¸o˜es sa˜o novamente guar-
dadas no ficheiro .config [16]. Estando o Kernel configurado, o passo seguinte e´ a sua com-
pilac¸a˜o. O resultado desta operac¸a˜o e´ uma imagem comprimida do Kernel denominada de
zImage12 e que pode ser encontrado no direto´rio /arch/<arquitetura>/boot. O comando
utilizado para proceder enta˜o a` compilac¸a˜o do Kernel e´ (para o caso de uma arquitetura
ARM ):
$ make ARCH=arm CROSS_COMPILE=arm-none-linux-gnueabi- zImage
O primeiro argumento a passar e´ a arquitetura para o qual a compilac¸a˜o sera´ efetuada. Depois
indicamos o cross-compiler a ser utilizado e o tipo de imagem comprimida que queremos que
resulte da compilac¸a˜o, neste caso a zImage. Na fase final da compilac¸a˜o, sera˜o mostradas as
seguintes mensagens,
Kernel: arch/arm/boot/Image is ready
SHIPPED arch/arm/boot/compressed/lib1funcs.S
AS arch/arm/boot/compressed/lib1funcs.o
LD arch/arm/boot/compressed/vmlinux
OBJCOPY arch/arm/boot/zImage
Kernel: arch/arm/boot/zImage is ready
12Esta imagem e´ a mais utilizada em sistemas embutidos. No entanto, o resultado da compilac¸a˜o pode
originar outras, como a bzImage que e´ utilizada em sistemas X86.
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indicando que o Kernel foi corretamente compilado e o ficheiro que pretend´ıamos (zImage)
se encontra no direto´rio arch/arm/boot/zImage.
3.6 Sistema de Ficheiros Raiz
O Sistema de Ficheiros Raiz (Root File System) refere-se ao sistema de ficheiros que e´ mon-
tado no topo da hierarquia de um sistema de ficheiros, denominado por "/". E´ o primeiro
sistema de ficheiros a ser montado e, posteriormente, outros sistemas de ficheiros podem ser
montados na mesma hierarquia. O Linux espera encontrar, em determinados direto´rios, pro-
gramas e utilita´rios utilizados para arrancar o sistema, inicializar servic¸os (ligac¸o˜es de rede
e a consola), carregar os controladores de dispositivos e montar outros sistemas de ficheiros.
Da´ı a importaˆncia da existeˆncia do Sistema de Ficheiros Raiz, assim como a sua organizac¸a˜o
interna.
Por forma a normalizar a criac¸a˜o dos sistemas de ficheiros, foi criado o File-System Hie-
rarchy Standard (FHS), que estabelece um conjunto de regras a seguir no desenvolvimento
dos mesmos. A Tabela 3.2 apresenta os direto´rios que devem fazer parte do direto´rio raiz "/":
Direto´rio Conteu´do
/bin Bina´rios essenciais ao utilizador
/boot Ficheiros esta´ticos utilizados pelo bootloader
/dev Dispositivos e outros ficheiros especiais
/etc Ficheiros de configurac¸a˜o e inicializac¸a˜o do sistema
/home Direto´rio base dos utilizadores
/lib Bibliotecas de co´digo (biblioteca C) e mo´dulos do Kernel
/media Direto´rio onde sa˜o montados os dispositivos remov´ıveis
/mnt Direto´rio onde sa˜o montados sistemas de ficheiros tempora´rios
/opt Pacotes de software adicionais
/proc Sistema de ficheiros virtual utilizado pelo Kernel
/root Direto´rio base do utilizador raiz
/sbin Executa´veis do administrador de sistema
/sys Sistema de ficheiros virtual para informac¸o˜es e controlo do sistema
/tmp Ficheiros tempora´rios
/usr Programas do utilizador
/var Ficheiros tempora´rios de configurac¸a˜o e registos de dados
Tabela 3.2: Sistema de ficheiros raiz segundo o FHS. [16]
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Uma vez que os sistemas embutidos teˆm limitac¸a˜o no armazenamento, alguns direto´rios re-
comendados pelo FHS podem ser removidos e assim obter um sistema de ficheiros mais sim-
plificado, mas igualmente funcional. Preencher a a´rvore de direto´rios com os ficheiros de
configurac¸a˜o/inicializac¸a˜o e executa´veis necessa´rios e´ uma tarefa a´rdua. Como ja´ referido,
o Kernel necessita de determinados ficheiros e programas para que possa configurar corre-
tamente o sistema, montar o sistema de ficheiros e inicializar determinados servic¸os. Uma
ferramenta que pode ser utilizada para obter tais ficheiros e´ o Busybox (www.busybox.net/).
Denominado de ”The Swiss Army Knife of Embedded Linux”, o Busybox e´ uma substituic¸a˜o
compacta e eficiente das tradicionais aplicac¸o˜es e utilita´rios que encontramos num sistema Li-
nux, como o ls, cat, cp, dir, dmesg, kill, mount, unmount, ifconfig, netstat, route, entre
muitas outras. Esta aplicac¸a˜o serve de ponto de partida para a construc¸a˜o de um sistema de
ficheiros.
3.6.1 Busybox
O Busybox (www.busybox.com) e´ uma ferramenta altamente modular, que pode ser configu-
rada de acordo com as necessidades do projeto para o qual vai ser utilizada, por forma a for-
necer um conjunto de utilidades tradicionalmente encontradas nos sistemas Linux. Apresenta
um menu de configurac¸a˜o muito ideˆntico ao utilizado para configurar o Kernel (Figura 5.12).
Figura 3.5: Menu de configurac¸a˜o do Busybox
A Figura 3.6 apresenta um sistema de ficheiros minimalista, desenvolvido com a utilizac¸a˜o
do Busybox. Com este pequeno sistema de ficheiros, e´ poss´ıvel ter um sistema totalmente
funcional, com todos os comandos que foram previamente habilitados na configurac¸a˜o do
Busybox. Fazem parte da sua estrutura 5 direto´rios e 8 ficheiros13. O direto´rio bin/ aloja o
13Na realidade sera˜o 12 ficheiros, pois os direto´rios sa˜o um tipo especial de ficheiro para o Linux.
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ficheiro executa´vel do busybox e um atalho, denominado de sh, que aponta para o Busybox.
O direto´rio dev/ contem apenas um no´ de dispositivo, a consola, que servira´ para fazer
interface com um utilizador. O ficheiro rcS e´ o script de inicializac¸a˜o que o Busybox utiliza
no arranque. No u´ltimo direto´rio, lib/, temos duas bibliotecas que conteˆm as diferentes
func¸o˜es do C, tal como a printf(), que muitos programas utilizam. Essas bibliotecas sa˜o a
glibc (libc-2.3.2.so) e a Linux Dynamic Loader (ld-2.3.2.so) [14].
/ 
lib/ etc/ dev/ bin/ 
init.d/ 
busybox consola 
sh 
 
busybox 
rcS 
libc-2.3.2.so ld-2.3.2.so 
Figura 3.6: Sistema de ficheiros minimalista.
A Listagem 3.3 apresenta as u´ltimas linhas de co´digo (presentes no ficheiro /init/main.c)
executadas pelo processo de inicializac¸a˜o do Kernel. Pelo menos uma das instruc¸o˜es,
run init process() tem que funcionar e caso na˜o tenha sucesso, sera´ chamada a func¸a˜o
panic() que parara´ a execuc¸a˜o do Kernel e o sistema na˜o funcionara´.
Listagem 3.3: Passos finais da inicializac¸a˜o do Kernel [16]
run_init_process ("/ sbin/init ");
run_init_process ("/ etc/init ");
run_init_process ("/ bin/init ");
run_init_process ("/ bin/sh");
A utilizac¸a˜o do atalho bin/sh, presente no sistema de ficheiros da Figura 3.6, e´ agora compre-
ens´ıvel: faz com que o Busybox seja o primeiro processo a ser executado pelo Kernel. Apo´s ser
lanc¸ada a sua execuc¸a˜o, o Busybox procura pelo ficheiro de inicializac¸a˜o rcS. Estando a ini-
cializac¸a˜o completa, e´ apresentada a mensagem "Please press Enter to activate this
console" na consola principal do sistema.
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3.7 Bootloader
O Bootloader e´ o primeiro programa a ser executado num Sistema Embutido Linux. A sua
principal tarefa e´ inicializar o processador (e, se necessa´rio, um conjunto de outros perife´ricos),
carregar o Kernel na memo´ria RAM e passar-lhe o controlo de todo o sistema. Atualmente,
os bootloaders tambe´m sa˜o capazes de fazer a gesta˜o de memo´rias Flash (criar segmentos14 e
escrever dados nos mesmos, tais como um sistema de ficheiros ou uma imagem do Kernel.).
Existem muitos bootloaders para sistemas Linux, sendo que alguns deles teˆm dependeˆncia da
arquitetura do processador. Sa˜o exemplos o RedBoot (http://sourceware.org/redboot/), o
U-Boot (http://www.denx.de/wiki/U-Boot) (ambos multi-arquitetura) e o
Yamon (http://www.mips.com/products/system-software/yamon/) que e´ usado na ar-
quitetura MIPS. Outra opc¸a˜o e´ utilizar o bootloader que e´ disponibilizado pelo fabricante da
plataforma de desenvolvimento.
A Figura 3.7 ilustra os passos desde a primeira vez em que o sistema e´ ligado ate´ ao primeiro
processo a ser executado.
Power ON 
First Stage 
Bootloader 
Second Stage 
Bootloader 
Kernel 
Decompresses 
Architecture-specific 
initializations 
Board-specific 
initializations 
Kernel 
Entry Point 
Mount  
Root File System 
Run 
Init Process 
Figura 3.7: Inicializac¸a˜o do Linux. [16]
Quando o sistema inicia, o processador leˆ o conteu´do de uma posic¸a˜o de memo´ria definida
pelo fabricante (este passo e´ normalmente chamado de first-stage bootloader) e salta a sua
14A´reas de armazenamento da memo´ria Flash
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execuc¸a˜o para essa localizac¸a˜o15. O co´digo agora a ser executado e´ o bootloader propriamente
dito (denominado de second-stage bootloader). Neste ponto, apo´s as configurac¸o˜es e inicia-
lizac¸o˜es iniciais, o bootloader copia a imagem do Kernel (que esta´ armazenada numa sec¸a˜o da
memo´ria Flash) para a memo´ria RAM e informa ao processador (atrave´s do instruction poin-
ter) o enderec¸o do primeiro executa´vel do Kernel. A partir deste momento, o Kernel passa
a controlar todo o sistema e o bootloader, assim como todas as configurac¸o˜es/inicializac¸o˜es
feitas por este, deixam de existir. Ao adquirir o controlo, o Kernel executa as novas inicia-
lizac¸o˜es/configurac¸o˜es do sistema ate´ atingir o kernel entry point, que e´ co´digo independente
da arquitetura. De seguida, e´ montado o sistema de ficheiros e executado o programa /init,
que e´ o primeiro programa que o Kernel tenta executar.
Este cap´ıtulo apresentou, embora de forma superficial, os sistemas Linux. O conhecimento e
compreensa˜o de muitos dos conceitos aqui abordados sa˜o de extrema importaˆncia no desen-
volvimento do trabalho desta Dissertac¸a˜o, pois um dos objetivos da mesma e´ que o sistema
a desenvolver seja capaz de executar um sistema operativo baseado em Unix.
15O conteu´do lido e´ a posic¸a˜o de memo´ria onde se encontra a primeira instruc¸a˜o do bootloader.
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Cap´ıtulo 4
Plataforma de desenvolvimento
Neste cap´ıtulo sera´ apresentado o conjunto de ferramentas utilizadas nesta Dissertac¸a˜o. Em
primeiro lugar, e´ apresentada a plataforma FriendlyArm Tiny6410, que servira´ de base a
todo o projeto da IHM e seguidamente sera˜o apresentadas as ferramentas de programac¸a˜o e
compilac¸a˜o utilizadas no desenvolvimento das diferentes pec¸as de software/firmware.
4.1 FriendlyArm Tiny6410
A plataforma de desenvolvimento FriendlyArm Tiny6410 (Figura 4.1) e´ uma soluc¸a˜o de alto
desempenho, baseada no microcontrolador S3C6410X da Samsumg [17].
Figura 4.1: Plataforma de desenvolvimento Tiny6410
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Integra tanto hardware, como um pacote completo de software (testado e funcional), o que
faz com que seja uma refereˆncia no desenvolvimento de sistemas embutidos para aplicac¸o˜es
industriais, multime´dia ou apenas para fins educacionais. Suporta, por exemplo, o Linux
2.6.38, Android 2.3 e Windows CE 6.0. E´ constitu´ıda por dois mo´dulos: o mo´dulo de
processamento Tiny6410 Core, que conte´m o microcontrolador, a memo´ria RAM, a memo´ria
Flash, e o mo´dulo de perife´ricos Tiny6410 Motherboard.
A utilizac¸a˜o desta plataforma no pre´-desenvolvimento do sistema requerido, deveu-se ao facto
de que esta encontrava-se dispon´ıvel na empresa Micro I/O e possu´ıa os requisitos e as
carater´ısticas necessa´rias para ser utilizada como tal.
4.1.1 Tiny6410 Core
Este mo´dulo e´ o nu´cleo central de todo o sistema. Combina o microprocessador ARM11
S3C6410X da Samsung com a memo´ria RAM, memo´ria Flash e toda a eletro´nica de regulac¸a˜o
da tensa˜o numa pequena placa com 64 x 50 mm de a´rea (Figura 4.2).
Tiny6410 Front view Tiny6410 Bottom view
2.2 Pin definition of the Tiny6410 CPU board
Tiny6410 CPU board use the 2.0mm pitch double pin, leads to a total of 4 groups:
P1, P2, CON1, CON2.
P1 and P2 are each 60 Pin; CON1 and CON2 are each 30Pin, leads to a total of 180
Pin.The follow shown is the layout description:
Pin Details
P1
Contain LCD, AD, SDIO2, EINT,
USB, TVOUT0
P2
Serial port, SPI1, I2C, SD Card,
AC97(I2S), System bus
CON1 GPIO，AD，SPI0，TAVOUT1
CON2 CMOS，GPIO
JTAG JTAG interface
Others
4 User LED, power LED, Reset
key.
P1 Pin define Remarks P1 Pin define Remarks
P1.1 VDD_5V DC 5V input P1.2 GND GND
P1.3 VD23 LCD_R5/GPJ7 P1.4 VD22 LCD_R4/GPJ6
P1.5 VD21 LCD_R3/GPJ5 P1.6 VD20 LCD_R2/GPJ4
P1.7 VD19 LCD_R1/GPJ3 P1.8 VD18 LCD_R0/GPJ2
P1.9 VD15 LCD_G5/GPI15 P1.10 VD14 LCD_G4/GPI14
P1.11 VD13 LCD_G3/GPI13 P1.12 VD12 LCD_G2/GPI12
P1.13 VD11 LCD_G1/GPI11 P1.14 VD10 LCD_G0/GPI10
Tiny6410 User manual
www.minidevs.com
Figura 4.2: Tiny6410 Core
O S3C64 0X e´ um microcontrolador de baixo custo, baixo consumo e iniguala´vel desempenho
gra´fico [17], desenvolvido especialmente para sistemas que teˆm baterias como fonte de ener-
gia. Possui uma arquitetura RISC de 16/32-bits e inclui diversos perife´ricos e aceleradores
de hardware, o que o torna especialmente u´til em aplicac¸o˜es com processamento de a´udio e
v´ıdeo. Em relac¸a˜o a` memo´ria, este mo´dulo conte´m ate´ 256 MBs de memo´ria RAM e 2 GBs
de memo´ria Flash de tecnologia NAND.
A Tabela 4.1 resume as caracter´ısticas gerais do Tiny6410 Core Board.
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CPU Samsung S3C6410A, run at 533Mhz ARM1176JZF-S, up to 667Mhz
RAM 256 DDR RAM
Flash 2GB Nand Flash
Interface 4 x User Leds
10 pin 2.0mm space Jtag connector
Reset button on board
Conector 2 x 60 pin 2.0mm space DIP connector
2 x 30 pin 2.0mm space GPIO connector
Power Supply Voltage from 2.0V to 6V
Size 64 x 50 x 12mm (L x W x H)
OS Support Windows CE 6
Linux 2.6.38
Android 2.3
Ubuntu 9.10
Tabela 4.1: Carater´ısticas do Tiny6410 Core Board.
4.1.2 Tiny6410 Motherboard
Esta placa (Figura 4.3) combina um conjunto de interfaces que permite o ra´pido desenvolvi-
mento de aplicac¸o˜es.
2.3 Dimensions of the Tiny6410 CPU board
Chapter 3 Mother board
Feature of the Tiny6410 SDK board
Item Description
Tiny6410 User manual
www.minidevs.com
Figura 4.3: Tiny6410 Motherboard
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Possui interface para ecra˜ com touchscreen, Ethernet, RS-232, USB, a´udio, carta˜o SD, entre
outros. Podem ser utilizados ecra˜s nos tamanhos pre´ definidos de 3.5, 4.5 e 7 polegadas.
Juntamente com a plataforma FriendlyArm Tiny6410, e´ fornecido um Software Development
Kit (SDK) que permite, de uma maneira mais eficiente, o desenvolvimento de novas aplicac¸o˜es.
No Anexo A esta˜o descritos os passos iniciais para a utilizac¸a˜o destas ferramentas.
4.2 Software de desenvolvimento
4.2.1 Cross Development Toolchain
Uma toolchain consiste num conjunto de ferramentas de programac¸a˜o que sa˜o utilizadas para
criar um ou va´rios ficheiros executa´veis numa determinada arquitetura de processador. Nor-
malmente estas ferramentas sa˜o usadas em cadeia (como o pro´prio nome indica), ou seja, o
resultado de sa´ıda de uma torna-se na entrada da outra e assim sucessivamente. Tipicamente
uma toolchain conte´m um editor de texto para editar o co´digo fonte, um compilador, um lin-
ker, as bibliotecas que fornecem um conjunto de func¸o˜es, macros e/ou outro co´digo auxiliar
e um depurador de co´digo. O termo cross indica que do processo de compilac¸a˜o, resulta um
ficheiro executa´vel numa arquitetura diferente daquela em que foi originalmente compilado.
Nesta Dissertac¸a˜o foi utilizada a cross toolchain disponibilizada pelo fabricante FriendlyArm,
a arm-none-linux-gnueabi-. A sua instalac¸a˜o esta´ descrita no Anexo A.
4.2.2 NetBeans
O NetBeans (https://netbeans.org/) e´ um ambiente de desenvolvimento integrado (Inte-
grated Development Environment (IDE)) gratuito e de co´digo aberto para desenvolvedores
de software nas linguagens Java, C, C++, PHP, entre outras. Projetado de forma reu-
tiliza´vel, visa simplificar o desenvolvimento e aumentar a produtividade, pois reu´ne numa
u´nica aplicac¸a˜o as funcionalidades de escrita, compilac¸a˜o e depurac¸a˜o de co´digo.
Desenvolvido na linguagem Java, e´ independente da plataforma e pode ser executado em qual-
quer sistema operativo que suporte a ma´quina virtual do java (Java Virtual Machine (JVM)).
Como compilador associado a este IDE, foi utilizado o cross-compiler
arm-none-linux-gnueabi-gcc, fornecido pelo fabricante FriendlyArm.
4.2.3 Qt Creator
O Qt Creator e´ um ambiente de desenvolvimento integrado (IDE) que faz parte do conjunto
de ferramentas (SDK) do Qt (www.qt-project.org). Baseado na linguagem C++, o Qt e´
uma aplicac¸a˜o multi-plataforma capaz de ser executada em Windows, Linux ou Mac OS e e´
considerada uma das aplicac¸o˜es mais utilizadas de desenvolvimento gra´fico em Linux. O Qt
Creator inclui um editor e integra o Qt Designer, possibilitando assim o desenvolvimento de
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aplicac¸o˜es gra´ficas a partir de widgets pro´prios. Resumindo, esta aplicac¸a˜o possibilita a escrita
de co´digo, a sua depurac¸a˜o, compilac¸a˜o, controlo de verso˜es, consulta de documentac¸a˜o, entre
outras caracter´ısticas que sa˜o de esperar num IDE moderno. Para o processo de compilac¸a˜o,
o Qt utiliza duas ferramentas: o QMake, que e´ um gerador automa´tico de Makefiles e o
cross-compiler arm-none-linux-gnueabi-g++, que faz parte do conjunto de compiladores
fornecido pelo fabricante FriendlyArm.
4.2.4 MPLAB X
O MPLAB X (http://www.microchip.com/mplabx/) e´ um IDE gratuito, disponibilizado
pela Microchip, utilizado no desenvolvimento de aplicac¸o˜es para as diferentes famı´lias de
microcontroladores e controladores de sinais digitais, comercializados pela mesma. A sua im-
plementac¸a˜o e´ baseada no IDE da Oracle, o NetBeans, o que torna a sua utilizac¸a˜o muito fa´cil
e intuitiva, especialmente para que ja´ esta´ familiarizado com o NetBeans. Como compilador,
existem diferentes possibilidades, dependendo da arquitetura interna do microcontrolador que
queremos utilizar. Nesta Dissertac¸a˜o, foi utilizado um microcontrolador da famı´lia dsPIC33
[18] e para tal, o compilador correspondente utilizado foi o MPLAB C30.
4.2.5 Eagle
O EAGLE (Easily Applicable Graphical Layout Editor) e´ uma ferramenta de desenho
eletro´nico que conte´m um editor de esquema´ticos, utilizado no desenho de diagramas
eletro´nicos, um editor de desenho de Printed Circuit Board (PCB), um auto-router, que per-
mite interligar todos os componentes do projeto, de acordo com o esquema´tico, um mo´dulo
Computer-Aided Manufacturing (CAM) que gera ficheiros de produc¸a˜o das PCBs (por exem-
plo, ficheiros GERBER ou ficheiros de drill) e Bill of Material (BOM), que tal como o nome
indica, conte´m a lista de todos os componentes do projeto.
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Cap´ıtulo 5
Implementac¸a˜o
Neste cap´ıtulo sera˜o descritos os passos da implementac¸a˜o de todo o projeto da Interface
Homem-Ma´quina. Em primeiro lugar sera´ discutida a implementac¸a˜o do Hardware, seguido
da discussa˜o da implementac¸a˜o do Firmware e posteriormente sera˜o apresentados os testes
realizados para verificac¸a˜o da robustez e coereˆncia de todo o sistema. Finalmente sera´ discu-
tida a implementac¸a˜o de um ambiente gra´fico. A Figura 5.1 apresenta os atores do sistema
geral de aplicac¸a˜o da IHM. O utilizador, atrave´s da IHM, tem acesso ao controlador, podendo
consultar ou alterar as diferentes varia´veis de controlo.
Interface 
Homem-Máquina 
Sistema 
De 
Controlo 
Utilizador 
Figura 5.1: Atores do sistema
Um cena´rio poss´ıvel e que sera´ objeto de desenvolvimento nesta Dissertac¸a˜o, e´ a possibilidade
do utilizador poder controlar a temperatura de uma sala de estar, atrave´s do acionamento
de diferentes bombas e va´lvulas de a´gua pre´-aquecida por paine´is solares e tambe´m poder
visualizar a evoluc¸a˜o da temperatura no tanque da a´gua ou no painel solar.
De acordo com os objetivos apresentados no Cap´ıtulo 1 e apo´s um estudo detalhado da plata-
forma de desenvolvimento FriendlyArm, foi elaborado um diagrama de blocos que ilustra, de
uma forma gene´rica, os diferentes mo´dulos que ira˜o fazer parte do produto final (Figura 5.2).
O Tiny6410 Core destaca-se como nu´cleo central do sistema. Como referido anteriormente,
o desenvolvimento de um sistema embutido parte, por vezes, de soluc¸o˜es ja´ existentes no
mercado. Esta abordagem vem reduzir o tempo e o custo de desenvolvimento, pois a soluc¸a˜o
encontrada (Tiny6410 Core) e´ uma soluc¸a˜o fia´vel, testada e funcional.
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Figura 5.2: Diagrama de blocos do sistema
5.1 Hardware
A Figura 5.3 apresenta o diagrama de blocos geral do sistema com mais detalhe, onde esta˜o
identificadas as diferentes soluc¸o˜es de interface para cada mo´dulo. No que se segue, sera˜o
discutidas, individualmente, cada uma dessas soluc¸o˜es.
5.1.1 Ecra˜ ta´til
A utilizac¸a˜o de um ecra˜ ta´til num projeto desta natureza torna-se indispensa´vel, pois muitas
das aplicac¸o˜es pra´ticas desta IHM sera˜o sem recurso a teclados ou ratos, sendo esta a u´nica
forma do utilizador interagir com o sistema, em termos de envio de informac¸a˜o. Existem duas
tecnologias poss´ıveis de serem utilizadas na interface ta´til: resistiva e capacitiva.
A interface resistiva e´ constitu´ıda por duas camadas separadas por uma pequena abertura
preenchida de ar. A camada superior (aquela que o utilizador ira´ pressionar) e´ normalmente
feita de um pla´stico flex´ıvel, revestido na parte inferior por um material condutor (Indium
Tin Oxide (ITO)). A camada inferior e´ um vidro ou pla´stico duro, tambe´m revestido, na
parte superior, por ITO. Quando pressionada, a camada superior entra em contato com a
camada inferior e ambos os revestimentos de ITO tocam-se, alterando a resisteˆncia ele´trica.
E´ a medic¸a˜o desta resisteˆncia que determina a posic¸a˜o do toque.
A interface capacitiva consiste em duas camadas separadas de vidro, revestidas de igual modo
com ITO. Uma vez que o corpo humano e´ condutor de cargas ele´tricas, ao tocar num ecra˜
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capacitivo, o campo eletrosta´tico ira´ variar e a continua monitorizac¸a˜o dessa variac¸a˜o deter-
minara´ a posic¸a˜o do toque.
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Figura 5.3: Arquitetura geral do sistema
Apesar de na˜o suportar multi-toque, foi optado neste projeto a utilizac¸a˜o da tecnologia re-
sistiva, pois apresenta uma maior resisteˆncia aos ambientes em que vai operar (poeiras e
humidade), tem um menor custo de produc¸a˜o e pode ser utilizada pelos dedos, mesmo com
luvas, ou por uma caneta. Posto isto, foi utilizado o LCD S70, da FriendlyArm, com 7 pole-
gadas de diagonal, uma resoluc¸a˜o de 800x480 pixels e uma interface ta´til resistiva. Este foi
ligado ao controlador de imagem do microprocessador inclu´ıdo no Tiny6410 Core (Samsung
S3C6410X ) atrave´s de um barramento dedicado e dispon´ıvel num conjunto de pinos presentes
no Tiny6410 Core. A parte ta´til deste display foi diretamente ligada a um porto de entrada
do microprocessador (pino TS, do Tiny6410 Core), sendo controlado por um device driver
desenvolvido pela FriendlyArm. No entanto, esta˜o tambe´m dispon´ıveis 4 pinos (TSXM, TSXP,
TSYM e TSYP) ligados diretamente a`s ADCs internas do microcontrolador, permitindo assim a
utilizac¸a˜o de outros sistemas ta´teis, com diferentes controladores.
5.1.2 USB Host
Uma porta USB em modo Host permite a ligac¸a˜o de diferentes dispositivos, tais como, discos
r´ıgidos externos, leitores de carto˜es, teclados ou ratos. Embora o seu uso seja muito pontual,
a inclusa˜o de uma porta USB Host neste projeto podera´ trazer algumas facilidades no que
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respeita a depurac¸a˜o de erros ou manutenc¸a˜o do sistema.
O controlador USB Host do Samsung S3C6410X e´ capaz de suportar duas portas com-
pat´ıveis com a Revisa˜o 1.1 do USB e esta´ acess´ıvel atrave´s dos pinos USB DN e USB DP do
Tiny6410Core.
5.1.3 UART e RS-232
A comunicac¸a˜o se´rie e´ indispensa´vel num sistema embutido, especialmente num Sistema Em-
butido Linux. Atrave´s deste tipo de comunicac¸a˜o e´ poss´ıvel, por exemplo, aceder a um terminal
ou consola e ter acesso ao sistema de ficheiros ou aos tradicionais comandos UNIX 1. Neste
projeto sa˜o utilizadas duas portas se´rie, sendo a primeira utilizada por defeito para a consola
do Linux e a segunda esta´ dispon´ıvel para ligac¸a˜o ao controlador UNISOL.
Os dados enviados pelo microcontrolador, atrave´s da UART esta˜o no padra˜o ele´trico
Transistor-Transistor Logic (TTL), ou seja, o n´ıvel lo´gico ’0’ e´ representado por sinais com
uma tensa˜o entre os 0 volts e os 0.8 volts e o n´ıvel lo´gico ’1’ e´ representado por sinais com
uma tensa˜o entre os 2 volts e Vcc2. Estes sinais sa˜o utilizados na comunicac¸a˜o entre diferentes
microcontroladores ou outros dispositivos, mas com limitac¸a˜o na distaˆncia entre os mesmos.
Para que seja poss´ıvel a comunicac¸a˜o a maiores distaˆncias, e´ necessa´rio converter os n´ıveis
TTL para n´ıveis RS-232. Neste caso, os sinais va´lidos sa˜o, tipicamente, de -15 volts a -3 volts
para o n´ıvel lo´gico ’1’ e de 3 volts a 5 volts para o n´ıvel lo´gico ’0’. Para fazer a conversa˜o dos
n´ıveis TTL para n´ıveis RS-232, e´ necessa´rio a utilizac¸a˜o de um conversor (Figura 5.4).
O conversor utilizado foi o MAX3233E da Maxim [19], com dois canais de conversa˜o. Este
conversor inclui no seu interior os condensadores utilizados no charge-pump3, o que facilita a
implementac¸a˜o tanto n´ıvel de espac¸o como a n´ıvel de nu´mero de componentes.
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Figura 5.4: Diagrama da porta se´rie do sistema
1De acordo com a instalac¸a˜o feita.
2Vcc corresponde a` tensa˜o de alimentac¸a˜o do microcontrolador. Tipicamente e´ de 3.3 volts ou 5 volts.
3O circuito de charge-pump e´ responsa´vel por gerar as tenso˜es de alimentac¸a˜o necessa´rias para a imposic¸a˜o
dos n´ıveis do RS-232.
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5.1.4 Ethernet
A inclusa˜o de uma porta Ethernet neste sistema, amplia o nu´mero de aplicac¸o˜es a dar ao
mesmo: faz com que seja poss´ıvel ligar-se a uma rede TCP/IP ou ligar-se a um Controlador
Lo´gico Programa´vel (CLP), correndo um protocolo como o ModBus.
Foi inclu´ıda uma porta Ethernet neste projeto com vista a aceder ao Sistema de Ficheiros,
durante a fase de desenvolvimento, atrave´s do protocolo telnet, sendo este um me´todo de
trabalho mais ra´pido e eficaz, comparativamente a` utilizac¸a˜o da comunicac¸a˜o se´rie RS-232.
A plataforma FriendlyArm Tiny6410 utiliza o controlador DM9000AEP da Davicom. Como
este controlador esta´ descontinuado, foi utilizado neste projeto um substituto, o controlador
DM9000BEP [20]. Este controlador foi escolhido pois, apo´s um estudo do mesmo, foi verifi-
cado que este e´ compat´ıvel com o anterior a n´ıvel de ligac¸o˜es ele´tricas. Quanto ao firmware, o
device driver do Linux responsa´vel pela gesta˜o da famı´lia de controladores DM9000 esta´ pre-
parado para o reconhecer automaticamente, na˜o sendo necessa´rio qualquer desenvolvimento
adicional de co´digo.
5.1.5 Buzzer
Esta interface e´ provavelmente a mais simples do sistema. Devido a` sua capacidade sonora,
foi optada pela sua utilizac¸a˜o essencialmente para casos de alertas ou para depurac¸a˜o. A sua
implementac¸a˜o apenas utiliza uma das sa´ıdas do Tiny6410 Core e a sua ativac¸a˜o/desativac¸a˜o
e´ controlada por software, atrave´s de um device driver desenvolvido especialmente para o
efeito.
5.1.6 Carta˜o SD
Um bootloader proprieta´rio da FriendlyArm vem instalado por defeito na memo´ria Flash
do Tiny6410 Core. Este bootloader permite arrancar4 o sistema atrave´s de um carta˜o SD
ou transferir o sistema operativo e/ou o sistema de ficheiros do carta˜o SD para a memo´ria
Flash. Assim, a utilizac¸a˜o de um carta˜o SD torna o desenvolvimento de um sistema embutido
mais ra´pido e eficaz. O carta˜o SD pode tambe´m ser utilizado como meio de armazenamento
adicional, como por exemplo, de ficheiros de log.
Foi optado neste projeto a utilizac¸a˜o de um carta˜o microSD, por questo˜es de espac¸o e de prec¸o,
pois tem-se popularizado devido a` utilizac¸a˜o em dispositivos mo´veis. A sua implementac¸a˜o e´
de todo ideˆntica a` utilizada na plataforma FriendlyArm Tiny6410.
4De notar que e´ preciso ”informar”o microprocessador qual a regia˜o de memo´ria que e´ utilizada para fazer
o arranque do sistema.
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5.1.7 EEPROM
Uma poss´ıvel industrializac¸a˜o deste projeto justificou a utilizac¸a˜o de uma Electrically-Erasable
Programmable Read-Only Memory (EEPROM). A sua principal aplicac¸a˜o e´ armazenar numa
posic¸a˜o espec´ıfica o MAC Address, que e´ um nu´mero f´ısico u´nico associado a` interface de
comunicac¸a˜o Ethernet. E para garantir a sua unicidade, existem no mercado memo´rias que
ja´ o trazem gravado internamente. Neste projeto foi utilizada a memo´ria 24AA02E48 da
Microchip [21]. Esta memo´ria, que comunica atrave´s do protocolo se´rie Inter-Integrated Cir-
cuit (I2C), possui 2 Kbits de espac¸o de armazenamento, que pode tambe´m ser utilizada,
especialmente para casos de armazenamento de dados cr´ıticos.
5.1.8 Microcontrolador dsPIC
O Kernel 2.6.38 utilizado neste projeto suporta a interface CAN, tratando o dispositivo
controlador (por exemplo, o MCP2515 da Microchip) como um dispositivo de rede, de maneira
muito similar a uma interface Ethernet. Do mesmo modo, suporta a interface de comunicac¸a˜o
IEEE 802.15.4 e possui device driver para o MRF24J40 (utilizado neste projeto e introduzido
mais adiante). No entanto, ser o Kernel responsa´vel por fazer a gesta˜o destes 2 mo´dulos era
uma soluc¸a˜o na˜o testada, o que seria um risco desenvolver toda a eletro´nica especificamente
para a mesma. Foi enta˜o ponderada uma outra soluc¸a˜o, mais fia´vel, testada e funcional.
Assim, para fazer de interface entre o Tiny6410 Core e os mo´dulos de comunicac¸a˜o IEEE
802.15.4 e CAN, foi utilizado um microcontrolador adicional, o dsPIC33FJ64MC506 da
Microchip. Esta soluc¸a˜o justifica-se pelo facto de existir um conjunto de rotinas e bibliotecas
de software implementadas em microcontroladores da mesma famı´lia, na empresa onde foi
realizada esta Dissertac¸a˜o, a Micro I/O (htt://www.microio.pt). Com isto, e´ reaproveitado
co´digo ja´ desenvolvido e poupado tempo de desenvolvimento.
A comunicac¸a˜o entre o Tiny6410 Core e o dsPIC e´ feita atrave´s do protocolo SPI, um
protocolo amplamente utilizado na comunicac¸a˜o entre circuitos integrados. Em alternativa,
poderia ter sido utilizado o protocolo I2C, igualmente popular. Apesar do SPI utilizar quatro
linhas de comunicac¸a˜o (podendo apenas ser treˆs, no caso em que apenas comunicam dois
dispositivos) mais uma linha adicional por cada novo dispositivo adicionado (denominada de
chip select) em comparac¸a˜o com o I2C que utiliza apenas duas linhas, este protocolo revelou-
se adequado para este projeto, uma vez que o nu´mero de linhas dispon´ıveis era suficiente, para
ale´m de ser mais simples de implementar e atingir uma velocidade de comunicac¸a˜o superior
(ate´ 10 Megabits por segundo (Mbps), em comparac¸a˜o com o I2C que no ma´ximo atinge 3.5
Mbps) [22].
Comunicac¸a˜o 802.15.4
A comunicac¸a˜o sem fios escolhida para este projeto e´ baseada na norma IEEE 802.15.4 e vem
implementada num mo´dulo da Microchip, o MRF24J40MA [23]. Este mo´dulo caracteriza-se
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pela sua antena integrada, baixo custo e baixo consumo. Das bibliotecas referidas anterior-
mente, existem dispon´ıveis um conjunto de abstrac¸o˜es para a configurac¸a˜o e utilizac¸a˜o deste
mo´dulo. Outro motivo que justifica a escolha desta tecnologia vem do facto de que esta´
a ser amplamente utilizada em dispositivos para automac¸a˜o residencial, como sensores de
movimento ou atuadores de estores e iluminac¸a˜o.
Figura 5.5: Mo´dulo MRF24J40MA.
Comunicac¸a˜o CAN
O dsPIC33FJ64MC506 possui um mo´dulo CAN capaz de implementar os protocolos CAN
A/B especificados pela Bosch [24]. Para que seja poss´ıvel a utilizac¸a˜o deste protocolo e´
necessa´ria a interligac¸a˜o entre o controlador interno do dsPIC33FJ64MC506 e um conversor
de n´ıvel capaz de fazer a interface com o meio f´ısico. O conversor de n´ıvel escolhido foi o
MCP2551 da Microchip.
5.1.9 Fonte de alimentac¸a˜o
Apesar de na˜o estar presente na arquitetura geral do sistema, a fonte da alimentac¸a˜o de um
sistema e´ um elemento importante: e´ ela que ira´ alimentar todos os circuitos. Mas para
tal, e´ necessa´rio cumprir uma se´rie de requisitos, como as tenso˜es e a corrente ma´xima que
deve fornecer. A definic¸a˜o destes requisitos foi realizada no final do desenvolvimento, pois so´
com a aplicac¸a˜o final e´ que foi poss´ıvel aferir o exato consumo ele´trico da Interface Homem-
Ma´quina, pois este dependia da carga de processamento do Central Processing Unit (CPU)
e do funcionamento dos restantes perife´ricos durante a execuc¸a˜o da aplicac¸a˜o.
5.1.10 Printed Circuit Board
Escolhidos todos os componentes a utilizar neste projeto, foi desenhado o esquema ele´trico
da Interface Homem-Ma´quina na ferramenta de desenho Eagle, que pode ser encontrado
no Anexo B. A placa de circuito impresso (Printed Circuit Board) foi tambe´m desenhada
utilizando uma ferramenta pro´pria para o efeito, disponibilizada igualmente no Eagle. Adi-
cionalmente, foi utilizada uma ferramenta gratuita, POVRAY (www.povray.org), capaz de
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traduzir a informac¸a˜o do Eagle para obter uma imagem em treˆs dimenso˜es. Esta imagem
(Figura 5.6) fornece uma percec¸a˜o do produto final diferente daquela que obtemos com o
Eagle e revelou-se muito u´til na obtenc¸a˜o do resultado final5.
Figura 5.6: Projec¸a˜o 3D da placa final.
A disposic¸a˜o dos componentes na placa esta´ feita por forma a possibilitar uma montagem
mais fa´cil e simples na vertical (por exemplo, numa parede).
Todas as entradas que requerem a utilizac¸a˜o de cabos, como a entrada de alimentac¸a˜o, Ether-
net, CAN e RS-232, encontram-se na parte inferior da placa, o facilita a ligac¸a˜o dos cabos
e evita que estes mesmos quebrem, pois se ficassem na parte superior, tinham tendeˆncia a
dobrar, devido a` ac¸a˜o da gravidade.
Na zona inferior esquerda esta˜o concentrados todos os componentes respetivos a` alimentac¸a˜o
(reguladores e condensadores de filtragem). Na parte superior, esta˜o montados os suportes
para o Tiny6410 Core e por baixo deste, esta´ o socket para o carta˜o microSD. A ficha de
ligac¸a˜o do cabo do ecra˜ esta´ colocada na periferia do Tiny640Core, tornado o desenho das
pistas menos complexo. O mo´dulo MRF24J40MA esta´ montado no canto superior direito da
placa e devido a recomendac¸o˜es do fabricante, foi aberta uma a´rea de 6 cm2 em torno da an-
tena, por forma a evitar interfereˆncias na comunicac¸a˜o. Tanto o conversor MAX3233E como
o controlador DM9000BEP foram colocados o mais pro´ximo poss´ıvel das respectivas fichas,
mais uma vez, para simplicidade no desenho das pistas. No espac¸o restante, foi colocado o
microcontrolador.
A Figuras 5.7, 5.8 e 5.9 apresentam o resultado final do projeto desenvolvido.
5De notar que esta ferramenta na˜o possui modelos de todos os componentes utilizados o projeto.
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Figura 5.7: Placa final com Tiny6410 Core
Figura 5.8: Placa final com ecra˜ ta´til
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Figura 5.9: Vistas laterais da placa final
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5.2 Firmware
Nesta secc¸a˜o sera´ descrito o processo de desenvolvimento e implementac¸a˜o de todas as pec¸as
de software deste projeto.
5.2.1 Linux Kernel
Neste projeto foi utilizado o Kernel 2.6.38 disponibilizado pelo fabricante FriendlyArm. Esta
escolha justifica-se pelo facto de tornar o desenvolvimento mais ra´pido, uma vez que a sua
compilac¸a˜o ja´ se encontra testada e funcional. Adicionalmente, foram feitas algumas modi-
ficac¸o˜es na configurac¸a˜o do mesmo, que veˆm de acordo com a nova plataforma de hardware
onde ira´ ser executado.
Device Drivers
Apesar do Kernel oferecer uma gama vasta de device drivers para uma grande gama de dispo-
sitivos, foi necessa´rio, devido a` particularidade do projeto, desenvolver 2 novos controladores,
um para os leds e outro para o buzzer. Foi tambe´m atualizado o controlador do mo´dulo de
comunicac¸a˜o SPI, que, nesta versa˜o do Kernel, continha com alguns erros.
LEDs Device Driver
Este device driver e´ responsa´vel pelos leds presentes no Tiny6410 Core. Permite aceder
individualmente a cada um dos leds, ao contra´rio do device driver desenvolvido pela Frien-
dlyArm, onde o acesso aos leds era feito em grupo. A Figura 5.10 ilustra o diagrama de
inicializac¸a˜o deste device driver.
Para que seja poss´ıvel utilizar este device driver na configurac¸a˜o do Kernel, o ficheiro de
co´digo foi colocado no direto´rio drivers/char/ com o nome HMI6410 leds.c e foram modi-
ficados os ficheiros kconfig e Makefile presentes no mesmo direto´rio.
No ficheiro kconfig foram adicionadas as seguintes linhas:
config HMI6410_BOARD_LEDS
tristate "LED support for HMI6410 Board"
depends on CPU_S3C6410
default y
help
This option enables support for leds connected to GPIO lines
on HMI6410 Board.
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Finalmente, foi adicionada ao ficheiro Makefile a linha que faz a correspondeˆncia entre a
opc¸a˜o de escolha deste mo´dulo e o ficheiro a compilar:
obj-$(CONFIG_HMI6410_BOARD_LEDS) += HMI6410_leds.o
Apo´s a inicializac¸a˜o de todo o sistema Linux, os diferentes leds do sistema estara˜o acess´ıveis
no direto´rio /dev atrave´s dos no´s ledsCore0, ledsCore1, ledsCore2 e ledsCore3.
Start 
Request a  
MAJOR number 
4 leds 
registered? 
Initialize 
Led status 
Initialize struct cdev 
with file_operations 
Add character device 
to the system 
Turn off led 
End 
No 
Yes 
Initialize leds ARM 
Ports 
Figura 5.10: Diagrama de inicializac¸a˜o do device driver dos leds.
Buzzer Device Driver
Este device driver e´ responsa´vel pela interface com um buzzer. O seu funcionamento e´ muito
ideˆntico ao dos leds, variando apenas o porto de ligac¸a˜o e o nu´mero de dispositivos, que neste
caso e´ de apenas um. O buzzer estara´ acess´ıvel no direto´rio /dev/ atrave´s do no´ buzzer0.
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De igual modo, o ficheiro de co´digo foi colocado no direto´rio drivers/char/ com o nome
HMI6410 buzzer.c e foram modificados os ficheiros kconfig e Makefile presentes no mesmo
direto´rio.
No ficheiro kconfig foram adicionadas as seguintes linhas:
config HMI6410_BUZZER
tristate "Buzzer support for HMI6410 Board"
depends on CPU_S3C6410
default y
help
This option enables support for buzzer connected to GPIO lines
on HMI6410 Board.
Finalmente, foi adicionada no ficheiro Makefile a linha que faz a correspondeˆncia entre a
opc¸a˜o de escolha deste mo´dulo e o ficheiro a compilar:
obj-$(CONFIG_HMI6410_BUZZER) += HMI6410_buzzer.o
SPI
Apesar do esforc¸o constante das equipas de desenvolvimento do Kernel, a versa˜o do Ker-
nel utilizada neste projeto possu´ıa um erro na implementac¸a˜o do device driver do mo´dulo
SPI, procedendo-se a` sua correc¸a˜o.
Configurac¸a˜o
No direto´rio raiz Linux-2.6.38 existe um conjunto de ficheiros de configurac¸a˜o disponibi-
lizado pelo fabricante FriendlyArm. Cada um destes ficheiros conte´m uma se´rie de opc¸o˜es
pre´-definidas, variando algumas delas de acordo com o ecra˜ a utilizar no projeto. Neste pro-
jeto, utilizou-se um ecra˜ com 7 polegadas de diagonal e o ficheiro correspondente utilizado foi
o config mini6410 s70. Para o utilizar no processo de configurac¸a˜o, renomeou-se o mesmo
para .config atrave´s do comando:
$cp config_mini6410_s70 .config
O processo de configurac¸a˜o foi desencadeado atrave´s do comando:
$make ARCH=arm xconfig
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Na Figura 5.11 esta´ ilustrada a janela de configurac¸a˜o do Linux, com as opc¸o˜es dos device
drivers dos leds e do buzzer selecionadas. Estas opc¸o˜es sa˜o aquelas descritas anteriormente na
subsecc¸a˜o dos device drivers. De notar que a escolha destas opc¸o˜es faz com que estes mo´dulos
sejam esta´ticos, ou sejam, fara˜o parte da imagem bina´ria final do Kernel.
Figura 5.11: Janela de configurac¸a˜o do Linux
Compilac¸a˜o
Apo´s guardar as configurac¸o˜es feitas anteriormente, iniciou-se o processo de compilac¸a˜o
atrave´s do comando:
$make ARCH=arm CROSS_COMPILE=arm-none-linux-gnueabi- zImage
Neste momento sera˜o mostradas, na consola, inu´meras mensagens de compilac¸a˜o. As seguin-
tes mensagens sera˜o mostradas apo´s a conclusa˜o do processo de compilac¸a˜o:
Kernel: arch/arm/boot/Image is ready
SHIPPED arch/arm/boot/compressed/lib1funcs.S
AS arch/arm/boot/compressed/lib1funcs.o
LD arch/arm/boot/compressed/vmlinux
OBJCOPY arch/arm/boot/zImage
Kernel: arch/arm/boot/zImage is ready
A imagem do Kernel a ser ”gravada”na memo´ria Flash do sistema pode ser encontrada no
direto´rio arch/arm/boot/zImage.
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5.2.2 Sistema de ficheiros
Neste ponto sera´ discutida a implementac¸a˜o do Sistema de Ficheiros Ra´ız. Este passo envolve
escolher os diferentes ficheiros e junta´-los por forma a que todo o sistema seja coerente e
funcional.
Busybox
Foi utilizada a ferramenta Busybox, introduzida anteriormente, no desenvolvimento do sis-
tema de ficheiros.
O primeiro passo foi descarregar o Busybox 1.20.2 (dispon´ıvel em http://www.busybox.net/)
e criar o direto´rio busybox-1.20.2. De seguida procedeu-se a` configurac¸a˜o do mesmo, ace-
dida atrave´s do comando
$make ARCH=arm menuconfig
A u´nica alterac¸a˜o na configurac¸a˜o do Busybox foi a selec¸a˜o da opc¸a˜o Build Busybox as a
static binary, que inclui todas as bibliotecas necessa´rias na imagem final do Busybox, o que
resulta numa operac¸a˜o mais ra´pida do que no caso em que as bibliotecas fossem partilhadas,
apesar de resultar num ficheiro de maior dimensa˜o.
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Figura 5.12: Menu de configurac¸a˜o do Busybox com a opc¸a˜o Build Busybox as a static
binary selecionada.
Apo´s a configurac¸a˜o, o processo de compilac¸a˜o foi desencadeado atrave´s do comando
$make ARCH=arm CROSS COMPILE=arm-none-linux-gnueabi- install
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Resultante do processo de compilac¸a˜o, um novo direto´rio foi criado, o direto´rio install.
Este direto´rio e´ o ponto de partida para o sistema de ficheiros. A sua estrutura ainda e´ muito
reduzida, contendo apenas treˆs direto´rios (/bin, /sbin e /usr) e o ficheiro linuxrc.
A construc¸a˜o do restante do sistema de ficheiros foi efetuada seguindo as recomendac¸o˜es
do FHS e reutilizando algumas das partes constituintes do sistema de ficheiros disponibi-
lizado pelo fabricante FriendlyArm. De uma forma gene´rica, foram copiadas as bibliotecas
necessa´rias (encontradas no direto´rio lib/ da toolchain) para o direto´rio /lib do sistema de
ficheiros, criados os scripts ou ficheiros de inicializac¸a˜o utilizados no arranque do sistema,
criados todos os direto´rios restantes necessa´rios para o funcionamento do sistema, como por
exemplo os direto´rios /proc ou /temp e adicionados dois novos no´s de dispositivo, o /dev/null
e o /dev/console, necessa´rios por todos os sistemas Linux. A Figura 5.13 apresenta o resul-
tado final do sistema de ficheiros, onde apenas sa˜o mostrados os direto´rios constituintes do
mesmo.
bin/ 
dev/ 
etc/ 
lib/ 
mnt/ 
opt/ 
proc/ 
root/ 
sbin/ 
/ 
sdcard/ 
sys/ 
tmp/ 
usr/ 
var/ 
init.d/ 
log/ 
bin/ 
lib/ 
sbin/ 
Figura 5.13: Sistema de ficheiros final.
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Como referido anteriormente, no decorrer do processo de inicializac¸a˜o, o Busybox executa
comandos do script presente em /etc/init.d/rcS. Este script foi desenvolvido por forma a
que no arranque do sistema, sejam executados os seguintes passos: primeiro, sa˜o montados
diferentes sistemas de ficheiros, como por exemplo, o proc file system, montado no direto´rio
/proc e que e´ utilizado por muitas aplicac¸o˜es para obterem informac¸o˜es do sistema e o sysfs
file system, montado no direto´rio /sys. Depois, o direto´rio /dev e´ preenchido com todos
os no´s de dispositivos que foram criados no processo de arranque do sistema. E´ adicionado
um comando que informa o Kernel a executar o comando /sbin/mdev toda a vez que seja
adicionado ou removido um dispositivo do sistema, fazendo com que o correspondente no´ do
dispositivo seja, respetivamente, inserido ou removido. De seguida, e´ lanc¸ado um logger do
sistema (syslogd), com o objetivo de capturar problemas no arranque do sistema ou mensa-
gens de erro do Kernel e definida a hora do sistema atrave´s do comando /sbin/hwclock -s.
Antes de iniciar a shell do Linux, e´ lanc¸ado o inetd, responsa´vel por fazer a gesta˜o de servic¸os
de internet nas diferentes interfaces de rede instaladas. O u´ltimo comando presente no script
(busybox sh) inicia o shell e apresenta a mensagem ”Please press Enter to activate
this console.”na consola. De notar que poderia ser iniciado outro programa em vez do
shell.
Apo´s a conclusa˜o do sistema de ficheiros, o direto´rio install/ foi convertido para uma ima-
gem do sistema de ficheiros Unsorted Block Image File System (UBIFS), atrave´s do comando
$ mkubimage-mlc2 install/ rootfs.ubi, que posteriormente sera´ ”gravada”na memo´ria
Flash do Tiny6410 Core.
5.2.3 dsPIC Firmware
Sempre que e´ necessa´rio trocar informac¸a˜o entre o Tiny6410 Core (dispositivo Master no
barramento SPI ) e o microcontrolador (Slave), a aplicac¸a˜o desenvolvida do lado do Mas-
ter encapsula uma mensagem e envia-a, atrave´s de uma escrita no Character Device File
correspondente ao barramento SPI. O firmware desenvolvido para o microcontrolador tem
como principal objetivo fazer o encaminhamento dessa mensagem para o respetivo perife´rico:
um segundo barramento SPI, responsa´vel por comunicar com o mo´dulo IEEE 802.15.4, ou
o mo´dulo CAN. Este encaminhamento e´ baseado no primeiro cara´cter recebido: caso seja
o cara´cter ’0’, a mensagem e´ reencaminhada para o mo´dulo IEEE 802.15.4. Caso seja o
cara´cter ’1’, e´ reencaminhada para o mo´dulo CAN. Para atingir este objetivo, foi utilizado
o controlador Direct Memory Access (DMA).
O controlador DMA e´ um subsistema do microcontrolador que facilita a transfereˆncia de
dados entre alguns perife´ricos e a memo´ria RAM, independentemente, sem a intervenc¸a˜o do
CPU. Sem o DMA, o CPU ao fazer uma leitura/escrita na memo´ria, ficaria totalmente ocu-
pado e indispon´ıvel para realizar outras tarefas. Com o DMA, o CPU inicia a transfereˆncia
e executa outras tarefas, esperando uma interrupc¸a˜o a sinalizar o fim da escrita/leitura. A
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Figura 5.14 apresenta o controlador DMA num sistema computacional.
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38.1  INTRODUCTION
The Direct Memory Access (DMA) controller is an important subsystem in Microchip's 
high-performance 16-bit Digital Signal Controller (DSC) families. This subsystem facilitates the 
transfer of data between the CPU and its peripheral without CPU assistance. The 
dsPIC33F/PIC24H DMA controller is optimized for high-performance, real-time, embedded 
applications, where determinism and system latency are priorities.
The DMA controller transfers data between peripheral data registers and data space SRAM. The 
dsPIC33F/PIC24H DMA subsystem uses Dual Port SRAM (DPSRAM) memory and register 
structures that allow the DMA to operate across its own, independent address and data buses 
with no impact on CPU operation. This architecture eliminates the need for cycle stealing, which 
halts the CPU when a higher priority DMA transfer is requested. Both the CPU and DMA 
controller can write and read to/from addresses within data space without interference, such as 
CPU stalls, resulting in maximized, real-time performance. Alternately, DMA operation and data 
transfer to/from the memory and peripherals are not impacted by CPU processing. For example, 
when a Run-Time Self-Programming (RTSP) operation is performed, the CPU does not execute 
any instructions until RTSP is finished. This condition, however, does not impact data transfer 
to/from memory and the peripherals. Figure 38-1 illustrates the DMA setup. 
Figure 38-1: DMA Controller
Note: This family reference manual section is meant to serve as a complement to device 
data sheets. Depending on the device variant, this manual section may not apply to 
all dsPIC33F/PIC24H devices.
Please consult the note at the beginning of the “Direct Memory Access (DMA)”
chapter in the current device data sheet to check whether this document supports 
the device you are using.
Device data sheets and family reference manual sections are available for 
download from the Microchip Worldwide Web site at: http://www.microchip.com
DMA CPU
DPSRAM
Peripheral
Figura 5.14: Controlador de DMA [25]
Neste projeto, o controlador DMA foi configurado para operar em modo Ping-Pong (Fi-
gura 5.15). Neste modo, sa˜o utilizados dois buffers de dados e, enquanto o processador
processa os dados de um, o outro esta´ a ser preenchido pelo DMA. O processador e´ infor-
mado pelo controlador DMA, atrave´s de interrupc¸a˜o, quando um dos buffers esta´ cheio e
pode ser processado.
© 2007-2012 Microchip Technology Inc. DS70215C-page 38-39
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Figure 38-17: Repetitive Data Transfer in Ping-Pong Mode
Example 38-11: Code for DCI and DMA with Continuous Ping-Pong Operation
&_DMA_BASE
Transfer #1
Transfer #2
Transfer #3
Transfer #n
CO
UN
T+
+
&_DMA_BASE+DMAxSTA
COUNT = 0
COUNT = DMAxCNT+1
CPU Block Transfer
Complete IRQ
Transfer #1
Transfer #2
Transfer #3
Transfer #n
CO
UN
T+
+
&_DMA_BASE+DMAxSTB
COUNT = DMAxCNT+1
CPU Block Transfer Complete IRQ
Buffer A (Primary)
Buffer B (Secondary)
Set up DCI for RX and TX:
#define FCY 40000000
#define FS 48000
#define FCSCK 64*FS
#define BCGVAL (FCY/(2*FS))-1
DCICON1bits.CSCKD = 0; // Serial Bit Clock (CSCK pin) is output
DCICON1bits.CSCKE = 0; // Data sampled on falling edge of CSCK
DCICON1bits.COFSD = 0; // Frame Sync Signal is output
DCICON1bits.UNFM = 0; // Transmit '0's on a transmit underflow
DCICON1bits.CSDOM = 0; // CSDO pin drives '0's during disabled TX time slots
DCICON1bits.DJST = 0; // TX/RX starts 1 serial clock cycle after frame sync pulse
DCICON1bits.COFSM = 1; // Frame Sync Signal set up for I2S mode
DCICON2bits.BLEN = 0; // One data word will be buffered between interrupts
DCICON2bits.COFSG = 1; // Data frame has 2 words: LEFT & RIGHT samples
DCICON2bits.WS = 15; // Data word size is 16 bits
DCICON3 = BCG_VAL;// Set up CSCK Bit Clock Frequency
TSCONbits.TSE0 = 1;    // Transmit on Time Slot 0
TSCONbits.TSE1 = 1;    // Transmit on Time Slot 1
RSCONbits.RSE0 = 1;    // Receive on Time Slot 0
RSCONbits.RSE1 = 1;    // Receive on Time Slot 1
Set up DMA Channel 0 for Transmit in Continuous Ping-Pong mode:
unsigned int TxBufferA[16] __attribute__((space(dma)));
unsigned int TxBufferB[16] __attribute__((space(dma)));
DMA0CON = 0x2002; // Ping-Pong, Continous, Post-Increment, RAM-to-Peripheral
DMA0CNT = 15; // 15 DMA requests
DMA0REQ = 0x003C; // Select DCI as DMA Request source
Figura 5.15: Modo Ping-Pong [25]
O restante firmware utilizado, nomeadamente o de interface com o mo´dulo de comunicac¸a˜o
IEEE 802.15.4 e CAN, foi implementado atrave´s das bibliotecas existentes na empresa Micro
I/O.
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5.3 Testes do sistema
Nas secc¸o˜es seguintes, sera˜o apresentados os testes efetuados ao sistema, por forma a verificar
o seu correto funcionamento.
5.3.1 Instalac¸a˜o do Kernel e Sistema de Ficheiros
Foi formatado um carta˜o microSD como descrito no Anexo A e foram colocados, nos respetivos
direto´rios, os ficheiros resultantes da compilac¸a˜o do Kernel e do sistema de ficheiros (descritos
anteriormente). O ficheiro FriendlyArm.ini foi apagado e definido como:
#This line cannot be removed. by FriendlyARM(www.arm9.net)
CheckOneButtons=No
Action=install
OS=Linux
VerifyNandWrite=No
StatusType = LED
#################### Linux #####################
Linux-BootLoader = superboot-6410.bin
Linux-Kernel = Linux/zImage
########## RUN
#Linux-CommandLine = root=/dev/mtdblock2 rootfstype=yaffs2 init=/linuxrc
console=ttySAC0,115200
#Linux-RootFs-RunImage = Linux/rootfs.ext3
########## INSTALL
Linux-CommandLine = root=ubi0:FriendlyARM-root ubi.mtd=2 rootfstype=ubifs
init=/linuxrc console=ttySAC0,115200
Linux-RootFs-InstallImage = Linux/rootfs.ubi
O carta˜o foi enta˜o inserido no respectivo socket da IHM e o interruptor S26 foi posicionado
para "1 - SD BOOT" (Ver Figura 5.7). Ao ligar o sistema, o led 4 comec¸ou a piscar, indicando
que a instalac¸a˜o foi iniciada. Segundos depois, os leds comec¸aram a piscar sequencialmente
indicando uma instalac¸a˜o completa.
Foi enta˜o reiniciado o sistema, reposicionando antes o interruptor S2 para a posic¸a˜o "2 -
NAND". No final do arranque do sistema, um conjunto de mensagens de estado foi mostrado no
ecra˜ sendo a u´ltima delas a esperada mensagem "Please press Enter to activate this
console" (Figura 5.16).
6Este interruptor seleciona o me´todo de arranque do sistema
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Figura 5.16: Captura do ecra˜ inicial do sistema
5.3.2 Dispositivos
No ficheiro FriendlyArm.ini foi passado o paraˆmetro console=ttySAC0,115200, indicando
ao Kernel que a consola estara´ dispon´ıvel na porta se´rie ttySAC0 com um baudrate igual
a 115200 bps. Isto significa que e´ poss´ıvel aceder ao sistema de ficheiros atrave´s desta
porta se´rie. Abaixo e´ apesentado o conteu´do do direto´rio /dev que conte´m todos os no´s
dos dispositivos instalados no arranque do Kernel.
/dev # ls
backlight ptyp2 tty24 tty6
buzzer0 ptyp3 tty25 tty60
console ptyp4 tty26 tty61
cpu_dma_latency ptyp5 tty27 tty62
device ptyp6 tty28 tty63
fb0 ptyp7 tty29 tty7
fb1 ptyp8 tty3 tty8
fb2 ptyp9 tty30 tty9
fb3 ptypa tty31 ttySAC0
full ptypb tty32 ttySAC1
i2c ptypc tty33 ttySAC2
input ptypd tty34 ttySAC3
kmsg ptype tty35 ttyp0
ledsCore0 ptypf tty36 ttyp1
ledsCore1 random tty37 ttyp2
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ledsCore2 rtc tty38 ttyp3
ledsCore3 rtc0 tty39 ttyp4
log sdcard tty4 ttyp5
loop spidev0.0 tty40 ttyp6
mem spidev1.0 tty41 ttyp7
mmcblk0 touchscreen tty42 ttyp8
mtd0 tty tty43 ttyp9
mtd0ro tty0 tty44 ttypa
mtd1 tty1 tty45 ttypb
mtd1ro tty10 tty46 ttypc
mtd2 tty11 tty47 ttypd
mtd2ro tty12 tty48 ttype
mtdblock0 tty13 tty49 ttypf
mtdblock1 tty14 tty5 ubi0
mtdblock2 tty15 tty50 ubi0_0
network_latency tty16 tty51 ubi_ctrl
network_throughput tty17 tty52 urandom
null tty18 tty53 usbdev1.1
ppp tty19 tty54 vcs
psaux tty2 tty55 vcs1
ptmx tty20 tty56 vcsa
pts tty21 tty57 vcsa1
ptyp0 tty22 tty58 watchdog
ptyp1 tty23 tty59 zero
De realc¸ar a presenc¸a dos no´s de dispositivo ttySAC0 e ttySAC1, correspondentes a`s duas
portas se´rie utilizadas neste sistema, dos no´s ledsCore0, ledsCore1, ledsCore2 e ledsCore3,
correspondentes aos 4 leds do Tiny6410 Core, do no´ buzzer0 correspondente ao Buzzer e dos
no´s spidev0.0 e spidev1.0 correspondentes ao barramento SPI. Estes u´ltimos foram alvo de
modificac¸a˜o e/ou desenvolvimento nesta Dissertac¸a˜o e, consequentemente, foram submetidos
a testes.
Leds
Foi desenvolvida uma aplicac¸a˜o na linguagem C que permite interagir com os leds do Tiny6410
Core por forma a testar o seu funcionamento.
A Figura 5.17 apresenta o menu dessa aplicac¸a˜o. Por defeito, o controlo e´ feito no no´
/dev/ledsCore0, podendo ser alterado executando a opc¸a˜o 3. E´ poss´ıvel ligar ou desli-
gar cada um dos leds individualmente ou em conjunto. Todos os leds foram testados com
sucesso.
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Figura 5.17: Aplicac¸a˜o de teste para os leds do Tiny6410 Core
Buzzer
Foi desenvolvida uma aplicac¸a˜o na linguagem C que permite interagir com o Buzzer por
forma a testar o seu funcionamento. A Figura 5.18 apresenta o menu dessa aplicac¸a˜o. O seu
funcionamento e´ muito simples, onde e´ poss´ıvel apenas ligar ou desligar o Buzzer, sendo o
mesmo testado com sucesso.
Figura 5.18: Aplicac¸a˜o de teste para buzzer
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SPI
A Figura 5.19 apresenta o resultado do teste ao barramento SPI. Foi utilizado um oscilosco´pio
de 4 canais, com analizador do protocolo SPI, onde cada um dos canais foi ligado aos 4 pontos
de teste: SPI MISO, SPI MOSI SPI CLK e SPI CS.
A vermelho temos representado o sinal Chip Select (SPI CS), a azul o sinal de relo´gio (SPI CLK)
e a rosa o sinal de dados (SPI MOSI).
Atrave´s do comando $echo abcd > /dev/spidev1.0, foi enviado o conjunto de caracteres
’abcd’ seguido do cara´ter especial ASCII, New Line. Em hexadecimal, estes caracteres sa˜o
representados pela sequeˆncia 0x61 0x62 0x63 0x64 0x0A, precisamente a mesma sequeˆncia
capturada pelo oscilosco´pio, confirmando o correto funcionamento do barramento SPI.
Figura 5.19: Captura efetuada pelo oscilosco´pio do barramento SPI
MRF24J40MA
O mo´dulo de comunicac¸a˜o MRF24J40MA foi testado apo´s o sucesso do teste do barramento
SPI. Para isso, foi enviada a sequeˆncia de cara´teres "12345678" atrave´s do Tiny6410 Core
para o barramento (utilizando o comando $echo -n 012345678 > /dev/spidev1.0). Esta
mensagem foi recebida e processada pelo microcontrolador e reencaminhada para o mo´dulo
MRF24J40MA (o primeiro cara´cter recebido foi o ’0’). A trama emitida para o meio, foi
observada atrave´s da ferramenta Zena da Microchip (Figura 5.20). O campo Payload conte´m
a sequeˆncia de nu´meros enviada, representada em ASCII pela sequeˆncia 0x30 0x31 0x32
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0x33 0x34 0x35 0x36 0x37 0x38.
Figura 5.20: Captura efetuada pelo Zena
Ethernet
Para testar a interface Ethernet foi executado o comando ping num terminal remoto. Um
dos ficheiros presentes no direto´rio /etc, o eth0-config, chamado pelo script de inicializac¸a˜o
init.d/rcS, conte´m as definic¸o˜es da configurac¸a˜o da rede. O IP atribu´ıdo ao sistema foi o
192.168.1.230. Foi executado enta˜o o comando $ping 192.168.1.230 e foram retornadas
as seguintes linhas presentes na Figura 5.21, indicando que a interface Ethernet esta´ acess´ıvel
e funcional.
Figura 5.21: Resultado do comando $ping 192.168.1.230
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5.4 Interface gra´fica
As soluc¸o˜es gra´ficas em Linux embutido sa˜o baseadas no conceito de frame buffer, que e´ uma
camada de abstrac¸a˜o entre os controladores gra´ficos e as aplicac¸o˜es ou bibliotecas. Uma des-
sas bibliotecas e´ o Qt, que e´ uma framework multiplataforma utilizada no desenvolvimento
de aplicac¸o˜es gra´ficas.
O primeiro passo foi descarregar as bibliotecas do Qt, que podem ser encontradas em
http://get.qt.nokia.com/qt/source/qt-everywhere-opensource-src-4.8.1.tar.gz
para a plataforma ARM. Para configurar e preparar as mesmas para a compilac¸a˜o, foi execu-
tado o seguinte comando:
$ ./configure -opensource -confirm-license -embedded arm -xplatform
qws/arm-none-linux-gnueabi-g++ -little-endian -qt-zlib -qt-libtiff
-qt-libpng -qt-libmng -qt-libjpeg -prefix /usr/local/qt-arm
Esta configurac¸a˜o ira´ preparar o Qt para ser compilado para um sistema ARM little-endian,
cujo cross-compiler tem o prefixo arm-none-linux-gnueabi-. Para compilar e instalar as
bibliotecas foram executados os comandos $make e $sudo make install. O passo seguinte
foi copiar todas as bibliotecas compiladas para o sistema de ficheiros da IHM, para a loca-
lizac¸a˜o /usr/local/Qt.
Para testar se todo o processo foi conclu´ıdo com eˆxito, foi executada a aplicac¸a˜o
/usr/local/Qt/examples/qws/framebuffer/framebuffer. Esta aplicac¸a˜o ira´ mostrar no
ecra˜ treˆs quadrados: um vermelho, um verde e um azul (Figura 5.22).
Figura 5.22: Teste a` instalac¸a˜o do Qt
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As bibliotecas compiladas ja´ incluem uma biblioteca para fazer de interface com o touchscreen.
Para configurar a interface de touchscreen, foi criado o ficheiro ts.conf no direto´rio /etc com
as seguintes linhas:
module_raw input
module pthres pmin=1
module variance delta=30
module dejitter delta=10000
module linear
e adicionadas ao script de inicializac¸a˜o /etc/init.d/rcS os comandos seguites:
QTDIR=/usr/local/Qt
export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:/usr/local/Qt/lib
export TSLIB_CALIBFILE=/etc/pointercal
export TSLIB_CONFFILE=/etc/ts.conf
export TSLIB_PLUGINDIR=/usr/lib/ts
export TSLIB_CONSOLEDEVICE=none
export TSLIB_FBDEVICE=/dev/fb0
export TSLIB_TSDEVICE=/dev/touchscreen
export TSLIB_TSEVENTTYPE=INPUT
export QWS_SIZE=800x480
export QWS_DISPLAY=LinuxFb:mmWidth=175:mmHeight=175
Finalmente, o passo seguinte foi calibrar o touchscreen atrave´s de uma aplicac¸a˜o disponibili-
zada, lanc¸ada atrave´s do comando $ts calibrate (Figura 5.23).
Figura 5.23: Aplicac¸a˜o para calibrac¸a˜o do touchscreen
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Com isto e´ finalizado todo o processo de desenvolvimento da Interface Homem-Ma´quina,
encontrando-se a mesma testada e funcional. Assim, qualquer desenvolvimento adicional,
centrar-se-a´ na camada das aplicac¸o˜es do utilizador, como sera´ o caso do projeto UNISOL,
introduzido no cap´ıtulo seguinte.
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Cap´ıtulo 6
O projeto UNISOL
6.1 Enquadramento
Apoiado pelo Quadro de Refereˆncia Estrate´gico Nacional (QREN), o projeto UNISOL tem
por objetivo desenvolver um conjunto integrado de atividades de Investigac¸a˜o e Desenvolvi-
mento que permitam conceber um sistema universal e inovador, auto´nomo e inteligente, de
gesta˜o e acumulac¸a˜o de energia solar te´rmica que pode utilizar praticamente qualquer coletor
solar existente no mercado.
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R
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3
2
 
ST 
Figura 6.1: Arquitetura concetual de sensores e atuadores do sistema
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Este sistema destina-se ao pre´-aquecimento de a´guas sanita´rias e/ou aquecimento ambi-
ente. O projeto apresenta princ´ıpios de universalidade e de integrac¸a˜o interior e exterior
nos edif´ıcios, princ´ıpios estes resultantes da aplicac¸a˜o do sistema registado num Modelo de
Utilidade Portugueˆs. Apresenta tambe´m um circuito permutador de duplo sentido, ja´ objeto
de um pedido de Patente Portuguesa e um sistema de controladores modulares auto´nomos
e integra´veis. Este projeto foi inclu´ıdo na Task 39 da SHC - "Solar Heating and Cooling
Programme" da Ageˆncia Internacional da Energia como demonstrador da utilizac¸a˜o de mate-
riais polime´ricos em sistemas solares te´rmicos. A Figura 6.1 apresenta a arquitetura concetual
de sensores e atuadores do sistema para o pre´-aquecimento de a´guas sanita´rias e aquecimento
ambiente do projeto UNISOL.
6.2 Simulador
O trabalho desta Dissertac¸a˜o foi desenvolvido em paralelo com o projeto UNISOL, o que
originou a necessidade de desenvolver uma aplicac¸a˜o que simulasse um sistema de acordo
com os requisitos do mesmo. A Figura 6.2 apresenta o conjunto de subsistemas utilizados na
simulac¸a˜o.
Interface 
Homem-Máquina 
Painel Solar 
     Sensor Temp. Exterior 
     Sensor Temp. Painel 
     Sensor Temp. Água Painel 
     Válvula PS 
     Bomba PS 
RS-232 
Tanque Central 
     Sensor Temp. Tanque 
     Sensor Temp. Água Fria 
     Bomba Água Fria   
     Bomba Geral Divisões 
Quarto 2 
     Sensor Temp. Q2 
     Válvula Q2 
Sala de Estar 
     Sensor Temp. SE 
     Válvula SE 
Quarto 1 
     Sensor Temp. Q1 
     Válvula Q1 
Figura 6.2: Subsistemas da simulac¸a˜o.
6.2.1 Placa controladora (Simulac¸a˜o PC)
Foi desenvolvida uma aplicac¸a˜o gra´fica, utilizando o IDE NetBeans, na linguagem Java, que
simula o conjunto de subsistemas apresentados na Figura 6.2. O objetivo desta aplicac¸a˜o e´
fornecer a` Interface Homem-Ma´quina os valores dos diversos sensores de temperatura ou o es-
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tado das va´lvulas e das bombas de a´gua. Estas varia´veis sa˜o enviadas sempre que solicitadas,
ou seja, funciona num mecanismo de pergunta/resposta. A Figura 6.3 apresenta a interface
gra´fica da aplicac¸a˜o de simulac¸a˜o.
Figura 6.3: Interface gra´fica da aplicac¸a˜o de simulac¸a˜o.
6.2.2 Aplicac¸a˜o da Interface Homem-Ma´quina
Foi desenvolvida uma interface gra´fica amiga´vel capaz de visualizar o valor dos diversos sen-
sores de temperatura e o estado das va´lvulas e das bombas de a´gua. Esta interface possui
cinco janelas: a primeira janela (Figura 6.4) apresenta o tanque central de a´gua, a segunda
apresenta o painel solar (Figura 6.5) e as restantes treˆs (por exemplo, a Figura 6.6 apresenta
a divisa˜o Sala de Estar) correspondem a uma divisa˜o diferente da casa.
77
Figura 6.4: Separador Tanque Central da Interface Homem-Ma´quina
Figura 6.5: Separador Painel Solar da Interface Homem-Ma´quina
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Figura 6.6: Separador Sala de Estar da Interface Homem-Ma´quina
Podemos observar que os valores da temperatura ou o estado das bombas/va´lvulas de a´gua
esta˜o de acordo com a aplicac¸a˜o de simulac¸a˜o (Figura 6.3).
O utilizador ale´m de visualizar o estado destas varia´veis, pode tambe´m definir dois paraˆmetros
do sistema, nomeadamente, ligar/desligar o aquecimento numa divisa˜o ou a temperatura de-
sejada, caso pretenda o aquecimento ligado. Pela Figura 6.6, observa-se que o sistema de
aquecimento esta´ ligado (o bota˜o respetivo apresenta o texto "Desligar". Caso estivesse
desligado, apresentaria o texto "Ligar") e a temperatura foi definida para 24 oC. O piso
apresenta 22 oC de temperatura, pois o sistema ainda na˜o atingiu a temperatura definida.
Estrutura da aplicac¸a˜o
Esta aplicac¸a˜o foi desenvolvida em Qt. Um dos mecanismos distintos do Qt e´ o uso dos
Signals and Slots, que sa˜o utilizados para comunicar entre objetos. Sempre que ocorre um
evento em particular, e´ emitido um Signal e e´ chamado, em resposta, o Slot que estiver ligado
a esse Signal. Um determinado Signal pode causar a execuc¸a˜o de va´rios Slots e um Slot, em
particular, pode ser executado devido a` emissa˜o de diferentes Signals.
A Figura 6.7 apresenta o diagrama de Signals and Slots desta aplicac¸a˜o, assim como as prin-
cipais Threads da mesma.
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parseSerialData_SLOT(QByteArray, int) 
communicationError_SLOT() 
touchscreenTimoeout_SLOT(bool) 
highPriorityFrame_SIGNAL(QString) 
highPriorityFrame_SLOT(QString) 
ackFrameReceived_SLOT(bool) 
ackFrameTimoeout_SLOT() 
touchscreenData_SLOT(bool) 
touchscreenTimeout_SIGNAL(bool) 
touchscreenTimeout_SLOT() 
serialPortDataReady_SIGNAL(QByteArray, int) 
ackFrameReceived_SIGNAL(bool) 
touchscreenData_SIGNAL(bool) 
timeout () 
timeout () 
communicationError_SIGNAL() 
WriteSerialPort_THREAD 
MainWindow_THREAD 
ReadSerialPort_THREAD 
Touchscreen_THREAD 
AckFrameClock_THREAD 
TouchscreenClock_THREAD 
Figura 6.7: Diagrama de Signals and Slots da aplicac¸a˜o gra´fica.
Sendo utilizada uma estrutura de pergunta/resposta como mecanismo de comunicac¸a˜o, esta
aplicac¸a˜o inicia-se enviando tramas com comandos pre´-definidos (introduzidos na pro´xima
secc¸a˜o), esperando pela correta resposta da aplicac¸a˜o de simulac¸a˜o. Se tal acontecer, sera´
enviada a trama seguinte e assim sucessivamente. Caso contra´rio, sera´ sempre reenviada a
mesma trama ate´ o sistema decidir que houve um erro na comunicac¸a˜o.
A WriteSerialPort Thread e´ responsa´vel por fazer a gesta˜o do envio das tramas. Sempre que
envia uma trama, inicia um relo´gio (que corre na AckFrameClock Thread) e aguarda o Signal
ackFrameReceived Signal(bool) para decidir se envia a pro´xima trama ou reenvia a mesma.
Este Signal sera´ emitido pela ReadSerialPort Thread ao ser recebida uma trama de resposta
e apo´s ser realizado um conjunto de operac¸o˜es para determinar se esta esta´ consistente e
de acordo com as regras do protocolo de comunicac¸a˜o. Caso esteja de acordo, o paraˆmetro
bool sera´ enviado como verdadeiro (True), o que causara´ o envio da trama seguinte. Caso
contra´rio, sera´ enviado a falso (False) e a trama anterior sera´ reenviada ate´ que o relo´gio
emita o Signal timeout. Neste ponto, o sistema decide que existem problemas no canal
de comunicac¸a˜o e a WriteSerialPort Thread emite o Signal communicationError Signal().
Outro Signal emitido pela ReadSerialPort Thread, no caso de ter recebido uma trama correta,
e´ o serialPortDataReady Signal(QByteArray, int).
Tendo em considerac¸a˜o este contexto, os Signals communicationError Signal() e
serialPortDataRead Signal(QByteArray, int) ira˜o disparar a execuc¸a˜o de dois Slots de-
finidos na MainWindow Thread : o Slot parseSerialData Slot(QByteArray, int) e o Slot
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communicationError_SLOT(QByteArray,int). O primeiro analisara´ a trama recebida e atu-
alizara´ os widgets da aplicac¸a˜o gra´fica de acordo com os valores recebidos. O segundo desa-
tivara´ a janela gra´fica principal e exibira´ uma janela gra´fica secunda´ria com uma mensagem
de erro a informar que existe um problema na comunicac¸a˜o. Os Signals e Slots associados
ao touchscreen foram implementados para fazer uma gesta˜o energe´tica do backligth, ou seja,
caso o utilizador na˜o esteja a utilizar o sistema (carregando no touchscreen), este desliga-se
apo´s um per´ıodo previamente pre´-definido.
O mecanismo de comunicac¸a˜o deste sistema esta´ continuamente e de forma c´ıclica a enviar
um conjunto de tramas pre´-definidas (introduzidas na secc¸a˜o seguinte) em memo´ria, denomi-
nadas tramas de prioridade normal. No entanto, e´ necessa´rio, por vezes, enviar tramas que
requerem tratamento imediato (tramas de prioridade alta). Estas tramas sa˜o despoletadas
pela interac¸a˜o do utilizador com o sistema, nomeadamente nos momentos em que pretende
ligar/desligar o sistema ou definir uma temperatura. A MainWindow Thread emite assim
o Signal highPriorityFrame Signal(QString), informando a WriteSerialPort Thread da
existeˆncia de uma trama priorita´ria para envio.
6.2.3 Protocolo de comunicac¸a˜o
Foi estabelecido um conjunto de regras na comunicac¸a˜o entre a Interface Homem-Ma´quina
e o sistema computacional onde esta´ a ser executada a aplicac¸a˜o de simulac¸a˜o do sistema
UNISOL. Estas regras resumem-se essencialmente numa trama de dados, que se distingue
por um campo de comando que identifica qual a ac¸a˜o a ser tomada. A Figura 6.8 apresenta
o formato geral da trama utilizada no protocolo de comunicac¸a˜o.
VT 
Size_H 
VT 
Payload 
VT 
CHK_H 
STX 
Size_L Cmd_H Cmd_L 
Data 
CHK_H 
VT 
Size Checksum 
ETX 
Figura 6.8: Formato geral da trama do protocolo de comunicac¸a˜o.
Todas as tramas sa˜o iniciadas pelo cara´ter especial ascii STX (Start of Text), seguido do
campo Size, representado pelos bytes Size H e Size L, que indica o tamanho, em bytes, do
campo Data. Este e´ composto pelo comando, representado pelos bytes Cmd H e Cmd L, e pelo
payload. O payload na˜o tem tamanho fixo e transporta dados espec´ıficos de cada comando. O
campo Checksum, representado pelos bytes CHK H e CHK L, e´ formado pela func¸a˜o lo´gica Ou-
exclusivo (XOR) de todos os bytes do campo Data. Finalmente a trama termina com o cara´ter
especial ascii ETX (End of Text). Entre cada campo da trama, foi inserido o cara´ter especial
ascii VT (Vertical Tab), para facilitar o processamento da trama. A Tabela 6.1 apresenta os
comandos definidos para o protocolo de comunicac¸a˜o.
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Comando Descric¸a˜o
SS - System Status Verificar se o aquecimento de cada divisa˜o esta´ ligado/des-
ligado
PS - Pump Status Verificar o estado das bombas de a´gua
VS - Valve Status Verificar o estado das va´lvulas de a´gua
GT - Get Temperatures Adquirir o valor das diferentes temperaturas
ST - Set Temperature Definir a temperatura do sistema de aquecimento de uma
determinada divisa˜o da casa
RS - Room Set Ligar/Desligar o sistema de aquecimento de uma determi-
nada divisa˜o da casa
Tabela 6.1: Comandos utilizados no protocolo de comunicac¸a˜o.
Esta simulac¸a˜o deu uma ideia geral do funcionamento da Interface Homem-Ma´quina como
parte de um sistema de controlo. Apo´s a sua conclusa˜o, o sistema real de controlo do projeto
UNISOL entrou em fase de testes, onde esta mesma IHM foi integrada e passou a recolher in-
formac¸a˜o de alguns dos sensores, bombas e va´lvulas instalados. Para tal, foi desenvolvida uma
nova aplicac¸a˜o gra´fica de teste utilizando o mesmo protocolo de comunicac¸a˜o anteriormente
descrito. A Figura 6.9 apresenta a interface gra´fica desenvolvida1.
Figura 6.9: Formato geral da trama do protocolo de comunicac¸a˜o.
Neste momento todo o sistema encontra-se em fase de testes, funcional, revelando-se robusto
e fia´vel na sua implementac¸a˜o.
1De notar que na˜o esta´ presente informac¸a˜o, pois no momento da captura da imagem, a IHM na˜o estava
ligada ao sistema controlador.
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Cap´ıtulo 7
Concluso˜es e Trabalho Futuro
Este cap´ıtulo finaliza esta Dissertac¸a˜o e sa˜o apresentadas, numa primeira secc¸a˜o, as principais
concluso˜es a retirar do trabalho efetuado. Na segunda secc¸a˜o, sa˜o discutidos alguns pontos
de trabalho futuro.
7.1 Concluso˜es
O trabalho desenvolvido nesta Dissertac¸a˜o focou-se no desenvolvimento de uma plataforma
computacional, capaz de suportar um sistema operativo baseado em Unix, que fara´ de inter-
face entre o utilizador e o sistema de controlo.
Numa primeira fase, foi efetuado o estudo de uma plataforma de desenvolvimento com cara-
ter´ısticas semelhantes (FriendlyArm Tiny6410 ) ao pretendido, executando um sistema ope-
rativo baseado em Unix, o Linux 2.6.38. Este estudo foi uma mais valia na compreensa˜o do
funcionamento de um Sistema Embutido Linux. Com ele, foram retiradas concluso˜es quer a
n´ıvel de hardware, como por exemplo, que interfaces utilizar e a sua integrac¸a˜o no sistema,
quer a n´ıvel de software, no que tocou a desenvolvimento de device drivers espec´ıficos para
os mo´dulos adicionais implementados (Buzzer e Leds), entre outras.
Foram especificados todos os requisitos do sistema e da sua arquitetura e desenvolvida uma
Printed Circuit Board com todos os perife´ricos necessa´rios para satisfazer os mesmos, capaz
de integrar o Tiny6410 Core. Esta nova plataforma possui toda a versatilidade necessa´ria
para servir de ponto de partida para um sistema computacional.
Todo o software necessa´rio foi devidamente instalado (Linux Kernel, Sistema de Ficheiros e
aplicac¸a˜o gra´fica), ajustado e testado, estando a funcionar de acordo com o pretendido.
Uma aplicac¸a˜o de simulac¸a˜o foi desenvolvida por forma a testar o conceito proposto no projeto
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UNISOL e provou que e´ poss´ıvel aceder aos paraˆmetros de controle de um sistema remoto,
tais como valores de temperatura ou informac¸a˜o de outro tipo de sensores. Posto isto, foi
desenvolvida uma aplicac¸a˜o de teste especificamente para o projeto UNISOL que se encontra
neste momento instalada e em fase de testes num demonstrador desenvolvido para o efeito.
7.2 Trabalho Futuro
A Interface Homem-Ma´quina desenvolvida nesta Dissertac¸a˜o apresenta inu´meras possibilida-
des de trabalho futuro, pois e´ uma plataforma extremamente versa´til.
Firmware
Neste projeto foi utilizado o Kernel 2.6.38 disponibilizado pelo fabricante FriendlyArm, sendo
feitas as adaptac¸o˜es necessa´rias consoante o hardware utilizado. Como trabalho futuro, po-
deriam ser testadas outras verso˜es mais recentes do Kernel, ou migrar para o Windows CE
ou mesmo para o emergente e so´lido Android.
O Bootloader utilizado neste projeto e´ proprieta´rio, limitando a utilizac¸a˜o do Tiny6410 Core,
pois esta´ desenvolvido com alguma particularidade para a plataforma FriendlyArm. Poderiam
enta˜o ser implementados outros Bootloaders, como por exemplo o U-Boot ou o RedBoot.
Tecnologia touchscreen
Este projeto utiliza a tecnologia resistiva. No entanto podera´ ser interessante, noutras
aplicac¸o˜es, dota´-lo com tecnologia capacitiva. Para tal sera´ necessa´rio desenvolver novos
device drivers e instalar novas bibliotecas de calibrac¸a˜o e utilizac¸a˜o.
Comunicac¸a˜o
Esta plataforma possui 4 interfaces de comunicac¸a˜o: RS-232, Ethernet, CAN e
IEEE 802.15.4. Inu´meros protocolos ja´ desenvolvidos, em diversas aplicac¸o˜es, podera˜o ser
implementados nas mesmas e testar o seu comportamento. De futuro, seriam interessante
implementar o protocolo de comunicac¸a˜o para aplicac¸o˜es de automac¸a˜o ModBus e testar a
comunicac¸a˜o entre a Interface Homem-Ma´quina desenvolvida e um Controlador Lo´gico Pro-
grama´vel .
Uma outra abordagem sera´ a remoc¸a˜o do microcontrolador que faz de interface entre o
Tiny6410 Core e os mo´dulos de comunicac¸a˜o IEEE 802.15.4 e CAN, passando a ser o Kernel
a fazer a gesta˜o dos mesmos.
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Anexo A
Procedimentos adicionais
Instalac¸a˜o da toolchain
Uma toolchain consiste num conjunto de ferramentas de programac¸a˜o que sa˜o usadas para
produzir ficheiros executa´veis numa determinada arquitetura, diferente daquela onde ocorreu
a compilac¸a˜o.
Normalmente estas ferramentas sa˜o usadas em cadeia, onde o output de uma torna-se no input
da outra. Tipicamente uma toolchain conte´m um editor de texto para editar o co´digo fonte,
um compilador, um linker, um conjunto de bibliotecas que fornecem um grupo de func¸o˜es,
macros e/ou outro co´digo auxiliar e um debugger.
Juntamente com a placa de desenvolvimento FriendlyArm Tiny6410 veˆm inclu´ıdos dois DVDs
que fornecem um conjunto de ferramentas de apoio ao desenvolvimento de software. Uma
dessas ferramentas fornecidas e´ a cross-compiler toolchain que pretendemos instalar.
Para instalar a cross-compiler toolchain devem ser executados os seguintes passos:
Passo 1: Copiar o ficheiro DVDA:/linux/arm-linux-gcc-4.5.1-v6-vfp-0101103.tgz para
uma pasta tempora´ria (por exemplo, /home/tmp/)
Passo 2: Ir para a pasta /home/tmp/ atrave´s do comando $cd home/tmp/
Passo 3: Executar $sudo tar xvzf arm-linux-gcc-4.5.1-v6-vfp-20101103.tgz -C /
Passo 4: Editar o ficheiro ~/.bashrc adicionando a linha PATH=\$PATH:/opt/FriendlyARM/
toolschain/4.5.1/bin no final
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Passo 5: Iniciar de novo a sessa˜o (logout + login) ou reiniciar o ~/.bashrc executando o
comando $source ~/.bachrc
Neste momento, todos os ficheiros da cross-compiler toolchain foram extra´ıdos para a pasta
/opt/FriendlyARM/toolschain/4.5.1. A instalac¸a˜o foi feita com sucesso se, ao executar o
comando $arm-none-linux-gnueabi-gcc -v, aparecer uma mensagem ideˆntica a` ilustrada
na Figura A.1.
Figura A.1: Processo de instalac¸a˜o da toolchain.
Configurac¸a˜o e compilac¸a˜o do Kernel
Neste ponto sera˜o abordados os passos utilizados na configurac¸a˜o e compilac¸a˜o da versa˜o
2.6.38 do Kernel.
Passo 1: Extrair o ficheiro DVDA:/linux-2.6.38-20111205.tgz para home/$USER/src.
(Para facilitar, renomear o direto´rio extra´ıda linux-2.6.38-20111205 para linux-2.6.38).
Passo 2: Na consola, executar $cd home/$USER/src/linux-2.6.38 (direto´rio de trabalho)
Podemos observar que neste direto´rio existem um conjunto de ficheiros denominados de
config mini6410 XXX, onde XXX e´ substitu´ıdo pelo correspondente nome, dependendo do
ecra˜ que e´ pretendido utilizar.
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config_mini6410_x35 - for Sony 3.5"LCD, 240x320
config_mini6410_w35 - for TFT landscape 3.5"LCD, 320x240
config_mini6410_n43 - for NEC4.3"LCD, 480x272
config_mini6410_l80 - for Sharp 8" (or compatible models)LCD 640x480
config_mini6410_a70 - for 7" true color screen, 800x480
config_mini6410_vga1024x768 - for VGA module, 1024x768
config_mini6410_vga800x600 - for VGA module, 800x600
config_mini6410_vga640x480 - for VGA module, 640x480
config_mini6410_ezvga800x600 - for simple VGA module, 800x600
Estes ficheiro dara˜o origem ao ja´ referido ficheiro .config.
Passo 3: Renomear o ficheiro config mini6410 h43 para .config executando o comando
$cp -b config mini6410 n43 .config
Passo 4: Executar $make ARCH=arm xconfig
Figura A.2: Menu de configurac¸a˜o do Kernel
Na Figura A.2 esta´ ilustrado o menu de configurac¸a˜o do Kernel. Sera˜o utilizadas as opc¸o˜es
definidas por defeito.
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Passo 5: Executar $make ARCH=arm CROSS COMPILE=arm-none-linux-gnueabi-zImage
Este u´ltimo passo comec¸a a fase de compilac¸a˜o do Kernel. O ficheiro resultante de todo o pro-
cesso de compilac¸a˜o (zImage) pode ser encontrado no direto´rio
/home/$USER/src/linux-2.6.38/arch/arm/boot.
Instalac¸a˜o atrave´s do carta˜o SD
Neste ponto sera˜o descritos os passos de instalac¸a˜o de todo o software (Kernel, sistema de
ficheiros e ambiente gra´fico) na plataforma FriendlyArm Tiny6410 1.
Passo 1: Inserir um carta˜o SD no leitor de carto˜es do PC
Passo 2: Executar o programa SD-Flasher.exe localizado em DVDA:/tools
Passo 3: Em "Image File to Fuse..." selecione o ficheiro superboot-6410.bin locali-
zado em DVDB:/images
Passo 4: Clique no bota˜o Scan e selecione o carta˜o SD a utilzar e de seguida clique no bota˜o
Scan
Passo 5: No explorador do Windows, abra o direto´rio raiz do carta˜o SD e crie um direto´rio
com o nome images
Passo 6: Crie um ficheiro com o nome FriendlyArm.ini no direto´rio /images e crie um
subdireto´rio com o nome Linux/
Passo 7: Edite o ficheiro FriendlyArm.ini com:
#This line cannot be removed. by FriendlyARM(www.arm9.net)
CheckOneButton=No
Action=install
OS= Linux
VerifyNandWrite=No
StatusType = Beeper| LED
#################### Linux #####################
Linux-BootLoader = Linux/u-boot_nand-ram256.bin
1Estes passos devem se realizados num sistema operativo Windows
92
Linux-Kernel = Linux/zImage
Linux-CommandLine = root=ubi0:FriendlyARM-root ubi.mtd=2 rootfstype=ubifs
init=/linuxrc console=ttySAC0,115200
Linux-RootFs-InstallImage = Linux/rootfs_qtopia_qt4-mlc2.ubi
Linux-RootFs-RunImage = Linux/rootfs_qtopia_qt4.ext3
Passo 8: Copie os ficheiros u-boot nand-ram256.bin, rootfs qtopia qt4-mlc2.ubi e
rootfs qtopia qt4.ext3 para o direto´rio Linux
Passo 9: Posicione o interruptor S2 para a posic¸a˜o SDBOOT, insira o carta˜o e ligue o sistema
Ao ligar o sistema ouvira´ um beep e o LED 4 do Tiny6410 Core comec¸ara´ a piscar, indicando
que o sistema esta´ a ser instalado. Caso isto na˜o acontec¸a reveja os passos anteriores. No final
da instalac¸a˜o, ouvira´ dois beeps e todos os leds comec¸ara˜o a piscar sequencialmente. Trocar
a posic¸a˜o do interruptor S2 e reiniciar o sistema.
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Anexo B
Esquema ele´trico
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