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Introduction 
Let X be a Banach space, and let A and B be two infinitesimal 
generators of strongly continuous semigroups in X. In this paper we use 
the results contained in Refs. [9-121, which give conditions on A and B 
in order that A + B be preclosed and its closure A + B have a spectrum 
different from C, to study the equation 
Xu-Au-Bu=f (1) 
considering several realizations of A and B. 
If we know that A + B is preclosed and the resolvent set of A + B 
contains A, then it is easy to see that Eq. (I) has one and only one weak 
solution; that is, there exists x E X and a sequence {xn} in D, n D, such 
that 
x,+x, Ax, -Ax, - Bx,+y. (11) 
For example, let Y be a Banach space, [0, T] be an interval, and 
{B(t)}lslO,Tl be a set of infinitesimal generators of strongly continuous 
semigroups in Y. If we then put 
A-$ with domain D, = {u E Hl>“(O, T; Y), u(O) = 0 
(or u(0) = Eu(t), E linear bounded operator in Y)>, 
(Bu)(t) = B(t) u(t) with domain (III) 
DB = {u ELP(O, T; Y), u(t) E Dect)t a.e. in [0, T] t--f B(t) u(t) ~Ln(0, T, Y)}, 
then Eq. (I) is equivalent to the problem 
Au + 2 - B(t)u(t) = f ,  
u(0) = 0 (or u(0) = Eu(T)). 
(IV 
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This problem, with the condition u(0) = 0 in a general Banach space, 
has been studied by many authors (Kato [23-271, Tanabe [40-42], and 
Lions [19-221 if Y is a Hilbert space and p = 2). Our results are similar. 
For the boundary condition u(0) = Eu(T) (for example the periodic 
case), and in the general case of a Banach space Y, our results seem to 
be new. 
We can also add in (IV) an integral term and study the problem 
Au + $ - B(t) u(t) - 1: K(t, s) u(s) ds = f, 
(V) 
u(0) = 0, 
thus generalizing some results of Marti [28]. 
We have also studied some equations of higher order in t such as 
(VI) 
with Dirichlet or periodic conditions, the wave equation, and the 
Schrodinger equation in P(O, T; H), p > 1, H being a Hilbert space. 
(If p = 2 this problem has been previously studied by Lions [20]. 
Also see Baiocchi [6, 71.) 
Finally, we have considered systems having the form 
u,(O) = 0, %(T) = a h = 2,..., n, 
where Q is a linear operator in C” such that Re(Qx, x) < 0. This problem 
has been previously studied by Lions [12] in the Hilbert space case. 
For the sake of simplicity we have considered only the case where A 
and B are the infinitesimal generators of contraction semigroups in X. 
But many results are true also when A is the infinitesimal generator of 
a strongly continuous semigroup and B is the infinitesimal generator 
of an analytic semigroup. For the same reason we have not looked for 
regularity results (for some results in this direction see Refs. [9, 10, 111). 
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Chapter I. General Results 
Let X be a real or complex Banach space, whose norm is denoted 
by II Il. 
Let X’ be the dual of X, the pairing between X and X’ being denoted 
by ( > >. 
Let K(X) be the set of all infinitesimal generators of contraction 
semigroups on X [18,45]. 
Finally let A and B be linear operators belonging to K(X); we will now 
give the necessary and sufficient conditions in order that A + B be 
preclosed and A + B belong to K(X). 
1. PRINCIPAL THEOREMS 
The two following theorems are proved in [12]: 
THEOREM 1 .l. Let A and B be linear operators belonging to K(X); 
then the following inequality holds: 
THEOREM 1.2. Let A and B be linear operators belonging to K(X); 
then the following properties are equivalent: 
(i) A + B (with domain D, n D,) is preclosed and A + B belongs 
to K(X); 
(ii) D, n D, is dense in X and there exists w E C, such that 
(h - A - B)(D., TI DB) is dense in X for all h E w + C, . 
We now prove 
THEOREM 1.3. Let X and Y be Banach spaces such that XC Y 
algebrically and topologically and let A and B be linear operators in Y 
belonging to K(Y). Assume that 
r Let 15 be a linear operator in X. Then DL denotes the domain of L, u(L) (resp. p(L)) 
denotes the spectrum (resp. the resolvent set) of L, if L is preclosed L denotes its closure, 
and, finally, if L E K(X), then etL represents the semigroup generated by L. 
2 C denotes the set of all complex numbers and C, (resp. e,) the set of all complex 
numbers whose real part is positive (resp. nonnegative). 
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(i) X is an invariant subspace for eiA and etBVt E R, and the 
restrictions of e tA and etB to Y define two contraction semigroups, eta and 
e tB, respectively; 
(ii) A, + B, is preclosed and A, + B, E K(X); 
(iii) DA n D, is dense in Y; 
then A + B is preclosed and A + B E K(Y), 
Proof. A is an extension of A, and B is an extension of B, ; in fact, 
if, e.g., x E DA1, we have 
A,x = lim 1 (ehAx - x) in X, 
h+O h (1.2) 
and, since X C Y topologically, the limit (1.2) exists also in Y; thus 
x E DA and A,x = Ax. 
Owing to (iii) DA n DB is dense in X, moreover (A - A - B) 
(DA n DB) 1 (A - A - B)(DA1 n DB1) = (A - 4 - 4)(DA1 n DB,), 
i.e., it is dense in X, thus Theorem 1.2 implies that A + B is preclosed 
and A + B E K(Y). 
2. WEAK SOLUTIONS 
DEFINITION 1. I. Let L be a linear operator in X and y be an element 
of X; x will be called a weak solution of the equation 
Lx = y  
if there exists a sequence {xn} in D, such that 
U-3) 
x, + x, Lx, --f y.= U-4) 
The following theorem of uniqueness shows that if an a priori estimate 
for L holds, then Definition 1.1 is independent of the choice of the 
sequence {xn}. 
THEOREM 1.4. Let L be a linear operator in X such that 
there exists K E R, 4 such that /Ix 11 < KllLxjI, (1.5) 
3 The arrow denotes convergence in X. 
4 R denotes the set of all real numbers and R, (resp. k,) the set of all positive (resp. 
nonnegative) numbers. 
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and let x be a weak solution of the equation 
Lx = 0. U-6) 
Then x = 0. 
Proof. Let x be a weak solution of (1.6) and {x9&} be a sequence in 
D, n D, such that 
x, + x and Lx, + 0. (1.7) 
According to (1.4) we have 
II x, II < K IlLx, II Vn E Ni5 (1.8) 
therefore, passing to the limit for n 4 CO we obtain x = 0. Using 
Theorems 1.1 and 1.2 we now obtain the following results: 
THEOREM 1.5. Let A and B be linear operators belonging to K(X) and 
let x be a weak solution of the equation 
Then x = 0. 
Ax - Ax - Bx = 0, AEC,. (1.9) 
THEOREM 1.6. Let A and B be linear operators satisfying hypotheses 
(i) or (ii) of Theorem 1.2. Then the equation 
Xx - Ax - Bx = y, AEC+, YEX (1.10) 
has one and only one solution x. Moreover x E D,z . 
Proof. Let y E X and x = R(X, A + B) y; since (X - A - B) 
(D, n DII) is dense in X, there exists a sequence {xn} in X such that 
Ax, - Ax, - Bx, -f y. (1.11) 
We then have x, 4 R(h, A + B) y = x and thus x is a weak solution of 
(1.10). 
Since A + B is preclosed, x E D,T~, uniqueness follows from 
Theorem 1.5. 
The following theorem is useful for comparing different definitions 
of weak solutions. 
5 N denotes the set of all natural numbers. 
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THEOREM 1.7. Let X be reJEexive and let A and B be linear operators 
satisfying hypotheses (i) or (ii) of Theorem 1.2. Then if x is a weak solution 
of (1.10) we have 
(x, Ax’ - A’x’ - B’x’) = (y, x’) Vx’ E D,, n DB, (1.12) 
A’ and B’ being respectively the adjoints of A and B. 
Proof. Let x be a weak solution of (1 .lO); then x = R(h, A + B) y. 
It follows that 
(x, Ax’ - Ax’ - B’x’) = (y, R’(X, A + B)(hx’ - A’x’ - B’x’)). 
Due to a theorem of Phillips [33] we have 
(1.13) 
R’(A, A + B) = R(h, A + B’), (1.14) 
A + B’ and R’(h, A + B) being, respectively, the adjoints of 
A + B and R(X, A + B). Moreover, Daub, 3 DA, n D,,; in fact, if 
x’ E DA< n D,, the map 
D, n DB + X, x -+ (AX + Bx, x’) = (x, A’x’) + (x, B’x’) 
is continuous; therefore x’ E D,T~ and, recalling (1.14), 
R’(X, A + B)(hx’ - A’x’ - B’x’) = x’. (1.15) 
This implies 
(x, Xx’ - A’x’ - B’x’) = (y, x’). (1.16) 
3. SUFFICIENT CONDITIONS 
We are going to give some sufficient conditions on A and B in order 
that hypothesis (ii) of Theorem 1.2 be satisfied. 
We first consider the case where A and B “commute,” i.e., 
R(h A) R(P., B) - R(P, B) R@, A) = 0, Vh,pEC+. (1.17) 
We now have 
THEOREM 1.7. Let A and B be linear operators belonging to K(X). 
Assume that (1.17) holds; then A + B is preclosed and A + B E K(X). 
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Proof. We have [18, 451 
x = k-2 n2R(n, A) R(n, B)x VXEX; (1.18) 
since R(n, A) R(n, B) x = R(n, B) J?(n, A) x E D, n D, , we first deduce 
that D, n D, is dense in X. We have also 
(A - A - B) R(h, A + B,)x = x + R(X, A + B,)(B,x - Bx) 6 QxED,. 
Since 
(1.19) 
II W, A + Wll < & VA E c, [91, (1.20) 
we obtain 
ljz (A - A - B) R(h, A + B,)x = x VXED~. (1.21) 
Therefore the closure of (A - A - B)(D, n DB) contains D, and thus 
(A - A - B)(D, n D,) is dense in X. 
Let us now consider the case where B is a “perturbation” of A, i.e., 
D,CD,, ;z I/ BR(n, A)11 = 0. (1.22) 
We now prove 
THEOREM 1.8. Let A and B be linear operators belonging to K(X). 
Assume that (1.22) holds; then A + B is preclosed and A + B E K(X). 
Proof. Let w E R, such that 
II BWt A)lI < 1 VAEW +c+. 
In view of the identity 
Ax - Ax - Bx = (1 - BR(X, A))(Xx - Ax) Vx E D, , XEC+, 
we deduce that P(A + B) r) w + C, and 
R(h, A + B) = R(X, A)(1 - BR(h, A))-l. 
Therefore we have 
(A - A - B)(D, n D,) = (h - A - B)(D,) = X VXEw+C+ 
and A and B satisfy hypothesis (ii) of Theorem 1.2. 
6 B, = nBR(n, B). 
(1.23) 
(1.24) 
(1.25) 
, (1.26) 
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Remark 1 .l. If B is bounded, then, on the base of a result of 
Phillips [32], A + B is the infinitesimal generator of a (C,,) class semi- 
group. Theorem 1.8 also assures that A + B E K(X). The next two 
theorems give sufficient conditions involving respectively the commutator 
[A, e”] and the semigroup B2e”AB-2 which is deduced by a similarity 
transformation from etA. The former is proved in Ref. [12] and the 
latter in Ref. [19]. 
THEOREM 1.9. Let A and B be linear operators belonging to K(X). 
Assume that 
If x E D, then etBx E D, Vt E R, , the map a, + X t + AetBx 
is continuous, and there exists k E R, and 01 E [0, 1; such that (1.27) 
11 AetBx - etBAx 11 < Kt-m jl x I/ VXED,. 
Then A + B is preclosed and A + B E K(X). 
THEOREM 1.10. Let A and B be linear operators belonging to K(X). 
Assume that 
If x E D,, 7 then etAx E DBz Vt E R, and there exists w E R such 
that the semigroup t + e-wtBzetAB-2 is a contraction semigroup. 
(1.28) 
Then A + B is preclosed and A + B E K(X). 
If B is the infinitesimal generator of an analytic semigroup we have 
the following theorem [ 111: 
THEOREM 1 .ll. Let A and B be linear operators belonging to K(X). 
Assume that one of the following conditions is satisfied: 
If x E DB then etAx E DB and there exists K E R, and OL E 10, l] 
such that 
i 
(1.29) 
Ij BetAx - etABx II < Kta 11 Bx 11 VXED~. 
If x E DA then etBx E DA and there exists K E R, and cy E IO, I] 
such that (1.30) 
11 AetBx - etBAx II < KtmI/ Ax 11 VXED~. 
Then A + B is preclosed and A + B E K(X). 
’ If L is a linear operator and n E N, L” is the n-th power of L, its domain is 
Dm = {x E DL ; Lkx E DL , k = 1,2 ,..., n - 1). 
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Finally, if X is reflexive we have the result [lo]: 
THEOREM 1.12. Let X be rejexive and let A and B be linear operators 
belonging to K(X). Assume that 
If x E Ds then etAx E D, Vt E R+ and there exists w E R such / 
that the semigroup t+ epwtBetAB-l is a contraction semigroup. f  
(1.31) 
Then A + B is preclosed and A + B E K(X). 
4. AN EXAMPLE 
The aim of this section is to show that condition (ii) of Theorem 1.2 
is not necessarily fulfilled. 
Let us put X = L2(R+) 8 and define two linear operators A and B 
by writing 
DA = Hz@+) n Ho’@+), 
DB = {u E H2(R+); u’(0) = O)-,g (1.32) 
Au = ti’ Vu E DA and Bu = u” Vu E D, . 
It can be easily checked that lo 
(R(X, A)u)(t) = 4 eet nt ft sinh(t6s) u(s) ds 
VA E c, 
(W, W)(t) 
%‘A JO 
+ L cosh(2/X t) erYGu(s) ds 
-\/A 
u E L2(R+), t a.e. in R, , 
1 - e- z,,ii t 
s A 0 
sinh( $6 s) u(s) ds 
+ 5 cosh(d\//\ t) jm e->‘%(s) ds 
t 
(1.33) 
(1.34) 
VAEC+, u E L2(R+), t a.e. in R, , 
* For the definition of LZ(R+), i?(R+), and Hok(R+), k E N, see Ref. [22]. 
9 u’ denotes du/dt and 11” denotes d%/dP. Note that if u E H2(R+), the trace of u’ is 
defined. 
l lo We put sihn 5 = z(e f - e-g), cash 5 = $(eg + e-5) Vf E R. 
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Moreover, since 
(Ax,x) <O VXED, and (Bx, x) < 0 Vx E Ds l1 (1.35) 
we know [l] that A and B belong to K(X). 
Notice that (A - A - B)(D, n D,) is not dense in X, in fact, the 
function t -+ eeAt is orthogonal to (A - A - B)(D, n LIB). 
Finally, let P be the linear operator in X defined by 
D, = ffoYR+), Pu= -4 VUED~. (1.36) 
We then obtain A + B = P2/2, and therefore A + B is closed because 
p(P) 3C+ (Ref. [14], p. 704), but a(A + B) = C, and therefore 
A + B$K(X). 
Chapter II. Translation and Multiplication Operators 
Let Rn be the Euclidean space of dimension n, 52 be a bounded open 
subset of Rn, and 0 be its closure. 
Let Y be a complex or a real Banach space whose norm is denoted 
by / j. If k E N then Ck(Liz; Y) is the Banach space of all functions on D 
to Y continuous with its partial derivatives of order <A. ~(0; Y) is the 
locally convex space of all functions on 0 to Y continuous with its partial 
derivatives of arbitrary order. Ck(Q Y) and .(a; Y) are endowed with 
the usual topology. We put C(Q; Y) = CO(Q; Y) and denote the norm 
in C”(Q Y) (resp. Ck(Q Y), K EN) by I] ]lrn (resp. by 11 ]jk,m), viz., 
II u Ilm = SUP11 +)I; t E f4, 
(2-l) 
II ~4 1lk.m = SUP{II Dclu IL 3 01 E 4, 
A, being the set of partial derivatives of order <K. 
If p > 1 and Lp(D; Y) is the Banach space of the functions a.e. on 0 
to Y measurable and such that thep-th power of the norm is summable, 
Lp(Q; Y) is endowed with the usual norm, 
II u Ile = (1, I W” q. cw 
I1 ( , ) denotes the inner product in L2(R+). 
607/S/2-3 
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The completion of Ck(Q) with respect to the norm 
II u l1lc.p = 1 II Dilu 112, (2.3) 
tEdlc 
will be called Hk,p(0). 
Let us assume that 9 is smooth enough so that the space Hk,P(Q) 
coincides with the space of vectorial distributions u such that Du E P(D), 
O<jolI<R. 
1. TRANSLATIONS IN AN INTERVAL 
Let [0, T] be a bounded interval in R, , and for sake of simplicity 
we put 
40, Tl; Y) = 40, T; 3, 
Ck([O, T]; Y) = Ck(O, T; Y) for K+IEN, 
(2.4) 
P(]O, T[; Y) = Lp(O, T; Y), 
H"J'(]O, T[; Y) = H","(O, T; Y) for p >, 1, k EN. 
The closed subspace of Ck(O, T; Y) (resp. ~(0, T; Y)) of all the functions 
vanishing at zero with all derivatives of order <k (resp. of arbitrary 
order) will be called C,,k(O, T; Y) (resp. ~(0, T; Y)), and the closed 
subspace of Hk,p(O, T; Y) of all the functions vanishing at zero with all 
derivatives of order <K l2 will be called HtpP(O, T; Y). 
Let us now introduce in ~(0, T; Y) the semigroup R : t + R, of 
right translations,13 
(R,u)(s) 11 ;I’” - t, if s - t~]0, T], if s - t$]O, T]. (2.5) 
It is easy to prove that R is an equicontinuous semigroup of class (C,,) in 
~(0, T; Y) [451 and that its infinitesimal generator A is given by 
Au = -u’ 9 Vu E ~~(0, T; Y). (2.6) 
I2 Recall that if u E EP*“(O, T; Y), then I( coincides a.e. with a function belonging to 
cyo, T; Y). 
I3 We could analogously define the semigroup L : t +Lt of left translations. 
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We now prove the following result: 
THEOREM 2.1. Let R be the semigroup de$ned by (2.5). Then Vt E R, 
there exists one and only one bounded extension of R, to C,(O, T; Y) (resp. 
Lp(0, T; Y), resp. f@‘(O, T; Y)) which will be called R, . Moreover, 
w : t + R, is a contraction semigroup on C,,(O, T; Y) (resp. f1@~(0, T; Y)). 
Finally, the injinitesimal generator A of i’? is an extension of A, and we have 
DA = C,,l(O, T; Y) (resp. H,$“(O, T; Y), resp. @‘(O, T; Y)). (2.7) 
Proof. For sake of simplicity we call v one of the following norms 
on 4, T; Y) : II IL , II II9 , II Ilk,p , and v1 the norm 
v&) = v(u) + v(d). (2.8) 
Finally we call Lou(O) T; Y) (resp. H$‘(O, T; Y) the completion of 
~(0, T; Y) with respect to the norm v (resp. vi). 
We remark that v satisfies the following properties: 
(i) The topology induced by Y on ~(0, T; Y) is coarser than 
that of ~(0, T; Y); 
(ii) The following inequality holds: 
@t’L) < v(u). 
Let teR+; then R, is clearly extensible to a bounded operator R, 
on L,V(O, T; Y), moreover 
v(&) < v(u) vu ELO”(O, T; Y). (2.10) 
If u E E&O, T; Y) the map R+ --t L,“(O, T; Y), t + R,u is continuous 
in view of (2.9, i); therefore, owing to (3.10), R is a contraction semigroup 
on L,v(O, T; Y). 
It is evident that A is an extension of A, and thus we have only to prove 
that 
D, = H;*“(O, T; Y). (2.11) 
We first note that the graph norm of 2 is equivalent to vr , and 
therefore Hi,“(O, T; Y) is a closed subspace of DA (endowed with the A 
graph norm); on the other hand, if h E C, R(h, 2) is a topological iso- 
morphism between L,p(O, T; Y) and D, and e&O, T; Y) is clearly an 
invariant subspace of R(X, A); consequently ~~(0, T; Y) is dense in DJ 
and D, = H,1*‘(0, T; Y). 
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2. PERIODIC TRANSLATIONS 
n,(Y) is the closed subspace of E(R; Y) of the functions having all 
continuous periodic derivatives of period T. 
Let E be a bounded operator in Y such that 
6) 49 C C+ , (2.12) 
(ii) 1 E-l 1 < 1. 
In view of (2.12, i) there exist ZP Vol E R such that 
(2.13) 
r being a closed regular contour in C, around o(E). 
We call FE the map: 17,(Y) + n.(Y), 
(T&(t) = Etiru(t) VtER, 24 E z&-(Y). (2.14) 
I’, is clearly a topological isomorphism of n,(Y). 
We now put 
(2.15) 
flT,E( Y) is a closed subspace of E(R; Y). 
We remark that 
vtc(R;Y);~(t+T)=E$(t)VtER, (2.16) 
Therefore we can identify n,,(Y) with the following subspace of 
~(0, T; Y): 
1 u E do, T; Y), g (T) = E 2 (0), Vh + 1 E N/. (2.17) 
In what follows we shall make this identification. 
We now introduce the right translations semigroup on n,,(Y), 
R:t+R,: 
(R&s) = u(s - t) Vu E II,,,(Y), t, s E R. (2.18) 
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It is easy to show that R is an equicontinuous semigroup of class (C,) in 
17,,,(Y) and that its infinitesimal generator A is given by 
Au = -u’ vu E 17,,,(Y). (2.19) 
We note the following identities: 
u(t) = R-,&%(t) = E-“R,+(t) Vt E R, u E IIT,E( Y). (2.20) 
Finally, let us put 
C&O, T; Y) = {u E C(0, T; Y); u(T) = Eu(O)}, 
and if KEN andp >I, 
(2.21) 
CL& T; Y) = 1 u E C”(0, T; Y); $ (T) = E 2 (0), h = 0, l,..., k/, 
(2.22) 
&$,;(o, T; y) = u E H”*‘(O, T; Y); g (T) = E $ (0), h = 0, l,..., k - 11. 
We now prove the following result: 
THEOREM 2.2. Let R be the semigroup deJined by (2.18). Then Vt E R 
there exists one and only one bounded extension of R, to c,,=(O, T; Y) 
(resp. LP(0, T; Y), resp. H$&?(O, T; Y)), which will be called R, . Moreover, 
R : t -+ R, Vt E R is a contraction semigroup on C, E(O, T; Y) (resp. 
Lp(0, T; Y), resp. Hj$(O, T; Y)).‘* Finally, the injinkesimal generator 
A of i? is an extension of A and we have 
D, = CTf,e(O, T; Y) (resp. H$pE(O, T; Y), resp. H2,%(0, T; Y)). (2.23) 
Proof. If n E N, using (2.20) we have 
II R,TU Ilm = II E-“u Ilm G II u Ilm vu E a-*E(Y), (2.24) 
and if 0 < r < T, 
II R,u IL = q{I u(t - I), t E [O, TN = sup{1 E-Wlh (2.25) 
t E [T - r, T] u sup{/ u(t)], t E [0, T - r]}. 
14 a : t + Ri, is a class (C,,) group but it is not, in general, a contraction group. 
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Using (2.12, ii) we have 
II Ku Iloo < II * l/m Vu E L’,,,(Y), 0 < Y  < T. (2.26) 
Therefore (2.24) and (2.26) give 
II Rtu llm < II u llm vu E II,,,(Y), t E R, . (2.27) 
Similarly we prove that 
II RP llzw < II u Ilo Vu~G,dy), P > 1, k + 1 EN. (2.28) 
The last part of this proof is very similar to that of Theorem 2.1 and 
therefore will be omitted. 
3. TRANSLATIONS IN PRODUCT SPACES 
Let [0, T] be a bounded interval of R+ and Vt E [0, T] let Y, be a 
Banach space (norm 1 It), and assume that 
(i) If t < s, Yt C Y, ; 
(ii) There exists w E R such that 
I u lt+s < ems 1~ It Vt, t + s E [0, T], u E Yt ; 
(2.29) 
(iii) The map: [0, T] ---f R, , t--f 1 u(t)l, is continuous 
Vu E ~(0, T; YJ. 
The completion of ~~(0, T; Y,,) with respect to the norm 
II u l/m = sup{1 4th t E P, TI) (2.30) 
rev. II u II k,m = SUP 11 $f (t) It, t E [o, T], h = 0, I,..., k/) 
will be called C,(O, T; Y) (resp. Cgk(O, T; Y)). The completion of 
~(0, T; Y) with respect to the norm 
II u IIP = (Jr I WP qliu 
resp. I/ u Ilk.%? = 
(2.31) 
will be called L*(O, T; Y,) (resp. HtsP(O, T; YJ). 
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We now prove 
THEOREM_ 2.3. Let R be the semigroup on ~~(0, T; Y,) defined by (2.5). 
Then Qt E R+ there exists one and only one bounded extension of R, to 
C,(O, T; Y,) (resp. LP(0, T; Y,), resp. H,l*P(O, T; Yl)) which will be 
called R, . Moreover i? : t -+ e-“” R, is a contraction semigroup on 
C,,(O, T; Yt) (resp. LP(0, T; YJ, resp. fP,p(O, T; YJ). Finally, the in.ni- 
tesimal generator A of R is an extension of A and we have 
D, = C,,l(O, T; YJ (resp. HiS”(O, T; Y,), resp. Hi*“(O, T; Y,)). (2.32) 
Proof. If u E ~~(0, T; Y,) and t E R, we have 
II Dtu IL = sup{1 4s - t>l, , s E [t, TI) 
= SUP{ I 4s) I s+t , s E [O, T - tl>, (2.33) 
and using (2.29, ii) we obtain 
II Qu Ilm < ewt II ZJ Ilm . (2.34) 
Similarly we find 
II DP hg < ewt II u Ilk.s . (2.35) 
The last part of the proof is very similar to that of Theorem 2.1 and 
therefore will be omitted. 
4. MULTIPLICATION OPERATORS 
Let Y be a Banach space (norm 1 I) and let [0, T] be a subinterval of 
R, . Let us introduce the “polynomial space” P(0, T; Y), by putting 
P(0, T; Y) = [ u E C(0, T; Y); u(t) = f c&t) xi , 
i=l 
v1 , q+ ,..., q~* polynomials in t and x1 , x2 ,..., x, E Y, n EN . 
I 
(2.36) 
The subspace of P(0, T; Y) of polynomials vanishing at zero, with all 
their derivatives of order <A, will be called Pok(O, T; Y). 
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We now prove 
LEMMA 2.1. P(0, T; Y) is dense in C(0, T; Y). 
Proof. Let u E P(0, T; Y), and put 
(2.37) 
r&t) = (1) tq1 - q--1, p = o,..., n. 
Then, with a proof very similar to that one of Bernstein’s theorem 
(Ref. [45], p. 8) we obtain the thesis. 
The following corollary is trivial: 
COROLLARY 2.1. Pok(O, T; Y) is dense in Cok(O, T; Y) and in 
H;,p(O, T; Y), k = 0, l;... . 
Finally, let P(~))H,,,I be a set of linear operators in Y such that 
(i) B(t) E K(Y) Vt E [0, T]; 
(ii) The map [0, T] - Y, t - R(h, B(t))y is continuous 
(resp. measurable and bounded, resp. having the first 
derivative measurable and bounded) Vy E Y, X E C, . 
(2.38) 
In what follows X (norm I/ 11) is indifferently one of the spaces 
C,,(O, T; Y), D(O, T; Y), and E&$,*(0, T; Y). 
Let us introduce the linear operator B in X: 
D, = {u E X; u(t) E DBct) , Vt E [0, T], t--f B(t) u(t) E X}, (2.39) 
(W(t) = B(t) u(t) Vu E DB , t E [0, T].15 
We now prove 
THEOREM 2.4. Assume that the set {B(t)}ls[O,T1 of linear operators 
in Y satis$es (2.38). Then the linear operator B, defined by (2.39), belongs 
to K(X). 
Proof. We consider only the case X = C,(O, T; Y), the other cases 
being similar. 
I5 I f  X = L'(0, T, Y) the notation V E [0, T] must be substituted by ax. in [0, T]. 
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We first prove that DB is dense in X; let u E X and E E R. By virtue 
of Lemma 2.1 there exists n E N and u, E P(0, T; Y) such that 
II * - 11, II < 4, (2.40) 
U, being given by (2.37). 
Since Duct) is dense in Y Vt E [0, T], then Vn,p EN there exists 
W n,p E &(,I,,) such that 
II 4PhT) - %ll II < 4. 
Put 
Clearly w, E DB and 
since 
It follows that 
i r,,(tT) = 1. 
p=0 
II 24 - % II -=c % 
and therefore D, is dense in X. 
Now let X E C, , v E X. The equation 
Au-Bu=v 
is equivalent to 
so that 
Au(t) - B(t) u(t) = v(t) vt E LO, Tl, 
u(t) = R(A, B(t)) v(t) - v(t) vt E P, Tl, 
B(t) u(t) = hR(h, B(t)) v(t) - v(t). 
Due to (2.38, ii) we deduce that X E p(B) and 
(R(X, B)u)(t) = R(X, B(t)) u(t) Vt E [0, T]. 
(2.41) 
(2.42) 
(2.43) 
(2.44) 
(2.45) 
(2.46) 
(2.47) 
(2.48) 
(2.49) 
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Since B(t) E K(Y) we find 
(2.50) 
and the thesis follows from the Hille-Yosida theorem. 
5. THE SEMIGROUP GENERATED BY d2/dt2 IN [0, T] 
(DIRICHLET CONDITIONS) 
We first consider the case Y = C. We put LP(O, T; C) = Lp(O, T), 
fP(O, T; C) = fP(O, T), and introduce the semigroup G on Lp(O, T), 
(WV)(~) = ,: W, s, t) dt) A!, s E P, a, 
K([, s, t) = 2T/r f ecazt sin(na[/T) sin(nm/T). 
(2.51) 
n=l 
We recall the following properties of K(f, s, t) [43]: 
q5, s, t> 3 0 ‘ftER+, s E IO, TL 
(2.52) 
It is well known [3] that G : t ---f G(t) is an analytic semigroup and that 
its infinitesimal generator A is given by 
DA = {u E H2’p(0, T); u(O) = u(T) = 0}, 
Au = d2u/dt2 beDA. 
(2.53) 
We also have 
tRch 
, 
&,)@) = (sinh(p - PIT)) 
(Tp sinh p) 
s 
T  
(2.54) 
X sinhb - PY/T) F(Y) dy, 
s 
for Ad+, p = 6, v E L’p(0, T). 
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As is shown in Chapter V, Section 2, for every p > 1 there exists 
e(p) E R, such that t -+ eE(pjfG(t) is an analytic contraction semigroup 
in D(O, T). 
We now prove 
THEOREM 2.5. Let us put Vt E i%+ 
(G(t)u)(s) = s: K(5, s, 4 45) d5 Vu E ~(0, T; Y), s E [0, T]. (2.55) 
Then there exists a bounded extension on LP(0, T; Y) of G(t) which we 
denote by G(t) and G : t + e- E(p)49(t) is an analytic contraction semigroup. 
Finally, the injinitesimal generator A of G is given by 
Dd = {u E IW(0, T; Y); u(O) = u(T) = 0}, 
Ju = d2uldt2 QuED~. 
(2.56) 
Proof. Let u E ~(0, T; Y) and t E R. Then we have, using (2.52), 
KWWI < 1; WT, s, t> I 431 dE = (W(I u(*)lW (2.57) 
from which we have 
II Wh It9 < II W(l 4*>l)ll, < e--F(p)t IIu IID , (2.58) 
and therefore there exists an extension of G(t), G(t) on LP(0, T; Y). 
If u E P(0, T; Y) it is very easy to check that 
qt + s)u = G(t) qs>u Qt, s E R+ , (2.59) 
and that the map R+ + X, t -+ G(t) u is continuous; then, on the basis 
of (2.58) and of the density of P(0, T; Y) in LP(0, T; Y) we see that 
eG(P)G is an analytic contraction semigroup. Also, if u E P(0, T; Y), 
in view of (2.54) we have 
(R(h A)u)(s) = Whb - P/TN 
(Tp sinh p) 
f 
T  
X siW - PY/T) 4~) dr QARE+, p = 4. (2.60) s 
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Since P(0, T; Y) is dense in D(0, T; Y) we see that (2.60) is true for 
every u ELJ’(O, T; Y); we then have 
D,- C {u E fW’(0, T; Y); u(O) = u(T) = O}. (2.61) 
Conversely, if u E {U E IP*p(O, T; Y); u(O) = u(T) = 0} there exists 
(Corollary 2.1) a sequence {un} in P,,2(0, T; Y) such that 
- 
un-u, Au, -+ u”; (2.62) 
therefore u E D, and the theorem is proved. 
6. THE SEMIGROUP GENERATED BY dn/dtn IN [0, T] 
(WITH PERIODIC CONDITIONS) 
Let H be a Hilbert space whose inner product and norm, respectively, 
are denoted by ( , ) and 1 /. 
Let A be the linear operator defined by Theorem 2.2 (with E = 1) 
in L2(0, T; Y), viz., 
D, = {u E ZP2(0, T; H), u(O) = u(T)}, 
(2.63) 
Au = -zi VUED~. 
LEMMA 2.1. iA is self-adjoint. 
Proof. We only need to observe that the linear operator eta is unitary 
for every t E R. 
We now prove 
THEOREM 2.6. Put 
in 1: (-l)n/2+1 A” if n is even, 
- A” ;f  n is odd; (2.64) 
Don = {u E EP2(0, T; Y); @j(O) = u’“‘(T), k = 0, l,..., n - l}. 
Then Qn belongs to K(L2(0, T; Y)), and if n is even it is the infinitesimal 
generator of an analytic semigroup. Moreover, we have 
W, !A> = fi WI h I+ ~1, A) 
i=l 
for hEC+, (2.65) 
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where x1 , x2 ,..., x, are the n-th roots of (- l)n/2+1 if n is even and the n-th 
roots of 1 if n is odd. 
Proof. Let n be odd, n = 2p + 1, and consider the equation 
hx-A”x=y for AEC-iR. (2.66) 
We can easily check that (2.65) is true, and furthermore if x E D, , 
we have 
h II x 11’ - 6% 4 = (x, Y). (2.67) 
Considering Lemma 2.1 we have 
Re(A%, x) = Re(AA%, Apx) = 0, (2.68) 
and therefore from (2.68) we deduce that 
II x II = II W, A”) y II < j&Y II9 (2.69) 
and that An E K(L2(0, T; Y)). 
Now let n be even. We can easily check that (2.65) is true, and that 
the equation 
h - Qnx = Y, where x = peis, 0 f fn, (2.70) 
is equivalent to 
whence 
p&e/2x - (-l)nP+l e-iO/SAn, = y, (2.71) 
peis12 II x /I2 + e-is/2((iA)n/2 x, (iA)“/” x) = (y, x). (2.72) 
It follows that 
(P cos w> II x II2 G II x II II Y IL 
from which we have 
IIW-6Qn)ll d NPCOSW), (2.74) 
(2.73) 
and the thesis follows. 
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Remark 2.1. If n is odd and p # 2 it is well-known [14] that A” 
is not the infinitesimal generator of a semigroup of class (C,) in 
D(0, T; Y). This is also t&e if H = C. - - 
7. POWERS OF THE LAPLACE OPERATOR IN Rn 
Let Rn be the Euclidean space. We introduce the semigroup t 
on Lp(R”), p > 1: 
G(t)p, = gt * v> 
g&4 = amn t-n/mJe-lzl~~/t, 
a-1 - 
mn -s 
e-l@ dx for WZEN, 
R” 
where t denotes convolution. 
(2.75) 
It is well-known [3] that G : t + G(t) is an analytic semigroup of 
contraction in Lp(R”) and that its infinitesimal generator is given by 
D, = HfmJ’(Rn), 
(2.76) 
,4u = (-l)m+ld”‘u Vu E Hzm,p(Rn) 
Am being the m-th power of the Laplace operator in Rn. Reasoning 
similarly as in the proof of Theorem 2.5 we obtain 
THEOREM 2.7. Let us put 
qt>u = g, * u Vu E D(R’“; Y), t E R, . I6 (2.77) 
Then G(t) has a bounded extension C?(t) on Lp(Rn; Y) and c : t -+ c(t) is 
an analytic semigroup of contraction. Finally, the infinitesimal generator 
2i of G is given by 
Au = Amu Vu E Hzm,p(Rn, Y), 
(2.78) 
D”3 Hzm+(Rn; Y). 
I6 D(R”; Y) is the subspace of E(R”; Y) of functions having the support compact. 
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Chapter III. Abstract Differential Equations of the First Order 
1. CAUCHY’S PROBLEM (UNIQUENESS) 
Let Y be a Banach space (norm 1 I) and [0, T] be a subinterval of R, . 
Let {B(t)}bs[O,T1 be a set of linear operators in Y such that 
(9 B(t) E K( y> VtE[O, T]; 
(3.1) 
(ii) p(B(t)) 10 and there exists M E R, such that 1 B-l(t)1 < M. 
In what follows X (norm [ I) denotes the space C,,(O, T; Y) (resp. 
D(0, T; Y)), p > 1) and A and B, respectively, denote the operators 
on X: 
D, = C,l(O, T; Y) (resp. Hi*“(O, T; Y), 
Azl=-& 
dt VUED~, 
(3.2) 
Ds = {u E X; u(t) E Dectj , Vt E [0, T], t -+ B(t) u(t) E X}, 
(3.3) 
(w(t) = B(t) 4) Vu ED, , t E [0, T1.l’ 
We know that A E K(Y) (Theorem 2.1) and that if {B(r))IE~O,Tl satisfies 
(2.38) then BE K(X) (Th eorem 2.4). Finally the completion of 
C,,l(O, T; Y) n DB (resp. H,l*P(O, T; Y) n D,) with respect to the norm, 
II u II + 11 - $ + Bu 11, (3.4) 
will be called A,“(O, T; Y; B) (resp. A,,p(O, T; Y; B)). 
We now consider Cauchy’s problem: 
du 
Au + z - B(t) u(t) = f(t), 
(3.5) 
u(0) = 0, f EX, AEC, t E [O, T]. 
I’ If {B(t)},,[o,zl satisfies (3.17) we must assume that X = Lp(O, T, Y) and Y is reflexive. 
Then L*(O, T, Y) is reflexive as shown in Ref. [14]. 
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We shall say that u E X is a weak solution of the problem (3.5) if there 
exists a sequence {u%} in X such that 
(i) u, E C,,l(O, T; Y) (resp. Hi,“(O, T; Y)) V~EN; 
(ii) s(t) E Rw) Vt E [0, T] and t + B(t) ull(t) E C,(O, T; Y) 
(resp. Lp(O, T; Y)); (3.6) 
(iii) u, ---f ?I and Au, + u,’ - Bu, + f  in C,(O, T; Y) 
(resp. Lp(O, T; Y)). 
It is clear that u is a weak solution of (3.6) if and only if it is a weak 
solution of the equation 
hu-Au-Bu=f. (3.7) 
We have the following result of uniqueness: 
THEOREM 3.1. Assume that the set {B(t)}tc[O,TI satisjies (2.38). Then if 
u E C,l(O, T; Y) n D, (resp. H$“(O, T; Y) n DB) we have 
II u II < 44 11 Au + $ - Bu 11 VAEC, (34 
where 
(= l/Reh 
‘(‘) )= Te(l-ReAj77 
if ;\EC+, 
if X$C+, 
(3.9) 
and the problem (3.5) has at most one weak solution. 
Proof. If h E C, the thesis is a consequence of Theorems 1.1 and 1.5. 
Nowleth$C+. Then the equation 
hu-Au-Bu=f (3.10) 
is equivalent to 
EU-AZ=-Bti=f for EER+, (3.11) 
where 
27(t) = u(t) ecA-cJt, f(t) = f  (t) ecA-cjt. (3.12) 
It follows that 
(3.13) 
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and, taking the maximum of the function 
g(e) = f e-(ReA-4T (3.14) 
we obtain the thesis. 
Remark 3.1. If u is a weak solution of the problem (3.5) then it is 
not true, in general, that ZJ E A,“(O, T; Y; B)(resp. (1&O, T; Y; B)). 
2. CAUCHY'S PROBLEM (EXISTENCE) 
We give now some conditions on the set {B(t)}lo[,,Tl which assure 
that A and B satisfy the hypotheses of one of the Theorems 1.9-l .12, 
and therefore that the problem (3.5) h as one and only one weak solution. 
We shall assume that {B(t)},,[,,,1 satisfies, besides (3.1), one of the 
following conditions: 
(9 
(ii) 
(9 
(ii) 
(9 
(ii) 
B(t) is the infinitesimal generator of an analytic semigroup 
in X WE[O, T]; 
If t < s, as(t) c a?(s) , and there exists K E R, and (Y E IO, l] 
such that 
(3.15) 
I l?(t) B-l(s) - 1 1 < K / t - s Ia vt, s E [O, T], t > s; 
B(t) is the infinitesimal generator of an analytic semigroup ’ 
in X VtE[O, T]; 
For every X E C, and x E Y the map: [0, T] -+ Y, 
t + R(X, B(t)%) is derivable, its derivative is continuous ) 
(resp. measurable and bounded), and there exists K E R, (3.16) 
and 01 E IO, l] such that 
II 
WA W) < Kt-“. 
dt I/ , J 
{B(t))tE[,,T] satisfies (2.38); 
If t < S, DBzu) C DBqs) , and there exists K E R, such that 
! 
(3.17) 
I B2(t) P2(s) - 1 ] < K 1 t - s 1 vt, s E [O, T]. 
If Y is reflexive and X = D(0, T; Y) we shall also consider the following 
conditions: 
If t < s, &(t) c %d and there exists K E R, such that (3.18) 
1 B(t) B-l(s) - 1 I < K I t - s I vt, s E [O, 2-J 
w/512-4 
208 DA PRATO 
We now show the result: 
THEOREM 3.2. Let A and B be the operators dejined by (3.2) and (3.3); 
assume that the set {B(t)}lPIO,TI satisjies (3.1) and one of the conditions 
(3.15)-(3.18).17 Then A + B is preclosed and A + B E K(X). 
Proof. We consider only the case X = C,(O, T; Y), the case 
X = Lp(O, T; Y) being completely analogous. 
First assume that (3.14) b e satisfied; we remark that the set 
{B(t)}lPIO,TI satisfies (2.38) in view of (3.1), (3.15), and the identity 
R(h, B(t)) - R(X, B(s)) = R(X, B(t))(B(t) B-l(s) - 1) B(s) R(X, B(s)) 
(3.19) 
vs, t E [O, T], s > t, 
and therefore B E K(X) (Theorem 2.4). 
Now let u E D, and v = Bu. We then have 
(etAu)(s) 1: ;-l’s - t) v(s - t) (3.20) 
and therefore, in view of (3.15), et% E D, and 
- B(s) B-ys - t) v(s - t> 
;; f 1 ; ; ;;’ ;;’ (3.21) 
, . 
It follows that 
= (B(s) B-l(s - t) - 1) o(s - t) 
(Be% - etABu)(s) I= o 
if s - t E]O, T], 
if s - t $10, T], (3’22) 
and, recalling (3.15), 
11 Be% - etABu [I < Kt” 11 Bu 11, (3.23) 
the thesis follows from Theorem 1.11. 
Assume now that (3.16) is satisfied; then (2.38) is clearly satisfied 
and B E K(X) (Theorem 2.4). 
Let u E D, . We then have [18, 451, 
(e%)(s) = e tw4(S) = & J, etAR(h, B(s)) u(s) d/l, (3.24) 
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r being a suitable contour in C around a(B(s)). Due to (3.15) e% E DA, 
and we have 
(Ae%)(s) = - & 1, etA dR(Af(s)) u(s) dA + (etEAu)(s) 
vs E LO, n (3.25) 
from which, using (3.16), 
11 Ae% - etEAu // < Klta-l v’2 E P, Tl, (3.26) 
K’ being a suitable constant; the thesis follows now from Theorem 1.9. 
The other cases are proved analogously, and the last affirmation is a 
consequence of the identitites 
R(-A, A + B)u = w&t A + B)(w-ZP), 
R(0, A + B)u = wlR(h, A + B) w-Au) for UEX, 
(3.27) 
where w,(t) = eAf Vt E [0, T]. 
The following corollary is immediate: 
COROLLARY 3.1. Let A and B satisfy the hypotheses of Theorem 3.2. 
Then A + B is an isomorphism between A,“(O, T; Y; B) (resp. 
A&O, T; Y; B)) and C,,(O, T; Y) (resp. LP(0, T; Y)). Moreover, the 
problem (3.5) has one and only one weak solution belonging to 
A,“(O, T; Y; B) (resp. A&O, T; Y; B)). 
3. INTEGRODIFFERENTIAL EQUATIONS 
We use here the same notations of Section 2. Let k be a strongly 
continuous map [0, T] x [0, T] + Z( Y, Y).ls We now consider the 
problem 
Au(t) + fy - B(t) u(t) - ,: qt, s) u(s) as = f(t), 
(3.28) 
u(0) = 0 for AEC, fEX. 
I* 2’( Y, Y) is the Banach algebra of the linear bounded operators on Y. 
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We say that u is a weak solution of (3.27) if it is a weak solution of 
the problem 
Au(t) + ds - B(t) u(t) = f(t) + jt K(t, s) u(s) 4 
0 
u(0) = 0. 
(3.29) 
Let us introduce the linear operator K on X, 
(Ku)(t) = jl k(t, s) u(s) ds for t E [O, T], vu E x. (3.30) 
We prove the following result: 
LEMMA 3.3. K is bounded and 
where 
II K/I < MT, (3.31) 
M = sup{1 W, 4, 4 s E 10, TX-. (3.32) 
Proof. We first remark that for the Banach-Steinhaus theorem we 
haveM< fox. 
Now let X = C,(O, T; Y) and u E X; for every t E [0, T] the map 
s - I 44 s> u(s)1 is measurable (Ref. [14] p. 616), and therefore we have 
I(W(t)l < M j: I @)I ds < MT II u Ilm vt E [O, I’], (3.33) 
and the thesis follows. 
Finally, let X = Lp(O, T; Y) and u E Lp(O, T; Y). We have 
II Ku II; < j: (j: I K(t, s)I I 441 ds)' dt < M"T" Il u 11; , (3.34) 
and (3.31) follows. 
We now prove 
THEOREM 3.3. Let A, B, and K be the operators defined respectively 
by (3.2), (3.3), and (3.29); assume that the set {B(t)}tc[O,T] satisfies (3.1) 
and one of the conditions (3.15)-(3.18).lg Then A + B + K is preclosed 
andA+B+K=A+B+KEK(X). 
I8 L’(0, T; KJ is the space defined in Chapter II, Section 3. 
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Proof. Let X EC, f E X. Put 
(K,u)(t) = 1’ e-uft-+)k(t, s) u(s) ds VUEX, /ALEC+. (3.35) 
0 
Due to Lemma 3.1, we have 
II Ku II < MT. (3.36) 
Let p > MT - Reh and put 
h,=h+p-MT, H = K,, - MT. (3.37) 
Then A, EC, and (1 etH 11 < 1 Vt E R, . Therefore H belongs to 
K(X) and in view of Theorem 1.8 A + B + H is preclosed and 
A+B+H E K(X). 
It is now easy to verify that A + B + K is preclosed: 
R(h,A+B+K)=w,R(X,,A+B+H)w-,, f%(t) = I+- (3.38) 
COROLLARY 3.2. Let A, B, and K satisfy the hypotheses of Theorem 3.3. 
Then A + B + K is an isomorphism between A,“(O, T; Y; B) (resp. 
A,p(O, T; Y; B)) and C&O, T; Y) (resp. LP(0, T; Y)). Moreover the 
problem (3.28) h as one and only one weak solution belonging to 
A,“(O, T; Y; B) (resp. Al(O, T; Y; B)). 
4. PERIODIC PROBLEMS 
Let Y be a Banach space (norm 1 I) and [0, T] be a subinterval of w+ . 
Let E be a linear operator in Y satisfying (2.12). We shall use the 
notations of Chapter II, Section 2 and denote by X (norm I( 11) the space 
C,,E(O, T; Y) (resp. LP(0, T; Y)). 
Let {B(t)}l.R be a set of linear operators in Y such that 
(9 B(t) E K(Y) Vt E [0, T]; 
(ii) p(B(t)) 10 and there exists ME R, such that 1 B-l(t)1 < M; 
I 
(3.39) 
(iii) If X = C,,,(O, T; Y) then B(t + T) = B(t) Vt E R. 
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In what follows A and B are respectively the operators on X, 
D, = CA,,(O, T; Y) (resp. H$(O, T; Y)), 
(3.40) 
Di+ = @ E X; u(t) E De(t)) Vt E R, t---f B(t) u(t) E X, 
(W(t) = w u(t) VUED,, tER. 
(3.41) 
We know that A E K(X) (Theorem 2.1) and that if (B(t)},,, satisfies 
(2.38) then B E K(X) (Theorem 2.4). 
Finally, the completion of 
C~,,(O, T; Y) n DB 6-w. f%dO, T; Y> n DA 
with respect to the norm, 
(3.42) 
will be called Ag*,(O, T; Y; B) (resp. AF.,(O, T; Y; B)). 
We now consider the problem 
Au + $ - B(t) u(t) = f(t), 
u(O) = u(T) for fEX, hEC+. 
(3.43) 
We shall say that u E X is a weak solution of the problem (3.43) if there 
exists a sequence (uJ in X such that 
(i) u, E C&,,(O, T; Y) (resp. D(O, T; Y)) Vn EN; i 
(ii> dt> E Dm Vt E R and t + B(t) un(t) E C&(0, T; Y) 
(resp. Hj$(O, T; Y)); I (3.44) 
(iii) u, --+ u and Au, + % - Bu, -f in C&(0, T; Y) 
(r-p. ffh,~(O, T; Y)). i 
It is clear that u is a weak solution of (3.43) if and only if it is a weak 
solution of the equation 
Xu-Au-Bu=f. (3.45) 
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The following result of uniqueness is a consequence of Theorems 1.1 
and 1.5. 
THEOREM 3.4. Assume that the set {B(t)jlER satisjles (2.38) and 
(3.39, iii). Then if 24 E C if&4 T; Y) n D, (rev. ffi:W, T; Y) n h), 
we have 
(3.46) 
and the problem (3.43) has at most one weak solution. 
We now give some conditions on the set (B(t)}foR which assure that 
A and B satisfy the hypothesis of one of the theorems 1.9-1.12, and 
therefore the problem (3.43) h as one and only one weak solution. 
We shall assume that {B(t)}fsR satisfies, besides (3.38), one of the 
following conditions: 
(i) B(t) is the infinitesimal generator of an analytic semigroup 
in X VtER; 
(ii) The domain of Dect) is independent of t and there exists (3.47) 
K E R+ and (Y E IO, l] such that 
/ B(t) B-l(s) - 1 I < K ( t - s 1% Vt, s E R; 
(i) B(t) is the infinitesimal generator of an analytic semigroup 
in X VtE[O, T]; 
(ii) For every h EC, and x E Y the map: R + Y, t ---f R(h, B(t))x 
is differentiable, its derivative is continuous (resp. measurable 
and bounded) and there exists K E R, and 01 E IO, l] such 
that 
I/ 
dwt W)) dt II , < Kt-“; 
(iii) If X = C,,,(O, T; Y) then dR(A’/(t)) is periodic with 
period T. 
(3.48) 
(i) {B(t)}ts[,,T] satisfies (2.38); 
(ii) Deqt) is independent of t and there exists K E R, such that 
/ P(t) F(s) - 1 1 < K 1 t - s 1 Vt, s E R. 
(3.49) 
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If Y is reflexive and X = D(0, T; Y) we shall also consider the following 
condition: 
&(t) is independent of t and there exists K E R, such that 
/ B(t) B-‘(s) - 1 1 < K 1 t - s / Vt, s E R. 
(3.50) 
The following theorem is proved in the same way as Theorem 3.2. 
THEOREM 3.5. Let A and B be the operators defined by (3.40) and 
(3.41). Assume that the set {B(t)),,,+ satisJies (3.39) and one of the conditions 
(3.47)-(3.50).17 Then A + B is preclosed and A + B E K(X). 
The following corollary is immediate. 
COROLLARY 3.3. Let A and B sati!fy the hypotheses of Theorem 3.5. 
Then A f B is an isomorphism between Az,,(O, T; Y; B) (Yesp. 
A$,,(O, T; Y; B)) and C,,,(O, T; Y) (resp. LP(0, T; Y)). Moreover the 
problem (3.43) has one and only one weak solution belonging to 
A&(0, T; Y; B) (resp. Ag,,(O, T; Y; B)). 
Chapter IV. 
Abstract Differential Equations of Higher Order and Systems 
1. WAVE EQUATIONS (PRELIMINARIES) 
Let H be a Hilbert space, whose inner product andnor m are denoted 
by( land1 I. 
Let [O, T] be a bounded subinterval of R+ and {C(t)},,,,,,, be a set of 
positive self-adjoint operators in H such that 
(i) If t < S, Dcct) C DccS) and there exists K E R, such that 
1 C(s) C-l(t) - 1 1 < K 1 s - t 1; 
(ii) There exists w E R such that (4.1) 
(C(t + s)x, x) < e”““(C(t)x, x) Vs, t, s + t f [0, T], x E Dcct) . 
Let us put 
fq = ~@lz(t) Vt E [O, T] (4.2) 
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where K, is a Hilbert space with respect to the inner product, 
(x9 Yh = (cyqx, C1’wJ) vx, y E K, , 
and we shall denote by / II the norm in K, . 
We first prove the following two lemmas: 
(4.3) 
LEMMA 4.1. Let {C(t)},,,,,,, be a set of positive self-adjoint linear 
operators in H satisfying (4.1) and {Kt}lo[D,T1 be the set of spaces dejned 
by (4.2). Then the set {C(t)),,,,,,, satisfies (2.29). 
Proof. We proceed in the proof by successive steps: 
(i) 1 C1iz(t + S)X 1 < ems / C1i2(t)x ( VXE&. 
We first note that if x E Dctr) then (i) is equivalent to (4.1, ii). Now 
let x E DC1lz(t) . Since Dctr) is dense in K, there exists a sequence {xn} 
in Dco) converging to x in K, . It follows that 
C112(t) x, -+ C112(t)x in H. (4.4) 
If n, m E N we have, due to (4.1, ii), 
1 wyt + s) x, - W2(t + s) x, / < ems / C(t)x, - C(t)x, I. (4.5) 
Therefore x E Dc(t+s) and 
W2(t + s) x, -+ C1i2(t + s)x in H. (4.6) 
Passing to the limit for n + co in the inequality 
/ CY2(t + s) x, 1 < ews 1 fY2(t) x, I, (4.7) 
we obtain (i). 
(ii) The map: [0, T] -+ 9(H, H), t --f C(t) C-l(O) is continuous. 
If t < s we have 
C(s) C-l(O) - C(t) C-l(O) = (C(s) C-l(t) - 1) C(t) C-l(O), 
whence, recalling (4.1, i), 
(4.8) 
1 C(s) C-l(O) - C(t) C-l(O)] d K I t - s 1 (1 + Kt). (4.9) 
(iii) The map: [0, T] + C, t + (C(t) x, y) is continuous for 
every x E DC(s) , y E H. 
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We only need to observe that if X-E DC(,) and y 6 H we have 
(C(t)x, Y) = (C(t) c-w C(O)% Y), (4.10) 
and then we use (ii). 
(iv) If X, -+ x in K0 then 1 C112(t) x, \ --t 1 C1lz(t) x / uniformly 
in t in [0, T]. 
Let E E R, . Then there exists n, E N such that 
/ Cl@(O)x - Cl,“(O) x, j < Ee-WT vn > n, , (4.11) 
and, due to (i), 
1 C’P(t)x - Clqt) x, j < E vn > n, , t E [O, T], (4.12) 
from which 
1 1 cyt)x 12 - 1 cq> x, 12 1 
< ~(W2(f)(x - XJ, Cyt)LY))l + 1 m2(t) x, ) wyqx - x,)1 
< cewt(l CW(O)x j + ) P/‘(O) x, I). (4.13) 
(v) The map [O, T] 3 C, t + / C(t) x ( is continuous for every 
XEK,. 
Let x, -+ x in K,, and t, s E [0, T]. Then 
< / ) C1/2(t)x ( - / cyt) x, ( [ + / j W2(s)x 1 - j cl+) x, 1 1 
< I I C1’2(t) % I - I c1’2(4 %t I I, 
and, using (iii) and (iv), the thesis follows. 
(vi) The map: [0, T] + C, t -+ j C1lz(t) u(t)\ is continuous for 
every u E ~(0, T; K,,). 
If ZL E q)(O, T; K,) and t, s E [O, T] we have 
I I C1’2(t) 441 - I c1’*b9 WI I 
< 1 j Cy) u(t)j - j cY(s) u(t)[ f + // (Y(s) u(t) - C1’2(s) u(s)jj 
d j 1 cyq u(t)\ - ) W2(s) u(t)\ 1 + ews (Cl’yO)(u(t) - u(s))\. (4.15) 
Therefore, due to (v), the thesis follows. The lemma is completely 
proved. 
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LEMMA 4.2. Let (C(t)> ts[O,T~ be a set of positive self-adjoint linear 
operators in H satisfying (4.1). Then D(O, T; K&l9 p > 1 is reflexive. 
Proof. On the basis of a theorem of Milman [30] it suffices to prove 
that Lp(O, T; K,) is uniformly convex (Ref. PSI, p. 126). Then let 
x, y ~Lp(0, T; K,), p > 2, we have 
II x +Y 11; + II x -Y Ilit = /;{I x(t) +rP)l; + I x(t) - y(M dt. (4.16) 
Then, using the inequality 
I 4) + rwi; + I x(t) - Y@)l; d 2p’2(l w,2 + I Y(t)ly”, (4.17) 
we find 
II 32 + Y II”, + II x -Y II”, G 2p’2(ll x II”, + II Y I12pY2. 
Now let E E R, and X, y such that 
(4.18) 
II * 112, < 1, I/Y IID < 1 and II x -Y I19 b E. (4.19) 
From (4.18) it follows that 
II x + Y IID < w - u (4.20) 
where 
6, = 1 - 9(29 - @)1/P. (4.21) 
Therefore Lp(O, T; K,) is reflexive if p > 2. Finally, it is easy to see 
that if p > 2 the dual of D(O, T; K,) isL”(0, T; K,), where 1 /p + 1 /q = 1. 
The theorem is completely proved. 
We define the linear operator C inLP(0, T; H), 
D, = {x EP(O, T; H); x(t) E H a.e. in [0, T], t -+ C(t) x(t) ELP(O, T; H)}, 
(Cx)(t) = C(t)x(t). (4.22) 
In view of (4.1) C E K(LP(0, T; H)). 
We also define the space Y, V t E [0, T] as the direct sum of K, and H, 
Yt = I& 0 H, (4.23) 
and denote by (t) the generic element of Y, and by I(F)lr the (3 norm, 
I.4 
I( )I v t 
= I C1/2(t)u 12 + 1 v 12. (4.24) 
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In view of lemmas 4.1 and 4.2 we get the following result: 
LEMMA 4.3. Let {C(t)) fe[O,TI be a set of positive self-adjoint linear 
operators in H satisfying, (4.1). Then the set (Yt}to[o,T~ dejhzed by (4.2) and 
(4.23) satisjies (2.29). Moreover, if p > 1, Lp(O, T; YJ is reJEexive. 
In what follows X (norm jj 11) d enotes the space Lp(0, T; YJ. Finally, 
let A and B be the linear operators in Lp(O, T; Y,) defined respectively 
bY 
D, = @“(O, T; Y,), A (;j = - (;:j V (;j ED, , (4.25) 
and 
D, = D, @Lp(O, T; YJ, B (3 = (-;,j V (;j E DB . (4.26) 
We know (Theorem 2.3) that A E K(X). The following lemma shows 
that B E K(X) also. 
LEMMA 4.4. B E K(X). 
Proof. Vt E [0, T] let B(t) be the linear operator in Y, defined by 
D,(t) = K, 0 ff, B(t) (;j = (~&,,j v 6, 6 De(t) . (4.27) 
It is well known [19, 451 that B(t) E K(Y,) Vt E [0, T]. Consider now 
the equation 
which is equivalent to 
u = -M(X2, C)f + R(X2, C)g, 
v = CR(h2, C)f + hR(h2, C)g. 
We then find that h E p(B) and 
(4.28) 
(4.29) 
(4.30) 
Since B(t) E K( Y,) we therefore have B E K(X). 
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2. WAVE EQUATION (CAUCHY'S PROBLEM) 
We are now going to consider Cauchy’s problem, 
g + w  u(t) = fWfayO,T;‘Y~ 7 t E [O, Tl, 
u(0) = u’(0) = 0, 
(4.31) 
We shall say that ZJ ED(O, T; K,) n Hl,p(O, T; H) is a weak solution of 
the problem (4.31) if there exists a sequence {un} in Hl,p(O, T; K,) n 
P’p(O, T; H) n D, such that 
(i) u,(O) = U%‘(O) = 0 V~EN; 
(ii) u, + u in Lp(O, T; K,), un + u’ in L”(O, T; H); 
I 
(4.32) 
(iii) ui + Gun +-f in Lp(O, T; H). 
It is clear that u is a weak solution of (4.31) if and only if it is a weak 
solution of the equation 
A(,“)++,“)= -(Yj. (4.33) 
We now show the following result: 
THEOREM 4.1. Let A and B be the operators dejined by (4.25) and 
(4.26). Assume that the set {C(t)},,,,,,, satisfies (4.1). Then A + B is 
preclosed and A + B - w E K(Lp(0, T; Y,)), Y, being dejined by (4.23). 
Finally, p(A + B) = C. 
Proof. Let (E): E D, and B(,“) = (t). Then we have 
= 
( 
c-ys - t) qs - t> 
4s - t) 1 
if s - t E [0, T[, 
o 
=o 
(4.34) 
0 
if s - t 4 [0, T[. 
It follows that e*“(‘,“) E D, and 
if 
( 
s - t E [0, T[, 
(4.35) 
if s - t # [0, T[. 
220 DA PRATO 
Therefore we deduce 
II BetA 1911” = s: 
(I u(s - t)l,” + 1 C(s) C-l(s - t) e(s - t)/2}“/z dt. 
Due to (4.1, i) we deduce 
1 C(s) C-l(s - t) 6(s - t)l < eKt ) C(s - t)l 
from which, recalling (4.36), 
Therefore we have 
11 BetAB-’ /I < ekt. 
- t)12}pj2 dt 
(4.36) 
vs, t E [O, 2-1, (4.37) 
(4.38) 
(4.39) 
Then, in view of Theorem 2.3 and Lemma 4.2 we see that A - w and B 
satisfy the hypothesis of Theorem 1.12; therefore A + B is preclosed 
and A + B - w E K(X). 
Finally, the last affirmation is a consequence of identities (3.26). 
The following corollary is immediate: 
COROLLARY 4.1. 
the problem (4.31) h 
Assume that the set {C(t)},,,,:,, satisjies (4.1). Then 
as one and only one weak sol&ton. 
Remark 4.1. We can study the wave equation in C,,(O, T; Y,); the 
results are analogous to those of Theorem 4.1 and Corollary 4.1. 
3. ABSTRACT DIFFERENTIAL EQUATIONS OF THE SECOND ORDER 
(DIRICHLET CONDITIONS) 
Let Y be a Banach space (norm / I), [0, T] be a bounded interval of 
i?+ , and {B(t)}ts[O,T1 be a set of linear operators in Y such that 
(i) B(t) E K(Y) Vt E [0, 7’1; 
(ii) 0 E p(B(t)) and there exists M E R, such that 
1 I B-W < Aff vt E [O, T]. 
In what follows X (norm 11 11) denotes the space Lp(O, T; Y). 
(4.40) 
DIFFERENTIAL EQUATIONS IN BANACH SPACE 221 
Let A and B be the linear operators in X defined, respectively, by 
D, = (u E H2J’(0, T; Y); u(0) = u(T) = 0}, 
Au = d2uldt2 lfUEDDA) 
(4.41) 
D, = {u E X, u(t) E D,(,) a.e. in [0, TJ, t---f B(t) u(t) E X}, 
(Bu)(t) = B(t) u(t)t a.e. in [0, T] VUEDg. 
(4.42) 
We know that A E K(X) (Th eorem 2.5) and that if {B(t)}t6[o,T~ satisfies 
(2.38), then B E K(X). 
We now consider the problem 
Au(t) - d2u/dt2 - B(t) u(t) = f(t) for fED(O, T; Y), h EC, 
u(O) = u(T) = 0. (4.43) 
We will say that u is a weak solution of the problem (4.43) if there 
exists a sequence {un} in P(O, T; Y) such that 
(i) u, E {EPp(O, T; Y), u(0) = u(T) = 0} V?lEN; 
(ii) u%(t) E De& a.e. in [0, T] and t + B(t) un(t) EL”(O, T; Y) 
V~EN; (4.44) 
(iii) u,+u and Au, - $$ - Bu, -+f in Lp(0, T; Y). 
Clearly u is a weak solution of the problem (4.43) if and only if it is 
a weak solution of the equation 
hu-Au-Bu=f. (4.45) 
The following result of uniqueness is a consequence of Theorems 
(l.l), (1.5), and (2.5). 
THEOREM 4.2. Assume that the set {B(t))l.[O,T~ satisJes (2.38) and 
(4.40). Then there exists c(p) E R, such that 
11 Au - d2u/dt2 - Bu 11 ifu~D,nD,, XEC+-c(p). 
(4.46) 
Moreover the problem (4.43) has at most one weak solution. 
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We now consider existence for the problem (4.43). We shall assume 
that the set {B(t)}l,[O,T1 satisfies the following condition: 
I f  t < s then Dsct) C Decs) and there exists K E R, such that 
1 B(t) B-l(s) - 1 ( < K / t - s 1 
We first prove 
vt, s E [O, T]. 
(4.47) 
LEMMA 4.5. Let r be an integral transformation in L”(0, T) dejked by 
(rv)(s) = (sinhb - P/T)) 
( TP sinh P) s s sinh(PYlms -Y) Y(Y) dY o 
(sinh ps) T 
+ (TP sinh P) s 
SinUp - PY/WY ~ 4 F(Y) dr 
s 
for p E R+ , q~ E C(0, T), s a.e. in [0, T]. (4.48) 
Then r can be uniquely extended to a bounded linear operator (which we 
also denote by r), and we have 
II m G llP3- (4.49) 
Proof. If v E Lm(O, T) we have 
i sinh(p - ps/T) S . 
I( < 11 ‘7 kc 1 (Tp sinh p) j, sWmlT)(s - Y) dY 
(sinh(ps)) T 
’ (TP sinh P) s 
sin% ~ PYP)(Y - 4 dr 
s 
G (P" 
II syjt p) {sinhb - PSI T) (, sin~(ps, T) - s/T) 
X (sinh(fs/')) i, sinh(:, _ ps) - (1 - 'jT)) 
< 2 11 g, lIrn sinh(ps/T) sinh(p - fs/T)(p3 sinh p). (4.50) 
In view of the inequality 
2 sinh(px) sinh(p - px) < 1 
sinh p \ Vx~EO, 11, PER+, (4.51) 
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we obtain 
II QJ IL d UP3. 
Now let y ~Ll(0, T). Then we have 
(4.52) 
T sinh(p - ps/T) 
““” ’ /,, (pTsinhp) -ds i ’ sinh(e%s - Y) I dr)l dr 0 
+ Jo b sinh p) 
T sinh(ps) ds 
I 
T . 
slnh(p - PY)(Y - 4 I dy)l dr. (4.53) s 
By exchanging the order of integration in the last integral and using 
(4.51) we find 
II TV Ill G 1/v3. (4.54) 
The thesis follows from the Riesz interpolation theorem. 
We now prove 
THEOREM 4.3. Let A and B be the operators defined, respectively, by 
(4.41) and (4.42); assume that the set (B(t)}t,Co,T1 satisjies (4.40) and 
(4.47). Then A + B is preclosed and there exists c(p) > 0 such that 
24 + B + e(p) E K(Lp(O, T; Y)). 
Proof. Let u E D, , v = Bu, h E R+ , and p = ~6. In view of (2.60) 
we have 
(R(X 
, 
A)u)(s) = (SinUp - PIT)) 
(Tp sinh p) 
s 
T  
X sin& - PYP) WY) V(Y) dye 
s 
(4.55) 
Therefore R(h, A) u E D, and we have 
((Wk 4 -w, 4%4(s) 
_ (sin% - P+“)) x 
( TP sinh P> I 
’ sinh(ulWW MY) - 1) 4~) dr 
o 
(sinh ps) 
+ (Tp sinh p) ’ s T sin& - w/WW WY) - 1) V(Y) 4s (4.56) o 
607/S/2-5 
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from which, using Hypothesis (4.47) and Definition (4.48), we obtain 
Iww> 4 - w, AP) u(s)1 GWI 4.)l))(s) vs E [O, T]. (4.57) 
Then, from Lemma (4.5), it follows that 
Iwv~ 4 - WY W) w < & I(W(*)l(s) VSE[O, T], (4.58) 
whence 
II BW, 4” - R@, A) Bu II < A$ Il Bu II VUED,. (4.59) 
Since A is an infinitesimal generator of an analytic semigroup, we have 
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eAtR(h, A) dh, (4.60) 
I’ being a suitable contour in C. Then, from (4.59), we easily obtain 
I/ BetAu - etABu 11 < K’t1i2 II Bu 11 VUED,, (4.61) 
K’ being a suitable constant. Therefore the thesis is a consequence of 
Theorem 1.11. 
The following corollary is immediate: 
COROLLARY 4.2. Assume that the set {B(t))t,[O,T1 satisJies (4.40) and 
(4.47). Then the problem (4.43) h as one and only one weak solution. 
4. ABSTRACT EQUATIONS OF ARBITRARY ORDER 
(WITH PERIODIC CONDITIONS) 
Let {B(t))ls[O,T1 be a set of linear operators in the Hilbert space H 
(norm j I) such that 
(9 B(t) E K(H); 
(ii) p(B(t)) 3 0 and there exists ME R, such that 
I B-l(t)1 < M. 
(4.62) 
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In what follows A and B are, respectively, the operators on 
X = L2(0, T; H) (norm )I II), 
D, = {u E H112(0, T; H); u(O) = u(T)}, 
Au= -g, VUED,, 
(4.63) 
DB = {u E X; u(t) E Dettf Vt E [0, T], t --+ B(t) u(t) E X}, 
ww = w u(t) \du~D~. 
(4.64) 
We know (Theorem 2.6) that (-1)“+1A2” and A2n+1 belong to K(X) 
Vn EN; moreover, if the set (B(t)}clo,T1 satisfies (2.38) then B E K(X). 
We now consider the problem 
u’“‘(0) = U(~)(T), k = 0, l,..., n - 1, 
and 
XEC+, 
1 ~qwz+l 
if rz is odd, 
(4.65) 
En I- if 11 is even. 
We shall say that u E X is a weak solution of the problem (4.65) if 
there exists a sequence {urn> in L2(0, T; H) such that 
(i) U,E EP2(0, T; H) n DB , U(~)(O) = u’“)(T) 
VmcN, km= 0 
m 
,..., n - 1; 
(ii) un + u and Au,,, - EMUS) + Bum + f in L2(0, T; H). 1 
(4.66) 
Clearly u is a weak solution of (4.65) if and only if it is a weak solution 
of the equation 
Au - c,A”u - Bu = f. (4.67) 
The following result of uniqueness is a consequence of Theorems 1.1 
and 1.5. 
THEOREM 4.4. Assume that the set {B(t)}l,[.O,Tl satis$es (2.38). Then 
;f u E (v E I-F2(0, T, 23); u@)(O) = @j(T), k = 0 ,..., n - l> n D, , 
we have the following inequality: 
1141 < & (I Au - E,A”u - Bu /) VAhC+, 
and the problem (4.65) has at most one weak solution. 
(4.68) 
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We now prove 
THEOREM 4.5. Let A and B be the operators defined by (4.63) and 
(4.64). Assume that the set {B(t)}ls[O,T1 satis$es (4.62) and (3.46) (resp. 
(4.62) and one of the conditions (3.46)-(3.48)) if n is odd (resp. even).20 
Then enAn + B is preclosed and c,An + B belongs to K(L2(0, T; H)). 
Moreover the problem (4.65) h as one and only one weak solution. 
Proof. We assume that {B(t)}tPIO,T1 satisfies (3.46) and that n is odd, 
the proof in the other cases being similar. 
Let p E R, , p = (n - 1)/2. In view of (2.65) we have 
YP”, A”) = (6llP % 4 fi NW, 4 wip, --A), (4.69) 
i=l 
where 01~) 01~ ,..., 01~ (resp. -& , -p2 ,..., --pP) are the n-th roots of 
one having a real positive (resp. negative) part. From (4.69) it follows 
that 
R(pn, A”) = (-l)P j; du jr dt, ... j, dt, jr ds, ... jr ds, 
x e- (u+altl+...+a,t,+Ols~+.,.~ s ) ~~G(u+t~+...+t~-s~--..-s~)x 
vx E x, (4.70) 
G being the semigroup t + etA. Using (3.46) we now obtain 
II WP”, A”) B-l - R(P, A”)I/ 
.Kj;du j,“dq- j,dtD j,ds,- j;ds, 
x e --P(u+ C%Re~iti+ReBi~i)) , u + tl + . . . + t, _ s1 _ . . . _ s, ,a- (4.71) 
If we put u = pu, & = pt, , si = psi, i = I ,..., p we see that there 
exists a positive constant K such that 
11 BR(p”, A”) B-1 - R(p’“, A”)/1 < K/pn+a, (4.72) 
which is equivalent (due to the Hille-Yosida theorem) to 
11 BetA*&l - etAn 11 < K’t+, 
K’ being a suitable constant. 
The thesis follows now from Theorem 1.11. 
(4.73) 
2o The set {B(t)}t,R is here obtained from (B(t)}t,[o,rl by a periodic extension. 
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5. LAPLACIAN ITERATED IN Rn 
We use the notations of Chapter II, Section 7. Let {B(x)}~~~~ be a set 
of linear operators in Y such that 
(i) B(x) E K(Y) Vx E R*; 
(ii) The map Rm -+ Y, x -+ R(h, B(x))@ is continuous Vu E Y. I 
(4.74) 
In what follows X (norm 11 11) is the Banach space Lp(Rn; Y), A is the 
infinitesimal generator of the semigroup defined by Theorem 2.7 
(with A = A), and B is the operator defined by 
D, = (u ELP(R~; Y), u(x) E DBcz) x a.e. in Rn, x --f B(x) u(x) ELP(R”; Y)}, 
VW(x) = B(x) 4x> VUEDB, x a.e. in R”. 
(4.75) 
The proof of the following lemma is very similar to that of Theorem 
2.4 and therefore it will be omitted. 
LEMMA 4.6. Assume that the set {B(x)},,~~ satisfies (4.74). Then the 
linear operator B, defined by (4.73, belongs to K(Lp(R”; Y)). 
We are going to study the following problem: 
Au + (-1)” A’% - Bu = f for hEC+, ~EL*(R”; Y), (4.76) 
where A is the Laplacian in R”. 
The following result of uniqueness is a consequence of Theorems 
1.1 and 1.5 and of Lemma 4.6. 
THEOREM 4.6. Assume that the set {B(x)jZER,, satisjies (4.74). Then ;f 
u E Hzm,P(Rn; Y) n D, we have 
II u II d &l]Au +(-I)” Amu -Bull VAEC+, (4.77) 
and the problem (4.76) has at most one weak solution. 
Finally, we prove 
THEOREM 4.7. Assume that the set {B(x)}~~~~ satisfies (4.74) and the 
following conditions: 
DBcz) is independent of x and there exists K E R, and 01 E IO, l] such that 
IB(x)B-l(y)-11 <Klx-~1% Vx,y E R”. (4.78) 
Then A + B is preclosed and A + B E K(LP(Rn; Y)). 
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Proof. Let u E D, , ZI = Bu. In view of (2.73) we have 
(etAu)(x) = umnt-al(2m) 
s 
e-IYlzmltB--l(x - y) v(x - y) dy. (4.79) 
R” 
Due to (4.78) we can see that etA E D, and 
(BetAu - etABu)(x) = umnt-nl(2Tr1) ( e- l@/t(B(x) B-l(x - y) - 1) v(x - y) dy, 
’ Rn 
from which, in view of (4.78), 
l(BetAu - etABu)(x)/ < av,nt-n/(2m)K s 
e-lYi2”/t 1 y Ia 1 v(x - y)l dy, 
Rn 
and, using Young’s inequality, 
11 BetAu - etABu Ij < Ka mn t--nl(2m) J 
e--1~12m/t 1 y lG dy 11 v 11. 
Rn 
If we put y = tilZmy we tind 
I/ BetAu - etABu [I < K’tlizm [j Bu ji VUEDB, 
where 
K’ = Ka,, s 
e-1@’ 1 y Ia dy. 
Rn 
The thesis follows from Theorem 1 .l 1. 
(4.80) 
(4.81) 
(4.82) 
(4.83) 
(4.84) 
COROLLARY 4.3. Assume that the set {B(x)}~~~~ satisfies (4.74) and 
(4.78). Then the problem (4.76) h as one and only one weak solution. 
6. SOME SYSTEMS 
Let [0, T] be a subinterval of ii+ , and A, and A, be the linear operators 
defined by 
DA, = (u E S”(0, T; Y); u(O) = 0}, 
Au= -du r dt 
VUED~,; 
DA 1 = {u E ffllp(o, T; Y); u(T) = 0}, 
(4.85) 
A,u = 2 VUEDAL. 
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We know that A, and A r belong to K(D(0, T; Y)) (Chapter II, Section l), 
and we have 
(4.86) 
Vu EL"(O, T; Y) s a.e. in [0, T]. 
In what follows we put P(0, T; Y) = X (norm 1) II). 
Now let V&(%C~,~I y M%[O,T~ , - VW)lto[O,T~ be n Sets of 
linear operators such that 
(i) {Bl(t)}tr[,,T~ satisfies (3.1) and one of the conditions 
(3.15)-(3.18); 
(ii) If we put 
l&(t) = B,(T - t) Vt E [0, T], i = 2 ,..., n, 
then {&(t)},,[,,,l satisfies (3.1) and one of the conditions 
(3.15)-(3.18), i = 2, 3 ,..., n. 
Then put 
(4.87) 
DBi = (u E X, &(t) u(t) E DBitt) , t a.e. in [0, T], t + B,(t) u(t) E X}, 
P,W) = W) u(t) t a.e. in [0, T], i = 1, 2 ,..., n. 
(4.88) 
We remember that B, , B, ,..., B, belong to K(X) (Theorem 2.4). 
In the same manner as Theorem 3.2 we prove the following result: 
THEOREM 4.8. Let A, , A, , B, , B, ,..., B, be the operators dejked by 
(4.85) and (4.88), and assume that condition (4.87) is satisjkd. Then 
A, + Bi (resp. Al + 4) is preclosed and A, + Bi (resp. A, + B,) 
belongs to K(X), i = 1, 2 ,..., n. 
Finally, let Q be a linear operator in the Hilbert space C” (inner product 
( , )) such that 
Re(Qx, x) < 0 vx E C”. (4.89) 
We denote by Yn (resp. Xm) the direct sum of n copies of Y (resp. X). 
In what follows we shall identify Xn to Lp(O, T; Y”) and denote by u 
the general element of X”. 
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We also put 
DB=DB~O&~O~~~OD,~, 
Bu = (B,u, ,..., B,u,) VUED~, 
D, = D,+OD/,lO...OD.+, (4.90) 
Au = (A,u, , A,u, )..., A$&) VUED~, 
(Qu)(t) = 84th t a.e. in [0, T], u E X”. 
We remark that, in view of (4.89), Q belongs to K(X”). The following 
corollary of Theorem 4.8 is immediate: 
COROLLARY 4.4. Let A and B be the operators defined by (4.90), and 
assume that condition (4.87) is satisfied. Then A + B is preclosed and 
A + B belongs to K(X”). 
We now consider the following problem: 
AZ+&(t) - y ~ J&(t) df) - i Qm%(t> = f&h 
(4.91) 
k=l 
u(0) = 0, %(T) = 0, h = 2, 3,..., n 
for AEC+, f = (fr ,...,fJ E X”. 
We shall say that u is a weak solution of the problem (4.91) if there 
exists a sequence {utm)} in Xn such that 
(9 up’ E H’p”(O, T; Y), h = I,..., n, z@‘(O) = up’(T) = 0, 
h = 2,..., n; 
(ii) z&)(t) E DBhct) t a.e. in [0, T] and 
t + BJt) up’(t) sL”(O, T; Y) Vm E N, h = 2,..., n; 
(iii) 2~:~’ - uh , and 
hdT”) + 
&““’ 
--!- 1 dt 
B,u;~ - i QILup) = f, , 
k=l 
hup + dujl”’ - - B+P’ - il QmuP -+ fh , dt h = 2,..., n 
> (4.92) 
in X. i 
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Clearly u is a weak solution of the problem (4.92) if and only if it is a 
weak solution of the equation 
hu-AU-Bu-Qu=f. (4.93) 
We now prove 
THEOREM 4.9. Let A, B, and Q be the operators in Xn defined by 
(4.90), and assume that the conditions (4.87) and (4.89) are satisfied. 
Then A + B + Q is preclosed and A + B $ Q = A + B + Q belongs 
to K(X”). 
Proof. In view of Theorem 4.8, A + B is preclosed and 
A + B E K(X%). Then A + B and Q satisfy the hypotheses of Theorem 
1.8 and therefore the thesis follows. 
COROLLARY 4.5. Under the same hypotheses of Theorem 4.9 the 
problem (4.92) h as one and only one weak solution u. Moreover u belongs 
to D, . 
Chapter V. Some Applications to Differential Operators 
1. AN ABSTRACT CASE WHERE THE CONDITION 
1 B(t)B-l(s) - 1 1 < K 1 t - s j"l IS SATISFIED 
Let Y and 2 be Banach spaces whose norms are denoted by 1 1 y and 
I Iz, respectively. We shall assume that 2 C Y, the immersion being 
algebrical and topological and denote by dp(Z, Y) the Banach space of 
the linear bounded maps of 2 into Y. 
Let [0, T] be a subinterval of R+ and let B : t + B(t) be a map of 
[0, T] in S?(Z, Y) such that 
(i) There exists m, , m2 E R, such that 
mllxL < IBWIY <mdxI~ WE[O, T]; 
(ii) There exists IV, (Y E R, , a! < 1 such that (5-l) 
I B(t)x - a+ IY < A7 I t - s la I x Iz Vt, s E [0, T]. 
We first prove 
LEMMA 5.1. Put 
F(t) = B(t) B-l(O) Vt E [0, T]. (5.2) 
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Then the map [0, T] + 9(Y, Y), t ---t F(t) has the following properties: 
(i) F is Hiilder continuous; 
(ii) I Wt)l, < &ml . I 
(5.3) 
Proof. Let x E Y, y = B-l(O) x. Then we have 
I qqx ly = I B(t) B-‘(0)x IY < m2 I wo>x Iz = m2 I Y Iz 
< (%h)l my IY = (%/%>I x IY > (5.4) 
so that F(t) E 9( Y, Y). Clearly we have that 
F-l(t) = B(O) B-l(t), (5.5) 
whence 
IF-l(t)% Iy = I B(O) B-‘(t)x ly < m2 I B-‘(t>x Iz < (4ml)I x IY (5.6) 
and (ii) is proved. 
Finally, let x E Y, y = B-l(O) x, t, s E [0, T]. Then we have 
I F(t)x - F(s)x Iy = 1 E?(t) B-1(0)x - B(s) B-1(0)x 1 y < N I t - s Ia I y /z 
G (Wm,>l t - s I= Ix IY > (5.7) 
and the lemma is completely proved. 
We now prove 
THEOREM 5.1. Let B : t + B(t) be a map of [0, T] in 9(Z, Y), and 
assume that B satis$es (5.1). Then there exists K E R, such that 
/ B(t)B-l(s) - 1 jy < K I t - s I= vt, s E [O, T]. (5.8) 
Proof. The following identity is clear: 
B(t) B-l(s) - 1 = p?(t) - B(s)) B-l(O) B(0) B-l(s) 
= (F(t) - F(s)) F-l(s), (5.9) 
and the thesis is a consequence of Lemma 5.1. 
EXAMPLE 5.1. Let 62 be an open bounded subset of the Euclidean 
space Rn and r be its boundary, which we assume sufficiently smooth. 
Set Di = (l/i)(a/ax,),j = l,..., m, and Do: = D> ,..., Dp, 01 = (01~ *a* an) 
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is a multiindex with integral components (Ye >, 0 whose length 
a1 + 012 + *-* + o/~ is denoted by [ a I. 
Let [0, T] be a subinterval of R, and let B(x, t, D), D = (Or ,..., D,), 
be an elliptic operator of order 2m in Q, 
B(x, t, D) = c b,(x, t) D”. (5.10) 
lm~G%n 
The definition of ellipticity is the one given in Ref. [2]. 
Let there also be given a system of m differential boundary operators 
{Bj}y of respective order mj . We shall assume that the elliptic problem 
(23, (Bj}y, Sz) is regular [2]. We denote by H2”,q(51, {B3}y) the completion 
of the subspace 
{u E Czm(i2); Bju = 0 on r, j = l,..., m} 
with respect to the norm 
(5.11) 
(5.12) 
For every t E [0, T] B(t) is the linear operator in D(Q) defined by 
D B(t) = Py-Q; mm, 
B(t)u = B(x, t, D)u ‘du E De(t) . 
(5.13) 
Assume that p(B(t)) contains the sector 
w+Sg=(hEC;h=w+CL,IargELI GO}, e > 42, w E R, (5.14) 
for every t E [0, T]; then from Theorem 5.1 (where Y = D(D), 
2 = H2”*~(S2; {Bi}y)) it follows that 
/I B(t) B-l(s) - 1 Ils & K I t - s la for KER+. (5.15) 
We also remember that B(t) is the infinitesimal generator of an analytic 
semigroup [3]. 
2. ELLIPTIC OPERATORS OF THE SECOND ORDER 
(VARIATIONAL FORM) 
Let J.J be an open bounded subset in Rn with boundary sufficiently 
smooth, and let B be a differential operator of second order, 
(5.16) 
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where ai,,. , i, j = 1, 2 ,..., n, is a real measurable bounded function on Sz. 
We assume that B is uniformly elliptic, i.e., there exists v > 1 such 
that 
Let b be the bilinear form on H1(Q)21 associated to B, 
(5.18) 
Finally, let Y be a closed subspace of Hi(Q) such that 
(i) H,‘(Q) C I’ C H’(Q) algebrically and topologically; 
(ii) If u, v E C(G) n I’ then 1 u 1 E I’ and UZ, E V; 
(iii) There exists LY E R and K E R, such that 
44 4 + 01 II u II”, 3 K II 24 11: .
(5.19) 
The following theorem is due to G. Stampacchia (private com- 
munication). 
THEOREM 5.2. Assume that V satis$es (5.19). Let X E R, ,fgLP(.Q), 
p > 2, and u be the weak solution of the prob1em22 
X(u, v) - b(u, 4 = (f, ~1, u ELy2) vv E v. (5.20) 
Then u E Lp(s2) and 
Il4ID +.. (5.21) 
Proof. This theorem is well-known if p = 2 [l, 221, and therefore, 
in view of the Riesz interpolation theorem, it is sufficient to prove the 
theorem for p > n/2. 
Let p > n/2 and u be the weak solution of (5.20). Put z, = 1 u JP-2~. 
Then 
g = (p - 1)1 U ID--2  ) i = l,..., n. 
2 
21 We set EF2(Q) = H’(Q) and H,,‘(Q) = { *L E H’(Q); u(x) = 0 Vx E T}. We also put 
(u, v) = j-0 uvdx vu, v  EL2(Q). 
22 See G. Stampacchia in Ref. [39]. 
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In view of a result of Stampacchia [38] u belongs to C(Q). Therefore 
z, E V and from (5.20) it follows that 
h~~IUlYd5+“-l(P-l)jnlU194~~~~SnIf~1Ul.-ldx, 
i=l 
(5.23) 
from which 
(5.24) 
and using H8lder’s inequality we obtain (5.21). 
We now prove 
THEOREM 5.3. Assume that V satisfies (5.19) and the following 
condition: 
3K, E R, such that 
II U II2 G Kv ii 2 II2 
(5.25) 
Vu E V, i = l,..., n, 23 
there exists Av E R, such that 
(5.26) 
u being the weak solution of (5.5). 
Proof. Remark first that (5.23) is equivalent to 
x I 
/ u IP & + 4v-YP - 1) n 
R 
p2 ~~nI~12d*C~nl~ll~l~-1dJc. (5.27) 
From (5.25) it follows that 
(h+h,)J‘RIUl~dr~~nlflluI~-ldx, 
where 
h 
V 
= 4v-‘(P - 1) 
P’KV ’ 
The thesis follows from HGlder’s inequality. 
(5.28) 
(5.29) 
zs The inequality in (5.25) is a P&card inequality. For general cases it is verified 
(see Ref. [39]). 
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We now define the operator B,,, in D’(G) for p > 2 in the following 
manner: 
D By,p = {u EL”(Q); 3fEP(Q) such that b(u, V) = (f, V) VV E V}, 
(5.30) 
Bv,su = f if b(u, V) = (f, v) vv E v. 
From theorems 5.2 and 5.3 we have 
COROLLARY 5.1. If V satisfies (5.19) then B,,, belongs to K(LP(Q)). 
If V also satisfies (5.25), then there exists Av E R, such that 
A, + B, E W”(Q)). 
Finally we shall define Bv,, also for 1 < p < 2 for duality. In view 
of a theorem of Phillips on dual semigroups [33] we know that B,,P 
belongs to K(D(Q)). 
Remark 5.1. If B is a differential operator (in variational form) 
of order greater than two and B,,, is defined analogously to (5.30), 
then B,,, does not belong, in general, to K(D(Q)) if p # 2, as is shown 
by the following example: 
EXAMPLE 5.2. Let Q = IO, l[, p = 4, and 
DB = {uEH~,~(O, 1); u(o) = u(1) = U’(o) = U’(l) = o>, 
Bl4= -g. 
(5.31) 
It is well known [3] that B is the infinitesimal generator of an analytic 
semigroup. 
Consider the semiscalar product [45] 
[u 
, vu, v EL4(0, 1). 
If t + ete should be a contraction semigroup we would have 
[Bu, ~1 < 0 VUEDB, 
but this is wrong if 
u(t) = P(1 - t)3. 
(5.32) 
(5.33) 
(5.34) 
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3. PARABOLIC EQUATIONS AND SYSTEMS 
Let [0, T] be a subinterval of a+ and Q = GX]O, T[. Let (B(t))l.[O,T~ 
be a set of second-order uniformly elliptic operators in variational form 
in Sz, 
(5.35) 
We assume that the ellipticity is uniform with respect to t, i.e., there 
exists v > 1 such that 
VXEQ, .$ER~, t E [0, T]. (5.36) 
Let b(t, u, V) be the bilinear form “associated” to B(t), viz., 
b(4 u, v) = - 1, &%3(x, t) $ g dx. 
* 2 
(5.37) 
Let V be a closed subspace of EP(SZ) such that 
(i) V satisfies (5.19, i, ii); 
(ii) There exist OL ER and KE R, such that 
I 
(5.38) 
Kc u, 4 + a I/ u II”, a K II 24 ll$ * 
Let B,,(t) be the operator defined by (5.30) (with b(t, U, V) instead 
of b(u, w)) in La(D), and for simplicity we put 
for q > 1. (5.39) 
Finally, let q > 1 and E be a linear bounded operator on D(Q) such that 
(2.12) is verified. 
We now consider the problem 
g - B@)u = f, 
(5.40) 
u(0) = 0 (resp. u(0) = Eu(t)). 
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We now prove 
THEOREM 5.4. Let (B(t)} te[O,T~ be a set of uniformly elliptic operators 
in Sz, and assume that 
(i) (5.36) is satis$ed; 
(ii) There exists a E IO, I] such that bij is Hiilder continuous with 
exponent a on Q for every i, j = I,..., n. 
(5.41) 
Let V be a closed subspace of Hl(!S) such that (5.38) (resp. (5.38) and (5.25)) 
is satisfied. Then if f E Lp(O, T; Lq(Q)), p > 1, p > 2, the problem (5.40) 
has one and only one weak solution u E (l&O, T; Lq(Q); B) (resp. 
4C,,(O, T; W4; B)). 
Proof. On the basis of Theorem 5.3 if V satisfies (5.38) 
B(t) E WLQP)) Vt E [0, T], and if V satisfies (5.38) and (5.25) there 
exists w E R, such that B(t) + w E K(L*(SZ)). Then, using Theorem 5.1, 
WhO,Tl (resp. {B(t) + 440,Tl) satisfies the hypotheses of Theorem 
3.2 (resp. of Theorem 3.5), and therefore the thesis follows from 
Corollary 3.1 (resp. Corollary 3.3). 
Remark 5.2. If u is a weak solution of (5.40) then it is a weak solution 
(in the usual meaning) of the mixed problem 
(5.42) 
u(., t) E v v’t E LO, Tl, 
u(x, 0) = 0 (resp. u(x, 0) = Eu(3c, t)) VXED, 
and conversely. 
Remark 5.3. We have not studied the problem of characterizing 
the spaces A,p(O, T; Lq(sZ); B) and Ag,,(O, T; L*(Q); B) (regularization 
problem). We have proved only that they are contained in Lp(O, T; Lg(Q)). 
Now let k be a strongly continuous map: [0, T] x [0, T] + 
.Y(L”(q, Lq2)). w e consider the problem 
$ - B(t)u + i; K(t, s) u(s) ds = f, u(0) = 0. (5.43) 
The following theorem is proved in the same way as Theorem 5.4, 
using corollary 3.2 instead of Corollary 3.1. 
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THEOREM 5.5. Linder the same hypotheses of Theorem 5.4, if 
u E Lp(O, T; L*(Q)), p > 1, q >, 2, then the problem (5.43) has one and 
only one weak solution u E A,P(O, T; L*(L’); B). 24 
Remark 5.4. If u is a weak solution of (5.43) then it is a weak 
solution (in the usual meaning) of the mixed integrodifferential problem 
and conversely. 
EI(x, 0) = 0 VXEQ, 
Remark 5.5. Let, for example, p = q, V = H,,l(sZ). Then it is 
known [5] that 
cl,p(O, T;L”(Q);B) = {U E fW(O, T;H23p(Q) n H,1(Q)); U(O) = O}. 
Therefore if f ED(Q) the solution u of (5.44) belongs to 
Wvp(O, T; H2$o) n H,‘(Q)) and u(0) = 0. 
Finally, let {Bk(t)}te[O,T] , k = l,..., m, be m sets of second-order 
uniformly elliptic operators in variational form in Sz, 
(5.45) 
We assume that for every k, k = l,..., m, {Bk(t)}lEIO,T1 satisfies the 
hypotheses of {B(t))m,, T1 .
We put 
zP(U, v, t) = 
D 
n b$‘(x, t) & 2 dx Vu,v E II’( t E [0, T]. 
12 ij=l I 1 
(5.46) 
Let V a closed subspace of Hl(fZ) such that 
For every k, k = 1, 2 ,..., m, V satisfies (5.38) and (5.25) 
(with W(u, o, t) instead of b(u, v, t)). (5.47) 
M See Chapter II, Section 3. 
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Let BE;(t) be the operator defined by (5.30) (with W(t, U, V) instead 
of 6(U, V)). For simplicity we put 
Bg)&,(t) = Eqt). (5.48) 
Finally, let P be a linear operator in Rm such that 
(Px, 4 d 0 tlx E R”, (5.49) 
( , ) being the inner product in R”. 
We now consider the problem 
k=l 
h = 2, 3 ,,.., m, (5.50) 
%(O) = 0, %(T) = 0, h = 2, 3 ,..., m. 
The following theorem is proved in the same manner as Theorem 5.4, 
using Corollary 4.5 instead of Corollary 3.1. 
THEOREM 5.6. Let {B,(t))l,[,,,l , k = l,..., m, be m sets of uniformly 
elliptic operators in !J satisfying (5.36) (with bas(x, t) instead of bij(x, t)), 
let V be a closed subspace of Hi(Q) satisfying (5.47), and let P be a linear 
operator in Rm satisfying (5.49). Then iff = ( fi ,..., f,), (Lp(0, T; Lq(SZ))m, 
p > 1, q > 2, the problem (5.50) h as one and only one weak solution 
u = (241 ,..‘, urn), and ui E A&O, T; Lq(SZ)), B,), i = l,..., m. 
Remark 5.6. If u is a weak solution of (5.50) then it is a weak 
solution (in the usual meaning) of the system 
(5.51) 
h = 2, 3 ,..., m, 
u(0) = 0, %(T) = 0, h = 2, 3 ,..., m. 
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Remark 5.7. If p = q, V = Hai( Then if f E (D(Q))” the 
solution u of the problem (5.51) belongs to (Hl,p(O, 2’); H2*p(S2) n 
H,,l(SZ))m and u,(O) = U,(T) = 0, h = 2, 3 ,..., m. 
4. SCHR~DINGER AND WAVE EQUATIONS 
Let Sz be an open bounded subset of the Euclidean space R” with r 
its boundary, [0, T] be a subinterval of R, , and Q = !Sx]O, T[. Let 
{B(t)},,f,,,1 be a set of uniformly elliptic operators in Sz of order m, 
B(t)u = - c (-1p DP(b,,(x, t) DU), (5.52) 
IPl,lQlGm 
where b,,* E C(Q), and 
Dp = axpI ,.. ax? ’ P = (PI Y--*9 Pn), 1 (5.53) 
IPI =P,+-~-+Pn> PI 3*.-P m nonnegative integers. 
We put 
b(u, 21, t) = - I b,,(x, t) Dqu 0% dx. (5.54) J) 
Let V be a closed subspace of H”(G) such that 
f&yq c v c H”(l2). (5.55) 
We assume that 
(i) The map [0, T] -+ C, t + b(t, u, v) is Lipschitzian for every 
u, v E v; 
(ii) b(t, u, v) = b(t, v, u) vu,vvEV; 
i 
(5.56) 
(iii) There exists OL E R, and /I E R such that 
--b(t, u, 4 + B II u II”, 3 01 II u II; vu E v. 
Note that condition (5.56) is equivalent to b,,(x, t) being Lipschitzian 
in t. 
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It is well-known [22] that B(t), with the domain 
DBct) = (n E V such that the map V + C, u + 6(t, u, V) is continuous in 
the topology of L2(Q)}, (5.57) 
is self-adjoint in L2(Q). Therefore B(t) E K(L2(SZ)) Vt E [0, T]. 
Finally, let E be a linear bounded operator on D(Q) satisfying (2.12). 
We now consider the problem 
g + iB(t)u = f, u(0) = 0 
The following theorem is proved as Theorem 5.4. 
THEOREM 5.7. Let (B(t)}t,[o,T1 b e a set of uniformly elliptic operators 
in 52 satisfying (5.56) (resp. (5.56) with /3 < 0). Then iff E L”(O, T; Lz(sZ)), 
p > 1, the problem (5.58) has one and only one weak solution 
u E LP(0, T; L2(Q)). 
Remark 5.8. Actually the solution u belongs to (1,~(0, T; L2(Q); iB) 
(resp. (1;.,(0, T; L2(1;2); iB), but f or the Schrbdinger equation there 
are no regularization theorems. Therefore also in the case of p = 2, 
Ao2(0, T; L2(Q); iB) d p e en d s on the particular operator B(t). 
Now let K be a strongly continuous map: 
[O, q x [O, q - =qL2(-Q), L2(Q)). 
We consider the problem 
2 + iB(t)u + j: K(t, s) u(s) ds = f, u(0) = 0. 
The following result is proved as in Theorem 5.5. 
(5.59) 
THEOREM 5.8. Under the same hypotheses as Theorem 5.7, if f E Lp 
(0, T; L2(Q)), p > 1, the problem (5.59) h as one and only one weak solution 
u E Lp(O, T; L2(.f2)). 
Finally, we consider Cauchy’s problem for the wave equation, 
2 - B(t)u = f, u(0) = u’(0) = 0, (5.60) 
and prove 
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THEOREM 5.9. Let {B(t)},,~o,T1 be a set of uniformly elliptic operators 
in Sz satisfying (5.56) and the following condition: 
There exists w E R such that 
b(t + s, 24, u) < ewtb(s, 24, u) Vu E V, t, s, t + s E [0, T]. 
(5.61) 
Then if f E LP(0, T; L2(ll)), the problem (5.60) has one and only one weak 
solution u E LP(0, T; V) n fW(0, T; L2(sZ)), and such that u(O) = 0. 
Proof. It is sufficient to observe that (4.1, i, ii) (where C(t) = B(t)) 
are satisfied in view of (5.60, i) and (5.61) and then use Corollary 4.1. 
5. EQUATIONS OF HIGHER ORDER IN t 
We use the same notations of Section 4. Let {B(t)}ts~O,T1 be a set of 
uniformly elliptic operators in Q of order m. We assume that the 
coefficients bij(x, t) are a-Holder-continuous in Q, 01 E IO, I]. 
Let V be a closed subspace of H”(O) satisfying (5.55). We assume that 
There exists 01 E R, and /3 E R, such that 
--b(t, u, 4 + B II u 11; 2 a II u 11; vu E v. 
(5.62) 
We now consider the problem 
$ + (-l)Z B(t) = f for ZEN, 
U(~)(O) = U(~)(T) 
(5.63) 
5 k = 0, 1 ,..., IZ - 1, 
and prove 
THEOREM 5.10. Let {B(t)} to[O,I’~ be a set of uniformly elliptic operators 
in 1;2 satisfying (5.62). Then ;ff E L2(Q), the problem (5.63) has one and only 
one weak solution u E L2(Q). 
Proof. Due to (5.62) there exists w E R, such that 
B(f) + w E ww-4) Vt[O, T]. 
Then in view of the Holder continuity of bij(x, t) and Theorem 5.1 
we see that {B(t) + w}~~[~,~J satisfies the hypotheses of Theorem 4.5, 
and the thesis follows. 
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