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Abstract
Let Dx :=
∑n
i=1
∂
∂xi
ei be the Euclidean Dirac operator in Rn and
let P (X) = amX
m + . . . + a1X + a0 be a polynomial with real coef-
ficients. Differential equations of the form P (Dx)u(x) = 0 are called
homogeneous polynomial Dirac equations with real coefficients. In this
paper we treat Dirichlet type problems of the a slighly less general form
P (Dx)u(x) = f(x) (where the roots are exclusively real) with prescribed
boundary conditions that avoid blow-ups inside of the domain. We set
up analytic representation formulas for the solutions in terms of hyper-
complex integral operators and give exact formulas for the integral ker-
nels in the particular cases dealing with spherical and concentric annular
domains. The Maxwell and the Klein Gordon equation are included as
special subcases in this context.
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1
1 Introduction
Over the last twenty five years the Clifford operator calculus has been proven to
be a very efficient toolkit to develop analytic solution representations as well as
efficient numerical algorithms for large classes of elliptic and parabolic bound-
ary value problems in higher dimensions. Its range of applications encompasses
linear as well as highly non-linear boundary value problems, arising in all ar-
eas of physics and engineering such as for instance in electromagnetism, optics,
elasticity, fluid dynamics up to modern quantum field theory. The basic theory
can be found in summarized form for instance in the books [16, 17, 20] and else-
where. Its particular applications to concrete problems from electromagnetism
are for instance treated in detail by A. McIntosh and M. Mitrea in [24, 26], by
V. V. Kravchenko and M. Shapiro and their collaborators, cf. e.g. [19, 22, 23],
by W. Spro¨ßig in [31] and in many other pieces of literature. In this paper we
focus ourselves particularly on the treatment of higher dimensional polynomial
Dirac equations of arbitrary polynomial degree where the polynomial however
possesses real roots only. These encompass homogeneous and inhomogeneous
time-harmonic Maxwell equations and Helmholtz type equations with real pa-
rameter, more precisely the Klein-Gordon equation, as particular interesting
subcases.
To start we briefly recall the well-known fact that in the monochromatic case
the electric and magnetic field components in an isotropic medium D ⊂ R3 with
no charges and currents in its inside are governed by the following set Maxwell
equations
rot H = σE rot E = iωµH
div H = 0 div E = 0.
Here σ := σ∗ − iωε is the complex electrical conductivity. ε is the dielectric
constant; µ is the magnetic permeability, ω the angular frequency, and σ∗ is the
medium electrical conductivity which is the reciprocal value of the electrical re-
sistivity ρ = 1σ∗ . The value σ is the reciprocal value of the electrical impedance.
Its imaginary part is exactly zero if and only if the current and voltage are
in phase. Then the circuit is purely resistive. In the other cases it is either
inductive (=(σ) > 0) or capacitive (=(σ) < 0).
As is further well-known, in the time-harmonic case, the electrical and magnetic
fields E and H then obey the homogeneous Helmholtz equations
∆E− ΛE = 0
∆H− ΛH = 0
where Λ := −iωµσ∗−ω2µε = −iωµσ ∈ C. Notice that as soon as the monochro-
matic case is solved, one can solve the general time-dependent case for instance
by the standard Fourier method, also known as time discretization in engineer-
ing.
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It should be noticed that from the quantum mechanical point of view this system
has another particular meaning in the case where Λ is a positive real number.
By making the identification Λ = m
2c2
~2 where m is the mass of a particle, c the
speed of light and ~ the Planck number, the solutions to the previous equations
can be interpreted as the solutions to the Klein-Gordon equation, see also [21].
These are exactly the stationary solutions to the Schro¨dinger equation.
The use of Clifford algebra calculus makes it possible to express both systems of
second order partial differential equations in terms of first order elliptic partial
differential operators in an elegant way, viz the factorization
(D−
√
Λ)(D +
√
Λ)E = 0
(D−
√
Λ)(D +
√
Λ)H = 0
where we choose the branch of λ :=
√
Λ such that <(λ) > 0. In the special
framework of electromagnetism, the number λ is physically interpreted as a
medium wave number. Here D :=
3∑
i=1
ei
∂
∂xi
is the three dimensional Dirac oper-
ator factorizing the Euclidean Laplacian viz D2 = −∆, when the multiplication
is understood as Clifford multiplication in the real Clifford algebra Cl3(R) which
is defined by e2i = −1 for i = 1, 2, 3 and eiej = −ejei for i 6= j.
All these particular problems thus appear as very particular examples of general
polynomial Dirac equations with real coefficients of the form P (Dx)u(x) = f(x)
where P (X) = amX
m + . . . + a1X + a0 is a polynomial with real coefficients
a0, . . . , am. Since every complex polynomial splits into linear factors, the general
problem is reduced to consider polynomial Dirac equations of the form (Dx −
λ1) · · · (Dx−λm)u(x) = f(x) with complex values λ1, . . . , λm which may appear
in multiple form of some of them may be zero. Due to technical reasons we
restrict ourselves in this paper to the special situation where the roots λ1, . . . , λm
are all elements of out off R only.
In the particular case m = 1 and f ≡ 0 one deals with the solutions to the
homogeneous time-harmonic Maxwell equations. The case dealing with a non-
zero function f on the right-hand side treats the case where we have netto
charges and currents inside the domain in which we consider the time-harmonic
electromagnetic problem. In the case m = 2 and λ2 = λ1 we are dealing with
the generalized Helmholtz type equation with parameter λ = µωσ where σ is the
electrical conductivity. The aim of this paper is to set up explicit representation
formulas for general Dirichlet type problems of more general inhomogeneous
polynomial Dirac equations (with the only restriction that the polynomials take
all their zeros in R) in domains of Rn with prescribed boundary conditions
under which we obtain a solution that has no blow ups in the interior of the
considered domain. These encompass sone of the mentioned particular equations
from physics as important subcases within a unified framework. Adapting the
previous results from K. Gu¨rlebeck, W. Spro¨ßig [17], U. Ka¨hler [18], F. Sommen,
Xu Zhenyuan [29, 32, 33], J. Ryan [27] and others, we use adapted versions of
the Teodorescu transform, the Cauchy transform, Plemelj projectors and the
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Bergman projection to represent the solutions of polynomial Dirac equations,
in the particaular setting where the polynomial has all its zeros in R. We
extend the structural result obtained by W. Spro¨ßig in [30] for polynomial Dirac
equations of even degree associated to a particular choice of coefficients to the
context of polynomial Dirac equations of any arbitrary degree with coefficients
as mentioned before. In the case of dealing with polynomial Dirac equations of
an odd degree one has to consider particular extra boundary conditions to obtain
a solution. To do so we here involve the Plemelj projection of the function on the
boundary. By imposing a boundary condition involving the Plemelj projection
we determine in a natural way the choice of the singularity free part of the
solutions - to be regular either in the inside or in the outside of the considered
domain. Imposing the regular Plemelj projection P as boundary condition we
avoid blow-up effects of the solutions in the inside of the considered domain.
In the cases dealing with spherical and concentric annular domains in Rn, we
give fully explicit formulas for all integral kernels. These allow us to express the
solutions to all these boundary value problems fully explicitly in terms of series
over Bessel functions and homogeneous monogenic polynomials.
2 Preliminaries
Let {e1, e2, . . . , en} be the standard basis of Rn and Cln(R) be the associated
real Clifford algebra in which eiej + ejei = −2δije0, i, j = 1, · · · , n, holds, δij
standing for the Kronecker symbol. Each a ∈ Cln(R) can be represented in the
form a =
∑
A aAeA with aA ∈ R, A ⊆ {1, · · · , n}, eA = el1el2 · · · elr , where
1 ≤ l1 < · · · < lr ≤ n, e∅ = e0 = 1. The scalar part of a, Sc(a), is defined
as the a0 term. The Clifford conjugate of a is defined by a =
∑
A aAeA, where
eA = elrelr−1 · · · el1 and ej = −ej for j = 1, · · · , n, e0 = e0 = 1.
On Cln(R) one considers a standard (pseudo)norm defined by ‖a‖ = (
∑
A |aA|2)1/2.
Here | · | is the usual absolute value of the real number aA.
Let Ω ⊆ Rn be an open set and x := x1e1 + · · ·xnen be a vector variable. Let
Dx =
∑n
j=1
∂
∂xj
ej be the Euclidean Dirac operator. Let λ ∈ R. A function
u : Ω → Cln(R) that satisfies (Dx − λ)u(x) = 0 is called λ-holomorphic or
λ-monogenic. For details see for instance [16, 20, 27, 29, 32] and elsewhere. In
the particular case λ = 0 one deals with the set of monogenic functions which
are also often called hyperholomorphic or hypercomplex analytic. These are
most closely related to complex holomorphic functions which are in the kernel
of the Cauchy-Riemann operator, see for instance [5, 15].
3 Hypercomplex integral operators
In this section we introduce some well-known integral operators used for instance
in [16, 17] and elsewhere. Following for instance [32], for general complex λ ∈ C
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the fundamental solution to (Dx − λ)u(x) = 0 in Rn can be expressed as
eλ(x) =

pii
AnΓ(n/2)
(
λ
2
)n/2
‖x‖1−n/2
[
H
(1)
n/2−1(λ‖x‖)− x‖x‖H(1)n/2(λ‖x‖)
]
, =(λ) > 0
−pii
AnΓ(n/2)
(
λ
2
)n/2
‖x‖1−n/2
[
H
(2)
n/2−1(λ‖x‖)− x‖x‖H(2)n/2(λ‖x‖)
]
, =(λ) < 0
pi
AnΓ(n/2)
(
λ
2
)n/2
‖x‖1−n/2
[
Yn/2−1(λ‖x‖)− x‖x‖Yn/2(λ‖x‖)
]
, =(λ) = 0.
Here An = 2pi
n/2/Γ(n/2) denotes the ‘surface area’ of the unit ball in Rn.
The functions H(1) and H(2) stand for the Hankel functions, defined by
H(1)ν (z) = Jν(z) + iYν(z), ν ∈
1
2
N, z ∈ C
H(2)ν (z) = Jν(z)− iYν(z),
see [13] for details. In the three-dimensional case n = 3, the fundamental
solution simplifies in the case where =(λ) = 0 to the following expression, see
[16]
eλ(x) = − x
4pi‖x‖3
[
cos(λ‖x‖)− ‖x‖λ sin(λ‖x‖)
]
− λ cos(λ‖x‖)
4pi‖x‖ e0.
In the case λ = 0 the expression eλ(x) simplifies to the usual Cauchy kernel
function, i.e. − x‖x‖n (n = 3 in the three-dimensional case). Suppose now that
Ω ⊂ Rn is a bounded domain with a piecewise smooth Liapunov boundary.
Furthermore, let us suppose in all that follows that λ is purely real, i.e. λ ∈ R.
Then, following for example [17], the associated Teodorescu transform is given
by
[Tλu](x) = −
∫
Ω
eλ(x− y)u(y)dV (y), x ∈ Rn
for u ∈ C(Ω).
The Cauchy transform is
[Fλu](x) =
∫
∂Ω
eλ(x− y)n(y)u(y)dS(y), x ∈ Rn\∂Ω
for u ∈ C1(Ω) ∩ C(Ω).
Furthermore, one introduces the Plemelj projection operators by
[Pλu](x) := lim
y→x,y∈Ω
[Fλu](y) =
1
2
u(x) +
1
An
P.V.
∫
Γ
eλ(x−w)n(w)u(w)dS(w)
and
[Qλu](x) := − lim
y→x,y 6∈Ω
[Fλu](y) = −1
2
u(x)+
1
An
P.V.
∫
Γ
eλ(x−w)n(w)u(w)dS(w),
5
where n is the usual outer normal field for the oriented surface integral, P.V.
stands for the principal value in the sense of Cauchy and the limit is meant to
be non-tangential, and u is Ho¨lder continuous on Γ with a Ho¨lder constant β ∈
(0, 1]. Notice that these entities can also be introduced completely analogously
for the case where λ is purely imaginary, see for instance [1].
More generally, we want to consider polynomial Dirac equations of the form
P (Dx)u(x) = f(x)
where P (Dx) = amD
m
x + · · ·+a1Dx+a0 is a polynomial expression of arbitrary
degree m ∈ N and where a0, . . . , am are arbitrary real coefficients such that
P (Dx) has real roots only. For convenience we write P (D) for short when it is
clear which variable is considered. For the fundamental theory of polynomial
Dirac equations we refer the reader for instance to [29, 27].
An important feature of null-solutions to such a general polynomial Dirac equa-
tion is that the set of L2(Ω, Cln(R)) functions that are in Ker P (D) has a
unique reproducing Bergman kernel, denoted by BP (D)(x,y). This is shown
in [10]. In the case where the polynomial has degree 1, J. Ryan has shown in
[27] that this kernel exists for any domain with a piecewise smooth Liapunov
boundary. In [10] we have shown that it does even exist for any kind of bounded
or unbounded domain.
The Bergman kernel satisfies
f(x) =
∫
Ω
BP (D)(x,y)f(y)dV (y).
The associated Bergman projector
P : L2(Ω, Cln(R))→ L2(Ω, Cln(R))∩Ker P (D), [Pf ](x) :=
∫
Ω
BP (D)(x,y)f(y)dV (y)
produces the ortho-projection from the L2(Ω, Cln(R))-space onto the so-called
Bergman space L2(Ω, Cln(R)) ∩ Ker P (D), which is endowed with the inner
product
< f, g >:=
(∫
Ω
f(y)g(y)dV (y)
)
.
In terms of the inner product, the reproducing property reads
f(x) =< B(·,x), f > .
The ortho-projection onto the complementary subspace of L2(Ω, Cln(R)) will
be denoted by Q := I−P, where I is the identity operator.
In contrast to the Cauchy kernel appearing in the Cauchy and Teodorescu trans-
form, the Bergman kernel depends on the domain. The determination of ex-
plicit formulas for the Bergman kernel is very difficult. However, its knowledge
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is very important if we want to solve Dirichlet type problems for polynomial
Dirac equations analytically, as we shall see in the following section.
For the particular class of sub cases dealing with the first order system (Dx −
λ)f(x) = 0 with λ ∈ C\{0}) a formula for the Bergman kernel for the unit ball
has been constructed in [6]. In the limit case λ → 0 one obtains the formulas
for the monogenic Bergman kernel in the unit ball, previously given in [4, 5, 11].
In our recent papers [9, 10] we managed to establish explicit formulas for the
Bergman kernel for polynomial Dirac equations for the case where Ω is the
concentric annulus of radii r = µ ∈ [0, 1[ and R = 1 and ∂Ω for its boundary.
The limit case µ = 0 deals with the unit ball.
4 Boundary value problems of polynomial Dirac
equations
In this section we give an application of the explicit formulas for the Bergman
kernels that were developed in our previous papers [9, 10]. We show how these
are useful and needed to set up an explicit representation formulas for general
Dirichlet type boundary value problems P (D)u = f inside the annulus and with
prescribed data on the boundary parts of the annulus. Here, P may again be a
real polynomial expression in D with the additional restriction that all its roots
are real. Without loss of generality we suppose that the leading coefficient is 1,
that means P (D) has the form Dm + am−1Dm−1 + · · · a1D + a0. Remember
that any arbitrary real polynomial of degree m can be decomposed into m
linear factors (D − λ1) · · · (D − λm). The values λ1, λ2, · · · , λm are either real
numbers or pairs of complex conjugated numbers and do not need to be all
pairwise distinct. Some of them might be zero. The case of existemce of pairs
of complex conjugated numbers will not be considered in this paper.
Let us further consider the case where Ω ⊂ Rn is an arbitrary bounded domain
that has a piecewise smooth Liapunov denoted by ∂Ω or Γ for short.
The function f on the right-hand side is supposed to be an element of the
Lebesgue space L2(Ω, Cln(R)). An important question is to know which bound-
ary conditions can be imposed on the equation P (D)u = f such that this system
has a solution, in particular, a unique solution. A further task is to give an ex-
plicit representation formula for these solutions. We shall see that we can express
the solutions in terms of the integral operators described above. In the cases of
annular shaped domains and of the ball we can set up explicit representation
formulas using the formulas for the Bergman kernels that were computed in the
earlier papers [9, 10].
Before we start, we briefly reconsider mapping properties of several operators,
which will be used in the following. Let λ and µ be both from R. So let us first
suppose that Ω ⊂ Rn is an arbitrary bounded domain with a piecewise smooth
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Liapunov boundary. Then, following for instance [2, 17], we have
Tλ : W
k
p (Ω, Cln(C)) −→W k+1p (Ω, Cln(C)) (1)
Fλ : W
k− 1p
p (Γ, Cln(C)) −→W kp (Ω, Cln(C)) ∩Ker (D− λ) (2)
Pλ : L
2(Ω, Cln(C)) −→ Ker (D− λ) ∩ L2(Ω, Cln(C)) (3)
Qλ : L
2(Ω, Cln(C)) −→ (D− λ])
◦
W 12 (Ω, Cln(C)) ∩ L2(Ω, Cln(C))(4)
(trΓTµFλ) : imPλ ∩W k+
1
2
2 (Γ, Cln(C)) −→ imQµ ∩W k+
3
2
2 (Γ, Cln(C)). (5)
Here, trΓ denotes the trace operator, which is just the restriction of its argument
to the boundary Γ.
We start with an important theorem, which we will use again and again in the
cause of the paper:
Corollary 1 (Borel-Pompeiu formula). Let Ω ⊆ Rn be a domain which is
bounded by a piecewise smooth Liapunov surface Γ. Then for each u ∈ C1(Ω, Cln(R))∩
C(Ω, Cln(R)) and λ ∈ R holds
(Fλu)(z) + (TλDλu)(z) =
{
(DλTλu)(z) = u(z), z ∈ Ω
0, z ∈ Rn \ Ω
A proof can be found in [17].
First we look at the simplest system of a polynomial Dirac equation of degree 1.
Theorem 1. Let λ ∈ R. Let Ω ⊂ Rn be an arbitrary bounded domain with
a piecewise smooth Liapunov boundary. Let f ∈ W k+12 (Ω, Cln(R)) and g ∈
W
k+3/2
2 (Γ, Cln(R)) and g ∈ imPλ. Then the solutions of the system
(Dx − λ)u(x) = f(x) in Ω
Pλu(x) = g(x) on ∂Ω
have the form h + Tλf ∈ W k+22 (Ω, Cln(R)) , where h is a W k+22 (Ω, Cln(R))-
extension of g.
Proof. Suppose that h is a W k+22 (Ω, Cln(R)) extension of g on Ω. Then Borel-
Pompeiu’s formula yields:
[Fλu](x) + [Tλ(Dx − λ)]u(x) = u(x) in Ω.
Hence, h(x) = [Fλu](x) = u(x)−[Tλ(Dx−λ)]u(x) = u(x)−[Tλf ](x). Therefore
u = h+ [Tλf ].
In regard of the mapping properties of Tλ (see (1)), we have [Tλf ] ∈W k+22 (Ω, Cln(R))
and thus u ∈W k+22 (Ω, Cln(R)).
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It is very well-known, see for instance [16, 17] and in many other textbooks
on classical harmonic analysis that the analogous second order boundary value
problem
(D− λ)(D− iλ)u(x) = f(x) in Ω
u(x) = g(x) on ∂Ω
where i stands for the classical complex imaginary unit, has always a solution
for g ∈ imPλ. Following e.g. [16] a solution to this system can be represented
in the form
u = Fiλg + TiλPλ(D− iλ)h+ Tiλ(I−Pλ)Tλf.
Here Pλ is the Bergman projection associated to the first order operator P (D) =
D−λ. In the case where λ is real, this is the classical Helmholtz equation. Now
we consider two theorems presented in [30] and present a complete detailed proof
of them, since this has not been done in [30, 17], because we need the technique
and steps of these proofs in order to prove the main result (Theorem 4) of this
section and to make the paper self-contained.
For the following theorem, we introduce the following operators:
Pλµ := Fλ (trΓTµFλ)
−1
trΓTµ
Qλµ := I−Pλµ
for any λ, µ ∈ R.
Note that (trΓTµFλ)
−1
trΓ and thus Pλµ only exist if the boundary value prob-
lem
DλDµu = 0 inΩ (6)
u = g onΓ, (7)
is solvable.
From now on, we assume this problem to be uniquely solvable.
From [17] (see page 147) we have the following
Lemma 1. For m ≥ 1 the projection Pλµ is a continuous operator within the
Sobolev space Wm2 (Ω, Cln(R)).
Thus we also have
Qλµ : W
m
2 (Ω, Cln(R)) −→Wm2 (Ω, Cln(R)). (8)
Theorem 2. Let f ∈ Wm2 (Ω, Cln(R)), g ∈ Wm+
3
2
2 (Γ, Cln(R)) ∩ imPλ and the
problem in (6) be solvable. In the case that λ2 and µ2 are no eigenvalues of the
negative Laplacian −∆, the boundary value problem
(Dx − λ)(Dx − µ)u(x) = f(x) in Ω
u(x) = g(x) on Γ,
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has a solution u ∈Wm+22 (Ω, Cln(R)) and can be represented by the formula
u = Fµg + TµFλ (trΓTµFλ)
−1
Qµg + TµQλµTλf.
Proof. Firstly, we have
(D− µ)u = (D− µ)Fµ︸ ︷︷ ︸
=0
g + (D− µ)Tµ︸ ︷︷ ︸
=I
Fλ (trΓTµFλ)
−1
Qµg + (D− µ)Tµ︸ ︷︷ ︸
=I
QλµTλf
= Fλ (trΓTµFλ)
−1
Qµg + QλµTλf,
and
(D− λ)(D− µ)u = (D− λ)Fλ (trΓTµFλ)−1Qµg +DλQλµTλf
= (D− λ) (I−Pλµ)Tλf
= (D− λ)Tλf −Pλµ(D− λ)︸ ︷︷ ︸
=0
Tλf
= f,
since imPλµ ⊆ {f : Ω→ Cln(R); (D− λ)(D− µ)f = 0}.
For the boundary condition one computes
trΓTµQλµTλf = 0,
and
trΓFµg + trΓTµFλ (trΓTµFλ)
−1
Qµg = Pµg +Qµg = g.
The first equation is hereby shown as follows:
From the definition of Pλµ and Qλµ we have
trΓTµQλµTλf = trΓTµTλf − trΓTµPλµTλf
= trΓTµTλf − trΓTµFλ (trΓTµFλ)−1︸ ︷︷ ︸
=I
trΓTµTλf
= 0.
Since g ∈ Wm+ 32 (Γ, Cln(R)) it follows by applying property (2) that Fµg ∈
Wm+22 (Ω, Cln(R)), after inserting k = m+ 2 and p = 2 into (2).
Property (5) in turn leads to (trΓTµFλ)
−1
Qµg ∈ Wm+
1
2
2 (Ω, Cln(R)) and (1)
and (2) to
TµFλ (trΓTµFλ)
−1
Qµg ∈Wm+ 12+ 12+1(Ω, Cln(R)) = Wm+22 (Ω, Cln(R)).
At last with (1) and (8), we have
TµQλµTλf ∈Wm+1+12 (Ω, Cln(R)) = Wm+22 (Ω, Cln(R)).
So u ∈Wm+22 (Ω, Cln(R)). This completes the proof.
10
More generally, W. Spro¨ßig was able to prove a more general result for boundary
value problems of even order n = 2m. We can directly adapt the result from
[30] (see also [17] p. 161) to the case where the pairs (λi, µi) i = 1, . . . ,m are
real numbers as follows:
Theorem 3. Let Ω ⊂ Rn be a bounded domain with a piecewise smooth Li-
apunov boundary Γ. Let f ∈ L2(Ω, Cln(R)), gi ∈ W 2m−
4i+1
2
2 (Γ, Cln(R)) for
i = 0, · · · ,m − 1 and λj , µj, (j = 1, · · · ,m) be 2m real numbers in R whose
squares are not eigenvalues of the negative Laplacian −∆. Then the solution of
the Dirichlet type problem
m∏
i=1
(Dx − λi)(Dx − µi)u(x) = f(x) in Ω
with the boundary conditions
u(x) = g0(x), (Dx−λ1)(Dx−µ1)u(x) = g1(x), . . . ,
m−1∏
i=1
(Dx−λi)(Dx−µi)u(x) = gm−1(x)
on Γ has the form
u = Fµ1g0 + Tµ1Fλ1(trΓTµ1Fλ1)
−1Qµ1g0
+ Tµ1Qλ1µ1Tλ1(Fµ2g1 + Tµ2Fλ2(trΓTµ2Fλ2))
−1Qµ2g1) +
...
...
+
m−1∏
j=1
TµjQλjµjTλj (Fµmgm−1 + TµmFλm(trΓTµmFλm)
−1Qµmgm−1) +
+
m∏
j=1
TµjQλjµjTλjf.
Here we put Qλjµj := I − Pλjµj where Pλjµj is the Bergman projection from
L2(Ω, Cln(R)) onto L2(Ω, Cln(R))∩ Ker (Dx − λj)(Dx − µj).
Proof. We proof the representation of u with induction over m. The case m = 1
is just treated in Theorem 2. So consider now m ≥ 2. Putting
u˜(x) :=
m−1∏
i=1
(Dx − λi)(Dx − µi)u(x),
then we obtain the system
(Dx − λm)(Dx − µm)u˜(x) = f(x) in Ω
u˜(x) = gm−1(x) at Γ.
Theorem 2 yields
u˜ = Fµmgm−1+TµmFλm(trΓTµmFλm)
−1Qµmgm−1+TµmQλmµmTλmf ∈W 22 (Ω, Cln(R)).
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According to the definition, u˜ can be substituted by
m−1∏
i=1
(Dx − λi)(Dx − µi)u.
So we can set up a new system
m−1∏
i=1
(Dx − λi)(Dx − µi)u = f˜ := Fµmgm−1 + TµmFλm(trΓTµmFλm)−1Qµmgm−1 + TµmQλmµmTλmf
with the boundary conditions
u = g0, (Dx − λ1)(Dx − µ1)u = g1, . . . ,
m−2∏
i=1
(Dx − λi)(Dx − µi)u = gm−2
on Γ. Now we can apply the induction hypothesis and get
u = Fµ1g0 + Tµ1Fλ1(trΓTµ1Fλ1)
−1Qµ1g0
+ Tµ1Qλ1µ1Tλ1(Fµ2g1 + Tµ2Fλ2(trΓTµ2Fλ2))
−1Qµ2g1) +
...
...
+
m−2∏
j=1
TµjQλjµjTλj (Fµm−1gm−2 + Tµm−1Fλm−1(trΓTµm−1Fλm−1)
−1Qµm−1gm−2) +
+
m−1∏
j=1
TµjQλjµjTλj f˜ .
Writing out f˜ as f˜ = Fµmgm−1+TµmFλm(trΓTµmFλm)
−1Qµmgm−1+TµmQλmµmTλmf
leads to
m−1∏
j=1
TµjQλjµjTλj
(
(Fµmgm−1 + TµmFλm(trΓTµmFλm)
−1Qµmgm−1) + TµmQλmµmTλmf
)
,
which equals
m−1∏
j=1
TµjQλjµjTλj
(
(Fµmgm−1 + TµmFλm(trΓTµmFλm)
−1Qµmgm−1)
)
+
m∏
j=1
TµjQλjµjTλjf.
These are the last missing terms for the proposed representation of u.
Concerning the smoothness: By induction, all summands up to the last two
are already elements of W 2m−22 (Ω, Cln(R)). However, since we assume that
gi ∈ W 2m− 4i+12 (Γ, Cln(R)) and not gi ∈ W 2(m−1)− 4i+12 (Γ, Cln(R)), the sum-
mands are also elements of W 2m2 (Ω, Cln(R)).
As described in the proof to Theorem 2, the application of the operator TµjQλjµjTλj
implies the weak differentiability of its argument. Thus is
m∏
j=1
TµjQλjµjTλjf ∈W 2m(Ω, Cln(R)).
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The application of Theorem 2 lead to
(Fµmgm−1 + TµmFλm(trΓTµmFλm)
−1Qµmgm−1) ∈W 22 (Ω, Cln(R)),
and thus we have
m∏
j=1
TµjQλjµjTλj (Fµmgm−1+TµmFλm(trΓTµmFλm)
−1Qµmgm−1) ∈W 2m2 (Ω, Cln(R)).
So, all summands are elements of the space W 2m2 (Ω, Cln(R)) and so is u.
Our aim is now to prove a similar result for the case where the number of values
λi is odd. Notice that we cannot expect that a system of the form
(Dx − η)[
m∏
i=1
(Dx − λi)(Dx − µi)]u(x) = f(x) in Ω
with the boundary conditions
u(x) = g0(x), (Dx−λ1)(Dx−µ1)u(x) = g1(x), . . . ,
m−1∏
i=1
(Dx−λi)(Dx−µi)u(x) = gm−1(x)
and
m∏
i=1
(Dx − λi)(Dx − µi)u(x) = gm(x) (9)
on Γ will have a solution. In the case m = 0 which corresponds to the first order
boundary value problem
(D− η)u(x) = f(x) in Ω
u(x) = g0(x) at ∂Ω
the concrete example given above after Theorem 1 provides us with a concrete
counter example.
One way to ensure existence is to replace the last condition (9) by considering
the Plemelj projection of that expression.
Now we can prove the main result of this section:
Theorem 4. Let Ω ⊂ Rn be a bounded domain with a piecewise smooth Lia-
punov boundary Γ. Let m be a non-negative integer. Let f ∈ L2(Ω, Cln(R))
and that gi ∈W 2m+2−
4i+1
2
2 (Γ, Cln(R)), g ∈ imPη. Suppose that η and λi, µi for
i ≤ m are arbitrary real numbers in R and that none of the squares of them is
an eigenvalue of −∆. Then the (2m+ 1) order system
(Dx − η)[
m∏
i=1
(Dx − λi)(Dx − µi)]u(x) = f(x) in Ω
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with the boundary conditions
u(x) = g0(x), (Dx−λ1)(Dx−µ1)u(x) = g1(x), . . . ,
m−1∏
i=1
(Dx−λi)(Dx−µi)u(x) = gm−1(x)
and
Pη
[ m∏
i=1
(Dx − λi)(Dx − µi)
]
u(x) = gm(x) (10)
on Γ is solvable and its solution can be represented in the form
u = Fµ1g0 + Tµ1Fλ1 (trΓTµ1Fλ1)
−1
Qµ1g0
+Tµ1Qλ1µ1Tλ1
(
Tµ2Fλ2 (trΓTµ2Fλ2)
−1
Qµ2g1
)
+
. . .
Πm−1j=1 TµjQλjµjTλj
(
TµmFλm (trΓTµmFλm)
−1
Qµmgm−1
)
+
Πmj=1TµjQλjµjTλj (h+ Tηf) .
where h is a W
3
2
2 (Ω, Cln(R)) extension of gm from Γ to Ω.
Proof. We prove this theorem by mathematical induction over m. The case
m = 0 corresponds to the result from Theorem 1 and represents the inhomo-
geneous time-harmonic Maxwell system with no blow ups in the interior of the
domain. Now let m ≥ 0 be some arbitrary integer. We define the function
u˜(x) = [
m∏
i=1
(Dx − λi)(Dx − µi)]u(x) that respects the corresponding boundary
conditions. From Theorem 2 we know that the solutions to the system
(D− η)u˜(x) = f(x) in Ω
Pηu˜(x) = g(x) on Γ,
where we now put u˜(x) = [
m∏
i=1
(Dx − λi)(Dx − µi)]u(x), are of the form h(x) +
[Tηf ](x) where h is a W
3
2
2 (Ω, Cln(R))-extension of g from Γ to Ω. This leads to
the 2m order system of the form
u˜(x) = [
m∏
i=1
(Dx − λi)(Dx − µi)]u(x) = h(x) + [Tηf ](x)
with the corresponding boundary value conditions. From Theorem 3 we may
now directly infer that the solutions to this system have the form
u = Fµ1g0 + Tµ1Fλ1 (trΓTµ1Fλ1)
−1
Qµ1g0
+Tµ1Qλ1µ1Tλ1
(
Tµ2Fλ2 (trΓTµ2Fλ2)
−1
Qµ2g1
)
+
. . .
Πm−1j=1 TµjQλjµjTλj
(
TµmFλm (trΓTµmFλm)
−1
Qµmgm−1
)
+
Πmj=1TµjQλjµjTλj (h+ Tηf)
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under the given boundary conditions. The smoothness of the solution u is the
same as in Theorem 3, i.e. of W 2m+22 (Ω, Cln(R)), if we take into consideration
the higher grade of smoothness. Instead of f ∈ L2(Ω, Cln(R)) in Theorem 3
we have (h+ Tηf) ∈ W 12 (Ω, Cln(R)), so the term Πmj=1TµjQλjµjTλj (h+ Tηf)
actually is an element of W 2m+12 (Ω, Cln(R)). But the other summands do not
change in comparison to Theorem 3 and thus they remain in W 2m+12 (Ω, Cln(R)),
and so does u.
Remark: In case one needs a uniform regularity of all summands in the so-
lution’s representation (e.g. for controlling), the smoothness of f has to be
adapted by assuming f ∈W 12 .
5 Explicit formulas for the solutions in balls and
annular domains
As mentioned in the beginning, the Cauchy kernel is universal for all domains.
In order to evaluate the given representation formulas we however also need
to compute the ortho-projectors Qλjµj . These have the form I − Pλjµj where
Pλjµj is the orthogonal Bergman projection given by
Pλjµj : L
2(Ω, Cln(R))→ L2(Ω, Cln(R)) ∩Ker (D− λj)(D− µj)
[PλjµjF ](x) :=
∫
Ω
Bλj ,µj (x,y)F (y)dV (y),
where we use the abbreviation Bλj ,µj := B(D−λj)(D−µj). In the particular cases
where Ω is an annulus of radii 0 ≤ r < R+∞ (where the case r = 0 corresponds
to the case dealing with a ball) we can adapt our previously obtained formulas for
the Bergman kernel of the annulus of the unit ball for arbitrary polynomial Dirac
equations in [9] to the particular case that we need in the representation formulas
in the previous section. Let j ∈ {1, . . . ,m}. To proceed in this direction we first
introduce the following functions:
fq,λj (x) = ‖x‖1−q−n/2
(
Jq+n/2−1(λj‖x‖)− x‖x‖Jq+n/2(λj‖x‖)
)
gq,λj (x) = ‖x‖1−q−n/2
(
Yq+n/2−1(λj‖x‖)− x‖x‖Yq+n/2(λj‖x‖)
)
q = 0, 1, 2, . . .
In polar coordinates, these have the form
fq,λj (tω) = t
1−q−n/2
(
Jq+n/2−1(λjt)− ωJq+n/2(λjt)
)
gq,λj (tω) = t
1−q−n/2
(
Yq+n/2−1(λjt)− ωYq+n/2(λjt)
)
q = 0, 1, 2, . . .
where ω ∈ Sn = {x ∈ Rn | ‖x‖ = 1} and t > 0. Furthermore, we use the nota-
tion Sq(x,y) for the Szego¨ kernel for Dx-monogenic homogeneous polynomials
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of total degree q in the n-dimensional unit ball B(0, 1), which equals
Sq(x,y) =
(−1)q
An
q∑
m=0
(
n/2− 2 +m
m
)(
n/2− 1 + (q −m)
q −m
)
(xy)m(yx)q−m
Adapting the general formulas to the particular situation considered here, we
can establish the following results:
• First case: The values λj , µj are both non-zero mutually distinct realb-
numbers. Then the reproducing Bergman kernel for the annulus with radii
0 < r < R has the form
Bλj ,µj (x,y) =
+∞∑
q=0

fq,λj
fq,µj
gq,λj
gq,µj

t
(x)Sq(x,y)
[Mλj ,µj ]−1

fq,λj
fq,µj
gq,λj
gq,µj
 (y).
Here the entries of the matrix Mλj ,µj have the form
[Mλj ,µj ]kl =
∫ R
r
t2q+n−1Mkl(t)dt 1 ≤ k, l ≤ 4
where
M =

Sc(fq,λjfq,λj )(t) Sc(fq,λjfq,µj )(t) Sc(fq,λjgq,λj )(t) Sc(fq,λjgq,µj )(t)
Sc(fq,µjfq,λj )(t) Sc(fq,µjfq,µj )(t) Sc(fq,µjgq,λj )(t) Sc(fq,µjgq,µj )(t)
Sc(gq,λjfq,λj )(t) Sc(gq,λjfq,µj )(t) Sc(gq,λjgq,λj )(t) Sc(gq,λjgq,µj )(t)
Sc(gq,µjfq,λj )(t) Sc(gq,µjfq,µj )(t) Sc(gq,µjgq,λj )(t) Sc(gq,µjgq,µj )(t)

and where Mkl(t) denotes the particular matrix element of M that is
located in the k-th row and l-th column. Since we only consider the
scalar part, all entries of M and consequently also the whole integral
is independent of ω. The matrix values [Mλj ,µj ]kl are therefore indeed
constants.
In the limit case r → 0 where we are dealing with the ball B(0, R) there
are no outer spherical parts gq in the formula for the Bergman kernel. In
this case the representation formula for the Bergman kernel simplifies to
Bλj ,µj (x,y) =
+∞∑
q=0
(
fq,λj
fq,µj
)t
(x)Sq(x,y)
[Mλj ,µj ]−1
(
fq,λj
fq,µj
)
(y).
and Mλj ,µj is only a 2x2 matrix of the form
Mλj ,µj =

R∫
0
t2q+n−1 Sc(fq,λjfq,λj )dt
R∫
0
t2q+n−1 Sc(fq,λjfq,µj )dt
R∫
0
t2q+n−1 Sc(fq,µjfq,λj )dt
R∫
0
t2q+n−1 Sc(fq,µjfq,µj )dt
 .
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• Second case: λj = µj 6= 0:
In the first case where the values λj and µj were distinct, the associated
functions fq,λj , fq,µj , gq,λj , gq,µj are clearly linearly independent. In this
case the expression
fq,µj−fq,λj
µj−λj is linearly independent from fq,λj , too. The
same is true for the functions gq,λj and
gq,µj−gq,λj
µj−λj . Suppose now that
λj = µj . This case evidently results from considering the limit µj → λj .
Then
fq,µj−fq,λj
µj−λj tend to
∂fq,λj
∂λj
. Then fq,λj and
∂fq,λj
∂λj
serve as linearly
independent pair of functions. Similarly, gq,λj and
∂gq,λj
∂λj
serve as linearly
independent pair of functions. In the case dealing with the annulus we
hence obtain for the case λj = µj 6= 0 the following representation formula
for the reproducing Bergman kernel:
Bλj ,µj (x,y) =
+∞∑
q=0

fq,λj
∂fq,λj
∂λj
gq,λj
∂gq,λj
∂λj

t
(x)Sq(x,y)
[Mλj ,µj ]−1

fq,λj(
∂fq,λj
∂λj
)
gq,λj(
∂gq,λj
∂λj
)
 (y).
Here the matrix Mλj ,µj has again the form
[Mλj ,µj ]kl =
∫ R
r
t2q+n−1Mkl(t)dt 1 ≤ k, l ≤ 4
where Mkl is given as in the previous case, but where the expressions fq,µj ,
fq,µj , gq,µj , gq,µj are replaced by
∂fq,λj
∂λj
,
∂gq,λj
∂λj
,
∂fq,λj
∂λj
,
∂gq,λj
∂λj
, respectively.
In the case dealing with the ball B(0, R) we again obtained the simpler
formula
Bλj ,λj (x,y) =
+∞∑
q=0
(
fq,λj
∂fq,λj
∂λj
)t
(x)Sq(x,y)
[Mλj ,λj ]−1
 fq,λj(∂fq,λj
∂λj
)  (y).
and Mλj ,λj is only a 2x2 matrix of the form
Mλj ,λj =

R∫
0
t2q+n−1 Sc
(
fq,λjfq,λj
)
dt
R∫
0
t2q+n−1 Sc
(
fq,λj
∂fq,λj
∂λj
)
dt
R∫
0
t2q+n−1 Sc
(
∂fq,λj
∂λj
fq,λj
)
dt
R∫
0
t2q+n−1 Sc
(
∂fq,λj
∂λj
∂fq,λj
∂λj
)
dt
 .
• Third case: λj = 0, µj 6= 0. In view of the simplified Laurent series
representation that we have according to [12] and elsewhere for monogenic
functions in annular domains
f(x) =
+∞∑
q=0
Pq(x) +
+∞∑
q′=0
x
‖x‖n+2q′ P
′
q′(x).
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Here the expressions Pq stand for the usual homogeneous monogenic poly-
nomials of total degree q. So, we can replace in this case the functions fq,λj
by 1 and gq,λj by
x
‖x‖n+2q in the corresponding formulas for the Bergman
kernel.
• Fourth case λj = µj = 0. In view of the Almansi-Fischer decomposition
in this case we can replace the functions fq,λj and fq,µj by x and gq,λj
by x‖x‖n+2q and gq,µj by
1
‖x‖n+2q−2 . In this case the representation formula
for the Bergman kernel for the ball and the annulus simplifies to the well
known formulas for the harmonic Bergman kernel for the annulus and the
ball. In the case of the ball we simply get
B0,0(x,y) =
+∞∑
q=0
(
1
x
)t
Sq(x,y) [M0,0]−1
(
1
y
)
.
where
[M0,0] =

R∫
0
t2q+n−1dt 0
0
R∫
0
t2q+n+1dt

which simplifies to
[M0,0] =
( 1
2q+nR
2q+n 0
0 12q+n+2R
2q+n+2
)
.
Hence, we recover the following simple formula for the harmonic Bergman
kernel of the ball
B0,0(x,y) =
+∞∑
q=0
(
1
x
)t
Sq(x,y)
(
2q+n
R2q+n 0
0 2q+n+2R2q+n+2
)(
1
−y
)
which can directly be written as infinite sum of the well-known homoge-
neous Legendre polynomials, as used for instance in [10].
Final conclusion: Inserting all these formulas in the integral
[QλjµjF ](x) = F (x)−
∫
Ω
Bλj ,µj (x,y)F (y)dV (y)
allow us to compute the solutions to the whole class of Dirichlet type problems
posed in Section 5 explicitly.
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