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ABSTRACT 
Garrett, James Samuel. Human Factors and Industrial/Organizational Psychology 
Program, Department of Psychology, Wright State University, 2010. 
The Effect of Expertise and Cognitive Demand on Temporal Awareness in Real-Time 
Scheduling. 
 
 
 
The following study examines the relationship between amount of information, 
performance, expertise, and temporal awareness during a high fidelity military battle 
command simulation. The current study provides an in situ example of temporal 
estimation which is lacking in the current body of research. Twenty Ohio National 
Guardsmen of varying expertise played the role of battle commander during the 
simulation. Novice behavior differed from experts.  Novice indications of temporal 
awareness did not vary with contextual change.  However, they provided non-detailed 
temporal utterances and a relationship between temporal awareness and performance.  
This pattern suggests that they were overwhelmed by the amount of information in the 
task. In contrast expert indications of temporal awareness displayed a v-shaped effect of 
contextual change.  Unlike novices, experts did not provide a relationship between 
temporal awareness and performance.  However, experts provided detailed temporal 
utterances.  This pattern of performance suggests that experts were confident in their 
temporal awareness regardless of their level of performance. This substantiates 
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the general importance of cognitive demand on temporal awareness, and a relationship 
between temporal awareness and change in the environment over time.  
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Introduction 
Time is used as a tool for coordinating the actions of multiple agents. For 
example, setting a meeting time ensures that all interested parties can convene 
simultaneously to perform a collaborative activity. Successful collaboration however 
depends upon an ability to discern and reason about the passage of time. One would need 
to allow for sufficient travel time to arrive the meeting on time, for example.  To 
approach the temporal awareness process, this research begins with the insight that 
humans tend to rely on changes in their environment to perceive the world. Changes in 
sound allow humans to perceive speech and other noises. Changes in light (color, 
intensity, movement across the retina) allow humans to visually perceive the world. 
Humans perceive time in a similar way. Changes in both the environment and cognition 
should contribute to the perception of elapsed time.  
Our perception of the world drives our behavior. However, humans do not always 
perceive the world accurately or consistently. For example, an individual may perceive 
two objects side by side that look the same size. However, one object may actually be 
small and close and the other large and far away. Similarly, watching paint dry for an 
hour may be perceived to have lasted two hours while watching a good movie for an hour 
may be perceived to have lasted only thirty minutes. 
2 
 
Relying on one’s perception of elapsed time can lead to varying degrees of time 
related performance error. For example, Woods, O’Brien, and Hanes (1987) described a 
situation in which a nuclear power plant operator ignored three automated alarms that 
were programmed to be triggered when the tanks were full. The individual assumed the 
sensors were malfunctioning and ignored the alarms because knew the tanks could not 
already be full. In this example, the individual relied on his distorted perception of the 
world, specifically his inaccurate perception of elapsed time, which led to his poor task 
performance. De Keyser (1995) provided another example in which a trained machinist 
had performed maintenance that required a specific task to be performed for three 
seconds. By relying on his own perception of elapsed time, the machinist performed the 
task for longer than three seconds which later resulted in a brake failure and the deaths of 
56 people.  
While hearing and sight depend on changes in air pressure and light, temporal 
perception may depend on changes in events. These event changes can be prospectively 
based (happening now) or retrospectively based (via memory).  Thus the present research 
examines the effect of cognitive demand from multiple events on the awareness of the 
passage of time, or temporal awareness.  As the construct of an event depends on 
expertise, the present research focuses on how the amount of information, complexity of 
information, and contextual changes are related to temporal awareness and how expertise 
in a complex task mediates these relationships.  
The following introduction first explains how temporal awareness has been 
defined and how it is defined in this study. Temporal awareness’ relation to situation 
awareness will be discussed. Models of time estimation will then be introduced and 
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explained. This will be followed by a discussion of the variables that affect time 
estimation. 
What is Time? 
Time as a socio-cultural construct. Time, as we are used to thinking about it, is 
not based on some measurement of “real” time. Time is actually based on a 
predetermined international measurement standard. The international system of units for 
the representation of time is nothing more than a universally agreed upon standardized 
definition that exists independently of cognitive experience and the space-time 
continuum.  The Convention of the Metre, a treaty signed in 1875 by 17 nations, created 
the International Bureau of Weights and Measures (BIPM). The BIPM is responsible for 
creating international measurement standards, including a standard measurement of time. 
According to the International System of Units (SI), created by the BIPM, one SI Second 
is currently defined as the duration of 9,192,631,770 periods of the radiation 
corresponding to the transition between the two hyperfine levels of the ground state of the 
caesium-133 atom. The SI Second is the base unit of time from which all other units of 
time extrapolate. However, the International System of Units is not a static standard. The 
definition of one SI Second, as well as other standard measurements, changes with the 
international community’s changing requirements for more accurate, wider ranging, and 
more diverse measurements (Organisation intergouvernementale de la convention du 
metre, 2006). 
Time as a physical entity. Time cannot be directly observed just as distance 
cannot be directly observed. Distance can only be inferred by measuring the amount of 
space between two observable objects using some predetermined measurement tool. If 
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presented with only one observable object, there would be no way to measure distance 
because there would be nothing to measure that object against. In fact, one could argue 
that since distance cannot be measured without at least two objects, distance in this 
situation does not exist.  
Similarly, time can only be indirectly observed by measuring the amount of space 
between two moments or experiences using some predetermined measurement tool. Just 
as with distance, one could argue that time does not exist without at least two individual 
moments or experiences to reference. Therefore, observable time is dependent upon the 
existence of individual moments. 
Furthermore, an individual's perception of the passage of time is dependent upon 
the number of discrete moments an individual experiences. When an individual is 
unconscious (i.e. sleeping without dreaming, under anesthesia, suffering from a 
concussion, etc.) he or she does not experience anything. Upon waking up in the morning 
or waking from anesthesia, that individual does not perceive that any time had passed. 
The individual can only infer that time had passed by looking at a clock or by assuming 
time had passed while unconscious. What an individual cannot do while unconscious is 
experience the passage of time. That is, time does not exist to someone while he or she is 
unconscious. More specifically, an individual's experience of the passage of time cannot 
exist without that individual's conscious experience of discrete moments. Therefore, 
human temporal awareness depends upon an individual's own internalization of external 
experiences (via the environment) and internal experiences (via non-externally driven 
cognitive activities). 
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Human Temporal Awareness: Constructs and Measurement Methods 
There are two dimensions to data concerning time estimation. Firstly, an 
individual can make an estimate of an interval of time either retrospectively or 
prospectively. Secondly, an individual can incorrectly estimate the amount of time that 
had elapsed by either underestimating or overestimating. Underestimation and 
overestimation can arise from either a retrospective or prospective estimate. Refer to 
Table 1 for definitions and examples of underestimation and overestimation of duration 
as well as retrospective and prospective estimates of time.  
Temporal awareness bears some similarity to situation awareness. In fact, some 
definitions of situation awareness contained a temporal aspect. One definition of situation 
awareness contained three levels. 1) the perception of the elements of the environment, 2) 
a comprehension of what those elements mean, and 3) the projection of future events 
based on the perception and comprehension of the environment (Endsley, 1988; 
Matthews, Strater, & Endsley, 2004). This definition of situation awareness was 
concerned with the prediction of future events and the behavior that is required to 
eliminate unexpected events (Sarter & Woods, 1991).  
Grosjean and Terrier (1999) claimed that “an operator will have a good level of 
temporal awareness if he has a precise idea of the recent events and of what will or could 
occur next” (p. 1444). Their approach to temporal awareness was focused on the 
sequence of past, present, and future events. No mention was given to the awareness of 
duration, which is at the heart of the examples given in Table 1. Not being aware of the 
duration of time between events could eliminate the utility of the knowledge of a 
predicted event. Grosjean and Terrier’s definition of temporal awareness could increase 
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in utility by addressing the actual and perceived passage of time. This is especially true 
for tasks that involve coordination with other individuals or groups. A military search and 
destroy mission involving one unit may not have many inherent temporal concerns. 
However, temporal awareness would be extremely important if that unit needs to execute 
a coordinated attack with other units.  
Brown (1990) conceptualized temporal duration as an illusion based on a 
blending of present moments into an apparently continuous experience. Brown suggested 
that individuals retrospectively compare their current moment to past events to determine 
elapsed time. This definition only defined temporal awareness in terms of time or 
moments that had already passed, and did not take into account prospective temporal 
awareness.  
In the present study, the term temporal awareness refers to an individual’s 
retrospective and prospective perception of the passage of time (temporal duration) as it 
relates to the full range of past, present, and future events within a situation. Simply 
predicting the occurrence of a future event does not necessarily result in temporal 
awareness. A high level of temporal awareness indicates that the individual perceives the 
passage of time in such a way that foreseen events or system states tend to occur when 
the individual expects them to occur. A low level of temporal awareness indicates that the 
individual perceives the passage of time in such a way that foreseen events or system 
states tend not to occur when expected. The combination of predicting future events and 
accurately predicting when those events will occur according to the socio-culturally 
predetermined unit of temporal measurement is at the heart of human temporal 
awareness. 
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Table 1 
Definitions and Examples of Methodological Constructs in Time Estimation 
 1. Definitions and Examples of Me thodological Constructs in T ime Estimation  
Term Definition Example 
 
Retrospective 
 
The individual does not know beforehand that a 
time estimate will be required after a task or time 
interval has been completed. 
 
How much time did it take to read the previous 
sentence? 
Prospective The individual knows beforehand that a time 
estimate will be required at the end of a task or 
interval of time. 
After reading the next sentence, estimate how much 
time elapsed while it was being read. 
 
Underestimation 
 
An estimation that is less than the actual-time 
elapsed. 
 
Estimating that five seconds had elapsed when 
seven seconds had actually elapsed. 
Overestimation An estimation that is more than the actual-time 
elapsed. 
Estimating that nine seconds had elapsed when 
seven seconds had actually elapsed. 
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Models of Time Estimation 
Processing time. Thomas and Brown’s (1974) theoretical framework for time 
estimation focused on the amount of mental processing experienced during a particular 
time interval. Their model assumed that there are two processes at work that affect time 
estimation. The first process is the timer and the second process involves the processing 
of non-temporal stimuli. (Avant & Lyman, 1975; Avant, Lyman, & Antes, 1975; Thomas 
& Brown, 1974; Thomas & Weaver, 1975; Zakay, 1993a; Zakay, 1993b). 
Non-temporal processing refers to any cognitive process that does not involve the 
direct timing of an interval (Avant & Lyman, 1975; Avant, Lyman, & Antes, 1975; 
Thomas & Brown, 1974; Thomas & Weaver, 1975; Zakay, 1993a; Zakay, 1993b). In 
other words, non-temporal processing refers to cognitive processes that are not the timer 
processor. These processes also have an influence on perceived duration and compete 
with the timer for attentional resources (Zakay, Nitzan, & Glicksohn, 1983). Thus, the 
estimation of elapsed time can be regarded as a secondary task in a dual task paradigm. 
As with other cognitive processes, this process competes with others for attention. The 
amount of influence the timer processor has on perceived duration is related to the 
amount of attention allocated to it.  
Methods of measuring time estimation interact with this model. With a 
prospective estimate of time for an interval with no stimuli, time estimates are based on 
the timer process only. If there is a large amount of processing required of the non-
temporal processor, less processing can be allocated to the timer. This will affect the 
individual’s prospective duration judgment. Additionally, if there is little to no 
information processing involved during an interval, the non-temporal processor will 
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contribute very little to the estimation of time, thus altering an individual’s prospective 
duration judgment. The amount of processing required of the non-temporal processor is 
negatively related to prospective duration judgment (Hicks, Miller, & Kinsbourne, 1976; 
Hicks et al., 1977; Thomas & Weaver, 1975; Miller et al., 1978; Predebon, 1995; Zakay 
& Block, 2004; Brown & Boltz, 2002; Zakay, 1993a; Zakay, 1993b; Macar, Grodin & 
Casini, 1994).  
  However, when one retrospectively estimates a passage of time, one can only 
make an estimation based on the memory of events that had occurred during that time 
interval assuming no effort was made to monitor the timer during the task. Therefore, 
with a retrospective estimate of time, the estimate is based entirely on the non-temporal 
processor (Poynter, 1983). A positive relationship exists between amount of information 
in memory and retrospective temporal estimates (Miller et al., 1978; Zakay & Block, 
2004; Zakay, 1993a).  
 Storage size. Ornstein (1969) presented a “storage size” model of retrospective 
time estimation. In his model, the number of items stored in memory is positively related 
to retrospective estimates of time. In other words, the more information that is stored 
during a particular interval of time, the longer that time experience will be. Conversely, 
the less information that is stored during an interval of time, the shorter the time 
experience will be. The basic mechanism behind this model is the same as the 
retrospective aspect of the processing time model. That is, retrospective estimates of time 
are based solely on a non-temporal processor. This model does not address prospective 
estimation. 
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Information complexity. The amount of information depends on information 
complexity which is another issue that affects time experience (Ornstein, 1969; Mulligan 
& Schiffman, 1979). More complex information effectively requires an individual to 
process and store more information. For example, an individual would have to process 
and store more information during a game of chess than they would during a game of 
checkers. 
Amount of information and complexity of information is determined by 
knowledge and thus differs between individuals. An individual who is more familiar with 
a particular setting may be able to use chunking (Miller, 1956) to reduce the amount of 
cognitive load created by the amount of information presented or by the complexity of 
the task.  
The execution of a flank maneuver on a battlefield can be used as a good example 
of chunking.  Individuals who do not know what a flanking maneuver is must consider 
each unit on the battlefield and where its new position will be relative to the enemy and 
other friendly units. However, individuals who are familiar with a flanking maneuver are 
likely to recognize the entire maneuver as a single entity or at least entities in a number 
less than the sum of individual units. The former individual would face a larger storage 
size demand on memory than the latter individual.   
This combination of size and complexity of information affects an individual’s 
perception of time interval duration. Anything that changes the storage size of the 
information in a given interval will also change the perceived duration of that interval. 
Storage size and perceived duration are positively related to one another for retrospective 
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estimates of time (Ornstein, 1969). The storage size model is concerned only with the 
memory of events and therefore cannot predict prospective estimates of time. 
Contextual-change. Another theory exists that is a slight modification to 
Ortstein’s (1969) storage model. The contextual-change theory suggested that changes in 
cognitive context are responsible for changes in retrospective duration judgment (Block, 
1978; Block, 1982; Block & Reed, 1978). The theory suggested that duration estimation 
increases with changes in the kind of cognitive processing that occurs. In a study by 
Block and Reed (1978), participants were assigned to one of three conditions: semantic 
processing only (processing the meaning of a stimulus), structural processing only 
(processing the visual characteristics of a stimulus), or mixed processing (alternating 
between semantic and structural processing). The participants estimated the mixed 
processing condition to be longer in duration than either of the unmixed processing 
conditions. Block and Reed went on to suggest that it is the memory of the changes in 
process context (the context linked to different tasks) that produces a change in duration 
estimation, rather than the memory of events during the interval as the storage model 
suggests. 
Thus, the number of contextual changes is positively related to retrospectively 
perceived time duration. (Block & Reed, 1978; Fraisse, 1963; Block, 1982; Underwood, 
1977). In other words, perceived time is proportional to contextual change. An individual 
who experiences two contextual changes will perceive a shorter time interval than when 
that same individual experiences more than two contextual changes. Changes in context 
can be attributed to changes in cognitive processes (Underwood; Block & Reed) such as 
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semantic vs. structural processing, or changes in the environment (Block; Smith, 
Genberg, & Bjork, 1978) such as a change in external stimuli or physical surroundings. 
Models and Time Estimation Error 
Each of the previously mentioned models of time estimation contained a common 
thread with regards to time estimates. Each model suggested that the amount of non-
temporal information is responsible for alterations in duration judgment. Prospective 
duration estimations reflect the processing of any concurrent non-temporal information 
being processed. In slight contrast, retrospective duration estimations reflect the amount 
of non-temporal information stored in memory. In either case, the amount of non-
temporal information is the key to predicting the accuracy of temporal duration 
estimation. 
Amount of non-temporal information. Past research showed a negative 
relationship between amount of non-temporal information and perceived duration when 
the individual prospectively tracks time (Hicks, Miller, & Kinsbourne, 1976; Hicks et al., 
1977; Thomas & Weaver, 1975; Miller et al., 1978; Predebon, 1995; Zakay & Block, 
2004; Brown & Boltz, 2002; Zakay, 1993; Macar, Grodin & Casini, 1994). A high 
amount of non-temporal information resulted in less processing power available for the 
timer which lead to a shorter duration experience. 
Figure 1 illustrates the relationship between perceived duration, amount of non-
temporal information and time estimation method as implied by results from previous 
research.  Perceived temporal duration as indicated by temporal estimate error and 
amount of non-temporal information appear in arbitrary units on the x and y axes 
respectively. The solid line with empty boxes indicates a retrospective time estimate 
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while the solid line with filled boxes represents a prospective estimate. The midpoint of 
the y-axis is zero-time-error. Positive values above zero-time-error indicate 
overestimation while negative values below zero-time-error indicate underestimation. 
Time estimation error increases with vertical distance, regardless of direction, from zero-
time-error.  
 
 1. Perceived Temporal Duration: Method of Time Est imation by  Amount of Non-Temporal Information 
Figure 1.  Amount of non-temporal information interacts with method of time estimation 
for perceived time duration. The area above zero-time-error (the midpoint of the y-axis) 
is considered overestimation and is represented by positive values. The area below the 
zero-time-error is considered underestimation and is represented by negative values. 
Overestimation and underestimation increase with the distance from zero-time-error. 
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For example, there is more overestimation the further away a point is above zero-
time-error (i.e. positive values). A point above but near the zero-time-error indicates a 
smaller amount of overestimation (i.e. less error). A point exactly on the midpoint (a 
value of zero) indicates no overestimation or underestimation. In this case, perceived 
temporal duration is equal to actual temporal duration. That is, the time estimate equals 
the actual time duration resulting in zero-time-error. Finally, there is more 
underestimation the further away a point is below zero-time-error (i.e. negative values). A 
point below but near zero-time-error indicates a smaller amount of underestimation (i.e. 
less error). 
As an example, with prospective time estimation, the time in a busy or interesting 
meeting typically seems to go by more quickly than the time in a relatively uneventful or 
boring meeting, i.e., a negative relationship between amount of non-temporal information 
and perceived temporal duration. The busy meeting is filled with a high amount of non-
temporal processing, thus leaving little processing power for the timer which results in a 
shorter prospective duration experience (i.e. underestimation). This appears as a negative 
value on the y-axis for the solid line with filled boxes in Figure 1. Conversely, a low 
amount of non-temporal information results in more processing power available for the 
timer which leads to a longer prospective duration experience (i.e. overestimation). This 
appears as a positive value on the y-axis for the solid line with filled boxes in Figure 1. 
Retrospectively perceived temporal duration (indicated with the solid line with 
empty boxes) shows a positive relationship with the memory of the amount of non-
temporal information (Miller et al.; Underwood & Swain, 1973; Predebon; Zakay & 
Block; Zakay; Ornstein, 1969). A high amount of non-temporal information in memory 
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leads to a longer remembered retrospective duration experience (i.e. overestimation). 
This appears as a positive value on the y-axis for the solid line with empty boxes in 
Figure 1. Conversely, a low amount of non-temporal information in memory leads to a 
shorter remembered retrospective duration experience (i.e. underestimation). This 
appears as a negative value on the y-axis for the solid line with empty boxes in Figure 1. 
For instance, someone who remembers that a lot of events happened during a meeting 
will retrospectively perceive that meeting to have lasted longer than someone who has 
fewer items in memory pertaining to that same meeting. 
The interaction in Figure 1 suggests that an intermediate amount of non-temporal 
information results in a minimization of overestimation and underestimation error for 
both retrospective and prospective duration estimates. Given an appropriate amount of 
information, not too much and not too little, an individual should make less erroneous 
duration estimates regardless of the type (prospective or retrospective). 
Expertise. Little research has been conducted on the relationship between 
expertise and temporal awareness. However, past research has shown that duration of 
prospective estimation of elapsed time decreases as the difficulty level of the task 
increases (Harton, 1938a; Harton, 1938b, Smith, 1969), much like the effect of increasing 
non-temporal information. Additionally, research has shown that routine tasks result in 
the availability of more processing capacity, leading to retrospective underestimation and 
prospective overestimation. (Avni-Babad & Ritov, 2003; Block & Zakay, 1997; Zakay, 
1993).  
An expert and a novice performing the same task should have different temporal 
experiences due to an effective difference in the amount of non-temporal information 
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processed between them. Given a constant task setting, an expert will experience less 
non-temporal information than a novice due to benefits of automaticity (Schneider & 
Shiffrin, 1977; Shiffrin & Schneider, 1977) and/or chunking (Miller, 1956). The literature 
implies an interaction between expertise, amount of non-temporal information, and type 
of duration estimation (prospective or retrospective) on perceived temporal duration. The 
interaction appears in Figure 2. Notice the x-axis label has been changed from amount of 
non-temporal information to amount of non-temporal information presented to reflect the 
effective differences in the handling of non-temporal information between expertise and 
novices. 
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 2. Perceived Temporal Duration: Meth od of Time Est imation and Expertise by  Amount of Non-Temporal Information Presented 
Figure 2.  Amount of non-temporal information presented and expertise interacts with 
method of time estimation for perceived temporal duration.  Expertise shifts the effects of 
method and amount of non-temporal information. The area above zero-time-error (the 
midpoint of the y-axis) is considered overestimation and is represented by positive 
values. The area below the zero-time-error is considered underestimation and is 
represented by negative values. Overestimation and underestimation increase with the 
distance from zero-time-error. 
 
 
As with Figure 1, the interaction in Figure 2 suggests a “sweet spot” of amount of 
information where underestimation and overestimation are minimized regardless of 
expertise or the type of duration estimate employed. However the sweet spot appears 
displaced to the left for novices, who should exhibit more accurate temporal estimates 
when presented with a lower information setting, relative to the sweet spot on the right 
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for experts, who should exhibit more accurate temporal estimates when presented with a 
higher information setting. 
The interaction between expertise and amount of non-temporal information for 
retrospective estimates in a high information scenario is depicted in Figure 2. The figure 
shows relatively small positive values on the y-axis for experts (as indicated by the 
dashed line with empty boxes) and relatively large positive values on the y-axis for 
novices (as indicated by the solid line with empty boxes) until both experts and novices 
become equally overwhelmed. At that point their error should be the same (as indicated 
by the intersection of the dashed line with empty boxes and solid line with empty boxes). 
The same shift in relative complexity predicts that experts in a prospective 
paradigm should also produce less error than novices when there is a high amount of 
information. Experts, because they are more familiar with the exciting, fast-paced 
scenario and thus will perceive less information than novices, will judge it as lasting 
longer than a novice would. Therefore, experts should produce less error than novices in 
their prospective temporal judgments in high information situations.  
However, again, at some point both the experts and novices should become 
equally overwhelmed with information. Everyone, no matter their level of expertise, has 
a limited capacity to process information. One can assume that if the experts are at their 
information processing capacity, novices should be at their information processing 
capacity as well. When this happens, both experts and novices should exhibit the same 
amount of temporal estimation error.  
The interaction between expertise and amount of non-temporal information for 
prospective estimates in a high information scenario is depicted in Figure 2. The figure 
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shows relatively small negative values on the y-axis for experts (as indicated by the 
dashed  line with filled boxes) and relatively large negative values on the y-axis for 
novices (as indicated by the solid line with filled boxes). Again, when both experts and 
novices become equally overwhelmed, their error should be the same (as indicated by the 
intersection of the dashed line with filled boxes and solid line with filled boxes). 
 Experts in a retrospective paradigm should produce more error than novices 
when there is a low amount of information. Experts, because they are familiar with the 
scenario, will have less information in memory than novices. Therefore, experts should 
produce more error than novices in their retrospective temporal judgments in a low 
information situation.  
One could argue that, if the task were monotonous enough, both experts and 
novices would have an equal amount of information in memory (i.e. no information in 
memory) and thus would exhibit the same temporal estimate error. However, this study 
utilized a task in which being completely underwhelmed is not possible. Therefore, this 
potentiality is not reflected in Figure 2 for retrospective estimates in low information 
situations. 
The interaction between expertise and amount of non-temporal information for 
retrospective estimates in a low information scenario is depicted in Figure 2. The figure 
shows relatively large negative values on the y-axis for experts (as indicated by the 
dashed line with empty boxes) and a relatively small negative value on the y-axis for 
novices (as indicated by the solid line with empty boxes). Notice the dashed line with 
empty boxes (expert-retrospective) and solid line with empty boxes (novice-
retrospective) do not intersect in this low information scenario. 
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Experts in a prospective paradigm should also produce more error than novices 
when there is a low amount of information. Novices should be somewhat underwhelmed 
by an uneventful situation. Experts, however, should be even more underwhelmed than 
novices due to their familiarity with the situation. This should lead experts to produce 
more error than novices in their prospective temporal judgments in a low information 
scenario.  
Again, one could argue that, if the task were monotonous enough, both experts 
and novices would have an equal amount of information to process (i.e. no information to 
process) and thus would exhibit the same temporal estimate error. However, as 
mentioned previously, this study utilizes a task in which being completely underwhelmed 
is not possible. Therefore, this potentiality is not reflected in Figure 2 for prospective 
estimates in low information situations. 
The interaction between expertise and amount of non-temporal information for 
prospective estimates in a low information scenario is depicted in Figure 2. The figure 
shows relatively small positive values on the y-axis for experts (as indicated by the 
dashed line with filled boxes) and relatively large positive values on the y-axis for 
novices (as indicated by the solid line with filled boxes). Notice the dashed line with 
filled boxes (expert-prospective) and solid line with filled boxes (novice-prospective) do 
not intersect in this low information scenario. 
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Study Purpose 
The focus of past studies was the explicit retrospective and/or prospective 
estimation of time. In other words, participants were asked to keep track of time or to 
estimate time elapsed after performing a basic task. None of the tasks involved in 
previous experiments included time estimation as an inherent function of the task itself.  
The present study attempted to provide an in situ example of temporal awareness 
in the context of performing a complex task. Furthermore, the task utilized in this study 
required implicit time estimation as it was an inherent part of the task. Hutton (2006) 
created the task for a completely different research study that explored dynamic decision 
making. This should have significantly limited the possibility of experimenter/design bias 
since the task itself was created and executed without any thought given to time 
estimation issues even though temporal awareness was an integral part of the task. The 
data collected for the original study involved an experimentally controlled simulation 
task involving a participant and two confederates. The study used the same scenario for 
every participant. By using a controlled laboratory design, as opposed to data from real 
world observation, one can better compare participant performance in controlled and/or 
constant circumstances. Any differences found in performance must reflect something 
other than uncontrolled differences in the task itself. 
The present study was interested in linking temporal awareness to performance. 
The study attempted to operationalize implicit temporal awareness via temporally related 
utterances, complex task performance, and contextual change. The study also attempted 
to describe the relationship between temporal awareness, amount of non-temporal 
information, expertise, and performance. Specifically, the study attempted to explore how 
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expertise acts as a moderator between amount of non-temporal information and temporal 
awareness.  
This study was not about hypothesis testing. We were interested in a less intrusive 
manner of studying implicit temporal awareness. The methods for this approach to 
studying temporal awareness do not exist in any significant way in the literature. The 
study was very preliminary descriptive work that could lead to hypothesis testing. 
Therefore, the overall purpose of this study was to provide a groundwork for future 
studies. 
There were four independent variables in this study: uncertainty, contextual 
change, performance, and the expertise of the participant. The dependent variables were 
temporal awareness and detailed temporal awareness, as measured by spontaneous 
language. 
Uncertainty. The experiment from which the data for the current research 
originated contained a variable labeled uncertainty. This uncertainty variable was a two-
level variable coded as either high or low. Participants were assigned to one of the two 
conditions. In the high uncertainty condition, participants executed a simulated battle 
with a fog of war. In other words, they were only aware of enemy units that had been 
directly spotted by friendly units. In the low uncertainty condition, participants executed 
a simulated battle without the fog of war. In this condition, they were fully aware of all 
enemy positions and movements at all times.  
The two levels of uncertainty essentially created two opposing influences on 
cognitive demand. High uncertainty may have lead to more cognitive load and/or 
memory load if the participant was concerned with potential enemy forces that could not 
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be seen. Low uncertainty may have lead to less cognitive load and/or memory load 
because all enemies were accounted for at all times, thus the participant was not required 
to be concerned with where an enemy may or may not appear. On the other hand, the low 
uncertainty condition presented more information to the participant than in the high 
uncertainty condition. This presentation of information might have been positively 
related or negatively related to cognitive load and/or memory load. Although the 
direction for the effect of uncertainty was difficult to predict, it was included in the 
analysis as an intuitively relevant variable.  
Contextual change. The contextual change variable was a between-subjects three 
level categorical variable which was based on a continuously measured score that 
indicated the degree to which the individual experienced changes in the situation during a 
simulation session. As per the original design (Hutton, 2006), at the end of the simulation 
each participant reported individual significant events in their assessment of the situation 
during the session. The participant judged each significant event as resulting in either “no 
change in assessment,” “minor change in assessment,” or “major change in assessment” 
of the situation. 
To score each response, a value of zero was assigned to “no change,” a value of 
one was assigned to “minor change,” and a value of two was assigned to “major change” 
for each event identified by the participant. A sum of the scores were then computed for 
each participant for a final overall tally of experienced change during the simulation. This 
resulted in one overall contextual change session score per participant. These scores were 
then categorized into three levels (low, medium, and high) by using the procedure 
detailed in Appendix A.  
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Contextual change was a proxy for amount of information in memory. Each 
minor or major change in the participants' assessment of the situation resulted in more 
information in memory. 
Expertise. The expertise variable was a categorical variable with expert and 
novice experience categories. In the original study by Hutton (2006), demographic 
information, including the rank of each participant, was collected. The rank information 
led to the creation of a two-level categorical variable in which each individual was 
assigned as either being a novice or an expert. Lieutenant Colonels and Majors were 
considered experts. Captains and Lieutenants were considered novices. The use of this 
coding scheme produced nine experts and eleven novices. 
Performance. The performance variable, a between-subjects three level 
categorical variable, was based on a continuously measured score. Each participant was 
scored based on certain actions they took or did not take during the scenario (Hutton, 
2006). Table 2 details the performance scoring procedure. 
The present study transformed the variable into a three-level categorical variable 
based on the relationship between the continuous variable and temporal awareness. 
Although uniform sample sizes between the levels were a focus, this concern had to be 
somewhat sacrificed in order to create a model with homogeneity of variance. Appendix 
B details the steps taken to categorize performance. 
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Table 2 
Performance Scoring Procedure 
 2. Performance Scoring Procedure 
Criteria Minimum Score 
Maximum 
Score 
The number of friendly Civil Affairs Units that the participant had maintained contact with 
throughout the scenario 
 
0 
 
3 
The number of Civil Affairs units that were secured/saved by 1:25a in the scenario 
 
0 
 
6b 
The number of withdrawals ordered 
 
0 
 
3 
The number of village locations declared secured by 1:25a 
 
0 
 
3 
Note. The session score was the sum of individual scores. Scores ranged from five to twelve. 
aThis was the length of shortest session. bThis score is weighted twice that other the others. 
 
26 
 
Temporal awareness. At no point during the task were the participants asked to 
judge a particular duration. However, the task subtly involved the use of both prospective 
and retrospective judgments of time. Much like real-world tasks, rarely are individuals 
overtly asked by someone to retrospectively judge how long it took their co-worker to 
reach the conference room from their office or to prospectively judge how long it is 
taking for the customer to state their reasons for calling a customer support line. 
However, these judgments do still take place and are an important aspect of the 
successful completion of any time dependent task (Shalin & Bertram, 1997; Shalin, 
Geddes, Bertram, & Szczepkowski, 1996).  
Since these judgments took place without external request, we could not directly 
ascertain an individual’s exact judgment of a specific duration of time. We also could not 
directly determine an individual's method of temporal estimation. We could, however, 
observe verbal cues that may have indicated a lack of awareness of or a lack of concern 
for time.  An individual who repeatedly overestimated and/or underestimated during a 
task would have at some point begun to realize that his or her timing did not match the 
timing in the task. This would have lead to a decrease in his or her temporal confidence 
(how confident the individual was in his or her temporal awareness). This decrease in 
temporal confidence should have lead to a verbal request for a temporal update. 
In other words, a decrease in temporal awareness should have resulted in an 
increase in the number of participant temporal utterances. In addition to providing a 
measurement of temporal awareness, the number of temporal utterances should have 
indicated the degree to which a participant's memory was satiated as moderated by the 
accuracy of implicit retrospective temporal estimations. Furthermore, the number of 
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temporal  utterances should have also indicated the level of cognitive demand created by 
the active processing of non-temporal stimuli as moderated by the accuracy of implicit 
prospective temporal estimations. 
This naturalistic method of measurement precluded the separate identification and 
measurement of prospective and retrospective temporal estimates as well as 
overestimation and underestimation. Therefore, the dependent measure in this study was 
the number of temporally related participant utterances.  
Expected Results 
The creation of a preliminary descriptive model for temporal utterances was the 
overall goal of this study. Significant effects of expertise, contextual change, and 
uncertainty were expected. Additionally, in the absence of a distinction between 
retrospective and prospective measures, the graph of all (i.e. retrospectively and 
prospectively based) temporally related participant utterances should have assumed a v-
shaped relationship between amount of non-temporal information (contextual change 
and/or uncertainty) for both novices and experts. This anticipated relationship appears in 
Figure 3, as in Figure 1 and Figure 2, showing a “sweet spot” where temporal utterances 
(i.e. time estimation error) are at their lowest.  
Figure 3 was created by folding Figure 2 in half along the horizontal zero-time-
error line that separates overestimations and underestimations. Time estimation error and 
amount of information appear in arbitrary units on the x and y axes respectively. The 
intersection of the x-axis and y-axis corresponds to zero-time-error. Positive values on 
the y-axis above zero-time-error indicate an error in temporal estimation regardless of 
paradigm (i.e. retrospective or prospective). Time estimation error increases with vertical 
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distance from zero-time-error. The dashed line indicates expert temporal estimation error 
while the solid line represents novice temporal estimation error. The information in 
Figure 3 is exactly the same as the information in Figure 2 with the only difference being 
the portrayal of the location of zero-time-error at the bottom of the graph instead of at the 
vertical middle. 
As portrayed in Figure 3, at relatively high levels of information experts should 
have exhibited less error in time estimation than novices until the expert became 
overwhelmed. This is because the amount of information in memory is positively related 
to duration estimation (Ornstein, 1969; Mulligan & Schiffman, 1979; Block & Reed, 
1978) and the amount of mental processing applied to non-temporal information is 
negatively related to duration estimation (Thomas & Brown, 1974). High levels of 
information should have lead to greater error in time estimation. However, since experts 
should have experienced less information than novices via automaticity (Schneider & 
Shiffrin, 1977; Shiffrin & Schneider, 1977) and/or chunking (Miller, 1956), the degree to 
which a time estimation error occurred for an expert should have been less than the 
degree to which a time estimation error occurred for a novice at high levels of 
information. 
Once the expert became overwhelmed, however, the temporal estimate error of 
novices and experts should have been the same because at that point both novices and 
experts should have been overwhelmed with non-temporal information. The differences 
between the available processing capacity and short-term memory capacity of each level 
of expertise should have become negligible.  
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 3. Temporal Estimate Error: Expertise by  Amount of Non-Temporal Information Presented 
Figure 3. Amount of non-temporal information presented interacts with expertise for the 
number of temporally related utterances (as indicated by time estimation error). This 
figure was created by taking Figure 2 and folding it in half along the horizontal zero-
time-error line that separates overestimations from underestimations. 
 
 
Additionally, experts should have exhibited more error in time estimation than 
novices when exposed to a relatively low amount of non-temporal information. Low 
levels of non-temporal information should have lead to a greater error in time estimation. 
However, since experts should have experience even less non-temporal information than 
novices via automaticity and/or chunking, the degree to which a time estimation error 
occurred for an expert should have been more than the degree to which a time estimation 
error occurred for a novice at low levels of non-temporal information. 
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Finally, experts and novices should have exhibit a similar amount of error in time 
estimation at an average level of non-temporal information (i.e. not too much non-
temporal information and not too little non-temporal information). Novices should have 
exhibited more accurate temporal estimates in slightly lower non-temporal information 
conditions than experts and experts should have exhibited more accurate temporal 
estimates in slightly higher non-temporal information conditions than novices. This 
difference should have be driven by the difference in the perceived amount of non-
temporal information between novices and experts with experts perceiving less non-
temporal information than novices. 
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Method 
Participants 
 Twenty Army officers from the Ohio National Guard (OHARNG) participated in 
the study. Their time in the Army ranged from 6 to 32 years with a mean of 16.1 years. 
There were three Lieutenant Colonels, ten Captains, six Majors and one Lieutenant. This 
corresponded to nine experts and eleven novices. The experimenters solicited voluntary 
participation via the participant’s chain of command and compensation of $50 was 
provided to each participant. The compensation was either given directly to the 
participant or donated to the participant’s unit. 
Materials 
 Hardware. The experiment utilized a Dell laptop computer, microphone and 
generic USB mouse to access and control the necessary software which involved running 
a military based simulation, screen and voice capture software, and the Microsoft 
PowerPoint application. A stand-alone voice recorder recorded all verbal communication 
and a printer printed simulation relevant information for the participant. The 
experimenters provided the participant with a large laminated map of the fabricated area 
of operations which was placed in an easily viewable location. Variously colored poker 
chips were available to the participant to assist with keeping track of friendly and enemy 
units. The use of these poker chips was optional. 
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Information. The experimenters provided a folder with mission relevant 
information (maps, rules of engagement, initial situation report, blank scratch paper, 
writing utensils, and instructions) to the participant. These items will be detailed later in 
the document. 
 Simulation software. The study used the simulation software Battle Command 
2010 (BC2010) by MÄK Technologies. BC2010 is a military tactical training tool used 
primarily for ground combat commanders. It was designed to support Army battalion and 
brigade commanders and their staff officers in preparing operation orders. The BC2010 
software allows the user to plan, execute, and review a simulated battle in real time. 
(Morissette, 2006). A screen capture of the program in action appears in Figure 4.
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 4. Screen capture: Battle Commander 2010 by MÄK Technolog ies 
Figure 4. Screen capture: Battle Commander 2010 by MÄK Technologies.
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The simulated battle took place in real time. Variables taken into account by 
BC2010 included but were not limited to vehicle and troop maximum movement speeds, 
line of sight, terrain, topography, vehicle and weapon strengths and weaknesses, damage 
done to vehicles and personnel, and fuel and ammunition consumption. An “intelligent” 
computer controlled enemy was provided for the user to battle. This “intelligence” was 
simply a series of triggers placed on the map. For example, when a user controlled 
ground unit entered a particular area, a trigger was activated and a series of commands 
was given to the enemy units which they then executed (i.e. attack). 
 Audio/Video capture software. River Past Screen Recorder Pro by River Past 
Software recorded video and audio from the computer. This software recorded everything 
that happened on the computer screen as well as any audio picked up by the attached 
microphone. The screen recorder software saved the audio and video to the computer’s 
hard drive using the AVI video format. These files are viewable by most media software 
such as Windows Media Player. 
 Other. The experimenters printed screen captures of the simulation using 
Microsoft PowerPoint. At various intervals during the simulation, a screen capture of the 
map of the current situation from within BC2010 was performed (by pressing the 
“PrtScn” button on the computer keyboard) and pasted into an empty PowerPoint slide. A 
printer, which was located next to the participant, then printed the slide. 
 Physical arrangement. The experiment involved three individuals: the 
participant and two confederates. One confederate played the role of Higher Headquarters 
(which will be explained later). This confederate will henceforth be referred to as the 
“Higher Headquarters Confederate” or HC. The other confederate was responsible for 
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entering commands into the BC2010 simulation and communicating with the participant. 
This confederate will henceforth be referred to as the “Simulation Confederate” or SC. 
This confederate was responsible for playing the role of various units under the 
participant’s command and carrying out any orders via the simulation software. 
The participant sat at a desk facing away from the confederates so that he or she could 
not see the confederates or the computer screen. The participant utilized a notebook of 
scenario relevant information, a large map of the area of operations, and the assorted 
poker chips.  Finally, the experimenters situated the printer within reaching distance of 
the participant.  
The role of the participant. The participant’s role in this study was to act as the 
Battle Commander for a simulated mission. Their job was to assess the situation, handle 
requests from and verbally issue commands to their subordinates (via the SC), and 
verbally make requests to and answer questions from Higher Headquarters (via the HC) 
as he would in an actual battle situation. Unlike an actual battle situation, the participants 
could not ask Higher Headquarters for any input on planning or orders. In other words, 
the decisions made by the participant were based on their own assessment of the 
situation.  
 The role of the simulation confederate. The SC performed a number of duties: 
accept orders from the participant, enter commands into simulation software, provide 
updates on all units to the participant, and print updated maps. Since the SC played the 
role of any and all friendly units in the scenario, the SC received all orders verbally as 
given by the participant and reacted accordingly. For example, if the participant 
addressed “Unit C,” the SC would respond as “Unit C” by beginning the verbal 
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communication with “This is Unit C.” Furthermore, the SC controlled the simulation 
software. For example, if the participant issued an order to “Unit C,” the SC would enter 
commands into the software that would cause the virtual “Unit C” to perform the 
appropriate actions.  
 Additionally, the SC provided the participant with requested as well as 
unrequested situation updates. Every now and then during the simulation the participant 
would ask a particular unit for a situation report. The SC would respond as that unit and 
provide the requested information. The SC also voluntarily provided important 
unrequested information to the participant as needed. For example, if “Unit C” made 
contact with the enemy, the SC took on the role of “Unit C” and verbally communicated 
the situation to the participant (i.e. “This is Unit C, enemy contact at …”). 
 Finally, at roughly ten minute intervals the SC printed an updated map which was 
then provided to the participant. This updated map was simply a screen shot of the 
simulation software and provided the participant with a visual representation of the 
locations of all friendly units and some enemy units. The SC took a screenshot or screen 
capture by pressing the “PrtScn” button on the keyboard. The SC then "pasted" this 
screen shot into an empty Microsoft PowerPoint slide and sent to the printer for the 
participant's use. 
 The role of the higher headquarter confederate. The HC provided the initial 
overview of the study to the participant, played the role of Higher Headquarters during 
the simulation, asked the participant a series of questions during the simulation on 
multiple occasions, and kept time using a stopwatch. Before the simulation began, the HC 
provided the participant with a verbal briefing of the experiment (see Appendix C) as 
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well as a written overview of the simulation scenario via the “Road to War” packet (see 
Appendix D). During the simulation, the HC played the role of Higher Headquarters by 
responding to requests or questions from the participant and also by requesting situation 
reports (see Appendix E) from the participant about every ten minutes. Finally, the HC 
kept track of time so as to notify the SC when it was time to provide an updated map to 
the participant. 
Procedure 
Pre-simulation. After the participant arrived at the testing facility, he or she sat 
down at a designated desk. The HC then proceeded to verbally provide a short 
explanation of the experiment to the participant. The participant then read and signed an 
informed consent document (see Appendix F). Once that was completed, the SC gave the 
participant a clip-on microphone to attach to their shirt. This microphone was attached to 
the laptop computer for audio recording purposes. One or both confederates answered 
any general questions the participant may have had. 
Briefing packet. The participant had a maximum of ten minutes to review the 
“Road to War” packet to become familiar with the scenario. The packet included 
information on how many units and what kind of units the participant had at his or her 
disposal, an explanation of the mission objectives, and a description of the current 
situation. The participant was free to ask questions to either confederate to receive further 
clarification. 
Initial plan. Once the participant completed reviewing the “Road to War” 
materials, he or she generated a plan of action. Once this plan was generated, the 
participant answered a series of questions. These questions can be found in the “Road to 
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War” packet. The participant then verbalized their plan to the SC via issuing orders to the 
appropriate units. 
Simulation begins. Once the participant finished issuing the initial orders to the 
appropriate units, the simulation was started. It is important to note that the SC adhered to 
a script of typical actions in order to reduce variability in performance between 
participants (see Appendix G). For example, if the participant gave an order to send a 
UAV to a certain area and a UAV script was available for that area, the SC would make 
the UAV follow that predetermined route.  
 During the simulation the participant, SC, and HC communicated with each other 
as they would have had it been a real battle command situation. Whenever a unit 
encountered a new obstacle, the SC contacted the participant while playing the role of 
that particular unit. Additionally, the participant addressed each unit by their name and 
issue orders as if he were talking to various people. If the participant addressed “Unit C” 
and then needed to convey the same information to “Unit B,” the participant had to 
communicate with “Unit B” separately even though the SC obviously heard the first 
communication.  
 Every ten minutes during the simulation, the participant answered a short list of 
questions asked by the HC that related to changes in the situation, changes in the plan, 
and reason why the plan was changed. The simulation lasted no longer than two hours. 
However, some participants were able to complete the mission in less than two hours. 
Post-simulation interview. After a short break following the end of the 
simulation, the participant listed four to six changes in the situation that took place during 
the simulation. From this list, the HC asked a series of questions to further explore those 
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perceived changes (see Appendix H). These questions were designed to ascertain when 
and how the participant experienced a change in their understanding of the situation. 
These questions were also designed to reveal when and why the participant’s goals were 
altered. 
Debrief. Once the post-simulation interview was completed, the SC led a short 
debriefing session. The participant was free to ask any questions regarding the 
simulation, experiment, their performance, and so forth. It was at this point when the 
experimenters presented compensation for their participation. Finally, before departing 
the room, the experiments asked the participants not to share any information about the 
experiment to anyone who had not yet participated. 
Data Preparation 
Transcription. To begin, the experimenters, along with hired help, manually 
created a transcription of each session by listening to the audio recordings of each 
participant. The experimenters and the hired help transcribed all verbal utterances that 
were spoken by all individuals involved in the experiment (participant, confederate, and 
experimenter) one utterance at a time, including “out of character” utterances. That is, 
occasionally someone would articulate something that did not fit within the scenario. For 
example, a participant might have asked a procedurally related question or the 
confederate might have reiterate some instructions to the participant. Though rare, these 
utterances were transcribed. 
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Coding scheme. The coding of each utterance began after the completion of all 
transcriptions. Each utterance was coded using four categories:  
1) Type of Utterance 
2) SITREP 
3) Friendly or Enemy 
4) Context of Utterance. 
The first category identified the utterance as a temporal utterance (ex. “What is 
estimated time of arrival of your mech platoon, vicinity Bulldozer, over?”), distance 
utterance (ex. “Hawk this is Raider Six … how close are you to EA Bulldozer, over?”), 
neither (ex. “Raider Six, roger, keep me informed.”), or both (ex. “Bravo company is 
currently on a road down towards al Huber, approximately ten kilometers to go, 15 
minutes out, over.”) There are other instances in which the utterance was more 
ambiguous. For example, “Alpha Company, Raider Six, are you on CA Builder yet?” In 
this example, it is unclear whether the participant is primarily concerned with time or 
distance. This example would be categorized as both temporal and distance related.  
The second category dealt with whether or not a SITREP (situation report) was 
given or requested by the confederate or by the participant. The SITREP could have been 
requested directly (ex. “Bricky Six, this is Raider Six, SITREP, over?”) or indirectly (ex. 
“Charlie Six, this is Raider Six, what’s the ability of your platoon to augment Bravo 
security platoon?”).  
The third category indicated whether the focus of an utterance was concerned 
with friendly units or enemy units. For example, the utterance “Bricky Six, this is Raider 
Six, what’s your ability to sustain your position, over?” is focused on the current situation 
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of friendly units. Whereas the utterance “Raider Six, roger, one T-72, two clicks North, 
and Hawk reports one another T-72 in the compound, over.” is focused on the current 
situation of enemy units.  
The final category concerned the context of the verbal utterance. It specified who 
made the utterance, to whom the utterance was directed, and whether or not the utterance 
was in response to a request. Table 3 presents descriptions and examples of each context 
type. 
Occasionally, the participant or confederate uttered a phrase or series of sentences 
that contained multiple propositions of information. In this case, the utterance was 
divided into individual utterances and treated as such. For example, the utterance “We 
have sustained four casualties, three wounded, one killed in the security detachment and 
we have taken out one machine gun section” was divided into and treated as two separate 
utterances: “We have sustained casualties” and “we have taken out one machine gun 
section.” These two utterances were coded separately. 
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Table 3 
Example Utterances for Each Type of Context 
 3. Example Utterances for Each Type of Context 
 
Context Example Utterance 
 
Participant requests update from confederate. 
 
P: “What is the estimated time of arrival of your mech platoon …?” 
Participant gives unrequested update to confederate. P: “Charlie Six, notify your QRF of heavy armor in vicinity …” 
Confederate gives requested update to participant. P: “This is Raider Six, what is your current SITREP, over?” 
C: “We are currently in the hills to the South East of Ketteral …” 
Confederate gives unrequested update to participant. C: “Raider Six, Bricky Six, contact, one BMP West, over.” 
Note. “P:” indicates a participant utterance. “C:” indicates a confederate utterance. 
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Coding temporal awareness. As previously stated, the temporal awareness 
measure was based on temporally related participant utterances. Utterances labeled as 
temporal and both were used for the temporal awareness measure. Utterances labeled as 
distance were not used for the temporal awareness measure.  
However, it could be argued that distance utterances may have actually referred to 
time on task. For example, one participant uttered the phrase, "Alpha Six, this is Rader 
Six. Status on your platoon that is moving to clear the Central Hills. What is their 
location? Over." This participant may have been primarily concerned with the estimated 
arrival time of Alpha Six to their destination rather than being solely interested in their 
current location. However, given the nature of the experimental design, conservatism was 
preferred. Any utterance that did not have a clear temporal component was not 
considered to be a temporally related utterance. 
Test-retest reliability. Test-retest reliability was measured by coding four 
transcripts, one of each combination of expertise (Expert vs. Novice) and uncertainty 
(Low vs. High). Several months later the same rater coded the same four transcripts again 
using the same procedure. Test-retest reliability analysis using the Kappa statistic was 
performed on the type of utterance and context of utterance categories to determine the 
uniformity of ratings between the two separate coding sessions. The results of the Test-
retest reliability analysis appear in the results section. 
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Data Transformations 
Continuous variables required transformation to a nominal scale to explore 
potential interactions.  Category boundaries reflected the constraint that each level had 
more than one data point.  
Temporal utterances. The current study collected the dependent variable as a 
frequency count. The raw frequency of temporal utterances was strongly correlated with 
the raw frequency of overall utterances made by the same participant.  
However, due to the diverse lengths of time each participant took to complete the 
task, the frequency of participant utterances was scaled by time (per minute) to make it 
comparable between groups. In this case, the frequency of temporal utterances per minute 
was still strongly correlated with the frequency of overall utterances per minute made by 
the same participant. That is, a talkative participant was significantly more likely to have 
more temporally related utterances than a less talkative participant. However, this does 
not necessarily mean that the more talkative participant was more or less temporally 
aware. The correlation suggests that the more talkative participant exhibited more 
temporally related utterances simply because that participant was more talkative during 
the task.  
This potential confound was eliminated by transforming the frequency data into 
proportions by dividing the number of temporally related participant utterances by the 
total number of utterances made by the same participant. By doing this, the current study 
was able to provide a quantitative description of qualitative results. For comparison 
purposes, analyses were also performed on the frequency of temporally related 
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participant utterances per minute, the frequency of non-temporally related participant 
utterances per minute, and the frequency of total participant utterances per minute. 
The raw proportional data was used in the analysis because that data did exhibited 
normality. An arc sine square root transformation was applied to account for the 
proportional nature of the data, but this transformation did not result in a normal 
distribution. As a result, the original raw proportional data was used in the analysis. 
 Detailed temporal utterances. In order to further interpret the temporal utterance 
measure, the current study divided each temporally related participant utterance into two 
categories: detailed and not detailed. Example utterances of experts and novices appear in 
Table 4. A detailed utterance was an utterance that included a unit’s current destination, 
location, or mission in the statement. For example, an expert in Table 4 asked for a 
temporal update and included the unit’s name (“Alpha Six”) and destination (“Builder 
Six”) in the request. This detailed utterance implied that the participant had enough 
storage space in short-term memory to remember details about the situation. On the other 
hand, a novice simply asked “Alpha Six” for a “SITREP,” or situation report. This non-
detailed utterance was assumed to imply that the participant did not remember what 
“Alpha Six’s” current mission was. That is, the participant's short-term memory was 
overloaded and had no storage space left over for the details of the situation. The analyze 
this data, a proportion of detailed utterances were calculated for each participant by 
dividing the number of their detailed temporal utterances by the their total number of 
temporal utterances. Test-retest reliability was also measured and the results appear in the 
results section. 
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Expertise. Hutton (2006) created the two-level (novice vs. expert) categorical 
variable. No transformations were performed on this variable. 
Contextual change. As stated previously, the contextual change variable was 
originally measured as a continuous variable (Hutton, 2006) and then transformed into a 
three-level categorical variable by the current study. The categories were created based 
on the relationship between the continuous contextual change variable and temporal 
awareness. An equal sample size between the three levels was a concern. 
Performance. As stated previously, the performance variable was originally 
measured as a continuous variable (Hutton, 2006). The current study transformed the 
variable into a three-level categorical variable based on the relationship between the 
continuous variable and temporal awareness. Although uniform sample sizes between the 
levels were a focus, this concern had to be somewhat sacrificed in order to create a model 
with homogeneity of variance.  
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Table 4 
Examples Utterances of Novice and Expert Participants 
 4. Examples Utterances of Novice and Expert Participants  
 
Participant Utterance Level of Detail 
 
Novice 
 
“Alpha Six, Raider Six, SITREP?” 
 
Not Detailed 
 
Novice 
 
“Band Aid Six, Raider Six, current ETA to Al Huber, over?” 
 
Detailed 
 
Expert 
 
“Bricky Six, what’s your status?”  Not Detailed 
Expert “Alpha Six, Raider Six, what’s your estimated time of arrival to Builder Six’s location? Over.” Detailed 
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Criteria for an Acceptable Model 
The current study followed certain guidelines in the analysis of the data in order 
to find a quantitative model that optimally described the relationship between the 
dependent and independent variables. To create the model, we mimicked a backward-
elimination step-wise regression for categorical variables. This approach constitutes post-
hoc description rather than hypothesis testing, with the benefits of quantitative means for 
evaluating alternative descriptions. 
Given the limited degrees of freedom, the current study also performed a 
simulated forward-elimination step-wise regression with categorical variables to compare 
its solution to that of the simulated backward-elimination step-wise procedure. However, 
the result of the forward-elimination step-wise procedure was not consistent with the 
backward-elimination step-wise approach. Refer to the appropriate results section below 
for more information on the forward-elimination step-wise procedure. The backward-
elimination approach was preferred over the forward-elimination approach because the 
forward-elimination approach was more likely to produce a Type II error as a result of 
suppressor effects. Therefore, the discussion of the results will be primarily focused on 
the backward-elimination procedure. 
 Significant effects. The current study required each retained main effect and 
interaction to be significant. That is, the significance value was 0.05 or lower. We also 
required the model itself to be significant at 0.05. 
 Estimated marginal means vs. raw means. Raw means trumped estimated 
means.  The ANOVA produced estimated marginal means based on categorical variables 
that contained slightly unequal sample sizes. In order to reduce potential confounds 
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created by the unequal sample sizes the estimated marginal means were compared to the 
raw means for each level of each category. An effect was unacceptable and removed 
from the model if the raw mean of one of its levels fell outside of the 95% confidence 
interval for its respective estimated marginal mean. An effect was acceptable if the raw 
means for each level of the effect fell inside of the 95% confidence interval for its 
respective estimated marginal means. 
 Adjusted R2. On the whole, the current study required the model to produce a 
high adjusted R2. Had more than one model been found to be acceptable, the model with 
the higher R2 would have been preferred.  
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Results 
Test-Retest Reliability 
The test-retest reliability for the two coding sessions (coded twice by the same 
person) was Kappa = 0.870 (p < 0.001), 95% CI (0.848, 0.892). The test-retest reliability 
for the two detailed versus non-detailed coding sessions was Kappa = 0.841 (p < 0.001), 
95% CI (0.725, 0.957). 
Temporal Utterances and Total Utterances 
An analysis of the correlation between the number of temporal utterances and the 
total number of utterances showed significance. The two variables were strongly 
correlated, r(18) = 0.626, p = 0.003. 
 An analysis of the correlation between the number of temporal utterances per 
minute and the total number of utterances per minute was also significant. The two 
variables were strongly correlated, r(18) = 0.595, p = 0.006. 
Expertise and the Continuous Variable of Contextual Change 
A t-test performed on expertise and the continuous variable of contextual change 
showed no significant difference in contextual change between the levels of expertise, 
t(18) = 0.362, p = 0.722. 
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Temporal Utterances and the Continuous Variable of Performance 
A correlation performed on the proportion of temporal utterances and the 
continuous variable of performance was not significant, r(18) = -0.272, p = 0.246. 
Preliminary Analyses 
Number of total utterances per minute: Backward-elimination. A backward-
elimination step-wise regression approach using Type III sums of squares to adjust for 
the unbalanced design provided a model for the number of total utterances per minute. 
Appendix I provides a detailed walkthrough of the steps taken to create the model. The 
backward-elimination step-wise procedure produced a model what contained only a main 
effect of performance, F(2, 17) = 4.051, p = 0.036 (see Table 5). Figure 5 provides a 
graphical representation of the results. A Levene’s Test of Equality of Error Variances 
showed equal variances, F(2, 17) = 1.080, p = 0.362. Pairwise comparisons using the 
Sidak adjustment showed poor performers exhibited significantly fewer total number of 
utterances per minute (M = 2.746, SD = 0.521) than average performers (M = 3.696, SD 
= 0.783), p = 0.034. No significant difference was found between poor performers and 
good performers (M = 3.097, SD = 0.460), p = 0.540. No significant difference was 
found between average performers and good performers, p = 0.282. 
 Number of total utterances per minute: Forward-elimination. Although a 
backward-elimination approach was preferred over a forward-elimination approach due 
to the concern over suppressor effects, a forward-elimination step-wise regression 
approach using Type III sums of squares to adjust for the unbalanced design was 
performed to further explore potential effects. The forward-elimination approach 
produced the same model as the backward-elimination approach (see Table 5). Figure 5 
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provides a graphical representation of the results. Appendix J provides a comprehensive 
walkthrough of the steps taken to create the model. 
 
Table 5 
Model of Total Number of Utterances Per Minute: Backward and Forward-Elimination 
 5. Model of N umber of Total Utterances Per Minute: Backward and Forwar d-Elimination 
Source SS df MS F Sig 
Model  2.515a 2 1.258 4.051 0.036 
     Performance  2.515 2 1.258 4.051 0.036 
Error 5.277 17 0.310   
Total 7.793 19    
Note. Dependent variable = number of total utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.323 (Adjusted R2 = 0.243). 
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 5. Mean N umber of Tota l Utterances per Minute: Forward and Bac kwar d-Elimination: Performance  
Figure 5. Mean number of total utterances per minute from the forward-elimination and 
backward-elimination models (+/- 1 SE) for the performance condition. 
 
 
Number of non-temporal utterances per minute: Backward-elimination. A 
backward-elimination step-wise regression approach using Type III sums of squares to 
adjust for the unbalanced design provided model for the number of non-temporal 
utterances per minute. The backward-elimination step-wise process resulted in a model 
which only contained an effect of performance, F(2, 17) = 4.283, p = 0.031 (see Table 6). 
Figure 6 provides a graphical representation of the results. A Levene’s Test of Equality of 
Error Variances showed equal variances, F(2, 17) = 0.830, p = 0.453.  Pairwise 
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comparisons using the Sidak adjustment showed that poor performers had significantly 
fewer non-temporal utterances per minute (M = 2.685, SE = 0.168) than average 
performers (M = 3.624, SE = 0.366), p = 0.029. No significant difference was found 
between poor performers and good performers (M = 3.043, SE = 0.173),  p = 0.493. No 
significant difference was found between average performers and good performers, p = 
0.276. Appendix K provides more detailed results as well as a comprehensive 
walkthrough of the steps taken to create the model. 
Number of non-temporal utterances per minute: Forward-elimination. 
Although a backward-elimination approach was preferred over a forward-elimination 
approach due to the concern over suppressor effects, a forward-elimination step-wise 
regression approach using Type III sums of squares to adjust for the unbalanced design 
provided a further exploration of potential effects. The forward-elimination approach 
produced the same model as the backward-elimination approach (see Table 6). Figure 6 
provides a graphical representation of the results. Appendix L provides a comprehensive 
walkthrough of the steps taken to create the model. 
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Table 6 
Model of Number of Non-Temporal Utterances Per Minute: Backward and Forward-
Elimination 
 
 6. Model of N umber of Non-Te mporal Utterances Per Minute: Bac kward and Forward- Elimination 
Source SS df MS F Sig 
Model  2.461a 2 1.230 4.283 0.031 
     Performance  2.461 2 1.230 4.283 0.031 
Error 4.883 17 0.287   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha 
value. 
aR2 = 0.335 (Adjusted R2 = 0.257). 
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 6. Mean N umber of Non- Temporal Utterances per Minute: Forward and Bac kwar d-Elimination: Performance  
Figure 6. Mean number of non-temporal utterances per minute from the forward-
elimination and backward-elimination models (+/- 1 SE) for the performance condition. 
 
 
 
Number of temporal utterances per minute: Backward-elimination. A 
backward-elimination step-wise regression approach using Type III sums of squares to 
adjust for the unbalanced design was used to attempt to create a model for the number of 
temporal utterances per minute. The analysis was performed in order to compare the 
results to that of the model for the proportion of temporal utterances. The backward-
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elimination approach did not yield an acceptable model. Appendix M details the 
procedure used to reach that conclusion.  
Number of temporal utterances per minute: Forward-elimination. Although a 
backward-elimination approach was preferred over a forward-elimination approach due 
to the concern over suppressor effects, a forward-elimination step-wise regression 
approach using Type III sums of squares to adjust for the unbalanced design provided a 
further exploration potential effects. The model created for the number of temporal 
utterances per minute by the forward-elimination step-wise procedure contained only an 
interaction between performance and contextual change, F(8, 11) = 3.366, p = 0.033 (see 
Table 7) . Figure 7 provides a graphical representation of the results. A Levene’s Test of 
Equality of Error Variances indicated homogeneity of variance, F(8, 11) = 2.415, p = 
0.088. Details of the model follow. Appendix O provides a comprehensive walkthrough 
of the steps taken to create the model. 
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Table 7 
Model of Number of Temporal Utterances Per Minute: Forward-Elimination 
 7. Model of N umber of Temporal Utterances Per Minute: Forward-Elimination 
Source SS df MS F Sig 
Model  0.014a 8 0.002 3.366 0.033 
     Performance * Contextual Change 0.014 8 0.002 3.366 0.033 
Error 0.006 11 0.001   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.710 (Adjusted R2 = 0.499). 
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 7. Mean N umber of Te mporal Utterances per Minute: Contextua l Change by Performance 
Figure 7. Mean number of temporal utterances per minute for contextual change and 
performance conditions. 
 
 
Contextual change within poor performance. A simple effects analysis 
performed on contextual change within the poor performance condition, F(2, 11) = 1.093, 
MSE = 0.001, p = 0.369, showed no significant differences. 
Contextual change within average performance. A simple effects analysis 
performed on contextual change within the average performance condition showed 
significant differences, F(2, 11) = 11.053, MSE = 0.001, p = 0.002. Pairwise comparisons 
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using the Sidak adjustment showed average performers who perceived a low amount of 
contextual change (M = 0.068, SE = 0.016) exhibited significantly fewer temporal 
utterances per minute than average performers who perceived a high amount of 
contextual change (M = 0.152, SE = 0.023), p = 0.036. Additionally, average performers 
who perceived a medium amount of contextual change (M = 0.000, SE = 0.023) exhibited 
significantly fewer temporal utterances per minute than average performers who 
perceived a high amount of contextual change, p = 0.002. No significant difference was 
found between average performers who perceived a low amount of contextual change and 
average performers who perceived a medium amount of contextual change, p = 0.098.  
Contextual change within good performance. A simple effects analysis 
performed on contextual change within the good performance condition, F(2, 11) = 
0.497, MSE = 0.001, p = 0.622, showed no significant differences.  
Performance within low contextual change. A simple effects analysis performed 
on performance within the low contextual change condition showed no significant 
differences, F(2, 11) = 0.344, SEM = 0.001, p = 0.717.  
Performance within medium contextual change. A simple effects analysis 
performed on performance within the medium contextual change condition showed a 
significant difference, F(2, 11) = 4.183, SEM = 0.001, p = 0.045. Pairwise comparisons 
using the Sidak adjustment showed that poor performers who perceived a medium 
amount of contextual change exhibited significantly more temporally related utterances 
per minute (M = 0.081, SE = 0.016) than average performers who perceived a medium 
amount of contextual change (M = 0.000, SE = 0.023), p = 0.044. No significant 
difference was found between poor performers who perceived a medium amount of 
 
61 
 
contextual change and good performers who perceived a medium amount of contextual 
change (M = 0.050, SE = 0.013), p = 0.409. A significant difference was also not found 
between average performers who perceived a medium amount of contextual change and 
good performers who perceived a medium amount of contextual change, p = 0.243. 
Performance within high contextual change. A simple effects analysis 
performed on performance within the high contextual change condition showed a 
significant difference, F(2, 11) = 8.160, SEM = 0.001, p = 0.007. Pairwise comparisons 
using the Sidak adjustment showed poor performers who perceived a high amount of 
contextual change exhibited significantly fewer temporally related utterances per minute 
(M = 0.057, SE = 0.010) than average performers who perceived a high amount of 
contextual change (M = 0.152, SE = 0.023), p = 0.009. Average performers who 
perceived a high amount of contextual change exhibited significant more temporally 
related utterances per minute than good performers who perceived a high amount of 
contextual change (M = 0.039, SE = 0.023), p = 0.015. No significant difference was 
found between poor performers who perceived a high amount of contextual change and 
good performers who perceived a high amount of contextual change, p = 0.868. 
Descriptive Model: Proportion of Temporal Utterances 
A simulated backward-elimination step-wise regression with categorical variables  
resulted in the following findings. This process began with a factorial 2(Expertise: 
Novice vs. Expert) x 2(Uncertainty: Low vs. High) x 3(Contextual Change: Low vs. 
Medium vs. High) x 3(Performance: Poor vs. Average vs. Good) Between Subjects 
ANOVA using only one-way and two-way effects due to the small sample size. Using 
Type III SS, ineffective or unacceptable main effects and interactions were removed 
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stepwise from each resultant model. Main effects and interactions with an alpha value 
greater than 0.05 were considered unacceptable. For example, one main effect or 
interaction was removed (based on certain criteria enumerated below) and the resulting 
reduced model was then reapplied to the data. This process continued until reaching a 
satisfactory statistical model. 
 Mimicking a backward-elimination step-wise regression with a Factorial ANOVA 
using Type III sums of squares to adjust for the unbalanced design by using the criteria 
outlined above resulted in a model that suitably fit the data, (F(8, 11) = 4.446, p = 0.013, 
Adjusted R2 = 0.592). A walkthrough of the steps taken to arrive at this model appears in 
Appendix O. A Levene’s Test of Equality of Error Variances indicated homogeneity of 
variance, F(12, 7) = 3.473, p = 0.054. The model included a main effect of expertise, an 
interaction between expertise and contextual change, and an interaction between 
expertise and performance. The uncertainty variable was not included in the final version 
of the model because neither the main effect nor any interactions involving uncertainty 
were significant. The ANOVA table for this model appears in Table 8. 
Further description of the model follows. The description uses the means and 
standard errors derived from the raw data, not the estimated marginal means and standard 
errors from the ANOVA. All of the raw means reported below fell within the 95% 
confidence intervals for their respective estimated marginal means. Additionally, all raw 
mean differences reported below fell within the 95% confidence intervals for their 
respective estimated marginal mean differences. A comparison of the raw means and the 
estimated marginal mean data for the effects of the following model appears in Appendix 
P.
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Table 8 
Model of Proportion of Temporal Utterances 
 
 8. Model of Proportion of Te mporal Utterances 
Source SS df MS F Sig 
Model   0.001a 8       1.290E-4     4.446 0.013 
     Expertise       3.234E-4 1       3.235E-4   11.149 0.007 
     Expertise * Contextual Change 0.001 4       1.464E-4     5.045 0.015 
     Expertise * Performance       4.702E-4 3       1.567E-4     5.402 0.016 
Error       3.192E-4 11       2.901E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.764 (Adjusted R2 = 0.592). 
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Expertise. A significant effect for expertise, F(1, 11) = 11.149, p = .007, showed 
that novices (M = 0.023, SE = 0.002) had a significantly higher percentage of temporal 
utterances than experts (M = 0.015, SE = 0.003) as seen in Figure 8. 
 
 
 8. Mean Proportion of Te mpora l Utterances: Expertise  
Figure 8. Mean proportion temporal utterances (+/- 1 SE) for novice and expert groups. 
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Expertise and contextual change. There was a significant interaction between 
expertise and contextual change, F(4, 11) = 5.045, p = .015. The interaction appears in 
Figure 9.  
 
 
 
 9. Mean Proportion of Te mpora l Utterances: Expertise by Contextual C hange 
Figure 9. Mean proportion of temporal utterances (+/- 1 SE) for expert and contextual 
change conditions. Numbers inside the figure represent the sample sizes for each level of 
each condition. 
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Contextual change within expert. A simple effects analysis of contextual change 
within the expert condition indicated a significant difference between the levels of 
contextual change, F(2, 11) = 8.147, MSE = 2.901 x 10-5,  p = 0.007. Pairwise 
comparisons performed using a Sidak adjustment to find the differences between the 
levels of contextual change within the expert condition resulted in the following. Experts 
who experienced medium contextual change (M = 0.006, SE = 0.004) had a significantly 
lower proportion of temporal utterances than experts in the low contextual change 
condition (M = 0.017, SE = 0.003), p = 0.038.  Experts who experienced medium 
contextual change also had a significantly lower proportion of temporal utterances than 
experts in the high contextual change condition (M = 0.020, SE = 0.006), p = 0.006. No 
significant difference emerged between experts in the low and high contextual change 
conditions, p = 0.160.  
Contextual change within novice. A simple effects analysis of contextual change 
within the novice condition showed no significant differences, F(2, 11) = 1.944, MSE = 
2.901 x 10-5, p = 0.189. 
Expertise within low contextual change. A simple effects analysis of expertise 
within low contextual change showed significant differences, F(1, 11) = 5.572, MSE = 
2.901 x 10-5,  p = 0.038. Experts in the low contextual change condition (M = 0.017, SE = 
0.003) had a significantly lower proportion of temporal utterances than novices in the low 
contextual change condition (M = 0.024, SE = 0.002). 
Expertise within medium contextual change. Simple effects analyses of expertise 
within the medium contextual change condition showed significant differences, F(1, 11) 
= 21.893, MSE = 2.901 x 10-5, p = 0.001. Experts (M = 0.006, SE = 0.004) had a 
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significantly lower proportion of temporal utterances than novices (M = 0.024, SE = 
0.006).  
Expertise within high contextual change. No significant difference was found 
between experts (M = 0.020, SE = 0.004) and novices (M = 0.020, SE = 0.006) in the 
high contextual change condition, F(1, 11) = 2.696, MSE = 2.901 x 10-5,  p = 0.129. 
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Expertise and performance. A significant interaction was found between 
expertise and categorical performance on temporal utterances, F(3, 11) = 5.402, p = .016. 
The interaction is represented in Figure 10. 
 
 
 
 10. Mean Proportion of Te mpora l Utterances: Expertise by Performance 
Figure 10. Mean proportion of temporal utterances (+/- 1 SE) for expertise and 
performance conditions. Numbers inside the figure represent the sample sizes for each 
level of each condition. There were no average performing novices. 
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Performance within expert. A simple effects analysis of performance within the 
expert condition showed significant differences. Significant differences were found 
between levels of performance within the expert condition, F(2, 11) = 4.499, MSE = 
2.901 x 10-5,  p = 0.037. Pairwise comparisons analyses performed using the Sidak 
adjustment method resulted in the following. Poor performing experts (M = 0.013, SE = 
0.004) had a significantly lower proportion of temporal utterances than average 
performing experts (M = 0.018, SE = 0.007), p = 0.048. However, it should be noted that 
the error bars for the raw means overlapped whereas the error bars for the estimated 
marginal means did not overlap (estimated marginal means: poor performing experts, M 
= 0.005, SE = 0.002; average performing experts, M = 0.018, SE = 0.003). This requires 
care in interpretation. For the purposes of the present study, conservatism was exhibited 
in our interpretation by asserting that no significant differences were found between the 
levels of performance for experts.  
No difference was found between poor performing experts and good performing 
experts, p = 0.085. Additionally, no difference was found between average performing 
experts and good performing experts, p = 0.963.  
Performance within novice. A simple effects analysis of performance within the 
novice condition indicated significant differences, F(1, 11) = 7.206, MSE = 2.901 x 10-5,  
p = 0.021. Since there were no average performing novices, and thus only two remaining 
levels (poor and good performance) to compare, a pairwise comparisons analysis was not 
required to reveal where the difference existed. The results showed that poor performing 
novices (M = 0.026, SE = 0.002) had a higher proportion of temporal utterances than 
good performing novices (M = 0.019, SE = 0.003).  
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Expertise within poor performance. A simple effects analysis of expertise within 
the poor performance condition showed a significant difference between poor performing 
novices and poor performing experts, F(1, 11) = 26.501, MSE = 2.901 x 10-5,  p < 0.001. 
The results showed that poor performing experts (M = 0.013, SE = 0.004) had a 
significantly lower proportion of temporal utterances than poor performing novices (M = 
0.026, SE = 0.002).  
Expertise within average performance. No simple effects analysis of expertise 
within the average performance condition was performed because there were no average 
performing novices.  
Expertise within good performance. A simple effects analysis of expertise within 
the good performance condition showed no significant differences between good 
performing experts (M = 0.014, SE = 0.003) and good performing novices (M = 0.019, 
SE = 0.003), F(1, 11) = 0.175, MSE = 2.901 x 10-5,  p = 0.684.  
Proportion of temporal utterances: Backward-elimination rejected effects. 
An ANOVA using Type III sums of squares to adjust for the unbalanced design 
performed on the rejected effects of the backward-elimination model, F(14, 5) = 5.088, p 
= 0.041, Adjust R2 = 0.751, resulted in one marginally significant effect (see Table 9). 
The interaction between uncertainty and expertise was significant, F(2, 5) = 5.863, MSE 
= 1.772 x 10-5, p = 0.049. Simple effects analysis of expertise within the low uncertainty 
condition, expertise within the high uncertainty condition, uncertainty within the expert 
condition, and uncertainty within the novice condition were performed. The lone 
significant effect was found between levels of expertise within the high uncertainty 
condition, F(1, 5) = 8.933, p = 0.030. Experts (M = 0.011, SE = 0.003) exhibited 
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significantly fewer temporal  utterances than novices (M = 0.027, SE = 0.005) as 
exhibited in Figure 11. 
 
 
Table 9 
Model of Proportion of Temporal Utterances: Backward-Elimination Rejected Effects 
 
 9. Model of Proportion of Te mporal Utterances: Backwar d-Eliminatio n Rejected Effects 
Source SS df MS F Sig 
Model  0.001a 14      9.018E-5 5.088 0.041 
     Uncertainty      2.411E-5 1      2.411E-5 1.360 0.296 
     Performance      1.126E-4 2      5.630E-5 3.177 0.129 
     Contextual Change      1.710E-5 2      8.552E-6 0.482 0.643 
     Uncertainty * Contextual Change      4.834E-5 2      2.417E-5 1.364 0.337 
     Performance * Contextual Change      2.055E-4 3      6.850E-5 3.865 0.090 
     Uncertainty * Expertiseb      2.078E-4 2      1.039E-4 5.863 0.049 
     Uncertainty * Performance      5.188E-8 1      5.188E-8 0.003 0.959 
Error      8.862E-5 5      1.772E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.934 (Adjusted R2 = 0.751). bThis was the only significant effect in the model. 
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 11. Mean Proportion of Te mpora l Utterances: Rejected Effects Model: Expertise by U ncertainty  
Figure 11. Mean proportion of temporal utterances from the rejected effects model (+/- 1 
SE) for expertise and uncertainty conditions. 
 
 
Proportion of temporal utterances: Forward-elimination. The forward-
elimination procedure using Type III sums of squares to adjust for the unbalanced design 
resulted in a model that suitably fit the data, F(11, 8) = 5.629, p = 0.011, Adjusted R2 = 
0.728 (see Table 10). A Levene’s Test of Equality of Error Variances indicated 
homogeneity of variance, F(15, 4) = 2.462, p = 0.203. The model included a significant 
interaction between expertise and uncertainty, F(3, 8) = 6.906, p = 0.013. The interaction 
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appears in Figure 12. The model also contained a significant interaction between 
contextual change and performance, F(8, 8) = 3.968, p = 0.034. The interaction is 
presented in Figure 13. Details of the model follow. Appendix Q provides a detailed 
walkthrough of the procedure used to create the model.  
 
Table 10 
Model of Proportion of Temporal Utterances: Forward-Elimination 
 
 10. Model of Proportion of Te mporal Utterances: Forward-Eliminatio n 
Source SS df MS F Sig 
Model  0.001a 11      1.088E-4 5.629 0.011 
     Uncertainty * Expertise      4.003E-4 3      1.334E-4 6.906 0.013 
     Performance * Contextual Change 0.001 8      7.667E-5 3.968 0.034 
Error      1.546E-4 8      1.932E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728). 
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 12. Mean Proportion of Te mpora l Utterances: Forward-Elimination: Expertise by U ncertainty  
Figure 12. Mean proportion of temporal utterances from the forward-elimination model 
(+/- 1 SE) for expertise and uncertainty conditions. 
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 13. Mean Proportion of Te mpora l Utterances: Forward-Elimination: Performance  by Contextual C hange 
Figure 13. Mean proportion of temporal utterances from the forward-elimination model 
for contextual change and performance conditions. 
 
  
Expertise within low uncertainty. A simple effects analysis of expertise within 
the low uncertainty condition showed no significant difference between experts and 
novices, F(1, 8) = 3.706, MSE = 1.932 x 10-5, p = 0.90.  
Expertise within high uncertainty. A simple effects analysis of expertise within 
the high uncertainty condition showed a significant differences between experts and 
novices, F(1, 8) = 11.194, MSE = 1.932 x 10-5, p = 0.010. In the high uncertainty 
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condition, experts (M = 0.017, SE = 0.003) exhibited a lower proportion of temporally 
related utterances than novices (M = 0.028, SE = 0.003).  
 Uncertainty within novice. A simple effects analysis of uncertainty within the 
novice condition showed no significant difference between levels of uncertainty, F(1, 8) 
= 3.127, MSE = 1.932 x 10-5, p = 0.115.  
Uncertainty within expert. A simple effects analysis of uncertainty within the 
expert condition showed no significant difference between levels of uncertainty, F(1, 8) = 
1.355, MSE = 1.932 x 10-5, p = 0.278. 
Performance within low contextual change. A simple effects analysis of 
performance within the low contextual change condition showed no significant 
differences, F(2, 8) = 1.978, MSE = 1.932 x 10-5, p = 0.200.  
Performance within medium contextual change. A simple effects analysis of 
performance within the medium contextual change condition showed a significant 
difference, F(2, 8) = 5.524, MSE = 1.932 x 10-5, p = 0.031. Pairwise comparisons using 
the Sidak adjustment showed a significant difference between poor performance (M = 
0.022, SE = 0.004) and average performance (M = 0.02, SE = 0.005), p = 0.032, with 
average performers exhibiting a lower proportion of temporally related utterances than 
poor performers. No difference was found between poor performance and good 
performance (M = 0.014, E = 0.003), p = 0.237. A significant difference was also not 
present between average performance and good performance, p = 0.165. 
 Performance within high contextual change. A simple effects analysis of 
performance within the high contextual change condition showed a significant difference, 
F(2, 8) = 7.244, MSE = 1.932 x 10-5, p = 0.016. Pairwise comparisons using the Sidak 
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adjustment showed a significant difference between poor performance (M = 0.016, SE = 
0.003) and average performance (M = 0.042, SE = 0.007), p = 0.036, with poor 
performers exhibiting a lower proportion of temporally related utterances than average 
performers. A significant difference was also found between average performance and 
good performance (M = 0.007, SE = 0.005), p = 0.016, with good performers exhibiting a 
lower proportion of temporally related utterances than average performers. 
 Contextual change within poor performance. A simple effects analysis of 
contextual change within the poor performance condition showed no significant 
differences between the groups, F(2, 8) = 1.083, MSE = 1.932 x 10-5, p = 0.384. 
 Contextual change within average performance. A simple effects analysis of 
contextual change within the average performance condition showed a significant 
difference, F(2, 8) = 9.509, MSE = 1.932 x 10-5, p = 0.008. Pairwise comparisons using 
the Sidak adjustment showed a difference between the low contextual change condition 
(M = 0.030, SE = 0.006) and the medium contextual change condition (M = 0.002, SE = 
0.005), p = 0.038. Participants in the low contextual change condition exhibited a higher 
proportion of temporally related utterances than participants in the medium contextual 
change condition. A difference was also found between the medium contextual change 
condition and the high contextual change condition (M = 0.042, SE = 0.007), p = 0.008. 
Participants in the medium contextual change condition exhibited a lower proportion of 
temporally related utterances than participants in the high contextual change condition. 
 Contextual change within good performance. A simple effects analysis of 
contextual change within the good performance condition showed no significant 
difference, F(2, 8) = 2.710, MSE = 1.932 x 10-5, p = 0.126. 
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Detailed Temporal Utterances 
An ANOVA using Type III sums of squares to adjust for the unbalanced design 
was performed on the proportion of detailed temporal utterances using the same model 
that was utilized for the proportion of temporal utterances analysis (see Table 11). A 
Levene’s Test of Equality of Error Variances indicated homogeneity of variance (F(11, 7) 
= 0.832, p = 0.623). The only significant result from this analysis was a main effect of 
expertise, F(1, 19) = 8.309, p = 0.016. Experts (M = 0.931, SE = 0.129) were 
significantly more detailed in their temporal  utterances than were novices (M = 0.481, 
SE = 0.092) (see Figure 14). A main effect of contextual change was not found, F(2, 19) 
= 0.414, p = 0.672. The interaction between expertise and contextual change was not 
significant, F(2, 19) = 0.008, p = 0.917. The interaction between interaction between 
expertise and performance was not significant, F(3, 19) = 0.054, p = 0.600.  
Backward-elimination and forward-elimination step-wise regression for 
categorical variables using Type III sums of squares to adjust for the unbalanced design 
approaches were also performed on the detailed temporal utterance dependent variable. 
The results mimicked the results that appear in Table 6 in that the resultant models 
contained only a main effect of expertise, F(1, 13.403) = 17.544, p = 0.001, using the 
Brown-Forsythe statistic to account for unequal variances, (Levene's Test: F(1, 17) = 
5.099, p  = 0.037). The backward-elimination approach is detailed in Appendix R. The 
forward-elimination approach is detailed in Appendix S. 
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Table 11 
Model of Proportion of Detailed Temporal Utterances 
 11. Model of Proportion of Detailed Te mporal Utterances 
Source SS df MS F Sig 
Model  1.160a 8 0.145 1.602 0.238 
     Expertise 0.752 1 0.752 8.309 0.016 
     Expertise * Contextual Change 0.163 3 0.054 0.600 0.630 
     Expertise * Performance 0.130 4 0.033 0.360 0.832 
Error 0.905 10 0.090   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.562 (Adjusted R2 = 0.211). 
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 14. Mean Proportion of Detailed Temporal Utterances: Expertise  
Figure 14. Mean proportion of detailed temporal utterances (+/- 1 SE) for novice and 
expert groups. 
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Discussion 
 The results of this study provide some support for existing models of time 
estimation. This support is unique due to the contextualized nature of the experimental 
task. Instead of being overtly asked to estimate a specific duration of time as previous 
research has done, participants were required to be temporally aware as part of a larger 
and more complex task. The results also allude to a unique relationship between 
prospective and retrospective duration estimation. 
Preliminary Analyses 
 Several preliminary analyses were performed to explore the data. There was some 
concern over the distinction between the proportion of temporal utterances and the 
number of temporal utterances per minute. As previously mentioned, the proportion 
measure was preferred over the number of utterances per minute measure because a 
significant correlation was found between the number of temporal utterances and the 
number of total utterances. Nonetheless, analyses were initially performed on the per 
minute measurements for exploratory purposes. 
 A backward-elimination step-wise analysis of the number of temporal utterances 
per minute did not result in a model that suitably fit the data. However, a forward-
elimination step-wise analysis of the number of temporal utterances per minute resulted 
in an interaction between performance and contextual change. 
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The backward-elimination approach is preferred over the forward-elimination 
approach because the forward-elimination approach is more likely to produce a Type II 
error as a result of suppressor effects. Additionally, very sample sizes existed within three 
of the conditions which was not conducive to appropriate interpretation. We would have 
considered the forward-elimination approach to be interpretable only if its result 
mimicked that of the backward-elimination approach. Since that is not the case with this 
dependant variable, we do not feel comfortable interpreting the results.  
 A common theme exists among the interpretable per minute measurements. A 
main effect of performance resulted from a backward and forward-elimination analysis of 
the number of non-temporal utterances per minute and a backward and forward-
elimination analysis of the number of total utterances per minute. The main effect of 
performance was the lone significant effect from each analysis. Poor performers 
exhibited fewer total utterances per minute and fewer non-temporal utterances per minute 
than average performers. In other words, poor performers talked less. This result 
indicates that amount of communication is important to adequate performance to some 
extent. Notice that there was no difference in the amount of communication between 
average and good performers, suggesting that too little communication is detrimental to 
performance while too much communication is unnecessary. Interpretation of the 
proportion measure follows. 
Temporal Awareness and Expertise 
 In this study, novices exhibited a significantly higher proportion of temporal  
utterances than experts. This was expected for a high information task, such as the task 
utilized in this study. The result is as expected because we assumed temporal  utterances 
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measured temporal awareness via the level of cognitive demand or amount of storage 
space available in short-term memory. Too much and too little non-temporal information 
should be correlated with a decrease in temporal awareness whereas an average amount 
of non-temporal information (i.e. the sweet spot) should be correlated with an increase in 
temporal awareness.  
We expected experts to exhibit a better temporal awareness than novices in 
relatively high information tasks. This prediction was based on the experts' superior 
ability to chunk non-temporal information, the relative routineness of the task to the 
expert, and the relative easiness of the task to the expert. As a result, we expected experts 
to experience less non-temporal information than novices. We expected the experts' 
superior proficiency at performing the task to lead to less information in memory and 
more available processing capacity that could be dedicated to the mental timer. When in a 
high information task, the literature implies that less information in memory and more 
available processing capacity in a situation with a relatively high amount non-temporal 
information should lead to a better temporal awareness for experts when compared to 
novices. The result supports this prediction.  
Temporal Awareness and Contextual Change 
Contextual change within expert. Experts demonstrated the anticipated 
relationship between temporal awareness and amount of non-temporal information via 
the amount of contextual change. As measured by the proportion of temporal utterances, 
experts were more temporally aware when they perceived a medium amount of 
contextual change than when they perceived a low or high amount of contextual change. 
There was no difference in temporal awareness between the low and high levels of 
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contextual change for experts. This supports the idea of a sweet spot of information. This 
"Goldilocks Effect" of information, not too much and not too little, maximizes temporal 
awareness for experts. 
The literature also suggests that experts should exhibit a better temporal 
awareness in high non-temporal information conditions when compared to low non-
temporal information conditions. The results of the current study do not reflect that 
prediction. However, there exists the possibility of a floor effect for the low contextual 
change condition given that the task utilized for this study was an inherently high 
information task.  
Recall that, according to the literature, contextual change is a retrospectively 
based variable which is linked to the utilization of memory. For very high non-temporal 
information situations, such as the high contextual change condition of the present task, 
at some point the participant will completely fill his or her short-term memory space 
which should result in the worst possible temporal awareness for that condition. For very 
low non-temporal information situations, at some point the participant should completely 
empty his or her short-term memory which should result in the worst possible temporal 
awareness for that condition. However, since the present task was inherently a high 
information task, it was not possible for the participants to completely empty their short-
term memory no matter how few contextual changes occurred. That is, even if zero 
contextual changes occurred, the task still provided an ample amount of other non-
temporal information for the participant to store in memory. Thus, there was no 
difference in temporal awareness between the low and high contextual change conditions 
for experts because experts in the low contextual change condition were being forced to 
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store other non-temporal information in short-term memory which prevented them from 
experiencing a worsened temporal awareness. 
Contextual change within novice. As measured by the proportion of temporal 
utterances, novices exhibited a constant level of temporal awareness between each level 
of contextual change. There was no difference in temporal awareness even though 
different novices remembered different amounts of contextual change. As stated 
previously, the task utilized in this study was an inherently high information task. The 
high amount of non-temporal information in the task should have lead to more non-
temporal information in memory independently of the perceived amount of contextual 
change. The results of the current study support this notion. Thus, it is apparent that the 
novices were overwhelmed with non-temporal information regardless of the perceived 
amount of contextual change.  
Expertise within low contextual change. The results show that novices had less 
temporal awareness than experts in the low contextual change condition. The literature 
suggests that novices should have better temporal awareness than experts in low 
information conditions. The results do not reflect the literature's suggested prediction. 
However, as previously stated, the low contextual change condition in this study was not 
necessarily a low non-temporal information condition. Given this, the results provide 
more evidence that novices were overwhelmed as indicated by their relatively larger 
proportion of temporal  utterances (relatively poor temporal awareness) in the low 
contextual change condition. At the same time, experts were not overwhelmed but also 
not underwhelmed as indicated by their relatively smaller proportion of temporal  
utterances (i.e. better temporal awareness). 
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Expertise within medium contextual change. The results indicate that experts 
had a better temporal awareness than novices in the medium contextual change condition. 
The previous literature suggests that novices and experts should exhibit a similar 
temporal awareness when presented with a medium amount of non-temporal information. 
However, following the previous line of reasoning, novices were overwhelmed with non-
temporal information which produced a relatively poor temporal awareness. Additionally, 
experts were not overwhelmed with non-temporal information and were experiencing a 
medium amount of contextual change which produced a relatively good temporal 
awareness. 
Expertise within high contextual change. The results show that experts and 
novices exhibited the same degree of temporal awareness in the high contextual change 
condition. As the previous literature suggests, at some point in very high information 
conditions, even experts should become as overwhelmed as novices. The high number 
contextual changes, combined with the inherently high information task, seems to have 
pushed the experts to the point of being as overwhelmed as the novices as evidenced by 
their similar proportion of temporal  utterances.  
Detailed Temporal Utterances 
 Detailed temporal utterances were analyzed to further support the suggestion that 
novices were overwhelmed by the non-temporal information of the task regardless of the 
level of contextual change. We believe detailed temporal utterances indicated an adequate 
utilization of memory. More specifically, an individual would not be able to remember 
many details about the task (i.e. non-temporal information) unless he or she had short-
term memory storage space available for that detailed information.  
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 An analysis of detailed temporal utterances showed that experts had significantly 
more detailed temporal utterances than novices. The result further supports the suggestion 
that the novices were generally overwhelmed by the task whereas experts were generally 
not overwhelmed.  
Alternatively, experts may simply have been more practiced at asking detailed 
questions regardless of how overwhelmed or underwhelmed they may have been. 
Novices, because they were less adept at the task, may have asked fewer detailed 
questions simply because they did not possess the adequate experience or training to 
realize the utility of asking detailed questions. 
Temporal Awareness and Performance 
No correlation was found between the continuous version of the performance 
variable and temporal utterances. The lack of a correlation is most likely because the 
relationship between the two variables is moderated by expertise. This moderation is 
discussed below. 
Performance within novice. The results show that poor performing novices 
exhibited a worse temporal awareness than good performing novices. Therefore, novice 
performance is positively related to temporal awareness. We can explain this result by 
suggesting that performance drives temporal awareness in that the novices' poor 
performance created more non-temporal information to keep track of, thus resulting in a 
relatively poor temporal awareness. However, it may also be the case that temporal 
awareness drives performance in that the novices' relatively poor temporal awareness led 
to the poor performance. Both explanations may simultaneously be correct. 
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Performance within experts. The results show that no differences exist between 
levels of performance for experts. Therefore, temporal awareness does not predict expert 
performance. We believe the experts were relatively temporally aware regardless of their 
level of performance because the task, regardless of how they were performing, was 
routine to them. Because the task was routine, the experts were better able to utilize their 
memory and processing capacity to monitor the mental timer. That is, the experts were 
not overwhelmed even when performing poorly.  
However, just because an expert is not overwhelmed does not mean he or she is 
skilled at performing the task. Just as there are experienced drivers who routinely drive 
poorly, we believe some of the experts in this study were simply not very proficient at 
performing the battle commander task. Nevertheless, since they were not overwhelmed, 
as evidenced by their detailed temporal utterances, they were able to maintain a relatively 
good temporal awareness. 
Expertise within poor performance. The results show that poor performing 
novices exhibited a worse temporal awareness than poor performing experts. We believe 
experts, because the task is routine to them, were better able to utilize their memory and 
processing capacity to monitor the mental timer. Additionally, also due to the routineness 
of the task, we believe experts were generally unaware of their poor performance and 
thus less likely to adjust their approach by requesting temporal updates (i.e. exhibiting 
temporal utterances). Much like a poor performing experienced driver is generally 
unaware of his or her poor driving skills and thus is less likely to expend cognitive effort 
to adjust his or her driving style. 
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In contrast, we believe the novices, because the task is not routine to them, were 
not as capable as experts were at utilizing their memory and processing capacity to 
monitor their mental timer. Additionally, also due to the non-routineness of the task, we 
believe novices were generally more aware of their poor performance than experts and 
thus more likely to adjust their approach by requesting temporal updates. Much like a 
poor performing novice driver, because he or she is still learning how to drive, is more 
open to expending cognitive effort to adjust his or her driving style. 
Expertise within average performance. There were no average performing 
novices with which to compare average performing experts.  
Expertise within good performance. The results show that no difference in 
temporal utterances exist between good performing novices and good performing experts. 
Good performing novices and good performing experts exhibited the same level of 
temporal awareness. As previously stated, the routine nature of the task, as perceived by 
experts, resulted in a relatively good temporal awareness for experts. Additionally, 
performance drives temporal awareness for novices (or vice versa) which resulted in a 
relatively good temporal awareness for novices.  
Uncertainty 
 The main results from this study show no effect of uncertainty. However, the 
results from the rejected effects model on proportion of temporal utterances showed an 
interaction between uncertainty and expertise. The forward-elimination procedure on the 
proportion of temporal utterances showed the same result. An interaction between 
contextual change and performance was also found. However, this result was not 
interpretable due to the very small sample sizes within several of the conditions. These 
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results suggest that although uncertainty seems to have an effect on temporal awareness, 
other independent variables have a bigger influence. 
Contributions 
 The results of the current study support the findings of previous research that 
cognitive demand is related to temporal awareness. However, the support is provided via 
a very different method. That is, we employed the use of implicit temporal awareness as 
opposed to the explicit temporal awareness approach of previous studies.  
 Additionally, we conducted this study using a high-fidelity complex task. Thus 
we provided an in situ example of temporal awareness. This approach is lacking in 
previous research. We were also able to examine temporal awareness in the context of a 
task that contained a performance measure. In previous studies, temporal awareness itself 
was the lone performance measure. This type of approach provides the potential to study 
the relationship, if any, between temporal awareness and performance. Although the 
performance measure of this study was not ideal (further discussion follows), we can at 
least begin to conceptualize temporal awareness and performance. 
Limitations 
 The cognitive model of utterance generation. We assumed that temporal 
utterances were driven by a lack of awareness of the passage of time. However, it is 
feasible that a participant could be completely temporally aware but still have a high 
proportion of temporal utterances in order to maintain that heightened temporal 
awareness. In this case, the individual is temporally aware because of their temporal 
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utterances. That is, temporal awareness is driven by the proportion of temporal 
utterances.  
Additionally, a participant's proportion of temporal utterances could be 
completely unrelated to their temporal awareness, for example, if a participant does not 
utilize the temporal information they requested via their temporal utterances. In this case, 
temporal awareness is independent of proportion of temporal utterances. That is, 
temporal awareness is unrelated to the proportion of temporal utterances. 
Participants also may exhibit temporal utterances simply because they are 
generally overwhelmed and want the confederate to reorient them. In this case, the 
proportion of temporal utterances is spuriously correlated with temporal awareness with 
their level of being overwhelmed acting as a mediator variable. In short, we do not fully 
understand the motivation behind an individual's temporal utterance because there 
currently is no way to separate prudent time checking from disorientation. 
 Time estimation methods and results. Since the current study utilized implicit 
temporal estimations rather than explicit temporal estimations, we were unable to 
separate out retrospectively based temporal utterances from prospectively based temporal 
utterances. Furthermore, the implicit temporal estimations obscure the type of temporal 
estimate error that occurred. Namely, we were unable to identify whether a particular 
temporal utterance was an overestimation or an underestimation. 
Inadequate sample size. Another limitation lies in the potential for over-fitting 
the limited number of data points.  The total sample size for this study was 20, and the 
candidate models used many of the available degrees of freedom until significant effects 
stabilized.  The process leaves open the potential for chasing noise.  Further, three-way 
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interactions could not be explored because the sample sizes for each cell became too 
small to appropriately analyze. 
Expertise and perception of contextual change. An analysis of the continuously 
measured variable of contextual change between levels of expertise was performed. No 
significant difference was found. That is, experts did not perceive fewer contextual 
changes than novices as implied by previous research. A lack of a difference does not 
negate the results of the current study. However, it does bring in to question the quality of 
the contextual change variable used in the task. Ideally, we would like to see a difference 
between novices and experts in their perception of contextual change with experts 
perceiving less contextual change than novices. A difference in perception would further 
support the notion that novices and experts, when exposed to the same amount of non-
temporal information, remember the amount non-temporal information differently. 
One reason why the contextual change variable in the present study did not 
produce the expected results is that the actual amount of contextual change that occurred 
between participants was dynamic. That is, the amount of contextual change depended 
upon the decisions made by the participant during the scenario. For example, if a 
participant was unable to quickly resolve a particular situation, that lack of resolution 
could have led to even more actual contextual changes in the scenario.  
Furthermore, the implication that novices should perceive more contextual 
changes than experts is based on the assumption that both novices and experts are 
identifying the same number of contextual changes. The difference in the short-term 
memory storage of the contextual changes is where the real difference lies. It could be the 
case that experts are more adept at identifying significant changes in the scenario. Even 
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though they are more efficient than novices at storing that information in their short-term 
memory, the fact that they are identifying more contextual changes than novices results in 
an artificial inflation of their perception of the number of contextual changes when 
compared to novices.  
Defining performance. It is very difficult to quantify what good performance 
really is in a task like the one used in the present study. In the task scenario, three 
outposts were attacked simultaneously. All three bases were likely to be overrun by 
hostiles no matter what kind of response the participant chose to undertake. What, then, 
should be considered good performance? Should holding the outposts at all costs for as 
long as possible be considered good performance? Should immediately retreating, thus 
allowing the outposts to be overrun but sparing the lives of the friendly units on the 
ground, be considered good performance? Should performance be strictly measured by a 
body count? That is, whoever kills the most hostiles is the best performer? 
For the purposes of this study, good performance was defined as maintaining 
contact with all friendly Civil Affairs Units that were stationed at each outpost, avoiding 
the loss of Civil Affairs Units, ordering the Civil Affairs Units to withdraw from their 
respective outposts, and securing the outposts. Therefore, a good performer was to have 
immediately withdrawn their Civil Affairs Units from each outpost and returned with 
reinforcements in order to retake each outpost. However, the participants were unaware 
of the specifics of the performance measure. The participants were only given a list of 
mission priorities: force protection (i.e. avoid friendly losses), the security of the local 
population, the prevention of damage to local infrastructure, destroy enemy forces, and 
capture the insurgent leader and his commanders. 
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One participant in the study, obviously a seasoned expert, went out of his way to 
address the issues of the local population after securing a particular outpost by ordering a 
unit to coordinate with the local Sheikhs in order to find out what collateral damage may 
have been committed by friendly or hostile forces. He was the only participant who 
directly addressed the concerns of the local population. Another participant hunted down 
and killed every last hostile in the scenario. He was the only participant who did that. 
However, he was also the only participant who did not address his own casualties. That 
is, he did not request a MEDEVAC (i.e. Medical Evacuation) of his soldiers who were 
wounded or killed. Which participant performed better?  
According to the performance measure used in this study, both participants 
referenced above had the same level performance because both were able to secure all 
three outposts before the conclusion of the scenario. However, it is quite clear that neither 
participant exhibited the same performance. That is, the process with which they 
performed the task was different.  
Performance as a socio-cultural issue. Deciding what kind of process constitutes 
superior performance depends upon the socio-cultural values surrounding the task. For 
example, a terrorist may consider the loss of his or her own cohorts and even civilians as 
an acceptable loss and in some cases even encourage it through the use of suicide attacks. 
For most militaries of the world, however, collateral damage and the loss of one's own 
soldiers is highly discouraged and avoided whenever possible. Even the news media has 
their own definition of performance which changes depending upon their mood.  
In order to utilize a performance measure, one must define the measure based on 
the socio-cultural values surrounding the task. Furthermore, one must ensure that the 
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participants know and understand those socio-cultural values before they execute the 
task. A performance measure approaches worthlessness without a consistency in socio-
cultural values between the measurement of performance and the participant's approach 
to the task. 
Future Research 
 The current study provides a framework from which future research studies can 
be based. Several issues have been identified that could be addressed by future studies. 
As discussed in the limitations section, temporal utterances may not be the best measure 
of implicit temporal awareness. Finding and validating a more direct measure of implicit 
temporal awareness is essential in performing implicit temporal awareness research. 
Perhaps temporal utterances within the context of a more controlled task may provide a 
more direct measurement.  
 Future research should also focus on creating a task and/or measurement tool that 
would provide the ability to separate and identify retrospective and prospective estimates 
as well as overestimations and underestimations. From this, one could more directly 
compare implicit temporal awareness to the explicit temporal awareness research that 
currently exists. 
The uncertainty variable did not fit into the final accepted model. However, the 
interaction between expertise and uncertainty was significant as part of the model of 
rejected effects and as part of the model that resulted from a forward-elimination 
approach on the proportion of temporal utterances. The uncertainty variable could 
provide an avenue for assessing the effect of cognitive demand on temporal awareness 
that is counterintuitive to the usual direct relationship between the amount of non-
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temporal information and temporal awareness. The results of the present study showed 
that experts exhibited a better temporal awareness than novices in the high uncertainty 
condition. This result indicates that, for novices, having less non-temporal information 
presented to them is actually related to a relatively poor temporal awareness when 
compared to experts. The cognitive load for novices may actually be increasing as a 
result of being presented with less information. Therefore, uncertainty is certainly worth 
exploring further. 
Finally, future studies of any kind should bear in mind that evaluating 
performance is a socio-cultural issue as opposed to a cognitive issue. Those socio-cultural 
values should be clearly defined ahead of time. Researchers should ensure that the socio-
cultural values of the participants of these future experiments are in line with the 
predefined values surrounding the task. Most importantly, one should distinguish 
between the process with which an individual performs a task and the end result of that 
performance.  
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Appendix A 
 
Categorizing Contextual Change 
 
Initially, the continuously valued change variable was divided in to three groups using 
equally distributed cut points with each group containing 33.3% of the data. This 
approach resulted in unequal groups (see Table A1). A Levene’s Test of Equality of Error 
Variances showed homogeneity, F(5, 14) = 0.637, p = 0.675. A line graph of the data is 
provided by Figure A1. However, the highly unequal sample sizes between levels of 
contextual change were deemed unacceptable. 
An alternative approach was utilized in order to create more equal sample sizes. 
Categories were created based on the relationship between the continuous contextual 
change variable and the proportion of temporally related utterances (temporal awareness). 
A line graph was created with the contextual change score on the x-axis, the proportion of 
temporal utterances on the y-axis, and each level of expertise being plotted as separate 
lines (see Figure A2).  
Three contextual change categories were created based on the data pattern from 
the line graph (see Table A2). A Levene’s Test of Equality of Error Variances showed 
homogeneity, F(5, 14) = 0.809, p = 0.562. The data were then plotted again using the 
new categorically based contextual change variable (see Figure A3). However, the 
sample size difference between levels of contextual change was again deemed 
unacceptable. 
The medium and high categories of contextual change were altered in order to 
make the sample sizes between levels of contextual change more equal (see Table A3). A 
Levene’s Test of Equality of Error Variances showed homogeneity, F(5, 14) = 0.588, p  = 
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0.709. Figure A4 provides a graphical representation of the interaction. This final 
categorization of contextual change was used due to the nearly equivalent sample sizes 
between levels of contextual change and the homogeneity of variance. 
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Table A1 
First Iteration of Score Ranges and Sample Sizes for Each Level of Contextual Change 
 
  Score range 
Level of contextual change n Minimum Maximum 
Low 3 4.0   5.9 
Medium 10 6.0   8.4 
High 7 8.5 11.5 
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Figure A1. Mean proportion of temporal utterances for novice and expert groups in first 
iteration of categorical contextual change variable. 
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Figure A2. Mean proportion of temporal utterances for novice and expert groups using 
continuously measured contextual change variable. 
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Table A2 
Second Iteration of Score Ranges and Sample Sizes for Each Level of Contextual Change 
 
  Score range 
Level of contextual change n Minimum Maximum 
Low 7 4.0   6.9 
Medium 8 7.0   8.5 
High 5 8.6 11.5 
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Figure A3. Mean proportion of temporal utterances for novice and expert groups in 
second iteration of categorical contextual change variable. 
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Table A3 
Final Iteration of Score Ranges and Sample Sizes for Each Level of Contextual Change 
 
  Score range 
Level of contextual change n Minimum Maximum 
Low 7 4.0   6.0 
Medium 6 6.1   8.0 
High 7 8.1 11.5 
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Figure A4. Mean proportion of temporal utterances for novice and expert groups in final 
iteration of categorical contextual change variable. 
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Appendix B 
 
Categorizing Performance 
 
Categories were created based on the relationship between the continuous performance 
variable and the proportion of temporally related utterances (temporal awareness). A line 
graph was created with the performance score on the x-axis, the proportion of temporal 
utterances on the y-axis, and each level of expertise being plotted as separate lines (see 
Figure B1).  
Three performance categories were created based on the data pattern from the line 
graph (see Table B1). A Levene’s Test of Equality of Error Variances showed 
homogeneity, F(5, 14) = 1.233, p = 0.339. The data were then plotted again using the 
new categorically based performance variable (see Figure B2). 
 However, upon creation of the model for describing the relationship between the 
dependent and independent variables, the performance variable was found to be 
responsible for creating unequal variances. A Levene’s Test of Equality of Error 
Variances showed heterogeneity, F(11, 8) = 5.209, p = 0.014. As a result, a minor change 
was made to the performance categories by moving one data point from the average 
performance category to the good performance category (see Table B2).  
The minor alteration was necessary in order to eliminate the heterogeneity of 
variance issue even though it resulted in a more unequal distribution of sample size 
between the levels of performance. A graph of the new categorization of performance 
(see Figure B3) showed a very similar pattern to the previous graph (see Figure B2). 
Additionally, and most importantly, the new categorization of performance resolved the 
heterogeneity of variance issue for the final model. A Leven’s Test of Equality of Error 
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Variances indicated homogeneity of variance, F(12, 7) = 3.473, p = 0.054, for the final 
model. 
 
 
Figure B1. Mean proportion of temporal utterances for novice and expert groups using 
continuously measured performance variable. 
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Table B1 
First Iteration of Score Ranges and Sample Sizes for Each Level of Performance 
 
  Score range 
Performance n Minimum Maximum 
Poor 9   5.0   8.9 
Average 5   9.0 10.9 
Good 6 11.0 12.0 
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Figure B2. Mean proportion of temporal utterances for novice and expert groups in first 
iteration of the categorically based performance variable. 
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Table B2 
Second Iteration of Score Ranges and Sample Sizes for Each Level of Performance 
 
  Score range 
Performance n Minimum Maximum 
Poor 9   5.0   8.9 
Average 4   9.0   9.9 
Good 7 10.0 12.0 
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Figure B3. Mean proportion of temporal utterances for novice and expert groups in 
second iteration of the categorically based performance variable. 
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Appendix C 
 
Verbal Briefing of the Experiment 
 
1) Please read and sign the consent form. 
2) Here is your $50 check from WSU for participating. Thank you. 
3) Instructions:  
“You will be provided a briefing in a folder. You have 15 minutes to review the briefing. 
You will have five minutes for questions about the briefing. You will then have 10 
minutes to generate an initial course of action, during which I would like to ask you to 
“think aloud” as you are assessing and planning.  
 
By “think aloud” I mean, verbalize for the audio recorder, for example:  
• what you are thinking about 
• what aspects of the scenario seem important to you and why 
• what you intend to do  
• what aspects of the scenario are driving those decisions 
• and so on. 
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Before 10 minutes is up, you will provide a verbal intent statement to the subordinate. 
You will then verbally communicate your plan to your subordinate. All these instructions 
are repeated at the end of the briefing, so don’t worry about remembering them, we just 
want to give you a sense of how this will play out. 
 
Remember the subordinate represents your company commanders with whom you are 
unfamiliar. For purposes of this scenario, please assume that the company commanders 
are inexperienced.  
 
Once your orders have been verbally communicated to the subordinate, you will then 
provide a report to higher headquarters. Once you have completed your report to HHQ, 
the BC2010 simulation will begin.  
 
You will receive verbal updates from the subordinate. You are not physically collocated 
with your subordinate, please do not look at the computer screen. You will receive a print 
out from the screen every 10 minutes. If you want to annotate a map, please do it on the 
printout. You can request updates from the subordinate. You can also make reports and 
requests to the experimenter as if they were your Higher Headquarters, as you would in 
training or real operations. HHQ may not be able to comply with your request, but please 
continue to make these requests if you would make them if this were a “real” scenario. 
You will be prompted for a brief report to HHQ every 10 minutes.  
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At the end of the simulation, we will have a short break and then a 30 minute debrief 
session. Please treat this as seriously as you would any training exercise. Do not make 
assumptions about anything, if in doubt ask your HHQ.” 
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Appendix D 
 
“Road to War” Packet 
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Appendix E 
 
Interview Guide for Experimenter 
 
Higher Headquarters Reports 
Every 10 minutes on the 5s (5 minutes after the screen shot has been given to the 
participant) 
 
Situation Report to Higher Headquarters, ask: 
What is going on now? (What is your assessment of the current situation?) 
Has it changed? If yes, how? Only the significant events… 
Briefly, what are your current goals? 
Has the plan changed? If yes, why has it changed? 
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Appendix F 
 
Informed Consent Document
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CONSENT TO PARTICIPATE 
WRIGHT STATE UNIVERSITY 
 
Title of Study: Understanding Uncertainty to Support Uncertainty Management 
 
Purpose: To identify the role of goal uncertainty in tactical replanning leading to guidance to support 
designers of training, doctrine, and technology. 
 
Activities: I understand that I am being asked to fill out a short demographic information form, and to 
participate in a two hour interview session prepared to discuss some past experiences in a Battalion 
TOC/CP. These experiences should relate to the topic of the research, that is, times where my expertise was 
challenged in the resolution of issues relating to mission goals requiring some form of adjustments to the 
plan. The material discussed in the interview will be unclassified. I understand that the interview will be 
recorded in writing and audio-taped. My participation will not be audio-taped without my explicit 
permission. 
 
Compensation: I may be offered complimentary non-alcoholic refreshments such as soft drinks, candy or a 
sandwich when I meet with  experimenter, not to exceed $5 per session. 
 
Confidentiality: I understand that any information about me obtained in this study will be kept strictly 
confidential and that I will not be identified or identifiable in any report or publication. Any audio-tapes 
resulting from my participation may be transcribed, and the tapes and transcripts will be kept in a locked 
cabinet until the research is completed. No names or personal identifiers will appear on any written notes, 
audio-tapes, or transcripts from my participation. No names of personal identifiers will appear on the audio-
tape labels that links them to my identity. The audio-tapes will be destroyed at the end of the study. 
 
Risks/Benefits: The only identified risk of participation is the potential for loss of confidentiality. I assert 
the right to review all verbal transcripts resulting from my participation and to specify the exclusion of any 
observation or incident from any form of report or presentation. This research provides me with an 
opportunity to provide information from my own experience in support of the improvement of doctrine, 
training, and technologies that support battle command in uncertain environments, particularly those 
relating to replanning in the context of goal uncertainty. I understand that the interviews will be conducted 
at an unclassified level. 
 
Freedom to Withdraw: I understand that my participation is completely voluntary. I understand that I am 
free to refuse to participate in this study or withdraw at any time. There is no penalty of any kind for either 
non-participation or withdrawal. 
 
Availability of Results: A summary of these results will be available from the investigators upon request. 
No individual results (from other individual participants) will be available for my review unless they 
pertain to episodes in which I participated. A summary of the results will be available by June 1st 2006 
from the investigators. 
 
Investigators: If I have any concerns or questions about availability of the research results, they can be 
reached at the listed telephone numbers: Wright State University’s Department of Psychology (937) 775 
2391; Valerie Shalin Ph.D., Faculty Advisor (937) 775 2391; Robert J. B. Hutton, Principal Investigator 
(937) 238 8286. If I have general questions about giving consent or my rights as a research participant in 
this research study, I can call the Wright State University Institutional Review Board at 937-775-4462. 
 
Consent: My signature below indicates that I consent to participate in this research investigation. 
 
[  ]  I authorize audio-taping _______________________   ____________ 
Signed      Date 
 
_______________________   ____________ 
Signature of Investigator    Date 
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Appendix G 
 
Confederate Standard Operating Procedures 
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Appendix H 
 
Debriefing Interview Guide for Experimenter 
 
Post Performance Debrief (after 5 minute break), ask: 
 
What we want to do now is to conduct a structured debriefing with you, focused on 
changes in your assessment of the situation at different points in the simulation. We first 
want you to provide a brief, no more than five minute, review of what happened, from 
your perspective. We then will ask you to identify 4-6 times when your assessment of the 
situation changed, we realize there may be more than that, but try to limit it to 4-6 of the 
biggest changes in your assessement of the situation. We want you to try to mark each of 
those times on the timeline provided. When we have done that, we will ask you a series 
of questions about each of those changes in assessment. We want to limit this debrief to 
the remainder of our time. 
 
Can you identify on a timeline any significant changes in your assessment of the 
situation? 
 
|   |   |   |  | 
StartEx     D+1hr    EndEx 
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1) OK, briefly describe the assessment change for me again,… try to put yourself 
back at that point in the scenario… (pause)…OK? 
2) Would you describe the change a “small refinement” or “elaboration” of your 
assessment or a “major shift” in your assessment? 
3) What was the reason for the change in assessment? (looking for indicators from 
the subordinate’s reports (cues), indicators from the map print outs (cues), or 
indicators based on some mismatch between what was expected and the current 
situation (violated expectancy) 
4) Before the change in assessment: 
a. What was your initial assessment? 
b. What were your immediate goals at that time?  
5) After the change in the assessment: 
a. What was your new assessment, after the change? 
b. Did your overall goals change? 
c. Did your specific goals, for different areas, change 
d. Did any of your priorities change?  
i. Based on what criteria? 
6) What did you do as a result of the change in assessment? 
7) Did you consider alternative assessments?  
a. If yes, what were the alternative assessments? 
8) Did you consider alternative actions?  
a. If yes, what alternative actions did you consider? 
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9) What were your new concerns after the change in assessment? 
10) Provide an assessment of the relative combat power of the forces, or similar 
function, or rule of thumb, that you were using in each area of interest. Provide 
your assessment as a ratio of combat power.  
11) What aspects of the situation are you taking into account in the assessment of the 
combat power ratio at this particular point in time? 
 
TIPS: 
1) don’t be afraid to ask the question even if you believe some of the answer has 
already been given 
2) if he answer is short, PAUSE EXPECTANTLY before asking the next question, 
and wait and see if the participant adds more information 
3) if the answer is short, ask, “is there is anything more?” or “Is there anything 
else?” 
4) if the participant mentions something in the answer that is new to you or new to 
the story, make sure you follow up and ask about it. “Can you explain what you 
meant by “the nature of the terrain”? What did you mean by the “distance” being 
a factor in your decision?” 
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Appendix I 
 
Walkthrough of Model Creation for Total Number of Utterances per Minute: 
Backward-Elimination 
The model building process for the total number of participant utterances per minute 
mimicked a backward-elimination step-wise regression with a Factorial ANOVA. The 
process began with a Factorial ANOVA that included just the main effects and two-way 
interactions of the dependent variables. Three-way and four-way interactions were not 
included due to a lack of a large enough sample size per cell. Tables I1 through I11 detail 
each step of the backward-elimination process. Table I11 shows the final iteration of the 
model. 
In order to ensure the results were interpretable, the raw means and raw mean 
differences were compared to the estimated marginal means and estimated marginal 
mean differences. All raw means and mean differences fell within their respective 
estimated marginal mean and mean difference confidence intervals. See Table I12 for the 
comparison of means and Table I13 for the comparison of mean differences. 
The model created for the total number of participant utterances per minute by the 
backward-elimination step-wise procedure contained only a main effect of performance, 
F(2, 17) = 4.051, p = 0.036. A Levene's Test of Equality of Error Variances showed equal 
variances, F(2, 17) = 1.080, p = 0.362. Pairwise comparisons using the Sidak adjustment 
showed that poor performers exhibited significantly fewer total number utterances per 
minute (M = 2.746, SD = 0.521) than average performers (M = 3.696, SD = 0.783), p = 
0.034. No significant difference was found between poor performers and good 
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performers (M = 3.097, SD = 0.460), p = 0.540. No significant difference was found 
between average performers and good performers, p = 0.282.  
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Table I1 
 
First Iteration Model 
Source SS df MS F Sig 
Model  6.079a 15 0.405 0.946 0.588 
     Uncertainty 0.152 1 0.152 0.355 0.584 
     Expertise 0.112 1 0.112 0.262 0.636 
     Performance 1.320 2 0.660 1.541 0.319 
     Contextual Change 0.708 2 0.354 0.827 0.501 
     Expertise * Contextual Change 0.000 0 . . . 
     Performance * Contextual Change 0.332 1 0.332 0.776 0.428 
     Uncertainty * Contextual Change      1.615E-4 1      1.615E-4      3.770E-4  0.985b 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.203 1 0.203 0.474 0.529 
Error 1.713 4 0.428   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) = not 
calculated due to insufficient degrees of freedom. 
aR2 = 0.780 (Adjusted R2 = -0.044); bThe interaction between uncertainty and contextual change had 
the largest non-significant alpha value and was removed. Table I2 shows the next iteration of the 
model. 
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Table I2 
 
Second Iteration Model 
Source SS df MS F Sig 
Model  6.079a 14 0.434 1.267 0.425 
     Uncertainty 0.181 1 0.181 0.528 0.500 
     Expertise 0.352 1 0.352 1.028 0.357 
     Performance 2.040 2 1.020 2.977 0.141 
     Contextual Change 1.043 2 0.522 1.522 0.305 
     Expertise * Contextual Change 0.008 1 0.008 0.023  0.886b 
     Performance * Contextual Change 0.607 2 0.304 0.886 0.468 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.293 1 0.293 0.854 0.398 
Error 1.713 5 0.343   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) = not 
calculated due to insufficient degrees of freedom. 
aR2 = 0.780 (Adjusted R2 = 0.165); bThe interaction between expertise and contextual change had the 
largest non-significant alpha value and was removed. Table I3 shows the next iteration of the model. 
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Table I3 
 
Third Iteration Model 
Source SS df MS F Sig 
Model  6.071a 13 0.467 1.628 0.284 
     Uncertainty 0.371 1 0.371 1.294 0.299 
     Expertise 0.563 1 0.563 1.963 0.211 
     Performance 2.383 2 1.191 4.154 0.074 
     Contextual Change 0.869 2 0.435 1.515 0.293 
     Performance * Contextual Change 1.344 3 0.448 1.562 0.293 
     Expertise * Performance 0.116 1 0.116 0.403  0.549b 
     Uncertainty * Expertise 0.992 1 0.992 3.458 0.112 
     Uncertainty * Performance 0.292 1 0.292 1.019 0.352 
Error 1.721 6 0.287   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.779 (Adjusted R2 = 0.301); bThe interaction between expertise and performance had the largest 
non-significant alpha value and was removed. Table I4 shows the next iteration of the model. 
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Table I4 
 
Fourth Iteration Model 
Source SS df MS F Sig 
Model  5.956a 12 0.496 1.892 0.203 
     Uncertainty 0.259 1 0.259 0.987 0.353 
     Expertise 0.460 1 0.460 1.754 0.227 
     Performance 2.269 2 1.134 4.323 0.060 
     Contextual Change 0.925 2 0.463 1.763 0.240 
     Performance * Contextual Change 1.231 3 0.410 1.564 0.281 
     Uncertainty * Expertise 0.877 1 0.877 3.341 0.110 
     Uncertainty * Performance 0.177 1 0.177 0.675  0.438b 
Error 1.837 7 0.262   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.764 (Adjusted R2 = 0.360); bThe interaction between uncertainty and performance had 
the largest non-significant alpha value and was removed. Table I5 shows the next iteration of 
the model. 
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Table I5 
 
Fifth Iteration Model 
Source SS df MS F Sig 
Model  5.779a 11 0.525 2.087 0.153 
     Uncertainty 0.156 1 0.156 0.620 0.454b 
     Expertise 0.304 1 0.304 1.209 0.304 
     Performance 2.446 2 1.223 4.859 0.042 
     Contextual Change 1.952 2 0.976 3.878 0.066 
     Performance * Contextual Change 1.625 4 0.406 1.614 0.261 
     Uncertainty * Expertise 0.771 1 0.771 3.062 0.118 
Error 2.014 8 0.252   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.742 (Adjusted R2 = 0.386); bThe main effect of uncertainty had the largest non-
significant alpha value and was removed. Table I6 shows the next iteration of the model. 
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Table I6 
 
Sixth Iteration Model 
Source SS df MS F Sig 
Model  5.779a 11 0.525 2.087 0.153 
     Expertise 0.304 1 0.304 1.209  0.304b 
     Performance 2.446 2 1.223 4.859 0.042 
     Contextual Change 1.952 2 0.976 3.878 0.066 
     Performance * Contextual Change 1.625 4 0.406 1.614 0.261 
     Uncertainty * Expertise 0.835 2 0.417 1.658 0.250 
Error 2.014 8 0.252   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.742 (Adjusted R2 = 0.386); bThe main effect of expertise had the largest non-
significant alpha value and was removed. Table I7 shows the next iteration of the model. 
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Table I7 
 
Seventh Iteration Model 
Source SS df MS F Sig 
Model  5.779a 11 0.525 2.087 0.153 
     Performance 2.446 2 1.223 4.859 0.042 
     Contextual Change 1.952 2 0.976 3.878 0.066 
     Performance * Contextual Change 1.625 4 0.406 1.614 0.261 
     Uncertainty * Expertise 0.837 3 0.279 1.108  0.401b 
Error 2.014 8 0.252   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.742 (Adjusted R2 = 0.386); bThe interaction between uncertainty and expertise had the 
largest non-significant alpha value and was removed. Table I8 shows the next iteration of the 
model. 
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Table I8 
 
Eighth Iteration Model 
Source SS df MS F Sig 
Model  4.942a 8 0.618 2.383 0.091 
     Performance 2.869 2 1.435 5.535 0.022 
     Contextual Change 1.845 2 0.923 3.560 0.064 
     Performance * Contextual Change 1.422 4 0.355 1.372  0.306b 
Error 2.851 11 0.259   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.634 (Adjusted R2 = 0.306); bThe interaction of performance and contextual change had 
the largest non-significant alpha value and was removed. Table I9 shows the next iteration of 
the model. 
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Table I9 
 
Ninth Iteration Model 
Source SS df MS F Sig 
Model  3.520a 4 0.880 3.089 0.048 
     Performance 3.257 2 1.628 5.717 0.014 
     Contextual Change 1.005 2 0.502 1.764  0.205b 
Error 4.273 15 0.285   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.452 (Adjusted R2 = 0.305); bThe main effect of contextual change had the largest non-
significant alpha value and was removed. Table I10 shows the next iteration of the model. 
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Table I10 
 
Tenth Iteration Model 
Source SS df MS F Sig 
Modelb  2.515a 2 1.258 4.051 0.036 
     Performance 2.515 2 1.258 4.051 0.036 
Error 5.277 17 0.310   
Total 7.793 19    
Note. Dependent variable = total number of participant utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.323 (Adjusted R2 = 0.243); bThe model met the criteria for acceptance. 
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Table I11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition (Performance) 
 
  95% CI  
Condition EMM LL UL M 
Poor Performance 2.746 2.354 3.137 2.746 
Average Performance 3.696 3.108 4.283 3.700 
Good Performance 3.097 2.652 3.541 3.097 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All means fall within the confidence intervals for 
their respective estimated marginal means. 
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Table I12 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Performance) 
 
  95% CI  
Condition ED LL UL MD 
Poor – Average -0.950 -1.836 -0.064 -0.954 
Poor – Good -0.351 -1.094 0.392 -0.351 
Average – Good 0.599 -0.325 1.523 0.603 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Mean difference falls 
within the confidence interval for the estimated marginal mean difference. 
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Appendix J 
 
Walkthrough of Model Creation for Total Number of Utterances per Minute: 
Forward-Elimination 
The model building process for the total number of utterances per minute mimicked a 
forward-elimination step-wise regression with a Factorial ANOVA. The process began 
by performing an ANOVA on each main effect and interaction separately. 3-way and 4-
way interactions were not included due to a lack of a large enough sample size per cell. 
Tables J1 through J10 detail the procedure used to create the model. 
In order to ensure the results were interpretable, the raw means and raw mean 
differences were compared to the estimated marginal means and estimated marginal 
mean differences. All raw means and mean differences fell within their respective 
estimated marginal mean and mean difference confidence intervals. See Table J11 for the 
comparison of means and Table J12 for the comparison of mean differences. 
The model created for the total number of utterances per minute by the forward-
elimination step-wise procedure contained only a main effect of performance, F(2, 17) = 
4.051, p = 0.036. A Levene's Test of Equality of Error Variances showed equal variances, 
F(2, 17) = 1.080, p = 0.362. Pairwise comparisons using the Sidak adjustment showed 
poor performers exhibited significantly fewer total number utterances per minute (M = 
2.746, SD = 0.521) than average performers (M = 3.696, SD = 0.783), p = 0.034. No 
significant difference was found between poor performers and good performers (M = 
3.097, SD = 0.460), p = 0.540. No significant difference was found between average 
performers and good performers, p = 0.282. 
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Table J1 
First Iteration ANOVA Results for Each Individual Effect 
Source Result 
Uncertainty F(1, 18) = 1.238, p = 0.082 
Expertise F(1, 18) = 0.615, p = 0.443 
Performancea F(2, 17) = 4.051, p = 0.036 
Contextual Change F(2, 17) = 0.297, p = 0.747 
Uncertainty * Expertise F(3, 16) = 1.476, p  = 0.259 
Uncertainty * Performance F(5, 14) = 1.789, p = 0.180 
Uncertainty * Contextual Change F(5, 14) = 1.761, p = 0.186 
Expertise * Performance F(4, 15) = 1.884, p = 0.166 
Expertise * Contextual Change F(5, 14) = 0.331, p = 0.886 
Performance * Contextual Change F(8, 11) = 2.383, p = 0.091 
Note. Dependent variable = total number of utterances per minute; 
aThe main effect of performance was significant and was carried forward to the next 
iteration of models (Tables J2 through J10). 
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Table J2 
 
Second Iteration Model with Main Effect Uncertainty 
Source SS df MS F Sig 
Modelb  2.931a 3 0.977 3.215 0.051 
     Performance 1.693 2 0.846 2.786 0.092 
     Uncertainty 0.416 1 0.416 1.369 0.259 
Error 4.862 16 0.304   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.376 (Adjusted R2 = 0.259); bDid not meet the criteria for acceptance. 
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Table J3 
Second Iteration Model with a Main Effect of Expertise 
Source SS df MS F Sig 
Modelb  2.606a 3 0.869 2.679 0.082 
     Performance 2.348 2 1.174 3.622 0.050 
     Expertise 0.091 1 0.091 0.280 0.604 
Error 5.187 16 0.324   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.334 (Adjusted R2 = 0.210); bDid not meet the criteria for acceptance. 
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Table J4 
Second Iteration Model with a Main Effect of Contextual Change 
Source SS df MS F Sig 
Modelb  3.520a 4 0.880 3.089 0.048 
     Performance 3.257 2 1.628 5.717 0.014 
     Contextual Change 1.005 2 0.502 1.764 0.205 
Error 4.273 15 0.285   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.452 (Adjusted R2 = 0.305); bDid not meet the criteria for acceptance. 
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Table J5 
 
Second Iteration Model with an Interaction between Uncertainty and Expertise 
Source SS df MS F Sig 
Modelb  3.328a 5 0.666 2.088 0.128 
     Performance 1.639 2 0.820 2.571 0.112 
     Uncertainty * Expertise 0.813 3 0.271 0.850 0.489 
Error 4.464 14 0.319   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.427 (Adjusted R2 = 0.223); bDid not meet the criteria for acceptance. 
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Table J6 
Second Iteration Model with an Interaction between Uncertainty and Performance 
Source SS df MS F Sig 
Modelb  3.038a 5 0.608 1.789 0.180 
     Performance 1.277 2 0.638 1.880 0.189 
     Uncertainty * Performance 0.522 3 0.174 0.513 0.680 
Error 4.755 14 0.340   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.390 (Adjusted R2 = 0.172); bDid not meet the criteria for acceptance. 
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Table J7 
Second Iteration Model with an Interaction between Uncertainty and Contextual Change 
Source SS df MS F Sig 
Modelb  4.839a 7 0.691 2.809 0.056 
     Performance 1.831 2 0.915 3.719 0.055 
     Uncertainty * Contextual Change 2.324 5 0.465 1.888 0.170 
Error 2.954 12 0.246   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.621 (Adjusted R2 = 0.400); bDid not meet the criteria for acceptance. 
 
 
 
192 
 
 
Table J8 
Second Iteration Model with an Interaction between Expertise and Performance 
Source SS df MS F Sig 
Modelb  2.606a 4 0.651 1.884 0.166 
     Performance 2.543 2 1.271 3.677 0.050 
     Expertise * Performance 0.091 2 0.045 0.131 0.878 
Error 5.187 15 0.346   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.334 (Adjusted R2 = 0.157); bDid not meet the criteria for acceptance. 
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Table J9 
Second Iteration Model with an Interaction between Expertise and Contextual Change 
Source SS df MS F Sig 
Modelb  4.182a 7 0.597 1.985 0.142 
     Performance 3.358 2 1.679 5.581 0.019 
     Expertise * Contextual Change 1.667 5 0.333 1.108 0.406 
Error 3.611 12 0.301   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.537 (Adjusted R2 = 0.266); bDid not meet the criteria for acceptance. 
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Table J10 
Second Iteration Model with an Interaction between Performance and Contextual 
Change 
 
Source SS df MS F Sig 
Modelb  4.942a 8 0.618 2.383 0.091 
     Performance 2.869 2 1.435 5.535 0.022 
     Performance * Contextual Change 2.427 6 0.404 1.560 0.247 
Error 2.851 11 0.259   
Total 7.793 19    
Note. Dependent variable = total number of utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.634 (Adjusted R2 = 0.368); bDid not meet the criteria for acceptance. 
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Table J11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition (Performance) 
 
  95% CI  
Condition EMM LL UL M 
Poor Performance 2.746 2.354 3.137 2.746 
Average Performance 3.696 3.108 4.283 3.700 
Good Performance 3.097 2.652 3.541 3.097 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All means fall within the confidence intervals for 
their respective estimated marginal means. 
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Table J12 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Performance) 
 
  95% CI  
Condition ED LL UL MD 
Poor – Average -0.950 -1.836 -0.064 -0.954 
Poor – Good -0.351 -1.094 0.392 -0.351 
Average – Good 0.599 -0.325 1.523 0.603 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Mean difference falls 
within the confidence interval for the estimated marginal mean difference. 
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Appendix K 
 
Walkthrough of Model Creation for Number of Non-Temporal Utterances per Minute: 
Backward-Elimination 
The model building process for the number of non-temporal utterances per minute 
mimicked a backward-elimination step-wise regression with a Factorial ANOVA. The 
process began with a Factorial ANOVA that included just the main effects and two-way 
interactions of the dependent variables. Three-way and four-way interactions were not 
included due to a lack of a large enough sample size per cell. Each step of this process is 
detailed in Tables K1 through K10. 
 The backward-elimination step-wise process resulted in a model which only 
contained an effect of performance, F(2, 17) = 4.283, p = 0.031. A Levene's test of 
homogeneity of variance showed equal variances, F(2, 17) = 0.830, p = 0.453.  In order 
to ensure the results were interpretable, the raw means and raw mean differences were 
compared to the estimated marginal means and estimated marginal mean differences. See 
Table K11 for the comparison of means and Table K12 for the comparison of mean 
differences. 
Pairwise comparisons using the Sidak adjustment were performed and showed 
that poor performers had significantly fewer non-temporal utterances per minute (M = 
2.685, SE = 0.168) than average performers (M = 3.624, SE = 0.366), p = 0.029. No 
significant difference was found between poor performers and good performers (M = 
3.043, SE = 0.173), p = 0.493. No significant difference was found between average 
performers and good performers, p = 0.276. This result was identical to the result 
produced by the forward-elimination step-wise approach.
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Table K1 
First Iteration Model 
Source SS df MS F Sig 
Model  5.729a 15 0.382 0.946 0.589 
     Uncertainty 0.156 1 0.156 0.385 0.568 
     Expertise 0.084 1 0.084 0.209 0.671 
     Performance 1.281 2 0.641 1.587 0.311 
     Contextual Change 0.676 2 0.338 0.837 0.497 
     Expertise * Contextual Change 0.000 0 . . . 
     Performance * Contextual Change 0.336 1 0.336 0.832 0.413 
     Uncertainty * Contextual Change      4.160E-5 1      4.160E-5      1.030E-4  0.992b 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.190 1 0.190 0.471 0.530 
Error 1.615 4 0.404   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) = 
not calculated due to insufficient degrees of freedom. 
aR2 = 0.780 (Adjusted R2 = -0.045); bThe interaction between uncertainty and contextual change 
had the largest non-significant alpha value and was removed. Table K2 shows the next iteration 
of the model. 
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Table K2 
 
Second Iteration Model 
Source SS df MS F Sig 
Model  5.728a 14 0.409 1.267 0.426 
     Uncertainty 0.193 1 0.193 0.598 0.474 
     Expertise 0.289 1 0.289 0.895 0.388 
     Performance 1.940 2 0.970 3.003 0.139 
     Contextual Change 0.977 2 0.489 1.513 0.306 
     Expertise * Contextual Change 0.007 1 0.007 0.021  0.891b 
     Performance * Contextual Change 0.603 2 0.301 0.933 0.452 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.262 1 0.262 0.812 0.409 
Error 1.615 5 0.323   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha 
value; dash (-) = not calculated due to insufficient degrees of freedom. 
aR2 = 0.780 (Adjusted R2 = 0.164); bThe interaction between expertise and contextual 
change had the largest non-significant alpha value and was removed. Table K3 shows the 
next iteration of the model. 
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Table K3 
 
Third Iteration Model 
Source SS df MS F Sig 
Model  5.722a 13 0.440 1.628 0.284 
     Uncertainty 0.327 1 0.327 1.211 0.313 
     Expertise 0.483 1 0.483 1.787 0.230 
     Performance 2.272 2 1.136 4.203 0.072 
     Contextual Change 0.839 2 0.420 1.553 0.286 
     Performance * Contextual Change 1.214 3 0.405 1.497 0.308 
     Expertise * Performance 0.103 1 0.103 0.380  0.560b 
     Uncertainty * Expertise 0.936 1 0.936 3.464 0.112 
     Uncertainty * Performance 0.263 1 0.263 0.971 0.362 
Error 1.622 6 0.270   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.779 (Adjusted R2 = 0.301); bThe interaction between expertise and performance had 
the largest non-significant alpha value and was removed. Table K4 shows the next iteration of 
the model. 
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Table K4 
 
Fourth Iteration Model 
Source SS df MS F Sig 
Model  5.619a 12 0.468 1.901 0.201 
     Uncertainty 0.227 1 0.227 0.923 0.369 
     Expertise 0.390 1 0.390 1.582 0.249 
     Performance 2.170 2 1.085 4.405 0.058 
     Contextual Change 0.890 2 0.445 1.806 0.233 
     Performance * Contextual Change 1.113 3 0.371 1.507 0.294 
     Uncertainty * Expertise 0.834 1 0.834 3.387 0.108 
     Uncertainty * Performance 0.160 1 0.160 0.650  0.447b 
Error 1.724 7 0.246   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.765 (Adjusted R2 = 0.363); bThe interaction between uncertainty and performance had 
the largest non-significant alpha value and was removed. Table K5 shows the next iteration of 
the model. 
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Table K5 
 
Fifth Iteration Model 
Source SS df MS F Sig 
Model  5.459a 11 0.496 2.107 0.150 
     Uncertainty 0.136 1 0.136 0.576  0.470b 
     Expertise 0.252 1 0.252 1.068 0.332 
     Performance 2.323 2 1.161 4.930 0.040 
     Contextual Change 1.788 2 0.894 3.796 0.069 
     Performance * Contextual Change 1.418 4 0.355 1.505 0.288 
     Uncertainty * Expertise 0.736 1 0.736 3.127 0.115 
Error 1.884 8 0.236   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.743 (Adjusted R2 = 0.391); bThe main effect of uncertainty had the largest non-
significant alpha value and was removed. Table K6 shows the next iteration of the model. 
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Table K6 
 
Sixth Iteration Model 
Source SS df MS F Sig 
Model  5.459a 11 0.496 2.107 0.150 
     Expertise 0.252 1 0.252 1.068  0.332b 
     Performance 2.323 2 1.161 4.930 0.040 
     Contextual Change 1.788 2 0.894 3.796 0.069 
     Performance * Contextual Change 1.418 4 0.355 1.505 0.288 
     Uncertainty * Expertise 0.810 2 0.405 1.719 0.239 
Error 1.884 8 0.236   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.743 (Adjusted R2 = 0.391); b The main effect of expertise had the largest non-
significant alpha value and was removed. Table K7 shows the next iteration of the model. 
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Table K7 
 
Seventh Iteration Model 
Source SS df MS F Sig 
Model  5.459a 11 0.496 2.107 0.150 
     Performance 2.323 2 1.161 4.930 0.040 
     Contextual Change 1.788 2 0.894 3.796 0.069 
     Performance * Contextual Change 1.418 4 0.355 1.505 0.288 
     Uncertainty * Expertise 0.810 3 0.270 1.146  0.388b 
Error 1.884 8 0.236   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.743 (Adjusted R2 = 0.391); bThe interaction between uncertainty and expertise had the 
largest non-significant alpha value and was removed. Table K8 shows the next iteration of the 
model. 
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Table K8 
 
Eighth Iteration Model 
Source SS df MS F Sig 
Model 4.649a 8 0.581 2.372 0.093 
     Performance 2.835 2 1.418 5.787 0.019 
     Contextual Change 1.712 2 0.856 3.494 0.067 
     Performance * Contextual Change 1.228 4 0.307 1.254  0.345b 
Error 2.694 11 0.245   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.633 (Adjusted R2 = 0.366); b The interaction between performance and contextual 
change had the largest non-significant alpha value and was removed. Table K9 shows the next 
iteration of the model. 
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Table K9 
 
Ninth Iteration Model 
Source SS df MS F Sig 
Model  3.421a 4 0.855 3.270 0.041 
     Performance 3.184 2 1.592 6.088 0.012 
     Contextual Change 0.960 2 0.480 1.836  0.194b 
Error 3.923 15 0.262   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.466 (Adjusted R2 = 0.323); bThe main effect of contextual change had the largest non-
significant alpha value and was removed. Table K10 shows the next iteration of the model. 
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Table K10 
 
Final Iteration Model 
Source SS df MS F Sig 
Modelb  2.461a 2 1.230 4.283 0.031 
     Performance 2.461 2 1.230 4.283 0.031 
Error 4.883 17 0.287   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.335 (Adjusted R2 = 0.257); bThe model meets the criteria for acceptance. 
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Table K11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition (Performance) 
 
  95% CI  
Condition EMM LL UL M 
Poor Performance 2.685 2.308 3.062 2.685 
Average Performance 3.623 3.058 4.189 3.624 
Good Performance 3.043 2.616 3.470 3.043 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All means fall within the confidence intervals for 
their respective estimated marginal means. 
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Table K12 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Performance) 
 
  95% CI  
Condition ED LL UL MD 
Poor – Average -0.938 -1.791 -0.086 -0.939 
Poor – Good -0.358 -1.073 0.357 -0.358 
Average – Good 0.581 -0.309 1.470 0.581 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Mean difference falls 
within the confidence interval for the estimated marginal mean difference. 
 
 
 
210 
 
Appendix L 
 
Walkthrough of Model Creation for Number of Non-Temporal Utterances per Minute: 
Forward-Elimination 
The model building process for the number of non-temporal utterances per minute 
mimicked a forward-elimination step-wise regression with a Factorial ANOVA. The 
process began by performing an ANOVA on each main effect and interaction separately. 
3-way and 4-way interactions were not included due to a lack of a large enough sample 
size per cell. Table L1 shows the first iteration ANOVA results for each individual effect. 
Tables L2 through L10 show the second iteration models.  
 The forward-elimination step-wise process resulted in a model which only 
contained an effect of performance, F(2, 17) = 4.283, p = 0.031. A Levene's test of 
homogeneity of variance showed equal variances, F(2, 17) = 0.830, p = 0.453.  In order 
to ensure the results were interpretable, the raw means and raw mean differences were 
compared to the estimated marginal means and estimated marginal mean differences. See 
Table L11 for the comparison of means and Table L12 for the comparison of mean 
differences. 
Pairwise comparisons using the Sidak adjustment were performed and showed 
that poor performers had significantly fewer non-temporal utterances per minute (M = 
2.685, SE = 0.168) than average performers (M = 3.624, SE = 0.366), p = 0.029. No 
significant difference was found between poor performers and good performers (M = 
3.043, SE = 0.173), p = 0.493. No significant difference was found between average 
performers and good performers, p = 0.276. This result was identical to the result 
produced by the backward-elimination step-wise approach. 
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Table L1 
First Iteration ANOVA Results for Each Individual Effect 
Source Result 
Uncertainty F(1, 18) = 3.384, p = 0.082 
Expertise F(1, 18) = 0.728, p = 0.405 
Performance  F(2, 17) = 4.283, p = 0.031a 
Contextual Change F(2, 17) = 0.283, p = 0.757 
Uncertainty * Expertise F(3, 16) = 1.574, p  = 0.235 
Uncertainty * Performance F(5, 14) = 1.826, p = 0.172 
Uncertainty * Contextual Change F(5, 14) = 1.733, p = 0.192 
Expertise * Performance F(4, 15) = 1.964, p = 0.152 
Expertise * Contextual Change F(5, 14) = 0.332, p = 0.886 
Performance * Contextual Change F(8, 11) = 2.372, p = 0.093 
Note. Dependent variable = number of non-temporal utterances per minute. 
aThe main effect of performance was significant and was carried forward to the 
next iteration of models (Tables L2 through L10). 
 
 
212 
 
Table L2 
 
Second Iteration Model with Main Effect Uncertainty 
Source SS df MS F Sig 
Modelb  2.835a 3 0.945 3.354 0.045 
     Performance 1.673 2 0.837 2.969 0.080 
     Uncertainty 0.375 1 0.375 1.329 0.266 
Error 4.508 16 0.282   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.386 (Adjusted R2 = 0.271); bDid not meet the criteria for acceptance. 
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Table L3 
Second Iteration Model with a Main Effect of Expertise 
Source SS df MS F Sig 
Modelb  2.524a 3 0.841 2.792 0.074 
     Performance 2.238 2 1.119 3.715 0.047 
     Expertise 0.063 1 0.063 0.209 0.654 
Error 4.820 16 0.301   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.344 (Adjusted R2 = 0.221); bDid not meet the criteria for acceptance. 
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Table L4 
Second Iteration Model with a Main Effect of Contextual Change 
Source SS df MS F Sig 
Modelb  3.421a 4 0.855 3.270 0.041 
     Performance 3.184 2 1.592 6.088 0.012 
     Contextual Change 0.960 2 0.480 1.836 0.194 
Error 3.923 15 0.262   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.466 (Adjusted R2 = 0.323); bDid not meet the criteria for acceptance. 
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Table L5 
Second Iteration Model with an Interaction between Uncertainty and Expertise 
Source SS df MS F Sig 
Modelb  3.271a 5 0.654 2.249 0.107 
     Performance 1.598 2 0.799 2.746 0.099 
     Uncertainty * Expertise 0.810 3 0.270 0.928 0.453 
Error 4.073 14 0.291   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.445 (Adjusted R2 = 0.247); bDid not meet the criteria for acceptance. 
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Table L6 
Second Iteration Model with an Interaction between Uncertainty and Performance 
Source SS df MS F Sig 
Modelb  2.898a 5 0.580 1.826 0.172 
     Performance 1.320 2 0.660 2.078 0.162 
     Uncertainty * Performance 0.438 3 0.146 0.459 0.715 
Error 4.445 14 0.318   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.395 (Adjusted R2 = 0.178); bDid not meet the criteria for acceptance. 
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Table L7 
Second Iteration Model with an Interaction between Uncertainty and Contextual Change 
Source SS df MS F Sig 
Modelb  4.618a 7 0.660 2.905 0.050 
     Performance 1.811 2 0.906 3.988 0.047 
     Uncertainty * Contextual Change 2.158 5 0.432 1.900 0.168 
Error 2.725 12 0.227   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.629 (Adjusted R2 = 0.412); bDid not meet the criteria for acceptance. 
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Table L8 
Second Iteration Model with an Interaction between Expertise and Performance 
Source SS df MS F Sig 
Modelb  2.524a 4 0.631 1.964 0.152 
     Performance 2.454 2 1.227 3.819 0.046 
     Expertise * Performance 0.064 2 0.032 0.099 0.906 
Error 4.819 15 0.321   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.344 (Adjusted R2 = 0.169); bDid not meet the criteria for acceptance. 
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Table L9 
Second Iteration Model with an Interaction between Expertise and Contextual Change 
Source SS df MS F Sig 
Modelb  3.954a 7 0.565 2.000 0.139 
     Performance 3.176 2 1.588 5.623 0.019 
     Expertise * Contextual Change 1.493 5 0.299 1.057 0.430 
Error 3.390 12 0.282   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.538 (Adjusted R2 = 0.269); bDid not meet the criteria for acceptance. 
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Table L10 
Second Iteration Model with an Interaction between Performance and Contextual Change 
 
Source SS df MS F Sig 
Modelb  4.649a 8 0.581 2.372 0.093 
     Performance 2.835 2 1.418 5.787 0.019 
     Performance * Contextual Change 2.188 6 0.365 1.489 0.268 
Error 2.694 11 0.245   
Total 7.343 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.633 (Adjusted R2 = 0.366); bDid not meet the criteria for acceptance. 
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Table L11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition (Performance) 
 
  95% CI  
Condition EMM LL UL M 
Poor Performance 2.685 2.308 3.062 2.685 
Average Performance 3.623 3.058 4.189 3.624 
Good Performance 3.043 2.616 3.470 3.043 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All means fall within the confidence intervals for 
their respective estimated marginal means. 
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Table L12 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Performance) 
 
  95% CI  
Condition ED LL UL MD 
Poor – Average -0.938 -1.791 -0.086 -0.939 
Poor – Good -0.358 -1.073   0.357 -0.358 
Average – Good   0.581 -0.309   1.470   0.581 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Mean difference falls 
within the confidence interval for the estimated marginal mean difference. 
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Appendix M 
 
Walkthrough of Model Creation for Number of Temporal Utterances per Minute: 
Backward-Elimination 
The model building process for the number of temporal utterances per minute mimicked 
a backward-elimination step-wise regression with a Factorial ANOVA. The process 
began with a Factorial ANOVA that included just the main effects and two-way 
interactions of the dependent variables. Three-way and four-way interactions were not 
included due to a lack of a large enough sample size per cell. The backward-elimination 
step-wise process did not result in an acceptable model. The process is detailed in Tables 
M1 through M10.  
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Table M1 
 
First Iteration Model 
Source SS df MS F Sig 
Model  0.018a 15 0.001 2.745 0.170 
     Uncertainty      2.189E-5 1      2.189E-5 0.050 0.835 
     Expertise 0.002 1 0.002 4.472 0.102 
     Performance      3.097E-4 2      1.549E-4 0.350 0.724 
     Contextual Change      3.811E-4 2      1.906E-4 0.431 0.677 
     Expertise * Contextual Change 0.000 0 . . . 
     Performance * Contextual Change      8.688E-6 1      8.688E-6 0.020  0.895b 
     Uncertainty * Contextual Change      3.670E-4 1      3.670E-4 0.830 0.414 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.000 1      1.996E-4 0.452 0.538 
Error 0.002 4      4.420E-4   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; 
dash (-) = not calculated due to insufficient degrees of freedom. 
aR2 = 0.911 (Adjusted R2 = 0.579); bThe interaction between performance and contextual 
change had the largest non-significant alpha value and was removed. Table M2 shows the 
next iteration of the model. 
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Table M2 
 
Second Iteration Model 
Source SS df MS F Sig 
Model  0.018a 14 0.001 3.657 0.080 
     Uncertainty 0.001 1 0.001 1.494 0.276 
     Expertise 0.001 1 0.001 1.649 0.255 
     Performance 0.001 2      4.026E-4 1.133 0.393 
     Contextual Change 0.002 2 0.001 2.620 0.167 
     Expertise * Contextual Change 0.005 2 0.002 6.648 0.039 
     Uncertainty * Contextual Change 0.001 2      2.702E-4 0.760 0.515 
     Expertise * Performance 0.001 1 0.001 3.756 0.110 
     Uncertainty * Expertise      2.323E-4 1      2.323E-4 0.654 0.456 
     Uncertainty * Performance      3.268E-4 2      1.634E-4 0.460  0.656b 
Error 0.002 5      3.554E-4   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.911 (Adjusted R2 = 0.662); bThe interaction between uncertainty and performance had 
the largest non-significant alpha value and was removed. Table M3 shows the next iteration of 
the model. 
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Table M3 
 
Third Iteration Model 
Source SS df MS F Sig 
Model  0.018a 12 0.001   4.955 0.021 
     Uncertainty 0.001 1 0.001   3.607 0.099 
     Expertise      4.001E-4 1      4.001E-4   1.331  0.286b 
     Performance 0.001 2 0.001   2.459 0.155 
     Contextual Change 0.004 2 0.002   7.196 0.020 
     Expertise * Contextual Change 0.010 2 0.005 16.112 0.002 
     Uncertainty * Contextual Change 0.001 2      4.778E-4   1.590 0.270 
     Expertise * Performance 0.005 1 0.005 15.265 0.006 
     Uncertainty * Expertise 0.001 1 0.001   1.713 0.232 
Error 0.002 7     3.005E-4   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.895 (Adjusted R2 = 0.714); bThe main effect of expertise had the largest non-
significant alpha value and was removed. Table M4 shows the next iteration of the model. 
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Table M4 
 
Fourth Iteration Model 
Source SS df MS F Sig 
Model  0.018a 12 0.001   4.955 0.021 
     Uncertainty 0.001 1 0.001   3.607 0.099 
     Performance 0.001 2 0.001   2.459 0.155 
     Contextual Change 0.004 2 0.002   7.196 0.020 
     Expertise * Contextual Change 0.010 2 0.005 16.112 0.002 
     Uncertainty * Contextual Change 0.001 2      4.778E-4   1.590  0.270b 
     Expertise * Performance 0.005 1 0.005 15.265 0.006 
     Uncertainty * Expertise 0.001 1 0.001   1.713 0.232 
Error 0.002 7      3.005E-4   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.895 (Adjusted R2 = 0.714); bThe interaction between uncertainty and contextual 
change had the largest non-significant alpha value and was removed. Table M5 shows the next 
iteration of the model. 
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Table M5 
 
Fifth Iteration Model 
Source SS df MS F Sig 
Model  0.017a 10 0.002   4.975 0.012 
     Uncertainty 0.002 1 0.002   4.696 0.058 
     Performance 0.003 2 0.001   3.792  0.064b 
     Contextual Change 0.004 2 0.002   5.916 0.023 
     Expertise * Contextual Change 0.010 2 0.005 14.376 0.002 
     Expertise * Performance 0.006 1 0.006 17.781 0.002 
     Uncertainty * Expertise 0.002 1 0.002   4.692 0.058 
Error 0.003 9 0.000   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.847 (Adjusted R2 = 0.677); bThe main effect of performance had the largest non-
significant alpha value and was removed. Table M6 shows the next iteration of the model. 
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Table M6 
 
Sixth Iteration Model 
Source SS df MS F Sig 
Model  0.017a 10 0.002   4.975 0.012 
     Uncertainty 0.002 1 0.002   4.696 0.058c 
     Contextual Change 0.004 2 0.002   5.916 0.023 
     Expertise * Contextual Change 0.010 2 0.005 14.376 0.002 
     Expertise * Performance 0.007 3 0.002   6.779 0.011 
     Uncertainty * Expertise 0.002 1 0.002   4.692  0.058b 
Error 0.003 9 0.000   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.847 (Adjusted R2 = 0.677); bThe interaction between uncertainty and expertise had the 
largest non-significant alpha value, p = 0.0585, and was removed. Table M7 shows the next 
iteration of the model; c p = 0.0584. 
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Table M7 
 
Seventh Iteration Model 
Source SS df MS F Sig 
Model  0.015a 9 0.002   3.657 0.028 
     Uncertainty 0.001 1 0.001   1.194  0.300b 
     Contextual Change 0.004 2 0.002   4.723 0.036 
     Expertise * Contextual Change 0.010 2 0.005 10.531 0.003 
     Expertise * Performance 0.009 3 0.003   6.146 0.012 
Error 0.005 10 0.000   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.767 (Adjusted R2 = 0.557); bThe main effect of uncertainty had the largest non-
significant alpha value and was removed. Table M8 shows the next iteration of the model. 
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Table M8 
 
Eighth Iteration Model 
Source SS df MS F Sig 
Modelb  0.015a 8 0.002   3.896 0.020 
     Contextual Change 0.005 2 0.003   5.496 0.022 
     Expertise * Contextual Change 0.010 2 0.005 10.289 0.003 
     Expertise * Performance 0.009 3 0.003   6.032 0.011 
Error 0.005 11      4.736E-4   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.739 (Adjusted R2 = 0.549); bThe model met the criteria for acceptance. 
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Table M9 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition 
 
  95% CI  
Condition EMM LL UL M 
Low Contextual Change 0.058 0.039 0.076 0.061 
Medium Contextual Change 0.023 0.000 0.047  0.052a 
High Contextual Change 0.084 0.062 0.106 0.068 
     
Novice     
   Low Contextual Change 0.076 0.048 0.104 0.073 
   Medium Contextual Change 0.069 0.045 0.093 0.069 
   High Contextual Change 0.052 0.027 0.077 0.058 
Expert     
   Low Contextual Change 0.045 0.021 0.070 0.052 
   Medium Contextual Change -0.007 -0.044 0.029 0.017 
   High Contextual Change 0.105 0.072 0.138 0.081 
     
Novice     
   Bad Performance 0.076 0.056 0.097 0.072 
   Average Performance - - - - 
   Good Performance 0.055 0.034 0.077 0.058 
Expert     
   Bad Performance 0.000 -0.034 0.032  0.037a 
   Average Performance 0.073 0.048 0.097 0.072 
   Good Performance 0.071 0.034 0.108 0.042 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; 
UL = upper limit; M = mean from raw data; dash (-) = no average performing novices. 
aThe raw mean fell outside the confidence interval for the estimated marginal mean 
which resulted in the removal of the corresponding effect. The next iteration of the 
model appears in Table M10. 
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Table M10 
 
Final Iteration Model 
Source SS df MS F Sig 
Modelb  0.006a 5 0.001 1.258 0.335 
   Expertise * Contextual Change 0.006 5 0.001 1.258 0.335 
Error 0.014 14 0.001   
Total 0.020 19    
Note. Dependent variable = number of temporal utterances per minute; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.310 (Adjusted R2 = 0.064); bThe model did not meet the criteria for acceptance. 
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Appendix N 
 
Walkthrough of Model Creation for Number of Temporal Utterances per Minute: 
Forward-Elimination 
The model building process for the number of non-temporal utterances per minute 
mimicked a forward-elimination step-wise regression with a Factorial ANOVA. The 
process began by performing an ANOVA on each main effect and interaction separately. 
3-way and 4-way interactions were not included due to a lack of a large enough sample 
size per cell. Table N1 shows the first iteration Models for each individual effect. Tables 
N2 through N10 show the second iteration models.  
 Table N3 shows the model chosen for further analysis. The model contained an 
interaction between performance and contextual change and a main effect of expertise. 
Before the forward-elimination step-wise processes continued, raw means and raw mean 
differences were compared to estimated marginal means and estimated marginal mean 
differences in order to ensure that the results were interpretable. Table N11 shows the 
comparison between the raw means and estimated marginal means. All means fell within 
the confidence intervals for their respective estimated marginal means. Tables N12 
through N14 show the comparisons between the raw mean differences and estimated 
marginal mean differences. All mean differences fell within the confidence intervals for 
their respective estimated marginal mean differences. 
 Although the raw means were interpretable, the model itself exhibited 
heterogeneity of variances as measured by a Levene's Test of Equality of Error 
Variances, F(12, 7) = 5.480, p = 0.016. An F-max analysis performed on the expertise 
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variable showed unequal variances, F(1, 18) = 6.105, p > 0.05 (F-maxcrit = 4.43), and was 
removed from the model.  
Thus, the model created for the number of temporal utterances per minute by the 
forward-elimination step-wise procedure contained only an interaction between 
performance and contextual change, F(8, 11) = 3.366, p = 0.033. A Levene's Test of 
Equality of Error Variances showed equal variances, F(8, 11) = 2.415, p = 0.088.  
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Table N1 
First Iteration Models for Each Individual Effect 
 Source Result 
Uncertainty F(1, 18) = 1.155, p = 0.297 
Expertise F(1, 18) = 0.672, p = 0.423 
Performance F(2, 17) = 0.385, p = 0.686 
Contextual Change F(2, 17) = 0.363, p = 0.701 
Uncertainty * Expertise F(3, 16) = 1.653, p  = 0.217 
Uncertainty * Performance F(5, 14) = 1.792, p = 0.179 
Uncertainty * Contextual Change F(5, 14) = 0.674, p = 0.650 
Expertise * Performance F(4, 15) = 0.855, p = 0.513 
Expertise * Contextual Change F(5, 14) = 1.258, p = 0.335 
Performance * Contextual Change  F(8, 11) = 3.366, p = 0.033a 
Note. Dependent variable = number of non-temporal utterances per minute; 
aThe interaction between performance and contextual change was significant and 
was carried forward to the next iteration of models (Tables N2 through N10). 
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Table N2 
 
Second Iteration Model with Main Effect of Uncertainty 
Source SS df MS F Sig 
Modelb  0.014a 9 0.002 2.732 0.067 
     Performance * Contextual Change 0.013 8 0.002 2.813 0.064 
     Uncertainty      1.851E-5 1      1.851E-5 0.032 0.861 
Error 0.006 10  0.001   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.711 (Adjusted R2 = 0.451); bDid not meet the criteria for acceptance. 
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Table N3 
Second Iteration Model with Main Effect of Expertise 
Source SS df MS F Sig 
Modelb  0.016a 9 0.002 4.865 0.011 
     Performance * Contextual Change 0.016 8 0.002 5.232 0.009 
     Expertise 0.002 1 0.002 5.600 0.040 
Error 0.004 10      3.713E-4   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.814 (Adjusted R2 = 0.647); bMet the criteria for acceptance. Table N11 compares raw 
means and raw mean differences to estimated marginal means and estimated marginal mean 
differences to ensure the data was interpretable. 
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Table N4 
 
Second Iteration Model with Main Effect of Performance 
Source SS df MS F Sig 
Modelb  0.014a 8 0.002 3.366 0.033 
     Performance * Contextual Change 0.013 6 0.002 4.214 0.019 
     Performance 0.001 2 0.001 1.126 0.359 
Error 0.006 11 0.001   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.710 (Adjusted R2 = 0.499); bDid not meet the criteria for acceptance. 
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Table N5 
Second Iteration Model with Main Effect of Contextual Change 
Source SS df MS F Sig 
Modelb  0.014a 8 0.002 3.366 0.033 
     Performance * Contextual Change 0.013 6 0.002 4.229 0.019 
     Contextual Change 0.003 2 0.002 3.221 0.079 
Error 0.006 11 0.001   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.710 (Adjusted R2 = 0.499); bDid not meet the criteria for acceptance. 
 
 
241 
 
 
Table N6 
Second Iteration Model with Interaction between Uncertainty and Expertise 
Source SS df MS F Sig 
Modelb  0.017a 11 0.002 4.139 0.027 
     Performance * Contextual Change 0.012 8 0.002 4.108 0.031 
     Uncertainty * Expertise 0.003 3 0.001 2.508 0.133 
Error 0.003 8      3.731E-4   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.851 (Adjusted R2 = 0.645); bDid not meet the criteria for acceptance. 
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Table N7 
Second Iteration Model with Interaction between Uncertainty and Performance 
Source SS df MS F Sig 
Modelb  0.014a 10 0.001 2.227 0.122 
     Performance * Contextual Change 0.006 5 0.001 2.014 0.170 
     Uncertainty * Performance      4.472E-5 2      2.236E-5 0.035 0.966 
Error 0.006 9 0.001   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.712 (Adjusted R2 = 0.392); bDid not meet the criteria for acceptance. 
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Table N8 
Second Iteration Model with Interaction between Uncertainty and Contextual Change 
Source SS df MS F Sig 
Modelb  0.015a 11 0.001 2.509 0.101 
     Performance * Contextual Change 0.012 6 0.002 3.449 0.055 
     Uncertainty * Contextual Change 0.001 3      4.349E-4 0.775 0.540 
Error 0.004 8 0.001   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.775 (Adjusted R2 = 0.466); bDid not meet the criteria for acceptance. 
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Table N9 
Second Iteration Model with Interaction between Expertise and Performance 
Source SS df MS F Sig 
Modelb  0.016a 10 0.002 4.040 0.024 
     Performance * Contextual Change 0.013 6 0.002 5.206 0.014 
     Expertise * Performance 0.002 2 0.001 2.664 0.123 
Error 0.004 9      4.042E-4   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.818 (Adjusted R2 = 0.615); bDid not meet the criteria for acceptance. 
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Table N10 
Second Iteration Model with Interaction between Expertise and Contextual Change 
Source SS df MS F Sig 
Modelb  0.016a 11 0.001 3.401 0.047 
     Performance * Contextual Change 0.010 6 0.002 3.888 0.040 
     Expertise * Contextual Change 0.002 3 0.001 1.723 0.239 
Error 0.004 8      4.398E-4   
Total 0.020 19    
Note. Dependent variable = number of non-temporal utterances per minute; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.824 (Adjusted R2 = 0.582); bDid not meet the criteria for acceptance. 
 
 
 
246 
 
Table N11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition 
 
  95% CI  
Condition EMM LL UL M 
Novice 0.075 0.059 0.092 0.066 
Expert 0.049 0.033 0.066 0.054 
     
Low Contextual Change     
     Bad Performance 0.050 0.019 0.080 0.050 
     Average Performance 0.081 0.048 0.114 0.068 
     Good Performance 0.058 0.033 0.083 0.063 
Medium Contextual Change     
     Bad Performance 0.068 0.035 0.101 0.081 
     Average Performance 0.013 -0.032 0.058 0.000 
     Good Performance 0.045 0.020 0.070 0.050 
High Contextual Change     
     Bad Performance 0.054 0.035 0.073 0.057 
     Average Performance 0.165 0.121 0.210 0.152 
     Good Performance 0.026 -0.019 0.070 0.039 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All means fell within the confidence intervals 
for their respective estimated marginal means. 
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Table N12 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Expertise) 
 
  95% CI  
Condition ED LL UL MD 
Novice - Experts 0.026 0.002 0.051 0.012 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Mean difference fell 
within the confidence interval for the estimated marginal mean difference. 
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Table N13 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Performance within Contextual Change) 
 
  95% CI  
Condition ED LL UL MD 
Low Contextual Change     
     Bad - Average Performance -0.031 -0.089 0.026 -0.018 
     Bad - Good Performance -0.009 -0.059 0.042 -0.013 
     Average - Good Performance 0.023 -0.032 0.077 0.005 
Medium Contextual Change     
     Bad - Average Performance 0.055 -0.02 0.129 0.081 
     Bad - Good Performance 0.023 -0.029 0.074 0.032 
     Average - Good Performance -0.032 -0.099 0.035 -0.050 
High Contextual Change     
     Bad - Average Performance -0.111 -0.175 -0.048 -0.096 
     Bad - Good Performance 0.028 -0.033 0.090 0.018 
     Average - Good Performance 0.140 0.560 0.224 0.114 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Each mean difference 
fell within the confidence interval for their respective estimated marginal mean 
difference. 
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Table N14 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Condition (Contextual Change within Performance) 
 
  95% CI  
Condition ED LL UL MD 
Bad Performance     
     Low - Medium Contextual 
Change -0.018 -0.076 0.039 -0.031 
     Low - High Contextual Change -0.004 -0.050 0.042 -0.007 
     Medium - High Contextual 
Change 0.014 -0.034 0.062 0.024 
Average Performance     
     Low - Medium Contextual 
Change 0.068 0.001 0.136 0.068 
     Low - High Contextual Change -0.084 -0.152 -0.017 -0.084 
     Medium - High Contextual 
Change -0.152 -0.230 -0.074 -0.152 
Good Performance     
     Low - Medium Contextual 
Change 0.013 -0.032 0.058 0.013 
     Low - High Contextual Change 0.033 -0.032 0.097 0.024 
     Medium - High Contextual 
Change 0.020 -0.056 0.084 0.011 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Each mean difference 
fell within the confidence interval for their respective estimated marginal mean 
difference. 
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Appendix O 
 
Walkthrough of Model Creation for Proportion of Temporal Utterances: 
 
Backward-Elimination 
 
The model building process mimicked a backward-elimination step-wise regression with 
a Factorial ANOVA. The process began with a Factorial ANOVA that included just the 
main effects and 2-way interactions of the dependent variables. 3-way and 4-way 
interactions were not included due to a lack of a large enough sample size per cell. Tables 
O1 through O8 detail each step of the backward-elimination process.  
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Table O1 
 
First Iteration Model 
Source SS df MS F Sig 
Model  0.001a 15       8.514E-5     4.601 0.075 
     Uncertainty       2.510E-5 1       2.510E-5     1.356 0.309 
     Expertise       1.899E-4 1       1.899E-4   10.261 0.033 
     Performance       1.344E-6 2       6.721E-7    0.036  0.965b 
     Contextual Change       5.676E-6 2       2.838E-6    0.153 0.863 
     Expertise * Contextual Change - 0 - - - 
     Uncertainty * Contextual Change       4.993E-5 1       4.993E-5    2.699 0.176 
     Performance * Contextual Change       1.036E-5 1       1.036E-5    0.560 0.496 
     Uncertainty * Expertise - 0 - - - 
     Expertise * Performance - 0 - - - 
     Uncertainty * Performance       7.839E-7 1       7.839E-7    0.042 0.847 
Error       7.401E-5 4       1.850E-5   
Total  0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of squares; df 
= degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) = not 
calculated due to insufficient degrees of freedom. 
aR2 = 0.945 (Adjusted R2 = 0.740); bThe main effect of performance had the largest non-
significant alpha value and was removed. Table O2 shows the next iteration of the statistical 
model. 
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Table O2 
Second Iteration Model 
Source SS df MS F Sig 
Model  0.001a 15       8.514E-5     4.601 0.075 
     Uncertainty       2.510E-5 1       2.510E-5     1.356 0.309 
     Expertise       1.899E-4 1       1.899E-4   10.261 0.033 
     Contextual Change      5.676E-6 2       2.838E-6     0.153  0.863b 
     Expertise * Contextual Change - 0 - - - 
     Uncertainty * Contextual Change      4.993E-5 1       4.993E-5     2.699 0.176 
     Performance * Contextual Change      0.036E-5 1       1.036E-5     0.560 0.496 
     Uncertainty * Expertise - 0 - - - 
     Expertise * Performance - 0 - - - 
     Uncertainty * Performance      7.839E-7 1       7.839E-7     0.042 0.847 
Error      7.401E-5 4       1.850E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash 
(-) = not calculated due to insufficient degrees of freedom. 
aR2 = 0.945 (Adjusted R2 = 0.740); bThe main effect of contextual change had the largest 
non-significant alpha value and was removed. Table O3 shows the next iteration of the 
model. 
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Table O3 
Third Iteration Model 
Source SS df MS F Sig 
Model   0.001a 15       8.514E-5     4.601 0.075 
     Uncertainty      2.510E-5 1      2.510E-5     1.356 0.309 
     Expertise      1.898E-4 1      1.898E-4   10.261 0.033 
     Expertise * Contextual Change - 0 - - - 
     Uncertainty * Contextual Change      4.993E-5 1      4.993E-5     2.699 0.176 
     Performance * Contextual Change      1.036E-5 1      1.036E-5     0.560 0.496 
     Uncertainty * Expertise - 0 - - - 
     Expertise * Performance - 0 - - - 
     Uncertainty * Performance      7.839E-7 1      7.839E-7     0.042  0.847b 
Error      7.401E-5 4      1.850E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash 
(-) = not calculated due to insufficient degrees of freedom. 
aR2 = 0.945 (Adjusted R2 = 0.740); bThe interaction between uncertainty and performance 
had the largest non-significant alpha value and was removed. Table O4 shows the next 
iteration of the model. 
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Table O4 
Fourth Iteration Model 
Source SS df MS F Sig 
Model  0.001a 14       9.116E-5     6.094 0.028 
     Uncertainty       2.881E-5 1       2.881E-5     1.926 0.224 
     Expertise       3.460E-4 1       3.460E-4   23.130 0.005 
     Expertise * Contextual Change - 0 - - - 
     Uncertainty * Contextual Change       7.958E-5 1       7.958E-5     5.320 0.069 
     Performance * Contextual Change       2.005E-5 2       1.003E-5     0.670  0.552b 
     Uncertainty * Expertise - 0 - - - 
     Expertise * Performance - 0 - - - 
Error       7.479E-5 5       1.496E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash 
(-) = not calculated due to insufficient degrees of freedom. 
aR2 = 0.945 (Adjusted R2 = 0.790); bThe interaction between performance and contextual 
change had the largest non-significant alpha value and was removed. Table O5 shows the 
next iteration of the model. 
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Table O5 
Fifth Iteration Model 
Source SS df MS F Sig 
Model  0.001a 12       1.047E-4     7.726 0.006 
     Uncertainty       8.773E-6 1       8.773E-6     0.647  0.447b 
     Expertise       2.212E-4 1       2.212E-4   16.326 0.005 
     Expertise * Contextual Change 0.001 2       2.827E-4   20.867 0.001 
     Uncertainty * Contextual Change       9.358E-5 2       4.679E-5     3.453 0.090 
     Uncertainty * Expertise       3.305E-5 1       3.305E-5     2.439 0.162 
     Expertise * Performance       3.496E-4 3       1.165E-4     8.599 0.010 
Error       9.485E-5 7       1.355E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.930 (Adjusted R2 = 0.809); bThe main effect of uncertainty had the largest non-
significant alpha value and was removed. Table O6 shows the next iteration of the model 
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Table O6 
Sixth Iteration Model 
Source SS df MS F Sig 
Model  0.001a 12       1.047E-4     7.726 0.006 
     Expertise       2.212E-4 1       2.212E-4   16.326 0.005 
     Expertise * Contextual Change 0.001 2       2.827E-4   20.867 0.001 
     Uncertainty * Contextual Change       9.358E-5 2       4.679E-5     3.453 0.090 
     Uncertainty * Expertise       3.305E-5 1       3.305E-5     2.439  0.162b 
     Expertise * Performance       3.496E-4 3       1.165E-4     8.599 0.010 
Error       9.485E-5 7       1.355E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.930 (Adjusted R2 = 0.809); bThe interaction between uncertainty and expertise had 
the largest non-significant alpha value and was removed. Table O7 shows the next iteration 
of the model. 
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Table O7 
Seventh Iteration Model 
Source SS df MS F Sig 
Model  0.001a 11       1.111E-4     6.956 0.005 
     Expertise       3.800E-4 1       3.800E-4   23.767 0.001 
     Expertise * Contextual Change 0.001 2       3.509E-4   21.947 0.001 
     Uncertainty * Contextual Change       1.913E-4 3       6.375E-5     3.988  0.052b 
     Expertise * Performance       4.882E-4 3       1.627E-4   10.179 0.004 
Error       1.279E-4 8       1.599E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of squares; 
df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.905 (Adjusted R2 = 0.775); bThe interaction between uncertainty and contextual 
change had the largest non-significant alpha value and was removed. Table O8 shows the 
next iteration of the model. 
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Table O8 
 
Final Iteration Model 
 
Source SS df MS F Sig 
Modelb   0.001a 8       1.290E-4     4.446 0.013 
     Expertise       3.234E-4 1       3.235E-4   11.149 0.007 
     Expertise * Contextual Change 0.001 4       1.464E-4     5.045 0.015 
     Expertise * Performance       4.702E-4 3       1.567E-4     5.402 0.016 
Error       3.192E-4 11       2.901E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of squares; 
df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.764 (Adjusted R2 = 0.592); bMeets the criteria for acceptance. 
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Appendix P 
 
Raw Means vs. Estimated Marginal Means 
 
Table P1 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition 
 
  95% CI  
Condition EMM LL UL M 
Novice 0.023  0.019 0.026 0.023 
Expert 0.014  0.010 0.018 0.016 
Low Contextual Change     
     Novice 0.026  0.019 0.033 0.024 
     Expert 0.016  0.010 0.022 0.017 
Medium Contextual Change     
     Novice 0.024  0.018 0.030 0.024 
     Expert 0.001 -0.008 0.010 0.006 
High Contextual Change     
     Novice 0.018  0.012 0.024 0.020 
     Expert 0.025  0.017 0.034 0.020 
Poor Performance     
     Novice 0.027  0.022 0.032 0.026 
     Expert 0.005 -0.004 0.013 0.013 
Average Performance     
     Novice - - - - 
     Expert 0.018  0.012 0.014 0.018 
Good Performance     
     Novice 0.018  0.012 0.023 0.019 
     Expert 0.020  0.011 0.029 0.014 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; dash (-) = no average performing novices. All 
raw means fell within the confidence intervals of their respective estimated means. 
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Table P2 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for the Main Effect of Expertise 
 
  95% CI  
Conditions ED LL UL MD 
Novice Expert 0.008 0.003 0.014 0.008 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data. Raw mean difference fell 
within confidence interval for estimated marginal mean difference. 
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Table P3 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Combination of Conditions from the Interaction between 
Expertise and Contextual Change 
 
  95% CI  
Conditions ED LL UL MD 
Novice     
     Low – Medium  0.001 -0.010  0.013  0.000 
     Low – High  0.008 -0.005  0.020  0.004 
     Medium – High  0.006 -0.005  0.017  0.004 
Expert     
     Low – Medium  0.015  0.001  0.028  0.010 
     Low – High -0.010 -0.023  0.003 -0.004 
     Medium – High -0.024 -0.041 -0.007 -0.015 
Low     
     Expert – Novice -0.010 -0.019  0.000 -0.007 
Medium     
     Expert – Novice -0.023 -0.034 -0.012 -0.018 
High     
     Expert - Novice  0.008 -0.003  0.018  0.000 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Low = low contextual 
change, Medium = medium contextual change; High = high contextual change. All raw 
mean differences fell within the corresponding 95% confidence intervals for the 
estimated marginal mean differences. 
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Table P4 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Combination of Conditions from the Interaction between 
Expertise and Contextual Change 
 
  95% CI  
Conditions ED LL UL MD 
Novice     
     Poor – Good  0.009  0.002  0.017  0.007 
Expert     
     Poor – Average -0.013 -0.026  0.000 -0.005 
     Poor – Good -0.015 -0.032  0.002 -0.001 
     Average – Good -0.002 -0.016  0.012  0.004 
Poor     
     Expert – Novice  -0.023  0.013  0.032 -0.013 
Good     
     Expert – Novice   0.002 -0.013  0.009 -0.005 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Poor = poor performance; 
Average = average performance; Good = good performance. All raw mean differences 
fell within the corresponding 95% confidence intervals for the estimated marginal mean 
differences. 
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Appendix Q 
 
Walkthrough of Model Creation for Proportion of Temporal Utterances: 
Forward-Elimination 
The model building process for the proportion of temporal utterances mimicked a 
forward-elimination step-wise regression with a Factorial ANOVA. The process began 
by performing an ANOVA on each main effect and interaction separately. 3-way and 4-
way interactions were not included due to a lack of a large enough sample size per cell. 
Table Q1 shows the first iteration models for each individual effect. Tables Q2 through 
Q10 show the second iteration models. The model shown in Table Q10 met the criteria 
for continuing the forward-elimination step-wise procedure. Tables Q11 through Q18 
show the results of the third iteration models. None of the third iteration models met the 
criteria for continuing the forward-elimination step-wise procedure. Therefore, the 
resultant model of the forward-elimination procedure is shown in Table Q10.    
The forward-elimination procedure resulted in a model that suitably fit the data, 
F(11, 8) = 5.629, p = 0.011, Adjusted R2 = 0.728. A Levene’s Test of Equality of Error 
Variances indicated homogeneity of variance, F(15, 4) = 2.462, p = 0.203. To further 
verify the findings were interpretable, the raw means were compared to the estimated 
marginal means and their corresponding confidence intervals (see Table Q19). 
Additionally, the raw mean differences were compared to the estimated marginal mean 
differences and their corresponding confidence intervals (see Tables Q20 through Q22). 
All raw means and raw mean differences fell within their corresponding estimated 
marginal mean and mean difference 95% confidence intervals. 
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Table Q1 
 
First Iteration Models for Each Individual Effect 
Source Result 
Uncertainty F(1, 18) = 0.034, p = 0.856 
Expertise F(1, 18) = 4.239, p = 0.054 
Performance F(2, 17) = 0.483, p  = 0.625 
Contextual Change F(2, 17) = 0.107, p  = 0.899 
Uncertainty * Expertise F(3, 16) = 4.050, p = 0.026a 
Uncertainty * Performance F(5, 14) = 1.839, p = 0.170 
Uncertainty * Contextual Change F(5, 14) = 0.151, p = 0.976 
Expertise * Performance F(4, 15) = 1.850, p = 0.172 
Expertise * Contextual Change F(5, 14) = 1.993, p = 0.142 
Performance * Contextual Change F(8, 11) = 1.973, p = 0.147 
Note. Dependent variable = proportion of temporal utterances. 
aUsed in the second iteration models. 
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Table Q2 
 
Second Iteration Model with Main Effect of Uncertainty 
 
Source SS df MS F Sig 
Modelb  0.001a 3      1.944E-4 4.050 0.026 
     Uncertainty * Expertise 0.001 2      2.903E-4 6.048 0.011 
     Uncertainty      3.336E-6 1      3.336E-6 0.070 0.795 
Error 0.001 16      4.800E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; 
Sig = alpha value. 
aR2 = 0.432 (Adjusted R2 = 0.325); bDid not meet the criteria for 
acceptance. 
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Table Q3 
 
Second Iteration Model with Main Effect of  Performance 
 
Source SS df MS F Sig 
Modelb  0.001a 5      1.130E-4 2.170 0.116 
     Uncertainty * Expertise 0.001 3      1.724E-4 3.171 0.058 
     Performance      6.748E-6 2      3.374E-6 0.062 0.940 
Error 0.001 14      5.437E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; 
Sig = alpha value. 
aR2 = 0.432 (Adjusted R2 = 0.325); bDid not meet the criteria for 
acceptance. 
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Table Q4 
 
Second Iteration Model with Main Effect of  Expertise 
 
Source SS df MS F Sig 
Modelb  0.001a 3      1.944E-4 4.050 0.026 
     Uncertainty * Expertise      3.256E-4 2      1.628E-4 3.392 0.059 
     Expertise      2.432E-4 1      2.432E-4 5.068 0.039 
Error 0.001 16      4.800E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; 
Sig = alpha value. 
aR2 = 0.432 (Adjusted R2 = 0.325); bDid not meet the criteria for 
acceptance. 
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Table Q5 
 
Second Iteration Model with Main Effect of  Contextual Change 
 
Source SS df MS F Sig 
Modelb  0.001a 5      1.193E-4 2.214 0.111 
     Uncertainty * Expertise 0.001 3      1.933E-4 3.587 0.041 
     Contextual Change      1.349E-5 2      6.744E-6 0.125 0.883 
Error 0.001 14      5.389E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; 
Sig = alpha value. 
aR2 = 0.442 (Adjusted R2 = 0.242); bDid not meet the criteria for 
acceptance. 
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Table Q6 
 
Second Iteration Model with Interaction between Uncertainty and Performance 
 
Source SS df MS F Sig 
Modelb  0.001a 7      1.399E-4 4.521 0.011 
     Uncertainty * Expertise      4.440E-4 2      2.220E-4 7.172 0.009 
     Uncertainty * Performance      3.965E-4 4      9.911E-5 3.202 0.053 
Error      3.715E-4 12      3.096E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig 
= alpha value. 
aR2 = 0.725 (Adjusted R2 = 0.565); bDid not meet the criteria for acceptance. 
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Table Q7 
 
Second Iteration Model with Interaction between Performance and Expertise 
 
Source SS df MS F Sig 
Modelb  0.001a 6      1.093E-4 2.042 0.132 
     Uncertainty * Expertise      2.092E-4 2      1.046E-4 1.955 0.181 
     Performance * Expertise      7.239E-5 3      2.413E-5 0.451 0.721 
Error 0.001 13      5.350E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III 
sum of squares; df = degrees of freedom; MS = mean square; F = F-ratio; 
Sig = alpha value. 
aR2 = 0.485 (Adjusted R2 = 0.248); bDid not meet the criteria for acceptance. 
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Table Q8 
 
Second Iteration Model with Interaction between Uncertainty and Contextual Change 
 
Source SS df MS F Sig 
Modelb  0.001a 7      9.331E-5 1.605 0.225 
     Uncertainty * Expertise 0.001 2      2.919E-4 5.020 0.026 
     Uncertainty * Contextual Change      7.005E-5 4      1.751E-5 0.301 0.872 
Error 0.001 12      5.816E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.483 (Adjusted R2 = 0.182); bDid not meet the criteria for acceptance. 
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Table Q9 
 
Second Iteration Model with Interaction between Expertise and Contextual Change 
 
Source SS df MS F Sig 
Modelb 0.001a 7      1.169E-4 2.633 0.068 
     Uncertainty * Expertise      2.565E-4 2      1.282E-4 2.888 0.095 
     Expertise * Contextual Change      2.351E-4 4      5.878E-5 1.324 0.316 
Error 0.001 12      4.440E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha 
value. 
aR2 = 0.442 (Adjusted R2 = 0.242); bDid not meet the criteria for acceptance. 
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Table Q10 
 
Second Iteration Model with Interaction between Performance and Contextual Change 
 
Source SS df MS F Sig 
Modelb  0.001a 11      1.088E-4 5.629 0.011 
     Uncertainty * Expertise      4.003E-4 3      1.334E-4 6.906 0.013 
     Performance * Contextual Change 0.001 8      7.667E-5 3.968 0.034 
Error      1.546E-4 8      1.932E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728); bUsed for third iteration models. 
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Table Q11 
 
Third Iteration Model Main Effect of Uncertainty 
 
Source SS df MS F Sig 
Modelb  0.001a 11      1.088E-4 5.629 0.011 
     Uncertainty * Expertise      3.733E-4 2      1.866E-4 9.658 0.007 
     Performance * Contextual Change 0.001 8      7.667E-5 3.968 0.034 
     Uncertainty      7.706E-5 1      7.706E-5 3.988 0.081 
Error      1.546E-4 8      1.932E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728); bDid not meet the criteria for acceptance. 
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Table Q12 
 
Third Iteration Model Main Effect of Expertise 
 
Source SS df MS F Sig 
Modelb  0.001a 11      1.088E-4 5.629 0.011 
     Uncertainty * Expertise      1.141E-4 2      5.705E-5 2.952 0.110 
     Performance * Contextual Change 0.001 8      7.667E-5 3.968 0.034 
     Expertise      2.394E-4 1      2.394E-4 12.391 0.008 
Error      1.546E-4 8      1.932E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728); bDid not meet the criteria for acceptance. 
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Table Q13 
 
Third Iteration Model Main Effect of Performance 
 
Source SS df MS F Sig 
Modelb  0.001a 11      1.088E-4 5.629 0.011 
     Uncertainty * Expertise      4.003E-4 3      1.334E-4 6.906 0.013 
     Performance * Contextual Change 0.001 6      1.011E-4 5.232 0.018 
     Performance      1.026E-4 2      5.128E-5 2.654 0.131 
Error      1.546E-4 8      1.932E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728); bDid not meet the criteria for acceptance. 
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Table Q14 
 
Third Iteration Model Main Effect of Contextual Change 
 
Source SS df MS F Sig 
Modelb  0.001a 11      1.088E-4 5.629 0.011 
     Uncertainty * Expertise      4.003E-4 3      1.334E-4 6.906 0.013 
     Performance * Contextual Change 0.001 6      9.998E-5 5.174 0.019 
     Contextual Change      1.351E-4 2      6.755E-5 3.496 0.081 
Error      1.546E-4 8      1.932E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728); bDid not meet the criteria for acceptance. 
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Table Q15 
 
Third Iteration Model with Interaction between Uncertainty and Performance 
 
Source SS df MS F Sig 
Modelb  0.001a 12      1.012E-4 5.171 0.019 
     Uncertainty * Expertise      3.696E-4 2      1.848E-4 9.446 0.010 
     Performance * Contextual Change      2.345E-4 5      4.690E-5 2.397 0.143 
     Uncertainty * Performance      1.762E-5 1      1.762E-5 0.901 0.374 
Error      1.370E-4 7      1.957E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.899 (Adjusted R2 = 0.725); bDid not meet the criteria for acceptance. 
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Table Q16 
 
Third Iteration Model with Interaction between Uncertainty and Contextual Change 
 
Source SS df MS F Sig 
Modelb 0.001a 13      9.711E-5 6.571 0.015 
     Uncertainty * Expertise      3.343E-4 2      1.672E-4 11.312 0.009 
     Performance * Contextual Change 0.001 6      1.015E-4 6.870 0.017 
     Uncertainty * Contextual Change      6.591E-5 2      3.295E-5 2.230 0.189 
Error      8.867E-5 6      1.478E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.934 (Adjusted R2 = 0.792); bDid not meet the criteria for acceptance. 
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Table Q17 
 
Third Iteration Model with Interaction between Performance and Expertise 
 
Source SS df MS F Sig 
Modelb  0.001a 12      9.971E-5 4.516 0.027 
     Uncertainty * Expertise      9.395E-5 2      4.698E-5 2.128 0.190 
     Performance * Contextual Change 0.001 6      9.016E-5 4.083 0.044 
     Performance * Expertise      2.049E-8 1      2.049E-8 0.001 0.977 
Error      1.546E-4 7      2.208E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.689); bDid not meet the criteria for acceptance. 
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Table Q18 
 
Third Iteration Model with Interaction between Expertise and Contextual Change 
 
Source SS df MS F Sig 
Modelb  0.001a 13      9.205E-5 3.578 0.063 
     Uncertainty * Expertise      1.107E-4 2      5.534E-5 2.151 0.198 
     Performance * Contextual Change      3.784E-4 6      6.307E-5 2.451 0.150 
     Expertise * Contextual Change      2.045E-7 2      1.022E-7 0.004 0.996 
Error      1.544E-4 6      2.573E-5   
Total 0.001 19    
Note. Dependent variable = proportion of temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.886 (Adjusted R2 = 0.728); bDid not meet the criteria for acceptance. 
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Table Q19 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition 
 
  95% CI  
Condition EMM LL UL M 
Novice     
     Low Uncertainty 0.022 0.016 0.029 0.019 
     High Uncertainty 0.028 0.022 0.034 0.027 
Expert     
     Low Uncertainty 0.009 -0.002 0.020 0.020 
     High Uncertainty 0.017 0.010 0.024 0.020 
Low Contextual Change     
     Poor Performance 0.020 0.011 0.028 0.019 
     Average Performance 0.030 0.017 0.044 0.020 
     Good Performance 0.019 0.011 0.026 0.020 
Medium Contextual Change     
     Poor Performance 0.022 0.014 0.030 0.028 
     Average Performance 0.002 -0.010 0.014 0.000 
     Good Performance 0.014 0.007 0.021 0.017 
High Contextual Change     
     Poor Performance 0.016 0.011 0.022 0.020 
     Average Performance 0.042 0.027 0.058 0.032 
     Good Performance 0.007 -0.005 0.019 0.010 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All raw means fell within the corresponding 
95% confidence intervals for the estimated marginal means. 
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Table Q20 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Combination of Conditions from the Interaction between 
Expertise and Uncertainty 
 
  95% CI  
Conditions ED LL UL MD 
Novice     
     High– Low -0.006 -0.013 0.002 -0.008 
Expert     
     High – Low -0.008 -0.024 0.008 0.000 
Low Uncertainty     
     Novice - Expert 0.013 -0.003 0.030 -0.001 
High Uncertainty     
     Novice - Expert 0.011 0.003 0.019 0.007 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Low = low contextual 
change, Medium = medium contextual change; High = high contextual change; All raw 
mean differences fell within the corresponding 95% confidence intervals for the 
estimated marginal mean differences. 
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Table Q21 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Combination of Conditions from the Interaction between 
Contextual Change and Performance (Performance within Contextual Change) 
 
  95% CI  
Conditions ED LL UL MD 
Low Contextual Change     
     Poor – Average -0.011 -0.023 0.002 -0.001 
     Poor – Good 0.001 -0.012 0.015 -0.001 
     Average - Good 0.012 -0.007 0.030 0.000 
Medium Contextual Change     
     Poor – Average 0.020 0.006 0.034 0.028 
     Poor – Good 0.008 -0.001 0.018 0.011 
     Average - Good -0.012 -0.024 0.001 -0.017 
High Contextual Change     
     Poor – Average -0.026 -0.045 -0.007 -0.012 
     Poor – Good 0.010 -0.003 0.022 0.010 
     Average - Good 0.036 0.014 0.057 0.022 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Low = low contextual 
change, Medium = medium contextual change; High = high contextual change; All raw 
mean differences fell within the corresponding 95% confidence intervals for the 
estimated marginal mean differences. 
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Table Q22 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for Each Combination of Conditions from the Interaction between 
Contextual Change and Performance (Contextual Change within Performance) 
 
  95% CI  
Conditions ED LL UL MD 
Poor Performance     
     Low – Medium -0.002 -0.015 0.011 -0.009 
     Low – High 0.003 -0.009 0.015 -0.001 
     Medium - High 0.006 -0.003 0.014 0.008 
Average Performance     
     Low – Medium 0.028 0.008 0.049 0.020 
     Low – High -0.012 -0.025 0.000 -0.012 
     Medium - High -0.040 -0.062 -0.019 -0.032 
Good Performance     
     Low – Medium 0.005 -0.004 0.013 0.003 
     Low – High 0.012 0.000 0.024 0.010 
     Medium - High 0.007 -0.005 0.020 0.007 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Low = low contextual 
change, Medium = medium contextual change; High = high contextual change; All raw 
mean differences fell within the corresponding 95% confidence intervals for the 
estimated marginal mean differences. 
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Appendix R 
 
Walkthrough of Model Creation for Proportion of Detailed Temporal Utterances: 
Backward-Elimination 
The model building process mimicked a backward-elimination step-wise regression with 
a Factorial ANOVA. The process began with a Factorial ANOVA that included just the 
main effects and 2-way interactions of the dependent variables. 3-way and 4-way 
interactions were not included due to a lack of a large enough sample size per cell. 
Furthermore, one participant was excluded from the analysis due to a complete absence 
of temporally related utterances. The process is detailed below. Table R10 shows the 
final iteration of the model. 
In order to ensure the results were interpretable, the raw means and raw mean 
differences were compared to the estimated marginal means and estimated marginal 
mean differences. All raw means and mean differences fell within their respective 
estimated marginal mean and mean difference confidence intervals. See Table R11 for 
the comparison of means and Table R12 for the comparison of mean differences. 
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Table R1 
 
First Iteration Model 
Source SS df MS F Sig 
Model  1.454a 14 0.104 0.680 0.736 
     Uncertainty 0.006 1 0.006 0.038 0.855 
     Expertise 0.072 1 0.072 0.470 0.530 
     Performance 0.028 2 0.014 0.090  0.916b 
     Contextual Change 0.077 2 0.038 0.251 0.789 
     Expertise * Contextual Change 0.000 0 . . . 
     Performance * Contextual Change 0.050 1 0.050 0.326 0.598 
     Uncertainty * Contextual Change 0.009 1 0.009 0.060 0.819 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.054 1 0.054 0.353 0.584 
Error 0.611 4 0.153   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) 
= not calculated due to insufficient degrees of freedom. 
aR2 = 0.704 (Adjusted R2 = -0.331); bThe main effect of performance had the largest non-
significant alpha value and was removed. Table R2 shows the next iteration of the model. 
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Table R2 
 
Second Iteration Model 
Source SS df MS F Sig 
Model  1.454a 14 0.104 0.680 0.736 
     Uncertainty 0.006 1 0.006 0.038  0.855b 
     Expertise 0.072 1 0.072 0.470 0.530 
     Contextual Change 0.077 2 0.038 0.251 0.789 
     Expertise * Contextual Change 0.000 0 . . . 
     Performance * Contextual Change 0.050 1 0.050 0.326 0.598 
     Uncertainty * Contextual Change 0.009 1 0.009 0.060 0.819 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.054 1 0.054 0.353 0.584 
Error 0.611 4 0.153   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) 
= not calculated due to insufficient degrees of freedom. 
aR2 = 0.704 (Adjusted R2 = -0.331); bThe main effect of uncertainty had the largest non-
significant alpha value and was removed. Table R3 shows the next iteration of the model. 
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Table R3 
 
Third Iteration Model 
Source SS df MS F Sig 
Model  1.454a 14 0.104 0.680 0.736 
     Expertise 0.072 1 0.072 0.470 0.530 
     Contextual Change 0.077 2 0.038 0.251 0.789 
     Expertise * Contextual Change 0.000 0 . . . 
     Performance * Contextual Change 0.050 1 0.050 0.326 0.598 
     Uncertainty * Contextual Change 0.009 1 0.009 0.060  0.819b 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.054 1 0.054 0.353 0.584 
Error 0.611 4 0.153   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) 
= not calculated due to insufficient degrees of freedom. 
aR2 = 0.704 (Adjusted R2 = -0.331); bThe interaction between uncertainty and contextual 
change had the largest non-significant alpha value and was removed. Table R4 shows the next 
iteration of the model. 
 
 
 
290 
 
Table R4 
 
Fourth Iteration Model 
Source SS df MS F Sig 
Model  1.445a 13 0.111 0.896 0.601 
     Expertise 0.044 1 0.044 0.355 0.577 
     Contextual Change 0.107 2 0.053 0.431 0.672 
     Expertise * Contextual Change 0.006 1 0.006 0.052  0.829b 
     Performance * Contextual Change 0.139 2 0.069 0.559 0.604 
     Expertise * Performance 0.000 0 . . . 
     Uncertainty * Expertise 0.000 0 . . . 
     Uncertainty * Performance 0.046 1 0.046 0.370 0.569 
Error 0.620 5 0.124   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value; dash (-) 
= not calculated due to insufficient degrees of freedom. 
aR2 = 0.700 (Adjusted R2 = -0.081); bThe interaction between expertise and contextual change 
had the largest non-significant alpha value and was removed. Table R5 shows the next 
iteration of the model. 
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Table R5 
 
Fifth Iteration Model 
Source SS df MS F Sig 
Model  1.438a 12 0.120 1.148 0.457 
     Expertise 0.023 1 0.023 0.219 0.656 
     Contextual Change 0.133 2 0.066 0.637 0.561 
     Performance * Contextual Change 0.171 3 0.057 0.547 0.668 
     Expertise * Performance      3.467E-4 1      3.467E-4 0.003  0.956b 
     Uncertainty * Expertise 0.030 1 0.030 0.291 0.609 
     Uncertainty * Performance 0.064 1 0.064 0.611 0.464 
Error 0.626 6 0.104   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.697 (Adjusted R2 = 0.090); bThe interaction between expertise and performance had 
the largest non-significant alpha value and was removed. Table R6 shows the next iteration of 
the model. 
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Table R6 
 
Sixth Iteration Model 
Source SS df MS F Sig 
Model  1.438a 11 0.131 1.460 0.316 
     Expertise 0.039 1 0.039 0.438 0.529 
     Contextual Change 0.134 2 0.067 0.750 0.507 
     Performance * Contextual Change 0.175 3 0.058 0.652  0.607b 
     Uncertainty * Expertise 0.032 1 0.032 0.360 0.567 
     Uncertainty * Performance 0.092 1 0.092 1.022 0.346 
Error 0.627 7 0.090   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.696 (Adjusted R2 = 0.220); bThe interaction between performance and contextual 
change had the largest non-significant alpha value and was removed. Table R7 shows the next 
iteration of the model. 
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Table R7 
 
Seventh Iteration Model 
Source SS df MS F Sig 
Model  1.263a 8 0.158 1.969 0.156 
     Expertise 0.148 1 0.148 1.851 0.204 
     Contextual Change 0.075 2 0.038 0.470 0.638 
     Uncertainty * Expertise      4.611E-4 1      4.611E-4 0.006  0.941b 
     Uncertainty * Performance 0.162 3 0.054 0.672 0.588 
Error 0.802 10 0.080   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.612 (Adjusted R2 = 0.301); bThe interaction between uncertainty and expertise had 
the largest non-significant alpha value and was removed. Table R8 shows the next 
iteration of the model. 
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Table R8 
 
Eight Iteration Model 
Source SS df MS F Sig 
Model  1.262a 7 0.180 2.473 0.087 
     Expertise 0.219 1 0.219 3.007 0.111 
     Contextual Change 0.082 2 0.041 0.565  0.584b 
     Uncertainty * Performance 0.266 4 0.067 0.912 0.490 
Error 0.802 11 0.073   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.611 (Adjusted R2 = 0.364); bThe main effect of contextual change had the largest 
non-significant alpha value and was removed. Table R9 shows the next iteration of the 
model. 
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Table R9 
 
Ninth Iteration Model 
Source SS df MS F Sig 
Model  1.180a 5 0.236 3.469 0.033 
     Expertise 0.255 1 0.255 3.755 0.075 
     Uncertainty * Performance 0.262 4 0.066 0.964  0.460b 
Error 0.885 13 0.068   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.572 (Adjusted R2 = 0.407); bThe interaction between uncertainty and performance 
had the largest non-significant alpha value and was removed. Table R10 shows the next 
iteration of the model. 
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Table R10 
 
Tenth Iteration Model 
Source SS df MS F Sig 
Modelb  0.918a 1 0.918 13.605 0.002 
     Expertise 0.918 1 0.918 13.605 0.002 
Error 1.147 17 0.067   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum 
of squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.445 (Adjusted R2 = 0.412); bThe model met the criteria for acceptance. 
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Table R11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition 
 
  95% CI  
Condition EMM LL UL M 
Novice 0.486 0.320 0.651 0.486 
Expert 0.931 0.737 1.125 0.931 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data. All raw means fell within the confidence 
intervals of their respective estimated means. 
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Table R12 
 
Raw Mean Differences Compared to Estimated Marginal Mean Differences and 
Confidence Intervals for the Main Effect of Expertise 
 
  95% CI  
Conditions ED LL UL MD 
Novice Expert -0.445 -0.700 -0.191 -0.445 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data. The raw mean difference 
fell within confidence interval for the estimated marginal means difference. 
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Appendix S 
 
Walkthrough of Model Creation for Proportion of Detailed Temporal Utterances: 
Forward-Elimination 
The model building process for the proportion of detailed temporal utterances mimicked 
a forward-elimination step-wise regression with a Factorial ANOVA. The process began 
by performing an ANOVA on each main effect and interaction separately. 3-way and 4-
way interactions were not included due to a lack of a large enough sample size per cell. 
Table S1 shows the first iteration Model for each individual effect. Tables S2 through 
S10 show the second iteration models.  
 Table S1 shows the model, a main effect of expertise, chosen for further analysis. 
Before the forward-elimination step-wise processes continued, raw means and raw mean 
differences were compared to estimated marginal means and estimated marginal mean 
differences in order to ensure that the results were interpretable. Table S11 shows the 
comparison between the raw means and estimated marginal means. All means fell within 
the confidence intervals for their respective estimated marginal means. Tables S12 
through S14 shows the comparisons between the raw mean difference and estimated 
marginal mean difference. The mean difference fell within the confidence intervals for 
the estimated marginal mean difference. 
 Although the raw means were interpretable, the model itself exhibited 
heterogeneity of variances as measured by a Levene's Test of Equality of Error 
Variances, F(1, 17) = 5.099, p = 0.037. The Brown-Forsythe statistic was referenced in 
order to account for the unequal variances. The result was significant, F(1, 13.403) = 
17.544, p = 0.001. Experts exhibited significantly more detailed temporal utterances (M = 
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0.931, SE = 0.042) than novices (M = 0.486, SE = 0.098).
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Table S1 
First Iteration Model for Each Individual Effect 
Source Result 
Uncertainty F(1, 17) = 0.552, p = 0.467 
Expertisea F(1, 17) = 13.605, p = 0.002 
Performance F(2, 16) = 1.276, p = 0.306 
Contextual Change F(2, 17) = 0.487, p = 0.623 
Uncertainty * Expertise F(3, 15) = 4.861, p  = 0.015 
Uncertainty * Performance F(4, 14) = 2.838, p = 0.065 
Uncertainty * Contextual Change F(5, 13) = 0.368, p = 0.862 
Expertise * Performance F(4, 15) = 3.482, p = 0.036 
Expertise * Contextual Change F(5, 13) = 2.428, p = 0.092 
Performance * Contextual Change F(8, 11) = 1.182, p = 0.386 
Note. Dependent variable = proportion of detailed temporal utterances. 
aThe main effect of expertise exhibited the smallest significant alpha and was 
carried forward to the next iteration of models (Tables S2 through S10). 
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Table S2 
 
Second Iteration Model with Main Effect Uncertainty 
Source SS df MS F Sig 
Modelb  0.963a 2 0.481  6.990 0.007 
     Expertise 0.898 1 0.898 13.037 0.002 
     Uncertainty 0.045 1 0.045  0.653 0.431 
Error 1.102 16 0.069   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.466 (Adjusted R2 = 0.400); bDid not meet the criteria for acceptance. 
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Table S3 
Second Iteration Model with a Main Effect of Performance 
Source SS df MS F Sig 
Modelb  0.955a 3 0.318 4.302 0.022 
     Expertise 0.671 1 0.671 9.067 0.009 
     Performance 0.037 2 0.019 0.250 0.782 
Error 1.110 15 0.074   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2  = 0.462 (Adjusted R2 = 0.355); bDid not meet the criteria for acceptance. 
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Table S4 
 
Second Iteration Model with a Main Effect of Contextual Change 
Source SS df MS F Sig 
Modelb  0.996a 3 0.332  4.664 0.017 
     Expertise 0.878 1 0.878 12.329 0.003 
     Contextual Change 0.079 2 0.039  0.552 0.587 
Error 1.068 15 0.071   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.483 (Adjusted R2 = 0.379); bDid not meet the criteria for acceptance. 
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Table S5 
Second Iteration Model with an Interaction between Uncertainty and Expertise 
Source SS df MS F Sig 
Modelb  1.018a 3 0.339  4.861 0.015 
     Expertise 0.879 1 0.879 12.602 0.003 
     Uncertainty * Expertise 0.100 2 0.050  0.716 0.505 
Error 1.047 15 0.070   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.493 (Adjusted R2 = 0.392); bDid not meet the criteria for acceptance. 
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Table S6 
Second Iteration Model with an Interaction between Uncertainty and Performance 
Source SS df MS F Sig 
Modelb  1.180a 5 0.236 3.469 0.033 
     Expertise 0.255 1 0.255 3.755 0.075 
     Uncertainty * Performance 0.262 4 0.066 0.964 0.460 
Error 0.885 13 0.068   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.572 (Adjusted R2 = 0.407); bDid not meet the criteria for acceptance. 
 
 
 
307 
 
Table S7 
Second Iteration Model with an Interaction between Uncertainty and Contextual Change 
Source SS df MS F Sig 
Modelb  1.110a 6 0.185  2.326 0.101 
     Expertise 0.854 1 0.854 10.739 0.007 
     Uncertainty * Contextual Change 0.192 5 0.038  0.484 0.782 
Error 0.954 12 0.080   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.538 (Adjusted R2 = 0.307); bDid not meet the criteria for acceptance. 
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Table S8 
Second Iteration Model with an Interaction between Expertise and Performance 
Source SS df MS F Sig 
Modelb 1.030a 4 0.257  3.482 0.036 
     Expertise 0.962 1 0.962 13.014 0.003 
     Expertise * Performance 0.112 3 0.037  0.504 0.685 
Error 1.035 14 0.074   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.499 (Adjusted R2 = 0.356); bDid not meet the criteria for acceptance. 
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Table S9 
Second Iteration Model with an Interaction between Expertise and Contextual Change 
Source SS df MS F Sig 
Modelb  0.997a 5 0.199 2.428 0.092 
     Expertise 0.768 1 0.768 9.348 0.009 
     Expertise * Contextual Change 0.079 4 0.020 0.241 0.910 
Error 1.068 13 0.082   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.483 (Adjusted R2 = 0.284); bDid not meet the criteria for acceptance. 
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Table S10 
Second Iteration Model with an Interaction between Performance and Contextual Change 
 
Source SS df MS F Sig 
Modelb  1.313a 8 0.164 2.186 0.123 
     Expertise 0.427 1 0.427 5.685 0.038 
     Performance * Contextual Change 0.396 7 0.057 0.753 0.637 
Error 0.751 10 0.075   
Total 2.065 18    
Note. Dependent variable = proportion of detailed temporal utterances; SS = type III sum of 
squares; df = degrees of freedom; MS = mean square; F = F-ratio; Sig = alpha value. 
aR2 = 0.636 (Adjusted R2 = 0.345); bDid not meet the criteria for acceptance. 
 
 
 
311 
 
Table S11 
 
Raw Means Compared to Estimated Marginal Means and Confidence Intervals for Each 
Condition (Expertise) 
 
  95% CI  
Condition EMM LL UL M 
Novice 0.486 0.320 0.651 0.488 
Expert 0.931 0.737 1.125 0.931 
Note. EMM = estimated marginal mean; CI = confidence interval; LL = lower limit; UL 
= upper limit; M = mean from raw data; All means fell within the confidence intervals 
for their respective estimated marginal means. 
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Table S12 
 
Raw Mean Difference Compared to Estimated Marginal Mean Difference and 
Confidence Interval for Each Condition (Expertise) 
 
  95% CI  
Condition ED LL UL MD 
Novice - Experts -0.445 -0.700 -0.191 -0.445 
Note. ED = estimated marginal mean difference; CI = confidence interval; LL = lower 
limit; UL = upper limit; MD = mean difference from raw data; Mean difference fell 
within the confidence interval for the estimated marginal mean difference. 
 
 
 
