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Discretization procedures which promote the enrichment of approximation
subspaces, for the solution of variational boundary value problems, allow to
represent some features as the domain boundary, discontinuities of the unk-
nowns fields, singularities, among other, regardless of discretization entities,
either the elements or nodes, in mesh-based or mesh-free methods. However,
piecewise continuous functions, commonly used in conventional implemen-
tations, still are a hindrance factor in the searching for better convergence
rates, even applying enrichments. Issues on enrichment pattern and transition
between enriched and non-enriched portions of the domain were pointed as
deserving attention by several investigations in the last years. In this sense,
the present study assesses the use of arbitrarily continuous functions, built
through the generalized finite element method, in plane elasticity problems
with singularities in the stress field, typical of linear elastic fracture mecha-
nics. Firstly, the performance of such smooth functions, in terms of both
convergence of global values as well as crack severity parameters, is inves-
tigated through comparison with responses provided by discretizations using
minimally conforming functions, i.e., bases built with conventional partitions
of unity defined by finite element shape functions. The configurational forces
method, derived following the formalism of Eshelbian mechanics, was used
for computation of severity crack parameters. In a post-processing step, the
configurational forces that arise at the crack tip are directly related to a J-
integral estimate. The results point out the importance of continuity around
the singularity since it avoids stress jumps and allows better capturing of the
features of enrichment functions. The continuity enables improvements of
solution in both global measures and local quantities, even applying singular
enrichment to the possible minimum amount of nodes. Thus, an adaptation
of the subdomain-based implicit residual method for error estimation is pro-
posed. Considering the clouds as subdomains, it is possible to obtain nodal
values of estimated error. The methodology produces local problems, formu-
lated over the clouds, with homogeneous Neumann boundary conditions due
to the localization of the residual functional using the partition of unity. The
inherent continuity of the stress field motivates determining the excitation for
such local problems directly from a projection of the residuum field, in strong
form, on the subspace spanned by higher order functions. The procedure turns
out to be quite appropriate for smooth solutions and, in the studied cases, it
showed appropriate local effectivity even when only polynomial enrichment
is used, indicating that the estimator is capable of detecting where refine-
ment is necessary. Several improvements are pointed as proposals of future
work due to finding that the mathematical tools used, considered separately
or grouped, can be applied in other situations.
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1 INTRODUC¸A˜O E MOTIVAC¸A˜O
Em mecaˆnica dos so´lidos computacional, e´ noto´rio que o me´todo de
elementos finitos (MEF) em sua versa˜o generalizada ou extendida ampliou
significativamente o espectro de possibilidades de investigac¸a˜o. Reviso˜es de
estado-da-arte como Karihaloo e Xiao (2003), Abdelaziz e Hamouine (2008),
Belytschko, Gracie e Ventura (2009) e Fries e Belytschko (2010) confirmam
a constatac¸a˜o.
Compartilhando da mesma fundamentac¸a˜o matema´tica, o Me´todo
Generalizado de Elementos Finitos (do ingleˆs Generalized Finite Element
Method, GFEM), o Me´todo Extendido de Elementos Finitos (do ingleˆs
eXtended Finite Element Method, XFEM) e o Me´todo de Elementos Fi-
nitos de Partic¸a˜o da Unidade (do ingleˆs Partition of Unity Finite Element
Method, PUFEM) propo˜em que melhores aproximac¸o˜es podem ser obtidas
inserindo-se func¸o˜es especiais na base convencional do MEF.
Estes me´todos foram pensados e concebidos com o anseio de supe-
rar dificuldade relacionadas a` adaptac¸a˜o de malhas. Adaptac¸a˜o no sentido de
alterac¸a˜o de paraˆmetros h e p, por exemplo, coordenadas por medidas locali-
zadas de erro e buscando atingir toleraˆncias especificadas. E ainda, adaptati-
vidade no sentido o´timo, de se conseguir o menor erro possı´vel para um dado
montante de varia´veis inco´gnitas. Quando da modelagem de aproximac¸o˜es
envolvendo caracterı´sticas localizadas como singularidades, camadas limites,
interfaces materiais, detalhes geome´tricos do contorno, por exemplo, tais di-
ficuladades se tornam mais evidentes.
O presente trabalho se insere no contexto da investigac¸a˜o da influeˆncia
exercida por um paraˆmetro relacionado a`s discretizac¸o˜es, mais especifica-
mente, quando se utiliza enriquecimentos a` maneira do GFEM, XFEM
ou PUFEM. Diferentemente do paraˆmetro h (dimensa˜o caracterı´stica) e p
(grau polinomial), o paraˆmetro k surge como possibilidade refinamento da
aproximac¸a˜o.
O termo versa˜o k, pelo conhecimento do presente autor, aparece na
literatura com o trabalho de Surana, Ahmadi e Reddy (2002). Reddy e co-
laboradores argumentam que, assim como h e p, a regularidade k tambe´m
governa a capacidade de aproximac¸a˜o de tal modo que, fixando os dois pri-
meiros, pode-se observar alterac¸o˜es de desempenho. Todavia, deve-se reco-
nhecer que a construc¸a˜o de func¸o˜es regulares baseadas em malhas foi, pri-
meiramente, proposta for Edwards (1996), procedimento que foi generali-
zado, para malhas arbitra´rias, por Duarte, Kim e Quaresma (2006). Mais
recentemente, Cottrell, Hughes e Reali (2007) tambe´m apontaram a necessi-
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dade de se investigar o efeito da regularidade, pore´m no aˆmbito da Ana´lise
Isogeome´trica.
Deste modo, a partir da constatac¸a˜o de que a forma de aplicac¸a˜o
do enriquecimento interfere sobremaneira na taxa de convergeˆncia, com re-
latado por Be´chet et al. (2005) e Laborde et al. (2005) em problemas de
mecaˆnica da fratura, optou-se por analisar o efeito da regularidade no desem-
penho de aproximac¸o˜es envolvendo enriquecimentos para campos de tensa˜o
na vizinhanc¸a de uma trinca.
As partic¸o˜es da unidade construı´das segundo Duarte, Kim e Quaresma
(2006) permitem recuperar a elevada regularidade comum de aproximac¸o˜es
por me´todos livres de malha, como por exemplo Monaghan (1982), Liszka,
Duarte e Tworzydlo (1996) e Liu, Jun e Zhang (1995), mas mantendo a malha
de elementos para definic¸a˜o dos suportes das func¸o˜es. Tem-se com isso, um
importante fato: a possibilidade de se elevar a regularidade sem alargamento
de suporte e, consequentemente, superposic¸a˜o (overlapping).
Neste trabalho, faz-se oportuno a ressalva de que a mecaˆnica da fratura
ela´stica linear figura somente como problema modelo, no qual a singulari-
dade e a descontinuidade representam dificuldades quando da aproximac¸a˜o da
soluc¸a˜o. Ressalta-se tambe´m que, como investigac¸a˜o inicial, o desempenho
computacional na˜o e´ contemplado. O esforc¸o foi direcionado a` verificac¸a˜o
de possı´veis vantagens, sob a o´tica da acuracidade e da convergeˆncia, em se
aplicar enriquecimento sobre partic¸a˜o da unidade suave. Procedeu-se uma
comparac¸a˜o com aproximac¸o˜es geradas por partic¸o˜es convencionais, seccio-
namente contı´nuas, considerando iguais discretizac¸o˜es, padro˜es de enriqueci-
mento e quadraturas de integrac¸a˜o.
Dedicou-se tambe´m esforc¸o a` estimac¸a˜o de erro para aproximac¸o˜es
suaves considerando os enriquecimentos utilizados na comparac¸a˜o de de-
sempenho. Uma vez observada influeˆncia da regularidade, justifica-se a
adaptac¸a˜o de me´todos de estimativa de erro po´s-soluc¸a˜o a`s aproximac¸o˜es su-
aves.
Todavia, mais do que somente os resultados aqui apresentados e dis-
cutidos, estabelece-se um horizonte de possibilidades para aplicac¸a˜o das fer-
ramentas matema´ticas aqui tratadas. Diversos melhoramento sa˜o propostos.
Investigac¸o˜es, na˜o relatadas aqui, esta˜o em andamento. E ainda, sugesto˜es
para trabalhos futuros sa˜o, finalmente, elencadas.
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1.1 Contribuic¸o˜es
Pode-se apontar como principais contribuic¸o˜es deste trabalho:
• estudo do efeito da regularidade na qualidade global de aproximac¸o˜es
enriquecidas a partir de partic¸o˜es da unidade suaves;
• ana´lise da qualidade de aproximac¸a˜o de campos de tenso˜es singulares
mediante mecaˆnica configuracional; e
• adaptac¸a˜o de uma metodologia de estimativa de erro po´s-soluc¸a˜o a`s
aproximac¸o˜es suaves, com avaliac¸a˜o perante aproximac¸o˜es enriqueci-
das com func¸o˜es polinomiais e com func¸o˜es com derivadas singulares.
1.2 Organizac¸a˜o da tese
O Me´todo Generalizado de Elementos Finitos e´ apresentado no
Capı´tulo 3. Inicialmente, e´ definida a operac¸a˜o de extensa˜o de uma func¸a˜o,
cuja ferramenta, a partic¸a˜o da unidade, e´ utilizada como princı´pio da
generalizac¸a˜o do MEF. Em seguida, mostra-se como obter func¸o˜es partic¸o˜es
da unidade com regularidade elevada (EDWARDS, 1996) (DUARTE; KIM; QUA-
RESMA, 2006) usando elementos finitos como suporte. Uma vez tratado
o procedimento para construc¸a˜o das partic¸o˜es da unidade, discute-se a
construc¸a˜o de subespac¸os de aproximac¸a˜o, para problemas de valor no con-
torno, empregando-se func¸o˜es de enriquecimento, func¸o˜es estas que podem
refletir algum conhecimento pre´vio acerca das caracterı´sticas da soluc¸a˜o.
Assim, aproveita-se para definir e justificar as func¸o˜es de enriquecimento
utilizadas nesta investigac¸a˜o.
No Capı´tulo 4 e´ enunciado o problema modelo de elasticidade plana,
nas formas forte e fraca. A formulac¸a˜o discretizada correspondente e´ apre-
sentada. A ana´lise de um problema cla´ssico da mecaˆnica da fratura ela´stica
linear e´ proposta com o objetivo de se investigar a influeˆncia da suavidade
na aproximac¸a˜o de soluc¸o˜es com singularidades. Compara-se o desempenho
de aproximac¸o˜es obtidas utilizando partic¸o˜es convencionais de elementos fi-
nitos e partic¸o˜es suaves. As aproximac¸o˜es C0(Ω) sa˜o obtidas enriquecendo
subespac¸os construı´dos com as func¸o˜es de forma de elementos triangulares
lineares, conhecidas tambe´m como func¸o˜es tenda (tent functions), ou func¸o˜es
do elemento CST (constant strain triangle). Os mesmos enriquecimentos sa˜o
aplicados sobre partic¸o˜es C∞(Ω). Primeiramente, sa˜o utilizadas medidas glo-
bais para verificac¸a˜o da qualidade das aproximac¸o˜es. Procura-se identificar a
dependeˆncia com relac¸a˜o ao padra˜o de aplicac¸a˜o do enriquecimento.
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Por outro lado, como descrito no Capı´tulo 5, utiliza-se a mecaˆnica
configuracional com o propo´sito de se obter medidas de severidade da trinca.
A mecaˆnica configuracional (ESHELBY, 1951) consiste de um formalismo de
ana´lise de deformac¸a˜o de so´lidos alternativo a` mecaˆnica Newtoniana. A
forma fraca do equilı´brio em termos do tensor tensa˜o de Eshelby, calculado
a partir da soluc¸a˜o aproximada, viabiliza a identificac¸a˜o de forc¸as nodais que
podem ser associadas a` qualidade da aproximac¸a˜o (RUTER; STEIN, 2007). Es-
pecificamente, nesta investigac¸a˜o, utiliza-se a equivaleˆncia entre a integral
J e a forc¸a configuracional (STEINMANN; ACHERMANN; BARTH, 2001) (MUEL-
LER; MAUGIN, 2002) que se manifesta na frente da trinca para verificac¸a˜o da
qualidade da aproximac¸a˜o.
Todavia, como em situac¸o˜es pra´ticas na˜o se dispo˜e de soluc¸o˜es
analı´ticas, faz-se necessa´rio estimar o erro das aproximac¸o˜es. Faz-se enta˜o
necessa´rio estabelecer ou adaptar estimadores de erro a`s aproximac¸o˜es cons-
truı´das com as func¸o˜es de elevada regularidade. O me´todo residual implı´cito
em subdomı´nios (BARROS; BARCELLOS; DUARTE, 2009) (STROUBOULIS et al.,
2006) (PARE´S; DI´EZ; HUERTA, 2006), permite a obtec¸a˜o de indicadores nodais
de erro se forem consideradas as pro´prias nuvens para a composic¸a˜o de pro-
blemas locais para a estimativa de erro. Propo˜e-se uma modificac¸a˜o relativa
a` forma de ca´lculo do funcional residual. Uma vez que tem-se aproximac¸o˜es
suaves, define-se a excitac¸a˜o dos problemas de aproximac¸a˜o do erro atrave´s
da projec¸a˜o do campo resı´duo, em forma forte, sobre func¸o˜es de ordem
superior a`s usadas na aproximac¸a˜o da soluc¸a˜o global. O campo resı´duo
na forma forte e´ obtido diretamente com po´s-processamento da soluc¸a˜o.
Sa˜o considerados dois problemas cla´ssicos da elasticidade plana para se
verificar a efetividade de dois estimadores de erro definidos similarmente
a (STROUBOULIS et al., 2006) e (PRUDHOMME et al., 2004). Primeiramente,
os estimadores e indicadores de erro sa˜o analisados para aproximac¸o˜es
envolvendo somente enriquecimento polinomial. Em seguida, considera-se
o problema utilizado nos Capı´tulos 4 e 5 que envolvem, simultaneamente,
enriquecimento polinomial e com func¸o˜es de frente de trinca.
Finalmente, sa˜o feitas as considerac¸o˜es finais no Capı´tulo 7 e sa˜o lis-
tados diversos melhoramentos, alguns ja´ em andamento, e propostas de tra-
balhos futuros.
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2 REVISA˜O BIBLIOGRA´FICA
As primeiras tentativas de modelagem nume´rica de propagac¸a˜o de
trincas, do conhecimento do presente autor, foram propostas por Ngo e Scor-
delis (1967) e Rashid (1968), que analisaram fratura em estruturas de con-
creto.
Quando um crite´rio de iniciac¸a˜o da trinca e´ verificado, a trinca pode
ser modelada pela introduc¸a˜o de uma separac¸a˜o entre contornos de elementos,
de acordo com a abordagem de Ngo e Scordelis (1967). Assim, a metodolo-
gia resultante e´ incluı´da na categoria dos me´todos de Fratura Discreta Inter-
Elementar e pode ser apropriada quando a trajeto´ria da trinca e´ conhecida,
em princı´pio, pois remalhamento e´ requerido para uma trajeto´ria de trinca ar-
bitra´ria. Desta forma, as duas maiores deficieˆncias deste me´todo sa˜o que as
trincas sa˜o restritas aos contornos dos elementos e que elas causam mudanc¸as
contı´nuas na topologia da malha.
Por outro lado, Rashid (1968) apresentou uma Metodologia Melho-
rada com a qual trincas arbitra´rias podem ser modeladas, visto que na˜o exis-
tem restric¸o˜es topolo´gicas. Em tal trabalho a condic¸a˜o de fraturamento e´ de-
terminada pela ma´xima tensa˜o no elemento e uma vez excedido o valor crı´tico
o elemento e´ considerado trincado. As equac¸o˜es constitutivas sa˜o enta˜o mo-
dificadas de tal forma que a tensa˜o normal a` descontinuidade desaparece.
Todavia, como citado por Borst e Gutie´rrez (1999), tal conceito melhorado
inevitavelmente introduz amolecimento por deformac¸a˜o no modelo constitu-
tivo. Assim, em um dito Modelo Implı´cito, as deformac¸o˜es nos elementos
por onde a trinca passa sa˜o modificadas para representar a descontinuidade,
podendo ainda as equac¸o˜es constitutivas serem modificadas.
Ao longo do desenvolvimento de metodologias baseadas no Me´todo
de Elementos Finitos (MEF) convencional, verificou-se que metodologias
discretas, a exemplo do trabalho de Ngo e Scordelis (1967), sa˜o mais efetivas
mesmo quando requerendo algoritmos de remalhamento automa´tico. Ale´m
disso, e´ bem sabido que o MEF, tipicamente, com espac¸os de aproximac¸a˜o
formados por func¸o˜es seccionalmente diferencia´veis, requer um refinamento
significativo (SZABO´; BABUSˇKA, 1991) e portanto na˜o consiste numa ferra-
menta efetiva para problemas com descontinuidades ou singularidades, de-
ficieˆncia agravada nos casos em que tais caracterı´sticas dos campos na˜o pos-
suem posic¸a˜o fixa no domı´nio.
Incluir o campo de deslocamento ana´litico pro´ximo a` trinca no espac¸o
de func¸o˜es de elementos isoparame´tricos foi uma estrate´gia proposta por
Benzley (1974) para capturar campos de tenso˜es singulares. O elementos de
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Barsoum (1974) e´, tambe´m, um elemento quadra´tico contemporaˆneo, no qual
pontos de controle especı´ficos sa˜o movidos para um quarto da dimensa˜o dos
lados (quarter point), medido a partir da singularidade, ale´m do colapso de
uma aresta sobre este ponto. Posteriormente, Banks-Sills e Bortman (1984)
tambe´m obtiveram singularidade no Jacobiano de um elemento Serendipity
de 8 no´s pelo posicionamento do no´ do meio das arestas a um quarto da di-
mensa˜o do elemento, para representac¸a˜o de campos singulares. Entretanto,
os resultados destes elementos sa˜o bastante sensı´veis ao seu tamanho e na˜o
exibem convergeˆncia uniforme com o refinamento da malha e sa˜o, geral-
mente, na˜o compatı´veis com elementos convencionais, requerendo elementos
de transic¸a˜o.
A ide´ia de enriquecer o campo de deslocamentos para introduzir o
efeito cinema´tico do fenoˆmeno de localizac¸a˜o, por exemplo, foi apresentado
por Ortiz, Leroy e Needleman (1987). Adicionalmente, a Metodologia com
Descontinuidade Embutida proposta por Simo, Oliver e Armero (1993) per-
mite uma trinca se localizar no interior de um elemento finito e crescer arbi-
trariamente sem depender da topologia da malha. A descontinuidade e´ con-
siderada como uma componente enriquecida do campo de deslocamentos,
exibindo uma componente regular contı´nua e outra descontı´nua atrave´s da
trinca, cujos graus de liberdade sa˜o eliminados por condensac¸a˜o no interior
do elemento.
Outro me´todo de trinca embutida no elemento foi proposto por Oliver
(1995), no qual a trinca e´ representada como uma descontinuidade no deslo-
camento no interior do elemento. Entretanto, frentes de trinca na˜o podem ser
representadas dentro do elemento e a singularidade do campo e´ desprezada.
Fica enta˜o claro que nos chamados modelos explı´citos, o campo de
deslocamentos e´ construı´do como sendo descontı´nuo atrave´s da superfı´cie da
trinca. Isto pode ser conseguido quer seja fazendo a malha se conformar a`
trinca, de modo que as arestas dos elementos coincidam com a descontinui-
dade, ou atrave´s de te´cnicas de enriquecimento. Visto que a modificac¸a˜o da
malha ao longo da ana´lise envolve uma se´ries de dificuldades, a opc¸a˜o via
enriquecimento representou uma direc¸a˜o na qual inu´meros outros me´todos
foram inspirados ao longo da u´ltima de´cada, como sera´ discorrido na pro´xima
sec¸a˜o.
2.1 Metodologias para representac¸a˜o de trincas via enriquecimento
A observac¸a˜o de que o campo de deslocamentos poderia ser satisfa-
toriamente representado por uma parcela contı´nua e outra descontı´nua, ou
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mesmo singular, foi finalmente aplicada ao conceito de partic¸a˜o da unidade,
que sera´ discutido no Capı´tulo 3. A propriedade da partic¸a˜o da unidade foi
explorada por Duarte e Oden (1995) e Melenk e Babusˇka (1996). Esta e´
uma propriedade dos espac¸os de aproximac¸a˜o conhecida de longa data (ODEN;
REDDY, 1976), visto que corresponde a` habilidade do espac¸o de func¸o˜es de
aproximac¸a˜o de reproduzir um campo de deslocamentos constante (condic¸a˜o
de consisteˆncia), que fisicamente correspondem a uma translac¸a˜o de corpo
rı´gido, o que implica em capacidade de convergeˆncia de aproximac¸o˜es de
elementos finitos.
A estrate´gia de introduzir func¸o˜es de enriquecimento, como sera´
discutido no Capı´tulo 3, via partic¸a˜o da unidade, atrave´s do produto das
func¸o˜es base de elementos finitos, separa as questo˜es de continuidade inte-
relemento e aproximabilidade local. Melenk e Babusˇka (1996) propuseram
uma representac¸a˜o complexa para a soluc¸a˜o analı´tica de Muskhelishvili
(1963), expressando a soluc¸a˜o de problemas em estado plano de tenso˜es e
deformac¸o˜es em termos de duas func¸o˜es complexas. As propriedades de
aproximac¸a˜o dos polinoˆmios harmoˆnicos generalizados sa˜o muito similares
a`s propriedades de aproximac¸a˜o da soluc¸a˜o da equac¸a˜o de Laplace e portanto
produz estimativas de erro a priori similares.
Melenk e Babusˇka (1996) mostraram que as func¸o˜es de enrique-
cimento na˜o precisam resolver as equac¸o˜es governantes para conduzir a`
aproximac¸a˜o local. No entanto, func¸o˜es baseadas em soluc¸o˜es analı´ticas
podem conduzir a boas propriedades de aproximac¸a˜o local e potencialmente
podem permitir o uso de malhas grosseiras. Adicionalmente, a escolha de
func¸o˜es de enriquecimento na˜o polinomiais que sa˜o adaptadas a um pro-
blema especı´fico podem conduzir a` taxas de convergeˆncia o´timas (BABUSˇKA;
MELENK, 1997).
Para representar o campo de tenso˜es singulares, Duarte (1996) e Oden
e Duarte (1997) introduziram dois conjuntos das chamadas func¸o˜es branch,
que sa˜o baseadas nas func¸o˜es de tenso˜es de Westergaard (1939). Cada um
destes conjuntos e´ usado como enriquecimento da aproximac¸a˜o em torno da
frente da trinca, para as componentes de deslocamento nas direc¸o˜es x e y,
respectivamente.
Fleming et al. (1997) propuseram incorporar os campos singulares em
um me´todo sem malha. Primeiramente, os autores enriqueceram as func¸o˜es
teste do Me´todo de Galerkin Livre de Elementos para incluir o campo as-
sinto´tico pro´ximo a` frente da trinca associado ao problema de fratura ela´stica.
Os coeficientes associados a estas func¸o˜es adicionais, que correspondem aos
fatores de intensidade de tenso˜es, sa˜o varia´veis desconhecidas ale´m dos co-
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eficientes de deslocamentos nodais. Entretanto, os campos a` frente da trinca
sa˜o globais ao inve´s de serem limitados a` uma regia˜o em torno desta visto
que as func¸o˜es assinto´ticas na˜o pertencem a` base do me´todo de mı´nimos
quadrados. Outra estrate´gia na qual a base e´ expandida para incluir func¸o˜es
que geram tais soluc¸o˜es asinto´ticas sa˜o testadas. Pore´m o uso de uma base
enriquecida pode conduzir a uma matriz momento que exibe algum mau-
condicionamento. Para construir uma linha de descontinuidade o domı´nio de
influeˆncia nodal e´ simplesmente truncado usando o crite´rio da visibilidade de
Krysl e Belytschko (1997).
Belytschko e Black (1999) exploraram as propriedades da partic¸a˜o da
unidade para aplicar o mesmo sub-espac¸o de func¸o˜es desenvolvido em Fle-
ming et al. (1997). A metodologia resultante foi denominada Me´todo dos Ele-
mentos Finitos Extendido (XFEM) e emprega a soluc¸a˜o assinto´tica a` frente
da trinca como enriquecimento para a trinca como um todo, necessitando de
um mapeamento para lidar com pequenas mudanc¸as de direc¸a˜o a partir de
uma projec¸a˜o retilı´nea da trinca. Tal mapeamento pode ser entendido como
uma rotac¸a˜o virtual para alinhar o acre´scimo da trinca ao segmento principal
mantendo o campo na perpendicular ao segmento principal fixo atrave´s do
ponto de rotac¸a˜o. Em outras palavras, a descontinuidade nas func¸o˜es de enri-
quecimento sa˜o alinhadas por uma sequeˆncia de mapeamentos para rotacionar
cada segmento da descontinuidade. Assim, e´ necessa´rio algum remalhamento
pro´ximo a` frente da trinca para mudanc¸as severas de direc¸a˜o.
Moe¨s, Dolbow e Belytschko (1999) and Dolbow, Moe¨s e Belytschko
(2000) introduziram uma te´cnica mais versa´til na qual o campo de deslo-
camentos asinto´tico da fratura ela´tica linear foi usado conjuntamente com a
func¸a˜o degrau unita´rio (Heaviside), para representar a singularidade e a des-
continuidade, respectivamente. Este conceito possibilita trincas arbitra´rias se-
rem manipuladas independente da geometria da malha, mas deve-se notar que
visto que a topologia da trinca necessita ser representada por uma partic¸a˜o da
unidade, a regularidade da representac¸a˜o da trinca e´ limitada. Este conceito
foi extendido ao modelamento de fratura tridimensional esta´tica por Sukumar
et al. (2000).
Daux et al. (2000) aplicaram o XFEM para modelagem de vazios e
fraturas com geometrias mais complexas. Trincas com mu´ltiplas ramificac¸o˜es
foram modeladas atrave´s da superposic¸a˜o de enriquecimentos com a func¸a˜o
degrau unita´rio nos pontos de ramificac¸a˜o, permitindo representar interac¸o˜es
entre trincas e orifı´cios, ou sistemas com trincas emanando dos orifı´cios.
Belytschko, Moe¨s e Usui (2001) unificaram a modelagem de func¸o˜es
com descontinuidades arbitra´rias e derivadas descontı´nuas em elementos fi-
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nitos.
O XFEM e o me´todo Level Set (SETHIAN, 1999) foi primeiro aplicado
por Stolarska et al. (2001). Os autores usaram duas func¸o˜es level set orto-
gonais para tratar crescimento de trincas em duas dimenso˜es, uma delas para
representar a topologia da trinca propriamente dita e outra para localizar a
frente desta. A atualizac¸a˜o das func¸o˜es level set foi efetuada usando o Fast
Marching Method (SETHIAN, 1996) mas surgiram dificuldades do fato de que
a primeira das func¸o˜es deve permanecer fixa uma vez que a trinca se abre.
Alguns detalhes no que diz respeito ao me´todo level set sera˜o apresentados
na sequeˆncia. A metodologia foi tambe´m aplicada a problemas tridimensio-
nais para crescimento de trincas na˜o-planares em regime quase-esta´tico por
Moe¨s, Gravouil e Belytschko (2002) e Gravouil, Moe¨s e Belytschko (2002).
Sukumar et al. (2001) adaptaram a metodologia do level set para mo-
delar orifı´cios e interfaces materiais arbitra´rios em problemas de elastosta´tica
bidimensional. A descric¸a˜o geome´trica de uma interface, o contorno de um
orifı´cio ou inclusa˜o, e´ representado por graus de liberdade geome´tricos nos
no´s visto que a func¸a˜o cujo nı´vel zero define a interface e´ convertida a uma
representac¸a˜o funcional discreta usando func¸o˜es de forma convencionais de
elementos finitos.
Duarte et al. (2001) desenvolveram um me´todo para propagac¸a˜o
dinaˆmica de trincas em domı´nio tridimensional, no contexto do MGEF, com
o enriquecimento descontı´nuo baseado no crite´rio da visibilidade. Os autores
usaram enriquecimentos singulares pro´ximo a` frente da trinca baseado nos
termos de primeira ordem da soluc¸a˜o assinto´tica para trincas retilı´neas e usa-
ram mı´nimos quadrados para regularizar os campos de tenso˜es para extrair
os fatores de intensidade de tenso˜es.
Jirasek e Belytschko (2002) argumentaram que o XFEM oferece
vantagens se comparado aos me´todos com descontinuidade embutida.
Os elementos com descontinuidades embutidas baseados no me´todo das
deformac¸o˜es enriquecidas sa˜o na˜o-conformes, e a compatibilidade do campo
de deformac¸o˜es e´ imposta somente no sentido fraco. Em contraste, as func¸o˜es
de enriquecimento usadas no XFEM sa˜o descontı´nuas somente ao longo da
descontinuidade e sa˜o contı´nuas em qualquer outra posic¸a˜o. Os graus de
liberdade adicionais introduzidos pelas formulac¸o˜es com descontinuidades
embutidas possuem uma caracterı´stica interna e podem ser eliminados em
nı´vel de elemento. Isto e´ uma vantagem pois o nu´mero e o significado fı´sico
dos graus de liberdade globais permanece igual mesmo quando novas linhas
de descontinuidades sa˜o inseridas. Entretanto, o XFEM parece ser preferı´vel
devido a`s suas propriedades cinema´ticas superiores e robustez nume´rica em
36 2 Revisa˜o bibliogra´fica
relac¸a˜o aos elementos com descontinuidades embutidas.
A dificuldade essencial relacionada a um modelo de trinca dependente
da imposic¸a˜o da nulidade da tensa˜o normal a` trinca e´ que ele exibe sensibili-
dade patolo´gica ao tamanho da malha. Se o corpo modelado tem um entalhe
ou trinca pre´-existente, o campo de tenso˜es exato e´ ilimitado (devido a` sin-
gularidade na frente da trinca). Os ma´ximos valores de tenso˜es obtidos pela
ana´lise com elementos finitos podem ser arbitrariamente grandes se a malha
for suficientemente refinada. Se na˜o existe singularidade no campo de tensa˜o,
entretanto, o campo de tensa˜o ela´stico e´ limitado e a iniciac¸a˜o da trinca e´ re-
produzida corretamente, mas a trinca se propaga de uma forma insta´vel apo´s
o seu surgimento, pois apo´s a falha do primeiro elemento cria-se imediata-
mente uma situac¸a˜o equivalente ao entalhe pre´-existente. Uma forma de se
remediar tal incoveniente poderia ser introduzir uma tensa˜o coesiva atuando
nas faces da trinca que gradualmente decresce a zero a` medida que a trinca se
abre (JIRASEK; BELYTSCHKO, 2002). Tal modelo de descontinuidade coesiva
pode remover a singularidade a` frente da trinca e assim resolver o problema
relacionado a` objetividade e pode ser fisicamente justifica´vel pela existeˆncia
de processos fisicamente na˜o-lineares numa regia˜o de dimensa˜o finita a` frente
da trinca.
Bellec e Dolbow (2003) expuseram uma nota sobre func¸o˜es de enri-
quecimento para modelagem da nucleac¸a˜o de trincas, analisando o caso par-
ticular onde a extensa˜o da trinca se aproxima do tamanho do suporte das
func¸o˜es de forma nodais.
O problema de nucleac¸a˜o, crescimento e coalesceˆncia foi investigado
por Remmers, Borst e Needleman (2003) que estudaram a possibilidade de se
definir segmentos coesivos em posic¸o˜es e direc¸o˜es arbitra´rias e assim permitir
a resoluc¸a˜o de padro˜es complexos de fraturamento.
Muito embora malhas na˜o estruturadas sejam mais convenientes para
ana´lises de engenharia visto que melhor se conformam aos contornos ex-
ternos, malhas estruturadas podem ser convenientes para muitos estudos em
cieˆncia dos materiais, por exemplo, se o objetivo e´ determinar as proprieda-
des de uma ce´lula unita´ria do material. Adicionalmente, quando resolvendo
problemas de interfaces materiais numericamente usando o me´todo de ele-
mentos finitos convencional, as linhas da malha devem ser colocadas sobre a
descontinuidade para levar em considerac¸a˜o as propriedades correspondentes
a cada material. Buscando oferecer uma alternativa para isso, Belytschko et
al. (2003) propuseram um me´todo no qual superfı´cies implicitamente defini-
das sa˜o usadas para a definic¸a˜o de superfı´cies internas e externas em modela-
gem de objetos so´lidos, usando malhas estruturadas de elementos finitos. A
2.1 Metodologias para representac¸a˜o de trincas via enriquecimento 37
descric¸a˜o via func¸o˜es implı´citas com func¸o˜es base radiais como aproximac¸a˜o,
de acordo com Carr et al. (2001), e´ usada para representar superfı´cies inter-
nas, tais como interfaces materiais, superfı´cies de deslizamento e trincas.
Nagashima, Omoto e Tani (2003) aplicaram o XFEM a um problema
de trinca interfacial elastosta´tica em domı´nio bi-dimensional. Apesar de a
atenc¸a˜o ser focada sobre trincas interfaciais, a base de enriquecimento e´ de-
terminada a partir da soluc¸a˜o asinto´tica de placa homogeˆnea, usando o sub-
espac¸o geralmente empregado por Belytschko e colaboradores.
Um novo elemento para frente de trinca baseado na func¸a˜o sinal (Hea-
viside generalizada) foi proposto por Zi e Belytschko (2003). Os autores no-
taram que quando func¸o˜es de enriquecimento singulares sa˜o usadas conjun-
tamente com func¸o˜es degrau, como em Moe¨s, Dolbow e Belytschko (1999),
a propriedade de partic¸a˜o da unidade na˜o se verifica nos elementos em torno
da frente da trinca. O enriquecimento destes elementos e´ uma partic¸a˜o da
unidade local e deve ser compatibilizada ao restante do domı´nio para um de-
sempenho adequado, como discutido por Chessa, Wang e Belytschko (2003).
Assim, todos os elementos com trinca, incluindo o que conte´m a frente da
trinca, sa˜o enriquecidos pela func¸a˜o sinal de forma que a partic¸a˜o da unidade
e´ va´lida no domı´nio todo. O domı´nio mapeado dos elementos parcialmente
cortados e´ dividido em duas partes e somente a parte trincada e´ enriquecida
por uma func¸a˜o sinal. A frente da trinca pode ser localizada em qualquer lu-
gar no interior de um elemento. Entretanto, a abertura da trinca e´ linear, de
modo que o procedimento requer boa resoluc¸a˜o da malha para fratura ela´stica
e substancial refinamento para trincas coesivas. A` medida que a frente da
trinca avanc¸a a forc¸a aplicada e´ controlada para resultar uma trac¸a˜o, normal
a` direc¸a˜o da trinca, igual a` resisteˆncia do material (uma forma alternativa de
fazer com que o fator de intensidade de tensa˜o se anule).
Belytschko et al. (2003) apresentaram uma nova te´cnica de enriqueci-
mento para evitar dificuldades encontradas com o XFEM original em proble-
mas dependendentes da histo´ria de carregamento. Mais detalhes sa˜o reporta-
dos na sequeˆncia.
Uma particularidade se verifica em todos os trabalhos citados ate´
enta˜o. Somente aproximac¸o˜es lineares de elementos finitos foram adotadas
quando o XFEM e o me´todo Level Set sa˜o empregados para a descric¸a˜o das
descontinuidades.
Stazi et al. (2003) aplicaram enriquecimento sobre elementos fini-
tos quadra´ticos, verificando-se taxas de convergeˆncia mais elevadas, susce-
tibilidade decrescente ao travamento e abilidade de modelar contornos cur-
vos. Ale´m disso, uma func¸a˜o level set interpolada por func¸o˜es de forma
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quadra´ticas e´ capaz de descrever trincas curvas visto que descric¸o˜es level
set atrave´s de elementos finitos lineares permitem somente trincas seccional-
mente lineares. A abordagem e´ similar a`quela de Ventura, Xu e Belytschko
(2002) de tal forma que a geometria da trinca pode ser atualizada somente
por equac¸o˜es que envolvem informac¸o˜es geome´tricas. Os deslocamentos sa˜o
aproximados por elementos triangulares de seis no´s. A func¸a˜o distaˆncia com
sinal e´ aproximada pelas mesmas func¸o˜es de forma como os deslocamentos.
A aproximac¸a˜o de elementos finitos padra˜o foi enriquecida com as func¸o˜es
geradoras da soluc¸a˜o de Westergaard nos no´s em torno da frente da trinca e
os no´s ao longo da trinca foram enriquecidos com a func¸a˜o Heaviside mo-
dificada para ser sime´trica ao longo da trinca. As func¸o˜es de forma sa˜o
quadra´ticas enquanto func¸o˜es de forma lineares foram usadas para construir
uma partic¸a˜o da unidade para o enriquecimento e para o blending. Os fato-
res de intensidade de tenso˜es foram obtidos pela integral J e integral I. Os
resultados para KII sa˜o frequentemente menos acurados que para KI . Para
melhorar a precisa˜o algums termos integrados ao longo das faces da trinca
devem ser adicionados a` expressa˜o da integral de interac¸a˜o.
Budyn et al. (2004) descreveram um me´todo para modelar a evoluc¸a˜o
de mu´ltiplas trincas usando a metodologia do XFEM no contexto da mecaˆnica
da fratura ela´stica linear. Ha´ a possibilidade de que as trincas cresc¸am ate´
a coalesceˆncia e eventualmente propaguem pelo modelo. As trincas com
o fator de intensidade de tensa˜o ma´ximo, calculado por meio de uma inte-
gral de interac¸a˜o, crescem de tal forma que o fator de intensidade de tensa˜o
permanec¸a crı´tico, ajustando o paraˆmetro de carregamento pelo controle do
comprimento da trinca. No caso de frentes de trincas concorrentes, uma
ana´lise de estabilidade e´ executada para determinar a configurac¸a˜o do per-
curso da trinca que conduz ao ma´ximo descrescimento no potencial de ener-
gia.
Sukumar et al. (2004) propuseram uma te´cnica de enriquecimento da
partic¸a˜o da unidade para trincas em interfaces bimateriais. As func¸o˜es de
enriquecimento de frente de trinca sa˜o escolhidas como aquelas que geram
o campo de deslocamentos assinto´tico para uma interface obtido por Rice
(1988). Os fatores de intensidade de tensa˜o para trincas em interface bimate-
rial foram calculados numericamente usando a forma de domı´nio da integral
de interac¸a˜o. A singularidade de tenso˜es nas vizinhanc¸as da frente de trinca
de uma interface bimaterial e´ oscilato´rioa por natureza, com a presenc¸a de
uma singularidade r−1/2. A partir do erro relativo na norma energia, a taxa
de convergeˆncia do me´todo foi estimada como um meio, o que vai de en-
contro a` taxa de convergeˆncia teo´rica o´tima do MEF cla´ssico na presenc¸a de
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singularidade dominante
√
r.
Uma estrate´gia adequada para a representac¸a˜o de descontinuidades
fracas e fortes foi apresentada por Hansbo e Hansbo (2004). O me´todo e´
classificado como Unfitted Finite Element Method (HANSBO; HANSBO, 2002)
e pode manipular interfaces perfeitamente e imperfeitamente coladas, com
rigidez pequena ou grande. Isto e´ conseguido usando uma forma bi-linear
na˜o convencional para definir o me´todo, juntamente com um paraˆmetro de
penalizac¸a˜o adequado que depende das condic¸o˜es de interface assim como da
malha. O me´todo basicamente substitui cada func¸a˜o de elemento finito por
novas func¸o˜es base, com descontinuidade sobre a interface, de tal forma cada
uma e´ na˜o nula somente sobre uma das duas partes em que e´ bisseccionado
um elemento cortado pela trinca. Os autores fornecem uma ana´lise de estima-
tiva de erro a priori, e exemplos envolvendo incluso˜es, contato e fratura. Para
o problema de fratura, a trinca foi suposta acomodar uma pequena constante
de rigidez apo´s a falha. De acordo com Belytschko, Gracie e Ventura (2009)
a base de aproximac¸a˜o e´ uma conbinac¸a˜o linear da base do XFEM para des-
continuidades. A performance e´ ideˆntica a` do XFEM. A integrac¸a˜o ainda
requer algoritmos especiais. As aproximac¸o˜es para gradientes descontinuos
podem tambe´m ser construı´das por restric¸a˜o de aproximac¸o˜es descontı´nuas
por meio de multiplicadores de Lagrange ou por meio do me´todo de Nitsche.
A escolha depende primeiramente de aspectos de implementac¸a˜o visto que
corresponde a adicionar um elemento extra e no´s extras para todo elemento
seccionado pela descontinuidade.
Be´chet et al. (2005) introduziram um esquema de enriquecimento
independente da malha, desenvolvendo novas quadraturas de integrac¸a˜o para
func¸o˜es assinto´ticas e implementando um esquema de pre´-condicionamento
adaptado a`s func¸o˜es enriquecidas. Mais detalhes sera˜o apresentados no
Capı´tulo 4.
A incorporac¸a˜o das func¸o˜es de enriquecimento no espac¸o de
aproximac¸a˜o mediante produto com a partic¸a˜o da unidade gera um en-
riquecimento externo com consequente aumento no nu´mero de graus de
liberdade do modelo. Todavia, a utilizac¸a˜o destas mesmas func¸o˜es como
bases para o Me´todo de Mı´nimos Quadrados Mo´veis pode gerar func¸o˜es
de aproximac¸a˜o que incorporam as caracterı´sticas do enriquecimento sem
adic¸a˜o de graus de liberdade. Tal procedimento foi elaborado por Fries
e Belytschko (2006) com o apelo de permitir representar descontinuidade
sem varia´veis nodais adicionais, mediante um enriquecimento denotado
intrı´nseco. O procedimento requer um cuidado especial na definic¸a˜o das
func¸o˜es de ponderac¸a˜o nodais de forma que seja garantida a inversa˜o das
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matrizes momento ponderadas no Me´todo de Mı´nimos Quadrados Mo´veis,
requerendo uma sobreposic¸a˜o de nuvens mı´nima em cada ponto do domı´nio.
Uma observac¸a˜o importante e´ que as func¸o˜es de aproximac¸a˜o resultantes na˜o
possuem a propriedade do delta de Kronecker e assim requerem tratamento
especial para imposic¸a˜o de condic¸o˜es de contorno.
Comi e Mariani (2007) expuseram uma simulac¸a˜o pelo XFEM de
fratura quase-fra´gil em materiais funcionalmente graduados, levando em
considerac¸a˜o a gradac¸a˜o material, que foi desenvolvida para reproduzir a
propagac¸a˜o de trincas coesivas.
Asadpoure e Mohammadi (2007) desenvolveram treˆs conjuntos in-
dependentes de func¸o˜es de enriquecimento ortotro´picos para ana´lises com
XFEM de trincas em meio ortotro´pico. A base geradora do campo sin-
gular foi modificada adicionando termos dos campos de deslocamentos bi-
dimensionais deduzidos por Sih, Paris e Irwin (1965) por meio de func¸o˜es
analı´ticas e varia´veis complexas.
Yan e Park (2008) apresentaram um estudo sobre a aplicac¸a˜o do
XFEM baseado na formulac¸a˜o de Zi e Belytschko (2003), que empregam
somente a func¸a˜o degrau unita´rio, para a modelagem de crescimento de
trincas em estruturas compostas laminadas, com particular eˆnfase sobre a
capacidade do XFEM em predizer o percurso da trinca em fratura pro´xima
a interfaces. Dispensar as func¸o˜es singulares de frente de trinca elimina
os elementos parcialmente enriquecidos sobre os quais na˜o se verifica a
partic¸a˜o da unidade, segundo Chessa, Wang e Belytschko (2003), evitando
a degradac¸a˜o da precisa˜o nestes elementos. Mas isto, claramente, diminui a
capacidade da aproximac¸a˜o representar o campo de deslocamento real.
Borja (2008) elucidou os conceitos envolvidos no me´todo Assumed
Enhanced Strain (AES) e o XFEM com refereˆncia a simulac¸a˜o de trincas
com atrito.
Rabczuk et al. (2008) expuseram um novo elemento de frente de trinca
para o me´todo Phanton-Node com trincas coesivas arbitra´rias.
Song e Belytschko (2009) expuseram o me´todo cracking node para
fratura dinaˆmica com o XFEM. A trinca e´ representada por segmentos discre-
tos contı´guos que repousam sobre os no´s de elementos finitos e envolvendo
somente dois elementos adjacentes. Cada um dos segmentos de trincas e´ in-
dependentemente determinado pelo crite´rio da ma´xima deformac¸a˜o principal
no corpo de prova simulado. O modelo de comportamento em fratura deve
ser consistente com a resoluc¸a˜o da malha de elementos finitos e um conjunto
de regras e´ necessa´rio para se evitar padro˜es espu´rios de trinca, todavia ainda
resultando capaz de representar o fenoˆmeno de fratura dinaˆmica. O cracking
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node dissipa mais energia de fratura que o XFEM convencional, que prova-
velmente explica a menor velocidade de propagac¸a˜o de trinca.
Visto que a maioria dos estudos utilizam func¸o˜es de enriquecimento
simplificadas para representar descontinuidades fortes, Cox (2009) expoˆs
func¸o˜es de enriquecimento baseadas em uma investigac¸a˜o analı´tica do pro-
blema de fratura coesiva procurando melhor representar o gradiente de des-
locamentos nas vizinhanc¸as de uma trinca com zona coesiva. A formulac¸a˜o
nume´rica e´ deduzida considerando comportamento ela´stico linear mas isto
na˜o impede considerar resposta inela´stica. A tensa˜o principal ma´xima foi
usada como crite´rio para definir a iniciac¸a˜o da zona coesiva, que surge quando
tal tensa˜o atinge ou excede a tensa˜o de resisteˆncia do material.
Cox (2009) notou que func¸o˜es de enriquecimento em coordenadas
elı´pticas baseadas no trabalho de Zhang e Deng (2007), que examinam a natu-
reza da soluc¸a˜o pro´xima a` zona coesiva, sa˜o mais simples para implementar
que as func¸o˜es de enriquecimento baseadas nos polinoˆmios de Chebyshev,
constante e linear em z, como bases para a soluc¸a˜o em se´rie de Hong e Kim
(2003) e conduz a menores problemas de convergeˆncia. Uma base similar a`
de Belytschko e Black (1999) para problema com zona coesiva iria requerer
uma quantidade grande de func¸o˜es de enriquecimento por no´. Portanto, as
expresso˜es analı´ticas para as componentes de deslocamentos sa˜o usadas di-
retamente como enriquecimento. Um paraˆmetro de estudo para um modelo
de fratura com modo I e´ apresentado para calcular se propagac¸a˜o de trinca
quase-esta´tica pode ser acuradamente modelada com a formulac¸a˜o proposta.
Belytschko e colaboradores (BELYTSCHKO; BLACK, 1999), (MOE¨S; DOL-
BOW; BELYTSCHKO, 1999) e (DAUX et al., 2000) usam somente termos princi-
pais do campo de deslocamentos assinto´tico, e os coeficientes adicionais em
cada no´ enriquecido sa˜o considerados independentes, apesar de eles serem
dependentes dos coeficientes da expansa˜o real. Portanto, o campo assinto´tico
correto e´ perturbado. Na melhoria proposta por Cox (2009), os campos enri-
quecidos sa˜o os campos assinto´ticos de frente de trinca reais, e os coeficientes
adicionais de enriquecimento nodal sa˜o os coeficientes relevantes destes cam-
pos assinto´ticos. Ale´m disso, sa˜o avaliados esquemas de enriquecimento que
ora aplicam func¸o˜es singulares de frente de trinca aos no´s cujo suporte foi
interseptado pela superfı´cie da trinca fazendo-se a transic¸a˜o para a func¸a˜o
degrau unita´rio a` medida que se afasta da zona coesiva. Outra estrate´gia enri-
quece os no´s dos elementos no interior de uma regia˜o com raio prescrito para
afastar a regia˜o de perda de acuracidade (blending region) da zona coesiva,
seguindo recomendac¸o˜es de Chessa, Wang e Belytschko (2003).
Um procedimento de ana´lise com decomposic¸a˜o hiera´rquica, ou
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tambe´m chamado ana´lise global-local, utilizando o formalismo do Me´todo
Variacional Multi-Escala (HUGHES et al., 1998) combinado ao XFEM foi
proposto por (HETTICH; HUND; RAMM, 2008). Uma estrate´gia semelhante,
pore´m considerando deformac¸o˜es finitas e representando a descontinuidade,
modelada somente na meso-escala, a` maneira de Hansbo e Hansbo (2004),
foi apresentada por Mergheim (2009). Este u´ltimo autor tambe´m melhorou
o esquema de acoplamento entre o problema global e local para garantir a
continuidade na topologia da trinca, nas interfaces entre sub-domı´nios locais,
mediante multiplicadores de Lagrange.
Re´thore´, Roux e Hild (2010) propuseram uma forma diferente para
introduzir enriquecimento nas vizinhanc¸as de uma frente de trinca. Uma
formulac¸a˜o bi-dimensional e´ implementada considerando expresso˜es pura-
mente analı´ticas para o campo de deslocamentos na vizinhanc¸a da frente
da trinca em forma complexa, na qual os fatores de intensidade de tensa˜o
sa˜o varia´veis desconhecidas, de acordo com o formalismo em se´ries de Wil-
liams (WILLIAMS, 1957), e elementos finitos convencionais no restante do
domı´nio. O procedimento de acoplamento energe´tico de Arlequim (DHIA;
RATEAU, 2005) e´ usado para compatibilizar as duas descric¸o˜es ale´m de um
acoplamento cinema´tico para garantir a compatibilidade dos dois campos de
deslocamentos.
Fica enta˜o evidente, a partir do exposto, que diferentes estrate´gias,
mais ou menos sofisticadas, esta˜o disponı´veis. Sem citar que este levanta-
mento na˜o e´, de longe, completo e faz refereˆncia somente aos trabalhos que
mais se destacaram. Todavia, o problema da representac¸a˜o de uma descon-
tinuidade associada a` inserc¸a˜o de campos singulares localizados na˜o esta´,
ainda, solucionado em seus diversos aspectos.
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3 FUNC¸O˜ES DE APROXIMAC¸A˜O CONTI´NUAS VIA MGEF
Este capı´tulo e´ dedicado a` apresentac¸a˜o do Me´todo Generalizado de
Elementos Finitos (MGEF). Inicialmente, sera´ introduzido o racioncı´nio que
conduziu a` proposta de se aplicar as chamadas func¸o˜es de enriquecimento
com a intenc¸a˜o de se melhorar a capacidade de aproximac¸a˜o de um subespac¸o
de func¸o˜es de elementos finitos.
Uma vez apresentado o conceito de partic¸a˜o da unidade (PU) e eviden-
ciada a sua importaˆncia, sera´ conduzida uma exposic¸a˜o sobre o procedimento
utilizado para constuc¸a˜o de PU suaves. Estas func¸o˜es PU sera˜o enriquecidas
a` maneira do MGEF para a definic¸a˜o de subespac¸os de aproximac¸a˜o para o
problema modelo discutido no Capı´tulo 4.
3.1 Motivac¸a˜o matema´tica do enriquecimento
A origem do MGEF remonta a` observac¸a˜o de que as func¸o˜es de
aproximac¸a˜o convencionais do MEF, tambe´m chamadas func¸o˜es de forma,
poderiam ser interpretadas como uma partic¸a˜o da unidade (mesmo que se-
gundo uma definic¸a˜o simplificada) e desta forma poderiam ser usadas para se
efetuar uma operac¸a˜o de extensa˜o de uma func¸a˜o.
Segundo Tu (2008), a operac¸a˜o de extensa˜o de uma func¸a˜o basica-
mente diz respeito a` representac¸a˜o localizada de uma func¸a˜o mediante a
utilizac¸a˜o de uma func¸a˜o bump. Para definir uma func¸a˜o bump, primeira-
mente, faz-se necessa´rio definir suporte de uma func¸a˜o.
O suporte de uma func¸a˜o C∞-contı´nua f , definida em um manifold1
M, consiste do fechamento do conjunto ϖ sobre o qual a func¸a˜o e´ diferente
de zero, ou seja
supp f = fechamento de {ϖ ∈M | f (ϖ) 6= 0} (3.1)
Enta˜o, seja um ponto x em M e seja S uma vizinhanc¸a2 de x. Uma
func¸a˜o contı´nua ρ(x) com suporte em S que e´ unita´ria sobre uma vizinhanc¸a
S de x, menor que S, e´ chamada func¸a˜o bump. Diz-se enta˜o que func¸a˜o bump
e´ qualquer func¸a˜o ρ , com supp ρ ⊂ S, que e´ unita´ria na vizinhanc¸a S de x.
Seja enta˜o a func¸a˜o C∞-contı´nua f (x) definida na vizinhanc¸a S do
ponto x em um manifoldM. Logo, por uma func¸a˜o extensa˜o f˜ (x) entende-se
1Manifold e´ um espac¸o topolo´gico localmente Euclidiano no sentido de que ao redor de todo
ponto existe uma vizinhanc¸a que e´ topologicamente igual a uma bola unita´ria em Rn.
2A vizinhanc¸a de um ponto x e´ um conjunto aberto contendo x
44 3 Func¸o˜es de aproximac¸a˜o contı´nuas via MGEF
uma func¸a˜o C∞-contı´nua que coincide com a func¸a˜o f (x) em uma vizinhanc¸a
S (menor que S) do ponto x (TU, 2008), tal que
f˜ (x) =
{
ρ(x) f (x) , para x ∈ S
0 , para x /∈ S e f˜ (x) = f (x), para x ∈ S (3.2)
Sendo assim, uma operac¸a˜o de extensa˜o basicamente consiste da
localizac¸a˜o da informac¸a˜o representada pela func¸a˜o f em uma porc¸a˜o do
referido manifold M.
Este conceito de extensa˜o de uma func¸a˜o motivou o desenvolvimento
das abordagens generalizada ou extendida do Me´todo de Elementos Finitos
(MEF), como explicado na sequeˆncia.
3.2 Partic¸a˜o da unidade (PU)
Designa-se por partic¸o˜es da unidade uma colec¸a˜o de func¸o˜es bump
definidas sobre uma cobertura de M formada por uma colec¸a˜o de suportes,
cada qual associado a uma func¸a˜o bump.
A partic¸a˜o da unidade, enta˜o, como uma colec¸a˜o de func¸o˜es bump,
pode ser usada para compatibilizar objetos f ’s definidos localmente, sem
comprometimento da continuidade. Assim, pode-se considerar os elementos
de uma malha para definic¸a˜o dos suportes das func¸o˜es.
Seja um domı´nio polie´drico limitado e aberto Ω ⊂ R2, discretizado
atrave´s de uma triangulac¸a˜o convencional de elementos finitos {Ke}NEe=1, com
NE sendo o nu´mero de elementos em {Ke}, definida por N no´s com coor-
denadas {xα}Nα=1. Para cada um dos no´s, denota-se o interior da unia˜o dos
elementos finitos adjacentes ao no´ (patch) como sendo a nuvem ωα .
Enta˜o, seja uma cobertura aberta ℑN do domı´nio definida pelo con-
junto de N nuvens ωα associadas aos no´s xα , de forma que o fechamento do
domı´nio Ω e´ contido na unia˜o dos fechamentos das nuvens ωα
Ω⊂ ∪Nα=1ωα . (3.3)
Adicionalmente, considera-se um conjunto de func¸o˜es SN=
{ϕα}Nα=1, cada uma tendo sua nuvem correspondente ωα como seu su-
porte compacto. Em esseˆncia, cada elemento do conjunto SN e´ uma func¸a˜o
bump, como definida na sec¸a˜o 3.1. Este conjunto tem a propriedade de que
cada uma das func¸o˜es e´ tal que ϕα∈ C∞0 (ωα), o que indica que a func¸a˜o
e´ na˜o-nula somente sobre a nuvem ωα , ou seja, tem suporte compacto e e´
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infinitamente diferencia´vel. Geralmente, esta primeira condic¸a˜o e´ relaxada
para Ck0 (ωα) para algum k> 0, viabilizando a utilizac¸a˜o de func¸o˜es de forma
convencionais de elementos finitos como base inicial para enriquecimento
(DUARTE; BABUSˇKA; ODEN, 2000).
Por consequeˆncia, ∑Nα=1ϕα (x) = 1, ∀ x ∈Ω, ou seja, a soma dos valo-
res das func¸o˜es ϕα e´ igual a` unidade em qualquer ponto contido em Ω. Ale´m
disso, visto que a colec¸a˜o de suportes {supp ϕα} e´ localmente finita, ou seja,
todo ponto x ∈ Ω pertence a um nu´mero finito de elementos de {supp ϕα}.
Em outras palavras, todo subconjunto compacto de Ω intercepta somente um
nu´mero finito de nuvens. Assim, como ϕα |x 6= 0 para somente alguns α ,
segue que o somato´rio ∑ϕα e´ finito em todo ponto x. Portanto, o conjunto
{ϕα},α = 1, ...,N, e´ dito ser uma partic¸a˜o da unidade subordinada a` cober-
tura ℑN (ODEN; REDDY, 1976), no sentido de que supp ϕα ⊂ ωα para todo
α .
Deve-se notar que as func¸o˜es lagrangeanas convencionais de elemen-
tos finitos constituem uma classe de partic¸a˜o da unidade C00(ωα) e podem
ser usadas para implementac¸o˜es em GFEM como apresentado por Barros,
Proenc¸a e Barcellos (2004) e Torres e Mendonc¸a (2010a).
3.3 Me´todo generalizado de elementos finitos - conceituac¸a˜o
Sabe-se que polinoˆmios seccionalmente contı´nuos sa˜o bastante appro-
priados para aproximar func¸o˜es suaves mas na˜o sa˜o adequados para aproxi-
mar func¸o˜es na˜o suaves, tornando necessa´rio um refinamento local de malha
(SZABO´; BABUSˇKA, 2011). Isto pode conduzir a` convergeˆncia o´tima mas pode
envolver um grande nu´mero de esta´gios de refinamento e muitos graus de
liberdade para atingir uma precisa˜o especı´fica.
Uma opc¸a˜o mais eficiente consiste em generalizar o MEF abando-
nando as func¸o˜es seccionalmente polinomiais. Isto e´ feito aplicando-se um
refinamento alge´brico ao espac¸o de aproximac¸a˜o. Todavia, a incorporac¸a˜o de
func¸o˜es, polinomiais ou na˜o, deve respeitar restric¸o˜es de regularidade global.
A primeira generalizac¸a˜o de MEF convenional se deu por meio do
Me´todo de Partic¸a˜o da Unidade (MPU) (MELENK; BABUSˇKA, 1996), no qual
um subespac¸o V MPU e´ construı´do como
V MPU := Vh+η ∑
α∈Λ
ϕα (3.4)
em que Vh e´ o subespac¸o formado pelas func¸o˜es de forma convencionais de
elementos finitos, η denota uma func¸a˜o de enriquecimento especı´fica (de-
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pendente do problema) e Λ⊂ {1, ...,Nenr} define o subconjunto de func¸o˜es
partic¸o˜es da unidade refinadas algebricamente pela func¸a˜o η .
O Me´todo Generalizado de Elementos Finitos - MGEF (do ingleˆs, Ge-
neralized Finite Element Method - GFEM), apresentado em Oden, Duarte e
Zienkiewicz (1998) e´ um me´todo hı´brido que combina o Me´todo de Nuvens
hp (do ingleˆs, hp-Clouds Method) (DUARTE, 1996) (DUARTE; ODEN, 1996)
e a forma convencional do Me´todo de Elementos Finitos. Nesta instaˆncia,
considera-se a func¸a˜o de forma de cada no´ como uma PU, sobre a qual se
pode aplicar enriquecimento, a` maneira do Me´todo de Nuvens hp. Cada nu-
vem pode receber enriquecimento independentemente, de forma que diferen-
tes func¸o˜es podem ser usadas como enriquecimento em diferentes porc¸o˜es do
domı´nio.
O MGEF foi estabelecido em Duarte, Babusˇka e Oden (2000), Strou-
boulis, Babusˇka e Copps (2000), e Strouboulis, Babusˇka e Copps (2001),
e em sua abordagem utiliza-se o conceito do Me´todo de Elementos Fini-
tos de Partic¸a˜o da Unidade (do ingleˆs, Partition of Unity Finite Element
Method - PUFEM) (BABUSˇKA; CALOZ; OSBORN, 1994), (MELENK, 1995), (ME-
LENK; BABUSˇKA, 1996), (BABUSˇKA; MELENK, 1997). Esta estrate´gia leva em
considerac¸a˜o a ide´ia de se adicionar refinamentos hiera´rquicos a um conjunto
de func¸o˜es associadas a elementos finitos que satisfac¸am os requisitos de uma
Partic¸a˜o da Unidade (PU). Este procedimento permite, portanto, construir
subespac¸os mais ricos para aproximac¸a˜o de soluc¸o˜es de equac¸o˜es diferen-
ciais parciais.
O MGEF favorece um esquema simples e efetivo para se adaptar
func¸o˜es de aproximac¸a˜o para cada tipo de problema em ana´lise. Em sua
forma convencional, uma malha de elementos finitos e´ criada para se executar
as seguintes operac¸o˜es: (a) definir partic¸o˜es da unidade localmente nos ele-
mentos usando-se coordenadas intrı´nsecas como, por exemplo, as func¸o˜es la-
grangeanas; e (b) facilitar a integrac¸a˜o nume´rica. Finalmente, as func¸o˜es PU
sa˜o enriquecidas externamente (com a adic¸a˜o de novas varia´veis inco´gnitas),
como no me´todo de nuvens hp (DUARTE, 1996), por func¸o˜es definidas em
coordenadas globais, aspecto este que e´ responsa´vel, em grande parte, pela
eficieˆncia do me´todo.
O MGEF convencional emprega as func¸o˜es de forma do MEF para de-
finir as nuvens e suas PU e, assim, reduzir o custo computacional em relac¸a˜o
ao hp-Cloud e demais me´todos sem malha. Todavia, tem-se reduzida a conti-
nuidade a C0 (Ω).
O enriquecimento permite a aplicac¸a˜o de certos tipos de informac¸o˜es
que reflitam o conhecimento pre´vio sobre a soluc¸a˜o do problema de valor no
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contorno, tal como func¸o˜es singulares resultantes de expanso˜es assinto´ticas
locais da soluc¸a˜o exata nas proximidades de um ponto. A capacidade de
aproximac¸a˜o inerente a`s func¸o˜es de enriquecimento e´ incluı´da no espac¸o de
func¸o˜es de aproximac¸a˜o do me´todo mantendo a mesma estrutura dos co´digos
de elementos finitos.
Usualmente, as func¸o˜es de enriquecimento sa˜o polinomiais, mas
func¸o˜es especiais podem ser usadas para fornecer resultados mais acurados
e implementac¸o˜es mais robustas, uma vez que e´ possı´vel usar bases na˜o-
polinomiais compactamente suportadas para ampliar o subespac¸o de soluc¸a˜o.
Estas func¸o˜es podem ser construı´das a partir do conhecimento pre´vio de
expresso˜es analı´ticas que reflitam a natureza da soluc¸a˜o exata do problema.
Uma diversidade de fenoˆmenos tem sido analisados com eˆxito
empregando-se o MGEF tais como a ana´lise de propagac¸a˜o de fraturas
(BELYTSCHKO; BLACK, 1999) (DUARTE et al., 2001) e materiais com micro-
trincas (STROUBOULIS; BABUSˇKA; COPPS, 2001) e vazios (STROUBOULIS;
ZHANG; BABUSˇKA, 2003). O MGEF foi tambe´m utilizado para se cons-
truir func¸o˜es de aproximac¸a˜o arbitrariamente suaves adequadas para a
manipulac¸a˜o de condic¸o˜es de contorno de elevada regularidade (DUARTE;
KIM; QUARESMA, 2006).
Strouboulis et al. (2006) abordaram o problema de estimac¸a˜o de erro a
posteriori usando func¸o˜es handbook baseadas em malhas, geradas a partir de
subdomı´nios canoˆnicos contendo caracterı´sticas microesctruturais, como en-
riquecimentos para materiais com muitos vazios. Barros, Barcellos e Duarte
(2007) apresentaram um procedimento para estimac¸a˜o de erro a posteriori e
ana´lise p-adaptativa usando func¸o˜es PU contı´nuas.
O’Hara, Duarte e Eason (2009) desenvolveram uma estrate´gia na qual
o enriquecimento e´ gerado pela superposic¸a˜o de um problema de valor no
contorno localizado numa regia˜o de elevado gradiente, cuja soluc¸a˜o e´ iterati-
vamente compatibilizada via penalizac¸a˜o com a soluc¸a˜o do problema global.
Formulac¸o˜es contı´nuas para placas laminadas anisotro´picas foram implemen-
tadas para as hipo´teses de Kirchhoff-Love (BARCELLOS; MENDONC¸A; DUARTE,
2009) e Reissner-Mindlin (MENDONC¸A; BARCELLOS; TORRES, 2011). Procedi-
mentos para se definir subespac¸os de aproximac¸a˜o enriquecidos para cascas
laminadas e tratamento do fenoˆmeno de camada limite foram apresentados
em Garcia, Fancello e Mendonc¸a (2009). Um formulac¸a˜o para placas lami-
nadas anisotro´picas com sensores e atuadores piezele´tricos foi desenvolvida
e implementada por Torres e Mendonc¸a (2010a), e verificada com a soluc¸a˜o
analı´tica para o problema (TORRES; MENDONC¸A, 2010b) com a avalic¸a˜o de ta-
xas de convergeˆncia em medidas globais e computac¸a˜o de grandezas locais
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inco´gnitas, conforme Torres, Mendonc¸a e Barcellos (2011).
3.4 PU com continuidade arbitra´ria baseada em malha
Nesta versa˜o do MGEF, o objetivo e´ usar as func¸o˜es de aproximac¸a˜o
com continuidade arbitra´ria k, buscando construir campos de tenso˜es conti-
nuamente diferencia´veis e, como consequeˆncia, obter campos de resı´duo na
forma forte tambe´m regulares. Em busca deste objetivo e usando a estrate´gia
de enriquecimento do me´todo de nuvems hp (DUARTE, 1996), ou seja, enri-
quecimento extrı´nseco, func¸o˜es de aproximac¸a˜o que se anulam, junto com
suas k primeiras derivadas normais, a` medida que se aproxima das arestas
da nuvem, sa˜o construı´das. Este procedimento foi apresentado em (DUARTE;
KIM; QUARESMA, 2006) e foi aplicado em (BARCELLOS; MENDONC¸A; DUARTE,
2009), (MENDONC¸A; BARCELLOS; TORRES, 2011) e (MENDONC¸A; BARCELLOS;
TORRES, 2013)
Sobre cada nuvem, func¸o˜es de aproximac¸a˜o Ck-contı´nuas sa˜o calcu-
ladas usando o me´todo dos mı´nimos quadrados mo´veis (LANCASTER; SAL-
KAUSKAS, 1981) com somente uma func¸a˜o constante na base polinomial,
p = {1}. Estas func¸o˜es de mı´nimos quadrados mo´veis de grau 0 possuem
representac¸a˜o matema´tica explı´cita atrave´s da chamada equac¸a˜o de Shepard
(GARCIA, 1999) (SCHWEITZER, 2008). As func¸o˜es PU de Shepard sa˜o tambe´m
o nu´cleo discreto de aproximac¸o˜es por me´todos de partı´culas (smooth particle
methods) como o ”Element Free Galerkim´´ (BELYTSCHKO; LU; GU, 1994) ou
o ”Reproducing Kernel Particle´´ (LIU; JUN; ZHANG, 1995).
3.4.1 Partic¸a˜o da unidade de Shepard
Existem va´rios tipos de partic¸o˜es da unidade usadas em mecaˆnica
computacional. Exemplos adicionais podem ser encontrados em va´rios
me´todos sem malha, tais como o me´todo de nuvens-hp. Outro exemplo, a
partic¸a˜o da unidade de Shepard, faz uso de func¸o˜es nodais de ponderac¸a˜o,
Wα : R2 → R, tendo a nuvem ωα como seu suporte compacto, tal que Wα
pertence ao espac¸o Ck0 (ωα). As func¸o˜es partic¸a˜o da unidade de Shepard
subordinada a` cobertura ℑN sa˜o definidas como
ϕα (x) =
Wα (x)
∑β (x)Wβ (x)
, β (x) ∈ {γ |Wγ (x) 6= 0} . (3.5)
Duarte, Kim e Quaresma (2006) propuseram uma modificac¸a˜o ao
MGEF convencional para recuperar a elevada continuidade disponı´vel no
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Me´todo de Nuvens hp resultando em func¸o˜es de aproximac¸a˜o com continui-
dade arbitra´ria. Assim, utiliza-se a PU de Shepard atrave´s de func¸o˜es peso
Wα (x) associada ao no´ xα que tem a nuvem ωα como suporte compacto
Portanto, a regularidade da PU depende somente da regularidade das
func¸o˜es ponderac¸a˜o Wα , como se pode observar em (3.5).
As func¸o˜es da partic¸a˜o da unidade resultantes possuem a mesma re-
gularidade das func¸o˜es ponderac¸a˜o. Adicionalmente, a integrac¸a˜o nume´rica
destas func¸o˜es e do produto de suas derivadas pode ser efetivamente exe-
cutada usando a pro´pria malha de elementos finitos visto que o suporte das
func¸o˜es coincide com as nuvens formadas pelos elementos.
O MGEF convencional emprega as func¸o˜es de forma do MEF para
definir as nuvens e, assim, reduzir o custo computacional em relac¸a˜o ao hp-
Cloud e demais me´todos sem malha, mas ao custo de reduzir a continuidade
a C0 (Ω).
O presente procedimento e´ simples e robusto como pode ser verificado
em Barcellos, Mendonc¸a e Duarte (2009) onde se avalia diferentes func¸o˜es
de arestas na composic¸a˜o da func¸o˜es nodais de ponderac¸a˜o. Pode-se citar
tambe´m Mendonc¸a, Barcellos e Torres (2011), que verificam a pouca de-
pendeˆncia de malha mesmo em situac¸o˜es de severa distorc¸a˜o inicial de malha.
Mendonc¸a, Barcellos e Torres (2013) utilizam func¸o˜es Ck(Ω), juntamente
com partic¸o˜es da unidade convencionais C0(Ω), para varia´veis generalizadas
com requisitos superiores de conformidade em problemas de placas modela-
das por teoria de ordem superior.
Adicionalmente, a equac¸a˜o de Shepard (3.5) viabiliza a combinac¸a˜o
de diferentes tipos de func¸o˜es ponderac¸a˜o, conforme apresentado em Duarte,
Migliano e Baker (2005), de modo que se pode compatibilizar func¸o˜es de
forma convencionais de elementos finitos e func¸o˜es ponderac¸a˜o contı´nuas
com o propo´sito de se aplicar continuidade apenas em porc¸o˜es localizadas do
domı´nio.
3.4.2 Func¸o˜es nodais de ponderac¸a˜o
Geralmente, a construc¸a˜o de func¸o˜es livres de malha requer que em
cada posic¸a˜o x do domı´nio seja feita uma busca pelos no´s pro´ximos a fim
de identificar as func¸o˜es que cobrem o ponto. A operacionalizac¸a˜o de tal
busca pode na˜o ser ta˜o simples. Outros aspectos que merecem atenc¸a˜o sa˜o
a imposic¸a˜o de condic¸o˜es de contorno essenciais, pelo fato de geralmente as
func¸o˜es na˜o apresentarem a propriedade do delta de Kronecker (LIU, 2003),
e a integrac¸a˜o nume´rica, que demanda uma sub-malha para definic¸a˜o da qua-
50 3 Func¸o˜es de aproximac¸a˜o contı´nuas via MGEF
dratura de integrac¸a˜o.
Um procedimento que reduz significativamente as dificuldades de
implementac¸a˜o de func¸o˜es com elevada regularidade a` medida que considera
malhas de elementos finitos para a definic¸a˜o dos suportes das func¸o˜es foi pro-
posto por Edwards (1996). O procedimento e´ robusto e pode ser usado para
qualquer dimensa˜o geome´trica e usando malhas de elementos de qualquer
formato e fornece func¸o˜es com continuidade C∞(Ω). Consequentemente, a
integrac¸a˜o nume´rica pode ser executada com o auxı´lio da pro´pria malha de
elementos para a definic¸a˜o da quadratura.
Edwards (1996) propoˆs a construc¸a˜o de func¸o˜es nodais de ponderac¸a˜o
para nuvens ωα convexas atrave´s do produto´rio de func¸o˜es εα, j(ξ j) associa-
das a cada uma das j, j = 1, ..., Mα , arestas da nuvem. As enta˜o chamadas
func¸o˜es de aresta sa˜o definidas em termos de uma coordenada parame´trica ξ j
normal a` sua correspondente aresta j como
Wα(x) := ecα
Mα
∏
j=1
εα, j (ξ j) (3.6)
onde cα e´ um paraˆmetro de escalamento determinado para cada no´ xα de
modo que a correspondente func¸a˜o ponderac¸a˜o seja unita´ria, ou seja,Wα(xα)
= 1.
Todavia, o simples produto´rio das func¸o˜es de aresta como em (3.6)
na˜o e´ adequado para nuvens na˜o convexas. A generalizac¸a˜o para nuvens po-
ligonais arbitra´rias foi proposta por Duarte, Kim e Quaresma (2006) atrave´s
da utilizac¸a˜o de produtos booleanos (RVACHEV, 1982) para a modific¸a˜o das
func¸o˜es de arestas associadas a um par de arestas com um ve´rtice reentrante.
3.4.3 Func¸o˜es de aresta
Uma func¸a˜o de aresta e´ definida como uma func¸a˜o positiva dentro da
nuvem ωα e que, juntamente com algumas k primeiras derivadas normais a`
aresta, se anula suavemente a` medida que se aproxima da aresta. Logo, a
func¸a˜o de aresta e todas as k primeiras derivadas sa˜o nulas sobre a correspon-
dente aresta e fora da nuvem.
Func¸o˜es polinomiais podem ser usadas como func¸o˜es de aresta, ao
inve´s de func¸o˜es exponenciais, todavia com continuidade limitada (BARCEL-
LOS; MENDONC¸A; DUARTE, 2009)
Descreve-se resumidamente a seguir como obter func¸o˜es peso com
continuidade k arbitra´ria. Maiores detalhes podem ser encontrados em Du-
arte, Kim e Quaresma (2006) e Barcellos, Mendonc¸a e Duarte (2009). Consi-
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dere um no´ xα cuja nuvem e´ construida pelos elementos triangulares conec-
tados a ele. A seguir, considere um ponto gene´rico x da nuvem cuja distaˆncia
ξ j (x) a uma aresta j e´ dada por
ξ j (x) = nα, j · (x−bα, j) (3.7)
onde nα, j e´ o vetor normal unita´rio a` aresta apontado para o interior da nu-
vem e bα, j e´ um ponto da aresta j. Define-se enta˜o uma func¸a˜o de aresta,
ε̂α, j(ξ j(x)), associada a` aresta j da nuvem ωα
ε̂α, j
(
ξ j(x)
)
= εα, j(x) :=
 e
1(
1
(ξ j(x))γ
)
= e−ξ
−γ
j , se ξ j > 0,
0 , caso contra´rio
(3.8)
onde γ e´ uma constante positiva. A func¸a˜o de aresta assim definida e´ estri-
tamente positiva no interior da nuvem, se anula sobre a aresta j, assim como
todas as suas derivadas normais.
Muitas func¸o˜es cumprem esses requisitos como polinoˆmios e func¸o˜es
exponenciais, conforme adotado por Edwards (1996). Polinoˆmios de baixa
ordem podem ser efetivos como mostrado em Barcellos, Mendonc¸a e Duarte
(2009) no sentido de exigirem menor custo de integrac¸a˜o. Deve-se salientar
que para um pro´posito especı´fico continuidade limitada, k = 0,1 ou 2, pode
ser suficiente.
Por exemplo, na ana´lise de placas laminadas, pode ser conveniente e
interessante obter campos contı´nuos de derivadas das tenso˜es para se poder
estimar as tenso˜es cisalhantes transversais com mais acura´cia. Sendo assim,
para modelos de placa de Kirchhoff e Reddy necessita-se continuidade C2(Ω),
no mı´nimo. Em (BARCELLOS; MENDONC¸A; DUARTE, 2009) e (MENDONC¸A;
BARCELLOS; TORRES, 2013) discute-se os benefı´cios de tal continuidade na
obtenc¸a˜o de tenso˜es cisalhantes transversais e esforc¸os cortantes em placas
laminadas.
Para se reduzir a dependeˆncia da malha, um escalamento e´ realizado
para evitar que as func¸o˜es ponderac¸a˜o variem significativamente de nuvem
para nuvem. Experimentos nume´ricos mostram que e´ importante ter func¸o˜es
de aresta similares para todas as arestas de uma nuvem de modo que uma
dada func¸a˜o ponderac¸a˜o seja independente do nu´mero de arestas da nuvem
Mα ou da distaˆncia de cada aresta ate´ o no´ da nuvem, hα, j.
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O escalamento das func¸o˜es de aresta pode ser equacionado contro-
lando o comprimento dos vetores normais a`s arestas, de modo que todas as
func¸o˜es de aresta de uma dada nuvem sejam iguais sobre o no´ da nuvem
como apresentado em (DUARTE; KIM; QUARESMA, 2006) onde o paraˆmetro cα
e´ estabelecido, na sequeˆncia, de modo que a func¸a˜o peso seja unita´ria so-
bre o no´. Outra opc¸a˜o e´ apresentada em (BARCELLOS; MENDONC¸A; DUARTE,
2009), onde as func¸o˜es de aresta sa˜o forc¸adas na˜o somente a serem iguais mas
tambe´m unita´rias sobre o no´. Por consequeˆncia, a func¸a˜o ponderac¸a˜o tambe´m
sera´ unita´ria sobre o no´, fazendo com que cα = 0 e portanto simplificando a
expressa˜o para a func¸a˜o ponderac¸a˜o
Wα(x) :=
Mα
∏
j=1
εα, j (ξ j) (3.9)
O escalamento e´ necessa´rio porque evita que as func¸o˜es ponderac¸a˜o
variem significativamente de um no´ para outro no mesmo elemento (DUARTE;
KIM; QUARESMA, 2006) (MENDONC¸A; BARCELLOS; TORRES, 2011).
Para realizar um escalonamento entre as va´rias arestas de uma nuvem,
e´ requerido que as func¸o˜es de aresta valham um sobre o no´ correspondente a`
nuvem. Para auxiliar, define-se a distaˆncia hα, j da aresta j ao no´ xα
hα, j := ξ j (xα) = nα, j · (xα −bα, j) (3.10)
Assim, duas restric¸o˜es sa˜o impostas a`s func¸o˜es de arestas:
a) ser unita´ria no no´ da nuvem: εα, j (xα) = εα, j (hα, j) = 1,
b) e ter a mesma taxa de decaimento β definida por
β =
εα, j
(
hα, j
2
)
εα, j (hα, j)
(3.11)
Para satisfazer estes dois requisitos, a func¸a˜o de aresta e´ redefinida
com o auxı´lio de dois paraˆmetros, A e B, como
ε̂α, j
(
ξ j (x)
)
=
 Ae−
ξ j
B
−γ
, se ξ j > 0,
0 , caso contra´rio
(3.12)
Da equac¸a˜o (3.11) e utilizando (3.12) obte´m-se
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εα, j (hα, j) =
1
β
εα, j
(
hα, j
2
)
(3.13)
(
hα, j
B
)−γ
=
(
hα, j
2B
)−γ
+ logeβ (3.14)
Portanto, o paraˆmetro de escalamento B que garante que a condic¸a˜o
expressa em (b) seja satisfeita e´ dado por
B = hα, j
(
logeβ
1−2γ
)1/γ
(3.15)
Com isso, exatamente sobre o no´ da nuvem, xα , a func¸a˜o de aresta
vale
εα, j (hα, j) = Ae
−
(1−2γ
logeβ
)−1
(3.16)
e e´ constante para todas as arestas j da nuvem ωα . Logo, impondo a primeira
condic¸a˜o tem-se que a expressa˜o para a func¸a˜o de aresta e´
A = e
(1−2γ
logeβ
)−1
(3.17)
satisfazendo enta˜o as duas condic¸o˜es pre´-estabelecidas. Finalmente, restam
somente os paraˆmetros γ e β , que sa˜o arbitra´rios. No entanto, experimentos
nume´ricos demonstram que os valores mais apropriados sa˜o γ = 0.6 e β =
0.3, como sugerido por Duarte, Kim e Quaresma (2006) e verificados por este
autor. Valores diferentes destes geram derivadas da partic¸a˜o da unidade com
maiores oscilac¸o˜es pro´ximo a`s arestas da nuvem.
Para ilustrar, a Figura 3.1 mostra o conjunto das func¸o˜es de aresta
associadas ao contorno da nuvem de um no´.
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Figura 3.1: Conjunto das func¸o˜es de aresta para uma nuvem convexa. A nuvem do no´ vermelho e´ formada por seis
elementos, sendo assim o contorno da nuvem composto por seis arestas. Func¸o˜es exponenciais (3.12).
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3.4.4 Modificac¸a˜o da func¸a˜o de aresta para um par de arestas coˆncavas
A func¸a˜o ponderac¸a˜o nodal Wα para uma nuvem convexa e´ definida
pelo produto das func¸o˜es de aresta
Wα(x) :=
Mα
∏
j=1
εα, j (ξ j) (3.18)
onde Mα e´ o nu´mero de arestas da nuvem ωα .
No entanto, para o caso de nuvem que possua ve´rtice coˆncavo, as duas
func¸o˜es de aresta associadas a`s arestas conectadas a este ve´rtice sa˜o subs-
tituı´das por uma func¸a˜o R de Rvachev (RVACHEV, 1982) que consiste no pro-
duto booleano ”or”ou tambe´m chamada func¸a˜o max entre os seus argumen-
tos. Esse produto entre duas func¸o˜es, f1 = εα, j e f2 = εα, j+1, denotado por
( f1∨k0 f2), e´ dado pela expressa˜o(
f1∨k0 f2
)
:=
(
f1+ f2+
√
f 21 + f
2
2
)(
f 21 + f
2
2
) k
2 (3.19)
Esta func¸a˜o e´ analı´tica em todo lugar exceto onde f1 = f2, onde e´ k
vezes continuamente diferencia´vel, isto e´, ela pertence a Ck (Ω) (SHAPIRO,
1991) (RVACHEV et al., 2001).
Os argumentos fi podem tambe´m descrever lados curvos, desde que
a func¸a˜o de aresta seja calculada na˜o em termos de uma coordenada pa-
rame´trica ε j mas em termos de uma func¸a˜o distaˆncia generalizada como des-
crito, por exemplo, em (BISWAS; SHAPIRO, 2004).
3.5 Enriquecimento e func¸o˜es de aproximac¸a˜o
A base de aproximac¸a˜o primordial associada a` discretizac¸a˜o em dis-
cussa˜o e´ enta˜o formada pela colec¸a˜o de func¸o˜es PU dos no´s, cada qual calcu-
lada atrave´s da equac¸a˜o de Shepard (3.5) a partir das func¸o˜es de ponderac¸a˜o
(3.9). A Figura 3.2 mostra, respectivamente, a func¸a˜o ponderac¸a˜o e a func¸a˜o
PU do no´ considerado na Figura 3.1.
Basicamente, o MGEF propo˜e que um subespac¸o de aproximac¸a˜o lo-
cal Xα(ωα) pode ser escolhido para cada nuvem ωα de tal forma que uma
ou mais func¸o˜es de enriquecimento Lαi∈ Xα(ωα) podem aproximar bem u
sobre parte da nuvem ωα , u|ωα . Nota-se, que este enriquecimento e´ efetuado
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a b
Figura 3.2: Func¸o˜es associadas ao no´ da nuvem da Figura 3.1: (a) func¸a˜o
ponderac¸a˜o e (b) func¸a˜o PU.
sem o comprometimento da continuidade visto que Lαi e´ multiplicado pela
PU do no´ α , que tem suporte compacto em ωα .
Aqui, faz-se refereˆncia a uma func¸a˜o vetorial u(x) que fisica-
mente consiste do campo de deslocamentos do corpo, de modo que
u(x) = {ux(x),uy(x)}T , como sera´ definido no Capı´tulo 4. Todavia, o
raciocı´nio vale para qualquer func¸a˜o, na˜o necessariamente um campo de
deslocamentos.
Assim, as func¸o˜es PU podem ser enriquecidas multiplicando qualquer
uma delas por um conjunto de func¸o˜es de enriquecimento, {Lαi}i∈I(α), onde
I(α), α = 1, ...,N, e´ um conjunto de ı´ndices associados a` func¸o˜es de en-
riquecimento, por exemplo, polinoˆmios, func¸o˜es harmoˆnicas generalizadas,
func¸o˜es trigonome´tricas, func¸o˜es camada limite, soluc¸o˜es particulares de pro-
blemas similares, soluc¸a˜o singular para o problema especı´fico em ana´lise, e
func¸o˜es anisotro´picas, func¸o˜es degrau (Heaviside), dentre outras possibili-
dades. As func¸o˜es de enriquecimento nada mais sa˜o que func¸o˜es a serem
extendidas atrave´s da operac¸a˜o de extensa˜o conforme descrito na sec¸a˜o 3.1.
Portanto, os subespac¸os de aproximac¸a˜o local, denotados como
χα(ωα) = span{Lαi}i∈I(α), podem tambe´m ser enriquecidos atrave´s de um
procedimento adaptativo.
Neste estudo, com o propo´sito de representar a descontinuidade do
campo de deslocamentos e a singularidade do campo de deformac¸o˜es (e
tenso˜es) no problema de abertura de uma trinca, o seguinte conjunto de
func¸o˜es, designado por Lsαl , e´ aplicado
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Lsα j(r,θ) =
{√
rsen
(
θ
2
)
,
√
r cos
(
θ
2
)
,
√
rsen
(
θ
2
)
sen(θ),
√
r cos
(
θ
2
)
sen(θ)
} (3.20)
como sugerido por Belytschko e Black (1999) e comumente usado na litera-
tura. As coordenadas polares r e θ sa˜o relacionadas a um sistema local de co-
ordenadas posicionado na ponta da trinca. Deve-se notar que o termo
√
r es-
tara´ presente no campo de deslocamentos aproximado e, consequentemente,
a singularidade 1/
√
r ira´ aparecer na soluc¸a˜o do campo de deformac¸o˜es.
Ale´m disso, no presente estudo, exemplos nume´ricos considerando
somente trincas retas sa˜o apresentados de tal modo que a func¸a˜o degrau na˜o e´
necessa´ria. Desta forma, a descontinuidade sera´ representada pela func¸a˜o de
enriquecimento Lsα1 =
√
rsen
( θ
2
)
, como sera´ discutido na Sec¸a˜o 4.4.
Adicionalmente, o refinamento p sera´ aplicado para melhorar a
aproximac¸a˜o, tanto uniformemente em todo o domı´nio quanto localmente.
Outra raza˜o para isso e´ obter melhores representac¸o˜es das condic¸o˜es de
contorno impostas.
Sabidamente, um requisito compulso´rio que as func¸o˜es de aproximac¸a˜o
devem satisfazer e´ a condic¸a˜o de reproducibilidade de grau 0, ou seja, a ca-
pacidade de representar uma func¸a˜o constante, que em se tratando da
elasticidade consiste em um deslocamento de corpo rı´gido. Claramente, as
func¸o˜es PU, definidas por (3.5) satisfazem este requisito pois
N
∑
α=1
ϕα(x) = 1 (3.21)
no entanto, a condic¸a˜o de reproducibilidade de grau 1, um requisito que deve
ser preferencialmente satisfeito (mas na˜o compulso´rio (LIU, 2003)), expressa
por
N
∑
α=1
ϕα(x)xα = x (3.22)
que diz respeito a` capacidade das func¸o˜es representarem uma func¸a˜o linear
globalmente, na˜o e´ satisfeita pela PU de Shepard. Esta e´ uma forte raza˜o para
se adicionar refinamento p, como definido na sequeˆncia. Salienta-se que o
MGEF baseado em PU convencionais de elementos finitos, como por exem-
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plo, as func¸o˜es lagrangeanas bilineares, na˜o compartilham desta limitac¸a˜o,
estas sa˜o capazes de representar func¸o˜es lineares e, ainda, cuja derivada e´
perfeitamente constante.
Assim, seja Lpαi o conjunto de func¸o˜es de enriquecimento do no´ α que
pode gerar o subespac¸o das func¸o˜es polinomiais de grau ate´ p. Por exemplo,
para p = 2, o conjunto de func¸o˜es de enriquecimento e´
L2αi(x,y) =
{
x,y,x2,x y,y2
}
, i = 1,2, ...,5 (3.23)
em que uma translac¸a˜o e um escalamento sa˜o executados tentando-se mi-
nimizar a dependeˆncia da malha. A primeira func¸a˜o de enriquecimento de
(3.23), por exemplo, e´ dada pela coordenada intrı´nseca x (DUARTE; BABUSˇKA;
ODEN, 2000) tal que x := (x− xα)/hα , com xα usado para transladar a func¸a˜o
e o comprimento caracterı´stico da nuvem hα , considerado como a maior
distaˆncia medida do no´ xα a cada uma das arestas de sua nuvem, usado para
o escalamento.
A operac¸a˜o de escalamento do enriquecimento serve para se efe-
tuar uma equiparac¸a˜o dimensional entre elementos grandes e pequenos. A
translac¸a˜o contribui para na˜o haver influeˆncia com relac¸a˜o a` distaˆncia entre
os elementos e a` origem dos eixos coordenadas globais. Percebe-se enta˜o
que para a base de func¸o˜es ser capaz de representar uma deformac¸a˜o normal
constante, em elasticidade, e´ necessa´rio acrescentar func¸o˜es de enriqueci-
mento de grau polinomial p = 1, ou seja, usar no mı´nimo L1α(x,y). Outro
exemplo, na modelagem de placas finas (hipo´tese cinema´tica de Kirchhoff),
com o propo´sito de conseguir representar um campo de curvatura cons-
tante, e´ necessa´rio usar no mı´nimo L2α(x,y), como em (3.23) (BARCELLOS;
MENDONC¸A; DUARTE, 2009).
Consequentemente, a famı´lia FN de func¸o˜es das nuvem e´ composta
pela unia˜o entre as func¸o˜es partic¸a˜o da unidade e as func¸o˜es enriquecidas
como
FN =
{
{ϕα}Nα=1
⋃{
ϕαLpαi
}N
α=1
⋃{
ϕαLsα j
}N
α=1 |i ∈ IP (α) , l ∈ Is (α)
}
(3.24)
onde ϕα sa˜o func¸o˜es PU, eLpαi eL
s
αl sa˜o as func¸o˜es de enriquecimento, todas
relacionadas ao no´ α , e Ip e Is sa˜o conjuntos de ı´ndices que fazem refereˆncia
a` quantidade de func¸o˜es polinomiais de enriquecimento e func¸o˜es de frente
de trinca associadas a cada no´.
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Esta famı´lia de func¸o˜es e´ usada para construir a aproximac¸a˜o, por
exemplo, para a componente x de deslocamento, u˜x(x), como a seguir
u˜x(x) =
N
∑
α=1
ϕα(x)
{
uα +
qpα
∑
i=1
L
p
αi(x)bαi+
qsα
∑
l=1
Lsαlb
s
αl(x)
}
=Φ(x)U (3.25)
na qual uα , bαi e bαl sa˜o paraˆmetros nodais associados a`s func¸o˜es PU ϕα(x),
e a`s func¸o˜es enriquecidas, ϕα(x)Lpαi(x) e ϕα(x)L
s
αl(x) respectivamente, com
qpα e qsα , q
s
α = 0 ou 4, sendo o nu´mero de func¸o˜es de enriquecimento poli-
nomial e func¸o˜es de enriquecimento de frente de trinca de cada no´, respecti-
vamente. O indicador da quantidade de func¸o˜es de enriquecimento qsα vale 4
quando o no´ recebe func¸o˜es de frente de trinca (3.20) e vale 0 caso contra´rio.
Para a notac¸a˜o matricial expressa em (3.25), U e´ um arranjo de coefi-
cientes nodais e Φ(x) e´ um arranjo formado por func¸o˜es de aproximac¸a˜o.
Enta˜o, a partir de (3.25), nota-se que o subespac¸o de aproximac¸a˜o
gerado pelo MGEF pode ser expresso como
V MGEF :=
N
∑
α=1
ϕα +
N
∑
α=1
ϕαχα , with χα := Pbα +Ξα (3.26)
onde Pbα= span{Lpαi} diz respeito ao subespac¸o de polinoˆmios de grau b≤ p
e Ξα= span{Lsαl} e´ um subespac¸o (local) de enriquecimento dependente do
problema.
Portanto, tem-se estabelecido um procedimento de construc¸a˜o de
subespac¸os de aproximac¸a˜o que pode ser melhorado pela adic¸a˜o de enrique-
cimentos. Este processo de enriquecimento e´ denominado enriquecimento
extrı´nseco uma vez que atribui mais inco´gnitas aos no´s e sem alterar a PU.
Subespac¸os como os expressos em (3.26) sera˜o utilizados para a aproximac¸a˜o
do problema descrito no pro´ximo capı´tulo.
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4 PROBLEMA MODELO
Neste trabalho, sa˜o analisados problemas planos de elasticidade com
presenc¸a de singularidade nos campos de deformac¸o˜es e tenso˜es. Assim, as
equac¸o˜es governantes em forma forte e a correspondente formulac¸a˜o variaci-
onal sera˜o apresentadas neste capı´tulo. O problema que sera´ utilizado para o
propo´sito de comparac¸a˜o de desempenho e´ descrito e comenta-se a estrate´gia
de ana´lise adotada. As aproximac¸o˜es C0(Ω) e C∞(Ω) sa˜o comparadas medi-
ante medidas globais e procura-se identificar a dependeˆncia com relac¸a˜o ao
padra˜o de enriquecimento.
4.1 Definic¸o˜es
Inicialmente, fazem-se oportunas as seguintes definic¸o˜es, de acordo
com Oden e Reddy (1976) e Kreyszig (1989). Seja p um inteiro positivo e
S uma regia˜o aberta em Rd , d sendo a dimensa˜o espacial, que pode ser o
domı´nio todo ou um sub-domı´nio ou porc¸a˜o do contorno.
O espac¸o Lp(S) consiste de uma classe de func¸o˜es u definidas sobre S
cujos valores absolutos possuem a p-e´sima poteˆncia integra´vel segundo Le-
besgue sobre S, ou seja, u ∈ Lp(S) se u e´ mensura´vel e se
‖u‖Lp(S) =
(∫
S
|u|p dΩ
) 1
p
≤ ∞ (4.1)
medida esta que e´ denominada norma Lp(S).
O espac¸o Lp(S) e´ um espac¸o normado linear completo, ou seja, um
espac¸o de Banach1 dotado da norma definida em (4.1).
Uma classe de func¸o˜es de interesse esta´ contida no espac¸o L2(S), que
e´ munido do produto interno
( f ,g)L2(S) =
∫
S
f (x)g(x) dΩ (4.2)
sendo
‖ f‖L2(S) =
√
( f , f )L2(S) (4.3)
1Espac¸o de Banach e´ um espac¸o vetorial X normado e completo com relac¸a˜o a sua norma.
Num espac¸o de Banach, toda sequeˆncia de Cauchy {xn}∞n=1 ⊂ X converge a um termo do pro´prio
espac¸o (LUENBERGER, 1969).
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a norma correspondente.
Se esta definic¸a˜o e´ expandida, considerando tambe´m que as func¸o˜es
assim classificadas tambe´m possuam todas as derivadas parciais fracas2 (ou
distributivas) ate´ uma ordem m tambe´m em Lp(S), enta˜o tem-se um espac¸o
de Sobolev
S mp (S) =
{
u : Dku ∈ Lp(S); ∀ k tal que |k| ≤ m
}
(4.4)
e para cada u ∈S mp (S) introduz-se a norma
‖u‖S mp (S) =
(∫
S
∑
|k|≤m
∣∣Dku∣∣p dS) 1p =( ∑
|k|≤m
∥∥Dku∥∥p
Lp(S)
) 1
p
(4.5)
Os espac¸os de Sobolev sa˜o, por consequeˆncia imediata da sua
definic¸a˜o, os espac¸os naturais de soluc¸o˜es de equac¸o˜es diferenciais parciais.
Uma outra classe especial congrega as func¸o˜es utilizadas em
formulac¸o˜es variacionais de operadores de elasticidade, por exemplo, que
envolvem o produto de derivadas. Assim, denota-se por Hm(S), um espac¸o
de Hilbert de ordem m, o espac¸o de Sobolev de func¸o˜es em L2(S) e cujas
derivadas distributivas de ordem k ≤ m tambe´m pertenc¸am a` L2(S).
Com estas definic¸o˜es em ma˜os, pode-se estabalecer o equaciona-
mento, como apresentado a seguir.
4.2 Problema modelo em elasticidade linear
Na mecaˆnica dos corpos deforma´veis, tem-se como propo´sito deter-
minar a configurac¸a˜o final de um so´lido sujeito a um carregamento externo
tendo conhecida a forma inicial do referido corpo e suas restic¸o˜es de desloca-
mento. O processo de deformac¸a˜o e´ dito ela´stico se toda a energia envolvida
no sistema for armazenada a ponto de o corpo recuperar sua forma original,
a partir da configurac¸a˜o deformada, se forem retiradas as forc¸as que lhe sa˜o
aplicadas. A linearidade, por sua vez, diz respeito a` relac¸a˜o linear (pontual)
2Uma func¸a˜o wi(x), para i ∈ {1, · · · ,d}, com d igual a` dimensa˜o espacial do problema,
e´ a i-e´sima derivada parcial fraca de uma func¸a˜o v(x) ∈ L1(Ω) se existir a igualdade∫
Ω v(x) ∂ϕ(x)/∂xi dΩ=−
∫
Ωwi(x)ϕ(x) dΩ para qualquer func¸a˜o teste ϕ(x) ∈C∞0 (Ω) (ODEN;
REDDY, 1976). Geralmente, derivadas fracas sa˜o distribuic¸o˜es, ou seja, funcionais lineares no
espac¸o de func¸o˜es teste suaves com suporte compacto. Assim, duas func¸o˜es iguais em quase
todo lugar definem a mesma distribuic¸a˜o e portanto geram a mesma derivada fraca.
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entre as varia´veis de estado tensa˜o e deformac¸a˜o. A discussa˜o que segue
se restringe a problemas bidimensionais e pode representar os estados plano
de deformac¸o˜es ou plano de tenso˜es. Primeiramente, sera´ apresentada bre-
vemente a formulac¸a˜o forte do problema, expressa pela equac¸a˜o diferencial
parcial e pelas condic¸o˜es de contorno.
4.2.1 Formulac¸a˜o forte
Supo˜e-se que o fenoˆmeno em observac¸a˜o seja contido em Ω, um
domı´nio aberto e limitado em R2, com contorno seccionalmente regular,
polie´drico e Lipschitz3 contı´nuo Γ= ∂Ω. Enta˜o, a regia˜o Ω definida pelo
domı´nio e seu fechamento e´ ocupada por um corpo de material ela´stico linear
que, na situac¸a˜o de equilı´brio esta´tico, satisfaz as equac¸o˜es de equilı´brio de
momento linearmente no interior do corpo (equac¸o˜es de equilı´brio de Cau-
chy),
LT σ (u)+b = 0, em Ω (4.6)
para um campo de deslocamentos u, estando o corpo sujeito a ac¸a˜o de forc¸as
de corpo b suficientementes suaves, isto e´, b ∈ L2(Ω;R2). Salienta-se que
em todo o texto sera´ empregada a notac¸a˜o matricial, exceto quando indicado.
Esta opc¸a˜o se deve ao fato de que a notac¸a˜o matricial e´ bastante similar a`
definic¸a˜o dos arranjos da implementac¸a˜o computacional.
Assim sendo, o operador diferencial em (4.6) pode ser expresso como
L =

∂
∂x
0
0
∂
∂y
∂
∂y
∂
∂x
 (4.7)
e os campos envolvidos expressos como
• σ (u) =
{
σx,σy,τxy
}T e´ o vetor das componentes de tenso˜es;
3Diz-se que um contorno e´ Lipschitz contı´nuo quando o mesmo pode ser localmente re-
presentado por uma func¸a˜o que satisfac¸a a condic¸a˜o de Lipschitz que estabelece, para dois
espac¸os me´tricos X e Y , cada qual com sua me´trica, MX e MY , que uma func¸a˜o f , f : X → Y ,
e´ Lipschitz contı´nua se existe uma constante real C ≥ 0 tal que, para quaisquer x1 e x2 ∈ X ,
MY ( f (x1), f (x2))≤CMX (x1,x2). A interpretac¸a˜o gra´fica sugere que em todo ponto do contorno
um duplo cone possa ser definido sem que parte do contorno o intersepte.
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• u =
{
ux,uy
}T e´ o vetor das componentes da func¸a˜o deslocamento; e
• b =
{
bx,by
}T e´ o vetor das componentes de forc¸a de corpo.
considerando estado plano de tenso˜es/deformac¸o˜es.
As tenso˜es de Cauchy σ relacionam-se ao deslocamento u pela relac¸a˜o
constitutiva ela´stica linear σ (u) = C ε (u), sendo as deformac¸o˜es de Green-
Lagrange ε relacionadas ao deslocamento pela relac¸a˜o cinema´tica lineari-
zada, ε= Lu. Aqui, C e´ a matriz de coeficientes ela´sticos, C ∈ L∞(Ω,R3×3),
cujas componentes, Ci j, i, j = 1, · · · ,3, ∈ L∞(Ω) podem ser escritas em ter-
mos das constantes de engenharia E e ν , que e´ suposta satisfazer as condic¸o˜es
de simetria e elipticidade uniforme4.
Ale´m disso, os campos de deslocamentos e tenso˜es sa˜o sujeitos a`s
condic¸o˜es de contorno u =u sobre ΓD e σ (u) n = t sobre ΓN , sendo t forc¸as
de superfı´cie, tambe´m suficientemente suaves, isto e´, t ∈ L2(ΓN ;R2), e n
e´ o vetor unita´rio normal ao contorno ∂Ω, direcionado para o exterior do
domı´nio, tal que n ∈ L∞(∂Ω;R2). Os segmentos do contorno ΓD e ΓN sa˜o
disjuntos, tais que ∂Ω= ΓD∪ΓN e ΓD∩ΓN =∅, onde ΓD e ΓN sa˜o, respecti-
vamente, as partes do contorno em que as condic¸o˜es de contorno de Dirichlet
e Neumann sa˜o especificadas. Ressalta-se que os valores no contorno sa˜o
entendidos no sentido do trac¸o5 de func¸o˜es em H1(Ω).
Enta˜o, para completar a definic¸a˜o do conjunto das varia´veis envolvi-
das, tem-se
• ε (u) =
{
εx,εy,γxy
}T e´ o vetor das componentes de deformac¸o˜es linea-
res e e´ obtido pela parte sime´trica do operador gradiente sobre u;
• t =
{
tx, ty
}T e´ o vetor de componentes de tenso˜es no contorno de Neu-
mann; e
• n =
[
nx 0 ny
0 ny nx
]
sa˜o as componentes do vetor normal ao con-
torno.
4A condic¸a˜o de elipticidade uniforme de C estabele que deve existir uma constante C > 0 tal
que ∑3i, j=1 Ci j(x)εiε j ≥C|ε |2 para todo ε ∈R3 e para qualquer x ∈Ω. A elipticidade requer que
os coeficientes das derivadas de mais alta ordem do operador diferencial sejam positivos e por
consequeˆncia a matriz sime´trica C e´ positiva definida (EVANS, 2010) (ODEN; REDDY, 1976).
5O conceito de trac¸o se faz necessa´rio pelo fato de que para func¸o˜es somente mensura´veis,
de que tratam as definic¸o˜es dos espac¸os de Lebesgue, Sobolev e Hilbert, na˜o se pode tratar seus
valores pontualmente mas sim os valores em quase todo lugar em Ω. Como o contorno ∂Ω tem
medida nula, uma aplicac¸a˜o trac¸o tr e´ enta˜o definida como v→ tr(v) = v|∂Ω, aplicac¸a˜o esta que
se prolonga por continuidade a uma aplicac¸a˜o linear contı´nua de H1(Ω) em L2(∂Ω), visto que
H1(Ω)∩C(Ω)→ L2(∂Ω)∩C(∂Ω) (ODEN; REDDY, 1976) .
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O problema de valor no contorno expresso por (4.6) juntamente com
as condic¸o˜es de contorno consiste na formulac¸a˜o forte do problema de elas-
ticidade.
4.2.2 Formulac¸a˜o fraca
Por outro lado, procurando estabelecer um equilı´brio global, no sen-
tido de que as forc¸as internas se equilibram com as forc¸as externas aplicadas
na˜o mais pontualmente, como em (4.6), define-se uma forma fraca, varia-
cional, onde a soluc¸a˜o pode ser procurada num espac¸o de func¸o˜es menos
restritas, no sentido de sua regularidade, como H1(Ω,R2), o espac¸o de Hil-
bert de ordem 1, que envolve as func¸o˜es que, juntamente com suas primeiras
derivadas, sa˜o quadraticamente integra´veis no sentido de Lebesgue.
A motivac¸a˜o para tal modificac¸a˜o da formulac¸a˜o se deve ao fato de
que soluc¸o˜es exatas, no sentido de satisfac¸a˜o pontual da forma forte (4.6),
podem ser obtidas somente em condic¸o˜es muito restritivas, quer seja pela
simplicidade da geometria do domı´nio quanto pelo carregamento. Tal tarefa
e´ geralmente invia´vel.
A forma variacional contı´nua associada ao problema de elasticidade
consiste em: encontrar o campo de deslocamentos u ∈ U , sendo U = {u ∈
H1(Ω;R2);u = u sobre ΓD} o conjunto de func¸o˜es cinematicamente ad-
missı´veis6, tal que
B(u,v) =L (v), ∀ v ∈ V (4.8)
sendo V =
{
v ∈H1(Ω;R2);v = 0 sobre ΓD
}
o espac¸o das variac¸o˜es ad-
missı´veis (diferenc¸a entre quaisquer duas func¸o˜es cinematicamente ad-
missı´veis). O espac¸o V e´ um espac¸o intermedia´rio entre H1(Ω) e H10(Ω)
visto que v = 0 somente em parte de ∂Ω. Salienta-se que as condic¸o˜es de
Dirichlet sobre cada componente de u podem na˜o ser coincidentes.
Vale salientar que U nem sempre e´ um espac¸o, visto que se existir
condic¸a˜o de contorno de Dirichlet na˜o homogeˆnea a func¸a˜o zero na˜o e´ cine-
maticamente admissı´vel e portanto tem-se violada a definic¸a˜o de espac¸o pelo
fato de a func¸a˜o zero na˜o pertencer ao conjunto.
Na equac¸a˜o variacional de equilı´brio (4.8) o operadorB(u,v) definido
como
6As func¸o˜es cinematicamente admissı´veis satisfazem condic¸o˜es de contorno de Dirichlet e
sa˜o suficientemente suaves para que (4.6) tenha siginificado fı´sico.
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B(u,v) =
∫ ∫
Ω
ε T (v) σ (u) lz dx dy (4.9)
e´ uma forma bilinear sobre U (Ω)×V (Ω) pois u→ B(u,v) e´ uma forma
linear de U em R para todo v ∈ V e v→B(u,v) e´ uma forma linear de V
em R para todo u ∈U .
A forma bilinear e´ contı´nua pois existe uma constante C1 > 0 e inde-
pendente de u e v tal que,
|B(u,v)| ≤C1‖u‖V ‖v‖V , ∀ u,v ∈U (Ω)×V (Ω) (4.10)
pela desigualdade de Cauchy-Schwarz.
Ale´m disso, B(u,v) e´ coerciva (ou elı´ptica), em virtude da eliptici-
dade de C e usando a desigualdade de Poincare´, de modo que existe outra
constante C2 > 0, tal que
B(v,v)≥C2‖v‖2V , ∀ v ∈ V (4.11)
independentemente de v.
A forma bilinear B(•,•) e´ sime´trica, como consequeˆncia da biline-
aridade, positiva definida sobre V (Ω)×V (Ω) devido a` coercividade, e ad-
mite uma u´nica soluc¸a˜o, que depende continuamente da forma linear, como
assegurado pelo Teorema de Lax-Milgram (ODEN; REDDY, 1976). Adicional-
mente, a forma bilinear induz a norma
‖•‖E =
√
B(•,•) (4.12)
tambe´m chamada norma energia, que e´ de grande aplicac¸a˜o em elasticidade
pelo fato de estar diretamente relacionada a` energia envolvida no processo de
deformac¸a˜o (SZABO´; BABUSˇKA, 2011). Por sua vez, a energia de deformac¸a˜o
do sistema U e´ definida como
U(u) =
1
2
B (u,u) =
1
2
‖u‖2E (4.13)
grandeza esta que sera´ utilizada nas avaliac¸o˜es nume´ricas.
Por outro lado, o operadorL (v) e´ definido como
L (v) =
∫ ∫
Ω
vT b lz dx dy+
∫
ΓN
vT t lz ds (4.14)
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onde se percebe, pela parcela integrada no contorno ΓN , que a condic¸a˜o de
contorno de Neumann e´ imposta variacionalmente, enquanto a condic¸a˜o de
contorno de Dirichlet e´ imposta na definic¸a˜o do espac¸oU . O operador (4.14)
pode ainda ser expresso como
L (v) =
∫ ∫
Ω
vT b lz dx dy+ 〈t ,v〉H−1/2(ΓN),H1/2(ΓN) (4.15)
utilizando-se o produto de dualidade, no qual v|ΓN ∈H1/2(ΓN) e´ entendido
como o trac¸o de v ∈ V ⊂H1(Ω). Torna-se necessa´rio introduzir a definic¸a˜o
do espac¸o de Hilbert de ordem fraciona´ria pois a aplicac¸a˜o trac¸o H1(Ω)→
L2(∂Ω) na˜o e´ injetiva nem sobrejetiva7. Assim, o espac¸o definido como
H1/2(∂Ω) =
{
g ∈ L2(∂Ω) : ∃ v ∈H1(Ω) tal que g = v|∂Ω
}
(4.16)
e munido da norma
‖g‖H1/2(∂Ω) = inf
v∈H1(Ω)
v|∂Ω=g
‖v‖H1(Ω) (4.17)
faz com que a aplicac¸a˜o tr : H1(Ω)→H1/2(∂Ω) seja linear e contı´nua visto
que
‖u‖H1/2(∂Ω) = inf
u∈H1(Ω)
v|∂Ω=u|∂Ω
‖v‖H1(Ω) ≤ ‖u‖H1(Ω) (4.18)
Ale´m disso, existe um operador prolongamento pr : H1/2(∂Ω)→
H1(Ω) linear, contı´nuo e injetivo, de modo que tr(pr(g)) = g, ∀ g ∈
H1/2(∂Ω). Finalmente, H1/2(∂Ω) e´ denso em L2(∂Ω) (ODEN; REDDY,
1976).
Por sua vez, H−1/2(∂Ω) e´ o dual topolo´gico de H1/2(∂Ω), por
definic¸a˜o. Logo, o operador L (•), elemento do espac¸o dual V ∗(Ω),
sendo a soma de um operador linear contı´nuo de L2(Ω) (pela desigualdade
7A aplicac¸a˜o trac¸o tr : H1(Ω)→ L2(∂Ω) na˜o e´ injetiva pelo fato de que diferentes func¸o˜es
f1(x) e f2(x) ∈H1(Ω) podem ser tais que f1|∂Ω = f2|∂Ω. Ainda, diz-se que a aplicac¸a˜o trac¸o
na˜o e´ sobrejetiva pelo fato de que nem todas as func¸o˜es g ∈ L2(∂Ω) (contradomı´nio) esta˜o no
conjunto imagem da aplicac¸a˜o. A definic¸a˜o do espac¸o fraciona´rio munido da norma (4.17) supera
estes obsta´culos.
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de Cauchy-Schwarz) com um produto de dualidade entre H−1/2(ΓN) e
H1/2(ΓN), que e´ contı´nuo pela continuidade do operador trac¸o, e´ linear visto
que existe uma constante C > 0 tal que
|L (v)| ≤C‖v‖V ∀ v ∈ V (4.19)
As varia´veis envolvidas em (4.9) e (4.14) que na˜o foram definidas na
forma de arranjos na Subsec¸a˜o 4.2.1 sa˜o:
• v=
{
vx,vy
}T e´ o vetor das componentes da func¸a˜o variac¸a˜o admissı´vel;
• lz e´ a dimensa˜o do corpo ela´stico na direc¸a˜o de z (espessura) suposto
como constante por simplificac¸a˜o.
O requisito de que as func¸o˜es u e v ∈H1(Ω;R2) e´ a condic¸a˜o mı´nima
para que os termos de (4.8) possam ser calculados.
Muito embora simplificac¸o˜es ja´ tenham sido consideradas, a soluc¸a˜o
do problema (4.8) esta´ contida num espac¸o de dimensa˜o infinita. Assim, com
o objetivo de se obter aproximac¸o˜es da soluc¸a˜o exata da forma variacional,
propo˜e-se discretizac¸o˜es no sentido de buscar por uma soluc¸a˜o num espac¸o
menor, formado por uma base, construı´da por me´todos como o de elementos
finitos, por exemplo. A partir deste ponto, a metodologia para se construir
uma base para o subespac¸o de aproximac¸a˜o pode ser baseada em malha ou
livre de malha.
4.3 Formulac¸a˜o discretizada
Para ilustrar, no Me´todo Generalizado de Elementos Finitos (MGEF),
que e´ objeto de estudo do presente trabalho, propo˜e-se uma aproximac¸a˜o de
Galerkin up de grau polinomial p, associada a uma base formada por func¸o˜es
PU e func¸o˜es de enriquecimento, a famı´lia de func¸o˜es FN (3.24), conforme
apresentado no Capı´tulo 3, expressa por
up(x) =
N
∑
α=1
ϕ̂α
{{
uxα
uyα
}
+
qα
∑
i=1
L̂αi
{
bαi
dαi
}}
=ΦT U (4.20)
com uxα e uyα sendo os coeficientes nodais generalizados associados a`
partic¸a˜o da unidade, ϕα , enquanto bαi e dαi sa˜o os coeficientes nodais gene-
ralizados associados a`s func¸o˜es de enriquecimento, Lαi, e qα= q
p
α + qsα e´ o
nu´mero de func¸o˜es de enriquecimento de cada no´, como definido em (3.25).
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Os arranjos de func¸o˜es sa˜o definidos como
ϕ̂α =
[
ϕα(x) 0
0 ϕα(x)
]
(4.21)
L̂αi =
[
Lαi(x) 0
0 Lαi(x)
]
(4.22)
Desta feita, o problema de valor no contorno discretizado consiste em:
encontrar o campo de deslocamentos up ∈Uh tal que
B(up,vp) =L (vp) ∀ vp ∈ Vh (4.23)
onde up ∈Uh ⊂H1 e vp ∈ Vh ⊂H1, sendo queUh = span Fk,pN , conduzindo
a` forma discretaB(ΦT U,ΦT V) =L (ΦT V), com ΦT U ∈Uh e ΦT V ∈ Vh.
4.4 Avaliac¸o˜es nume´ricas
O problema cla´ssico de um painel fraturado, para o qual se dispo˜e de
soluc¸a˜o ana´lı´tica (WESTERGAARD, 1939) e (ANDERSON, 2005), foi analisado
para se investigar a influeˆncia da continuidade na aproximac¸a˜o do campo de
tenso˜es singular com o emprego de enriquecimento.
Os dados geome´tricos e propriedades materiais sa˜o listados abaixo:
• coeficiente de Poisson: ν = 0,3
• mo´dulo de elasticidade: E = 1,0
• dimensa˜o do domı´nio: a = 60,0
• espessura constante e unita´ria: lz = 1,0
Logo, o domı´nio e´ Ω = [0,2a]× [0,2a] e a trinca e´ definida como
ΓT = [0,a]×{a}.
As condic¸o˜es de contorno aplicadas sa˜o as restric¸o˜es de deslocamento
necessa´rias para se evitar movimentos de corpo rı´gido e forc¸as de superfı´cie
calculadas atrave´s das componentes de tenso˜es dadas pela soluc¸a˜o analı´tica.
Logo:
• condic¸o˜es de contorno de Dirichlet: ux(a,a) = 0, uy(a,a) = 0,
uy(2a,a) = 0; e
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• condic¸o˜es de contorno de Neumann: forc¸as de superfı´cie em todo o
contorno, exceto nas faces da trinca, segundo as componentes de tensa˜o
dadas pela soluc¸a˜o analı´tica (4.24).
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(4.24)
sendo a origem do sistema de coordenadas polares posicionada na ponta da
trinca, com −pi ≤ θ ≤ pi .
Para o Modo I (puro) de abertura da trinca, foi considerado KI = 1,0
e KII = 0,0. A energia de deformac¸a˜o exata para este problema e´ dada por
U(uEX ) = 2,9790427(A1)2 a lz/E, com A1 = KI/
√
2pi , (SZABO´, 1986) e (DU-
ARTE, 1991).
4.4.1 Discretizac¸a˜o e padra˜o de enriquecimento
As func¸o˜es de enriquecimento utilizadas para se representar a descon-
tinuidade e a singularidade caracterı´sticas de um problemas de abertura de
trinca, a func¸a˜o degrau (Heaviside) e as bases da soluc¸a˜o assinto´tica (3.20)
(BELYTSCHKO; BLACK, 1999), respectivamente, eram comumente aplicadas
aos no´s localizados numa faixa estreita ao longo da trinca. Esta estrate´gia,
referida como enriquecimento topolo´gico por Be´chet et al. (2005) e Laborde
et al. (2005), foi adotada nas maioria das primeiras investigac¸o˜es, como por
exemplo, Moe¨s, Dolbow e Belytschko (1999) e Belytschko, Moe¨s e Usui
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(2001).
Num primeiro instante, poder-se-ı´a esperar que, devido ao fato de se
usar func¸o˜es de enriquecimento para representar a singularidade, restaria so-
mente a parcela regular da soluc¸a˜o para ser aproximada. Assim, sob certas
condic¸o˜es, julgar-se-ı´a possı´vel alcanc¸ar taxas de convergeˆncias o´timas veri-
ficadas na aproximac¸a˜o de soluc¸o˜es suaves para o MEF convencional.
Em processos de refinamento de malha com reduc¸a˜o de elementos (re-
finamento h), no entanto, observou-se que a taxa de convergeˆncia obtida para
a norma em energia, com as discretizac¸o˜es enriquecidas com o padra˜o to-
polo´gico, e´ similar a` alcanc¸ada em modelagens por MEF convencional, com
malhas adaptadas a` geometria da trinca. Isto se deve a` reduc¸a˜o da dimensa˜o
do suporte das func¸o˜es enriquecidas a` medida que se procede o refinamento h.
A manutenc¸a˜o da taxa de convergeˆncia mesmo utilizando o enriquecimento
foi relatada por Stazi et al. (2003), Be´chet et al. (2005) e Laborde et al. (2005).
Uma primeira proposta de modificac¸a˜o e´ relativa a` partic¸a˜o da uni-
dade usada para se localizar a func¸a˜o degrau, utilizada para a representac¸a˜o
da descontinuidade, aplicada aos no´s ao longo da trinca. A correspondente
partic¸a˜o da unidade utilizada para a localizac¸a˜o da func¸a˜o degrau deve ter
o mesmo grau da partic¸a˜o usada para a aproximac¸a˜o do campo de deslo-
camento, quando usando func¸o˜es de forma convencionais do MEF como
partic¸a˜o da unidade, de modo que o deslocamento seja apropriadamente apro-
ximado ao longo da trinca Stazi et al. (2003).
Uma se´rie de aspectos relacionados a`s discretizac¸o˜es enriquecidas fo-
ram evidenciados por Laborde et al. (2005). A forma como se distribui o
enriquecimento, o efeito deste enriquecimento sobre o nu´mero de condicio-
namento da matriz de rigidez e a influeˆncia da transic¸a˜o, entre a porc¸a˜o do
domı´nio enriquecida e na˜o enriquecida, sa˜o fatores condicionantes do desen-
penho da discretizac¸a˜o.
Deste modo, uma segunda melhoria e´ relacionada a`s func¸o˜es de en-
riquecimento utilizadas para reproduzir a soluc¸a˜o assinto´tica na frente da
trinca. Uma alternativa encontrada para se melhorar a taxa de convergeˆncia e´
empregar uma regia˜o de enriquecimento, ao redor da frente da trinca, com
dimensa˜o constante, independentemente do tamanho dos elementos. Este
padra˜o de enriquecimento independente do paraˆmetro h e´ designado como
geome´trico (LABORDE et al., 2005).
Pore´m, uma consequeˆncia imediata e´ o aumento da quantidade de
graus de liberdade do modelo. Adicionalmente, pode-se obter sistemas de
equac¸o˜es lineares mal-condicionados dependendo das func¸o˜es utilizadas e,
dentre outras razo˜es, da forma de compatibilizac¸a˜o do enriquecimento com a
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PU. Esta´ u´ltima, pode demandar algum tratamento na transic¸a˜o entre porc¸a˜o
enriquecida e na˜o enriquecida (LABORDE et al., 2005), fenoˆmeno que foi
tambe´m investigado por Chessa e Belytschko (2003).
Assim, a partir destas constatac¸o˜es, optou-se pela seguinte estrate´gia
de ana´lise. Para a discretizac¸a˜o do domı´nio foram utilizadas quatro diferentes
malhas regulares, conforme mostrado na Figura 4.1, de modo que ocorrem
somente nuvens convexas e portanto partic¸o˜es da unidade com continuidade
C∞(Ω) em todo o domı´nio.
Optou-se tambe´m por fazer a trinca abrir sobre uma linha de ares-
tas interelementares. Uma vez que se pretende fazer uma comparac¸a˜o en-
tre o desempenho do enriquecimento aplicado sobre PU C0(Ω) convencional
e PU C∞(Ω), julga-se ser mais conveniente para PU convencional (func¸a˜o
tenda) fazer a descontinuidade ocorrer sobre arestas. Ale´m disso, evita-se
complicac¸o˜es com o particionamento, em sub-ce´lulas de integrac¸a˜o, de ele-
mentos seccionados pela trinca, como executado em Laborde et al. (2005),
por exemplo.
Adicionalmente, na˜o foi aplicado o refino geome´trico da malha de ele-
mentos como discutido em Szabo´, Duster e Rank (2004) e Szabo´ e Babusˇka
(2011), por exemplo. Busca-se assim isolar o efeito da continuidade e do
refino polinomial.
Num primeiro momento, aplicou-se o enriquecimento com func¸o˜es
de frente de trinca (3.20) seguindo um padra˜o geome´trico, na˜o vinculado
a` malha. Para isso, foram considerados dois cı´rculos com raios diferentes,
R1 = 45,0 (azul) e R2 = 30,0 (vermelho), como se pode ver na Figura 4.1.
Assim, todos os no´s no interior dos cı´rculos, em cada caso, sa˜o enriquecidos.
Pretende-se verificar a dependeˆncia com relac¸a˜o a` reduc¸a˜o da regia˜o enrique-
cida.
Os no´s ao longo da abertura da trinca (no´s marcados na cor verde,
Figura 4.1) tambe´m foram enriquecidos com as mesmas func¸o˜es usadas na
frente da trinca, diferentemente do procedimento convencional, no qual a
func¸a˜o degrau generalizada e´ usada como enriquecimento dos no´s ao longo
da trinca (distantes da singularidade). Muito embora gerando mais graus de
liberdade, optou-se por fazer representar toda a trinca com um u´nico conjunto
de func¸o˜es (3.20), tentando minimizar efeitos de transic¸a˜o. Logo, a func¸a˜o
Lsα1 de (3.20) e´ a u´nica responsa´vel por representar a abertura da trinca.
O refinamento p, atrave´s da adic¸a˜o de func¸o˜es de enriquecimento poli-
nomais Lpαi, como demonstrado em (3.23), foi usado para se capturar melhor
as forc¸as aplicadas no contorno e flexibilizar a transic¸a˜o entre a porc¸a˜o enri-
quecidas com as func¸o˜es de frente de trinca e o restante do domı´nio. Aplicou-
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se enriquecimento polinomial uniforme ate´ o sexto grau, p = 1,2, · · · ,6.
Vale salientar que, devido ao fato da PU C0(Ω) convencional ser ca-
paz de representar uma func¸a˜o linear (em todo o domı´nio), com derivada
perfeitamente constante, diferentemente da PU C∞(Ω), faz-se necessa´ria a
seguinte considerac¸a˜o. Como utilizado em Mendonc¸a, Barcellos e Torres
(2011) e Mendonc¸a, Barcellos e Torres (2013), sera´ empregada neste traba-
lho a definic¸a˜o do grau b da aproximac¸a˜o (desconsiderando o enriquecimento
com derivadas singulares). Assim, b = p+1 para PU C0(Ω) e b = p para PU
Ck(Ω).
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Figura 4.1: Discretizac¸o˜es usadas para verificac¸a˜o de desempenho, consi-
derando o padra˜o geome´trico para o enriquecimento com func¸o˜es de frente
de trinca. O cı´rculo azul sera´ referido como R1 enquanto o vermelho sera´
referido como R2. As func¸o˜es de frente tambe´m foram aplicadas aos no´s
marcados em verde para se fazer a trinca atingir o contorno do domı´nio.
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4.4.2 Integrac¸a˜o
O procedimento convencional para se executar as integrac¸o˜es em a´rea
e´ dividir os elementos seccionados pela trinca em sub-ce´lulas de integrac¸a˜o.
A situac¸a˜o e´ ainda mais desfavora´vel na vizinhanc¸a da singularidade, onde
e´ requerido que as sub-ce´lulas sejam menores, ale´m de se exigir algum tipo
especial de quadratura. Por exemplo, Laborde et al. (2005) utilizam um ma-
peamento quase-polar para a quadratura de Gauss-Legendere de 25 pontos
nas sub-ce´lulas de integrac¸a˜o que possuem um ve´rtice na frente da trinca.
Va´rios estudos acerca da integrac¸a˜o de func¸o˜es singulares no aˆmbito
do MGEF sa˜o reportados na literatura. Pode-se citar, entre eles, os trabalhos
de Be´chet et al. (2005) e Park et al. (2009).
Neste trabalho, procurou-se minimizar os erros de integrac¸a˜o
nume´rica. Ale´m disso, devido ao propo´sito de comparac¸a˜o entre as func¸o˜es
com diferentes regularidade, utilizou-se a mesma quadratura de integrac¸a˜o
em todos os esta´gios das ana´lises, para todas as discretizac¸o˜es.
Para os elementos em torno da singularidade, foi utilizada uma quadra-
tura gaussiana com 225 pontos (15× 15), submetida simultaneamente a um
mapeamento quase-polar e quarter-point (BARSOUM, 1974). Para os demais
elementos, foi aplicada a quadratura sime´trica em triaˆngulos de Wandzura
(WANDZURA; XIAO, 2003) com 175 pontos.
A energia de deformac¸a˜o analı´tica, obtida a partir da integrac¸a˜o do
produto dos campos de tenso˜es e deformac¸o˜es analı´ticos, foi usada para mo-
nitoramento do erro cometido pela quadratura. Tal esforc¸o se justifica como
sendo uma tentativa de se evitar erros de integrac¸a˜o e poder interpretar os di-
ferentes comportamentos como sendo consequeˆncia somente das func¸o˜es de
aproximac¸a˜o utilizadas.
Para integrac¸o˜es no contorno de Neumann utilizou-se a quadratura de
Gauss-Legendre com 25 pontos, para cada aresta elementar.
4.4.3 Discussa˜o dos resultados
Nesta sec¸a˜o, a qualidade da aproximac¸a˜o e´ aferida mediante medidas
globais como erro relativo na energia de deformac¸a˜o e na norma H1(Ω).
A energia de deformac¸a˜o e´ calculada usando (4.13), por meio da pre´
e po´s-multiplicac¸a˜o da matriz de rigidez global pelo vetor de coeficientes da
soluc¸a˜o, e atrave´s da integrac¸a˜o dos campos aproximados como
U(u) =
1
2
∫ ∫
Ω
σ T ε lz dx dy (4.25)
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enquanto a norma H1(Ω) e´ calculada como
‖u‖H1(Ω) =
(∫ ∫
Ω
(
uT u
)
+
(
ε T ε
)
dx dy
) 1
2
(4.26)
com u = {ux,uy}T , σ = {σx,σy,τxy}T e ε = {εx,εy,γxy}T .
A medida de erro relativo, por exemplo, para a energia de deformac¸a˜o,
e´ calculada por
er(U) =
U(uEX )−U(up)
U(uEX )
(4.27)
e de forma similar para as outras grandezas.
O comportamento na presenc¸a do refinamento p uniforme, conside-
rando PU C0(Ω) convencional e´ mostrado na Figura 4.2, que exibe o erro
relativo na energia de deformac¸a˜o contra o nu´mero de graus de liberdade das
discretizac¸o˜es. Sa˜o utilizadas curvas em linha contı´nua para R1 e linha tra-
cejada para R2. Os pontos superiores sa˜o resultantes de b = p = 1, como
citado na Sec¸a˜o 4.4.1. Observa-se uma tendeˆncia de convergeˆncia alge´brica,
com distribuic¸o˜es mais pro´ximas da retilı´nea a` medida que os elementos di-
minuem. Tambe´m, maiores taxas de convergeˆncia ocorrem para menores h.
A Figura 4.3 mostra, por sua vez, a evoluc¸a˜o do erro relativo na ener-
gia de deformac¸a˜o para discretizac¸o˜es com PU contı´nua C∞(Ω). Assim como
utilizado para as aproximac¸o˜es C0(Ω), foi aplicado enriquecimento polino-
mial gradativo ate´ p = 6, de modo que 1 ≤ b ≤ 6. As inclinac¸o˜es das linhas
tracejadas e´ bastante similar a`s das linhas contı´nuas e praticamente se so-
brepo˜e nos seguimentos inicias. Maior distanciamento entre linhas tracejadas
e cheia ocorre para as malhas M3 e M4 o que pode ser devido ao nu´mero de
condicionamento.
Existe uma tendeˆncia de saturac¸a˜o, com erros na ordem de 1.0×10−7
em ambas as situac¸o˜es. Ja´ no caso das func¸o˜es contı´nuas, o crescimento
do erro apo´s um ponto de mı´nimo pode ser devido a uma deficieˆncia da
integrac¸a˜o ou devido ao mau condicionamento do sistema de equac¸o˜es.
As func¸o˜es C0(Ω) geram erros menores que as func¸o˜es suaves, para
os u´ltimos graus de enriquecimento polinomial. No entanto, e´ necessa´rio ter
em mente que o nu´mero de condicionamento das matrizes de rigidez para os
casos extremos de enriquecimento polinomial ja´ e´ bastante inapropriado.
A diferenc¸a na taxa de convergeˆncia entre as aproximac¸o˜es regulares e
seccionalmente contı´nuas se torna mais evidente para o erro relativo na norma
H1(Ω) (4.26), como se pode observar nas Figuras 4.4 e 4.5.
76 4 Problema modelo
Apesar das oscilac¸o˜es que ocorrem para graus b ≥ 4, no caso da PU
C∞(Ω) (Figura 4.5), observa-se que as linhas contı´nuas e tracejadas evoluem
bastante pro´ximas ate´ os graus mais elevados. Tal fato pode indicar menor
dependeˆncia da aproximac¸a˜o com relac¸a˜o aos raios que definem as dimenso˜es
das regio˜es enriquecidas.
A verificac¸a˜o da acuracidade da quadratura de integrac¸a˜o conside-
rada tanto no ca´lculo da energia de deformac¸a˜o quanto da norma H1(Ω)
e´ registrada na Figura 4.6. Ressalta-se que foram integradas numerica-
mente as soluc¸o˜es analı´ticas dos campos de tensa˜o (4.24) e correspondentes
deformac¸o˜es. Como citado anteriormente, para cada uma das malhas, foi uti-
lizada a mesma quadratura, independentemente da regularidade das func¸o˜es
de aproximac¸a˜o. Eis a raza˜o para a sobreposic¸a˜o dos resultdados obtidos para
C∞(Ω) e C0(Ω). Diferenc¸as ocorrem somente quando da alterac¸a˜o da malha.
Observa-se que os valores variam somente nos dois u´ltimos algarismos
significativos. Nesta situac¸a˜o, argumenta-se que o erro cresce ligeiramente a`
medida que os elementos diminuem como consequeˆncia do maior nu´mero de
pontos de avaliac¸a˜o envolvidos e, logo, o maior nu´mero de operac¸o˜es.
Faz-se necessa´rio, nesta comparac¸a˜o de desempenho, registrar o
efeito das diferentes func¸o˜es sobre o condicionamento da matriz de rigidez.
O nu´mero de condicionamento e´ um fator que interfere na acuracidade da
soluc¸a˜o do sistema de equac¸o˜es e pode ser relacionado a` quantidade de alga-
rismos significativos confia´veis dos coeficientes do vetor soluc¸a˜o (CHAPRA;
CANALE, 2008).
Neste trabalho, considera-se nu´mero de condicionamento como sendo
a raza˜o entre o maior autovalor e o menor autovalor diferente de zero. Isto
se deve ao fato de que, teoricamente, o enriquecimento polinomial sobre uma
PU tambe´m polinomial, como nas aproximac¸o˜es C0(Ω), gera uma base line-
armente dependente (DUARTE; BABUSˇKA; ODEN, 2000) (SCHWEITZER, 2008),
conduzindo a` matrizes de rigidez singulares.
Salienta-se que a soluc¸a˜o do sistema de equac¸o˜es, tanto para as
aproximac¸o˜es C0(Ω) quanto C∞(Ω), e´ obtida com o auxı´lio do procedimento
iterativo de Babusˇka (DUARTE; BABUSˇKA; ODEN, 2000). O procedimento
de Babusˇka e´ geralmente utilizado em implementac¸o˜es C0(Ω) do MGEF
(DUARTE et al., 2001) (TORRES; MENDONC¸A; BARCELLOS, 2011) e se faz
necessa´rio para que sejam eliminados os autovalores nulos presentes nas
matrizes de rigidez, oriundos da dependeˆncia linear. Todavia, seguindo
Mendonc¸a, Barcellos e Torres (2011) e Mendonc¸a, Barcellos e Torres (2013),
tal procedimento foi empregado tambe´m para aproximac¸o˜es suaves, com
PU C∞(Ω). Nesta investigac¸a˜o, considerou-se na grande maioria dos casos
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o paraˆmetro de perturbac¸a˜o como 1× 10−6 e a toleraˆncia de convergeˆncia
como 1×10−12.
Ainda, resalta-se que os resultados mostrados nas Figuras 4.7 e 4.8,
respectivamente, para aproximac¸o˜es C0(Ω) e C∞(Ω), se referem ao nu´mero
de condicionamento calculado apo´s a aplicac¸a˜o das condic¸o˜es de restric¸a˜o de
deslocamento, pore´m antes do pre´-condicionamento proposto por Duarte (DU-
ARTE; BABUSˇKA; ODEN, 2000) e a aplicac¸a˜o do fator de pertubac¸a˜o do me´todo
de Babusˇka.
Percebe-se que os valores iniciais de nu´mero de condicionamento,
para o mais baixo grau b, referentes a` PU C∞(Ω) (Figura 4.8) sa˜o notada-
mente superiores aos correspondentes valores para func¸o˜es C0(Ω) (Figura
4.7). Avaliando-se a inclinac¸a˜o dos segmentos, para as mesmas variac¸o˜es no
nu´mero de graus de liberdade, constata-se que as taxas exibidas pelas func¸o˜es
de alta regularidade sa˜o ligeiramente superiores comparado a`s PU convenci-
onais.
Enta˜o, buscando compreender melhor o impacto da regularidade e do
enriquecimento no condicionamento, investigou-se a dispersa˜o dos autovalo-
res das matrizes de rigidez. Registra-se nas figuras 4.9 e 4.10 a distribuic¸a˜o
da quantidade de autovalores para as diversas ordens de grandeza. Para tal
ana´lise, considerou-se a malha M2 (Figura 4.1), no caso de enriquecimento
singular segundo o padra˜o geome´trico e enriquecimento polinomial uniforme.
Por exemplo, na Figura 4.9, tem-se que a linha azul contı´nua e a li-
nha cinza tracejada, correspondentes a`s aproximac¸o˜es C0(Ω) b = 2 e C∞(Ω)
b= 1, respectivamente, indicam que a distribuic¸a˜o dos autovalores por ordem
de grandeza e´ bastante similar para matrizes de mesma dimensa˜o, indepen-
dentemente da regularidade da base. Esta similaridade tambe´m e´ observada
para os graus superiores, inclusive no caso em que se reduz o raio da regia˜o
com enriquecimento de ponta de trinca (Figura 4.10).
Nota-se que os autovalores de maior grandeza ocorrem em mesmo
nu´mero em todas as situac¸o˜es e que a diferenc¸a entre as curvas para diferentes
graus b se manifesta no sentido decrescente do eixo horizontal. Sendo assim,
pode-se argumentar que os maiores autovalores sa˜o associados a`s func¸o˜es
de enriquecimento de ponta de trinca (3.20) e os menores autovalores sa˜o
associados ao enriquecimento polinomial (3.23). Esta constatac¸a˜o corrobora
o fato de que as maiores contribuic¸o˜es em energia de deformac¸a˜o se devem
a`s func¸o˜es de enriquecimento com derivada singular, estando associadas aos
modos de energia mais elevados.
Por outro lado, as figuras 4.9 e 4.10 evidenciam que o crescimento do
nu´mero de condicionamento esta´ predominantemente associado ao enrique-
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cimento polinomial. E´ possı´vel visualizar que, mesmo no caso de PU C∞(Ω),
surgem autovalores muito pequenos, no limite da precisa˜o da ma´quina, para
b≥ 4 muito embora, teoricamente, na˜o seja prevista a singularidade da matriz
de rigidez visto que a PU suave na˜o e´ polinomial. Este fato pode sugerir a
necessidade de se procurar por func¸o˜es de enriquecimento polinomiais dife-
rentes daquelas em (3.23) e justifica a opc¸a˜o por utilizar o me´todo de Babusˇka
(DUARTE; BABUSˇKA; ODEN, 2000) tambe´m para aproximac¸o˜es C∞(Ω).
De posse destes resultados, pode-se argumentar que ainda na˜o e´ muito
clara a vantagem da PU C∞(Ω) frente a PU C0(Ω) convencional do MEF. Os
valores de erro alcanc¸ados no final de processo de refinamento p sa˜o de ordem
de grandeza semelhante nas duas situac¸o˜es. Ate´ aqui, a diferenc¸a mais mar-
cante e´ o impacto sobre o nu´mero de condicionamento. Tambe´m, salienta-
se que para a aproximac¸a˜o contı´nua, um dado grau b exige uma quantidade
maior de func¸o˜es por no´, e consequentemente maior nu´mero de graus de li-
berdade, como discutido na Sec¸a˜o 3.5. Mas, de qualquer forma, o custo en-
volvido no padra˜o de enriquecimento geome´trico, para as func¸o˜es de frente
de trinca, e´ computacionalmente caro em qualquer dos dois casos.
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Figura 4.2: Erro relativo no ca´lculo da energia de deformac¸a˜o considerando PU convencional (func¸a˜o tenda). Efeito
do enriquecimento polinomial uniforme. Base de aproximac¸a˜o de grau 1 ate´ 6.
80
4
P
roblem
a
m
odelo
1.0E‐9
1.0E‐8
1.0E‐7
1.0E‐6
1.0E‐5
1.0E‐4
1.0E‐3
1.0E‐2
1.0E‐1
1.0E+2 1.0E+3 1.0E+4
e
r
r
o
 
r
e
l
a
t
i
v
o
 
n
a
 
e
n
e
r
g
i
a
 
d
e
 
d
e
f
o
r
m
a
ç
ã
o
gdl
M1, Ck, R1
M2, Ck, R1
M3, Ck, R1
M4, Ck, R1
M1, Ck, R2
M2, Ck, R2
M3, Ck, R2
M4, Ck, R2
Figura 4.3: Erro relativo no ca´lculo da energia de deformac¸a˜o considerando PU contı´nua. Efeito do enriquecimento
polinomial uniforme. Base de aproximac¸a˜o de grau 1 ate´ 6.
4.4
Avaliac¸o˜es
num
e´ricas
81
1.0E‐7
1.0E‐6
1.0E‐5
1.0E‐4
1.0E‐3
1.0E‐2
1.0E‐1
1.0E+0
1.0E+2 1.0E+3 1.0E+4
e
r
r
o
 
r
e
l
a
t
i
v
o
 
n
a
 
n
o
r
m
a
 
H
1
gdl
M1, C0, R1
M2, C0, R1
M3, C0, R1
M4, C0, R1
M1, C0, R2
M2, C0, R2
M3, C0, R2
M4, C0, R2
Figura 4.4: Erro relativo no ca´lculo da norma ‖u‖H1(Ω) (4.26) considerando PU convencional (func¸a˜o tenda). Efeito
do enriquecimento polinomial uniforme. Base de aproximac¸a˜o de grau 1 ate´ 6.
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Figura 4.5: Erro relativo no ca´lculo da norma ‖u‖H1(Ω) (4.26) considerando PU contı´nua. Efeito do enriquecimento
polinomai uniforme e influeˆncia do raio da regia˜o enriquecida com func¸o˜es singulares.
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Figura 4.6: Erro relativo no ca´lculo da energia de deformac¸a˜o devido a` quadratura de integrac¸a˜o.
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Figura 4.7: Evoluc¸a˜o do nu´mero de condicionamento da matriz de rigidez global, considerando PU convencional
C0(Ω), antes do procedimento de Babuska (DUARTE; BABUSˇKA; ODEN, 2000).
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Figura 4.8: Evoluc¸a˜o do nu´mero de condicionamento da matriz de rigidez global, considerando PU C∞(Ω), antes do
procedimento de Babuska (DUARTE; BABUSˇKA; ODEN, 2000).
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Figura 4.9: Distribuic¸a˜o dos autovalores da matriz de rigidez global, calculados antes do procedimento de Babuska (DU-
ARTE; BABUSˇKA; ODEN, 2000) para diferentes graus b. Malha M2. Aproximac¸o˜es C0(Ω) e C∞(Ω). Padra˜o geome´trico
de enriquecimento com func¸o˜es de ponta de trinca, com R1 (Figura 4.1).
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Figura 4.10: Distribuic¸a˜o dos autovalores da matriz de rigidez global, calculados antes do procedimento de Ba-
buska (DUARTE; BABUSˇKA; ODEN, 2000) para diferentes graus b. Malha M2. Aproximac¸o˜es C0(Ω) e C∞(Ω). Padra˜o
geome´trico de enriquecimento com func¸o˜es de ponta de trinca, com R2 (Figura 4.1).
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Sendo assim, pode ser interessante verificar o comportamento das
aproximac¸o˜es considerando o padra˜o de enriquecimento topolo´gico, na ten-
tativa de identificar melhor possı´veis vantagens da PU suave. O enriqueci-
mento topolo´gico seria a configurac¸a˜o de enriquecimento mais versa´til de-
vido ao menor custo computacional envolvido. Logo, e´ proposto enrique-
cer com as func¸o˜es (3.20) somente os no´s marcados em vermelho na Figura
4.11, padra˜o este que sera´ referido nas figuras como cloud. Sobre estes mes-
mos no´s, aplicou-se tambe´m o enriquecimento polinomial, inicialmente com
o propo´sito de flexibilizar a zona de transic¸a˜o.
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Figura 4.11: Padra˜o topolo´gico de enriquecimento, segundo Be´chet et al.
(2005).
Da mesma forma, registra-se o comportamento do erro global tanto
em termos da energia de deformac¸a˜o quanto na normaH1(Ω). A Figura 4.12
mostra a evoluc¸a˜o do erro relativo na energia de deformac¸a˜o contra o nu´mero
de graus de liberdade simultaneamente para aproximac¸o˜es C0(Ω) e C∞(Ω).
Notar que, como anteriormente, para cada malha fez-se o enriquecimento
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polinomial ate´ sexto grau, de forma que 1 ≤ b ≤ 6. As linhas tracejadas
sa˜o referentes a PU C0(Ω) convencional. O enriquecimento polinomial e´
incapaz de levar o erro relativo a patamares inferiores a 6×10−2, mesmo com
elementos de menores dimenso˜es. Salienta-se que a reduc¸a˜o dos elementos
faz reduzir o suporte das func¸o˜es enriquecidas. O efeito desta reduc¸a˜o foi
observado por diversos autores, como citado anteriormente.
Por outro lado, a qualidade dos resultados para PU C∞(Ω) e´ mar-
cante, principalmente por dois aspectos. Tambe´m na Figura 4.12, observa-
se que mesmo para a malha M1 e b = 1 o erro e´ menor que para todas as
discretizac¸o˜es com func¸o˜es C0(Ω). E´ de se reconhecer que a discretizac¸a˜o
mais pobre com func¸o˜es contı´nuas gera aproximadamente 190 graus de li-
berdade a mais que a correspondente discretizac¸a˜o para func¸o˜es C0(Ω). O
segundo fato, e´ que parece na˜o haver a tendeˆncia de saturac¸a˜o verificada para
as PU convencionais, de modo que o erro diminui sempre que se enriquece a
aproximac¸a˜o.
Os comenta´rios acima tambe´m se aplicam para a normaH1(Ω). A Fi-
gura 4.13 registra que tambe´m se obte´m aproximac¸o˜es mais acuradas mesmo
reduzindo o suporte do enriquecimento com func¸o˜es de frente de trinca.
A evoluc¸a˜o do nu´mero de condicionamento da matriz de rigidez pode
ser observada na Figura 4.14. Claramente, tem-se que o crescimento acentu-
ado do nu´mero de condicionamento para as aproximac¸o˜es com PU C∞(Ω)
pode ser incoveniente. Da mesma forma como executado para o padra˜o
geome´trico de enriquecimento com func¸o˜es de ponta de trinca, a Figura 4.15
mostra a distribuic¸a˜o dos autovalores por ordem de grandeza. Novamente,
tanto para a PU C0(Ω) quanto a PU C∞(Ω), tem-se que a quantidade de auto-
valores menores, e cada vez menores, cresce a` medida que se aumenta o grau
de enriquecimento polinomial. Todavia, na˜o foram obtidos autovalores nulos
em nenhuma situac¸a˜o. Notar tambe´m que, no caso C∞(Ω), as ocorreˆncias sa˜o
mais numerosas ate´ porque, para todos os graus b, os problemas sa˜o de maior
dimensa˜o que os correspondentes C0(Ω), pela raza˜o exposta na Sec¸a˜o 3.5.
Portanto, pode-se extrair destes resultados que a elevada regularidade
se mostra interessante na presenc¸a de func¸o˜es de enriquecimento de frente de
trinca (3.20). Obte´m-se melhoria da soluc¸a˜o em relac¸a˜o a` PU C0(Ω) mesmo
para configurac¸o˜es de enriquecimento em que se aplica as func¸o˜es de frente
de trinca ao nu´mero mı´nimo de no´s. Adicionalmente, o custo relativo ao
maior nu´mero de graus de liberdade envolvidos e o mal-condicionamento
podem ser minimizados utilizando-se PU contı´nua de forma localizada, como
sera´ discutido no Capı´tulo 7.
Finalmente, sa˜o registradas as taxas de convergeˆncia para o refino h na
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Tabela 4.1. Considerou-se o erro relativo na norma em energia com o objetivo
de se confrontar os resultados com os valores teo´ricos apresentados por Szabo´
e Babusˇka (2011). Assintoticamente, tem-se que o erro e´ aproximado por
log‖e‖E ≈ logC−β log(gdl) (4.28)
onde o valor absoluto β e´ a taxa de convergeˆncia assinto´tica, gdl e´ o nu´mero
de graus de liberdade e C e´ uma constante.
O problema do painel fraturado, objeto da ana´lise, se enquadra na cha-
mada “categoria B” devido a` presenc¸a de um ponto singular no interior do
domı´nio. A taxa de convergeˆncia assinto´tica obtida em modelagens com o
MEF convencional e´ β = 12 min(b,λ ), sendo b o grau da aproximac¸a˜o e λ o
paraˆmetro que indica o grau da singularidade.
O campo de deslocamentos associado ao Modo I (puro) de abertura de
trinca e´, conforme Szabo´ e Babusˇka (2011), expresso por
ux =
a1rλ1
2G
[(
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2
)
cos
(
θ
2
)
− 1
2
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2
)
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θ
2
)
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2
sen
(
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2
)] (4.29)
com a origem posicionada na ponta da trinca e −θ ≤ pi ≤ θ . Em (4.29),
G = E/2(1+ν) e´ o mo´dulo de cisalhamento e λ1 = λ = 12 . Deste modo, a
taxa de convergeˆncia assinto´tica na versa˜o h do MEF fica limitada a β = 14 .
Pore´m, como discutido em Laborde et al. (2005), o padra˜o geome´trico de
enriquecimento com func¸o˜es de ponta de trinca e´ uma estrate´gia que pode
permitir ao MGEF baseado em PU C0(Ω) recuperar a taxa de convergeˆncia
tı´pica de problemas regulares, definidos como pertencentes a` “categoria A”,
na qual a taxa de convergeˆncia e´ dada por β = b/2 (SZABO´; BABUSˇKA, 2011).
Uma justificativa para esta constatac¸a˜o e´ que o enriquecimento aplicado em
uma a´rea fixa ao redor da ponta da trinca seria suficiente para retirar a singu-
laridade presente na soluc¸a˜o que se pretende aproximar.
Da Tabela 4.1, tem-se que quando as func¸o˜es de ponta de trinca (3.20)
sa˜o aplicadas sobre uma a´rea maior (R1) a taxa de convergeˆncia se apro-
xima do valor teo´rico para a categoria A quando b = 2 ou b = 3, em ambas
as aproximac¸o˜es. Este fato concorda com a previsa˜o de que o enriqueci-
mento singular (3.20) efetivamente remove a singularidade da aproximac¸a˜o,
verificando-se taxas de convergeˆncia tı´picas de problemas regulares.
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No entanto, reduzindo-se a dimensa˜o da regia˜o enriquecida tem-se a
reduc¸a˜o da taxa de convergeˆncia em aproximac¸o˜es C0(Ω). Percebe-se que
para baixos graus b a aproximac¸a˜o de elevada regularidade e´ praticamente in-
sensı´vel a` reduc¸a˜o da dimensa˜o da regia˜o enriquecida com as func¸o˜es (3.20).
Para C∞(Ω) com b= 3 a reduc¸a˜o significativa de β pode ser consequeˆncia do
mal-condicionamento, como se observa na Figura 4.8.
Tambe´m, fica evidente que o padra˜o topolo´gico de enriquecimento
com func¸o˜es de ponta de trinca e´ invia´vel sobre PU C0(Ω). Por outro lado,
a PU de elevada regularidade ainda assegura uma taxa de convergeˆncia li-
geiramente melhor que a verificada no MEF convencional para a categoria
B.
Tabela 4.1: Comparac¸a˜o entre taxas de convergeˆncia do erro relativo para
refino h. Valores teo´ricos segundo Szabo´ e Babusˇka (2011).
padra˜o de enriq. PU b = 1 b = 2 b = 3
R1 C0(Ω) 0,33 0,91 1,42
C∞(Ω) 0,33 0,91 1,43
R2 C0(Ω) 0,24 0,74 1,07
C∞(Ω) 0,34 0,90 0,88
cloud C0(Ω) 0,05 0,04 0,02
C∞(Ω) 0,29 0,26 0,28
teo´rico categ. A 0,50 1,00 1,50
teo´rico categ. B 0,25 0,25 0,25
Finalmente, sa˜o apresentadas as figuras 4.16 e 4.17 com as componen-
tes, na direc¸a˜o de y, do erro exato, para aproximac¸o˜es C0(Ω) e C∞(Ω), respec-
tivamente. Foi selecionada a malha M3 (Figura 4.1) e o padra˜o geome´trico
de enriquecimento com func¸o˜es de ponta de trinca, para R2. Sa˜o mostra-
dos os resultados para enriquecimentos polinomiais uniformes ate´ p = 3 e
p = 4, respectivamente, de forma que b ≤ 4 em ambas as situac¸o˜es. Con-
frontando discretizac¸o˜es com iguais quantidades de graus de liberdade, por
exemplo, considerando as figuras 4.16(d) e 4.17(c), claramente se percebe
que na aproximac¸a˜o com elevada regularidade os valores de erro sa˜o menores
e menos dispersos.
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Todavia, ale´m de medidas globais como as verificadas ate´ aqui, faz-se
necessa´rio averiguar a acuracidade na previsa˜o de paraˆmetros relacionados a`
severidade da trinca. Em mecaˆnica da fratura ela´stica linear, os paraˆmetros
utilizados sa˜o os fatores de intensidade de tenso˜es K e a integral J. Desta
forma, sera´ apresentado no Capı´tulo 5 o procedimento adotado neste trabalho
para tal finalidade.
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Figura 4.12: Erro relativo no ca´lculo da energia de deformac¸a˜o. Enriquecimento com func¸o˜es de frente de trinca
segundo padra˜o topolo´gico. Enriquecimento polinomial localizado nos mesmos no´s que receberam enriquecimento
singular.
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Figura 4.13: Erro relativo no ca´lculo da norma ‖u‖H1(Ω). Enriquecimento com func¸o˜es de frente de trinca segundo
padra˜o topolo´gico. Enriquecimento polinomial localizado nos mesmos no´s que receberam enriquecimento singular.
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Figura 4.14: Evoluc¸a˜o do nu´mero de condicionamento da matriz de rigidez global, antes do procedimento de Ba-
buska (DUARTE; BABUSˇKA; ODEN, 2000). Enriquecimento com func¸o˜es de frente de trinca segundo padra˜o topolo´gico.
Enriquecimento polinomial localizado nos mesmos no´s que receberam enriquecimento singular.
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Figura 4.15: Distribuic¸a˜o dos autovalores da matriz de rigidez global, calculados antes do procedimento de Babuska
(DUARTE; BABUSˇKA; ODEN, 2000) para diferentes graus b. Malha M2. Aproximac¸o˜es C0(Ω) e C∞(Ω). Padra˜o to-
polo´gico de enriquecimento com func¸o˜es de ponta de trinca (Figura 4.11).
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Figura 4.16: Componente ey do campo de erro exato. Func¸o˜es de aproximac¸a˜o com regularidade C0(Ω). Malha M3
e enriquecimento singular segundo o padra˜o geome´trico com R2 (Figura 4.1) e usando p ≤ 4. a) grau b = 1, b) grau
b = 2, c) grau b = 3 e d) grau b = p = 4.
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Figura 4.17: Componente ey do campo de erro exato. Func¸o˜es de aproximac¸a˜o com regularidade C∞(Ω). Malha M3
e enriquecimento singular segundo o padra˜o geome´trico com R2 (Figura 4.1) e usando p ≤ 4. a) grau b = 1, b) grau
b = 2, c) grau b = 3 e d) grau b = p = 4.
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5 MECAˆNICA CONFIGURACIONAL
O ambiente espacial no qual va´rios fenoˆmenos fı´sicos sa˜o experimen-
tados na vida cotidiana e´ chamado de espac¸o fı´sico. Se o efeito da relatividade
for negligenciado, tal espac¸o fı´sico e´ geralmente designado como sendo um
espac¸o euclidiano homogeˆneo e isotro´pico. Como implicac¸o˜es, tem-se que
as propriedades de um sistema fechado permanecem invaria´veis mesmo que
o sistema sofra uma translac¸a˜o ou rotac¸a˜o de corpo rı´gido. Existem outros
princı´pios de invariaˆncia como, por exemplo, a propriedade de invariaˆncia
de materiais com relac¸a˜o ao sistema de coordenadas (objetividade) e a in-
variaˆncia devido a` similaridade de escalas espaciais para materiais que na˜o
possuem micro-estrutura aparente.
A formulac¸a˜o convencional para a ana´lise de deformac¸o˜es de cor-
pos ela´sticos, segundo o ponto de vista newtoniano, procura determinar o
campo de deslocamentos que ocorre em um corpo sujeito a forc¸as espaciais
(fı´sicas) que sa˜o exercidas pelo contato entre dois ou mais corpos ou forc¸as de
corpo resultantes como uma resposta frente a`s variac¸o˜es da posic¸a˜o espacial
de partı´culas fı´sicas com relac¸a˜o ao ambiente espacial. Em outras palavras,
o problema cla´ssico consiste em encontrar a configurac¸a˜o deformada (ins-
tantaˆnea) de um corpo ela´stico sujeito a` forc¸as externas.
Eshelby (ESHELBY, 1951) observou que uma das integrais utilizadas
para expressar o movimento da mate´ria no espac¸o fı´sico, no contexto da
mecaˆnica do contı´nuo, pode ser usada como uma medida de forc¸a que go-
verna o equilı´brio ou o movimento de um defeito topolo´gico no interior de
um so´lido. Tal defeito topolo´gico pode ser pontual, como um vazio inters-
ticial, um defeito linear, como uma discordaˆncia, ou um defeito superfı´cial,
como uma trinca.
Deste modo, por analogia com a eletrosta´tica, onde a integral da com-
ponente normal do tensor de Maxwell tomado sobre uma superfı´cie fechada
fornece a forc¸a total atuante sobre todas as cargas ele´tricas no interior da
superfı´cie (HALLIDAY; RESNICK; WALKER, 2012), Eshelby sugeriu que seria
possı´vel calcular a forc¸a atuante sobre um defeito no interior de um corpo
como uma expressa˜o envolvendo um tensor momento energia apropriado para
o campo ela´stico em considerac¸a˜o.
A raza˜o pela qual tal integral invariante e´ chamada como forc¸a ma-
terial se deve ao fato de que ela mede a variac¸a˜o da energia livre do sistema
devido ao movimento ou evoluc¸a˜o do defeito (STEINMANN; SCHERER; DENZER,
2009). Entretanto, o defeito na˜o consiste de mate´ria e na˜o e´ dotado de massa.
Assim, a forc¸a atuando sobre o defeito na˜o e´ uma forc¸a fı´sica no sentido con-
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vencional da mecaˆnica Newtoniana e na˜o esta´ relacionada a` segunda lei de
Newton. Esta forc¸a e´ referida como forc¸a configuracional, forc¸a material,
driving force ou forc¸a na˜o-Newtoniana, que governa a evoluc¸a˜o topolo´gica
do defeito tal como um movimento de discordaˆncia, o crescimento de uma
trinca ou a mudanc¸a no arranjo cristalino de um material.
Enta˜o, seguindo o formalismo da mecaˆnica Eshelbiana (ESHELBY,
1951), estabelece-se uma formulac¸a˜o interessada na resposta do sistema pe-
rante variac¸o˜es nas posic¸o˜es materiais (partı´culas fı´sicas) com relac¸a˜o ao am-
biente material. A enta˜o chamada mecaˆnica Eshelbiana, que introduziu o
tensor de Maxwell na elasticidade, depois chamado tensor momento ener-
gia, busca determinar as forc¸as materiais aplicadas a` configurac¸a˜o deformada
do corpo de tal forma que o processo inverso de deformac¸a˜o conduza o
corpo novamente a` sua configurac¸a˜o original, a configurac¸a˜o de refereˆncia
da mecaˆnica Newtoniana (RUTER; STEIN, 2007).
5.1 Definic¸a˜o do tensor de Eshelby
Para a deduc¸a˜o do tensor momento energia e´ necessa´rio notar as
dependeˆncias dos potenciais envolvidos no processo de deformac¸a˜o. Na
deduc¸a˜o que segue, sera´ empregada a notac¸a˜o indicial. Primeiramente,
deve-se lembrar da definic¸a˜o da densidade de energia de deformac¸a˜o W por
unidade de volume
W=
∫ εi j
0
σi j (ε i j) dε i j (5.1)
que, no caso de um material ela´stico linear, pode ser diretamente integrado,
resultando
W=
1
2
σi jεi j (5.2)
cujo cara´ter como um potencial ela´stico e´ revelado imediatamente pela
diferenciac¸a˜o com relac¸a˜o a εi j fornecendo
σi j =
∂W
∂εi j
(5.3)
que e´ uma relac¸a˜o constitutiva.
Adicionalmente, a relac¸a˜o constitutiva (5.3) pode tambe´m ser expressa
em termos do gradiente de deslocamentos devido a` simetria do tensor de
deformac¸o˜es e do tensor de tenso˜es (devido ao balanc¸o de momento angu-
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lar fı´sico), tal que
σi j =
∂W
∂u j,i
(5.4)
Consequentemente, a densidade de energia de deformac¸a˜o pode ser
interpretada como W =W(xk,u j,i), dependendo explicitamente da posic¸a˜o
xk (a varia´vel independente) se as constantes materiais sa˜o func¸a˜o de xk, ca-
racterizando uma heterogeneidade material.
Similarmente, um potencial de forc¸as externas aplicadas V pode ser
introduzido, para o caso de forc¸as esta´ticas, como sendo
V=−biui (5.5)
Deve-se notar queV pode ser tambe´m uma func¸a˜o explı´cita da posic¸a˜o
xk se as forc¸as por unidade de volume bi sa˜o func¸a˜o de xk, caracterizando
uma heterogeneidade fı´sica (vazio ou trinca, por exemplo) e, portanto, V =
V(xk,ui).
Considerando um processo de deformac¸a˜o ela´stico linear, e portanto
conservativo, tem-se um sistema dito lagrangeano, para o qual pode ser escrita
uma func¸a˜o lagrangeana H que, em geral, e´ func¸a˜o das varia´veis independen-
tes xk, das varia´veis dependentes ui, e das primeiras derivadas das varia´veis
dependentes ui, j1. A func¸a˜o lagrangeana e´ definida como
H= L−U (5.6)
e representa fisicamente o balanc¸o entre a energia cine´tica, L, e a energia
potencial total, U.
Em um processo quase esta´tico de deformac¸a˜o ela´stica a func¸a˜o la-
grangeana H coincide com a energia potencial total U e sera´ definida como
H=−U=−(W+V) = H(xk,ui,ui, j) (5.7)
representando que o trabalho das forc¸as externas aplicadas V e´ balanceado
pela mudanc¸a na energia interna do sistemaW.
Notar o cara´ter local da func¸a˜o lagrangeana definida em (5.7) como
consequeˆncia de (5.2) e (5.5).
No entanto, se o material e´ homogeˆneo, tanto fı´sica quanto material-
1Uma func¸a˜o lagrangeana pode tambe´m ser escrita em termos de derivadas de ordem superior
das varia´veis dependentes (KIENZLER; HERRMANN, 2000), no entanto esta situac¸a˜o na˜o sera´
abordada neste trabalho.
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mente, tem-se que H na˜o e´ explicitamente dependente de xk conduzindo a
H = H(ui,ui, j). Ainda, na auseˆncia de forc¸as de corpo (bi = 0), H depende
somente do gradiente de deslocamentos, sendo enta˜o H= H(ui, j).
Tal func¸a˜o lagrangeana se manifesta como um potencial a` medida que
as componentes de tenso˜es podem tambe´m ser obtidas a partir de
−σi j = ∂H∂u j,i (5.8)
assim como as componentes de forc¸as de corpo podem ser escritas como
bi =
∂H
∂ui
(5.9)
Com o propo´sito de se identificar uma equac¸a˜o de balanc¸o, define-se
enta˜o a integral de ac¸a˜oA associada a` func¸a˜o lagrangeana sobre um domı´nio
arbitra´rio Ω no espac¸o das varia´veis independentes
A =
∫
Ω
H(xi,u j,u j,i) dΩ (5.10)
a partir da qual, faz-se a variac¸a˜o nas varia´veis dependentes u j e u j,i, como
u→ u+δu e u,i→ u,i +δu,i (GELFAND; FOMIN, 1963). Retendo somente os
termos lineares em δu e δu,i da expansa˜o em se´rie de Taylor de δA (KIENZ-
LER; HERRMANN, 2000) pode-se identificar as equac¸o˜es de Euler-Lagrange,
atrave´s da busca do ponto estaciona´rio de δA (ponto estaciona´rio deA para
uma variac¸a˜o espacial em uma posic¸a˜o material fixa (STEINMANN; SCHERER;
DENZER, 2009))
Ek =
∂H
∂uk
− d
dxi
∂H
∂uk,i
= 0 (5.11)
Finalmente, as equac¸o˜es locais de equilı´brio para a mecaˆnica Newto-
niana podem ser obtidas, equac¸o˜es estas chamadas de balanc¸o de momento
linear fı´sico e estabelecem que as forc¸as de corpo bi pertubam o cara´ter livre
de divergeˆncia do tensor de tenso˜es de Cauchy
σ ji, j =−bi (5.12)
O Princı´pio da Energia Potencial Total estalelece que a configurac¸a˜o
que satisfaz o equilı´brio e as condic¸o˜es cinematicamente admissı´veis e´ tal que
minimiza a energia potencial total.
Por sua vez, para se obter uma equac¸a˜o de balanc¸o na mecaˆnica Eshel-
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biana segue-se o me´todo de Noether, que utiliza uma transformac¸a˜o A ∗ da
integral de ac¸a˜o associada a` func¸a˜o lagrangeana atrave´s da transformac¸a˜o das
varia´veis dependentes u e varia´veis independentes x, de acordo com
x→ x∗ = x+ ςζ (x,u)
u→ u∗ = u+ ςφ (x,u) (5.13)
para um paraˆmetro ς pequeno o suficiente para fazer com que somente os
termos de ordem zero e os termos lineares em ε , numa expansa˜o em se´rie de
Taylor da func¸a˜o transformada, devam ser retidos em detrimento dos termos
de ordem superior. As func¸o˜es ζ (x,u) e φ (x,u) sa˜o arbitra´rias e sa˜o chama-
das simetrias variacionais (KIENZLER; HERRMANN, 2000). Deve-se observar
que a transformac¸a˜o pode gerar uma translac¸a˜o, ou mesmo uma rotac¸a˜o, de
corpo rı´gido. Esta operac¸a˜o corresponde a uma variac¸a˜o material em uma
posic¸a˜o espacial fixa (STEINMANN; SCHERER; DENZER, 2009).
A partir da func¸a˜o lagrangena transformada A ∗ define-se uma
varia´vel P chamada corrente, como (KIENZLER; HERRMANN, 2000)
P = ζ
∂H
∂u,x
+φ
(
H− ∂H
∂u,x
u,x
)
(5.14)
ou em notac¸a˜o indicial
Pi = ζk
∂H
∂uk,i
+φ j
(
Hδi j− ∂H∂uk,i uk, j
)
(5.15)
Usando (5.7) e (5.8), o termo entre pareˆnteses em (5.15) e´ definido
como tensor de Eshelby
Σi j = (W+V)δi j−σikuk, j (5.16)
que, juntamente com a subtituic¸a˜o de (5.8) fornece
−Pi = ζ jσi j +φ jΣi j (5.17)
Adicionalmente, a partir da derivada explı´cita da func¸a˜o lagrangeana
H com relac¸a˜o a` posic¸a˜o xi
∂H
∂xi
=−∂ (W+V)
∂xi
= ρi (5.18)
define-se uma forc¸a sobre heterogeneidade ρi.
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Enta˜o, pelo primeiro teorema de Noether2, se existe uma lei de
conservac¸a˜o verifica-se que A ∗ = A , o que conduz a constatac¸a˜o de que a
corrente e´ livre de divergeˆncia, ou seja
Pi,i =
dPi
dxi
= 0 (5.19)
e que, por consequeˆncia, fornece as equac¸o˜es de equilı´brio local para a
mecaˆnica Eshelbiana. Estas equac¸o˜es de equilı´brio sa˜o expressas como
Σ ji, j =−ρi (5.20)
e estabelecem que o cara´ter livre de divergeˆncia do tensor de Eshelby e´ per-
tubado pelas forc¸as de heterogeneidade ρi e sa˜o chamadas de balanc¸o de mo-
mento linear material.
5.2 Formulac¸a˜o fraca na mecaˆnica configuracional e me´todo das forc¸as
configuracionais
A condic¸a˜o de equilı´brio na forma forte na mecaˆnica configuracional
estabelece, agora usando notac¸a˜o matricial e considerando o caso bidimensi-
onal, que as forc¸as sobre heterogeneidades fı´sicas ρ perturbam o cara´ter livre
de divergeˆncia do tensor tensa˜o de Eshelby Σ, de modo que
LTΣ(u)+ρ = 0, em Ω (5.21)
na qual
• Σ =
{
Σx,Σy,Σxy,Σyx
}T e´ o vetor de componentes do tensor tensa˜o de
Eshelby; e
• ρ =
{
ρx,ρy
}T e´ o vetor das componentes da forc¸a sobre heterogenei-
dade (fı´sica),
devendo-se notar que geralmente o tensor de Eshelby na˜o e´ sime´trico (KIENZ-
LER; HERRMANN, 2000). Deste modo, o operador diferencial L e´ expresso
2O primeiro teorema de Noether afirma que a cada simetria contı´nua corresponde uma cor-
rente que satisfaz uma equac¸a˜o de continuidade ou, equivalentemente, uma quantidade que e´
conservada. O termo simetria refere-se a um conjunto de transformac¸o˜es infinitesimais definidas
num conjunto de varia´veis, dependentes ou independentes, que levam a expressa˜o da integral de
ac¸a˜o a ser invariante em forma. Assim, o teorema estabelece que, se a integral de ac¸a˜o A e´ in-
variante com relac¸a˜o a uma transformac¸a˜o, como em (5.13), enta˜o existe uma lei de conservac¸a˜o
(KIENZLER; HERRMANN, 2000).
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por
L=

∂
∂x
0
0
∂
∂y
∂
∂y
0
0
∂
∂x

(5.22)
De acordo com Mueller e Maugin (2002), a condic¸a˜o variacional de
equilı´brio correspondente a` (5.21) pode ser expressa por∫ ∫
Ω
(
LTΣ+ρ
) · v lz dx dy = 0 (5.23)
a partir da qual a integrac¸a˜o por parte conduz a`
∫
Γ
(v)T NΣ ds−
∫ ∫
Ω
(Lv)T Σ lz dx dy+
∫ ∫
Ω
(v)T ρ lz dx dy (5.24)
sendo o vetor normal N dado por
N=
[
nx 0 ny 0
0 ny 0 nx
]
(5.25)
Supondo que a func¸a˜o teste v, tal que v =
{
vx,vy
}T , se anula no con-
torno, a primeira integral e´ identicamente nula, porque o contorno e´ con-
siderado estaciona´rio no sentido de que na˜o ocorrem mudanc¸as de posic¸a˜o
material (MUELLER; MAUGIN, 2002). Consequentemente,∫ ∫
Ω
(Lv)T Σ lz dx dy =
∫ ∫
Ω
(v)T ρ lz dx dy (5.26)
e´ a equac¸a˜o variacional de equilı´brio.
Notando que todas as quantidades envolvidas sa˜o conhecidas uma
vez que a soluc¸a˜o do campo de deslocamento foi determinada e visto que
a condic¸a˜o (5.26) deve ser satisfeita para uma variac¸a˜o arbitra´ria, o u´nico
passo ainda necessa´rio e´ expressar a variac¸a˜o como uma aproximac¸a˜o de Ga-
lerkin. Agora, tal aproximac¸a˜o e´ composta apenas pela PU, sem enriqueci-
mentos (GLASER; STEINMANN, 2006) porque seu papel e´ somente de localizar
a contribuic¸a˜o das integrais em cada no´.
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Enta˜o, inserindo a aproximac¸a˜o de Galerkin v˜ =∑Nα=1 ϕ̂α
{
vxα
vyα
}
=
ΦαUα tem-se
N
∑
α=1
UTα
[
−
∫ ∫
Ωe
BTαΣ lz dx dy+
∫ ∫
Ωe
ϕ̂ Tαρα lz dx dy
]
= 0 (5.27)
com Bα = Lϕ̂α , que deve ser satisfeita para valores nodais Uα arbitra´rios,
de tal modo que o termo entre colchetes deve se anular. Este fato acaba por
definir as forc¸as configuracionais nodais como
Geα =
{
Gexα
Geyα
}
=
∫ ∫
Ωe
ϕ̂αρα lz dx dy =
∫ ∫
Ωe
BTαΣ lz dx dy (5.28)
As forc¸as configuracionais Geα de todos os Nad elementos adjacentes
ao no´ α enta˜o sa˜o somadas para gerar a forc¸a configuracional no no´
Gα =
Nad⋃
e=1
Geα (5.29)
Tem-se, com (5.28) e (5.29) uma ferramenta, para po´s-processamento
da soluc¸a˜o, que sera´ usada com o objetivo de se estimar o fator de intensi-
dade de tenso˜es atrave´s da integral J como uma forc¸a configuracional que se
manifesta na ponta da trinca.
5.3 Comparac¸a˜o com outros meios de ca´lculo da integral J
Na mecaˆnica da fratura ela´stica linear a severidade de uma trinca pode
ser calculada atrave´s do fator de intensidade de tensa˜o K ou pela taxa de
variac¸a˜o da energia de deformac¸a˜o R.
Os me´todos pelos quais tais medidas de severidade sa˜o calculadas po-
dem ser agrupados em dois grandes grupos: me´todos diretos e me´todos indi-
retos. Basicamente, todos os me´todos sa˜o te´cnicas de po´s-processamento da
soluc¸a˜o. Os me´todos diretos conduzem ao valor do fator de intensidade de
tenso˜es K atrave´s de uma abordagem local, sem o ca´lculo do correspondente
valor da taxa de variac¸a˜o de energia de deformac¸a˜o (ANDERSON, 2005). Para
isso, entretanto, em aproximac¸o˜es pelo MEF, necessitam de malhas refinadas
em torno da frente da trinca e o uso de elementos quarter point (BARSOUM,
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1974). Estes elementos quarter point sa˜o elementos quadra´ticos, quadrilate-
rais ou triangulares, nos quais os no´s intermedia´rios em arestas conectadas
ao no´ singular sa˜o deslocados para um quarto do comprimento da aresta, em
direc¸a˜o a` singularidade.
Medidas energe´ticas, por outro lado, se agrupam na classe dos
me´todos indiretos e sa˜o considerados os mais acurados (GINER et al., 2002).
O paraˆmetro de avaliac¸a˜o nestes casos e´ a taxa de liberac¸a˜o de energia de
deformac¸a˜o R. Os me´todos indiretos mais difundidos sa˜o integrais de con-
torno, tais como a integral J (RICE, 1968), o me´todo da derivada de rigidez
(PARKS, 1974) (HELLEN, 1975) e o me´todo da integral de domı´nio equivalente
(LI; SHIH; NEEDLEMAN, 1985) (DELORENZI, 1985).
A integral J de Rice (RICE, 1968) e´ expressa como
J= lim
Γ0→0
∫
Γ0
[
(W+V)δ1i−σi j ∂u j∂x1
]
ni dΓ (5.30)
e notando a definic¸a˜o do tensor de Eshelby (5.16), percebe-se que (5.30)
e´ uma particularizac¸a˜o da forc¸a sobre singularidade definida por Eshelby
(ESHELBY, 1951) na lei de conservac¸a˜o expressa por
J=
∫
Ω
ρ dV =
∫
S
Σ n dA = 0 (5.31)
que, basicamente, integra a projec¸a˜o normal do tensor de Eshelby sobre uma
linha ou superfı´cie, respectivamente, para problemas em duas ou treˆs di-
menso˜es, que envolve a frente da trinca. Trata-se de uma entidade vetorial
que representa a resultante de forc¸as configuracionais sobre as heterogeneida-
des contidas no interior do volume delimitado por uma superfı´cie S (GURTIN,
2000).
Uma conclusa˜o importante e´ que (5.31) independe da superfı´cie no
sentido de que seu valor e´ inalterado quando a superfı´cie sobre a qual se
efetua a integrac¸a˜o e´ modificada, desde que o defeito (ou defeitos) permanec¸a
envolto e nenhum outro seja atingido. Esta e´ caracterı´stica importante para o
ca´lculo da forc¸a sobre um defeito, o que e´ consequeˆncia do cara´ter livre de
divergeˆncia do tensor de tenso˜es de Eshelby (KIENZLER; HERRMANN, 2000).
Quando da implementac¸a˜o nume´rica, entretanto, o ca´lculo da integral
J (5.30) envolve desafios. A definic¸a˜o do contorno ou superfı´cie de integrac¸a˜o
usando arestas ou faces elementares no MEF, apesar de parecer uma escolha
o´bvia, pode na˜o ser interessante em virtude da descontinuidade dos campos
de deformac¸o˜es (e consequentemente tenso˜es).
Li, Shih e Needleman (1985) formularam uma medida energe´tica por
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uma integral de a´rea (ou volume), denominada integral de a´rea equivalente
(do ingleˆs, equivalente domain integral, EDI), que e´ mais versa´til, comparado
a` definic¸a˜o original da integral J de Rice (1968), pois e´ de implementac¸a˜o
mais simples e mais eficiente numericamente. Esta proposta sugere
J=
∫
Ω∗
[
σi j
∂u j
∂x1
− (W+V)δ1i
]
∂Q
∂xi
dΩ (5.32)
com Ω∗ sendo uma porc¸a˜o do domı´nio que envolve toda a frente da trinca.
Ale´m disso, Q e´ uma func¸a˜o suficientemente suave que varia entre 0 e 1 e que
corresponde a` componente x do campo de velocidade, com relac¸a˜o ao sistema
local de coordenadas localizada na frente da trinca, definido como sendo a
derivada das coordenadas espaciais dos no´s com relac¸a˜o ao comprimento da
trinca, similar ao me´todo da derivada de rigidez (PARKS, 1974) (GINER et al.,
2002).
O me´todo da integral de domı´nio equivalente (EDI) e´ similar ao
me´todo da extensa˜o virtual da trinca (do ingleˆs, virtual crack extension).
No me´todo da extensa˜o virtual (DELORENZI, 1985) se considera que pontos
materiais no interior de um contorno Γ0, ao redor da frente da trinca, experi-
mentam uma translac¸a˜o de corpo rı´gido ∆a na direc¸a˜o x1, enquanto os pontos
materiais exteriores a um contorno maior Γ1 permanecem fixos. Assim, na
regia˜o entre os contorno Γ0 e Γ1, os pontos experimentam uma translac¸a˜o
de ∆x1. Para uma material ela´stico, deLorenzi (1985) mostrou que a taxa de
variac¸a˜o da energia e´ dada por
R=
1
∆a
∫
Ω∗
(
σi j
∂u j
∂x1
−Wδi1
)
∂∆x1
∂xi
dΩ (5.33)
com W sendo a densidade de energia de deformac¸a˜o. Em (5.33), e´ suposto
que a espessura seja unita´ria, que o crescimento da trinca ocorra na direc¸a˜o
x1, auseˆncia de forc¸as de corpo no interior de Γ1 e auseˆncia de forc¸as de su-
perfı´cie nas faces da trinca. Notar que ∂∆x1/∂x1 = 0 fora de Γ1 e no interior
de Γ0. Assim, a integrac¸a˜o em (5.33) necessita ser executada somente na
regia˜o anelar entre Γ0 e Γ1.
Logo, comparando (5.33) com (5.32) nota-se que as duas expresso˜es
sa˜o ideˆnticas se Q = ∆x1/∆a, de modo que Q pode ser interpretado como
um deslocamento virtual normalizado, apesar de a deduc¸a˜o de Li, Shih e
Needleman (1985) na˜o requerer tal interpretac¸a˜o. A func¸a˜o Q e´ meramente
uma ferramenta matema´tica para se obter uma integral de domı´nio que e´ mais
adequada para implementac¸a˜o nume´rica (ANDERSON, 2005).
De acordo com Giner et al. (2002) uma desvantagem dos me´todos
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energe´ticos e´ a dificuldade em se obter estimativas independentes de K asso-
ciados a cada modo de abertuda de trinca, KI , KII ou KIII em modos mistos,
requerendo me´todos de decomposic¸a˜o de campo como, por exemplo, Bui
(1983).
Me´todos energe´ticos relacionados ao conceito de extensa˜o virtual da
trinca podem ser interpretados como ana´lise de sensibilidade a` mudanc¸a de
forma supondo que existe uma u´nica varia´vel de projeto, por exemplo, no
caso bidimensional. Assim, pode-se interpretar como a variac¸a˜o da energia
total associada a uma translac¸a˜o unita´ria do defeito. Neste sentido, a func¸a˜o Q
em (5.32) pode ser interpretada como a velocidade de mudanc¸a de forma e a
parcela entre pareˆnteses e´ referida como tensor energia associada a` mudanc¸a
de forma de primeira ordem (TAROCO, 2000).
O me´todo da forc¸a configuracional apresentado na Sec¸a˜o 5.2 e´ dire-
tamente relacionado a` integral equivalente em domı´nio (EDI) de Li, Shih e
Needleman (1985) mas, enquanto a EDI calcula somente uma quantidade
energe´tica escalar (5.32), o me´todo da forc¸a configuracional determina uma
quantidade Gα de natureza vetorial (5.29), conjugada a` mudanc¸as materiais,
ou em outras palavras, mudanc¸as na posic¸a˜o material dos no´s.
A variac¸a˜o material em uma posic¸a˜o espacial fixa geralmente na˜o for-
nece um ponto estaciona´rio, mas define uma variac¸a˜o da energia potencial
total. Ale´m disso, mudanc¸as configuracionais sa˜o permitidas somente com
reduc¸a˜o da energia potencial (STEINMANN; SCHERER; DENZER, 2009).
Assim, reconhece-se que a energia total do sistema Π decresce de
∆Π=−R a` medida que o comprimento da trinca aumenta (GRIFFITH, 1921).
A equac¸a˜o de balanc¸o de energia enta˜o e´ enunciada como ∆Π+R= 0, sendo
R a energia de superfı´cie especı´fica por unidade de avanc¸o da trinca, ou seja,
e´ a energia liberada pelo avanc¸o da trinca que e´ absorvida na criac¸a˜o de novas
superfı´cies. O decre´scimo da energia total do sistema por unidade de extensa˜o
da trinca e´ enta˜o chamada taxa de restituic¸a˜o da energia R.
No caso de uma trinca, o mo´dulo da forc¸a material Gα que emana
da raiz da trinca na direc¸a˜o de prova´vel crescimento desta mas com sentido
contra´rio corresponde ao valor da integral J. Esta forc¸a material pode ser in-
terpretada como uma forc¸a restauradora. Ainda, como se trata de uma soluc¸a˜o
aproximada, podem ser geradas forc¸as configuracionais em todos os no´s da
malha. Estas forc¸as configuracionais espu´rias indicam que uma mudanc¸a na
posic¸a˜o do no´ fornece uma malha com menos conteu´do de energia poten-
cial (MUELLER; MAUGIN, 2002) e podem ser utilizadas para o propo´sito de
estimac¸a˜o de erro, como proposto por Ruter e Stein (2007).
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5.4 Avaliac¸o˜es nume´ricas
Ale´m da raza˜o exposta na Sec¸a˜o 5.3, a natureza vetorial da grandeza
calculada que fornece informac¸a˜o sobre a severidade da trinca e a prova´vel
direc¸a˜o de crescimento, vale salientar que o me´todo da forc¸a configuracional
foi escolhido tambe´m devido a` facilidade de implementac¸a˜o, por envolver so-
mente integral no domı´nio dos elementos. Este aspecto e´ tambe´m interessante
inclusive para as aproximac¸o˜es com func¸o˜es PU C0(Ω) convencionais de ele-
mentos finitos, visto que o me´todo e´ mais conveniente devido aos pro´prios
requisitos de continuidade da pro´pria definic¸a˜o convencional da integral J
(SURANA; AHMADI; REDDY, 2002).
Novamente, foi considerado o problema investigado no Capı´tulo 3.
Foram adotadas as mesmas estrate´gias de discretizac¸a˜o. Primeiramente,
examinou-se o efeito da reduc¸a˜o do cı´rculo usado para o enriquecimento
geome´trico (Figura 4.1). Na sequeˆncia, aplicou-se o padra˜o topolo´gico de
enriquecimento.
As forc¸as configuracionais sa˜o calculadas como descrito na Sec¸a˜o
5.2, numa etapa de po´s-processamento da soluc¸a˜o, usando (5.28) e (5.29).
Salienta-se que, como as forc¸as de superfı´cie sa˜o prescritas de acordo com
as tenso˜es calculadas pela soluc¸a˜o analı´tica (4.24) com KI = 1,0, conhece-se
previamente o valor exato da integral J.
Na mecaˆnica da fratura ela´stica linear, a taxa de restituic¸a˜o da energia
de deformac¸a˜oR e´ igual a` integral J. Assim, conforme estabelecido por Irwin
(1957), tem-se a relac¸a˜o entre a taxa de restituic¸a˜o da energia R e os fatores
de intensidade de tensa˜o, para problemas planos, expressa como
R=
K2I +K
2
II
E∗
(5.34)
com E∗ = E para estado plano de tenso˜es e E∗ = E(1−ν2) para estado plano
de deformac¸o˜es.
Primeiramente, para o padra˜o geome´trico de enriquecimento com as
func¸o˜es (3.20), observa-se na Figura 5.1 o erro relativo no ca´lculo da integral
J contra o nu´mero de graus de liberdade, considerando PU C0(Ω) convenci-
onal. Pode-se notar que a reduc¸a˜o da a´rea de enriquecimento de R1 para R2
afeta a taxa de convergeˆncia a` medida que as linhas tracejadas se afastam das
correspondentes linhas contı´nuas, mesmo aumentando o grau de enriqueci-
mento p, efetuado adicionamento func¸o˜es do conjunto Lpαi, similar a (3.23).
No caso de aproximac¸a˜o com PU C∞(Ω), a Figura 5.2 permite obser-
var que a influeˆncia da reduc¸a˜o da regia˜o onde se aplica o enriquecimento
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de frente de trinca e´ minimizada. Esta conclusa˜o e´ possı´vel notando que,
para as treˆs primeiras malhas, praticamente ocorre a sobreposic¸a˜o das linhas
tracejadas e contı´nuas.
Com relac¸a˜o a` integral J, calculada atrave´s da forc¸a configuracional
que se manifesta no no´ sobre a frente da trinca, ja´ chama a atenc¸a˜o a maior
inclinac¸a˜o nos trechos iniciais das curvas para as func¸o˜es contı´nuas. Outro
aspecto importante e´ o fato de as curvas contı´nuas e tracejadas evoluirem
praticamente juntas o que e´ consequeˆncia da menor dependeˆncia da dimensa˜o
da regia˜o enriquecida com as func¸o˜es singulares.
Muito embora os valores no fim do processo de refinamento p sejam
similares em ordem de grandeza para os dois casos, poderia-se argumentar
que os erros obtidos com a PU C0(Ω) sa˜o menores, para um dado montante
de graus de liberdade. Deve-se reconhecer, novamente, que tal aspecto pode
inviabilizar a utilizac¸a˜o de func¸o˜es contı´nuas.
Todavia, buscando esclarecer se ha´ vantagem em utilizar a continui-
dade, faz-se o registro das taxas de convergeˆncia relativas a` alguns segmentos
das curvas das Figuras 5.1 e 5.2. Nota-se que o nu´mero de graus de liberdade
de cada um dos primeiros pontos da Figura 5.2, relativos a b = 1, e´ igual
ao nu´mero de graus de liberdade de cada um dos segundos pontos da Figura
5.1, relativos a b = 2. Isto se deve ao fato, ja´ citado na Sec¸a˜o 4.4.1, de que
para um dado grau b, a aproximac¸a˜o com PU Ck(Ω) requer mais func¸o˜es de
enriquecimento p que uma aproximac¸a˜o com PU C0(Ω) convencional.
Logo, para efeito de comparac¸a˜o, considera-se o segundo segmento
das curvas da Figura 5.1 e o primeiro segmento das curvas da Figura 5.2.
Assim, tem-se a mesma quantidade inicial de graus de liberdade e a mesma
variac¸a˜o em ambas situac¸o˜es. A Tabela 5.1 registra as taxas de convergeˆncia.
Tem-se que a convergeˆncia com func¸o˜es suaves e´ mais acentuada, ja´ para
as malhas M1 e M2. E´ tambe´m noto´rio que para R2 a PU C∞(Ω) fornece
maiores inclinac¸o˜es que a PU convencional, em todas as malhas. Isto sugere
que a reduc¸a˜o da a´rea sobre a qual se aplica o enriquecimento exerce menor
influeˆncia na presenc¸a da regularidade elevada da PU C∞(Ω).
Por fim, a Figura 5.3 apresenta o resultado para o caso de enrique-
cimento atrave´s do padra˜o topolo´gico, como na Figura 4.11. Novamente,
constata-se que usando PU C∞(Ω) sa˜o possı´veis erros com menor ordem de
grandeza que qualquer das discretizac¸o˜es com PU C0(Ω) convencional. A
mesma saturac¸a˜o observada nas Figuras 4.12 e 4.13 se repete para erro re-
lativo na integral J em se tratando do enriquecimento topolo´gico sobre PU
C0(Ω).
Salienta-se que para o propo´sito da integrac¸a˜o em a´rea envolvida no
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Tabela 5.1: Comparac¸a˜o entre inclinac¸o˜es das curvas de convergeˆncia do erro
relativo na integral J para aproximac¸o˜es com PU C0(Ω) e C∞(Ω)
M1 M2 M3 M4
R1 C0(Ω) −4,99 −8,19 −12,67 −11,42
C∞(Ω) −6,53 −8,53 −9,09 −9,47
R2 C0(Ω) −3,89 −4,03 −6,45 −5,41
C∞(Ω) −6,28 −6,80 −8,15 −8,14
coˆmputo das forc¸as configuracionais (5.28) utilizou-se exatamente a mesma
quadratura utilizada para o ca´lculo das matrizes de rigidez elementares e para
o ca´lculo da energia de deformac¸a˜o ou a norma H1(Ω), como descrito na
Sec¸a˜o 4.4.2.
Fica claro que a regularidade contribui para a representac¸a˜o do enri-
quecimento na regia˜o de interesse a` medida que se tem menor influeˆncia da
dimensa˜o da regia˜o enriquecida e, ainda, permitindo enriquecimento de um
nu´mero reduzido de no´s.
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Figura 5.1: Erro relativo no ca´lculo da integral J mediante forc¸a configuracional. Aproximac¸a˜o considerando PU
C0(Ω) convencional. Efeito do enriquecimento polinomial uniforme. Enriquecimento com func¸o˜es de frente de trinca
segundo padro˜es geome´tricos R1 e R2.
114
5
M
ecaˆnica
configuracional
1.0E‐6
1.0E‐5
1.0E‐4
1.0E‐3
1.0E‐2
1.0E‐1
1.0E+2 1.0E+3 1.0E+4
e
r
r
o
 
r
e
l
a
t
i
v
o
 
n
a
 
i
n
t
e
g
r
a
l
 
J
gdl
M1, Ck, R1
M2, Ck, R1
M3, Ck, R1
M4, Ck, R1
M1, Ck, R2
M2, Ck, R2
M3, Ck, R2
M4, Ck, R2
Figura 5.2: Erro relativo no ca´lculo da integral J mediante forc¸a configuracional. Aproximac¸a˜o considerando PU
contı´nua. Efeito do enriquecimento polinomial uniforme. Enriquecimento com func¸o˜es de frente de trinca segundo
padro˜es geome´tricos R1 e R2.
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Figura 5.3: Erro relativo no ca´lculo da integral Jmediante forc¸a configuracional. Enriquecimento com func¸o˜es de frente
de trinca segundo padra˜o topolo´gico. Enriquecimento polinomial nos mesmos no´s que receberam enriquecimento
singular.
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6 ESTIMAC¸A˜O DE ERRO
O me´todo residual implı´cito em subdomı´nios e´ adequado a`s
aproximac¸o˜es via MGEF por fornecer medidas nodais de erro. Assim,
apresenta-se uma adaptac¸a˜o do me´todo a`s func¸o˜es suaves buscando extrair a
excitac¸a˜o para os problemas locais de estimativa de erro diretamente do po´s-
processamento do campo de deslocamentos aproximado. O procedimento e´
verificado mediante avaliac¸a˜o da efetividade dos indicadores e estimadores
em problemas com soluc¸a˜o analı´tica.
6.1 Definic¸a˜o do erro de discretizac¸a˜o
Seja up a soluc¸a˜o do problema variacional discreto (4.23), obtida de
um subespac¸o de aproximac¸a˜o Uh (veja Sec¸a˜o 4.3) gerado pelas func¸o˜es da
partic¸a˜o da unidade e pelo enriquecimento. Enta˜o, o erro de uma aproximac¸a˜o
up, tal que ep∈U , pode ser definido como
ep = u−up (6.1)
onde u se refere a` soluc¸a˜o exata do modelo matema´tico (4.8), sendo u ∈U .
Substituindo, u = ep + up em (4.8), e considerando a linearidade da forma
bilinearB(•,•), pode-se escrever
B(ep+up,v) =L (v) ∴ B(ep,v) =L (v)−B(up,v) ∀ v ∈ V (6.2)
sendo V o espac¸o das variac¸o˜es admissı´veis (veja Sec¸a˜o 4.2.2).
Uma equac¸a˜o global para o erro pode ser construı´da como: encontrar
ep ∈U tal que
B(ep,v) =R(v) ∀ v ∈ V (6.3)
onde o funcional residualR(•), equivalente variacional do residual na forma
forte, quando na˜o se verifica a condic¸a˜o estabelecida pela equac¸a˜o (4.6), e´
definido como
R(v) =L (v)−B(up,v) (6.4)
supondo, sem perda de generalidade, que as condic¸o˜es de contorno essenciais
sejam exatamente satisfeitas.
Se na resoluc¸a˜o da forma discretizada de (6.3) for utilizado o mesmo
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espac¸o de aproximac¸a˜o empregado na soluc¸a˜o do campo de deslocamentos
aproximado, verifica-se a condic¸a˜o de ortogonalidade de Galerkin
B(ep,vp) =R(vp) = 0 ∀ vp ∈ Vh (6.5)
constatac¸a˜o esta tambe´m relacionada a` chamada condic¸a˜o de otimalidade. A
condic¸a˜o de otimalidade estabelece que
‖u−up‖E = min‖u− vp‖E ∀ vp ∈ Vh (6.6)
considerando a definic¸a˜o da norma em energia (4.12), cuja interpretac¸a˜o as-
segura que a soluc¸a˜o de elementos finitos de (4.3) e´ a melhor possı´vel dentre
as func¸o˜es teste do espac¸o de variac¸o˜es admissı´veis.
Em virtude da forma bilinear ser positiva definida, tem-se que o fun-
cional residual e´ superiormente limitado, pois
‖R‖V ∗ = sup
v∈V (Ω)
|R(v)|
‖v‖E = ‖ep‖E =
√
B(ep,ep) (6.7)
onde ‖R‖V ∗ denota a norma do funcional residual no espac¸o dual V ∗ e ‖•‖e
e´ a norma em energia, conforme definida em (4.12).
Na sequeˆncia, e´ apresentado um breve histo´rico sobre o desenvolvi-
mento de algumas metodologias utilizadas para se estimar o erro ep em ter-
mos da sua norma em energia, que e´ uma grandeza que caracteriza o erro
globalmente. Deve-se notar que se faz refereˆncia a` estimac¸a˜o do erro uma
vez que conheceˆ-lo de fato somente e´ possı´vel no caso em que se disponha da
soluc¸a˜o exata u de (4.8).
Salienta-se tambe´m que a eˆnfase e´ dada sobre os estimadores resi-
duais implı´citos, que consistem em uma classe de estimadores de erro po´s-
soluc¸a˜o, diferentemente dos estimadores explı´citos e dos estimadores basea-
dos em recuperac¸a˜o de campos tenso˜es (AINSWORTH; ODEN, 2000) (GRA¨TSCH;
BATHE, 2005).
6.2 Estimativa do erro global da aproximac¸a˜o: medida via norma em
energia
A equac¸a˜o variacional do erro (6.3) poderia ser resolvida globalmente,
de forma aproximada, usando ou uma malha bastante refinada ou func¸o˜es de
ordem mais elevada. No entanto, tal estrate´gia na˜o seria o´tima no sentido
de custo computacional, pois seria equivalente a calcular uma aproximac¸a˜o
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melhor para o problema original, muito embora sua soluc¸a˜o pudesse indi-
car, pelo menos qualitativamente, em quais regio˜es do domı´nio o erro e´ mais
acentuado.
Uma primeira tentativa de se estimar a norma em energia do erro pos-
teriormente a` soluc¸a˜o (tambe´m conhecida como “estimariva a-posteriori do
erro”) consistiu nos estimadores explı´citos, que foram originalmente propos-
tos por Babusˇka e Rheinboldt (1979), no caso de problemas em uma di-
mensa˜o. O caso bidimensional foi considerado no trabalho de Babusˇka e
Miller (1987).
Tais estimadores explı´citos utilizam os dados disponı´veis de uma dada
aproximac¸a˜o e fornecem um limite superior do erro de discretizac¸a˜o, envol-
vendo uma constante, usando-se para isso estimativas cla´ssicas da ana´lise fun-
cional, que podem ser encontradas, por exemplo, em Oden e Reddy (1976).
E´ deseja´vel que o estimador seja eficiente no sentido de que a constante deva
existir, de forma que na˜o dependa do tamanho da malha, e que tambe´m per-
mita definir um limite inferior. A obtenc¸a˜o de estimadores explı´citos com
limites superior e inferior foi tratada por Verfu¨rth (1994).
Para isso, sa˜o calculados o resı´duo no interior dos elementos, r = b+
div σ (up), o resı´duo no contorno de Neumann, R = t−t , e o salto das tenso˜es
nas arestas dos elementos, Jt(up)K=σK ·nK+σK′ ·nK′ , definido sobre cada
aresta interior γ separando quaisquer dois elementos K e K′, que representa
a descontinuidade da aproximac¸a˜o do campo de tenso˜es sobre a interface.
Cada uma destas varia´veis sa˜o bem definidas grac¸as a` suposta suavidade dos
dados, b, t e C, e da regularidade da aproximac¸a˜o up quando restrita a um
u´nico elemento.
Uma breve exposic¸a˜o sobre estimadores explı´citos pode ser encon-
trada em Ainsworth e Oden (2000).
Por outro lado, o me´todo residual implı´cito consiste em decompor o
problema residual global em problemas residuais locais, quer seja nos ele-
mentos ou em subdomı´nios formados por grupos de elementos. Este me´todo
trata diretamente tanto o membro do lado esquerdo quanto o membro do lado
direito da equac¸a˜o variacional do erro (6.3), buscando uma soluc¸a˜o local que
a satisfac¸a, gerando novos sistemas de equac¸o˜es locais. Desta forma, pode-
se reter mais a estrutura matema´tica do problema fı´sico que os estimado-
res explı´citos e assim espera-se que produzam estimativas mais acuradas do
erro. Descric¸o˜es detalhadas de variantes do me´todo podem ser encontrados
em Ainsworth e Oden (2000), Babusˇka e Strouboulis (2001) e Babusˇka, Whi-
teman e Strouboulis (2011).
A origem do me´todo residual implı´cito elementar remonta a Dem-
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kowicz, Oden e Strouboulis (1984) e Bank e Weiser (1985). Em metodos
residuais convencionais o erro exato e´ estimado como soluc¸a˜o aproximada de
um problema variacional do erro construı´do sobre um espac¸o mais rico que
o original, usado para aproximar a soluc¸a˜o. Assim, os limites sa˜o calculados
com relac¸a˜o a uma soluc¸a˜o refinada e sa˜o va´lidos somente assintoticamente.
O emprego de subespac¸os de func¸o˜es tipo bolha para o me´todo residual ele-
mentar aplicado a elementos de primeira ordem triangulares foi sugerido por
Bank e Weiser (1985). O uso de condic¸o˜es de contorno de Dirichlet ho-
mogeˆneas, consequeˆncia da utilizac¸a˜o de subespac¸os com func¸o˜es tipo bolha,
conduz a um limite inferior da norma em energia do erro global. Por outro
lado, apesar dos me´todos implı´citos em elementos com condic¸o˜es de con-
torno de Neumann conduzirem a melhores estimativas do erro na norma em
energia, o custo computacional envolvido na considerac¸a˜o da perda da suavi-
dade da soluc¸a˜o aproximada, devido a` descontinuidade do campo de tenso˜es,
e´ elevado.
Assim sendo, na tentativa de se garantir a existeˆncia de soluc¸a˜o para os
problemas locais e obter limites superiores do erro, se faz necessa´rio definir
condic¸o˜es de contorno de Neumann compatı´veis com o resı´duo no interior
dos elementos de forma a garantir que os dados representados por R, r eJt(up)K sejam ortogonais ao nu´cleo da transformac¸a˜o adjunta, elemento por
elemento.
Os modelos convencionais de elementos finitos satisfazem a forma
fraca do equilı´brio que e´ expressa como um equilı´brio das forc¸as internas
nodais. Esta forma de equilı´brio nodal e´ a origem da necessidade de se es-
tabelecer formas mais fortes de equilı´brio atrave´s de um po´s-processamento
apropriado da soluc¸a˜o.
O po´s-processamento da soluc¸a˜o para minimizar o salto das tenso˜es
nas arestas dos elementos consiste de um processo de equilibrac¸a˜o com o
objetivo de susbstituir Jt(up)K por uma distribuic¸a˜o de tenso˜es equilibradas
σ eqK(up) nas arestas dos elementos.
Soluc¸o˜es equilibradas podem ser obtidas a partir de uma reana´lise dual
global, como sugerido por Almeida e Freitas (1991), mas a correspondente
formulac¸a˜o pode na˜o ser esta´vel e tal procedimento envolve um custo com-
putacional elevado.
Para se evitar o custo associado a uma reana´lise global foi proposto
por Ladeve`ze e Leguillon (1983) um me´todo para se obter distribuic¸o˜es de
tenso˜es localmente equilibradas. Tal procedimento utiliza como dados as
forc¸as internas nodais resultantes em cada elemento e, por um equilı´brio va-
riacional, determina distribuic¸o˜es de tenso˜es estaticamente equivalentes que
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na˜o somente mante´m cada elemento em equilı´brio com o resı´duo interior, mas
tambe´m define univocamente a interac¸a˜o entre dois elementos adjacentes.
Processos de equilibrac¸a˜o tambe´m foram propostos por Ladeve`ze
e Maunder (1996) e Ainsworth e Oden (1993). Algumas condic¸o˜es de
equilibrac¸a˜o com a derivac¸a˜o dos respectivos sistemas locais de equac¸o˜es
alge´bricas para soluc¸o˜es aproximadas sa˜o apresentados e discutidos em
Ainsworth e Oden (2000).
O me´todo residual equilibrado enta˜o gera problemas locais, de di-
mensa˜o infinita e com condic¸o˜es de contorno de Neumann, que conduzem
diretamente a um limite superior teo´rico do erro. Todavia, os problemas locais
sa˜o resolvidos aproximadamente, resultando na versa˜o calcula´vel do estima-
dor, que pode na˜o fornecer um limite superior de fato. Nestes casos, Babusˇka
e Strouboulis (2001) sugerem ainda estimar o erro cometido na aproximac¸a˜o
do erro estimado para melhorar o limite superior calculado.
Outras propostas para obtenc¸a˜o de soluc¸o˜es de refereˆncia mediante
formulac¸a˜o dual, no aˆmbito dos estimadores implı´citos equilibrados, foram
apresentadas por Sauer-Budge et al. (2004) e Pare´s et al. (2006).
Realmente, e´ mais interessante, do ponto de vista de engenharia a
obtenc¸a˜o de limites superiores garantidos, obtidos a partir da soluc¸a˜o local
exata. Anuvriev, Korneev e Kostylev (2007) sugerem o uso de campos equili-
brados exatos a partir das equac¸o˜es diferenciais governantes para o propo´sito
de estimac¸a˜o de erro, buscando obter um estimador calcula´vel e garantida-
mente superior.
A dificuldade e o custo relacionados ao processo de equilibrac¸a˜o dos
dados de Neumann para os problemas residuais elementares motivaram a
busca pelos procedimentos designados como livres de fluxos.
A decomposic¸a˜o do problema variacional do erro em subdomı´nios for-
mados por grupos de elementos, conforme sugerido por Babusˇka e Rhein-
boldt (1978), ainda no aˆmbito dos estimadores explı´citos, pode ser alcanc¸ada
usando-se o conceito de partic¸a˜o da unidade. Isso permitiu formular o pro-
blema variacional local do erro de forma que o salto das tenso˜es nas arestas
internas do subdomı´nio de ana´lise seja levado em considerac¸a˜o no ca´lculo do
resı´duo local, que se expressa como a excitac¸a˜o, sem a necessidade de proce-
dimentos de equilibrac¸a˜o e ainda tendo a vantagem de apresentar condic¸o˜es
de contorno triviais.
O termo residual, R(v), da equac¸a˜o variacional do erro (6.3) pode
ser ponderado por uma partic¸a˜o da unidade, formada pelas func¸o˜es de forma
convencionais de elementos finitos, subordinada a um grupo de elementos.
Enta˜o, Carstensen e Funken (1999) propuseram buscar a soluc¸a˜o local do
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erro usando um subespac¸o de aproximac¸a˜o com func¸o˜es que se anulam no
contorno da nuvem, o que e´ equivalente a aplicar condic¸o˜es de contorno de
Dirichlet homogeˆneas. Machiels, Maday e Patera (2000) mostraram que em
problemas potenciais a te´cnica livre de fluxo conduz a problemas variacionais
locais do erro bem postos. Condic¸o˜es de contorno de Dirichlet tambe´m foram
usadas por Morin, Nochetto e Siebert (2003).
A abordagem de Prudhomme et al. (2004) difere das anteriores pela
considerac¸a˜o de condic¸o˜es de contorno de Neumann homogeˆneas e tambe´m
por introduzir uma ponderac¸a˜o da forma bilinear associada. Pare´s, Dı´ez e
Huerta (2006) tambe´m usam esta abordagem para problemas de elasticidade
2D e 3D e equacionam um limite superior do erro usando uma aproximac¸a˜o
do erro. Um limite inferior do erro na norma em energia tambe´m pode ser re-
cuperado, atrave´s da suavizac¸a˜o do campo de erro que determina o limite
superior, tambe´m usando-se o conceito de partic¸a˜o da unidade, conforme
apresentado por Dı´ez, Pare´s e Huerta (2003) ainda para o me´todo residual
em elementos.
De qualquer forma, uma deficieˆncia presente na maioria das te´cnicas
propostas e´ a na˜o garantia de que a versa˜o calculada do estimador fornec¸a
um limite superior da norma em energia do erro. Buscando superar esta di-
ficulade Cottereau, Dı´ez e Huerta (2009) propo˜em uma te´cnica para calcu-
lar limites exatos, mediante energia complementar, para problemas de elas-
ticidade 2D que e´ similar a` apresentada por Almeida e Maunder (2009)
quando a interpolac¸a˜o dos deslocamentos na soluc¸a˜o compatı´vel e´ no mı´nimo
quadra´tica.
Muito embora ingredientes para melhorar a efetividade global do es-
timador se mostrem exitosos a efetividade local ainda e´ uma questa˜o a ser
discutida. O prec¸o que se paga para obter sistemas de equac¸o˜es locais, que
resultam diretamente da imposic¸a˜o de condic¸o˜es de Neumann homogeˆneas
no contorno da nuvem de elementos, e´ que a compatibilidade entre nuvens
adjacentes na˜o e´ imposta. Desta forma, a func¸a˜o erro estimado obtida pe-
los processos em subdomı´nios e com condic¸o˜es de contorno de Neumann e´
buscada num subespac¸o dito quebrado e portanto e´ descontı´nua nas arestas in-
terelementares, quando se utilizam aproximac¸o˜es com bases seccionalmente
contı´nuas, ou seja, func¸o˜es de forma convencionais C0(Ω) de elementos fi-
nitos. A imposic¸a˜o desta compatibilidade demandaria condic¸o˜es de contorno
internas entre as nuvens, destruindo a natureza local do ca´lculo. Deve-se res-
saltar ainda que tal processo equacionado variacionalmente ainda na˜o garante
satisfac¸a˜o da equac¸a˜o diferencial de equilı´brio.
Devido a` natureza nodal do enriquecimento do espac¸o de aproximac¸a˜o
6.3 Decomposic¸a˜o da equac¸a˜o variacional do erro 123
particular do MGEF se tornou interessante procurar uma medida de erro asso-
ciada aos no´s. O me´todo residual elementar foi implementado no contexto do
MGEF por Barros, Proenc¸a e Barcellos (2004), onde um procedimento adap-
tativo de enriquecimento polinomial do espac¸o de aproximac¸a˜o foi proposto
com o objetivo de alcanc¸ar a equidistribuic¸a˜o de uma medida de erro nodal.
Tal medida nodal foi calculada a partir dos valores de erro nos elementos ad-
jacentes a um no´, ponderados pelas relac¸o˜es entre as a´reas (ou volumes) dos
elementos e o somato´rio dentre todos elementos da nuvem. Diferentemente,
Strouboulis et al. (2006) desenvolveram uma formulac¸a˜o de estimadores su-
periores e inferiores a partir de um formalismo completamente adaptado a`
natureza nodal das func¸o˜es em MGEF.
Barros, Barcellos e Duarte (2007) avaliaram um procedimento p-
adaptativo baseado em medidas nodais de erro quando utilizando espac¸os
de func¸o˜es com continuidade arbitra´ria, construı´das usando o procedimento
Ck-MGEF de Duarte, Kim e Quaresma (2006). Muito embora as func¸o˜es
sejam definidas em nuvems, o me´todo residual equilibrado em elementos foi
utilizado para determinac¸a˜o de um indicador de erro elementar a partir do
qual, por ponderac¸a˜o de forma similar ao que foi feito em Barros, Proenc¸a
e Barcellos (2004), foram obtidas medidas nodais de erro. Por outro lado,
em Barros, Barcellos e Duarte (2009) foi formulado um estimador baseado
em nuvens que, por construc¸a˜o, fornece diretamente um indicador de erro
nodal. Esta u´ltima formulac¸a˜o foi adaptada para a utilizac¸a˜o de func¸o˜es
de aproximac¸a˜o contı´nuas no presente trabalho. Aqui se propo˜e utilizar o
resı´duo da soluc¸a˜o aproximada, na forma forte (contı´nuo por consequeˆncia),
projetado sobre um subespac¸o de func¸o˜es de refereˆncia para definir a
excitac¸a˜o dos problemas variacionais do erro formulados nas nuvens.
6.3 Decomposic¸a˜o da equac¸a˜o variacional do erro
A partir da observac¸a˜o de que o funcional residual (6.4) e´ linear com
relac¸a˜o a v e com o auxı´lio da propriedade de partic¸a˜o da unidade verifica-se
a igualdade expressa por
R(v) =R
(
N
∑
α=1
ϕαv
)
=
N
∑
α=1
R (ϕαv) (6.8)
onde ϕα representa qualquer tipo de partic¸a˜o da unidade. Esta igualdade re-
presenta a decomposic¸a˜o do funcional residual que inspirou os primeiros es-
timadores residuais implı´citos livres de fluxos em problemas de conduc¸a˜o de
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calor (CARSTENSEN; FUNKEN, 1999) (MACHIELS; MADAY; PATERA, 2000) (MO-
RIN; NOCHETTO; SIEBERT, 2003).
Assim, uma consequeˆncia e´ que se pode supor que a func¸a˜o erro ep
(6.1) pode ser decomposta como
ep =
N
∑
α=1
eωαp (6.9)
sendo que as func¸o˜es eωαp ∈ V sa˜o soluc¸o˜es dos N problemas globais
B
(
eωαp ,v
)
=R (ϕαv) ∀ v ∈ V (6.10)
cada qual associado a uma nuvem ωα (MARINE´, 2005).
No entanto, observa-se que a func¸a˜o ϕαv, argumento em (6.8), e´ su-
portada apenas em ωα , logo e´ possı´vel perceber que R(ϕαv) e´ suportado
apenas em ωα , ou seja, R(ϕαv) = 0 quando ωα ∩ supp(v) = /0. Enta˜o, o
funcional residual pode ser decomposto em contribuic¸o˜es locais definidas
em cada nuvem, de modo que R(ϕαv) = R(ϕαv|ωα ) com v|ωα ∈ V (ωα),
a restric¸a˜o de V em ωα , definida como
V (ωα) := V ∩H1
(
ωα ,R2
)
(6.11)
As func¸o˜es eωαp na˜o sa˜o definidas em todo o domı´nio Ω, mas somente
na nuvem ωα , muito embora possam ser extendidas ale´m da nuvem fazendo
seus valores fora da nuvem ωα iguais a zero. Isto conduz a uma func¸a˜o que
e´ geralmente descontı´nua atrave´s do contorno das nuvens, isto e´, eωαp ∈ Vbrok
com Vbrok sendo um chamado espac¸o quebrado, definido a partir de V (Ω)
atrave´s da relaxac¸a˜o do requisito de conformidade das func¸o˜es, isto e´, pode
ser obtido pela soma direta dos espac¸os V (ωα) como
Vbrok :=⊕Nα=1V (ωα) (6.12)
Assim, ep ∈Vbrok, com ep sendo a func¸a˜o erro global definida em
(6.9).
Enta˜o, para se estabelecer problemas locais aproveitando a localizac¸a˜o
do funcional residual obtida com (6.8), a forma bilinear (4.9) e´ generalizada
para aceitar func¸o˜es do espac¸o quebrado como argumentos (PARE´S; DI´EZ; HU-
ERTA, 2006) e, desta forma, o problema variacional global do erro (6.3) pode
ser substituı´do por um conjunto de problemas do erro em cada nuvem ωα que
consistem em: encontrar eωαp ∈ V (ωα) tal que
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Bζαωα
(
eωαp ,v
ωα
)
=Rωα (ϕαv
ωα ) ∀ vωα ∈ V (ωα) (6.13)
com a correspondente forma bilinear sendo expressa por
Bζαωα
(
eωαp ,vωα
)
=
∫ ∫
ωα
ζα εT (vωα ) σ
(
eωαp
)
lz dx dy (6.14)
sendo a ponderac¸a˜o efetuada atrave´s de uma func¸a˜o ζα . Esta ponderac¸a˜o
foi sugerida por (PRUDHOMME et al., 2004) que considera ζα = ϕα , isto e´, a
mesma PU associada a` nuvem ωα que foi usada na definic¸a˜o da famı´lia de
func¸o˜es (3.24) utilizada para aproximac¸a˜o do problema (4.23).
Em (6.13), o funcional residual na nuvem e´ definido como
Rωα (ϕαv
ωα ) =Lωα (ϕαv
ωα )−Bωα (up,ϕαvωα ) (6.15)
Enta˜o, seguindo a deduc¸a˜o apresentada em (BARROS; BARCELLOS; DU-
ARTE, 2009) (BARROS et al., 2012) sa˜o definidos os termos componentes do
funcional residual
Lωα (ϕαv
ωα ) =
∫ ∫
ωα
(ϕαvωα )T b lz dx dy+
∫
∂ωα∩ΓN
(ϕαvωα )T t lz ds
(6.16)
que envolve o efeito das forc¸as externas aplicadas, conforme (4.14) e com b
e t definidos na Sec¸a˜o 4.2.1, e
Bωα (up,ϕαv
ωα ) =
∫ ∫
ωα
ε T (ϕαvωα ) σ (up) lz dx dy (6.17)
para se remover a parcela de energia associada a` soluc¸a˜o aproximada up.
Adicionalmente, deve-se notar que a principal raza˜o de se efetuar a
localizac¸a˜o do funcional residual pela partic¸a˜o da unidade, como em (6.8),
e´ evitar qualquer tipo de integrac¸a˜o de distribuic¸a˜o de tenso˜es (ou fluxos)
ao longo do contorno de nuvens internas, quando do ca´lculo de (6.16). Por
consequeˆncia, os problemas locais possuem condic¸o˜es de contorno de Neu-
mann homogeˆneas, exceto no caso de nuvens no contorno ΓN de Ω, onde a
integrac¸a˜o em ∂Ωα ∩ΓN e´ executada de forma convencional.
Assim, fica claro que a vantagem da chamada metodologia livre de
fluxos, em se tratando de estimadores residuais implı´citos, se deve a dois fa-
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tores:
• condic¸o˜es de contorno de Neumann triviais, visto que a PU anula qual-
quer contribuic¸a˜o de contorno, no coˆmputo de (6.16);
• e, por consequeˆncia, a na˜o necessidade de equilibrac¸a˜o de tenso˜es em
qualquer aresta interelementar.
Salienta-se tambe´m que, como neste trabalho sa˜o usadas func¸o˜es de
aproximac¸a˜o suaves, o segundo fator naturalmente ja´ na˜o representaria qual-
quer impecilho, pois o campo de tenso˜es aproximado e´ continuo e continua-
mente diferencia´vel.
Ainda, com relac¸a˜o a` generalizac¸a˜o da forma bilinear para argumentos
de um espac¸o quebrado, deve-se notar que a igualdade
B (•,•) =
N
∑
α=1
Bζαωα (•,•) (6.18)
e´ verificada somente se ζα for tambe´m uma partic¸a˜o da unidade (MARINE´,
2005).
Geralmente, e´ impossı´vel procurar por uma soluc¸a˜o exata eωαp para
o problema (6.13). Logo, seguindo a sugesta˜o de (ODEN et al., 1989) (DEM-
KOWICZ et al., 1989), procura-se uma aproximac¸a˜o do erro e˜ωαp a partir de um
subespac¸o definido como
χ0p+q(ωα) =
{
v0,ωαp+q ∈ χp+q(ωα); Πp
(
v0,ωαp+q
)
= 0; v0,ωαp+q = 0 on ∂ωα ∩ΓD
}
(6.19)
comΠp:V (ωα)→Xp(ωα) sendo o operador projec¸a˜o local de grau p (ODEN;
REDDY, 1976), com Xp = span{Lpα}, conforme descrito na Sec¸a˜o 3.5. Em
(6.19), p faz refereˆncia ao grau da aproximac¸a˜o up e q representa um grau
polinomial a ser acrescido para se estimar o erro.
Neste estudo, subespac¸os polinomiais de ordem superior Xp+q(ωα) =
Xp+1(ωα) ⊂ V (ωα) e Xp+q(ωα) = Xp+2(ωα) ⊂ V (ωα) sa˜o testados. Por
esta raza˜o, nos problemas analisados neste capı´tulo (subsec¸o˜es 6.5.1 e 6.5.2)
o enriquecimento polinomial e´ sempre aplicado uniformemente.
Para soluc¸o˜es suaves, a maior contribuic¸a˜o para o erro pode ser encon-
trada no subespac¸o de um grau polinomial imediatamente superior ao grau
usado para a soluc¸a˜o aproximada. Enta˜o, a pra´tica corrente e´ utilizar q = 1.
Todavia, a preocupac¸a˜o em se empregar q = 2 se deve, primeira-
mente, ao fato de as soluc¸o˜es dos problemas aqui investigados serem sin-
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gulares. Tambe´m, pelo fato de que, para aproximac¸o˜es seccionalmente po-
linomiais como as de elementos finitos convencionais, mostra-se que o erro
tem caracterı´sticas diferentes dependendo do grau da soluc¸a˜o aproximada.
Tal fenoˆmeno e´ referido como dicotomia (BABUSˇKA; YU, 1987) (BABUSˇKA;
STROUBOULIS, 2001) e sua manifestac¸a˜o ocorre porque as parcelas de erro
devido ao resı´duo no interior dos elementos e devido ao salto das derivadas
normais a`s arestas dependem do grau da aproximac¸a˜o.
Ale´m disso, neste trabalho, embora as aproximac¸o˜es sejam cons-
truı´das com func¸o˜es de regularidade arbitra´ria, justifica-se maior empenho na
investigac¸a˜o do seu comportamento. Pore´m, faz-se opc¸a˜o de, por enquanto,
na˜o recorrer a q = 3, conforme empregado em Pled, Chamoin e Ladeve`ze
(2011) e Prudhomme et al. (2004), pelo fato de que o problema de estimac¸a˜o
em nuvens envolve maior quantidade de inco´gnitas que em elementos, o que
geraria demasiado aumento do custo computacional associado.
Consequentemente, o problema de aproximac¸a˜o do erro para (6.13)
pode ser enunciado como: encontrar e˜ωαp ∈ χ0p+q(ωα) tal que
Bζαωα
(
e˜ωαp ,v
0,ωα
p+q
)
=Rωα
(
ϕαv0,ωαp+q
)
∀ v0,ωαp+q ∈ χ0p+q(ωα) (6.20)
com a forma bilinear ponderadaBζαωα , associada ao erro aproximado e˜
ωα
p , e o
funcional residual Rωα definidos similarmente a (6.14) e (6.15), fazendo-se
a devida substituic¸a˜o dos argumentos.
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Em virtude da continuidade dos campos de tenso˜es obtidos com as
func¸o˜es de aproximac¸a˜o contı´nuas, e´ proposto substituir a definic¸a˜o conven-
cional de (6.15) por
Rωα
(
ϕαv0,ωαp+q
)
= RωαΩ
(
ϕαv0,ωαp+q
)
+RωαΓN
(
ϕαv0,ωαp+q
)
(6.21)
O termo RωαΩ se refere ao resı´duo distribuı´do no domı´nio e e´ escrito
como
R
ωα
Ω
(
ϕαv0,ωαp+q
)
=
∫ ∫
ωα
(
ϕαv0,ωαp+q
)T
R(up) lz dx dy (6.22)
128 6 Estimac¸a˜o de erro
sendo R(up)= {Rx,Ry}T o campo resı´duo na forma forte associado a`
aproximac¸a˜o up, definido como
R(up) = LTσ (up)+b (6.23)
visto que a aproximac¸a˜o up, soluc¸a˜o do problema (4.23), geralmente na˜o
satisfaz a forma forte (4.6).
Por sua vez, o termoRωαΓN e´ o termo relacionado ao resı´duo no contorno
de Neumann e e´ expresso por
R
ωα
ΓN
(
ϕαv0,ωαp+q
)
=
∫
∂ωα∩ΓN
(
ϕαv0,ωαp+q
)T
r(up) lz ds (6.24)
sendo o resı´duo no contorno de Neumann r(up)= {rx,ry}T , na forma forte,
definido por
r(up) = t −σ (up)n (6.25)
seguindo a notac¸a˜o apresentada na Sec¸a˜o 4.2.1.
Nota-se que (6.22) consiste em um produto interno entre o campo
resı´duo expresso por (6.23) com as func¸o˜es de ordem superior do subespac¸o
no qual se procura o erro (6.19).
6.4.1 Estimadores globais e indicadores nodais de erro
De acordo com Strouboulis et al. (2006), supondo que os dados do
problema sa˜o tais que eωαp exista em todas as nuvens, aplicando a propriedade
da partic¸a˜o da unidade, tem-se que a norma em energia do erro exato ep e´
expressa por
‖ep‖2E =B(ep,ep) =
N
∑
α=1
R (ϕαep) (6.26)
usando a definic¸a˜o de norma em energia (4.12), a representac¸a˜o variacional
do erro (6.3) e a decomposic¸a˜o do residual (6.8).
Pode-se mostrar que o erro ep, enquanto func¸a˜o contı´nua de um espac¸o
de dimensa˜o infinita V , fornece um majorante em termos da norma em ener-
gia do erro verdadeiro (PRUDHOMME et al., 2004) (MARINE´, 2005) (PARE´S; DI´EZ;
HUERTA, 2006) (STROUBOULIS et al., 2006).
Segundo (STROUBOULIS et al., 2006), a norma em energia do erro ver-
dadeiro ep e´ majorada por
6.4 Projec¸a˜o do resı´duo na forma forte 129
‖ep‖2E ≤
√
N
∑
α=1
‖eωαp ‖2E(ωα )
√
MB(ep,ep) =
√
N
∑
α=1
‖eωαp ‖2E(ωα )
√
M ‖ep‖E
(6.27)
e portanto, um estimador global E, agora em termos do erro aproximado e˜ωαp ,
e´ escrito como
E=
√
M
√
N
∑
α=1
∥∥e˜ωαp ∥∥2E(ωα ) (6.28)
sendo a norma em energia do erro aproximado na nuvem expressa por
‖e˜ωαp ‖2E(ωα ) =B
ζα
ωα
(
e˜ωαp , e˜
ωα
p
)
(6.29)
No estimador (6.28), a constante M e´ o ı´ndice de sobreposic¸a˜o da
partic¸a˜o da unidade, que surge devido a` opc¸a˜o de se fazer ζα = 1 em (6.14),
empregada em (STROUBOULIS et al., 2006). Assim, como cada elemento faz
parte de treˆs nuvens, M = 3.
Um indicador nodal de erro, associado a`s nuvens, consistente com o
estimador global (6.28) e´ definido como
Iωα =
√
M
∥∥e˜ωαp ∥∥2E(ωα ) (6.30)
que consiste em uma ferramenta primordial na concepc¸a˜o de um procedi-
mento adaptativo.
Neste trabalho, tambe´m se verifica o efeito da ponderac¸a˜o da forma
bilinear proposta por (PRUDHOMME et al., 2004), de forma que se faz ζα = ϕα
em (6.14). Sendo assim, o correspondente estimador global Eζα e´ calculado
como
Eζα =
√
N
∑
α=1
∥∥e˜ωαp ∥∥2E(ωα ) (6.31)
de tal forma que a ponderac¸a˜o da energia de deformac¸a˜o associada a` func¸a˜o
erro faz verificar a condic¸a˜o (6.18) e, portanto, evitando a sobreposic¸a˜o ex-
pressa pelo ı´ndice de sobreposic¸a˜o. Logo, o indicador nodal de erro e´
I
ζα
ωα =
√∥∥e˜ωαp ∥∥2E(ωα ) (6.32)
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6.5 Avaliac¸o˜es nume´ricas
A avaliac¸a˜o dos estimadores foi executada em duas etapas. Inicial-
mente, investigou-se o desempenho em um problema envolvendo somente en-
riquecimento polinomial. Para isso, foi considerado o problema com domı´nio
na forma de L, com carregamento para o modo I de abertura. Trata-se de um
problema cla´ssico em elasticidade, cuja soluc¸a˜o exata do campo de tenso˜es
exibe singularidade sobre o ve´rtice reentrante. Logo, nesta situac¸a˜o, uma
vez que a aproximac¸a˜o e´ obtida com enriquecimento polinomial, a singulari-
dade esta´ presente no erro que se pretende estimar usando, tambe´m, somente
func¸o˜es polinomiais.
Em seguida, o problema do painel fraturado, considerado nos capı´tulos
4 e 5, e´ tratado novamente. Como anteriormente, sera´ aplicado o enriqueci-
mento para introduzir a singularidade na aproximac¸a˜o do campo de tenso˜es.
Desta forma, espera-se que o erro na˜o possua a singularidade e, consequente-
mente, que seja melhor capturado pelas func¸o˜es polinomiais de ordem supe-
rior utilizadas nas estimativas.
Logo, como se pode conhecer os campos de erro exato destes proble-
mas, a avaliac¸a˜o dos indicadores nodais e dos estimadores se dara´ por meio
do ı´ndice de efetividade. O ı´ndice de efetividade local θα e´ enta˜o definido
como
θα =
Iωα
‖eEX‖E(ωα )
(6.33)
e definido de forma similar para o indicador Iζαωα . A efetividade global θ , da
mesma forma, e´ calculada como a raza˜o entre a norma em energia do erro
estimado e a norma em energia do erro exato eEX
θ =
E
‖eEX‖E(Ω)
(6.34)
Claramente, o uso desta medida somente faz sentido numa
investigac¸a˜o das propriedades do estimador, com o objetivo de verificar
se e´ possı´vel identificar as regio˜es de maiores erros e se e´ possı´vel quantifica´-
lo apropriadamente.
6.5.1 Domı´nio na forma de L
O problema do domı´nio na forma de L e´ outro problema cla´ssico na
teoria da elasticidade, para o qual se dispo˜e de soluc¸a˜o analı´tica (SZABO´;
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BABUSˇKA, 2011), e foi usado para se analisar o desempenho dos estimado-
res numa situac¸a˜o em que a singularidade na˜o e´ adicionada como enriqueci-
mento. A geometria do domı´nio e´ mostrada na Figura 6.1. Assim como no
problema do painel fraturado, tem-se quatro malhas regulares nas quais ocor-
rem somente nuvens convexas e, portanto, aproximac¸o˜es C∞(Ω). O refino ra-
dical de malha na˜o foi utilizado, pelas mesma razo˜es explicitadas no Capı´tulo
4. Os dados geome´tricos e propriedades materiais sa˜o listados abaixo:
• coeficiente de Poisson: ν = 0,3
• mo´dulo de elasticidade: E = 1000,0
• dimensa˜o do domı´nio: a = 100,0
• espessura constante e unita´ria: lz = 1,0
Assim como considerado no problema do painel fraturado (Sec¸a˜o 4.4),
procedeu-se a restric¸a˜o de deslocamentos minimamente necessa´ria para se
evitar os movimento de corpo rı´gido e em pontos onde a restric¸a˜o na gera
reac¸o˜es vinculares.
Forc¸as de superfı´cie, aplicadas nas arestas AB, BC, EF e FA, foram
calculadas segundo as componentes de tenso˜es correspondentes ao termo
do Modo I da expansa˜o assinto´tica do campo de deslocamentos (SZABO´;
BABUSˇKA, 2011)
σx = A1λ1rλ1−1
[(
2−Q1 (λ1+1)
)
cos(λ1−1)θ − (λ1−1)cos(λ1−3)θ
]
σy = A1λ1rλ1−1
[(
2+Q1 (λ1+1)
)
cos(λ1−1)θ +(λ1−1)cos(λ1−3)θ
]
τxy = A1λ1rλ1−1
[
(λ1−1)sin(λ1−3)θ +Q1 (λ1+1)sin(λ1−1)θ
]
(6.35)
com Q1 = 0,543075579, λ1 = 0,544483737 e A1 sendo um nu´mero real ar-
bitra´rio, mas que foi considerado A1 = 1,0. Neste caso, a norma em energia
exata pode ser calculada como ‖u‖E = 2,8825490
(
(A1)2 a2λ1 lz/E
)1/2
(BAR-
ROS; PROENC¸A; BARCELLOS, 2004).
O campo de tenso˜es e´ singular no ve´rtice reentrante, ponto D (Figura
6.1). A ordem da singularidade e´ descrita pelo paraˆmetro λ1.
Foi utilizada a quadratura de Wandzura (WANDZURA; XIAO, 2003) de
175 pontos em todas as integrac¸o˜es de a´rea envolvidas na ana´lise, ou seja,
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Figura 6.1: Domı´nio na forma de L.
para o ca´lculo das matrizes de rigidez para soluc¸a˜o e estimac¸a˜o de erro, e para
o ca´lculo de energia de deformac¸a˜o. Integrac¸o˜es no contorno de Neumann
foram executadas com quadratura de Gauss-Legendre de 25 pontos, para cada
aresta elementar.
Foram utilizadas quatro diferentes malhas regulares conforme mos-
trado na Figura 6.2. Para cada uma das malhas, aplicou-se enriquecimento
polinomial uniforme ate´ p = 6, de modo que as aproximac¸o˜es sa˜o de grau
1 ≤ b ≤ 6. Para cada um dos estimadores estudados, considerou-se q = 1,2
em (6.19) com o propo´sito de se verificar a influeˆncia, em cada caso, de se
usar mais func¸o˜es para se estimar o erro nas nuvens.
Primeiramente, sa˜o analisados os resultados para a efetividade global.
A caracterizac¸a˜o do estimador busca identificar se e´ possı´vel obter um majo-
rante para a norma em energia do erro global. A efetividade dos estimadores
E (6.28) e Eζα (6.31) e´ mostrada, respectivamente, nas Figuras 6.3 e 6.4.
Notadamente, a utilizac¸a˜o de q = 2 permite capturar melhor o erro da
aproximac¸a˜o. Salienta-se que neste problema, apesar de a soluc¸a˜o exata ser
singular, foram utilizadas somente func¸o˜es de enriquecimento polinomiais
(3.23) para composic¸a˜o do subespac¸o de aproximac¸a˜o. Para o estimador E
(6.28), nota-se que em nunhuma combinac¸a˜o de malha e enriquecimento foi
possı´vel obter um estimador majorante do erro da aproximac¸a˜o. A situac¸a˜o
melhora quando se eleva o grau das func¸o˜es usadas para se estimar o erro. As
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Figura 6.2: Malhas usadas para verificac¸a˜o de desempenho dos estimadores.
Aproximac¸o˜es envolvendo somente enriquecimento polinomial. Da esquerda
para a direita: M1, M2, M3 e M4.
melhores respostas ocorrem quando a soluc¸a˜o aproximada tem graus b = 2 e
b = 3.
Por outro lado, pela abordagem segundo Prudhomme et al. (2004), que
introduziram uma ponderac¸a˜o na forma bilinear associada ao erro nas nuvens,
fazendo ζα = ϕα em (6.14), tem-se um comportamento mais deficiente. A
estimac¸a˜o do erro e´ preca´ria, principalmente, para soluc¸o˜es aproximadas de
graus mais elevados, b≥ 4, mesmo utilizando q = 2.
Todavia, se faz necessa´rio observar o desempenho da estimativa em
termos dos indicadores de erro associados aos no´s. Para isso, verifica-se a
efetividade local.
A Figura 6.5 mostra as efetividades locais para o indicador nodal Iωα
(6.30), para uma aproximac¸a˜o grau b = 1 e considerando q = 2, para a malha
M3. Nota-se que a efetividade local e´ superior a` unidade para o no´ exatamente
no ve´rtice reentrante, o que e´ bastante satisfato´rio por ser a regia˜o de interesse.
Enta˜o, buscando entender as razo˜es pelas quais a efetividade glo-
bal na˜o e´ adequada, foi proposto modificar a forma como e´ calculada a
contribuic¸a˜o para o funcional residual devida ao contorno de Neumann. Na
composic¸a˜o da excitac¸a˜o para os problemas locais nas nuvens dos no´s no con-
torno, ao inve´s de usar (6.24) com (6.25), considerou-se o segundo termo do
membro a` direita da igualdade em (6.16), relativo a`s condic¸o˜es de contorno
de Neumann.
A Figura 6.6 mostra a efetividade global do estimador E (6.28).
Percebe-se que E se mostra como um majorante do erro na maioria
das situac¸o˜es. Notadamente, a utilizac¸a˜o de q = 2 permite garantir a
superestimac¸a˜o do erro global, se comportando como um limite superior.
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Por outro lado, o comportamento do estimador (6.31) pode ser obser-
vado na Figura 6.7.
Novamente, sa˜o mostradas na Figura 6.8 as efetividades locais para
a malha M3, soluc¸a˜o aproximada grau b = 1 e considerando q = 2 para o
propo´sito de estimac¸a˜o. A influeˆncia do tratamento diferenciado no contorno
de Neumann se manifesta por meio de maiores efetividade locais no contorno,
comparando com a Figura (6.5).
Deve-se observar que na˜o ha´ mudanc¸a na definic¸a˜o do subespac¸o, no
qual se procura o erro, no caso dos dois estimadores testados. Sa˜o utilizadas
func¸o˜es de ordem superior de acordo com a definic¸a˜o (6.19).
E´ tambe´m oportuno citar que os sistemas de equac¸o˜es originados pe-
los problemas (6.20) foram tambe´m resolvidos utilizando o procedimento
de Babusˇka (DUARTE; BABUSˇKA; ODEN, 2000), considerando o paraˆmetro de
perturbac¸a˜o igual a 1×10−10 e a toleraˆncia de convergeˆncia igual a 1×10−16.
A comparac¸a˜o entre as efetividades apresentadas por E e Eζα , para
q = 1, pode ser vista na Figura 6.9. Primeiramente, extraindo os resultados
das figuras 6.3 e 6.4. Fica clara a maior efetividade de E frente a Eζα pois
todas as curvas tracejadas esta˜o acima das correspondentes linhas contı´nuas.
Agora, com q = 2, a Figura 6.10 novamente registra a superioridade de E.
Com relac¸a˜o ao estimador Eζα , para soluc¸o˜es com grau b≤ 3 percebe-se uma
melhoria significativa perante os resultados para q = 1 (Figura 6.9). Para
soluc¸o˜es com grau b ≥ 4, o desempenho do estimador Eζα sofre maior in-
flueˆncia do aumento do grau q somente quando b = 6.
Fazendo a comparac¸a˜o dos estimadores tambe´m para a o tratamento
diferenciado da contribuic¸a˜o das forc¸as no contorno de Neumann, tem-se as
figuras 6.11 e 6.12, respectivamente, para q = 1 e q = 2. Com relac¸a˜o a`
Figura 6.9, para q = 1, nota-se que praticamente na˜o ha´ alterac¸a˜o, no fim
do refinamento h, quando a aproximac¸a˜o e´ de grau b = 1. Por outro lado, a
alterac¸a˜o e´ mais significativa para as aproximac¸o˜es de grau superior, b ≥ 4,
ou seja, consegue capturar melhor o erro no contorno de Neumann quando
as aproximac¸o˜es sa˜o de maior ordem. Quando q = 2, Figura 6.12, tem-se
melhorias em todas as discretizac¸o˜es, inclusive para b = 1 nas malhas menos
refinadas (maiores h’s).
A explicac¸a˜o para este fato pode ser a natureza da pro´pria PU C∞(Ω).
Pela observac¸a˜o da Figura 6.13, que mostra as componentes do campo
resı´duo na forma forte, Rx e Ry, conforme (6.23), para uma aproximac¸a˜o
grau b = 1 com a malha M3, por exemplo, nota-se que o resı´duo nas arestas
e´ sempre de menor intensidade. Ale´m disso, o trac¸o da componente normal
a`s arestas da derivada da PU, associada aos no´s no contorno, na˜o favorece a
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aproximac¸a˜o da forc¸a distribuı´da na superfı´cie. Fica constatada a necessidade
de enriquecimento no contorno de Neumann para se aproximar, de forma
apropriada, o campo de tenso˜es. A conclusa˜o vale independentemente do
propo´sito de estimac¸a˜o de erro.
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Figura 6.3: Efetividade global do estimador E (6.28) perante enriquecimento polinomial uniforme. Cada curva repre-
senta o comportamente perante o refino de malha. Funcional residual calculado como em (6.21).
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Figura 6.4: Efetividade global do estimador Eζα (6.31) perante enriquecimento polinomial uniforme. Cada curva
representa o comportamento perante o refino de malha. Funcional residual calculado como em (6.21).
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Figura 6.5: Indicadores nodais de erro e efetividades locais correspondentes. Aproximac¸a˜o grau b = 1 e usando q = 2,
para a malha M3. a) indicadores Iωα (6.30), b) efetividades para I, c) indicadores I
ζα
ωα (6.32) e d) efetividades para I
ζα .
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Figura 6.6: Efetividade global do estimador E (6.28) perante enriquecimento polinomial uniforme, para quatro dife-
rentes malhas. Parcela do resı´duo no contorno de Neumann ΓN calculado como em (6.16).
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Figura 6.7: Efetividade global do estimador Eζα (6.31) perante enriquecimento polinomial uniforme, para quatro dife-
rentes malhas. Parcela do resı´duo no contorno de Neumann ΓN calculado como em (6.16).
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Figura 6.8: Indicadores nodais de erro e efetividades locais correspondentes. Aproximac¸a˜o grau b = 1 e usando q = 2,
para a malha M3. a) indicadores Iωα (6.30), b) efetividades para I, c) indicadores I
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ωα (6.32) e d) efetividades para I
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Figura 6.9: Comparac¸a˜o entre a efetividade dos estimadores E (6.28) e Eζα (6.31), designados na legenda por E1 e E2,
respectivamente, para q = 1. Funcional residual calculado como em (6.21).
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Figura 6.10: Comparac¸a˜o entre a efetividade dos estimadores E (6.28) e Eζα (6.31), designados na legenda por E1 e
E2, respectivamente, para q = 2. Funcional residual calculado como em (6.21).
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Figura 6.11: Comparac¸a˜o entre a efetividade dos estimadores E (6.28) e Eζα (6.31), designados na legenda por E1 e
E2, respectivamente, para q = 1. Parcela do resı´duo no contorno de Neumann ΓN calculado como em (6.16).
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Figura 6.12: Comparac¸a˜o entre a efetividade dos estimadores E (6.28) e Eζα (6.31), designados na legenda por E1 e
E2, respectivamente, para q = 2. Parcela do resı´duo no contorno de Neumann ΓN calculado como em (6.16).
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Figura 6.13: Componentes do campo resı´duo na forma forte, para uma aproximac¸a˜o grau b = 1 considerando a malha
M3. a) componente Rx e b) componente Ry.
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6.5.2 Painel fraturado
O problema do painel fraturado e´ considerado novamente. Neste caso,
foi aplicado enriquecimento com as func¸o˜es de ponta de trinca (3.20) segundo
o padra˜o topolo´gico (BE´CHET et al., 2005), conforme a Figura 4.11. Em todos
os casos, considerou-se enriquecimento polinomial (3.23) uniforme com p≤
4, para se ter aproximac¸o˜es de grau b ≤ 4. Esta opc¸a˜o de uniformizar o
enriquecimento p objetiva representar melhor as condic¸o˜es de contorno de
forc¸as aplicadas e garantir que a premissa, acerca dos espac¸os nos quais se
procura o erro, discutida na Sec¸a˜o 6.3, seja satisfeita.
Na˜o foram testadas situac¸o˜es com enriquecimento polinomial superior
a p = 4 pois, como verificado no Capı´tulo 4, ocorre comprometimento da
soluc¸a˜o por mau-condicionamento da matriz de rigidez. Para a estimativa
de erro nas nuvens, foi utizado q = 1. Como a singularidade e´ adicionada
atrave´s do enriquecimento de ponta de trinca (3.20), espera-se que o erro seja
predominantemente composto da parcela regular.
A Figura 6.14 mostra as efetividades globais fornecidas pelos estima-
dores globais E (6.28) e Eζα (6.31), para aproximac¸o˜es com enriquecimento
polinomial p ≤ 4. Em todas as discretizac¸o˜es houve superestimac¸a˜o do erro
global, com efetividades globais superiores a` unidade.
No entanto, faz-se necessa´rio identificar se a superestimac¸a˜o ocorre
devido ao aumento da norma em energia do erro estimado a` medida que se
aumenta o grau da soluc¸a˜o aproximada. Para tal propo´sito, as figuras 6.15 e
6.16 mostram separadamente a norma em energia do erro estimado e a norma
em energia do erro exato, respectivamente, para os estimadores globais E
(6.28) e Eζα (6.31). Agora, e´ possı´vel notar que ambas as medidas decrescem
com o aumento do grau b, como esperado. Pore´m, a reduc¸a˜o do erro verda-
deiro ocorre de forma mais acentuada que o erro estimado. Vale investigar
ainda a eficieˆncia da integrac¸a˜o nume´rica envolvida na estimativa de erro.
Uma vez que se dispo˜e da soluc¸a˜o analı´tica, pode-se investigar aspec-
tos como distribuic¸a˜o do campo resı´duo na forma forte (6.23)em func¸a˜o do
padra˜o de enriquecimento. Tambe´m, e´ possı´vel avaliar a influeˆncia do refino
p sobre os valores do campo resı´duo na forma forte e erro exato na regia˜o de
transic¸a˜o.
Pode-se observar nas figuras 6.17 e 6.18 a componente na direc¸a˜o x
do campo de erro exato, para as malha M2 e M3, respectivamente, no caso
de soluc¸o˜es com p ≤ 4. Nota-se que a magnitude do erro decresce, como
se espera. No entanto, mais importante, e´ observar a distribuic¸a˜o do erro
na transic¸a˜o a` medida que se acrescenta o enriquecimento polinomial. Esta
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informac¸a˜o pode auxiliar na selec¸a˜o de outros no´s para receberem o enrique-
cimento com func¸o˜es de frente de trinca.
Finalmente, a Figura 6.19 mostra a evoluc¸a˜o dos indicadores nodais
de erro a` medida que se refina a malha, considerando aproximac¸a˜o grau b= 1
e estimativa de erro com q = 1. Claramente, uma vez mais, os indicadores
mostram a regia˜o onde o erro e´ mais acentuado.
Deve-se salientar, ainda, que os indicadores nodais de erro fazem re-
fereˆncia a` norma em energia (4.12) do erro. Assim, na˜o se pode fazer uma
comparac¸a˜o imediata entre o campo de erro exato (figuras 6.17 e 6.18) e a
distribuic¸a˜o dos indicadores nodais de erro (Figura 6.19) uma vez que estes
u´ltimos sa˜o relacionados ao gradiente do campo de erro estimado atrave´s do
operadorB(•,•).
Com relac¸a˜o ao problema do domı´nio na forma de L nota-se que, se
a singulariade e´ adicionada a` aproximac¸a˜o como enriquecimento, o uso de
q = 1 ja´ se mostra adequado para o propo´sito de se identificar a regia˜o com
maiores erros.
Constata-se, portanto, que a utilizac¸a˜o do campo resı´duo em forma
forte (quando disponı´vel) pode conduzir a indicadores nodais efetivos, capa-
zes de localizar as regio˜es com maiores erros. Os estimadores equacionados
se mostram adequados a`s aproximac¸o˜es suaves obtidas com o MGEF C∞(Ω).
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Figura 6.14: Comparac¸a˜o entre a efetividade dos estimadores E (6.28) e Eζα (6.31), designados na legenda por E1 e
E2, respectivamente, para q = 1. Funcional residual calculado como em (6.21).
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Figura 6.15: Comparac¸a˜o entre a norma em energia do erro estimado pelo estimador E (6.28) e a norma em energia do
erro exato, para q = 1. Funcional residual calculado como em (6.21).
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Figura 6.16: Comparac¸a˜o entre a norma em energia do erro estimado pelo estimador Eζα (6.31) e a norma em energia
do erro exato, para q = 1. Funcional residual calculado como em (6.21).
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Figura 6.17: Componente ex do campo de erro exato. Malha M2 e enriquecimento com func¸o˜es de ponta de trinca
segundo o padra˜o topolo´gico com p≤ 4. a) grau b = 1, b) grau b = 2, c) grau b = 3 e d) grau b = p = 4.
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Figura 6.18: Componente ex do campo de erro exato. Malha M3 e enriquecimento com func¸o˜es de ponta de trinca
segundo o padra˜o topolo´gico com p≤ 4. a) grau b = 1, b) grau b = 2, c) grau b = 3 e d) grau b = p = 4.
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Figura 6.19: Distribuic¸a˜o dos indicadores nodais de erro para quatro diferentes malhas, considerando aproximac¸a˜o
grau b = 1 e estimativa de erro com q = 1. a) malha M1, b) malha M2, c) malha M3 e d) malha M4.
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7 CONSIDERAC¸O˜ES FINAIS
A ordem de derivac¸a˜o mais elevada presente no operador diferencial
da equac¸a˜o governante de um fenoˆmeno, por exemplo (4.6), na˜o e´ sufici-
ente, por si so´, para se inferir sobre a ordem da diferenciabilidade da soluc¸a˜o
analı´tica de um problema.
Muito embora soluc¸o˜es aproximadas pelo MEF, ou pelas suas verso˜es
generalizada ou extendida, convirjam em termos do erro relativo na norma
em energia, estas soluc¸o˜es aproximadas possuem a mı´nima suavidade carac-
terı´stica da soluc¸a˜o analı´tica. Isto se deve a` pro´pria natureza das func¸o˜es
utilizadas nas discretizac¸o˜es, que sa˜o seccionamente contı´nuas.
Pode-se argumentar que processos adaptativos h, p ou hp podem ser
usados para recuperar, ate´ certo ponto, as perdas de regularidade introduzidas
atrave´s do uso de func¸o˜es de aproximac¸a˜o C0(Ω). Entretanto, a recuperac¸a˜o
completa na˜o e´ possı´vel devido a` descontinuidade das derivadas normais ao
longo das arestas (ou faces) dos elementos.
Faz-se oportuno citar que Reddy e colaboradores (SURANA; AHMADI;
REDDY, 2002) comentam que, na aproximac¸a˜o de soluc¸o˜es contendo gradien-
tes muito localizados, as aproximac¸o˜es calculadas a partir de formas fracas,
como (4.8), usando subespac¸os minimamente conformes, podem falhar na
convergeˆncia devido ao fato de que termos de ordem superior do problema de
valor no contorno, e suas contribuic¸o˜es, podem na˜o ser modelados adequada-
mente.
Neste contexto, o MGEF em sua versa˜o de elevada regularidade
pode ser explorado. Apesar de um conjunto de func¸o˜es PU arbitrariamente
contı´nuas, construı´das atrave´s do me´todo apresentado por Duarte, Kim e
Quaresma (2006) e Edwards (1996), conforme descrito no Capı´tulo 3, na˜o
poder representar sequer uma func¸a˜o polinomial, e´ possı´vel gerar facilmente
func¸o˜es de aproximac¸a˜o com as propriedades que se desejar. Para isso,
utiliza-se o enriquecimento para ampliar o subespac¸o de busca da soluc¸a˜o,
que consiste de uma forma de refinamento alge´brico. Neste processo de re-
finamento, e´ mais conveniente utilizar o enriquecimento externo, a exemplo
de Duarte (1996), que o enriquecimento interno, por exemplo, do me´todo de
mı´nimos quadrados mo´veis.
Em aproximac¸o˜es suaves construı´das, por exemplo, pelo me´todo de
mı´nimos quadrados mo´veis, a inserc¸a˜o de novos no´s fornece uma versa˜o h
mas na˜o permite o refinamento p-adaptativo sem comprometimento da regu-
laridade das func¸o˜es (LIU, 2003) (SCHWEITZER, 2008).
Assim, neste trabalho foram utilizadas as func¸o˜es de enriquecimento
156 7 Considerac¸o˜es finais
convencionais (3.20) para se representar a singularidade do campo de tenso˜es
na ponta de uma trinca. Ale´m disso, foram aplicadas func¸o˜es polinomiais de
forma associada.
O refinamento alge´brico de bases formadas por func¸o˜es PU conven-
cionais do MEF com o uso de func¸o˜es de enriquecimento polinomiais, en-
tretanto, pode comprometer a estabilidade da base e conduzir a matrizes de
rigidez singulares. Schweitzer (2008) argumenta que uma generalizac¸a˜o do
MEF, atrave´s de (3.26) ou mesmo por (3.4), que garanta a estabilidade da
base, independentemente das func¸o˜es de enriquecimento, na˜o pode ser con-
seguida com PU baseada em malha. Ainda, sugere que este incoveniente
somente pode ser superado impondo-se a condic¸a˜o de flap-top a` partic¸a˜o da
unidade utilizada.
Para agravar ainda mais, a estrate´gia de enriquecimento geome´trico
(LABORDE et al., 2005), com func¸o˜es de ponta de trinca, resulta num aumento
considera´vel do nu´mero de graus de liberdade. Ale´m disso, efeitos adver-
sos sobre propriedades de condicionamento do sistema linear de equac¸o˜es
tambe´m sa˜o verificados, como ja´ apontado tambe´m por Be´chet et al. (2005).
Por definic¸a˜o, a PU construı´da pela versa˜o de elevada regularidade do
MGEF, apresenta a propriedade do delta de Kronecker e possui derivadas de
ordem superior (ate´ uma ordem k ou infinitas) todas nulas sobre os no´s. Por
observac¸a˜o, no caso de uma PU C∞(Ω), a Figura 7.1 permite constatar que
existe uma regia˜o no interior da nuvem onde, possivelmente, se tem um flap
top.
Como observado nos resultados aqui reportados, as func¸o˜es PU C∞(Ω)
permitem melhores aproximac¸o˜es do campo de tenso˜es ao redor da ponta da
trinca, quando esta e´ modelada atrave´s de enriquecimento. Melhores taxas
de convergeˆncia na versa˜o p sa˜o obtidas (Figura 4.3, por exemplo). Verifica-
se tambe´m menor dependeˆncia da forma como se promove o enriquecimento
com as func¸o˜es de frente de trinca, como evidenciado tambe´m pelas taxas de
convergeˆncia na versa˜o h (Tabela 4.1).
Esta constatac¸a˜o se da´ tanto usando medidas globais de qualidade da
aproximac¸a˜o quanto avaliando a severidade da trinca, medida por meio da
equivaleˆncia entre a integral J e a forc¸a configuracional. Tambe´m, nota-se
que e´ possı´vel melhorar a aproximac¸a˜o mesmo utilizando padro˜es de enri-
quecimento que adicionam func¸o˜es com derivadas singulares a um nu´mero
reduzido de no´s ao redor da trinca (Figura 5.3). Sendo assim, a propriedade
de flap top favorece o enriquecimento da PU a` medida que permite melhor
representar este enriquecimento.
Por outro lado, no tocante ao condicionamento, tem-se que a PU
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C∞(Ω) gera matrizes de rigidez com nume´ro de condicionamento mais ele-
vado, mesmo para baixos graus b. No entanto, a estabilidade da base se
caracteriza no sentido do crescimento do nu´mero de condicionamento com o
aumento do nu´mero de graus de liberdade. Assim sendo, apesar da ocorreˆncia
de auto-valores nulos, a PU C0(Ω) fornece problemas melhor condicionados,
com nu´mero de condicionamento crescendo a uma taxa menor, no caso da
versa˜o p (Figura 4.7).
Todavia, a partir da ana´lise da distribuic¸a˜o dos autovalores (Figura 4.9,
por exemplo), tem-se que o fator de maior influeˆncia no nu´mero de condici-
onamento e´ a dimensa˜o da matriz de rigidez, visto que esta distribuic¸a˜o e´
bastante similar no caso de problemas com mesmo nu´mero de graus de li-
berdade. Tambe´m, nota-se que o fator de maior influeˆncia no crescimento
do nu´mero de condicionamento e´ o enriquecimento p com as func¸o˜es (3.23),
pois geram autovalores cada vez menores.
Adicionalmente, a construc¸a˜o de func¸o˜es ponderac¸a˜o nodais segundo
o me´todo proposto por Edwards (1996) e´ robusto, principalmente por dois
aspectos:
• e´ livre de restric¸o˜es geome´tricas quanto a` forma dos elementos e das
nuvens, e
• permite aumentar a regularidade sem exigir aumento do suporte das
func¸o˜es, somente usando func¸o˜es de arestas adequadas ou o produto
booleano com paraˆmetro k apropriado (no caso de arestas coˆncavas),
diferentemente de outros me´todos que permitem elevada regularidade, pore´m
com aumento do suporte das func¸o˜es, como o reportado em Cottrell, Hughes
e Reali (2007), por exemplo.
Por outro lado, func¸o˜es PU muito suaves construı´das por me´todos sem
malha, ϕα ∈ Ck(Ω) com k ≥ 2 por exemplo, geralmente possuem suportes
alargados e se sobrepo˜e extensivamente com regio˜es de influeˆncia de outros
no´s.
Todavia, e´ de se reconhecer a necessidade de reduc¸a˜o do custo da
utilizac¸a˜o da regularidade elevada. Pode-se considerar polinoˆmios como
func¸o˜es de aresta (BARCELLOS; MENDONC¸A; DUARTE, 2009) com o propo´sito
de se obter regularidade limitada k e ainda, possivelmente, reduzir o custo
de integrac¸a˜o uma vez que as derivadas das func¸o˜es C∞(Ω) sa˜o de difı´cil
integrac¸a˜o.
Tambe´m, vale propor aplicar a regularidade elevada somente em
porc¸o˜es do domı´nio onde necessa´rio, como a regia˜o que conte´m os no´s que
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a b
Figura 7.1: Derivadas da func¸a˜o PU do no´ da figura 3.1: (a) derivada com
relac¸a˜o a x e (b) derivada com relac¸a˜o a y.
recebera˜o o enriquecimento com derivada singular. Considerando as func¸o˜es
de forma de elementos finitos como func¸o˜es ponderac¸a˜o nodais pode se
utilizar a equac¸a˜o de Shepard para acoplar func¸o˜es suaves e na˜o suaves,
como sugerido por Duarte, Migliano e Baker (2005). Espera-se com isso
reduzir o custo total da ana´lise e usufruir do benefı´cio das maiores taxas de
convergeˆncia obtidas com as func¸o˜es suaves ao redor da singularidade.
A argumentac¸a˜o pode prosseguir tambe´m no sentido da verificac¸a˜o da
influeˆncia da regularidade na regia˜o de transic¸a˜o. Para citar, o efeito do enri-
quecimento p foi investigado por Taranco´n et al. (2009). Por outro lado, no
presente trabalho e´ possı´vel notar que o benefı´cio da regularidade se mani-
festa atrave´s dos melhores resultados obtidos, principalmente, para o padra˜o
topolo´gico de enriquecimento, tanto em medida global (Figura 4.12) quanto
na avaliac¸a˜o da severidade da trinca (Figura 5.3). A Figura 4.17 evidencia que
os erros sa˜o menores e menos dispersos quando se aplica o enriquecimento
de ponta de trinca sobre a PU C∞(Ω).
Com relac¸a˜o a` mecaˆnica configuracional, utilizada como ferramenta
para a obtenc¸a˜o de paraˆmetros da severidade da trinca, fica claro que a na-
tureza vetorial, da quantidade calculada, representa uma vantagem perante
me´todos convencionais que fornecem somente uma medida escalar. Visto
que a integrac¸a˜o e´ realizada no domı´nio dos elementos, pode-se utilizar a uma
estrutura de co´digo similar a`quela que calcula as contribuic¸o˜es elementares
para a montagem do problema global de equilı´brio.
A determinac¸a˜o das forc¸as configuracionais nodais pode ser realizada
somente na regia˜o de interesse, na vizinhanc¸a da singularidade. Todavia,
pode-se calcular a forc¸a configuracional em todos os no´s como uma medida
da qualidade da aproximac¸a˜o, uma vez que esta forc¸a deve se anular a` medida
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que a soluc¸a˜o aproximada converge a` soluc¸a˜o exata.
Acerca do procedimento proposto para a estimativa de erro, constata-
se que a projec¸a˜o do resı´duo, calculado em forma forte, pode ser usada para
a definic¸a˜o das excitac¸o˜es dos problemas locais associados a`s nuvens.
Pela avaliac¸a˜o de dois problemas, cujas soluc¸o˜es apresentam singu-
laridade no campo de tenso˜es, e´ possı´vel observar a efetividade local dos
indicadores de erro associados aos no´s da regia˜o de interesse.
Mesmo quando empregando somente enriquecimento polinomial na
aproximac¸a˜o, e consequentemente restando a parcela singular na func¸a˜o erro,
verifica-se que o procedimento permite identificar a regia˜o crı´tica, como se
observa nas Figuras 6.5 e 6.8.
Entretanto, o estimador na˜o captura bem o erro onde ele e´ suave, ou
seja, em regio˜es distantes da singularidade. Pelo menos utilizando somente
func¸o˜es com dois graus acima da soluc¸a˜o aproximada. De qualquer forma, a
elevac¸a˜o do grau q eleva sobremaneira o custo da operac¸a˜o. Este fato pode ser
devido a` natureza das func¸o˜es de enriquecimento ou devido a` natureza da PU
C∞(Ω). Em outras palavras, a explicac¸a˜o da baixa efetividade em regio˜es de
soluc¸a˜o suave pode ser devido a` incapacidade das func¸o˜es de enriquecimento
polinomiais, utilizadas para o propo´sito de estimativa de erro, capturarem as
segundas derivadas da soluc¸a˜o aproximada.
Sendo assim, por mais esta raza˜o, vale analisar as consequeˆncias
de se empregar regularidade mais baixa, utilizando func¸o˜es polinomiais
para a construc¸a˜o das func¸o˜es de aresta, de modo a se ter, por exemplo,
aproximac¸o˜es C2(Ω).
Finalmente, salienta-se que os objetivos estabelecidos, como a
avaliac¸a˜o do efeito da regularidade na qualidade de aproximac¸o˜es envol-
vendo enriquecimento singular, aplicac¸a˜o da mecaˆnica configuracional como
ferramenta para a avaliac¸a˜o de severidade de trinca, em aproximac¸o˜es sua-
ves, e a adaptac¸a˜o de um procedimento de estimativa de erro via norma em
energia, utilizando o campo resı´duo em forma forte, foram alcanc¸ados.
7.1 Investigac¸o˜es em andamento
Os seguintes to´picos sa˜o atividades que ja´ se encontram em anda-
mento:
• teste de formas alternativas de estimadores, como proposto em Barros
et al. (2012);
• avaliac¸a˜o da localizac¸a˜o do funcional residual do problema de estima-
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tiva de erro com uma func¸a˜o constante e unita´ria, no caso de soluc¸o˜es
regulares. Mesmo calculando o funcional residual de forma convencio-
nal, usando somente primeiras derivadas da soluc¸a˜o (BARROS; BARCEL-
LOS; DUARTE, 2007), (BARROS; BARCELLOS; DUARTE, 2009) ou (BARROS
et al., 2012), isto pode ser via´vel devido a` continuidade das tenso˜es nas
arestas;
• utilizac¸a˜o da pro´pria soluc¸a˜o analı´tica como enriquecimento, na
vizinhanc¸a da frente da trinca, com o propo´sito de substituir integrac¸o˜es
em domı´nio por integrac¸o˜es nas arestas dos elementos, de acordo com
proposta ja´ apresentada por Ventura, Gracie e Belytschko (2009);
• avaliac¸a˜o de polinoˆmios auto-equilibrados, tambe´m com vistas a`
aplicac¸a˜o de integrac¸a˜o nas arestas dos elementos;
• ana´lise mais refinada da interfereˆncia da regularidade elevada no
ca´lculo das forc¸as configuracionais;
• ana´lise da qualidade da aproximac¸a˜o de campos singulares conside-
rando malhas irregulares e trincas cortando elementos, para func¸o˜es
suaves;
• verificac¸a˜o do efeito da regularidade na distribuic¸a˜o dos valores de
forc¸as configuracionais em no´s ao redor da frente da trinca, tambe´m em
situac¸o˜es com trincas cortando elementos e singularidade na˜o coinci-
dente com um no´, e comparac¸a˜o com implementac¸o˜es C0(Ω) de Glaser
e Steinmann (2006) e Glaser e Steinmann (2007);
• utilizac¸a˜o de produtos booleando (RVACHEV et al., 2001) e (RVACHEV;
SHEIKO, 1995) para construc¸a˜o de enriquecimentos com regularidade
mais elevada para representac¸a˜o de trincas com mudanc¸a de direc¸a˜o; e
• imposic¸a˜o de condic¸o˜es de contorno de Dirichlet na˜o-homogeˆneas
atrave´s do ca´lculo de coeficientes, pre´-processados, associados a` todas
as func¸o˜es de enriquecimento dos no´s do contorno de Dirichlet.
7.2 Sugesto˜es para trabalhos futuros
Sugere-se como trabalhos futuros:
• avaliac¸a˜o do desempenho quando aplicando a regularidade somente
onde necessa´rio, com vistas a` reduc¸a˜o do custo computacional;
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• utilizac¸a˜o de ferramentas da chamada geometria so´lida construtiva
(SHAPIRO, 2007) e func¸o˜es distaˆncia generalizadas (SHAPIRO; TSUKA-
NOV, 1999) e (RVACHEV; SHEIKO, 1995) para a construc¸a˜o das func¸o˜es
de aresta para contornos curvos, visando aplicar o MGEF suave a
problemas com contornos arbitra´rios;
• verificar o efeito da regularidade obtida com a PU C∞(Ω) em proble-
mas com na˜o linearidade geome´trica, por exemplo, considerac¸a˜o de
grandes deformac¸o˜es na frente da trinca e implementac¸a˜o de grandes
deslocamentos e grandes deformac¸o˜es para se investigar o desempenho
frente a` severas distorc¸o˜es de malha;
• utilizac¸a˜o da mecaˆnica configuracional para previsa˜o da mudanc¸a de
direc¸a˜o (kinking) de trincas, similar a Steinmann, Scherer e Denzer
(2009), pore´m em modelagens com func¸o˜es suaves;
• desenvolvimento de estimadores de erro por objetivo utilizando a
mecaˆnica Eshelbiana (RUTER; STEIN, 2007) e (RUTER; STEIN, 2003) e
aplicados a`s aproximac¸o˜es suaves;
• avaliac¸a˜o do efeito da regularidade em modelagem global-local
como, por exemplo, Kim, Duarte e Proenc¸a (2012), O’Hara, Duarte
e Eason (2009) e Plews, Duarte e Eason (2012), principalmente na
determinac¸a˜o de condic¸o˜es de contorno dos problemas locais;
• adaptac¸a˜o do me´todo do hipercı´rculo (SYNGE, 1957) ao me´todo resi-
dual implı´cito em subdomı´nios como meio de se garantir majorantes
do erro (VEJCHODSKY´, 2006);
• avaliac¸a˜o do efeito da regularidade elevada sobre o fenoˆmeno de
poluic¸a˜o (BABUSˇKA; STROUBOULIS, 2001); e
• desenvolvimento de procedimentos adaptativos p e k explorando, si-
multaneamente, propriedades de estimadores de erro e mecaˆnica confi-
guracional.
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