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At present, all kinds of information resources on the Internet are increasing day by 
day, which bring convenience to people, but also the distress to search resources. As a 
hot research field of machine learning and data mining in computer science and 
technology, text categorization technology has attracted more and more attention. 
Multi-label classification technique in texts can be applied to classify and relate text 
information to related categories or topics quickly and accurately, which helps people 
quickly locate the desired content in the mass of information resources, and brings 
important practical significance. 
This thesis studied the multi-label classification problem in Chinese text. Firstly it 
took a literature investigation, got familiar with the basic concepts and evaluation 
methods of multi-label classification. It carefully studied the concrete ideas of several 
existing common multi-label classification algorithm, compared and analyzed the 
advantages and disadvantages of each algorithm. It got familiar with the definition and 
the general process of text categorization. And it discussed the feature selection of 
Chinese text. Secondly based on the previous literature research, it chose the traditional 
Bayes classification algorithm, which was adapted and applied to multi-label classi- 
fication in Chinese text. And it made a detail design of the algorithm steps, including 
feature selection of Chinese text and the concrete adaptation methods of Bayes 
classification algorithm. Finally it used the Java programming language, with the help 
of the third part library and related experimental tools, to complete the detailed design 
and implementation of the algorithm experimental program, and made the test of 
experimental program by the test data sets. Then it evaluated the algorithm through the 
analysis and comparison of the test records in different ways. 
The experimental results in this thesis showed that the multi-label classification 
algorithm adapted by Bayes algorithm is an efficient and feasible algorithm in Chinese 














of information processing. 
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（Harnessing the Power of Digital Data for Science and Society）[7]报告，报告中初
步提出了美国发展大数据的总体框架、发展建议和建设目标。2012年3月，美国
政府公布了《大数据研究和发展计划》（Big Data Research and Development 
Initiative）[8]，并支持2亿美元。2014年5月，美国发布了《大数据：把握机遇，
守护价值》（Big Data: Seizing Opportunities Preserving Values）[9]白皮书。2016年5
月，美国发布了《联邦大数据研发战略计划》（The Federal Big Data Research and 





























简单直观且容易实现，但缺乏对标签间关联性的考虑。Matthew R. Boutell 等人
于 2004 年提出了 LP（label powerset）算法[18]。LP 算法将训练集中出现的所有
标签集都当做一个新的标签加以考虑，因此对各标签间的关联性也做了考虑。考
虑到 LP 算法仍存在新的标签集数量过多的问题，Grigorios Tsoumakas 等人于
2007 年提出了 RAkLE（random k-labelset）算法[19][20]。RAkLE 算法基于对标签




进，以适应处理多标签数据的情况。Robert E. Schapire 和 Yoram Singer 于 2000
年提出了基于 AdaBoost 算法改进的 AdaBoost.MH 和 Adaboost.MR 算法[23]。
Amanda Clare 和 Ross D. King 于 2001 年提出了基于 C4.5 决策树（Decision Tree）
算法改进的多标签决策树 ML-DT（Multi-Label Decision Tree）算法[24]。André 
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华于2005年提出了基于 kNN（k-nearest neighbor）算法改进的MLkNN（Multi-Label 
k-Nearest Neighbor）算法 [26][27]，又于 2006 年提出了基于神经网络（Neural 
Networks）算法改进的多标签反向传播 BP-MLL（Backpropagation for Multi-Label 
Learning）算法[28]。 
1.2.2 文本分类研究现状 
文本分类研究起于 20 世纪 50 年代。1959 年，Hans Peter Luhn 提出在文本
分类中运用词频统计的思想[29]。1960 年，M. E. Maron 和 J. L. Kuhns 对文本分类
进行了深入研究，提出了概率标引（Probabilisitc Indexing）模型[30]。1975 年，
G. Salton 等人提出了著名的向量空间模型（Vector Space Model）[31]。20 世纪 80
年代起，传统的知识工程（Knowledge Engineering）和信息检索（Information 
Retrieval）相关技术逐渐为文本分类提供支持[32]。 
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