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KMS STATES ON GENERALISED BUNCE–DEDDENS ALGEBRAS
AND THEIR TOEPLITZ EXTENSIONS
DAVID ROBERTSON, JAMES ROUT, AND AIDAN SIMS
Abstract. We study the generalised Bunce–Deddens algebras and their Toeplitz ex-
tensions constructed by Kribs and Solel from a directed graph and a sequence ω of
positive integers. We describe both of these C∗-algebras in terms of novel universal
properties, and prove uniqueness theorems for them; if ω determines an infinite super-
natural number, then no aperiodicity hypothesis is needed in our uniqueness theorem
for the generalised Bunce–Deddens algebra. We calculate the KMS states for the gauge
action in the Toeplitz algebra when the underlying graph is finite. We deduce that the
generalised Bunce–Deddens algebra is simple if and only if it supports exactly one KMS
state, and this is equivalent to the terms in the sequence ω all being coprime with the
period of the underlying graph.
1. Introduction
Every Cuntz–Krieger algebra OA carries a gauge action of T which lifts to an action α
of R. Enomoto, Fujii and Watatani [6] proved that when A is irreducible, (OA, α) has a
unique KMS state, which occurs at inverse temperature equal to the logarithm ln ρ(A) of
the spectral radius of A. Exel and Laca [8] extended this result to Cuntz–Krieger algebras
of infinite matrices and also described the KMS states of their Toeplitz extensions. More
recently, an Huef, Laca, Raeburn and Sims extended these results to the graph algebras
of finite graphs [12] and C∗-algebras associated to higher-rank graphs [13]. In each case,
the Toeplitz extension has many more KMS states than the Cuntz–Krieger algebra, and
encodes more information about the underlying object.
In [19], Kribs and Solel studied C∗-algebras generated by periodic weighted-shift oper-
ators on the path spaces of directed graphs. They showed that the C∗-algebra generated
by all such operators can be realised as a direct limit of graph algebras. Specifically,
given n > 0, they construct a graph E(n) with vertex set E<n, the space of paths in
E of length at most n − 1, and they exhibited inclusions T C∗(E(n)) →֒ T C∗(E(mn)).
Upon restriction to the canonical abelian subalgebra in T C∗(E(mn)), these inclusions are
compatible with a natural surjection E<mn → E<n, so lim
−→
T C∗(E(n)) has an abelian sub-
algebra isomorphic to C0(lim←−
E<n). This construction has recently been used to calculate
the nuclear dimension of graph algebras and Kirchberg algebras [26, 27].
Here we study the structure of the Kribs–Solel algebras and their Toeplitz extensions,
and calculate the KMS states of the associated dynamics. We start in Section 3 by giving
a universal description of the Kribs–Solel algebra C∗(E, ω) of a directed graph E corre-
sponding to a sequence ω = (nk)
∞
k=1 of positive integers as generated by a copy of C
∗(E)
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and a copy of C0(lim←−
E<nk). We give an analogous description of the Toeplitz extension
T (E, ω). Our approach clarifies the structure of these algebras, and in particular makes
transparent the fact that C∗(E, ω) and T (E, ω) depend only on E and the supernatural
number determined by ω (see Proposition 3.11).
Kribs and Solel use a topological graph E(∞) in the sense of Katsura to study some
properties of their direct-limit algebras. They show that C∗(E, ω) is isomorphic to the
topological-graph C∗-algebra C∗(E(∞)), allowing them to plug into Katsura’s powerful
structure theory. In Section 4 we provide a slightly different description of E(∞) that
we feel clarifies the construction somewhat, and study its structure in greater depth than
appears in [19]. In particular, when E is finite and strongly connected, we show how
to decompose E(∞) into irreducible components using Perron-Frobenius theory for the
matrices AnkE .
In Section 5 we prove uniqueness theorems for C∗(E, ω) and T (E, ω). The uniqueness
theorem for T (E, ω) (Proposition 5.1) is analogous to that for the Toeplitz extension of
a graph algebra, and we prove it using that technology. Interestingly, our Cuntz–Krieger
uniqueness theorem (Theorem 5.2) for C∗(E, ω) requires no aperiodicity hypothesis, em-
phasising Kribs and Solel’s view of these algebras as generalised Bunce–Deddens algebras.
We obtain this result by combining Katsura’s uniqueness theorem for topological graph
C∗-algebras with Kribs and Solel’s observation that their topological graph E(∞) has no
loops. This also leads to a very satisfactory characterisation of ideal-structure for C∗(E, ω)
for finite, strongly connected E: C∗(E, ω) decomposes as a direct sum of simple subalge-
bras indexed by the finite group of integers modulo the greatest common divisor of the
supernatural number ω and the period of the graph E in the sense of Perron–Frobenius
theory. In particular, C∗(E, ω) is simple if and only if ω is coprime to the period of E.
In Section 6, we focus on finite strongly connected graphs E, and study the KMS
states for the gauge-dynamics on T (E, ω), paying attention to those which factor through
C∗(E, ω). Our analysis follows the broad lines of [8, 22], but the inverse-limit structure
of the spectrum of the diagonal in T (E, ω) introduces some interesting wrinkles. We
reinterpret the KMS condition for states on T (E, ω) as a subinvariance condition for an
operator on the space of signed Borel measures on lim
←−
E<nk (Theorem 6.10). To con-
struct KMS states on the Toeplitz algebra of a graph E, one makes use of the path-space
representation on ℓ2(E∗). It is not a priori clear how to construct a corresponding rep-
resentation of T (E, ω) from the Kribs–Solel approach, but our universal description of
T (E, ω) suggests a solution. We use this representation to construct KMSβ states for
all β > ln ρ(AE) (Proposition 6.13), and show that there is an affine isomorphism be-
tween the KMSβ simplex of T (E, ω) and the simplex of probability measures on lim←−
E<nk
(Corollary 6.15).
Finally, we investigate which KMS states factor through C∗(E, ω). In contrast with
[6, 12], strong connectedness of E is not sufficient to ensure that C∗(E, ω) admits a unique
KMS state; rather, the extremal KMS states of C∗(E, ω) correspond precisely to the direct
summands described in Section 5. Following the approach of [15], we describe a formula
which always determines a KMSln ρ(AE) state φ of C
∗(E, ω). Restricting this state to each
direct summand of C∗(E, ω) and normalising yields a family of KMS states all at the
same inverse temperature, and we use the results of [6, 14] to show that there cannot be
any KMS states for C∗(E, ω) at any other temperatures. We prove that these states are
precisely the extremal KMS states of C∗(E, ω). We deduce that φ is the only KMS state
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of C∗(E, ω) if and only if ω is coprime with the period of E, and hence if and only if
C∗(E) is simple; we further show that this is equivalent to φ being a factor state.
2. Background
2.1. Directed graphs and their C∗-algebras. We use the convention for graph C∗-
algebras appearing in Raeburn’s book [25]. So if E = (E0, E1, r, s) is a directed graph,
then a path in E is a word µ = e1 . . . en in E
1 such that s(ei) = r(ei+1) for all i,
and we write r(µ) = r(e1), s(µ) = s(en), and |µ| = n. As usual, we denote by E
∗
the collection of paths of finite length, and En := {µ ∈ E∗ : |µ| = n}; we also write
E<n := {µ ∈ E∗ : |µ| < n}. We borrow the convention from the higher-rank graph
literature in which we write, for example vE∗ for {µ ∈ E∗ : r(µ) = v}, and vE1w for
{e ∈ E1 : r(e) = v and s(e) = w}. The adjacency matrix of E is then the E0×E0 integer
matrix with AE(v, w) = |vE
1w|.
We say that E is row-finite if vE1 is finite for all v ∈ E0, and that E has no sources if
each vE1 is nonempty.
If E is row-finite and has no sources, then a Toeplitz–Cuntz–Krieger E-family in a
C∗-algebra A is a pair (s, p), where s = {se : e ∈ E
1} ⊆ A is a collection of partial
isometries and {pv : v ∈ E
0} ⊆ A is a set of mutually orthogonal projections such that
s∗ese = ps(e) for all e ∈ E
1, and pv ≥
∑
e∈vE1 ses
∗
e for all v ∈ E
0. If equality holds in the
second relation (for all v), then (s, p) is a Cuntz–Krieger E-family.
The Toeplitz algebra T C∗(E) is the universal C∗-algebra generated by a Toeplitz–
Cuntz–Krieger family ([9]) and the graph algebra C∗(E) is the universal C∗-algebra gen-
erated by a Cuntz–Krieger E-family [25, Proposition 1.21].
Kribs and Solel describe their generalised Bunce–Deddens algebras as direct limits of
graph C∗-algebras obtained from the following construction [19, Theorem 4.2].
Let E = (E0, E1, r, s) be a row-finite directed graph with no sources, and fix n ∈ N\{0}.
Define
E(n)0 := E<n, E(n)1 := {(e, µ) : e ∈ E1, µ ∈ s(e)E<n}
sn(e, µ) := µ and rn(e, µ) =
{
eµ if |µ| < n− 1
r(e) if |µ| = n− 1.
Then E(n) = (E(n)0, E(n)1, rn, sn) is a row-finite directed graph with no sources. For
µ ∈ E∗, we write [µ]n for the unique element of E
<n such that µ = [µ]nµ
′ for some µ′
with |µ′| ∈ nN; we think of [µ]n as the residue of µ modulo n.
It is easy to check that there is a bijection from {(µ, ν) : µ ∈ E∗, ν ∈ s(µ)E<n} to E(n)∗
that carries (µ, ν) to (µ1, [µ2 . . . µ|µ|ν]n)(µ2, [µ3 . . . µ|µ|ν]n) . . . (µ|µ|, ν). We frequently use
this bijection to identify E(n)∗ with {(µ, ν) : µ ∈ E∗, ν ∈ s(µ)E<n}, and we then have
sn(µ, ν) = ν, and rn(µ, ν) = [µν]n. This implies, in particular, that the lengths of the
paths rn(µ, ν) and sn(µ, ν) in E
<n differ by |µ| modulo n. Thus, for v, w ∈ E0 ⊆ E<n,
we have
(2.1) vE(n)∗w 6= ∅ if and only if vEjnw 6= ∅ for some j ∈ N.
2.2. The KMS condition. We use the definition of KMS states given in [2, Defini-
tion 5.3.1]. Let (A,R, α) be a C∗-dynamical system. An element a ∈ A is analytic for α if
t 7→ αt(a) extends to an entire function z 7→ αz(a) on C. Let Aα denote the collection of
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analytic elements of A. A state φ of A is said to be a KMS state at inverse temperature
β ∈ R \ {0} if
φ(ab) = φ(bαiβ(a)) for all a, b ∈ Aα.
It suffices to verify this KMS condition on any α-invariant set of analytic elements span-
ning a dense subspace of A. Proposition 5.3.3 of [2] says that if φ is KMSβ for α, then φ
is α-invariant. If β = 0, then the KMS condition above reduces to requiring that φ is a
trace, and we then impose α-invariance as an additional requirement.
2.3. The Perron–Frobenius theorem. Let X be a finite set. A matrix A ∈MX(C) is
irreducible if, for all x, y ∈ X , there exists n ∈ N such that An(x, y) 6= 0. We say that a
matrix is nonnegative if all of its entries are nonnegative.
Let A be an irreducible nonnegative matrix. The Perron–Frobenius theorem (see, for
example, [28, Theorem 1.5]) says that the spectral radius ρ(A) is an eigenvalue of A with
a positive eigenvector, and that ρ(A) is a simple root of the characteristic polynomial
of A. We call the unique positive eigenvector with eigenvalue ρ(A) and unit 1-norm the
unimodular Perron–Frobenius eigenvector of A.
2.4. The space of finite signed Borel measures. If M is a σ-algebra of subsets of a
set X , then a real-valued function m defined on M is said to be a finite signed measure
if m(∅) = 0 and m is completely additive.
Suppose that X is a compact Hausdorff space. We denote by M(X) the space of all
finite signed Borel measures on X , byM+(X) the subset ofM(X) consisting of positive
Borel measures, and byM+1 (X) the subset ofM
+(X) consisting of probability measures
on X .
Let m ∈ M(X). By the Hahn decomposition theorem [1, Theorem 8.2] there are sets
P,N ⊆ X such that X = P ∪ N and P ∩ N = ∅, and such that m(E ∩ P ) ≥ 0 and
m(E ∩N) < 0 for all Borel E ⊆ X .
Let m+ and m− be given by m+(E) = m(E∩P ) and m−(E) = −m(E∩N) for Borel E.
Then m+, m− ∈M+(X). The Jordan decomposition theorem [1, Theorem 8.5] says that
m = m+ −m− and that if m′, m′′ ∈M+(X) satisfy m = m′ −m′′, then m′(E) ≥ m+(E)
and m′′(E) ≥ m−(E) for all Borel E ⊆ X .
The space M(X) of finite signed measures is a real Banach space under the norm
‖m‖ = m+(X) +m−(X).
3. The Kribs–Solel algebras and their Toeplitz extensions
In this section, we describe an alternative presentation of Kribs and Solel’s C∗-algebras
T C∗(E(n)) and C∗(E(n)), and of their direct-limit algebras A(n) and B(n). We show
that T C∗(E(n)) is the universal C∗-algebra generated by a Toeplitz–Cuntz–Krieger E-
family and mutually orthogonal projections indexed by E<n. This presentation has the
advantage that the connecting maps T C∗(E(n)) →֒ T C∗(E(nm)) have a particularly
simple form: they preserve the generating Toeplitz–Cuntz-Krieger family, and resolve the
projection associated to each µ ∈ E<n into a sum of projections associated to paths of the
form µτ ∈ E<nm. This leads to a very natural presentation of A(n) in terms of a Toeplitz–
Cuntz–Krieger E-family and a representation of the algebra of continuous functions on a
natural projective limit of the E<n. We show that all of this descends naturally to the
C∗(E(n)) and B(n).
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Definition 3.1. Let E be a row-finite directed graph with no sources, and fix n ∈ N\{0}.
A Toeplitz n-representation of E in a C∗-algebra A is a triple (T,Q,Θ) where (T,Q) is
a Toeplitz–Cuntz–Krieger E-family in A, and Θ = {Θµ : µ ∈ E
<n} is a collection of
mutually orthogonal projections such that Qv =
∑
µ∈vE<n Θµ for all v ∈ E
0, and
(3.1) T ∗eΘµ =


Θµ′T
∗
e if µ = eµ
′∑
eν∈En ΘνT
∗
e if µ = r(e)
0 otherwise.
If (T,Q) is a Cuntz–Krieger E-family, we call (T,Q,Θ) a Cuntz–Krieger n-representation
of E.
We show that Kribs and Solel’s T C∗(E(n)) is universal for Toeplitz n-representations of
E and that C∗(E(n)) is universal for Cuntz–Krieger n-representations. We first describe
a convenient family of spanning elements. We will need the following notation: given a
directed graph E, n > 0 and µ ∈ E∗, we write τn(µ) for the unique element of E
<n such
that µ = µ′τn(µ) with |µ
′| ∈ nN; so |τn(µ)| ≡ |µ| (mod n), and µ = µ
′τn(µ).
Lemma 3.2. Let E be a row-finite directed graph with no sources, and take n > 0. Let
(T,Q,Θ) be a Toeplitz n-representation of E, and fix µ ∈ E∗ and α ∈ E<n.
(1) If |µ| ∈ nN, then T ∗µΘr(µ) = Θs(µ)T
∗
µ .
(2)
T ∗µΘα =


Θα′T
∗
µ if α = µα
′
Θs(µ)T
∗
µ if µ = αµ
′ and |µ′| ∈ nN∑
|τn(µ′)λ|=n
ΘλT
∗
µ if µ = αµ
′ and |µ′| 6∈ nN
0 otherwise.
Proof. (1) We calculate
T ∗µΘr(µ) = T
∗
µ|µ|
· · ·T ∗µ2T
∗
µ1Θr(µ1) = T
∗
µ|µ|
· · ·T ∗µ2
( ∑
µ1λ∈En
ΘλT
∗
µ1
)
= T ∗µ|µ| · · ·T
∗
µ3
( ∑
µ1µ2λ∈En
ΘλT
∗
µ1µ2
)
= · · · = Θs(µ)T
∗
µ .(3.2)
(2) First suppose that α = µα′. Then
T ∗µΘα = T
∗
µ|µ|
· · ·T ∗µ1Θα = T
∗
µ|µ|
· · ·T ∗µ2Θα2···αnT
∗
µ1
= · · · = Θα′T
∗
µ .
Now suppose that µ = αµ′. Write µ′ = µ′′τn(µ
′). Then |µ′′| ∈ nN, so we calculate, using
part (1) at the fourth equality,
T ∗µΘα = T
∗
µ′T
∗
αΘα = T
∗
µ′Θs(α)T
∗
α = T
∗
τn(µ′)T
∗
µ′′Θr(µ′′)T
∗
α = T
∗
τn(µ′)Θs(µ′′)T
∗
αµ′′ .
If |µ′| ∈ nN, then αµ′′ = µ and τn(µ
′) = s(µ), so the preceding displayed equation gives
T ∗µΘα = Θs(µ)T
∗
µ . Otherwise, we repeat the first |µ
′′| steps of the calculation (3.2) to
obtain
T ∗µΘα =
∑
|τn(µ′)λ|=n
ΘλT
∗
µ .
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Finally, if µ 6= αµ′ and α 6= µα′, then we can write µ = λeµ′ and α = λfα′ for distinct
e, f ∈ E1. Using the first case in part (2), we obtain
T ∗µΘα = T
∗
µ′T
∗
eΘfα′T
∗
λ ,
which is zero by the displayed relation in Definition 3.1. 
Lemma 3.3. Let E be a row-finite directed graph with no sources, take n > 0 and suppose
that (T,Q,Θ) is a Toeplitz n-representation of E. For α, β, γ, δ ∈ E∗ and µ, ν ∈ E<n,
(TαΘµT
∗
β )(TγΘνT
∗
δ ) =


TαΘµT
∗
δβ′ if β = γβ
′ and ν = β ′µ
TαΘµT
∗
δνρ if β = γνρ with |ρµ| ∈ nN
Tαγ′ΘνT
∗
δ if γ = βγ
′ and µ = γ′ν
TαµρΘνT
∗
δ if γ = βµρ with |ρν| ∈ nN
0 otherwise.
Proof. We consider the case where |β| ≥ |γ|; the case where |γ| > |β| will then follow by
taking adjoints. By [25, Corollary 1.14(b)], we have
(TαΘµT
∗
β )(TγΘνT
∗
δ ) =
{
TαΘµT
∗
β′ΘνT
∗
δ if β = γβ
′
0 otherwise.
Suppose that β = γβ ′. By Lemma 3.2(2) we have
(TαΘµT
∗
β )(TγΘνT
∗
δ ) =


TαΘµΘν′T
∗
δβ′ if ν = β
′ν ′
TαΘµΘs(β′)T
∗
δβ′ if β
′ = νρ with |ρ| ∈ nN
TαΘµ
∑
τn(ρ)λ∈En
ΘλT
∗
δβ′ if β
′ = νρ with |ρ| 6∈ nN
0 otherwise.
=


TαΘµT
∗
δβ′ if ν = β
′µ
or β ′ = νρ with |ρ| ∈ nN and µ = s(β)
or β ′ = νρ and τn(ρ)µ ∈ E
n,
0 otherwise.
Since τn(ρ)µ ∈ E
n if and only if |ρµ| ∈ nN, the result follows. 
Theorem 3.4. Let E be a row-finite directed graph with no sources, and let (t(e,µ), qµ) be
the universal Toeplitz–Cuntz–Krieger E(n)-family in T C∗(E(n)). Then the elements
tn,e :=
∑
(e,µ)∈E(n)1
t(e,µ), qn,v :=
∑
µ∈vE<n
qµ, and θn,µ := qµ
constitute a Toeplitz n-representation of E and generate T C∗(E(n)). For every Toeplitz
n-representation (T,Q,Θ) of E in a C∗-algebra B, there is a C∗-homomorphism πT,Q,Θ :
T C∗(E(n))→ B such that πT,Q,Θ(tn,e) = Te, πT,Q,Θ(qn,v) = Qv and πT,Q,Θ(θn,µ) = Θµ.
If (T,Q) is a Cuntz–Krieger E-family, then πT,Q,Θ factors through a homomorphism
π˜T,Q,Θ : C
∗(E(n))→ B.
Proof. Routine calculations show that (t, q, θ) is a Toeplitz n-representation of E. We
have t(e,µ) = tn,eθn,µ for each (e, µ) ∈ E(n)
1 and qµ = θn,µ for each µ ∈ E(n)
0, and so the
tn,e, the qn,v and the θn,µ generate T C
∗(E(n)).
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Fix a Toeplitz n-representation (T,Q,Θ). Routine calculations show that the elements
T(e,µ) := TeΘµ and Qµ := Θµ form a Toeplitz–Cuntz–Krieger E(n) family, and so induce
the desired homomorphism πT,Q,Θ. For each v ∈ E
0, we have∑
µ∈vE<n
∑
(e,ν)∈µE(n)1
T(e,ν)T
∗
(e,ν) =
∑
e∈vE1
∑
(e,ν)∈E(n)1
T(e,ν)T
∗
(e,ν) =
∑
e∈vE1
TeT
∗
e .
So if (T,Q) is a Cuntz–Krieger E-family, then the T(e,µ) and Qµ form a Cuntz–Krieger
E(n) family and so πT,Q,Θ factors through π˜T,Q,Θ : C
∗(E(n))→ B. 
Notation 3.5. Using Theorem 3.4, we write T (E, n) for T C∗(E(n)) and regard it as the
universal C∗-algebra generated by a Toeplitz n-representation (tn,e, qn,v, θn,µ) of E. We
also write C∗(E, n) for C∗(E(n)), and regard it as the universal C∗-algebra generated by
a Cuntz–Krieger n-representation (sn,e, pn,v, εn,µ).
Next, we describe the homomorphisms T C∗(E(n)) →֒ T C∗(E(mn)) and C∗(E(n)) →֒
C∗(E(mn)) of Kribs and Solel in terms of the universal properties just described.
Proposition 3.6. Let E be a row-finite directed graph with no sources. Take integers
m,n ≥ 1. There is an injective homomorphism in,mn : T (E, n)→ T (E,mn) such that
in,mn(tn,e) = tmn,e, in,mn(qn,v) = qmn,v, and in,mn(θn,µ) =
∑
ν∈E<mn, [ν]n=µ
θmn,ν .
Moreover in,mn descends to an injection of C
∗(E, n) into C∗(E,mn).
Proof. For e ∈ E1, v ∈ E0 and µ ∈ E<n, define Te := tmn,e, Qv := qmn,v and Θµ =∑
ν∈E<mn,[ν]n=µ
θmn,ν . Straightforward calculations show that (T,Q,Θ) is a Toeplitz n-
representation of E, so the universal property of T (E, n) gives a homomorphism in,mn
satisfying the desired formulas. Using the formulas for the generators of T (E, n) in
Theorem 3.4, we see that for µ ∈ E<n,
in,mn
(
qµ −
∑
(e,τ)∈µE(n)1
t(e,τ)t
∗
(e,τ)
)
=
∑
ν∈E<mn,[ν]n=µ
(
qν −
∑
(e,τ)∈νE(mn)1
t(e,τ)t
∗
(e,τ)
)
.
Theorem 4.1 of [9] implies that each term on the right hand side of the preceding displayed
equation is nonzero, and then also that in,mn is injective. Hence in,mn is also injective.
For the final statement, observe that in,mn clearly preserves the Cuntz–Krieger relation,
so it descends to a homomorphism i˜n,mn : C
∗(E, n)→ C∗(E,mn). A routine application
of the gauge-invariant uniqueness theorem [3, Theorem 2.1] for C∗(E(n)) shows that i˜n,mn
is injective. 
Using the homomorphisms of the preceding proposition, we can form the direct limits
lim
−→
T (E, nk) and lim−→
C∗(E, nk). We write ink,nl : T (E, nk)→ T (E, nl) for the connecting
homomorphism with k < l, and we write ink,∞ : T (E, nk)→ lim−→
T (E, nk) for the canonical
inclusion. We will also use these same symbols to denote the corresponding maps in the
direct system associated to the C∗(E, nk).
Fix a directed graph E. Form,n ∈ N\{0} such thatm | n, we define pn,m : E
<n → E<m
by pn,m(ν) = [ν]m. Consider a sequence (nk)
∞
k=1 such that nk | nk+1 for all k. The
projective limit (lim
←−
E<nk , pnk+1,nk) can be realised as the topological subspace{
(µk)
∞
k=1 ∈
∞∏
k=1
E<nk : µk = [µk+1]nk for all k ∈ N
}
.
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For a sequence (nk)
∞
k=1 as above and a directed graph E, given k ∈ N and µ ∈ E
<nk ,
we write Z(µ, k) for the cylinder set {(νi)
∞
i=1 ∈ lim←−
E<nk : νk = µ}. Observe that the
Z(µ, k) are the canonical compact open basis sets for the projective limit space regarded
as a subspace of the infinite product
∏∞
k=1E
<nk . We write χZ(µ,k) for the characteristic
function of Z(µ, k) ⊆ lim
←−
E<nk .
Definition 3.7. Let E be a row-finite directed graph with no sources, and suppose that
ω = (nk)
∞
k=1 is a sequence of nonzero natural numbers such that nk | nk+1 for all k. A
Toeplitz ω-representation of E is a triple (T,Q, ψ) consisting of a Toeplitz–Cuntz–Krieger
E-family in a C∗-algebra B and a homomorphism ψ : C0(lim←−
E<nk) → B such that
Qw = ψ(χZ(w,1)) for all w ∈ E
0, and
T ∗e ψ(χZ(µ,k)) =


ψ(χZ(µ′,k))T
∗
e if µ = eµ
′∑
eλ∈Enk ψ(χZ(λ,k))T
∗
e if µ = r(e)
0 otherwise
for all e ∈ E1, k ∈ N and µ ∈ E<nk . If the pair (T,Q) is a Cuntz–Krieger E-family, then
we call (T,Q, ψ) a Cuntz–Krieger ω-representation, or just an ω-representation of E.
We show that the universal C∗-algebra generated by an ω-representation coincides
with Kribs and Solel’s algebra lim
−→
C∗(E(nk)). We first need a multiplication formula
analogous to that of Lemma 3.3. To lighten notation a bit, given a homomorphism
ψ : C0(lim←−
E<nk) → B, we will write ψ(µ,k) for the image of χZ(µ,k) under ψ, which is a
projection in B.
Lemma 3.8. Let E be a row-finite directed graph with no sources, and let ω = (nk)
∞
k=1
be a sequence of nonzero natural numbers such that nk | nk+1 for all k. Let (T,Q, ψ) be a
Toeplitz ω-representation of E. For α, β, γ, δ ∈ E∗, k ≥ 1 and µ, ν ∈ E<nk , we have
(Tαψ(µ,k)T
∗
β )(Tγψ(ν,k)T
∗
δ ) =


Tαψ(µ,k)T
∗
δβ′ if β = γβ
′ and ν = β ′µ
Tαψ(µ,k)T
∗
δνρ if β = γνρ with |ρµ| ∈ nN
Tαγ′ψ(ν,k)T
∗
δ if γ = βγ
′ and µ = γ′ν
Tαµρψ(ν,k)T
∗
δ if γ = βµρ with |ρν| ∈ nN
0 otherwise.
In particular, C∗(T,Q, ψ) = span{Tαψ(µ,k)T
∗
β : k ≥ 1, µ ∈ E
<nk , α, β ∈ E∗r(µ)}.
Proof. The first statement follows from the observation that each (T,Q, ψ(·,k)) is a Toeplitz
nk-representation, and Lemma 3.3. For the second statement, first observe that the
set on the right-hand side contains each Tα =
∑
µ∈s(α)E<n1 Tαψ(µ,1)T
∗
s(α), each Qv =∑
µ∈vE<n1 Tvψ(µ,1)T
∗
v and each ψ(µ,k) = Tr(µ)ψ(µ,k)T
∗
r(µ). It is clearly closed under adjoints.
So it suffices to show that it is closed under multiplication. To see this, we consider a
product Tαψ(µ,k)T
∗
βTγψ(ν,l)T
∗
δ . Suppose that k ≥ l (the case where k < l will follow by
taking adjoints). Then Z(ν, l) =
⊔
λ∈E<nk ,[λ]nl=ν
Z(λ, k), and so we have
Tαψ(µ,k)T
∗
βTγψ(ν,l)T
∗
δ =
∑
λ∈E<nk ,[λ]nl=ν
Tαψ(µ,k)T
∗
βTγψ(λ,k)T
∗
δ ,
and this belongs to span{Tαψ(µ,k)T
∗
β : k ≥ 1, µ ∈ E
<nk , α, β ∈ E∗r(µ)} by the first
statement. 
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Theorem 3.9. Let E be a row-finite directed graph with no sources, and let ω = (nk)
∞
k=1
be a sequence of nonzero natural numbers such that nk | nk+1 for all k. There is a Toeplitz
ω-representation (t, q, π) of E in lim
−→
T (E, nk) such that
te = in1,∞(tn1,e), qv = in1,∞(qn1,v), and π(µ,k) = ink,∞(θnk,µ)
for all e ∈ E1, all v ∈ E0, and all k ∈ N and µ ∈ E<nk . This Toeplitz ω-representation is
universal in the sense that if (T,Q, ψ) is a Toeplitz ω-representation of E in a C∗-algebra
B, then there is a homomorphism ϕT,Q,ψ : lim−→
T (E, nk)→ B such that
ϕT,Q,ψ(te) = Te, ϕT,Q,ψ(qv) = Qv, and ϕT,Q,ψ ◦ π = ψ.
Proof. We assume without loss of generality that n1 = 1. The collection (tn1, qn1) is a
Toeplitz–Cuntz–Krieger E-family and since in1,∞ is a homomorphism, it follows that te :=
in1,∞(tn1,e) and qv = in1,∞(qn1,v) is a Toeplitz–Cuntz–Krieger E-family in lim−→
T (E, nk).
For each k, the formula
(3.3) πk(χZ(µ,k)) := ink,∞(θnk,µ)
gives a homomorphism πk : span{χZ(µ,k) : µ ∈ E
<nk} → lim
−→
T (E, nk). So the universal
property of C0(lim←−
E<nk) ∼= lim−→
C0(E
<nk) yields a homomorphism π : C0(lim←−
E<nk) →
lim
−→
T (E, nk) satisfying π(µ,k) = ink,∞(θnk,µ).
We check that (t, q, π) is a Toeplitz ω-representation. Since n1 = 1, for w ∈ E
0, we
have qw = in1,∞(qn1,w) = in1,∞(θn1,w) = πZ(w,1). Take e ∈ E
1 and µ ∈ E<nk . Then
t∗eπ(µ,k) = in1,∞(t
∗
n1,e)ink,∞(θnk,µ) = ink,∞(in1,nk(t
∗
n1,e)θnk ,µ)
= ink,∞(t
∗
nk,e
θnk ,µ) =


ink,∞(θnk ,µ′t
∗
nk,e
) if µ = eµ′
ink,∞(
∑
eλ∈Enk θnk,λt
∗
nk ,e
) if µ = r(e)
0 otherwise
=


π(µ′,k)t
∗
e if µ = eµ
′∑
eλ∈Enk π(λ,k)t
∗
e if µ = r(e)
0 otherwise.
So (t, q, π) is a Toeplitz ω-representation of E in lim
−→
T (E, nk).
Let (T,Q, ψ) be another ω-representation of E in B, and fix k ∈ N. For µ ∈ E<nk
let Θµ := ψ(µ,k). Quick calculations show that (T,Q,Θ) is a Toeplitz nk-representation
of E. The universal property of T (E, nk) gives a homomorphism ϕnk,∞ : T (E, nk) → B
satisfying
ϕnk,∞(te) = Te, ϕnk,∞(qv) = Qv, and ϕnk,∞(θnk,µ) = ψ(µ,k).
We check that ϕnk+1,∞ ◦ ink ,nk+1 = ϕnk,∞. We have
ϕnk+1,∞ ◦ ink,nk+1(tnk ,e) = ϕnk+1,∞(tnk+1,e) = Te = ϕnk,∞(tnk,e),
and similarly ϕnk+1 ◦ ink,nk+1(qnk,v) = Qv = ϕnk(qnk,v). For µ ∈ E
<nk ,
ϕnk+1,∞(ink,nk+1(θnk ,µ)) = ϕnk,∞
( ∑
λ∈E<nk+1 ,[λ]nk=µ
θnk+1,λ
)
= ψ
( ∑
λ∈E<nk+1 ,[λ]nk=µ
χZ(λ,nk+1)
)
= ψ(χZ(µ,k)) = ϕnk,∞(θnk,µ).
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The universal property of lim
−→
T (E, nk) now gives a homomorphism ϕT,Q,ψ making the
diagram
T (E, nk) T (E, nk+1)
lim
−→
T (E, nk)
B
ink ,nk+1
ink ,∞ ink+1,∞
ϕnk,∞ ϕnk+1,∞ϕT,Q,ψ
commute, and this homomorphism has the desired properties. 
Given E and ω as in Theorem 3.9, we write T (E, ω) for the universal C∗-algebra
generated by a Toeplitz ω-representation of E. Since the universal C∗-algebra for a given
set of generators and relations is unique up to canonical isomorphism, we can and will
identify T (E, ω) with lim
−→
T (E(nk)) via the homomorphism of Theorem 3.9.
The following theorem follows from the same argument as Theorem 3.9.
Theorem 3.10. Let E be a row-finite directed graph with no sources, and let ω = (nk)
∞
k=1
be a sequence of nonzero natural numbers such that nk | nk+1 for all k. There is an
ω-representation (s, p, ρ) of E in lim
−→
C∗(E, nk) such that
se = in1,∞(sn1,e), pv = in1,∞(pn1,v), and ρ(µ,k) = ink ,∞(εnk,µ)
for all e ∈ E1, all v ∈ E0, and all k ∈ N and µ ∈ E<nk . This ω-representation is universal
in the sense that if (S, P, ψ) is an ω-representation of E in a C∗-algebra B, then there is
a homomorphism ϕS,P,ψ : lim−→
C∗(E, nk)→ B such that
ϕS,P,ψ(se) = Se, ϕS,P,ψ(pv) = Pv, and ϕS,P,ψ ◦ ρ = ψ.
We write C∗(E, ω) for the universal C∗-algebra generated by an ω-representation of E,
and we identify it with lim
−→
C∗(E(n)) via the homomorphism of the preceding theorem.
Kribs and Solel regard lim
−→
C∗(E, nk) as a generalised Bunce–Deddens algebra. Since
the Bunce–Deddens algebra Bω is completely determined by the supernatural number
ω, we expect C∗(E, ω) to depend only on E and the supernatural number associated
to ω. We give an elementary proof that this is the case using the presentation given
in Theorem 3.10. For this, recall that for sequences ω = (nk)
∞
k=1 with nk | nk+1 for all
k, and ω′ = (ml)
∞
l=1 with ml | ml+1 for all l, we write ω | ω
′ if for every k ≥ 1 there
exits j(k) ≥ 1 such that nk | mj(k). The supernatural number [ω] associated to ω is the
collection [ω] := {ω′ : ω | ω′ and ω′ | ω}.
Proposition 3.11. Let E be a row-finite directed graph with no sources. Let ω = (nk)
∞
k=1
and ω′ = (mj)
∞
j=1 be sequences of nonzero natural numbers such that nk | nk+1 for all
k and mj | mj+1 for all j. If ω | ω
′, then there is an injective homomorphism ϕω,ω′ :
T (E, ω)→ T (E, ω′) such that
(3.4) ϕω,ω′ ◦ ink,∞ = imj(k),∞ ◦ ink,mj(k) for all k ≥ 1 and any j(k) such that nk | mj(k).
Moreover, ϕω,ω′ descends to a homomorphism ϕ˜ω,ω′ : C
∗(E, ω)→ C∗(E, ω′). If [ω] = [ω′]
then ϕω,ω′ : T (E, ω)→ T (E, ω
′), and ϕ˜ω,ω′ : C
∗(E, ω)→ C∗(E, ω′) are isomorphisms.
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Proof. Fix natural numbers j(k) such that nk | mj(k) for all k. Then imj(k),∞ ◦ ink,mj(k) :
T (E, nk)→ lim−→
T (E,mk) is a homomorphism for each k. Since
imj(k+1),∞ ◦ ink+1,mj(k+1) ◦ ink ,nk+1 = imj(k+1),∞ ◦ ink,mj(k+1)
= imj(k+1),∞ ◦ imj(k),mj(k+1) ◦ ink,mj(k) = imj(k),∞ ◦ ink,mj(k) ,
The universal property of lim
−→
T (E, nk) gives a homomorphism ϕ that satisfies (3.4).
The same argument shows that ϕ descends to a homomorphism ϕ˜ : lim
−→
C∗(E, nk) →
lim
−→
C∗(E,ml). Now suppose that ω
′ | ω as well. The preceding paragraph gives a ho-
momorphism γ : T (E, ω′) → T (E, ω) such that γ ◦ imj ,∞ = ink(j),∞ ◦ imj ,nk(j) for all j,
and which descends to γ˜ : C∗(E, ω′) → C∗(E, ω). It is routine to check that γ ◦ φ is
the identity map on each ink ,∞T (E, nk) and symmetrically, φ ◦ γ is the identity on each
imj (T (E,mj)), so continuity shows that φ and γ are mutually inverse; the same argument
shows that ϕ˜ and γ˜ are mutually inverse. 
4. The topological graph E(∞)
Kribs and Solel construct a topological graph E(∞) from a graph E and a supernatural
number ω. They show in [19, Theorem 6.3] that C∗(E, ω) is isomorphic to the C∗-algebra
C∗(E(∞)) of this topological graph in the sense of Katsura [16]. Unfortunately, their
statement does not give explicit details about the isomorphism, and we shall need these
in the sequel. In this section, we give a slightly different description of the topological
graph E(∞), and use it to present the details of the isomorphism C∗(E, ω) ∼= C∗(E(∞)).
For the most part, we are just making explicit some of the details of the proofs of results
in [19] and [17], so we keep our presentation short.
First recall that a topological graph F consists of second-countable locally compact
Hausdorff spaces F 0 and F 1 and maps r, s : F 1 → F 0 such that r is continuous and s is a
homeomorphism. Katsura [16] associates to each topological graph F a C∗-algebra that
we denote C∗(F ). This C∗(F ) is generated by a homomorphism t0F : C0(F
0) → C∗(F )
and a linear map t1F : Cc(F
1) → C∗(F ) satisfying relations reminiscent of the Cuntz–
Krieger relations for graph algebras (for a description that avoids the machinery of Hilbert
modules, see [23]). The pair (t0F , t
1
F ) is called a Cuntz–Krieger E-pair. When F
0 and F 1
are discrete and countable, C∗(F ) coincides with the usual graph C∗-algebra described in
Section 2.
Now let E be a row-finite directed graph with no sources, and take a sequence ω =
(nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Suppose that nk → ∞
as k → ∞. Let Xi = {w ∈ E
∗ : 0 ≤ |w| < ni, |w| ≡ 0 (mod ni−1)}, let X = Π
∞
i=1Xi
and let Y = {y ∈ X : s(yk) = r(yk+1)}. For each e ∈ E
1, let De = {y ∈ Y : r(y1) =
s(e)} and Re = {y ∈ Y : for some l ≤ ∞, yi = r(e) for all i < l and (if l 6=∞) yl =
ey′ for some |y′| ≡ −1 (mod ni−1)}. For y ∈ De, write i(y) for the smallest positive
integer such that |yi| < ni − ni−1 or i(y) =∞ if |yi| = ni − ni−1 for every i. If i(y) <∞,
write σe(y) = u, where
ui =


r(e) if i < i(y)
ey1 . . . yi(y) if i = i(y)
yi if i > i(y).
If i(y) =∞, set σe(y) = (r(e), r(e) . . .
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Kribs and Solel construct a topological graph E(∞) with E(∞)0 = Y , E(∞)1 =
{(e, y) ∈ E1× Y : y ∈ De}, sE(∞)(e, y) = y and rE(∞)(e, y) = σe(y). Here we give another
presentation of E(∞) which is more natural within our framework.
Lemma 4.1. Let E be a row-finite directed graph with no sources, and take a sequence
ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Suppose that nk →
∞ as k → ∞. Define F 0E,ω = lim←−
E<nk , F 1E,ω = {(e, x) ∈ E
1 × lim
←−
E<nk : r(x1) = s(e)},
sF (e, x) = x, and rF (e, x)k = rnk(e, xk) = [exk]nk . Then φ = (φ
0, φ1) : E(∞)→ F defined
by φ0(y)i = y1y2 . . . yi for y ∈ E(∞)
0 and φ1(e, y)i = (e, φ
0(y)) for (e, y) ∈ E(∞)1 is an
isomorphism of topological graphs.
Proof. We abbreviate F i := F iE,ω, i = 0, 1. Define ψ = (ψ
0, ψ1) : F → Y by ψ0(x)1 =
x1 and [xi+1]niψ
0(x)i+1 = xi+1 for all i ≥ 1, and ψ
1(e, x) = (e, ψ0(x)). We have
ψ0(φ0(y))i = ψ
0((y1 . . . yj)
∞
j=1)i. Since |y1 . . . yi−1| =
∑i−1
j=1 |yj| < ni−1 and |yi| ∈ ni−1N,
we have [y1 . . . yi]ni−1 = y1 . . . yi−1 and hence ψ
0(φ0(y))i = yi. Conversely, φ
0(ψ0(x))i =
ψ0(x)1 . . . ψ
0(x)i = x1ψ
0(x)1 . . . ψ
0(x)i = x2ψ
0(x3) = · · · = xi. Therefore ψ
0 is an inverse
for φ0.
The basic open sets in Y are given by ZY (w1, . . . , wk) = {y ∈ Y : yi = wi for 1 ≤ i ≤ k},
where wi ∈ Xi and s(wi) = r(wi+1).
We calculate
φ0(ZY (y1, . . . , yk)) = {x ∈ F
0 : xi = y1 . . . yi for all i ≤ k}
= {x ∈ F 0 : xk = y1 . . . yk} = Z(y1 . . . yk, k).
So ψ0 is continuous.
Conversely, for µ ∈ E<nk , express µ = y1 . . . yk, where y1 = [µ]n1 and [µ]niyi+1 =
[y]ni+1. Then ψ
0(Z(µ, k)) = ZY (y1, . . . , yk). So φ
0 is continuous. Therefore φ0 is a
homeomorphism of E(∞)0 onto F 0. It then follows immediately that φ1 : E(∞)1 → F 1
is also a homeomorphism.
We have φ0(sE(∞)(e, y)) = sF (e, φ
0(y)) = sF (φ
1(e, y)). We also have φ0(rE(∞)(e, y))i =
[ey1 . . . yi]ni, so φ
0(rE(∞)(e, y)) = rF (e, φ
0(y)) = rF (φ
1(e, y)). Therefore φ is an isomor-
phism of topological graphs. 
We now analyse connectivity in the topological graph F when E is finite and strongly
connected.
We need to recall some facts from Perron-Frobenius theory for finite strongly connected
graphs. Recall (for example from [21, Section 6] with k = 1) that the period PE of a
strongly connected directed graph E is given by PE = gcd{|µ| : µ ∈ E
∗, r(µ) = s(µ)}.
The group PEZ is then equal to the subgroup generated by {|µ| : µ ∈ vE
∗v} for any
vertex v of E, and so is equal to {|µ| − |ν| : µ, ν ∈ vE∗v} for any v.
Lemma 4.2. Let E be a strongly connected finite graph with no sources, and take n ∈
N. There is a map Cn : E
0 × E0 → Z/ gcd(PE , n)Z such that Cn(r(λ), s(λ)) = |λ| +
gcd(PE , n)Z for all λ ∈ E
∗. There is also an equivalence relation ∼n on E
0 such that
v ∼n w if and only if Cn(v, w) = 0.
Proof. Fix v, w ∈ E0 and µ, ν ∈ vE∗w. Since E is strongly connected, there is a path
λ ∈ wE∗v, and then µλ, νλ ∈ vE∗v. Hence |µ| − |ν| = |µλ| − |νλ| ∈ PEZ ⊆ gcd(PE , n)Z.
So there is a well-defined function Cn : {(v, w) ∈ E
0×E0 : vE∗w 6= ∅} → Z/ gcd(PE , n)Z
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such that Cn(r(λ), s(λ)) = |λ|+gcd(PE , n)Z for all λ. Since E is strongly connected, the
domain of Cn is all of E
0 ×E0 as claimed.
Define a relation ∼n on E
0 by v ∼n w if Cn(v, w) = 0. We show that ∼n is an
equivalence relation. We clearly have Cn(v, v) = 0 for all v, so ∼n is reflexive. To see
that it is symmetric, suppose that Cn(v, w) = 0. Then there exists λ ∈ vE
∗w with
|λ| ∈ gcd(PE , n)Z. Since E is strongly connected, there exists µ ∈ wE
∗v, and then
λµ ∈ vE∗v. Hence |λµ| ∈ PEZ. Now |µ| = |λµ| − |λ| ∈ PEZ ⊆ gcd(PE , n)Z, and so
Cn(w, v) = 0 as well. For transitivity, suppose that Cn(u, v) = 0 and Cn(v, w) = 0. Then
there exist µ ∈ uE∗v and ν ∈ vE∗w with |µ|, |ν| ∈ gcd(PE , n)Z. So µν ∈ uE
∗w satisfies
|µν| = |µ|+ |ν| ∈ gcd(PE , n)Z, and hence Cn(u, w) = 0 too. 
Proposition 4.3. Let E be a strongly connected finite directed graph with no sources.
For n ∈ N, the connected components of E(n) are the sets E(n)0Λ := {µ ∈ E
<n : s(µ) ∈
Λ} indexed by Λ ∈ E0/∼n. These connected components are all strongly-connected: if
µ, ν ∈ E(n)0Λ, then µE(n)
∗ν 6= ∅. In particular, E(n) is strongly connected if and only if
gcd(PE , n) = 1.
Recall that for λ = λ1 . . . λl ∈ E
∗ and µ ∈ E<n with s(λ) = r(µ), we write (λ, µ)
for the corresponding path (λ1, [λ2 . . . λlµ]n)(λ2, [λ3 . . . λlµ]n) . . . (λl, µ) ∈ [λµ]nE(n)
lµ. In
particular, if λ ∈ El, then (λ, s(λ)) ∈ E(n)l.
We write ≈E for the smallest equivalence relation on E
0 such that r(e) ≈E s(e) for all
e ∈ E1. We call the equivalence classes of ≈E the connected components of E.
Proof of Proposition 4.3. Since µE(n)∗ν 6= ∅ implies µ ≈E(n) ν, it suffices to show that
if s(µ) ∼n s(ν) then µE(n)
∗ν 6= ∅, and that if µ ≈E(n) ν, then s(µ) ∼n s(ν).
First suppose that s(µ) ∼n s(ν). Since E has no sources and is strongly connected, it
has no sinks, so we can choose α = α1 . . . αk ∈ E
∗r(ν) such that |αν| ∈ nN. It follows
that C(r(α), s(ν)) = 0 and so s(µ) ∼n r(α). Let v := s(µ) and w := r(α). Since v ∼n w,
we have |λ| + gcd(PE , n)Z = Cn(v, w) = 0, so |λ| ∈ gcd(PE , n)Z. Choose k such that
kPE ≡ gcd(PE , n) (mod n). Since E is strongly connected, we have PEZ = {|η| − |ζ | :
η, ζ ∈ wE∗w}. So there are cycles η, ζ ∈ wE∗w such that |η| − |ζ | = PE . In particular,
|ηζn−1| = |η| − |ζ | + |ζn| = PE + n|ζ | ≡ PE (mod n). Hence β := (ηζ
n−1)k ∈ wE∗w
satisfies |β| ≡ kPE (mod n) ≡ gcd(PE , n) (mod n). Choose q ∈ N such that qn ≥ |λ|.
Since |λ| is divisible by n, the number l := qn−|λ|
gcd(PE ,n)
is an integer. Now |λβl| ∈ vEjnw for
some j. So (2.1) gives a path λ˜ ∈ vE(n)∗w. Now (µ, ν)λ˜(α, ν) ∈ µE(n)ν as required.
Now suppose that µ ≈E(n) ν. Since (µ, s(µ)) ∈ µE(n)
∗s(µ) and likewise for ν, and
since ≈0E(n) is an equivalence relation, we have s(µ) ≈E(n) s(ν). So it suffices to show
that v ≈E(n) w implies v ∼n w for v, w ∈ E
0. By definition of ≈E(n) it then suffices, by
induction, to show that if vE(n)∗w 6= ∅, say (λ, w) ∈ vE(n)∗w, then v ∼n w. By (2.1) we
have λ ∈ vEjnw for some j. In particular, C(v, w) = |λ|+gcd(PE , n)Z = 0+gcd(PE , n)Z
and so v ∼n w. 
Given a sequence ω = (nk)
∞
k=1 of natural numbers with nk | nk+1 for all k, and given
p ∈ N, the sequence gcd(p, nk) is nondecreasing and bounded above by p, so it is eventually
constant. We write gcd(p, ω) for its eventual value.
Lemma 4.4. Let E be a strongly connected finite directed graph with no sources, and
take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all
k. Fix k with gcd(PE , nk) = gcd(PE , ω). For each equivalence class Λ ∈ E
0/ ∼nk , let
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XΛ =
⋃
µ∈E<nk ,s(µ)∈Λ Z(µ, k). The XΛ are mutually disjoint and cover F
0 = lim
←−
E<nk .
Each XΛ is invariant in the sense of [18, Definition 2.1], and the XΛ are the minimal
nonempty closed invariant subsets of F 0.
Proof. Take Λ,Λ′ ∈ E0/ ∼nk with Λ 6= Λ
′. Since x ∈ XΛ if and only if s(xk) ∈ Λ, it is
clear that XΛ and XΛ′ are mutually orthogonal.
To see that each XΛ is invariant, let µ ∈ E
<nk and e ∈ E1r(µ). Then
rnk(e, µ) = [eµ]nk =
{
eµ if |eµ| < nk
r(e) if |eµ| = nk,
so s(rnk(e, µ)) ∈ Λ if and only if s(µ) ∈ Λ. Now, take (e, x) ∈ F
1. We have s(xk) ∈ Λ if and
only if s(rnk(e, xk)) = s([exk]nk) ∈ Λ. So x ∈ XΛ if and only if rF (e, x) = [exk]nk ∈ XΛ.
For the final assertion, fix x = (xk)
∞
k=1 and y = (yk)
∞
k=1 in a given XΛ. It suffices to show
that for every k ∈ N, there exists µk ∈ F
∗ such that sF (µk) = x and rF (µk) ∈ Z(yk, k).
Fix k such that gcd(PE , nk) = gcd(PE , ω). Proposition 4.3 implies that the component
E(nk)
0
Λ is strongly connected. So there exists λ ∈ E(nk)
∗ such that snk(λ) = xk and
rnk(λ) = yk. Say λ = (λ1, [λ2 . . . λixk]nk) . . . (λi−1, [λixk]nk)(λi, xk). Define µi := (λi, x) ∈
F 1 and inductively let µj = (λj, rF (µj+1)) ∈ F
1 for 1 ≤ j ≤ i−1. Then µ = µ1 . . . µi ∈ F
i
and sF (µ) = sF (µi) = x. By construction, (µj)k = (λj, [λj+1xk]nk) for each 1 ≤ j ≤ i− 1,
so rF (µ)k = rF (µ1)k = rnk(λ1, [λ2 . . . λixk]nk) = rnk(λ) = yk, so rF (µ) ∈ Z(yk, k). 
5. Uniqueness theorems and simplicity
In this section we prove uniqueness theorems for T (E, ω) and C∗(E, ω). Interestingly,
in contrast to the uniqueness theorems for directed graph algebras, no gauge-invariance
hypothesis or aperiodicity hypotheses are needed in the uniqueness theorem for C∗(E, ω)
provided that nk → ∞. To obtain our uniqueness theorem for C
∗(E, ω) we appeal to
Katsura’s theory of topological graphs and their C∗-algebras using the construction of
the preceding section.
Our first uniqueness theorem is for T (E, ω), and follows relatively easily from Fowler
and Raeburn’s uniqueness theorem [9, Theorem 4.1] for Toeplitz algebras of Hilbert bi-
modules.
Proposition 5.1. Let E be a row-finite directed graph with no sources, and take a sequence
ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Let (T,Q, ψ) be
an ω-representation of E in a C∗-algebra A. Then the induced homomorphism πT,Q,ψ :
T (E, ω)→ A is injective if and only if
(5.1)
(
Qr(µ) −
∑
e∈r(µ)E1
TeT
∗
e
)
ψ(µ,k) 6= 0
for all k ∈ N and µ ∈ E<nk .
Proof. Fix k ∈ N and let (tnk ,(e,µ), qnk,µ) be the universal Toeplitz–Cuntz–Krieger E(nk)-
family in T C∗(E(nk)) = T (E, nk). Fix µ ∈ E
<nk . The composition ϕT,Q,ψ ◦ ink,∞
carries qnk,µ −
∑
(e,ν)∈µE(nk)1
tnk,(e,ν)t
∗
nk ,(e,ν)
to ψ(µ,k) −
∑
(e,ν)∈µE(nk)1
Teψ(ν,k)T
∗
e . Applying
the relation (3.1) and collecting terms we obtain
ϕT,Q,ψ ◦ ink,∞
(
qnk,µ −
∑
(e,ν)∈µE(nk)1
tnk,(e,ν)t
∗
nk,(e,ν)
)
=
(
Qr(µ) −
∑
e∈r(µ)E1
TeT
∗
e
)
ψ(µ,k).
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Theorem 4.1 of [9] shows that ϕT,Q,ψ ◦ ink,∞ : T C
∗(E(nk)) → A is injective if and only
if ϕT,Q,ψ ◦ ink,∞
(
qnk,µ −
∑
(e,ν)∈µE(nk)1
tnk,(e,ν)t
∗
nk,(e,ν)
)
6= 0 for all µ ∈ E<nk . Since ink ,∞ is
injective for each k, the result follows. 
We now state our main uniqueness result, which characterises the injective homomor-
phisms of C∗(E, ω).
Theorem 5.2. Let E be a row-finite directed graph with no sources, and take a sequence
ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Suppose that
nk → ∞ as k → ∞. Suppose that (S, P, ψ) is an ω-representation of E. Then ϕS,P,ψ is
injective if and only if ψ(µ,k) 6= 0 for all k ∈ N and µ ∈ E
<nk .
To prove this theorem, we use Katsura’s results about topological graph C∗-algebras,
and the isomorphism C∗(E, ω) ∼= C∗(E(∞)) established by Kribs and Solel. The following
result follows from the isomorphism F ∼= E(∞), and Katsura’s arguments in [17], but a
precise description of the isomorphism that we need to use is not provided there, so we
give a detailed statement.
Proposition 5.3. Let E be a row-finite directed graph with no sources, and take a sequence
ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Suppose that
nk →∞ as k →∞. There is an isomorphism π : lim−→
C∗(E(nk))→ C
∗(F ) such that
π(jnk,∞(pnk,λ)) = t
0
F (χZ(λ,k)), and π(jnk,∞(nk, s(e,λ))) = t
1
F (χ{e}×Z(λ,k)),
where (t0F , t
1
F ) is the universal Cuntz–Krieger pair for C
∗(F ).
Proof. For a topological graph E we denote by (t0E , t
1
E) the universal Cuntz–Krieger pair
for C∗(E). The argument of Katsura [17, Proposition 2.9] shows that each regular factor
map m : E → F of topological graphs E and F induces a homomorphism µm : C
∗(F )→
C∗(E) such that µm ◦ t
i
F = t
i
E ◦m
i
∗, for i = 0, 1.
Let jnk,∞ be the universal map from C
∗(E(nk)) into lim−→
C∗(E(nk)). Let ψ : F → E(∞)
be the inverse of the isomorphism of Lemma 5.3. Kribs and Solel define regular factor
maps mk,k+1 : E(nk+1) → E(nk) such that E(∞) = lim←−
E(nk). For each k, write mk :
E(∞)→ E(nk) for the induced factor map. In [19, Theorem 6.3] Kribs and Solel invoke
[17, Proposition 4.13] to show that there is an isomorphism ρ : lim
−→
(C∗(E(nk)), jk,k+1) →
C∗(E(∞)); it follows from the arguments of [17, Proposition 4.13] that ρ ◦ jk,∞ = µnk .
Define π := µψ ◦ ρ. Since ψ is an isomorphism, so is µψ, and
π(jnk,∞(pnk,λ)) = µψ(ρ(jnk,∞(pnk,λ)))
= µψ ◦ µmk(pnk,λ) = µψ(t
0
E(∞)(χψ(Z(λ,k)))) = t
0
F (χZ(λ,k)).
A similar calculation gives π(jnk,∞(snk,(e,λ))) = t
1
F (χ{e}×Z(λ,k)). 
Proof of Theorem 5.2. The identifications C∗(E, nk) = C
∗(E(nk)) induce an isomorphism
α : C∗(E, ω) ∼= lim−→
(C∗(E(nk)), jk,k+1) such that α(ρ(µ,k))) = jk,∞(pµ). So, if
π : lim
−→
(C∗(E(nk), jk,k+1)→ C
∗(F )
is the isomorphism from the proof of Proposition 5.3, we have π ◦ α(ρ(µ,k)) = t
0
F (χZ(µ,k))
for all k ∈ N, µ ∈ E<nk . Hence φs,p,ψ ◦α
−1 ◦π−1 is a homomorphism of C∗(F ) that carries
t0F (χZ(µ,k)) to ψ(µ,k). Kribs and Solel show that E(∞) has no cycles, so Lemma 4.1 shows
that F has no cycles. So [16, Theorem 5.12] implies that ψs,p,ψ ◦ α
−1 ◦ π−1 is injective if
and only if each ψ(µ,k) 6= 0. Since α and π are isomorphisms, the result follows. 
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We now turn our attention to simplicity of C∗(E, ω). In [19, Section 9], Kribs and
Solel provide a necessary and sufficient condition on the topological graph E(∞) for
lim
−→
C∗(E, ω) to be simple. In this section, we consider finite strongly connected graphs,
and we employ Perron–Frobenius theory, as well as Katsura’s characterisation of simplicity
for C∗-algebras of topological graphs [18, Theorem 8.12], to improve upon Kribs and Solel’s
result to obtain a necessary and sufficient condition in terms of E and ω for simplicity
of C∗(E, ω) provided that the terms nk in ω diverge to infinity. (If the nk are bounded
then they are eventually constant, and then C∗(E, ω) ∼= C∗(E(N)); and so simplicity of
C∗(E, ω) is characterised by [3, Proposition 5.1].)
The following technical result will be useful again later in our analysis of the structure
of the factor KMS states on T C∗(E, ω).
Lemma 5.4. Let E be a strongly connected finite directed graph with no sources, and take
a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Fix k
such that gcd(PE , nk) = gcd(PE , ω). For each equivalence class Λ ∈ E
0/∼nk , let
Qk,Λ :=
∑
µ∈E<nk ,s(µ)∈Λ
π(µ,k) ∈ T (E, ω).
Then the Qk,Λ are nonzero mutually orthogonal projections, and
T (E, ω) =
⊕
Λ∈E0/∼nk
Qk,ΛT (E, ω)Qk,Λ.
The images Pk,Λ of the Qk,Λ in the quotient C
∗(E, ω) are also nonzero, and the direct
summands Pk,ΛC
∗(E, ω)Pk,Λ are simple.
Proof. For Λ ∈ E0/∼nk , we put
Θk,Λ :=
∑
µ∈E<nk ,s(µ)∈Λ
θnk,µ ∈ T (E, nk).
The Θk,Λ are mutually orthogonal by Proposition 4.3, and nonzero because the generators
of T (E, nk) ∼= T C
∗(E(nk)) are all nonzero.
We claim that for α ∈ E<nk and µ, ν ∈ E∗r(α), we have
∑
ΛQΛtµθ(α,k)t
∗
νQΛ =
tµθ(α,l)t
∗
ν . Let Λ be the equivalence class of α under ≈E(nk). Since Cnk(s(rnk(µ, α)), s(α)) =
Cnk(s([µα]nk), s(α)) = 0, we have s(rnk(µ, α)) ∈ Λ. Similarly, s(rnk(ν, α)) ∈ Λ. Let (t, q)
be the universal Toeplitz–Cuntz–Krieger E(nk)-family in T C
∗(E(nk)). We have
Θk,Λtnk,µθnk ,αt
∗
nk,ν
Θk,Λ =
∑
η,ζ∈E<nk ,s(η),s(ζ)∈Λ
(qηt(µ,α)t
∗
(ν,α)qζ)
= t(µ,α)t
∗
(ν,α) = tnk,µθnk,αt
∗
nk,ν
,
and since the Θk,Λ are mutually orthogonal, the claim follows.
We now show that each ink ,nk+1(Θk,Λ) = Θk+1,Λ. We calculate:
ink,nk+1(Θk,Λ) = ink,nk+1
( ∑
η∈E<nk ,s(η)∈Λ
θnk ,η
)
=
∑
ζ∈E<nk+1 ,s([ζ]nk )∈Λ
θnk+1,ζ =
∑
ζ∈E<nk+1 ,s(ζ)∈Λ
θnk+1,ζ = Θk+1,Λ.
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The preceding two paragraphs show that every element of the spanning family for T (E, ω)
described in the final statement of Lemma 3.8 belongs to Qk,ΛT (E, ω)Qk,Λ for some Λ,
giving the desired direct-sum decomposition.
To see that the images Pk,Λ of the Qk,Λ in C
∗(E, ω) are nonzero, observe that for each Λ,
and any v ∈ Λ, we have Pk,Λ ≥ ρ(v,k) = pnk,v, which is nonzero since all the generators of
C∗(E(nk)) are nonzero. For the assertion about simplicity, observe that the isomorphism
C∗(E, ω) ∼= C∗(F ) determined by Proposition 5.3 carries each Pk,Λ to t
1
F (χXΛ), where
the XΛ are the minimal invariant subsets of F
0 described in Lemma 4.4. For each Λ,
let FΛ be the topological subgraph of F given by F
0
Λ = XΛ and F
1
Λ = r
−1
f (XΛ). Since
F 0Λ and F
1
Λ are clopen in F
0 and F 1, there are canonical inclusions C(F 0Λ) →֒ C(F
0) and
C(F 1Λ) →֒ C(F
1), and it is easy to verify that the universal property of C∗(FΛ) applied to
these inclusions gives surjective homomorphisms ιΛ : C
∗(FΛ) → t
1
F (χXΛ)C
∗(F )t1F (χXΛ).
Lemma 4.4 shows that each FΛ is invariant. By [19, Lemma 9.1] E(∞) has no loops, so
Lemma 4.1 shows that F also has no loops, and hence each FΛ has no loops. Hence [18,
Theorem 8.12] shows that each C∗(FΛ) is simple. Hence each Pk,ΛC
∗(E, ω)Pk,Λ ∼= C
∗(FΛ)
is simple. 
Corollary 5.5. Let E be a strongly connected finite directed graph with no sources, and
take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k.
Suppose that nk →∞ as k →∞. Then C
∗(E, ω) is simple if and only if gcd(PE , ω) = 1.
Proof. This follows immediately from the final statement of Lemma 5.4. 
6. KMS states
In this section we study the KMS states for the gauge action on T (E, ω). Throughout
this section, if X is a compact topological space, then M+1 (X) denotes the Choquet
simplex of Borel probability measures on X . We write AE for the adjacency matrix
AE(v, w) = |vE
1w| of a finite graph E, and ρ(AE) for its spectral radius.
The following summarises our main results about KMS states on T (E, ω) and C∗(E, ω).
Theorem 6.1. Let E be a finite strongly connected graph with no sources, and take a
sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Let
α : R→ Aut T (E, ω) be given by αt = γeit.
(1) For β > ln ρ(AE) there is an affine isomorphism (described in Corollary 6.15) of
M+1 (lim←−
E<nk) onto the KMSβ-simplex of T (E, ω).
(2) There are exactly gcd(PE , ω) extremal KMSln ρ(AE)-states of T (E, ω) (described
explicitly in Theorem 6.16).
(3) For β < ln ρ(AE), there are no KMSβ states for T (E, ω).
(4) A KMSβ state of T (E, ω) factors through C
∗(E, ω) if and only if β = ln ρ(AE).
6.1. A transformation on finite signed Borel measures. Let E be a finite directed
graph with no sources, and ω = (nk)
∞
k=1 a sequence of positive integers such that nk | nk+1
for all k. We consider the Banach space M(lim
←−
E<nk) of finite signed measures on the
spectrum lim
←−
E<nk of the commutative subalgebra of C∗(E, ω) described in Section 3. We
show that the vertex adjacency matrices AE(nk) induce a bounded linear transformation
Aω of M(lim←−
E<nk). We use Perron–Frobenius theory to show that ‖Aω‖ = ρ(AE), and
that it always admits a positive eigenmeasure. We provide a condition under which this
eigenmeasure is unique up to scalar multiples.
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For k ≥ 1, define a map p∗nk+1,nk : M(E
<nk+1) → M(E<nk) by p∗nk+1,nk(m)(U) =
m(p−1nk+1,nk(U)), where U is a Borel measurable subset of E
<nk . Then p∗nk+1,nk is linear and
the (M(E<nk), p∗nk+1,nk) form a projective sequence of Banach spaces, giving a Fre´chet
space lim
←−
(M(E<nk), p∗nk+1,nk) We can also form the Banach space M(lim←−
E<nk). The
following lemma describes an injective (but typically not surjective) linear map from the
latter into the former; the result must be standard, but it is also easy enough to give a
quick proof.
Lemma 6.2. Let E be a finite directed graph with no sources, and take a sequence ω =
(nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. There is a continuous
injective linear map ιω :M(lim←−
E<nk)→ lim
←−
(M(E<nk), p∗nk+1,nk) such that ιω(m)k({τ}) =
m(Z((τ, k)) for all m, k, τ .
Proof. For each k ≥ 1, define p∗∞,nk : M(lim←−
E<nk) → M(E<nk) by p∗∞,nk(m)({τ}) =
m(p−1∞,k(τ)). Then each p
∗
∞,nk
is linear, and we have
p∗nk+1,nk(p
∗
∞,nk+1
(m))({τ}) = m(p−1∞,nk+1(p
−1
nk+1,nk
(τ))) = m(p−1∞,nk(τ)) = p
∗
∞,nk
(m)({τ})
for all k. So the universal property of lim
←−
(M(E<nk), p∗nk+1,nk) implies that there is a
continuous map ιω such that ιω(m)k(τ) = m(Z(τ, k)) for all m, k, τ . Direct calculation
shows that ιω is linear.
For injectivity, take m ∈ M(lim
←−
E<nk) with ιω(m) = 0. For each k ∈ N and µ ∈ E
<nk ,
we have m(Z(µ, k)) = ιω(m)k({µ}) = 0, and since the Z(µ, k) are a basis for lim←−
E<nk ,
we deduce that m = 0. 
Remark 6.3. The map ιω is typically not surjective. For example, let E be the directed
graph with one vertex v and one edge e. Define m0 ∈ M(E
0) by m0({v}) = 1. Let
nk = 2
k for all k, and inductively define mk ∈M(E
<nk) by
mk({e
j}) = 2mk−1({e
j}) and mk
(
{ej+2
k−1
}
)
= −mk−1({e
j})
for j ∈ {0, . . . , 2k−1−1}. Then (mk)
∞
k=1 ∈ lim←−
M(E<nk), but we have mk({v}) = 2
k →∞.
For any m ∈ M(lim
←−
E<nk), we have ιω(m)k({v}) = m(Z(k, τ)) ≤ m
+(Z(k, τ)) for all k,
so the sequence ιω(m)k({v}) is bounded. So (mk)
∞
k=1 does not belong to the range of ιω.
In what follows, if m ∈ M(lim
←−
E<nk), we will frequently write mnk for ιω(m)k ∈
M(E<nk). We also regard the adjacency matrix AE(nk) as a linear transformation of
the finite-dimensional vector space M(E<nk) ∼= RE
<nk . We show how the AE(nk) induce
a linear transformation of lim
←−
M(E<nk).
Lemma 6.4. Let E be a finite directed graph with no sources, and take a sequence ω =
(nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. For k ∈ N let Ank :=
AE(nk), regarded as a linear transformation of M(E
<nk). For m ∈M(E<nk), we have
(6.1) (Ankm)({µ}) =
{
m({µ2 . . . µ|µ|}) if µ ∈ E
<nk \ E0∑
eν∈µEnk m({ν}) if µ ∈ E
0,
and
(6.2) Ank−1(p
∗
nk,nk−1
(m)) = p∗nk,nk−1(Ank(m)).
KMS STATES ON GENERALISED BUNCE–DEDDENS ALGEBRAS 19
Proof. We write {δµ,k : µ ∈ E
<nk} for the basis of Dirac measures on E<nk . We have
Ank(δµ,k) =
∑
ν∈E<nk
Ank(ν, µ)δν,k
=
∑
ν∈E<nk
|νE(nk)
1µ|δν,k =
{
δµ2...µ|µ|,k if µ ∈ E
<nk \ E0∑
eν∈µEnk δν,k if µ ∈ E
0.
Now (6.1) follows from linearity.
To prove (6.2), first consider µ ∈ E<nk−1 \ E0. We have
Ank−1(p
∗
nk,nk−1
(m))({µ}) = p∗nk,nk−1(m)({µ2 . . . µ|µ|}) =
∑
τ∈E<nk ,[τ ]nk−1=µ2...µ|µ|
m({τ})
=
∑
η∈E<nk ,[η]nk−1=µ
Ank(m)({η}) = p
∗
nk,nk−1
(Ank(m))({µ}).
Now consider µ = v ∈ E0. We have
Ank−1(p
∗
nk,nk−1
(m))({v}) =
∑
eτ∈vEnk−1
p∗nk,nk−1(m)({τ}) =
∑
e∈vE1,λ∈s(e)E<nk
|eλ|∈nk−1N
m({λ})
=
∑
λ∈E<nk ,[λ]nk−1=v
Ank(m)({λ}) = p
∗
nk,nk−1
(Ank(m))({v}). 
Proposition 6.5. Let E be a finite directed graph with no sources, and take a sequence
ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. For k ∈ N
let Ank := AE(nk), regarded as a linear transformation of M(E
<nk). There is a linear
transformation Aω of lim←−
M(E<nk) given by Aωm = (An1m1, An2m2, . . . ). The inclusion
ιω of Lemma 6.2 satisfies
Aω(ιω(M(lim←−
E<nk))) ⊆ ιω(M(lim←−
E<nk))
Proof. Fix (m1, m2, . . . ) ∈ lim←−
M(E<nk). By Lemma 6.4 we have p∗nk,nk−1(Ank(mnk)) =
Ank−1(p
∗
nk,nk−1
)(mnk) = Ank−1mnk−1 , so (An1m1, An2m2, . . . ) ∈ lim←−
M(E<nk). The univer-
sal property of lim
←−
M(E<nk) gives a continuous map Aω : lim←−
M(E<nk)→ lim
←−
M(E<nk)
satisfying Aωm = (An1m1, An2m2, . . . ). It is clear that Aω is linear.
By Lemma 6.4, we have p∗nk,nk−1(Ankm
+
nk
) = Ank−1m
+
nk−1
. So by [4, Theorem 2.2], there
is a positive Borel measure M+ on lim
←−
E<nk such that M+(Z(µ, k)) = (Ankm
+
nk
)({µ}) for
all k ∈ N and µ ∈ E<nk . Similarly, there is a positive Borel measure M− on lim
←−
E<nk
such that M−(Z(µ, k)) = (Ankm
−
nk
)({µ}) for µ ∈ E<nk . Now Aωιω(m) = ιω(M
+ −M−)
belongs to the range of ιω. 
For calculations later, we will want to understand the transformation Aω in terms of
the measures of cylinder sets.
Lemma 6.6. Let E be a finite directed graph with no sources, and take a sequence ω =
(nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. For m ∈M(lim←−
E<nk),
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k ∈ N and µ ∈ E<nk , the transformation Aω of Proposition 6.5 satisfies
(Aωm)(Z(µ, k)) =
{
m(Z(µ2 . . . µ|µ|, k)) if µ ∈ E
<nk \ E0∑
eν∈µEnk m(Z(ν, k)) if µ ∈ E
0
=
∑
ν∈E<nk
|µE(nk)
1ν|m(Z(µ, k)).
Proof. Since Aωm(Z(µ, k)) = Aωm(p
−1
∞,nk
({µ})) = Ankmnk({µ}), the result follows from
Lemma 6.4. 
We now show that Aω admits a positive eigenmeasure and also that the norm of Aω,
as an operator on the Banach space M(lim
←−
E<nk), is ρ(AE). Recall that the unimodular
Perron-Frobenius eigenvector of an irreducible nonnegative matrix A is its unique positive
eigenvector with unit 1-norm.
Proposition 6.7. Let E be a finite strongly connected directed graph with no sources,
and take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k.
Let xE be the unimodular Perron-Frobenius eigenvector of AE. The transformation Aω of
Proposition 6.5 admits a positive eigenmeasure m such that
(6.3) m(Z(µ, k)) =
1
nk
ρ(AE)
−|µ|xEs(µ) for all µ ∈ E
<nk ,
and the corresponding eigenvalue is ρ(AE), and is equal to the operator norm of Aω as a
transformation of M(lim
←−
E<nk).
Proof. To see that (6.3) specifies an element m ∈ M(lim
←−
E<nk), define measures mk by
mk({µ}) :=
1
nk
ρ(AE)
−|µ|xEs(µ) for µ ∈ E
<nk . Let ak := nk+1/nk for each k. Using at the
fifth equality that AjEx
E = ρ(AE)
jxE for all j, we calculate
p∗nk+1,nk(mnk+1)({µ}) =
∑
τ∈E<nk+1 ,[τ ]nk=µ
1
nk+1
ρ(AE)
−|τ |xEs(τ)
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ|
∑
λ∈s(µ)Ejnk
1
ak
ρ(AE)
−jnkxEs(λ)
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ| 1
ak
ρ(AE)
−jnk
∑
w∈E0
AjnkE (s(µ), w)x
E
w
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ| 1
ak
ρ(AE)
−jnk(AjnkE x
E)s(µ)
=
ak−1∑
j=0
1
nk
ρ(AE)
|µ| 1
ak
xEs(µ) =
1
nk
ρ(AE)
−|µ|xEs(µ) = mnk({µ}).
Now [4, Theorem 2.2] implies that there is a positive measure m on lim
←−
E<nk satisfy-
ing (6.3).
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To see that m is an eigenmeasure for Aω with eigenvalue ρ(AE), observe that for
µ ∈ E<nk \ E0, we have
(Aωm)(Z(µ, k)) = m(Z(µ2 . . . µ|µ|, k)) =
1
nk
ρ(AE)
−|µ|+1xEs(µ) = ρ(AE)m(Z(µ, k)),
and for v ∈ E0, we have
(Aωm)(Z(v, k)) =
∑
e∈vE1,τ∈s(e)Enk−1
1
nk
ρ(AE)
−|τ |xEs(τ) =
1
nk
∑
w∈E0
∑
λ∈vEnkw
ρ(AE)
−|λ|+1xEw
=
1
nk
(Ankρ(AE)
−nk+1xEw)v =
1
nk
ρ(AE)x
E
v .
So m is an eigenmeasure for Aω with corresponding eigenvalue ρ(AE). It follows im-
mediately that ‖Aω‖ ≥ ρ(AE). For the reverse inequality, take m ∈ M(lim←−
E<nk)
and consider its Jordan decomposition m = m+ − m−. Since Aω is linear, we have
Aωm
+−Aωm
− = Aωm, and since the Ank are positive matrices, the measures Aωm
± are
positive measures. So the Jordan Decomposition Theorem implies that Aωm
+ ≥ (Aωm)
+
and Aωm
− ≥ (Aωm)
−. So
‖Aω‖ = sup
‖m‖=1
‖Aωm‖ = sup
‖m‖=1
(
(Aωm)
+(lim
←−
E<nk) + (Aωm)
−(lim
←−
E<nk)
)
≤ sup
‖m‖=1
(
(Aωm
+)(lim
←−
E<nk) + (Aωm
−)(lim
←−
E<nk)
)
= sup
‖m‖=1
(
(A1m
+
1 )(E
0) + (A1m
−
1 )(E
0)
)
≤ sup
‖m‖=1
(
ρ(AE)m
+
1 (E
0) + ρ(AE)m
−
1 (E
0)
)
= ρ(AE) sup
‖m‖=1
(
m+(lim
←−
E<nk) +m−(lim
←−
E<nk)
)
= ρ(AE). 
We now show that if E is strongly connected and gcd(PE , ω) = 1, then the measurem of
the preceding proposition is the only positive probability measure that is an eigenmeasure
for the transformation Aω.
Lemma 6.8. Let E be a finite strongly connected directed graph with no sources, and take
a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Let m
be the measure of Proposition 6.7, and fix k such that gcd(PE , nk) = gcd(PE, ω).
(1) Let ∼nk be the equivalence relation on E
0 of Lemma 4.2. For Λ ∈ E0/∼nk ,
let XΛ =
⋃
µ∈E<nk ,s(µ)∈Λ Z(µ, k) ⊆ lim←−
E<nk , and define mΛ ∈ M(lim
←−
E<nk) by
mΛ(U) := 1
m(XΛ)
m(U ∩XΛ). Then each m
Λ is a normalised eigenmeasure for Aω
with eigenvalue ρ(AE).
(2) For each l ≥ k, and for each Λ ∈ E0/∼nk , the block A
Λ
nl
∈ ME<nlΛ(Z) of Anl is
an irreducible matrix. We have ρ(AΛnl) = ρ(AE) and m
Λ
nl
= (mΛ(Z(µ, l)))µ∈E<nl is
the unimodular Perron–Frobenius eigenvector of AΛnl.
(3) Every positive eigenmeasure for Aω is a convex combination of the m
Λ.
Proof. (1) Proposition 6.7 shows that m is an eigenmeasure with Aωm = ρ(AE)m.
Lemma 4.4 shows that each M(XΛ) ⊆ M(lim←−
E<nk) is invariant for Aω, and it follows
that Aωm
Λ = ρ(AE)m
Λ for each Λ.
(2) For each l ≥ k and each Λ ∈ E0/ ∼nl , the matrix A
Λ
nl
is irreducible by Proposi-
tion 4.3. By definition of Aω, we have AωχZ(µ,l) =
∑
ν A
Λ
nl
(ν, µ)χZ(ν,l), and so (1) shows
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that AΛnlm
Λ
nl
= ρ(AE)m
Λ
nl
. The Perron-Frobenius theorem [28, Theorem 1.5] implies that
every entry of the Perron–Frobenius eigenvector of the irreducible matrix AE is nonzero,
and so (6.3) shows that mΛnl is the unimodular Perron–Frobenius eigenvector of A
Λ
nl
, and
so its eigenvalue ρ(AE) is equal to ρ(A
Λ
nl
).
(3) Suppose that m′ ∈ M+(lim
←−
E<nk) and z ∈ C satisfy Aωm
′ = zm′. Then in
particular Anl(m
′)Λnl = (zm
′)Λnl for each l ≥ k and Λ ∈ E
0/∼nl. Since each A
Λ
nl
is
irreducible, this forces z = ρ(Anl) = ρ(AE), and (m
′)Λnk is a scalar multiple of m
Λ
nl
, so
m′ =
∑
Λ tΛm
Λ
nl
. Since the supports of the mΛnl are disjoint and m
′ is positive, the tΛ are
positive, and their sum is 1 because m′ and the mΛnl are normalised. Since this is true for
all l, continuity implies that m′ =
∑
Λ tΛm
Λ. 
Lemma 6.9. Let E be a finite strongly connected directed graph with no sources, and take
a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Suppose
that s > 0 and m ∈ M+(lim
←−
E<nk) satisfy Aωm ≤ sm. Then s ≥ ρ(AE). Moreover,
s = ρ(AE) if and only if Aωm = sm.
Proof. Since Aωm ≤ sm, we have AEm1 ≤ sm1, and since AE is irreducible, the subin-
variance theorem [28, Theorem 1.6] implies that s ≥ ρ(AE).
Suppose that s = ρ(AE). For k such that gcd(PE , nk) = gcd(PE, ω), the matrix
AΛnk is irreducible by Proposition 4.3, so the forward implication of the last assertion of
[28, Theorem 1.6] implies that AΛnkmnk = ρ(A
Λ
nk
)mnk . Since ρ(A
Λ
nk
) = ρ(AE) for all k by
part (2) of Lemma 6.8, we deduce that Ankmnk = ρ(AE)mnk for all k. So Aωm = ρ(AE)m.
Now suppose that Aωm = sm. Then part (3) of Lemma 6.8 gives s = ρ(AE). 
6.2. Characterising KMS states. We characterise the KMSβ-states for the gauge ac-
tion on T (E, ω) in terms of their values at spanning elements tµπ(α,k)t
∗
ν . We describe a
subinvariance condition on the measure mφ on lim
←−
E<nk induced by a KMS state φ. We
also show that a KMS state factors through C∗(E, ω) if and only if this subinvariance
condition is invariance. Our approach follows the general program of [22], but is by now
quite streamlined.
Theorem 6.10. Let E be a finite directed graph with no sources, and take a sequence
ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Let α : R →
Aut T (E, ω) be given by αt = γeit. Let β ∈ R.
(1) A state φ of T (E, ω) is a KMSβ state for α if and only if
(6.4) φ(tµπ(τ,k)t
∗
ν) = δµ,νe
−β|µ|φ(π(τ,k))
for all k ∈ N, all τ ∈ E<nk and all µ, ν ∈ E∗r(τ).
(2) Suppose that φ is a KMSβ state for (T (E, ω), α), and let m
φ be the measure on
lim
←−
E<nk such that mφ(Z(µ, k)) = φ(π(µ,k)) for µ ∈ E
<nk . Then mφ is a probability
measure and satisfies the subinvariance relation Aωm
φ ≤ eβmφ.
(3) A KMSβ state φ of (T (E, ω), α) factors through C
∗(E, ω) if and only if Aωm
φ =
eβmφ.
Proof. (1) Suppose that φ is KMS. Then φ is α-invariant—by [2, Proposition 5.33] if
β 6= 0, or by definition if β = 0—and so also γ-invariant, and then
φ(tµπ(τ,k)t
∗
ν) =
∫
T
φ(γz(tµπ(τ,k)t
∗
ν)) dz =
∫
T
z|µ|−|ν| dzφ(tµπ(τ,k)t
∗
ν),
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which is zero if |µ| 6= |ν|. If |µ| = |ν|, then the KMS condition gives
φ(tµπ(τ,k)t
∗
ν) = e
−β|µ|φ(t∗νtµπ(τ,k)) = δµ,νe
−β|µ|φ(π(τ,k)).
Now suppose that φ satisfies (6.4). Then the argument of [12, Proposition 2.1(a)] shows
that φ is KMS.
(2) We have mφ ≥ 0 because φ is a state. To see that mφ is a probability measure, just
observe that φ restricts to a state of π(C0(lim←−
E<n)), and so mφ is a probability measure
by the Riesz representation theorem. To see that it satisfies the subinvariance condition,
we calculate: ∑
e∈r(µ)E1
φ(tet
∗
eπ(µ,k)) =
∑
e∈r(µ)E1
e−βφ(t∗eπ(µ,k)te)
= e−β
{
φ(π(µ2...µ|µ|,k)t
∗
µ1
tµ1) if µ 6∈ E
0∑
eν∈r(ν)Enk φ(π(ν,k)t
∗
ete) if µ ∈ E
0
= e−β
{
mφ(Z(µ2 . . . µ|µ|, k)) if µ 6∈ E
0∑
eν∈r(ν)Enk m
φ(Z(ν, k)) if µ ∈ E0
= e−βAωm
φ(Z(µ, k))(6.5)
by Lemma 6.6. Hence each
eβmφ(Z(µ, k)) = eβφ(π(µ,k)) = e
βφ(pr(µ)π(µ,k)) ≥
∑
e∈r(µ)E1
eβφ(tet
∗
eπ(µ,k)) = Aωm
φ(Z(µ, k)).
(3) Recall that C∗(E, ω) is the quotient of T (E, ω) by the ideal generated by the
projections qv −
∑
e∈vE1 tet
∗
e, v ∈ E
0. Thus by Lemma 2.2 of [12] it suffices to check that
φ
(
qv−
∑
e∈vE1 tet
∗
e
)
= 0 for all v if and only if Aωm
φ = eβmφ. For each v ∈ E0 and k ≥ 1,
we have
qv −
∑
e∈vE1
tet
∗
e =
∑
µ∈vE<nk
(
qr(µ) −
∑
e∈r(µ)E1
tet
∗
e
)
π(µ,k).
Since each term in the last sum is nonnegative, φ
(
qv −
∑
e∈vE1 tet
∗
e
)
= 0 for each v if and
only if φ
((
qr(µ) −
∑
e∈r(µ)E1 tet
∗
e
)
π(µ,k)
)
= 0 for all µ ∈ E<nk . By (6.5) we have
φ
((
qr(µ) −
∑
e∈r(µ)E1
tet
∗
e
)
π(µ,k)
)
= φ
(
π(µ,k) −
∑
e∈r(µ)E1
tet
∗
eπ(µ,k)
)
= eβmφ(Z(µ, k))− (Aωm
φ)(Z(µ, k)),
and the result follows. 
6.3. Constructing KMS states at large inverse temperatures. In this section, for
each measure m satisfying the subinvariance relation of Theorem 6.10(2) we construct a
KMS state of T (E, ω) that induces m. We also show that positive subinvariant measures
m are in bijection with positive Borel probability measures on lim
←−
E<nk . Let
E∗ ×E0 lim←−
E<nk := {(λ, x) : λ ∈ E∗, x ∈ lim
←−
E<nk , s(λ) = r(x1)}.
Let {hλ,x : (λ, x) ∈ E
∗ ×E0 lim←−
E<nk} be the canonical basis for ℓ2(E∗ ×E0 lim←−
E<nk).
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It is not hard to check using a sequential argument that x 7→ (rni(λ, xi))
∞
i=1 is continuous
from lim
←−
E<nk to lim
←−
E<nk . So for a finite graph E and each λ ∈ E∗, there is a map
αλ : C(lim←−
E<nk)→ C(lim
←−
E<nk) such that
αλ(χZ(µ,k))(x) :=
{
χZ(µ,k)((rni(λ, xi))
∞
i=1) if s(λ) = r(x)
0 otherwise.
Proposition 6.11. Let E be a row-finite directed graph with no sources, and take a
sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. There is
a representation ς : T (E, ω)→ B(ℓ2(E∗ ×E0 lim←−
E<nk)) such that for e ∈ E1 and v ∈ E0,
ς(te)hλ,x = δr(λ),s(e)heλ,x and ς(qv)hλ,x = δr(λ),vhλ,x,
and such that for µ ∈ E<nk , we have ς(π(µ,k))hλ,x = αλ(χZ(µ,k))(x)hλ,x
Proof. We aim to invoke the universal property of T (E, ω). It is routine to check that
the formulas given for ς(te) and ς(qv) define a Toeplitz–Cuntz–Krieger E-family (T,Q) in
B(ℓ2(E∗ ×E0 lim←−
E<nk)).
Likewise, for each k, the formula given for the ς(π(µ,k)) determines mutually orthogonal
projections indexed by µ ∈ E<nk and satisfying ς(π(µ,k)) =
∑
ν∈E<nk+1 ,[ν]nk=µ
ς(π(ν,k+1)),
so they determine a homomorphism ς˜ : C(lim
←−
E<nk)→ B(ℓ2(E∗ ×E0 lim←−
E<nk)).
We show that (T,Q, ς˜) is a Toeplitz ω-representation of E. Take e ∈ E1 and µ ∈ E<nk
and suppose that µ = eµ′. For any (λ, x) ∈ E∗ ×E0 lim←−
E<nk , we have
T ∗e ς˜(µ,k)hλ,x = T
∗
e αλ(χZ(µ,k))(x)hλ,x =
{
αλ(χZ(µ,k))(x)hλ′,x if λ = eλ
′
0 otherwise.
Also,
ς˜(µ′,k)T
∗
e hλ,x =
{
ς(µ′,k)hλ′,x if λ = eλ
′
0 otherwise
=
{
αλ′(χZ(µ′,k))(x)hλ′,x if λ = eλ
′
0 otherwise.
If λ 6= eλ′ then both T ∗e ς˜(µ,k)hλ,x and ς˜(µ′,k)T
∗
e hλ,x are zero, so suppose that λ = eλ
′. Then
αλ(χZ(µ,k))(x) = χZ(µ,k)(rni(λ, xi)
∞
i=1) = 1 if and only if αλ′(χZ(µ′,k))(x) = 1 as well; so
T ∗e ς˜(µ,k) = ς˜(µ′,k)T
∗
e .
Now let v = r(e), and observe that
T ∗e ς˜(v,k)hλ,x =
{
αλ(χZ(v,k))(x)hλ′,x if λ = eλ
′
0 otherwise,
while ∑
eτ∈Enk
ς˜(τ,k)T
∗
e hλ,x =
{∑
eτ∈Enk αλ′(χZ(τ,k))(x)hλ′,x if λ = eλ
′
0 otherwise.
Again, if λ 6= eλ′, then both expressions are zero, so we suppose that λ = eλ′. We
have αλ(χZ(v,k))(x) = 1 if and only if r(λ) = v and |λxi| ∈ niN for large i. Also,∑
eτ∈Enk αλ′(χZ(τ,k))(x) = 1 if and only if [λ
′xi]ni ∈ E
ni−1 for large i, which is equivalent
to |λ′xi| ≡ ni − 1 (mod ni) for large i, and so T
∗
e ς˜(v,k)hλ,x =
∑
eτ∈Enk ς˜(τ,k)T
∗
e hλ,x as
required.
Finally, suppose that µ 6= eµ′ and µ 6= r(e). We immediately see that T ∗e ς˜(µ,k) = 0 if
µ ∈ E0 \ r(e). If µ 6∈ E0, then µ1 6= e, so that ς˜(µ,k) is the projection onto a subspace
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of span{hλ,x : (λxi)1 = µ1 for large i}, which is orthogonal to the projection TeT
∗
e onto
span{hλ,x : λ1 = e}.
We have now established that (T,Q, ς˜) is an ω-representation, and so the universal
property of T (E, ω) gives the desired homomorphism ς. 
The following technical result will help in our construction of KMS states.
Lemma 6.12. Let E be a strongly connected finite directed graph with no sources, and
take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Take
β > ln ρ(AE). The series
∑∞
j=0 e
−βjAjω converges in norm to an inverse for 1 − e
−βAω.
For ε ∈M+(lim
←−
E<nk) and τ ∈ E<nk ,
(1− e−βAω)
−1(ε)(Z(τ, k)) =
∑
(λ,ν)∈τE(nk)∗
e−β|λ|ε(Z(ν, k)).
Proof. Proposition 6.7 gives ‖Aω‖ = ρ(AE). Since β > ln ρ(AE), we have ‖e
−βAω‖ < 1,
and so
∑∞
j=0 e
−βjAjω converges in operator norm to (1− e
−βAω)
−1.
Now take τ ∈ E<nk . Using Lemma 6.6 at the second equality, we calculate
(1− e−βAω)
−1(ε)(Z(τ, k)) =
∞∑
j=0
e−βj(Ajωε)(Z(τ, k))
=
∞∑
j=0
∑
ν∈E<nk
e−βj |τE(nk)
jν|ε(Z(ν, k))
=
∞∑
j=0
∑
(λ,ν)∈τE(nk)j
e−βjε(Z(ν, k))
=
∑
(λ,ν)∈τE(nk)∗
e−β|λ|ε(Z(ν, k)). 
We can now construct a KMS state for each measure that satisfies the subinvariance
relation in Theorem 6.10(2).
Proposition 6.13. Let E be a strongly connected finite directed graph with no sources,
and take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k.
Take β > ln ρ(AE). Suppose that m ∈ M
+
1 (lim←−
E<nk) satisfies Aωm ≤ e
βm. Then there
is a KMSβ state φm of (T (E, ω), α) satisfying
(6.6) φm(tµπ(τ,k)t
∗
ν) = δµ,νe
−β|µ|m(Z(τ, k))
for all τ ∈ E<nk and all µ, ν ∈ E∗r(τ).
Proof. Let ε := (1−e−βAω)m. Sincem is subinvariant, ε is a positive measure on lim←−
E<nk .
Let ς : T (E, ω)→ B(ℓ2(E∗ ×E0 lim←−
E<nk)) be the representation of Proposition 6.11. We
aim to define φm by
(6.7) φm(a) =
∑
λ∈E∗
e−β|λ|
∫
x∈lim
←−
E<nk
χZ(s(λ),1)(x)
(
ς(a)hλ,x | hλ,x
)
dε(x).
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We first show that for a ∈ T (E, ω), the function fa : E
∗ ×E0 lim←−
E<nk → C given by
fa(λ, x) = (ς(a)hλ,x | hλ,x) is integrable. First consider a = tµπ(τ,k)t
∗
ν . We have(
ς(tµπ(τ,k)t
∗
ν)hλ,x | hλ,x
)
=
(
ς(π(τ,k)t
∗
ν)hλ,x | ς(π(τ,k)t
∗
µ)hλ,x
)
=
{
αλ′(χZ(τ,k))(x) if λ = νλ
′ = µλ′
0 otherwise.
(6.8)
So fa is the characteristic function of the clopen set
⊔
{Z(τ, k) : τ ∈ E<nk , [λτ ]nk = µ},
and hence integrable. Consequently fa is integrable for a ∈ span{tµπ(τ,k)t
∗
ν}. Now as
in [15, Lemma 10.1(b)], for a ∈ T (E, ω) is a pointwise limit of integrable functions and
hence itself integrable as claimed.
Since each Z(s(λ), 1) is measurable, the functions χZ(s(λ),1)fa are also integrable. Since
fa(λ, x) ≤ ‖a‖ for all (λ, x), we have
∫
lim
←−
E<nk
χZ(s(λ),1)fa(λ, x) dµ(x) < ‖a‖. Since
β > ln ρ(AE), Lemma 6.12 implies that
∑
λ∈E∗v e
−β|λ| is convergent for each v, and so
the series on the right-hand side of (6.7) is bounded above by the convergent series∑
v∈E0
∑
λ∈E∗v e
−β|λ|‖a‖, and hence itself convergent. So there is a bounded linear map
φm : T (E, ω)→ C satisfying (6.7).
This φm is positive because fa∗a is positive-valued. We check that φm is a state. We
use Lemma 6.12 at the penultimate equality to calculate
φm(1) =
∑
λ∈E∗
e−β|λ|
∫
x∈lim
←−
E<nk
χZ(s(λ),1)(x) dε(x)
=
∑
λ∈E∗
e−β|λ|ε(Z(s(λ), 1)) =
∑
w∈E0
m(Z(w, 1)) = 1.
Since µλ′ = νλ′ forces µ = ν, we have φm(tµπ(τ,k)t
∗
ν) = 0 if µ 6= ν. Moreover, each
(
ς(tµπ(τ,k)t
∗
µ)hλ,x | hλ,x
)
= ‖ς(π(τ,k)t
∗
µ)hλ,x‖
2 =
{
αλ′(χZ(τ,k))(x) if λ = µλ
′
0 otherwise.
Hence
φm(tµπ(τ,k)t
∗
µ) =
∑
µλ′∈E∗
e−β|µλ
′|
∫
x∈lim
←−
E<nk
αλ′(χZ(τ,k))(x) dε(x)
= eβ|µ|
∑
λ′∈s(µ)E∗
e−β|λ
′|
∫
x∈Z(s(λ′),1)
χZ(τ,k)
(
(rni(λ
′, xi))
∞
i=1
)
dε(x)
= eβ|µ|
∑
λ′∈s(µ)E∗
e−β|λ
′|ε
(
{x : rnk(λ
′, xk) = τ}
)
= eβ|µ|
∑
(λ′,ν)∈τE(nk)∗
e−β|λ
′|ε(Z(ν, k))
= eβ|µ|m(Z(τ, k)),
which is (6.6). Putting µ = r(τ) gives φm(π(τ,k)) = m(Z(τ, k)), and so φm also satis-
fies (6.4), and is therefore KMS by Theorem 6.10(1). 
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Theorem 6.14. Let E be a strongly connected finite directed graph with no sources, and
take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Let
α : R→ Aut(T (E, ω)) be given by αt = γeit. Take β > ln ρ(AE).
(1) Take ε ∈ M+(lim
←−
E<nk). For each x ∈ lim
←−
E<nk , the series
∑
µ∈E∗r(x) e
−β|µ|
converges; we write y(x) for its limit. We have (1 − e−βAω)
−1ε ∈ M+1 (lim←−
E<nk)
if and only if ∫
x∈lim
←−
E<nk
y(x) dε(x) = 1.
(2) Suppose that ε ∈M+(lim
←−
E<nk) satisfies
∫
lim
←−
E<nk
y(x) dε(x) = 1, and define m :=
(1− e−βAω)
−1ε. There is a KMSβ state φε of (T (E, ω), α) such that
(6.9) φε(tµπ(τ,k)t
∗
ν) = δµ,νe
−β|µ|m(Z(τ, k)).
(3) The map ε 7→ φε is an affine isomorphism of
Ωβ := {ε ∈M
+(lim
←−
E<nk) :
∫
y(x) dε(x) = 1}
onto the simplex of KMSβ states of (T (E, ω), α). The inverse of this isomorphism
takes a KMSβ state φ to (1− e
−βAω)m
φ.
Proof. (1) The series
∑∞
j=0(e
−βjAjω)ε converges to m := (1 − e
−βAω)
−1ε because β >
ln ρ(AE). This shows that m ≥ 0.
Using Lemma 6.12, we fix k and calculate
m(lim
←−
E<nk) =
∑
(λ,ν)∈E(nk)∗
e−β|λ|ε(Z(ν, k)) =
∑
ν∈E<nk
∑
λ∈E∗r(ν)
e−β|λ|ε(Z(ν, k))
=
∑
ν∈E<nk
∫
x∈Z(ν,k)
y(x) dε(x) =
∫
x∈lim
←−
E<nk
y(x) dε(x).
(2) We claim that Aωm ≤ e
βm. We calculate
Aωm = Aω
( ∞∑
j=0
e−βjAjω
)
ε = eβ
( ∞∑
j=1
e−βjAjω
)
ε ≤ eβ
( ∞∑
j=0
e−βjAjω
)
ε = eβm.
Now Proposition 6.13 gives a KMSβ state φε satisfying (6.9).
(3) We claim that every KMSβ state φ has the form φε. Fix a KMSβ state φ, and let
mφ be the measure such that mφ(Z(µ, k)) = φ(π(µ,k)). By part (2), m
φ is a subinvariant
probability measure. Let ε := (1−e−βAω)
−1mφ. Thenmφ = (1−e−βAω)ε by construction,
and comparing (6.9) with (6.4) shows that φ = φε.
The formula (6.9) also shows that the map F : ε→ φε is injective and weak
∗-continuous
from Ωβ to the state space of T (E, ω). We have just seen that it is surjective onto the
KMSβ simplex, which is compact since C
∗(E, ω) is unital. Hence F is a homeomorphism
of Ωβ onto the KMSβ simplex. The formula (6.7) shows that F is affine, and the formula
for the inverse follows from our proof of surjectivity in the preceding paragraph. 
Corollary 6.15. Let E be a strongly connected finite directed graph with no sources, and
take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Let
α : R → Aut(T (E, ω)) be given by αt = γeit. Take β > ln ρ(AE). Let y be as in part (1)
of Theorem 6.14. The map m 7→ φy−1m is an affine isomorphism of M
+
1 (lim←−
E<nk) onto
the KMSβ-simplex of (T (E, ω), α).
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Proof. Since y takes strictly positive values and is bounded, the map m 7→ y−1m is an
affine isomorphism ofM+1 (lim←−
E<nk) onto Ωβ , so the result follows from Theorem 6.14(3).

6.4. KMS states at the critical temperature. We show that the extreme KMS states
at the critical temperature ln ρ(AE) are indexed by the equivalence classes E
0/∼nk of
Lemma 4.2 for any k such that gcd(PE , nk) = gcd(PE , ω).
Theorem 6.16. Let E be a strongly connected finite directed graph with no sources, and
take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all k. Fix
k such that gcd(PE , nk) = gcd(PE , ω), and let ∼nk be the equivalence relation on E
0 of
Lemma 4.2. Let α : R → Aut(T (E, ω)) be given by αt = γeit. Let x
E be the unimodular
Perron–Frobenius eigenvector of AE.
(1) For each Λ ∈ E0/∼nk , there is a KMSlnρ(AE) state φ
Λ for (T (E, ω), α) satisfying
(6.10) φΛ(tµπ(τ,k)t
∗
ν) = χΛ(s(τ))δµ,ν
1∑
v∈Λ x
E
v
ρ(AE)
−|µ|−|τ |xEs(τ).
This is the unique KMSln ρ(AE) state for (T (E, ω), α) satisfying φ
Λ(π(v,k)) = 0 for
all v ∈ E0 \ Λ, and it factors through a KMSln ρ(AE) state φ
Λ
of (C∗(E, ω), α).
(2) The states φ
Λ
are the extreme points of the KMSln ρ(AE)-simplex of (C
∗(E, ω), α),
and there are no KMSβ-states for (C
∗(E, ω), α) for any β 6= ln ρ(AE).
Proof. (1) Fix Λ ∈ E0/∼nk . We first prove the existence of a KMSln ρ(AE) state satisfy-
ing (6.10). For each l ≥ k, let E(nl)Λ be the component of E(nl) with vertices E
<nlΛ. The-
orem 4.3(a) of [14] shows that there is a unique KMS state φΛl of C
∗(E(nl)) = C
∗(E, nl)
that vanishes on εµ for µ ∈ E
<nl(E0 \Λ). Since each φΛl+1 must restrict to a KMS state of
C∗(E, nl), the φ
Λ
l are compatible under the inclusions C
∗(E, nl) →֒ C
∗(E, nl+1). So con-
tinuity yields a state φΛ on C∗(E, ω) that agrees with each φΛnl on the image of C
∗(E, nl),
and hence satisfies (6.10). It follows that φΛ(π(v,k)) = 0 for all v ∈ E
0 \ Λ. Unique-
ness follows from uniqueness of the φΛl . Theorem 6.10(3) shows that φ
Λ factors through
(C∗(E, ω), α).
(2) The φΛ are linearly independent, and so are the extreme points of the convex set
they generate. So it suffices to show that every KMS state of C∗(E, ω) is a convex com-
bination of the φΛ. Suppose that ψ is a KMSβ state of (C
∗(E, ω), α). Let q : T (E, ω)→
C∗(E, ω) be the quotient map. Theorem 6.10(3) implies that Aωm
ψ◦q = eβmψ◦q. Hence
Lemma 6.8(3) shows that mψ◦q is a convex combination mψ◦q =
∑
Λ tΛm
Λ of the mΛ. It
then follows from Theorem 6.10(3) that ψ ◦ q =
∑
Λ tΛφ
Λ
. Theorem 6.10(3) combined
with Lemma 6.8(3) shows that there are no KMS states for C∗(E, ω) at any other inverse
temperature. 
Proof of Theorem 6.1. Item (1) follows from Corollary 6.15 and item (2) follows from
Theorem 6.16.
For item (4), recall that Theorem 6.10(3) implies that a KMSβ state φ factors through
C∗(E, ω) if and only if Aωm
φ = e−βmφ. If φ factors through C∗(E, ω), then mφ is a
positive eigenmeasure for Aω and Lemma 6.8 gives β = ln ρ(AE). On the other hand, if
β = ln ρ(AE), then Theorem 6.10(2) gives Aωm
φ ≤ ρ(AE)m
φ, and then Lemma 6.9 forces
equality.
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Finally, for (3), suppose that φ is a KMSβ state of (T (E, ω), α). Then Theorem 6.10(2)
implies that Aωm
φ ≤ eβmφ, and then Lemma 6.9 gives eβ ≥ ρ(AE) and hence β ≥
ln ρ(AE). 
We deduce that simplicity of C∗(E, ω) is reflected by the existence of a unique KMS
state for the gauge action.
Proposition 6.17. Let E be a strongly connected finite directed graph with no sources,
and take a sequence ω = (nk)
∞
k=1 of nonzero positive integers such that nk | nk+1 for all
k and nk → ∞. Let α : R → Aut(T (E, ω)) be given by αt = γeit. The following are
equivalent
(1) gcd(PE , ω) = 1;
(2) C∗(E, ω) is simple;
(3) there is a unique KMS state for (C∗(E, ω), α) and the state (6.10) factors through
this state; and
(4) the state (6.10) is a factor state.
Proof. Corollary 5.5 gives (1) ⇐⇒ (2), and Theorem 6.16 gives (1) =⇒ (3). To estab-
lish (3) =⇒ (4), suppose that φ factors through the unique KMS state of (C∗(E, ω), α).
Then it is an extreme point of the KMS simplex and hence a factor state by [2, Theo-
rem 5.3.30(3)].
For (4) =⇒ (1) let φ be the state given by (6.10) and suppose that φ is a factor
state for T C∗(E, ω). Fix k such that gcd(PE, nk) = gcd(P, ω). Recall the equiva-
lence relation ∼nk of Lemma 4.2 and the projections Qk,Λ of Lemma 5.4. We have
φ(π(µ,k)) =
1
nk
ρ(AE)
−|µ|xEs(µ) 6= 0 for all µ because the Perron–Frobenius eigenvector
has strictly positive entries. So each φ(Qk,Λ) 6= 0. So the GNS representation πφ is
also nonzero on the Qk,Λ. Lemma 5.4 implies that the Qk,Λ are central in T (E, ω), and
so the πφ(Qk,Λ) are mutually orthogonal central projections in πφ(T (E, ω))
′′. Since φ
is a factor state, it follows that there is only one equivalence class Λ for ∼nk , and so
gcd(PE , ω) = 1. 
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