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Introduction
Fingerprint recognition accuracy relies strongly on accurate extraction of fingerprint features. The two most prominent fingerprint features are ridge ending and bifurcations, collectively known as minutiae points. In order to extract precise minutiae information, an input fingerprint image generally needs to be enhanced by convolving with certain types of orientation-selective filters, such as Gabor or steerable filters, along the ridge flow orientation at each pixel/block location [1, 2] . Since these contextual filters are orientation selective, this process requires accurate estimation of orientation field.
In this paper, we show how to construct Markov Random Field (MRF) that improves the orientation field estimation in a principled way. Inference in the MRF searches the orientation space and tries to remove the spurious minutiae points. Our MRF representation discretizes the continuous orientation space by using a small number of actual training fingerprint examples to suggest possible hypotheses, which makes the inference process efficient. We show remarkable improvement of fingerprint verification accuracy on a relatively large fingerprint dataset based on the proposed approach.
Related Work
Traditional approaches usually extract the orientation flow directly by computing the intensity gradient from the input fingerprint image [3, 4, 5, 6] . The results are then commonly smoothed by some local averaging, diffusion, or voting methods in order to reduce the effects of noise [7, 8, 9] . These type of methods usually work fairly well for a large number of good quality fingerprint images, but we believe that they can be improved for poor quality fingerprint images.
A different approach that has been proposed for orientation field estimation is the model-based approach. Sherlock et al. [10] presented a so-called zero-pole model to estimate the fingerprint orientation topology based on global singular points (i.e., cores and deltas). One limitation of this approach is that the orientation fields are identical when any two fingerprints have the same singular points. Thus the model cannot account for all the natural variations of orientation fields. Further, this approach cannot handle arch type of fingerprints, which do not have singular points. Some extensions proposed by Zhou et al. [11] and Li et al. [12] combine the local gradient and the global point-charge model by interpolation of polynomial or piece-wise linear functions. However, the main limitation of these approaches is that they are dependent on reliable detection of singular points, which is extremely difficult when the singular points are located in the poor quality regions of fingerprint images.
Dass [13] proposed a Markov model to estimate fingerprint orientation fields and extract singularities. Our work bears some resemblance to this method in the sense that our method also admits a Markovian interpretation. However, our algorithm incorporates a global mixture model of orientation fields learned from training examples, but Dass's approach only contains the quality and smooth pairwise priors. Therefore, Dass approach cannot recover the orientation field in very poor quality areas of fingerprint images.
Wang et al. [14] proposed a global model-based orientation field estimation approach by using low order 2D Fourier basis as a smooth prior to remove noise. This approach requires an initial estimate of the orientation field in order to compute the Fourier coefficients by solving a linear least square problem. The initial estimate is generally based on the gradient information. Starting from the noisy initial estimate, the orientation field cannot be recovered in very poor quality areas of fingerprint images based only on the smoothness prior.
Mathematical Framework
In this section, we describe how to incorporate a global mixture model of orientation fields learned from training fingerprint examples and the fingerprint image gradient information into a Markov Random Field (MRF). We also show how to perform inference in the MRF to yield more accurate orientation field.
Let I denote a grayscale fingerprint image, where I(x) represents the intensity of the pixel at the location x = [x, y]
T . We assume that the orientation field of the fingerprint ridge patterns can be represented by a discrete matrix, T . Our MRF is a representation of a joint probability distribution over the orientation variables O. Below we first describe the design of the MRF, and then we show how to discretize the continuous orientation space and perform inference efficiently.
MRF Model
We build the pairwise Markov network with the likelihood given in the following form:
where Z is a normalization constant, also called partition function, given by:
which ensures that the probability distribution P φ (O) given by Equation 1 is correctly normalized. Ω denotes the set of neighborhood pixel pairs. The problem of estimating the orientation field can be treated as the maximum a posteriori (MAP) inference problem in the Markov network:
The MRF is made up of two kinds of potentials: single quality potentials φ q i (O(x i )), and pairwise consistent po-
The design of these potential functions focuses on how to express the idea of the quality estimation of the orientation field O(x i ). In the following subsections, we first describe how to measure the quality of the orientation field, and then present the mathematical formulation of the potential functions.
Steerable Filters
In order to estimate the quality of the orientation field O(x i ), first we compute a filtered image, P (x i ), by convolving the second order steerable filter pair G 2 (θ) and H 2 (θ), where θ = O(x i ), with a local window W (x i ) at location x i of the input fingerprint image I. G 2 and H 2 are computed by a linear combination of basis filters [15] :
where the set of basis filters G 2i , H 2i are X-Y separable, quadrature pair basis filters, and k
(θ) are the weight coefficients specified as follows:
We need to emphasize the steerable property here. 'Steerable' means that the basis filters G 2i , H 2i are independent of the input orientation angle θ, and therefore, we only need to convolve G 2i , H 2i with input fingerprint image once. The filtered image, P , used to estimate the quality of orientation fields can be iteratively updated by only re-calculating the coefficients k G 2i , k H 2i and steering the filter output accordingly. This is the main reason to choose steerable filter instead of Gabor filter in our framework because it is less expensive in iterative computation.
Let * denote the convolution operator. The filtered image P can be finally computed by the following equation:
where P (θ) is the phase angle of the complex number The filtered image P can be interpreted as the result of fingerprint enhancement, which would be clean and smooth if the estimated orientation field O agrees with the true ridge flow orientation in the fingerprint image. Please see Figure   1 for an example. Therefore, we can justify that quality of orientation field O(x i ) can be interpreted by counting the number of corner points S(θ, x i ) appearing in the window W (x i ) of the filtered image P . The corner points on P are detected by Harris corner detector [16] . The computation is denoted as follows:
) > c and 0 otherwise. A denotes the partial derivative of P :
The two constants κ and c are empirically determined, and we found that good results are obtained with the setting κ = 0.04 and c = 2. We also note that S(θ, x i ) can be evaluated efficiently by using the technique of integral image proposed by Viola et al. [17] .
Finally, the mathematical formulation of the single quality potential function φ q i (O(x i )) can be expressed as an affinity measurement in the following form: 
The model parameters σ q and σ c control the sensitivity of the potential functions, and can be chosen by cross validation. Good results are obtained with the setting σ q = 1 and σ c = 2.5.
Efficient Discrete MRF Representation
So far we have introduced an MRF that represents a joint probability distribution over the continuous orientation variables O. In practice, it is more difficult, less accurate, and less efficient to perform inference in the continuous space. Therefore, in this subsection, we propose how to discretize the continuous orientation space by using training fingerprint examples.
Henry [18] has proposed a fingerprint classification scheme that divides fingerprints into five common classes, such as arch, tented arch, left loop, right loop, and whorl. Figure 2 depicts these classes. We notice that the orientation fields of two fingerprints will be similar if they belong to the same class. Therefore, we collect a set of N high quality fingerprint images from different classes as training examples. For a given test fingerprint, we first initialize the orientation field of the test fingerprint by a traditional gradient-based approach in [9] , and then align the orientation fields between the test fingerprint and the N training fingerprints by a standard approach of affine registration [19, 20] . After the alignment process, we collect a candidate set C xi = {c j : j = 1 . . . N + 1} that includes the values c j of the aligned orientation fields from the training fingerprints and the initialized value of the test fingerprint at every pixel location x i . Using the set C xi we can discretize the domain of O, such that each value corresponds to a possible guess from the prior examples 1 .
MRF Inference
Our goal is to find the posterior marginal probabilities of each variable O(x i ) in the discrete MRF described in Section 3.3. There are many existing algorithms for MRF inference. We choose loopy belief propagation (LBP) [21] in our framework, because LBP has been shown to perform well in a broad range of research works.
Experiments and Results
In this section, we describe experimental evaluations of our fingerprint orientation field estimation and fingerprint enhancement algorithms. The aim for these experiments is to demonstrate that ideas introduced in this paper enhance poor quality regions of fingerprint images and significantly improve the accuracy of a fingerprint verification system.
Data Acquisition and Parameter Setting
Fingerprint Verification Competition (FVC) organization periodically collects fingerprint databases for fingerprint algorithm evaluation [22, 23] . The databases are made 1 A straightforward way is to quantize the orientation uniformly into N bins. This has been tested but the results are worse than the proposed approach.
available to the research community for benchmarking fingerprint algorithms. We seriously considered using these database in our evaluation but ultimately decided to use our own database for the following reason. The size of the FVC databases and number of fingerprint comparisons conducted according to the FVC protocol yields statistically significant results only up to False Acceptance Rate (FAR) of 0.1%. However, most commercial systems operate at 0.01% or lower FAR. In fact, we currently set our algorithm to operate at 0.001% FAR and plan to report results at 0.0001% FAR in the near future. Further, in consideration of commercial applications of fingerprint algorithms, we use an enrollment algorithm that requires multiple fingerprint images and performs a template consolidation during fingerprint enrollment. Finally, our protocol explicitly take template ageing into account by strictly requiring that verification fingerprint images be acquired no sooner than 6 weeks after the acquisition of fingerprint images for enrollment. Our internal dataset, acquired using commercial URU4000B optical fingerprint reader, meets these requirements. It contains fingerprint images from a total of 192 fingers in 48 users. We use typically four impressions per finger for enrollment and 24 impressions per finger (collected after 6 weeks but within a single sitting) for verification. Finally, we argue that the specific choice of dataset is not particularly critical in this work as long as it is large enough to yield statistically significant results since our goal is to demonstrate only the relative improvement in verification accuracy between our approach and the state-of-the-art (e.g., orientation diffusion approach [9] ).
In our current implementation, the following parameter setting were found to be effective to obtain good experimental results. The size of the neighboring window W was set to 8, and N = 12 training examples were used to discretize the orientation fields for MRF inference.
The proposed framework is currently implemented in Matlab without any code optimization on a standard 2.0 GHz Intel Pentium (R) machine. The average process time for each fingerprint image in our proposed method is 30.2 seconds. We plan to improve this by orders of magnitude in our future work. Figure 3 displays the qualitative comparison on two fingerprint examples. Our orientation field estimation and enhancement results are shown in the fourth and fifth columns, respectively. In the second column we show the smooth orientation fields generated by the state-of-the-art orientation diffusion approach [9] . The enhancement results in the third column are obtained by using the orientation field of the second column and filtering the fingerprint image with the same steerable filters
Qualitative Fingerprint Enhancement Results
2 . These comparisons demonstrate that our approach is capable of delivering precise fingerprint enhancement results under difficult noise conditions, including random sensor noise and structured noise (creases and scars).
Quantitative Fingerprint Verification Results
We have shown good results for visual inspection in the previous subsection. However, we are primarily interested in improving the accuracy of a fingerprint verification sys-tem. For this purpose, we conduct a goal-directed test keeping all the components the same except the orientation field estimation. We use a minutiae-matching algorithm that first aligns the verification minutiae set with the enrollment minutiae set using a gradient-based affine alignment [19, 20] . Correspondence between minutiae points are found during the alignment stage by using tolerance hyper-spheres. Finally the matching scores are computed as a function of the number of matching minutiae. On our dataset, we are able to perform more than 3 million imposter verification comparisons and thus have more than 30 errors at 0.001% FAR for statistical significance. Figure 4 shows the resulting receiver operating characteristic curve (ROC). Our proposed algorithm provides reasonable improvement along the entire ROC curve on our dataset. The False Rejection Rate (FRR) is almost halfed at an FAR of 0.001%, which indicates the strength of our proposed framework.
Conclusion and Future Work
We have proposed a principled framework to compute orientation fields in fingerprint images by exploiting a small number of training examples of different fingerprint classes.
978-1-4244-2567-9/08/$25.00 ©2008 IEEE Figure 4 . ROC comparison on our fingerprint dataset. The false acceptance rate (FAR) is plotted on the x-axis and the false rejection rate (FRR) is plotted on the y-axis. The ROC shows two curves; the red curve represents the performance of our proposed framework, and blue curve denotes the performance of the orientation diffusion approach [9] .
We have demonstrated that our algorithm provides consistent improvement of fingerprint verification accuracy on a relatively large fingerprint dataset. In the future, we would like to increase our dataset to be able to estimate accuracy at 0.0001% FAR. The current implementation is computationally intensive because each test image needs to be aligned with each of the training examples. We are currently looking for a fast alignment algorithm as well as investigating alignment-free approaches.
There are many directions where this work can be extended. We would like to incorporate additional prior information such as singular points and creases in the proposed MRF framework. The current framework can enhance fingerprint ridge structures in noisy regions only when at least some part of the fingerprint image is good quality (to establish alignment with the training orientation fields). We will be looking at methods to make our method more robust to fingerprint images that do not have any good quality regions.
