Finally, in § 7, it is proved under the above assumptions on L and L o that the null-space of L is a 2^-parameter family in the sense of Tornheim [7] , although the relationship between sub-(L) functions and Matrix notation will be used throughout; in particular, a vector is a matrix having one column. If M is a matrix, then M* denotes its transpose. If M is a symmetric matrix, (he., M = M*), then ikf is nonnegative (M^ 0) if and only if ψMη is a nonnegative real number for all admissible vectors η. The symbol E h is used to denote the k x k identity matrix, 0 is used to denote the zero matrix of arbitrary dimensions, and, for j in {1, , n), e j denotes the vector [δ<i]* =1 . If M is a function matrix, (i.e», a matrix of real functions), then M is said to be continuous, differentiate, etc., whenever each of its elements has the corresponding property. If M is a differentiate function matrix, then DM denotes the matrix of derivatives of the elements of M.
of Euler-Lagrange operators and to a discussion of adjoint operators. In § 3 it is shown that, under a hypothesis which is equivalent to the operator L being nonoscillatory on [α, 6] , L admits a factorization of the form ( -l) n L$L 0 , where L o y = Yΰ^TjD'y for suitable r 0 , r 19 , r n . Under the further hypothesis that the operator L Q possesses the "property W" of Polya [3] , it is established that L can be written as a composition of first order real linear operators.
In § 4, the analogue of Polya's mean-value theorem in [3] is obtained for L under the above hypotheses on L and L o . This theorem is used in § § 5 and 6 to give characterizations, which are generalizations of results of Bonsall [1] and Reid [5] on convexity with respect to second order operators, of sub-(L) functions in terms of the operator L and the functional I ed , as well as a theorem on the constancy of sign of the Green's function for a certain incompatible boundary-value problem.
Finally, in § 7, it is proved under the above assumptions on L and L o that the null-space of L is a 2^-parameter family in the sense of Tornheim [7] , although the relationship between sub-(L) functions and THEOREM [c, d] of [α, b] 
If L is the Euler-Lagrange operator for the functional defined by (2.1), then y belongs to the domain of L on a subinterval
Since the coefficients f aβ are only assumed to be continuous, L is in general not a 2wth order differential operator in the classical sense but is an example of what has come to be known as a "quasidifferential operator". However, if the "leading coefficient" f nn vanishes at no point of [a, b] , then the equation Ly -φ is equivalent to a first order 2^-dimensional vector system. We shall be concerned in particular with the homogeneous vector systems is, if (u; v) is a function vector which satisfies (2.5') and there is a nondegenerate subinterval I of [a, b] on which u vanishes identically, then both u and v vanish identically on [a, δ] . If (u; v) satisfies (2.5') with u(x) = 0 on a nondegenerate subinterval I of [a, b] , then the relations
imply that v(sc) Ξ= 0 on / and, therefore, both u and v must vanish identically on all of [α, 6] . Indeed, if (u; v) is a solution of (2.5') with u±(x) = 0 on a nondegenerate subinterval I of [α, δ] , then the first n -1 component equations of (2.5') imply that u(x) = 0 on /, so u and v vanish identically on I. Thus, in view of the results of Theorems 2.2 and 2.3, together with the elementary existence and uniqueness theorems for first-order vector differential equations, it follows that if f nn (x) Φ 0 on [α, δ] then the null-space of L has a basis of 2n linearly independent functions, so that L deserves to be called a "2wth order operator".
We conclude this section with the well-known formulization of the adjoint L o * of an operator L o which is defined by (2.7) L o y =
Σ

3=0
where the coefficients r 0 , r lf , r n are continuous real-valued functions on [α, δ] . By definition, a function z belongs to the domain of L* on a subinterval [c, d] 
Moreover, the equation Ly = φ is equivalent under the transformation
to the vector system As was indicated in § 2, we shall also make use of the related matrix equation
In particular, consider the following condition:
(Hi). There exist solutions y 19 9 y n of Ly -0 such that if U= [D^yjll^ t, and V= [μlyj] 
Since the matrix (U; V) based on the matrices U and V of (H : ) is a solution of (3.3") , U*V -F*Z7 is a constant function matrix, and the particular condition that this constant matrix be the zero matrix is what has been termed the condition that (U; V) be a "select solution" of (3.3") , or that the columns of (U V) be "mutually conjugate" or "conjoined" solutions of (3.3') , (see, e.g., Reid [4] ).
Hypothesis (H x ) has an important bearing on conditions of oscillation involving L and on the variational behavior of the functional I cd . At the present, however, we are concerned with the following property of L. It is useful for the proof of this theorem to introduce the following notation. Let R be the n x n matrix 0 let P-C, and let ω be the function defined on [α, b] and the matrix U is independent of both y and w, as is also the matrix R, it follows that there exist continuous functions r 0 , n, , r n independent of y and w such that if L o is defined by (3.4) 
In particular, r w = pj/ 2 , so r n (a?) > 0 on [α, δ] . If w also belongs to Δl{c, d], then (3.5) and (3.6) imply that
Theorem 2.1, with f a β -r a r β , and the remarks at the end of §2 concerning the adjoint L o * of an operator L Q of the form (3.4) , y n ) follows from the assumption that U(x) is nonsingular on [α, 6] .
In [3] , Poly a showed that, under a certain hypothesis which he called "property W", the operator L o can be written as a composition of first order operators. We shall show that, under this same hypothesis, the operator L o * can also be written in this form, and, therefore, so can L if the additional hypothesis (H x ) holds. The "property W" of Polya shall be referred to in this paper as: (H 2 
It should be noticed that if hypotheses (H x ) and (H 2 ) were always to be applied simultaneously, then one could assume without loss of generality that the functions y u , y n specified in (H x ) also satisfied the condition on the corresponding Wronskians which is stated in (H 2 ). This follows directly from the last statement of Theorem 3.2 and the identical normality of (3.3') . However, we shall be interested in certain statements which are true under (H 2 ) alone.
The following known property of Wronskians is stated here for convenience.
LEMMA. If each of f l9
,f kf f belongs to C k [a, 6] , and W(f 19 ,f k ) vanishes at no point of [α, 6] 
This equality is most easily seen by noting that each side is the value at / of a kth order linear differential operator whose null-space has {/i, •••,/*.} as a basis. Hence, the two expressions must be proportional, and examination of the leading coefficients shows that the expressions are, in fact, identical. , n -1} and j in {0,1, , n -(k + 1)}, it will be shown by induction on j that Γ ά z k is defined, and
Assume the result holds for some index j in {0,1, ,
Since both Wronskians appearing have at least one derivative, so does ΓjZ k , and by the above lemma, u ,y k _» y k+1 , ,y n^ί9 y k )]* Vjc+1, yk, Vn-i) Therefore,
DΓ^fc = W(y l9
and then
which completes the induction. In particular, (i) z vanishes at n + 1 points t x <t 2 < < t n+1 of I, (ii) z vanishes at n points t λ < t 2 
< < t n of I and there is a j in {1, , n} for which D(r n z)(tj) = 0, then there is a point t intermediate with respect to the set {ίj such that Lfz(t) = 0.
Notice that no additional condition of differentiability of the function z has been asserted in (ii), since r n z has a continuous derivative whenever z is in the domain of Lf, (see 2.8).
In case (i), it will be shown by induction that for every j in {0,1, , n} there exist n -j + 1 points t{ < t{ < < t{_ j+1 in duction is complete, and, in particular, there is a point t which lies in (t u ί Λ+t ) at which £ Q *2(ί) = Γ β «(ί) = 0. In case (ii), Rolle's theorem implies that for each i in {1, -,j -1} there exists a point t\ in (ί if t <+1 ), and for each i in {i, ..., n -1} there exists a point t} +1 in (t if t <+1 ), such that />(*}) = 0, i in {1, , j -. 1}, and Λs(tί +1 ) = 0, i in {i, ..., n -1}. But and WJW n^ has a derivative, so since z also vanishes at ί, . Hence, if t) = < y , then the n points ίϊ < ίί ί f , , ) y , then the n points ίϊ < ίί < < ίί of (ί 1? ί n ) satisfy Γ^(^) = 0 for i in {1, . , n}. The same inductive process used in the proof of (i) An induction argument will show that for each k in {1, « , n -1} there exist points s* < s* < ... < s k k+1 which are all different from x, and x 2 and lie in (x l9 x 2 ), (χ l9 χ 0 ), or (x Oi χ 2 ), depending as x 1 < x Q < a? 2 , α; 2 < α? 0 , or α? 0 < x ί9 such that ^^(s^) = 0 for i in {1, , k + 1}, and Av&i) = 0 = Λj/(α 2 ).
First, the statement that J^(xO = 0 = A k y(x 2 ) for fc in {0,1, ,w-l} follows from the fact that A# is of the form (3.10) and the hypothesis that y satisfies (4.1 for i in {1, , k + 2}, and the induction is complete. In particular, there are points s?" 1 < sf -1 < < s^" 1 different from x x and ίc 2 at which A n _ 1 y vanishes, and, as the above construction shows, these points are also intermediate with respect to {x 0 , x u x 2 }. But A n _ λ y also vanishes at x x and x 2 so, applying Rollers theorem once more, there exist points t λ < t 2 < < t n+ί different from x x and x 2 at which L o y(U) = J^(^) = {π^A^y)^) = 0. By Theorem 4.1 there is a point t intermediate with respect to {t u β ,ί %+1 }, (hence, with respect to {x 0 , x u x 2 }), at which Ly(t) = ( -l) n L£(L o y)(t) = 0. Before continuing with the development of this section, we introduce an important property of the operator L. Since the equation Ly -0 is equivalent to the identically normal system (3.3') in which the matrix B(x) is nonnegative on [α, 6] , it follows, (see Theorem 5.2 of Reid [6] ), that a necessary and sufficient condition for hypothesis (Ht o hold is that L be nonoscillatory on [α, 5] , that is, if a g x 1 < x 2 fg &, then the boundary-value problem This enables us to formulate the following extension of Polya's meanvalue theorem, the proof of which is identical to that of Polya. ( -l) n Lf(t) <£ 0 on I. Moreover, if ( -ϊ) n Lf(t) < 0 on I, then f is strictly sub-(L) on I.
Suppose ( -l) n Lf(t) ^ 0 on 7. Let x 1 and x 2 be points of / with Xi < x 2 , let y 12 be the solution of (4.3) , and let h 12 be the solution of (4.4) . By Theorem 4.3, if x e I then there is a point t x in / such that
But {-lfLf(t x ) g 0 and, by Theorem 4.4, 
It is also seen that, since (x) on (x u x 2 ), a contradiction.
The last statement of the theorem clearly follows from formula (M).
In view of the equivalence of Ly -φ to the nonhomogeneous first order linear system (3.3) and the classical properties of the Green's matrix for the corresponding incompatible first order system which is equivalent to (4.2) , it follows that the solution / of Ly = φ which satisfies the boundary conditions (4.1) is given by 0 , g(x 0 , t) -0}, and let t 2 denote GLB{£: t Q < t ^ x 2 , g(x 0 , t) = 0}. Then t 1 <t 0 < t 2 and the continuity of # implies that ( -l) n g(x 0 , t) < 0 on (ίj., t 2 ) and flf(α? 0 , ίi) = 0 = 0(&o, t 2 ).
Suppose ψ is the function whose value at t is g(x Oy t) for £ in The sufficiency of the condition is obvious. It is to be remarked that the result of Theorem 5.3 is weaker than the result that might be expected for sub-(L) functions. In the classical case where L = D 2 , any convex function which fails to be
