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  Synopsis 
 
The  investigation reported  in  this  thesis attempt  to develop efficient  techniques 
for  the  control of multiple mobile  robots  in an unknown  environment. Mobile 
robots  are  key  components  in  industrial  automation,  service  provision,  and 
unmanned space exploration. This thesis addresses eight different techniques for 
the navigation of multiple mobile robots. These are fuzzy logic, neural network, 
neuro‐fuzzy,  rule‐base,  rule‐based‐neuro‐fuzzy,  potential  field,  potential‐field‐
neuro‐fuzzy, and simulated‐annealing‐ potential‐field‐ neuro‐fuzzy techniques. 
The main components of this thesis comprises of eight chapters. Following 
the  literature  survey  in  Chapter‐2,  Chapter‐3  describes  how  to  calculate  the 
heading  angle  for  the mobile  robots  in  terms  of  left wheel  velocity  and  right 
wheel velocity of the robot. 
In Chapter‐4 a  fuzzy  logic  technique has been analysed. The  fuzzy  logic 
technique  uses  different membership  functions  for  navigation  of  the multiple 
mobile robots, which can perform obstacles avoidance and target seeking. 
Chapter‐5  consists  of  two  subsections.  In  first  subsection  the  neural 
network technique has been developed and analysed for controlling the multiple 
mobile robots. Then this technique is hybridised with fuzzy logic to improve the 
   
v 
fuzzy  logic  controller of Chapter‐4 with  the addition of a neural network as a 
pre‐processor for the fuzzy controller. 
Chapter‐6 analyses a rule‐based‐neuro‐fuzzy technique for controlling the 
mobile robots. A rule‐base  technique  is  first developed and  then  it  is combined 
with the neuro‐fuzzy technique of Chapter‐5 to increase its efficiency. 
Chapter‐7 deals with an efficient potential field method for navigation of 
multiple mobile robots. Then a hybrid potential‐field‐neuro‐fuzzy technique for 
controlling the mobile robots is described.  
Finally,  Chapter‐8  analyses  the  optimisation  of  potential  field with  the 
help of simulated annealing for escaping local minima. The developed potential‐
field‐simulated‐annealing‐neuro‐fuzzy  technique  is  described  in  simulation  as 
well as for real mobile robots.  
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1 Introduction 
This chapter gives an overview of the research work reported in this thesis. First, 
the  background  of  the  research  and  the  chosen problem domain  are  outlined. 
Then, the objectives of this research work are described. Finally, an outline of the 
thesis contents is provided. 
1.1 Background 
The most significant challenges confronting autonomous robotics  lie  in the area 
of  automatic  motion  planning.  Navigation  of  mobile  robots  in  dynamic 
environments  needs  to  cope  up with  large  amounts  of  uncertainties  that  are 
inherited  from  natural  environments.  Thus  navigation  of mobile  robots  deals 
with large spectrum of different technologies and applications. It draws on some 
primitive techniques, as well as some of the most advanced technique.  
Investigations  in  the  field  of  navigation  of  mobile  robot  gained  an 
extensive  interest among  the  researchers  since  last  two decades. This  is  chiefly 
due  to  the necessity  to replace human  intervention  in dangerous environments 
(e.g. nuclear, space, military mission, harmful material handling,  interplanetary 
explorations  etc.)  or  to develop  a  helpful  automated device  for  some  classical 
tasks (e.g. cleaning, supervision, carriage, etc.). In today’s flexible manufacturing 
system environment, the autonomous mobile robot plays a very important role. 
It  is  used  to  transport  the  parts  from  one workstation  to  others,  load  unload 
parts, remove any undesired objects from floors, and so on. Without autonomous 
mobile robot, the work stations, the CNC machines, machining centers will only 
be scattered and isolated machine tools and they will never become the part of an 
automated  manufacturing  system.  It  is  the  mobile  robot  that  connects  the 
scattered  machine  tools  into  an  integrated  and  coordinated  unit,  which  can 
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continuously, automatically and at a low cost, manufacture a variety of parts. So 
mobile  robot  navigation  encompasses  a  number  of  skills,  from  high‐level 
capabilities  such  as  exploring  the  surrounding  environment,  building  a  global 
map  of  the  environment  and  planning  a  path  towards  a  specific  goal,  to  the 
execution of elementary  low  level action  like avoiding collisions with obstacles. 
Numerous  methods  have  been  proposed,  however,  they  don’t  guarantee  a 
solution for the mission because of deadlock problem occurrences. The reason is 
that the robot does not have a high‐level map reading ability.  
The goal of autonomous mobile robotics is to build physical systems that 
can  navigate  purposefully  and  without  human  intervention  in  cluttered 
unknown environments. The development of  techniques  for autonomous robot 
navigation  is one of  the major  focusing areas  in  the  current  investigation. This 
trend is motivated by the current gap between the available technology and the 
new application demands, e.g., the current industrial robots have low flexibility 
in autonomy. These robots perform pre‐programmed sequences of operation  in 
highly  constrained  environment  and  are  not  able  to  operate  in  new 
environments.  
   Autonomous  navigation  systems  are  usually  classified  in  the  following 
categories according to the characteristics of the environment in which they have 
to move:  i)  structured  or  known  environment,  ii)  semi  structured  or  partially 
known environment and iii) unstructured or unknown environments.  
Another classical way is to send the robot to discover its world and define 
some landmarks that can be used for navigation. In similar conditions, the robot 
relies  heavily  on  its  sensors,  map  making  and  updating.  However,  natural 
workspaces  present  a  large  amount  of  uncertainties  and mapping  techniques. 
These  are  time  and  memory  consuming.  Hence  the  need  of  an  intelligent 
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approach  such  as  soft  computing  techniques  can  cope  with  all  uncertainties 
present  in  the  environment.  Soft  computing  techniques  involve  computations 
related  to  neural network,  fuzzy  logic  technique,  genetic  algorithm,  simulated 
annealing  and others. Researchers and practitioners are  finding  these methods 
increasingly useful in various problem domains, not only they are new but also 
they have  inherent capabilities of handling  imprecision and uncertainty with a 
reasonable amount of computational complexity. Details of their work are cited 
in the literature survey. 
One  of  the  earliest  mobile  robots  being  Shakey,  a  vision‐guided 
autonomous mobile machine designed at Stanford Institute in 1966 [1]. Research 
works have concentrated on the control of  individual mobile robots. Within the 
last decade, there has been an interest among the scientists and researchers to co‐
ordinate multiple mobile robots. This  interest has stemmed both  from practical 
considerations  such as multiple  robots are able  to handle  tasks  that  individual 
machine cannot do, for instance carrying large, bulky and heavy loads and desire 
to create artificial systems that mimic nature in particular by exhibiting some of 
the primary behaviours observed in human societies. 
1.2 Aims and Objectives of this Research 
The  overall  aim  of  this  research  is  to  explore  the  application  of  artificial 
intelligence  techniques  to navigate multiple mobile  robots.  In  this  thesis,  fuzzy 
logic,  neural  network,  rule‐based,  potential  field  navigation  and  simulated 
annealing  techniques  have  been  used  to  solve  mobile  robots  navigation 
problems.  In  particular,  the  research  aims  to  determine  whether  hybrid 
techniques  are  appropriate  for  implementing  as  navigational  algorithms  for 
multiple mobile robots. This type of investigation is justified in this thesis. 
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The main objectives of  the present work  for navigation of  the multiple mobile 
robots are: 
¾ To compute the heading angle for the mobile robots in terms of left wheel 
velocity and right wheel velocity of the robot. 
¾ To develop fuzzy logic techniques using different membership functions.  
¾ To build up a neural network technique. 
¾ To create a hybrid neuro–fuzzy technique. 
¾ To develop rule‐base technique. 
¾ To build a hybrid system of rule‐based‐neuro‐fuzzy technique. 
¾ To develop an efficient potential field method. 
¾  To formulate a hybrid potential‐field‐neuro‐fuzzy technique. 
¾  To  develop  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique 
for avoidance of local minima during navigation. 
¾ Simulation  and  experimental  verifications  of  the  above  outlined 
techniques are to be carried out. 
1.3 Outline of the Thesis 
The thesis is divided into eight chapters. 
¾ Following  the  introduction,  Chapter‐2  is  devoted  to  a  survey  of  the 
literature on mobile robot navigation. 
¾ Chapter‐3 discusses kinematic analysis of mobile robots. 
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¾ Chapter‐4  deals with  the  analysis  of  a  proposed  fuzzy  logic  technique 
with  three  types of membership functions  to navigate mobile robots  in a 
static as well as dynamic environment. 
¾ The first part of Chapter‐5 describes a neural network  technique and  the 
second part deals with neuro‐fuzzy  technique  for navigation of multiple 
mobile robots. 
¾ Chapter‐6 presents rule‐based techniques, starting with simple rule‐based 
navigation technique and concluding with an advanced rule‐based‐neuro‐
fuzzy technique. 
¾ Chapter‐7 is divided into two sections. First section deals with navigation 
of mobile robots using potential field method. Second section discusses a 
hybrid technique i.e., potential‐field‐neuro‐fuzzy technique.  
¾ Chapter‐8  confers about  the optimisation of potential  field method with 
use of  simulated annealing. Finally  the hybrid potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique is used for navigation of mobile robots. 
¾ In Chapter‐9 conclusions of  the research are summarized and scopes  for 
further work are suggested. 
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2 Literature Review  
 
This  chapter  reviews  the  literature  in  the  area  of  mobile  robot  navigation, 
focusing on intelligent techniques for navigation control. 
2.1 Introduction 
A motion planner  is  an  essential  component of  a  robot  that  interacts with  the 
environment. Without  the motion planner, a human operator has  to constantly 
specify  the motion  for  the  robot. A  considerable  amount  of  research has  been 
done on  the development of efficient motion‐planning algorithms. The motion‐
planning problem has been solved in a theoretical sense for the general problem. 
Recently  the  coordinations  between mobile  robots  for  obstacle  avoidance  and 
target  seeking  are  carried  out  by  the  researchers  using  various methods.  Soft 
computing techniques such as fuzzy logic, neural network and genetic algorithm 
are  considered  for expressing  the  subjective uncertainties  in human mind. The 
ultimate  goal  of  mobile  robotics  research  is  to  endow  the  robots  with  high 
intellectual ability, of which navigation in an unknown environment is achieved 
by using on‐line  sensory  information. A  significant  amount of  research  efforts 
have been devoted  to  this area  in  the past decades  few of which are  reviewed 
below: 
2.2 Mobile Robot Navigation 
Navigation of a robot is the control of motion from a start point to an end point 
in  a workspace  following  a  path  that  is  either  a  curve  or  a  series  of  jointed 
segments.  Many  researchers  in  the  area  of  mobile  robots  navigation  have 
developed  two key approaches. One  is  functional or horizontal decomposition 
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[2] (Figure 2.1) and the other is behavioural or vertical decomposition [3] (Figure 
2.2). The  former  approach  is  sequential  and  involves modelling  and planning. 
The latter approach is parallel and requires exploration and map building. Both 
approaches  use  many  distinct  sensory  inputs  and  computational  processes.  
Decisions such as left turn, right turn, run or stop are made on the basis of those 
inputs [4]. 
Levitt et al. [5] defined the aim of navigation control as providing answers 
to  the  following  three  questions:  (a) Where  am  I?  (b) Where  are  other  places 
relative  to me?  (c) How do  I get  to other places  from here? Question  (a)  is  the 
problem of identifying the current location. Questions (b) and (c) relate to avoid 
obstacles and move  towards  the  target. To address both  issues  a mobile  robot 
must have a way to perceive its environment. Some authors have proposed that 
use of single sensor (e.g., sonar,  laser, vision and  infrared) [6, 7, 8, 9, 10, 11, 12] 
where as others have recommended heterogeneous systems using different types 
of sensors [13, 14, 15]. 
Using  the  environment  information  perceived  at  each  instant  as well  as 
data from previous instants, a strategy should be pursued to enable the robot to 
reach its target position without colliding with obstacles. Researchers have used 
many  techniques  for  obstacle  avoidance  [16,  17,  18,  19].  These  techniques, 
together with the different sensors employed [20, 21] are reviewed below. 
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Figure  2.1.  Flow  diagram  of  the  horizontal  decomposition  method  for  the 
navigation of a mobile robot. 
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Figure  2.2.  Flow  diagram  of  the  vertical  decomposition  method  for  the 
navigation of a mobile robot. 
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2.3 Kinematic Analysis of Mobile Robots 
2.3.1 Introduction 
A  wheeled  mobile  robot  (WMR)  is  a  wheeled  vehicle,  which  is  capable  of 
autonomous motion.  An  increasing  interest  in mobile manipulators  observed 
recently  in  the  literature  has  two  sources:  first,  excellent  performance 
characteristics of mobile manipulators and second, challenging motion planning 
and control problems [22, 23, 24, 25, 26, 27]. 
2.3.2 Kinematic Analysis for Mobile Robot Navigation 
Alexander  et  al.  [28]  have  developed  the  relationship  between  the  rigid  body 
motion of a robot and the steering and drive rates of wheels.  They have used the 
forward  and  inverse  kinematics  to  a  WMR  with  simple  wheels  that  is 
maneuvering  over  a  horizontal  plane.  Their  method  guarantees  that  rolling 
without skidding or sliding can occur in robot motion.  Muir et al. [29] have also 
developed  the motion of wheeled mobile  robots on  flat  terrain. Tsuchiya et al. 
[30] have discussed motion  control of a  two‐wheeled mobile  robot. They have 
designed a controller using kinematic model in which the wheels of the robot do 
not skid at all.  Mester [31] has dealt with the modelling and control strategies of 
the motion of wheeled mobile robots. The model of the vehicle has two driving 
wheels and its angular velocities are independently controlled. He has analysed 
the  vehicle  kinematics model  and  the  control  strategies  using  a  feed  forward 
compensator.  
Hwang  et  al.  [32]  have  surveyed  the work  on  gross‐motion  planning, 
including motion  planners  for  point  robots,  rigid  robots,  and manipulators  in 
stationary,  time‐varying,  constrained,  and movable‐object  environments.  They 
have explained general  issues  in motion planning. Chakraborty et al.  [33] have 
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studied  the  problem  of  kinematic  slip  for  mobile  robots  moving  on  uneven 
terrain. The simulation results of their developed technique show that the three‐
wheeled mobile robot with torus shaped wheels and passive joints can negotiate 
uneven terrain without slipping.  
2.4 Fuzzy Logic Technique 
2.4.1 Introduction 
Fuzzy control concepts are useful in both global and local path planning tasks for 
autonomous mobile objects. Humans have a remarkable capability to perform a 
wide variety of physical and mental task without any  explicit measurements or 
computations. Examples of  everyday  tasks are, driving in  city traffic, parking a 
car,  and  cleaning  of  house.  In  performing  such  familiar  tasks,  humans  use 
perceptions of time, distance, speed, shape, and other attributes of physical and 
mental objects. Perceptions are described by propositions drawn from a natural 
language,  in which  the boundaries of perceived classes are  fuzzy.    It  is  highly 
desirable  to  capture  the  expertise  of  a  human  mind  and  to  utilise  the 
knowledge to develop autonomous navigation strategies for mobile robots. Fuzzy 
logic provides a mean  towards accomplishing  this goal. Fuzzy  logic provides a 
formal  methodology  for  representing  and  implementing  the  human  expert’s 
heuristic  knowledge  and  perception‐base  actions.  Using  the  fuzzy  logic 
framework,  the  attributes  of  human  reasoning  and  decision‐making  can  be 
formulated  by  a  set  of  simple  and  intuitive  IF   (antecedent)–THEN  (consequent) 
rules, coupled with easily understandable and natural  linguistic representations.   
2.4.2 Fuzzy Logic Technique for Mobile Robot Navigation 
The  automatic  motion‐planning  problem  in  robotics  and  computer  aided 
manufacturing has been  studied extensively. Although planning a  sequence of 
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motions  to bring  together parts  in a specific configuration has become essential 
for  several applications,  the  traditional  solutions  for path planning have  failed 
for  complicated  environments  as  they  result  computationally  infeasible  and 
restricted  to  their performance, Latombe  [34] and Fraichard  [35]. Motivated by 
Zadeh  [36]  and  explored by Mamdani  et  al.  [37]  and Kickert  et  al.  [38], many 
researchers have used  fuzzy  logic  techniques  successfully  in numerous  control 
systems such as control of mobile robot navigation. Examples of work relating to 
fuzzy logic for the navigation of mobile robot are described below: 
Lacroix et al. [39] have presented a complete autonomous system which is 
capable to perform autonomous navigation in a natural, unstructured and totally 
unknown  environment.  The  system  is  endowed  with  several  complex 
capabilities:  environment  modelling,  localization,  trajectory  planning  and 
exploring  strategies.  They  have  executed  the  navigation  behaviour  based  on 
terrain quality. The  terrain  is  classified  in  four distinct  categories:  flat, uneven, 
obstacle, and unknown. Goldberg et al. [40] and Sing et al. [41] have computed 
an analytical  traversability measure  for  the  terrain, based on stereo range data. 
Roll, pitch, and roughness of terrain cells are estimated from the viewable terrain 
image. Roll and pitch are calculated by using a least squares method to fit a plane 
to  the  range data, and  roughness  is  computed as  the  residual of  the  fit. These 
measures  are  normalized  in  the  range  of  [0,  1]  and  a  goodness  value  is 
determined, based on the minimum value of the three parameters. A path finder 
then evaluates the traversability along predetermined candidate paths by taking 
a weighted combination of the goodness and certainty values. Langer et al. [42] 
have  focused  on  the  development  of  a  navigation  system  that  generates 
recommendations for vehicle steering, based on the distribution of untraversable 
terrain regions. A   new   design   for   behaviour‐based navigation of field mobile 
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robots on challenging terrain using a fuzzy logic approach and a novel measure 
of terrain traversability have been developed by Seraji et al. [43]. 
Li  et  al.  [44]  have  designed  and  implemented  an  autonomous  car‐like 
mobile  robot  (CLMR)  control  system,  where  the  set  up  consists  of  the  host 
computer,  communication module, CLMR, and vision  system. They have used 
fuzzy garage‐parking control (FGPC) and fuzzy parallel‐parking control (FPPC) 
to control the steering angle of the CLMR. Li et al. [45] have used the concepts of 
car  maneuvers,  fuzzy  logic  control  (FLC),  and  sensor‐based  behaviours  to 
implement  the  human‐like  driving  skills  by  an  autonomous  car‐like  mobile 
robot. They  have  used  four  kinds  of  FLCs:  i)  fuzzy wall‐following  control,  ii) 
fuzzy  corner  control,  iii)  fuzzy  garage‐parking  control,  and  iv)  fuzzy  parallel‐
parking  control, which  are  synthesized  to  accomplish  the  autonomous  fuzzy 
behaviour control  (AFBC). They have presented computer simulation results  to 
illustrate  the effectiveness of  their proposed control schemes and demonstrated 
the feasibility in practical car maneuvers. Baturone et al. [46] have described the 
design  and  implementation of  a  fuzzy  control  system  for  car‐like  autonomous 
vehicle.  They  have  addressed  problem  for  diagonal  parking  in  a  constrained 
motion. Ohkita M. et al. [47] have controlled an autonomous mobile robot for the 
flush parking. They have used fuzzy rules those are derived from the modelling 
driving  actions  of  a  car.  Zhao  et  al.  [48]  have  developed  and  experimentally 
demonstrated  a  robust  automatic  parallel  parking  algorithm  for  parking  in 
compact spaces. They have designed novel fuzzy  logic controllers for each step 
of the maneuvering process. The controllers are first demonstrated by simulation 
using the kinematic model of a skid steering autonomous ground vehicle (AGV). 
The drive  control of an autonomous mobile  robot  is a new approach  to 
recognize  and  adapt  to  the  surrounding  environment. Maeda  et  al.  [49]  have 
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developed  fuzzy  control  based  on  forecast  learning.  They  have  shown  their 
results in simulation as well as experiment mode to drive the control of the robot. 
An approach for building multi‐input and single‐output fuzzy models has been 
proposed  by  Joo  et  al.  [50].  They  have  applied  their  technique  to  construct  a 
fuzzy model  for  the navigation  control of  a mobile  robot. Montaner  et  al.  [51] 
have  designed  a  fuzzy  controller  for  autonomous mobile  robot  navigation  to 
reduce the travel time from an initial to final position. Their technique was used 
on an experimental mobile robot, which uses a set of seven ultrasonic sensors to 
perceive  the environment. Simulation and experimental  results  show  that  their 
method can be used satisfactorily on a mobile robot moving on unknown static 
terrains. An  evolutionary  learning  of  robot  behaviours  has  been  designed  by 
Iwakoshi et al. [52] for Fuzzy Classifier System (FCS). They have presented eight 
different conditions in simulation to validate their technique.   Li et al. [53] have 
designed  a  real‐time  fuzzy  target  tracking  control  scheme  for  autonomous 
mobile robot by using infrared sensors. They have used infrared transmitters on 
the  target and reflective sensors on  the  tracker mobile robot  for  target  tracking 
control. They have  shown  their  results  in  simulation mode. Xu et al.  [54] have 
presented  real‐time  fuzzy  reactive  control  for  automatic  navigation  of  an 
intelligent mobile robot in an unknown and changing environment. The reactive 
rule  base  governing  the  robot  behaviour  is  synthesized  corresponding  to  the 
various situations defined by  the  instant robot motion, environment and  target 
information. Simulation  results have been presented by  the authors  to validate 
their  approach. Their  techniques have not been  investigated  for  target  seeking 
and multiple mobile robot navigation. 
A navigation method was designed  by Toda  et  al.  [55], which  employs 
sonar‐based mapping of crop rows and fuzzy logic technique to control steering 
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for  a wheeled mobile  robot  in  an  agricultural  environment.    The  problem  of 
motion  and  control  law  design  for  a  mobile  robot  have  been  developed  by 
Rigatos et al. [56] for a partially unknown environment with stationary obstacles 
and moving objects. The authors have established the stability of their proposed 
method. Das et al. [57] have assumed a control structure that makes possible the 
integration  of  a  kinematic  controller  and  an  adaptive  fuzzy  controller  for 
trajectory  tracking  for  nonholonomic  mobile  robots.  The  system  uncertainty, 
which includes mobile robot parameter variation and unknown nonlinearities, is 
estimated by a fuzzy logic system (FLS). The real‐time control of mobile robots is 
achieved through the online tuning of FLS parameters. Computer simulations as 
well as experimental results are presented which confirm the effectiveness of the 
proposed tracking control law. Lee et al. [58] have proposed a fuzzy algorithm to 
navigate a mobile robot from a given initial to a desired final configuration in an 
unknown environment filled with obstacles. The mobile robot  is equipped with 
an  electronic  compass  and  two  optical  encoders  for  dead‐reckoning,  and  two 
ultrasonic modules  for  self‐localization and environment  recognition. From  the 
readings of sensors at every sampling instant, the proposed fuzzy algorithm will 
determine the priorities of thirteen possible heading directions. Then the robot is 
driven to an intermediate configuration along the heading direction that has the 
highest priority. The navigation procedure will be  iterated until a collision‐free 
path  between  the  initial  and  the  final  configurations  is  found.  To  show  the 
feasibility  of  the  proposed  method,  in  addition  to  computer  simulation, 
experimental  results are also demonstrated by  the authors. An extensive  fuzzy 
behaviour‐based  architecture  for  the  control  of mobile  robots  in  a multiagent 
environment has been formulated by Vadakkepat et al. [59]. The architecture  is 
implemented  on  a  team  of  three  soccer  robots  performing  different  roles 
interchangeably.  
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Yang  et  al.  [60]  have  studied  the  goal‐unreachable  problems  found  in 
fuzzy  logic‐based  algorithms  for  mobile  robot  navigation  systems.  Two 
algorithms  based  on  sensory  information  are  developed  to  address  problems 
with Goal‐Unreachable with Large Obstacles  (GUWLO)  and Goal‐Unreachable 
with  Nearby  Obstacles  (GUWNO).  The  GUWLO  problem  occurs  when  the 
absolute value of the target angle is large and the directions to the left (or right) 
are  completely blocked. The GUWNO problem  arises because of  the  repulsive 
influence  from  obstacles  close  to  the  goal  position.  They  have  presented 
experimental  results  to  demonstrate  the  effectiveness  of  the  resulting  fuzzy 
navigation system and  its  improved performance over conventional fuzzy  logic 
navigation algorithms. Kodagoda et al. [61] have proposed a control structure for 
uncoupled  longitudinal  and  lateral  control  of  an  autonomous  guided  vehicle. 
Longitudinal  control  is  achieved  via  two  uncoupled  fuzzy  controllers,  viz.,  a 
fuzzy drive controller and a fuzzy braking controller switched appropriately by a 
supervisory controller. Fukuda et al. [62] have proposed an integrated structure 
for  intelligent  robotic  systems based on  a  fuzzy  controller. They have  focused 
mainly on the perception capability based on the sensory network. Castellano et 
al.  [63, 64] have presented  two methods  for automatically extracting  the  set of 
fuzzy rules  for a reactive  fuzzy controller  from examples supplied by a human 
operator executing  the same  task. They have applied  their  technique  to build a 
reactive wall‐follower for navigation of a TRC Labmate mobile robot. Benreguieg 
et  al.  [65]  have  used  navigator  having  two  fuzzy  controllers,  one  is  angular 
another is linear speed. Their navigation function consists of obstacle avoidance 
and  reacts  with  the  shortest  response  time.  They  have  demonstrated  their 
techniques on two distinct autonomous mobile robots. Goodridge et al. [66] have 
presented modular fuzzy control architecture and an inference engine, which are 
used to control in complex systems. They have successfully used a multilayered 
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fuzzy behaviour fusion based reactive control system on an autonomous mobile 
robot,  MARGE.  Miyata  et  al.  [67]  have  utilised  fuzzy  control  theory  for 
controlling  an  autonomous  mobile  robot  for  a  parallel  parking.  They  have 
reduced the dead angle of their mobile robot DREAM‐1 for parallel parking. Yen 
et al.  [68] have used fuzzy  logic  to extend Payton and Rosenblatt’s behavioural 
architecture  for  mobile  robot  control.  By  using  fuzzy  rules  in  Payton  and 
Rosenblatt’s  behaviours  the mobile  robot  controller  became  simple,  extensible 
and  understandable  and  can  cope  up with  unknown  obstacles  in  a  dynamic 
environment. A  sensor‐based  navigation method  utilising  the  fuzzy  logic  and 
reinforcement  learning  has  been  presented  by  Beom  et  al.  [69]  for  complex 
environments. They have shown effectiveness of their method with a force field 
method. Their proposed method enables  the mobile  robot  to navigate  through 
complex  environment where  a  local minimum  is present. Beaufrere  et  al.  [70] 
have  solved  the  problem  of  navigation  for  a  single mobile  robot  in  a  totally 
unknown  environment  using  fuzzy  logic.  They  have  shown  their  results  in 
simulation as well as in experimental validation on a single mobile robot.  
Fu et al. [71] have described about autonomous mobile robot navigating in 
an unknown environment. The difficulty  is avoiding unexpected objects on  its 
way  to  the  goal.  They  have  presented  a  new  parallel  double‐layered  fuzzy 
control system  for an autonomous mobile  to avoid static or dynamic objects  in 
uncertain environments. They have shown simulation and experimental results 
on  the  actual  robot  so  that  the proposed method  can  be  efficiently  applied  to 
robot  navigation  in  complex  and  unknown  environment.  A  fuzzy  temporal 
control system for the guidance of a robot in landmark detection and simulated 
dynamic environments has been described by Carinena et al. [72] and Mucientes 
et al. [73].   By using their technique the moving object approaching the robot  is 
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not  subjected  to  any  type of  restriction  in  its movements,  and  able  to vary  its 
velocity and direction at any moment. A fuzzy  logic‐based real‐time navigation 
controller  is  described  by  Liu  et  al.  [74].  Their  controller  combines  the  path 
planning and trajectory following as an integrated and coordinated unit so that it 
executes tasks such as docking and obstacle avoidance on‐line. Pratihar et al. [75] 
have  developed  a  collision‐free  path  for  multiple  robots  using  genetic‐fuzzy 
systems. 
Aguirre et al. [76] have briefly presented  the architecture  that  is focused on the 
design,  coordination and  fusion of  the elementary behaviours. The design was 
based on regulatory control using fuzzy  logic control and  the coordination was 
defined  by  fuzzy  rules.  Tanaka  et  al.  [77]  have  presented  backing  control  of 
computer‐simulated mobile robots with multiple trailers by fuzzy modelling and 
control. They have dealt with two types of robots: one robot having five trailers 
and the other with ten trailers. They have used Takagi‐Sugeno fuzzy model for 
control  of  robots. Demirli  et  al.  [78] have  introduced  a new  fuzzy  logic‐based 
approach for dynamic  localization of mobile robots. They have used sonar data 
collected  from a  ring of  sonar  sensors mounted around  the  robot. The angular 
uncertainty  and  radial  imprecision  of  sonar  data  are modelled  by  possibility 
distributions.  Combining  information  from  adjacent  sensors  reduces  the 
uncertainty  in sonar readings. The reduced models of uncertainties are used  to 
construct  a  local  fuzzy  composite  map  of  the  environment.  The  local  fuzzy 
composite map  is  fitted  to  the given global map of  the environment  to  identify 
robot’s location. Their proposed algorithm is implemented on a mobile robot and 
the results are reported. Mucientes et al. [79] have designed an automated fuzzy 
controller using genetic algorithms for the implementation of the wall‐following 
behaviour  in  a  mobile  robot.  The  algorithm  is  based  on  the  Iterative  Rule 
    
19 
Learning  (IRL)  approach. Their  technique has no  restrictions placed neither  in 
the  number  of  linguistic  labels  nor  in  the  values  that  define  the membership 
functions. Khatib et al. [80] have used a data‐driven fuzzy approach for solving 
the  motion‐planning  problem  of  a  mobile  robot  in  the  presence  of  moving 
obstacles. The approach consists of devising a general method for the derivation 
of input–output data to construct a fuzzy logic controller (FLC) off‐line. The FLC 
is constructed based on the use of previously developed data, which can be used 
on‐line by  the robot to navigate among moving obstacles. They have compared 
their results with those obtained by fuzzy‐genetic and another hybrid and data‐
driven  design.  Abdessemed  et  al.  [81]  have  presented  the  theoretical 
development of a complete navigation problem of an autonomous mobile robot. 
The situation for which the vehicle tries to reach the endpoint is treated using a 
fuzzy logic controller. They have solved the problem of extracting the optimised 
IF–THEN rule by using an evolutionary algorithm. They have developed a new 
approach based on  fuzzy concepts  to avoid any collision with  the surrounding 
environment  when  the  latter  becomes  relatively  complex.  Simulation  results 
show  that  the  designed  fuzzy  controller  achieves  effectively  any  movement 
control  of  the  vehicle  from  its  current  position  to  its  target  and without  any 
collision. Godjevec  [82]  has  outlined  some  linguistic  rules  for  navigation  of  a 
mobile  robot. He  used  fuzzy  logic  technique  to  implement  the  rules. He  has 
shown  numerical  examples  for  the  navigation  of  a  single mobile  robot  in  a 
simple environment condition.  
 
 
 
 
    
20 
2.5 Neural Network Technique 
2.5.1 Introduction 
A neural network  is a parallel‐distributed processor  comprising  several  simple 
computational units known as neurons [84]. 
Figure 2.3  shows  the model of a neuron. A neuron model can be  identified by 
three basic elements. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3. Model of a neuron. 
¾ A set of synapses or connecting links, each of which is characterised by a 
weight  or  strength  of  its  own.  Specifically,  a  signal  xj  at  the  input  of 
synapse ‘j’ connected to neuron ‘k’ is multiplied by synaptic weight wkj. 
¾ An adder for summing the input signals after they have been weighted by 
the respective synapses of the neuron. 
¾ An activation function is used for transforming the result of the adder and 
limiting  the  amplitude  of  the  output  of  a  neuron.  Generally,  the 
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normalized  amplitude  range  of  the  output  of  a  neuron  is  given  as  the 
closed unit interval [0, 1] or alternatively [‐1, 1]. 
In mathematical terms, the following pair of equations can describe the operation 
of a neuron ‘k’: 
p
k kj j
j = 1
u  = w x∑                 (2.1) 
( )k ky  = uϕ                 (2.2) 
Where  1 2 px , x ,........, x   are  the  input  signals,  p  is  the  number  of  input  signals, 
k1 k2 kpw ,  w ,.............., w are the synaptic weights of neuron ‘k’,  ( )ϕ ⋅ is the activation 
function and  ky is the output signal of the neuron. 
The activation function, denoted by ( )ϕ ⋅ , defines the output of a neuron in terms 
of  the activity  level at  its  input. Three  types of activation  functions, which are 
commonly used, are shown in Figure 2.4. 
A neural network resembles the brain in two respects: 
i) Knowledge is acquired by the network through a learning process. 
ii) Inter‐neuron connection strengths known as synaptic weights are used 
to store the knowledge. 
The  procedure  used  to  perform  learning  is  called  a  learning  algorithm,  the 
function of which is to modify the synaptic weights of the network in an orderly 
fashion so as to attain a desired design objective.  
The use of neural networks offers the following useful properties: 
¾ In a neural network, modification of  the  synaptic weights and  therefore 
learning  can  be  carried  out  with  training  examples.  In  most  cases,  a 
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training set is repeatedly presented to the neural network and the synaptic 
weights  of  the  network  are modified  so  as  to minimise  the  difference 
between  the  desired  response  and  the  actual  response  (in  the  case  of 
supervised learning), or until the output of the network has stabilised (in 
the case of unsupervised learning).  
¾ A neural network  trained  to operate  in  a  specific  environment  can deal 
with  minor  changes  in  the  operating  environmental  conditions.  Thus, 
neural networks are said to have the ability to generalise. 
¾ A neural network has  the potential  to be  inherently  fault  tolerant  in  the 
sense  that  its  performance  tends  to  degrade  slowly  under  adverse 
operating conditions [85]. 
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Figure 2.4. Three common activation functions. 
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2.5.2 Neural Network Technique for Mobile Robot Navigation 
Many researchers have used neural networks for the navigation of mobile robots. 
Literatures related to their work are given in this section. 
Tani et al. [86, 87, 88, 89] have discussed a novel scheme for sensory‐based 
navigation of  a mobile  robot using neural network. They have  formulated  the 
problem  of  goal‐directed  navigation  as  an  embedding  problem  of  dynamical 
systems. Millan  [90], Castellano et al.  [91], and Dubrawski et al.  [92] have used 
neural network for navigation of mobile system.    
Gu  et  al.  [93] have presented  a new path‐tracking  scheme  for  a  car‐like 
mobile robot based on neural predictive control. A multi‐layer back‐propagation 
neural  network  is  employed  to model  non‐linear  kinematics  of  the  robot. The 
neural predictive  control  for path  tracking  is  a model‐based predictive  control 
based on neural network modelling, which  can generate  its output  in  terms of 
the  robot  kinematics  and  a  desired  path.  The  multi‐layer  back‐propagation 
neural network is constructed by a wavelet orthogonal decomposition to form a 
wavelet  neural  network  that  can  overcome  the  problem  caused  by  the  local 
minima  when  training  the  neural  network.  They  have  provided  simulation 
results for the modelling and control to justify their proposed scheme. 
Yang  et  al.  [94,  95,  96] have proposed  an  efficient neural network method  for 
real‐time motion planning of a mobile robot and a multi‐joint robot manipulator 
with  safety  consideration  in  a  non‐stationary  environment.  The  optimal  robot 
motion they have planned through the dynamic neural activity landscape of the 
biologically  inspired  neural  network  without  any  prior  knowledge  of  the 
dynamic  environment  and without  any  learning procedures. The  effectiveness 
and the efficiency have been demonstrated through simulation and comparison 
studies.  A  step  towards  a  completely  automated  approach  to  mobile  robot 
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navigation was made by Ster  [97]. He has extended  the approach  to  learning a 
topological description of the environment with recurrent neural networks. In his 
extended approach, both the reactive behaviour and the criterion for the decision 
points are considered. Results of experiments conducted with a simulated mobile 
robot  equipped with  proximity  sensors  and  a  color  video  camera  shows  the 
applicability  of  their proposed  approach. Weber  et  al.  [98] have demonstrated 
that purely neural network based vision and control algorithms can successfully 
be  applied  to  a  real  robotic docking problem. They have presented  a  solution 
based  solely on neural networks: object  recognition  and  localisation  is  trained, 
motivated by  insights  from  the  lower visual  system. After  training  their  robot 
can  approach  the  table  at  the  correct  position  and  in  a  perpendicular  angle. 
Janglova [99] has dealt with a path planning and control of an autonomous robot, 
which move,  safely  in  partially  structured  environment.  They  have  described 
their approach for solving the motion‐planning problem in mobile robot control 
using  neural  network‐based  technique.  Their  method  of  the  constructing  a 
collision‐free  path  for moving  robot  among  obstacles  is  based  on  two  neural 
networks. The  first neural network  is used  to determine  the “free” space using 
ultrasound range finder data. The second neural network “finds” a safe direction 
for the next robot section of the path in the workspace while avoiding the nearest 
obstacles.  He  presented  simulation  examples  of  generated  path  with  his 
proposed  technique. Lebedev  et  al.  [100] have proposed  a new  type  of neural 
network—the Dynamic Wave Expansion Neural Network (DWENN)—, which is 
capable of calculating dynamic distance potentials, useful for route generation in 
time‐varying environments. For the DWENN model, no priori knowledge of the 
environment  is  needed,  as well  as  no  learning  process  is  required  to  perform 
path generation. Since the network  is only  locally connected, the computational 
complexity grows  linearly  in the number of neurons  in the network field. Their 
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model  is parameter‐free, computationally efficient, and  its complexity does not 
explicitly depend on  the dimensionality of  the  configuration  space.  Saga  et  al. 
[101] have proposed a  self‐supervised  learning method. The  simulation  results 
proved  that  their  self‐supervised  learning  and  the  prediction  networks  are 
effective. Gaudiano et al.  [102] have  introduced a neural network mobile  robot 
controller (NETMORC). Their controller is based on previously developed neural 
network models  of  biological  sensory‐motor  control,  autonomously  learns  the 
forward  and  inverse  odometry  of  a  differential  drive  robot  through  an 
unsupervised learning‐by‐doing cycle. The controller is able to adapt in response 
to  long  term changes  in  the robot’s plant, such as a change  in  the radius of  the 
wheels. Fierro et al.  [103] have presented control  structure  that makes possible 
the  integration of a kinematic controller and a neural network (NN) computed‐
torque controller for nonholonomic mobile robots. A combined kinematic/torque 
control  law  is  developed  using  backstepping  and  stability  is  guaranteed  by 
Lyapunov  theory.  This  control  algorithm  is  applied  to  the  three  basic 
nonholonomic  navigation  problems:  tracking  a  reference  trajectory,  path 
following, and stabilization about a desired posture. Gutierrez‐Osuna et al. [104] 
have  presented  a  probabilistic  model  of  ultrasonic  range  sensors  using 
backpropagation  neural  networks  trained  on  experimental  data.  The  sensor 
model  provides  the  probability  of  detecting  mapped  obstacles  in  the 
environment, given their position and orientation relative to the transducer. The 
detection probability  is used  to compute  the  location of an autonomous vehicle 
from  those obstacles  that are more  likely  to be detected. Their neural network 
model  is more  accurate  than  other  existing  approaches,  since  it  captures  the 
typical multilobal detection pattern  of ultrasonic  transducers. Their model  can 
help  a  robot  choose  the most  reliable geometric beacons  for  localization. They 
performed  two  experiments, which proved  the multilobal detection pattern  of 
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the  transducer. By modelling  the different  lobes,  their model  is more  accurate 
than Gaussian distributions. Barshan et al. [105] have investigated the processing 
of  sonar  signals using neural networks  for  robust differentiation of  commonly 
encountered  features  in  indoor  robot  environments.  Their  neural  network 
differentiates  more  targets  with  higher  accuracy,  improving  on  previously 
reported methods. They have used unsupervised  learning  algorithms  to make 
the  classification process more  robust  to  changes  in  environmental  conditions. 
Giaquinto et al.  [106] have presented a cellular neural network  (CNN)  for real‐
time stereo vision, useful as a passive optical range finder for autonomous robots 
and  vehicles.  They  have  reported  experimental  results  with  the  CNN 
demonstrating  the performance on  robot application. Kositsky et al.  [107] have 
used neural tissue to execute predetermined functions and developed a research 
tool,  which  includes  the  brainstem  of  a  lamprey  and  a  two‐wheeled  robot 
interconnected  in a  closed  loop. Quoy  et  al.  [108] have used dynamical neural 
networks based on  the neural  field  formalism  for  the control of a mobile robot. 
With  their  formulation  the robot able  to navigates  in an open environment and 
also plan a path for reaching a particular goal. The neural net based feed forward 
controller has been proposed by Koh  et  al.  [109]  and  applied  to  the  trajectory 
tracking  control  of  a mobile  robot.  Their  neural  network was  a multi‐layered 
structure consisting of four input nodes and two output nodes. They have shown 
their effectiveness of  their proposed control scheme  through simulation. Kar et 
al. [110] have described a simple neuron‐based adaptive controller for trajectory 
tracking  of  nonholonomic mobile  robots without  velocity measurements.  The 
controller  is  based  on  structural  knowledge  dynamics  of  the  robot  and  the 
odometric calculation of robot position only. They have taken the wheel actuator 
dynamics  into  account.  An  approximation  network  approximates  nonlinear 
function  involving  robot  dynamic  parameters  so  that  no  knowledge  of  those 
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parameters is required. The real‐time control of mobile robot is achieved through 
the on‐line learning of the approximation network. They have described both the 
simulation  and  experimental  results  in  detail.  Pal  et  al.  [111]  have  used  feed 
forward  neural  net  to  navigate  a  mobile  robot.  They  have  validated  their 
technique  in  simulation  as well  as  in  experimental mode. A motion  controller 
based  on  an  inverse  neural  network  controller  and  tracking  controller  using 
backstepping  technique was proposed by Zhang et al.  [112]. They have  shown 
experimental  results  on  a  low‐quality  mobile  robot  to  validate  the  neural 
network technique.  
2.5.3 Neuro-Fuzzy Technique for Mobile Robot Navigation 
Fuzzy  logic  system promises an efficient way  for obstacle avoidance. They are 
able to treat uncertain and imprecise information; they make use of knowledge in 
the form of linguistic rules. Their drawbacks are caused mainly by the difficulty 
of defining accurate membership  functions and  lack of a  systematic procedure 
for  the  transformation  of  expert  knowledge  into  the  rule  base. However,  it  is 
difficult  to maintain  the  correctness,  consistency,  and  completeness  of  a  fuzzy 
rule  base  being  constructed  and  tuned  by  a  human  expert.  Reinforcement 
learning method is capable of learning the fuzzy rules automatically. However, it 
incurs heavy learning phase and may result in an insufficiently learned rule base 
due  to  the  curse  of dimensionality. Neural networks have  the  ability  to  learn. 
Therefore  supervised  learning method  is  used  to  determine  the membership 
functions for the input and output variables simultaneously. 
Marichal  et  al.  [113]  and Acosta  et  al.  [114]  have  proposed  a  neuro‐fuzzy 
strategy  to  drive  a  mobile  robot.  Their  approach  is  capable  of  extracting 
automatically the fuzzy rules and the membership functions in order to guide a 
mobile robot. The necessary information to obtain the fuzzy rules is provided by 
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a set of trajectories. These trajectories are obtained from a human guidance, such 
that the mobile robot avoids the different obstacles. Their proposed neuro‐fuzzy 
strategy  consists  of  a  three  layer  neural  network  along  with  a  competitive 
learning  algorithm. They have  implemented  their  technique  in  simulation  and 
obtained satisfactory results. Ma et al. [115] have presented a new fuzzy neural 
network  (FNN)  according  to  the  characteristic  of  the  self‐reaction  of  a mobile 
robot  in  an  unknown  environment.  Their  technique  can  be used  efficiently  to 
control a mobile robot based on different sensing information. Simulation results 
on the three DOF mobile robots demonstrated the advantages and the validity of 
their  proposed  method.  Lee  [116]  has  used  a  neural  network  for  behaviour 
decision controller. The  input of the neural network  is decided by the existence 
of other  robots and  the distance  from other  robots. The output determines  the 
directions in which the robot moves. The connection weight values of this neural 
network are encoded as genes, and the fitness individuals are determined using 
a  genetic  algorithm. The  fitness  values  imply how much  group  behaviours  fit 
adequately  to  the goal and can express group behaviours. They have validated 
the system through simulation.  
Er et al.  [117,118] have used Generalized Dynamic Fuzzy Neural Networks 
(GDFNN) based  controller  successfully  implemented on  the Khepera  II mobile 
robot. By virtue of  the GDFNN  learning algorithm, not only  the parameters of 
the controller can be adjusted, but also the structure of the controller can be self‐
adaptive.  The  experiment  shows  that  the  developed  controller  has  a 
parsimonious  structure  and  the  performance  of  the  system  is  superior  to  the 
conventional  fuzzy  logic  approach. Hui  et  al.  [119]  have  developed  a Neuro‐
fuzzy  technique  to  determine  time‐optimal,  collision‐free  path  of  a  car  like 
mobile  robot  navigating  in  a  dynamic  environment.  A  fuzzy  logic  controller 
(FLC) is used to control the robot and the performance of the FLC is improved by 
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using  three different Neuro‐Fuzzy  (NN‐FLC) approaches. The performances of 
these Neuro‐Fuzzy approaches are compared among themselves and with those 
of three other approaches, such as default behaviour, manually‐ constructed FLC 
and potential field method, through computer simulations.  Watanabe et al. [120, 
121]  have  described  a  fuzzy‐Gaussian  neural  network  (FGNN)  controller  by 
applying a Gaussian  function as an activation  function. They use a  specialized 
learning architecture  so  that membership  function  can be  tuned without using 
expert’s  manipulated  data.  The  effectiveness  of  their  proposed  method  is 
illustrated  by  performing  the  simulation  of  a  circular  or  square  trajectory 
tracking control.  
Ng  et  al.  [122]  have  applied  neural  integrated  fuzzy  controller  (NiF‐T)  to 
control the robot motion, steering angle, heading direction, and speed. They have 
used five rules to train the wall following NiF‐T, while nine rules are used for the 
hall centering. They have used  their architecture  to control a difficult nonlinear 
dynamic  problem.  Araujo  et  al.  [123]  have  applied  the  parti‐game  learning 
approach to navigate a mobile robot in unknown environments. Their approach 
based on  the application of  the  fuzzy ART neural architecture  for sensor‐based 
on‐line  map  building.  They  have  shown  their  results  of  experiments 
demonstrated  the application of  the described methods  to  a  real mobile  robot. 
Moon  et  al.  [124] have presented  a novel block‐based neural network  (BBNN) 
model  and  its  application  to  pattern  classification  and  mobile  robot  control 
problems.  A  genetic  algorithm  simultaneously  optimises  the  structure  and 
weights of BBNN. Their optimised BBNN  is able  to solve practical problems as 
pattern classification and mobile  robot control. Ye et al.  [125] have presented a 
neural  fuzzy system with mixed  learning algorithm where supervised  learning 
method  is  used  to  determine  the  input  and  output  membership  functions 
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simultaneously and  reinforcement  learning algorithm  is  employed  to  fine  tune 
the output membership functions, therefore, a sufficient and efficient learning is 
achieved. From their performance algorithm, the following points are depicted: i) 
it is able to achieve a path reasonably close to the shortest path, ii) it has smooth 
motion,  and  iii)  it  is  very  robust  to  sensor  noise.  Pulasinghe  et  al.  [126]  have 
proposed a  fuzzy‐neural network methodology  for  controlling machines using 
spoken  language  commands  with  the  intention  of  i)  interpreting  natural 
language  words  with  fuzzy  implications  and  ii)  screening  out‐of‐vocabulary 
words, which gives the ability to converse freely without restrictions. Cavalcanti 
et al.  [127] have applied genetic algorithms, neural networks, and nanorobotics 
concepts to the problem of control design for nanoassembly automation and  its 
application  in  medicine.  They  have  elaborated  and  simulated  a  virtual 
environment focused on control automation for nanorobotics teams that perform 
a large range of tasks and positional assembly manipulation in a complex three‐
dimensional workspace.  Ro  et  al.  [128]  have  proposed  a  neural‐fuzzy  hybrid 
control  approach  for  controlling  a mobile  robot  that  can  avoid  an unexpected 
obstacle  in  a  navigational  space.  They  have  used  neural  controller  for  global 
moving  information  in  the heuristically determined navigational  space. On  the 
other hand,  fuzzy controller  is used by  them  to adjust  the moving  information 
given  from  the  neural  controller.  Daxwanger  et  al.  [129]  have  presented  an 
approach  for  acquisition  and  transfer  of  an  experienced  driverʹs  skills  to  an 
automatic  parking  controller.  Their  controller  processes  the  visual  input 
information  from  a  video  sensor  and  generates  the  corresponding  steering 
commands.  They  have  used  fuzzy  hybrid  control  architecture  in  which  the 
controller  is  configured as a  combination of  an  artificial neural network  and a 
fuzzy  network. They  have  experimentally  validated  their  control  architectures 
with a mobile robot. Dubrawski et al. [130] have used Fuzzy‐ART self‐organizing 
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neural  classifier  to adaptive  categorization of  the perceptual  space of  a mobile 
robot. They have developed a learning system for reactive locomotion control in 
an  unknown,  cluttered  environment.  Experimental  results  show  that  their 
technique is efficient.  
Li  et  al.  [131]  has  presented  neuro‐fuzzy  systems  for  intelligent  robot 
navigation  and  control  under  uncertainty.  He  has  used  neural  network  to 
process  range  information  for  understanding  distribution  of  obstacles  in  local 
regions;  while  fuzzy  sets  and  fuzzy  rules  are  used  to  formulate  reactive 
behaviours  quantitatively  and  to  coordinate  conflicts  and  competitions  among 
multiple  behaviours  efficiently.  The  simulation  results  show  that,  using  his 
system, navigation performance in complex and unknown environments can be 
improved. Godjevac et al. [132] have discussed an adaptive fuzzy system which 
has been used successfully in a control system for robot obstacle avoidance and 
wall following. Then they have considered a radial basis function neural network 
and  shown  that  a modified  form  of  this  network  is  identical with  the  fuzzy 
controller.  This  is  similar  to  a  neuro‐fuzzy  controller.  They  have  presented 
numerical examples to demonstrate the validity of their approach to control of a 
mobile robot. Tunstel et al.  [133] have used  three hybrid  fuzzy control schemes 
for robotics applications. The first scheme concentrates on a control architecture, 
which  incorporates  fuzzy  logic  theory  into  the  framework of behaviour control 
for mobile robot navigation. The second scheme incorporates Genetic Algorithms 
in  a  learning  scheme  to  adapt  to  various  environmental  conditions.  The  third 
scheme  concentrates  on  a methodology  that  uses  a Neural Network  (NN)  to 
adapt  a  fuzzy  logic  controller  (FLC)  in manipulator  trajectory  following  tasks. 
Their proposed hybrid scheme has a learning mechanism by which it can adapt 
to changing operating conditions. Bourdon et al. [134] have presented solutions 
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by  using  Artificial  Intelligent  Techniques  (Fuzzy  Logic, Neural Networks)  to 
solve complex mobile robotics problems. They have validated  their approaches 
on real robots. Rusu et al. [135] have used a neuro‐fuzzy controller for controlling 
a  robot.  They  have  demonstrated  an  experimental  neuro‐fuzzy  controller  for 
sensor‐based mobile robot navigation in indoor environments. The autonomous 
mobile robot uses infrared and contact sensors for detecting targets and avoiding 
collisions.   Mbede et al.  [136] have used  intelligent motion control strategy  that 
makes possible  the  integration  of  fuzzy  obstacle  avoidance, multisensor‐based 
motions,  and  robust  recurrent  neural  network  control.  The  simulation  results, 
validate under real conditions, clearly demonstrate  that  their proposed strategy 
was  an  effective  approach.  Pratihar  et  al.  [137]  have  demonstrated  a  genetic‐
fuzzy  approach  for  solving  the motion‐planning problem of  a mobile  robot  in 
presence of moving obstacles. In the genetic‐fuzzy approach, obstacle free paths 
are found locally by using the fuzzy logic technique, where optimal scaling factor 
for condition and action variables are found using genetic algorithms. Hegazy et 
al.  [138]  have  presented  a  new  neuro‐fuzzy  controller  which  controls  the 
navigation system of a mobile robot to move safely in an unknown environment 
in presence of obstacles. Nefti  et  al.  [139] have dealt with  the  application of  a 
neuro‐fuzzy  inference  system  to  navigate  mobile  robot  in  an  unknown  or 
partially  known  environment.  They  have  considered  three  elementary  robot 
tasks: following a wall, avoiding an obstacle and running towards the goal. Each 
module  acts  as  a  Sugeno–Takagi  fuzzy  controller  where  the  inputs  are  the 
different sensor information and the output corresponds to the orientation of the 
robot. They have shown their results in experimental mode to navigate a mobile 
robot  in  unknown  or  partially  unknown  environment.   Tsoukalas  et  al.  [140] 
have  presented  a  neuro‐fuzzy  methodology  for  motion  planning  of  semi‐
autonomous mobile robots. Fuzzy descriptions are used for the robot to acquire a 
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repertoire  of  behaviours  from  an  instructor, which  it may  subsequently  refine 
and  recall  using  neural  adaptive  techniques.  Their  methodology  has  been 
successfully  tested with  a  simulated  robot  performing  a  variety  of  navigation 
tasks  travel  from  some  start  to  target  point without  colliding with  obstacles 
present  in  its  path. Althoefer  et  al.  [141]  have  reported  navigation  system  for 
robotic manipulators. Their control system combines a repelling influence related 
to  the  distance  between manipulator  and  nearby  obstacles with  the  attracting 
influence  produced  by  the  angular  difference  between  actual  and  final 
manipulator  configuration  to  generate  actuating motor  commands.  They  have 
used  fuzzy  logic  for  the  implementation  of  these  behaviours which  leads  to  a 
transparent  system  that  can be  tuned by hand or by a  learning algorithm. The 
proposed  learning  algorithm,  based  on  reinforcement  learning  neural network 
techniques,  can  adapt  the  navigator  to  the  idiosyncratic  requirements  of 
particular manipulators,  as well  as  the  environments  they  operated  in.  Their 
method is suitable for navigation of a single mobile robot. 
2.6 Rule Based Technique 
2.6.1 Introduction  
If‐then  rules  are  one  of  the most  common  forms  of  knowledge  representation 
used  in  expert  systems.  Systems  employing  such  rules  as  the  major 
representation paradigm are called rule‐based systems. One of the first popular 
computational uses of rule‐based systems was the work by Newell et al. [142]. In 
their work  the  rules were  used  to model  human  problem  solving  behaviour.  
However  the mathematical model  of  production  systems was  used  earlier  by 
Post [143] in the domain of symbolic logic. Work on rule‐based systems has been 
motivated by  two different objectives. One of  these  is psychological modelling. 
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The aim of this modelling is to create programs that embody a theory of human 
performance of simple tasks and reproduce human behaviour. There are number 
of  theories, which use rules as  their basis and  try  to explain human behaviour. 
The most common are SOAR Rosenbloom  [144] and ACT Anderson  [145]. The 
other objective aims at creating expert systems, which exhibit competent problem 
solving  behaviour  in  some domain. Therefore  the navigation  of mobile  robots 
can  be  solved  by  rule‐based  technology. Researchers use  rule  base  because  of 
their i) homogeneity ii) simplicity iii) independence and iv) modularity. 
In a non‐deterministic environment, autonomous control of mobile robot 
is  a  complex  problem  involving  planning,  perception,  navigation  and motion 
control. An adequate  theory of optimal analytical control of such systems does 
not  exist  presently.  Efforts  have  been made  by  the  researchers  by  using  rule‐
based  controller  to  solve  the  mobile  robot  motion  control  problems.  In  this 
control  scheme,  the  relationships between  the  states of  the  robot,  environment 
and  control  actions  are  transformed  into  the  form  of  rules  of  control,  that 
prescribe  the  action  required  to  change  the world  description  from  a  present 
state to a desired state.  
2.6.2 Rule based Technique for Mobile Robot Navigation 
Many  researchers  have  used  rule‐based  technique  for  different  problems. 
Literatures related to their work are discussed in this section. 
Takagi et al. [146] have proposed rule base method to make a mobile robot 
to do a meaningful  job  i.e., pushing a box  from one place  to another place. By 
observation they have introduced a hierarchical structure in rules. The rules they 
have introduced are to maintain the angle between the robot and the box. Other 
rules are considered only when the angle is sufficiently small. The total number 
of  rules  they  have  used  in  their  experiment  is  120.  They  have  constructed  an 
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experimental  robot  to use  their  rule  base  technique  for doing meaningful  job. 
Gaeta et al. [147] have used rule‐based method for determining age groups. It has 
been  suggested by  them  that,  there  is  an  age‐related decline  in  the  efficacy  of 
integrating multiple sources into a single auditory stream.  
Tunstel  et  al.  [148]  have  discussed  operational  safety  and  health 
monitoring of critical matters of autonomous field mobile robots (e.g. planetary 
rovers operating on challenging  terrain). de Souza et al.  [149] have proposed a 
reusable architecture  for rule‐based systems described  through design patterns. 
The aim of  these patterns  is  to  constitute a design  catalog  that  can be used by 
designers  to  understand  and  create  new  rule‐based  systems,  thus  promoting 
reuse in these systems. Dietrich et al. [150] have discussed a general architecture 
for rule‐based agents and described the method to realise the navigation control 
with the help of semantic web languages. McIntosh et al. [151] have described a 
simple ‘proof of concept’ rule‐based system. They have developed a technique to 
contribute methodologically  the management‐oriented modelling  of  vegetated 
landscapes. They have not specifically used rule‐based technique for navigation 
of mobile robot. 
Altaira is a rule‐based visual language used by Pfeiffer et al. [152, 153, 154] 
is  intended  for  the  control  of  small mobile  (e.g.  LEGO)  robots. A method  of 
adapting an environmental conditions using rule base is introduced by Fei et al. 
[155].  Their  method,  based  on  curve  fitting,  has  been  explained  using  the 
example of a rule‐based mobile robot control. Gilmore et al. [156] have presented 
a rule‐based algorithm to automatically predict the dynamic behaviour of feeders 
and manipulator pushing operations. Bonner  et al.  [157, 158, 159] have used a 
hierarchy of rules, based on the concept of a free space cell, to find heuristically 
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satisfying collision‐free paths in a structured environment for a robot. They have 
shown their results for single robot. 
2.7 Potential Field Navigation Technique 
2.7.1 Introduction 
The potential  field  technique  is widely used  for autonomous mobile robot path 
planning due to its elegant mathematical analysis and simplicity. Potential Field 
Method  (PFM)  is  rapidly  gaining  popularity  in  navigation  and  obstacle 
avoidance applications for mobile robots because of its elegance. A robot moving 
in accordance with Newton’s laws in a potential field will never hit the obstacle. 
The potential field approach uses a scalar function called the potential function. 
It has a minimum value, when  the robot  is at  the goal configuration and has a 
high value on obstacles. Anywhere else,  the  function slopes down  towards  the 
goal  configuration,  so  that  the  robot  can  reach  the  target  by  following  the 
negative  gradient  of  the  potential  field.  The  high  value  of  the  potential  field 
prevents the robot going near the obstacles.  
2.7.2 Potential Field Technique for Mobile Robot Navigation 
Potential  field methods,  introduced by Khatib  [162], are widely used  for 
real  time  collision  free path planning.  In  this  technique  the  robot gets  stuck at 
local minima before attaining the goal configuration.  Borenstein et al. [163] and 
Koren  et  al.  [164] have developed  a  real‐time obstacle  avoidance  approach  for 
mobile  robots.  The  navigation  algorithm  takes  into  account  of  dynamic 
behaviour of  a mobile  robot  and  solves  the  local minimum  trap problem. The 
repulsive force is much larger than the attractive force being considered by them. 
In other words, the target position is not a global minimum of the total potential 
field.  Therefore  the  robot  cannot  reach  its  goal  due  to  the  obstacle  nearby. 
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Garibotto  et  al.  [165]  have  proposed  a  potential  field  approach  for  local  path 
planning  of  a mobile  robot  in  telerobotics  context,  i.e. with  the  presence  of  a 
human operator in the control loop at a supervisory level.  
Kim et al. [166] have developed a new function in artificial potential field 
by using harmonic functions that eliminate local minima for obstacle avoidance 
problem  of  a mobile  robot  in  a  known  environment.  Rimon  et  al.  [167]  and 
Koditschek  [168]  have  presented  a  new methodology  for  exact  robot motion 
planning and control unifying kinematic path planning problem and  the  lower 
level feedback controller design. They validate their results in simulation mode. 
Guldner  et  al.  [169,170]  have  discussed  a  suitable  control  for  tracking  the 
gradient  of  an  artificial  potential  field.  However  such  functions  are  usually 
plagued by local minima. Al‐Sultan et al. [171] have introduced a new potential 
function for path planning that has the remarkable feature of no local minima.  
Yun et al. [172] have analysed a wall following action using potential field 
based  on  motion  planning  method.  The  new  algorithm  switches  to  a  wall 
following  control  mode  when  the  robot  falls  into  local  minima.  They 
implemented  the  new  algorithm  on  a  Nomad  200  mobile  robot.  They  have 
demonstrated simulation and experimental results  to validate  the usefulness of 
their method. Chuang  et  al.  [173] have presented  analytical  tractable potential 
field model  of  free  space.  They  have  used  Newtonian  potential  function  for 
collision avoidance between object and obstacle. Sekhawat et al. [174] and Canny 
et al. [175] have developed a technique based on holonomic potential field taking 
into  account  the nonholonomic  constraints of  the  system. Liu  et  al.  [176] have 
presented a navigation algorithm, which integrates virtual obstacle concept with 
a  potential‐field‐based  method  to  maneuver  cylindrical  mobile  robots  in 
unknown  environments.  Their  study  focuses  on  the  real‐time  feature  of  the 
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navigation  algorithm  for  fast moving mobile  robots. They mainly  consider  the 
potential‐field method in conjunction with virtual obstacle concept as the basis of 
their navigation algorithm. They have presented  their results  in simulation and 
experiment modes. 
Wang et al. [177] have presented a new artificial potential field method for 
path planning of non‐spherical single‐body robot. The optimal path problem  is 
calculated as per the heat flow with minimal thermal resistance. Ren et al. [178] 
have  investigated  the  inherent  oscillation  problem  of  potential  field methods 
(PFMs) in the presence of obstacles and in narrow passages. These situations can 
cause  slow  progress  and  system  instability  in  implementation.  To  overcome 
these  two  problems,  they  have  proposed  a modification  of Newton’s method. 
The use of the modified Newton’s method greatly improves system performance 
when compared to the standard gradient descent approach. They have validated 
their technique by comparing the performance with the gradient descent method 
in  obstacle‐avoidance  tasks.  Xi‐yong  et  al.  [179]  have  presented  a  robot 
navigation  algorithm  with  global  path  generation  capability.  Their  algorithm 
prevents the robot from running into local minima. Simulation results show that 
the  algorithm  proposed  by  the  author  is  very  effective  in  complex  obstacle 
environments.  Chengqing  et  al.  [180]  have  presented  a  navigation  algorithm, 
which integrates virtual obstacle concept with a potential‐field‐based method to 
maneuver cylindrical mobile robots  in unknown or unstructured environments. 
Simulation  and  experiments  of  their  algorithm  shows  good  performance  and 
ability  to overcome  the  local minimum problem associated with potential  field 
methods. Reid  [181] has described an algorithm  for  the optical  computation of 
potential field maps suitable for mobile robot navigation. 
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Im et al. [184] have proposed a local navigation algorithm for mobile robots 
that  combines  rule‐based  and  neural  network  approaches.  First,  the  Extended 
Virtual Force Field (EVFF), an extension of the conventional Virtual Force Field 
(VFF),  implements  a  rule  base  under  the  potential  field  concept.  Second,  the 
neural network performs  fusion of  the  three primitive behaviours generated by 
EVFF. Finally, evolutionary programming is used to optimise the weights of the 
neural  network  with  an  arbitrary  form  of  objective  function.  Furthermore,  a 
multi network version of the fusion neural network has been proposed that lends 
itself  to  not  only  an  efficient  architecture  but  also  a  greatly  enhanced 
generalization capability. The global path environment has been classified into a 
number  of  basic  local  path  environments  to  which  each  module  has  been 
optimised with  higher  resolution  and  better  generalization.  These  techniques 
have been verified  through computer simulation under a collection of complex 
and varying environments. Tsourveloudis et al.  [185] have used an electrostatic 
potential  field  (EPF)  path  planner, which  combined with  a  two‐layered  fuzzy 
logic inference engine and implemented for real‐time mobile robot navigation in 
a 2‐D dynamic environment. The first layer of their fuzzy logic inference engine 
performs  sensor  fusion  from  sensor  readings  into  a  fuzzy  variable,  collision, 
providing  information  about  possible  collisions  in  four  directions,  front,  back, 
left,  and  right. The  second  layer  guarantees  collision  avoidance with dynamic 
obstacles while  following  the  trajectory generated by  the  electrostatic potential 
field.  They  have  tested  their  proposed  approach  experimentally  using  the 
Nomad 200 mobile robot. The potential fields approach have been used by Cosio 
et  al.  [186]  which  allow  for  avoidance  of  large  or  closely  spaced  obstacles, 
through the use of auxiliary attraction points with adjustable force strength and 
distance  to  the goal. A genetic algorithm has been used  for optimisation of  the 
force  intensity  parameters  of  the  repulsion  and  attraction  cells,  as well  as  the 
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position  parameter  of  the  auxiliary  attraction  points.  Their  scheme  reported 
constitutes an effective strategy for autonomous robot navigation. McFetridge et 
al.  [187]  have  presented  a  methodology  for  robot  navigation  and  obstacle 
avoidance. Their approach is based on the artificial potential field (APF) method, 
which  is  used  for  obstacle  avoidance with  fuzzy  logic  technique.  They  have 
presented  simulation  results  demonstrating  the  ability  of  their  developed 
algorithm to perform successfully in simple environments.  
Vadakkepat  et  al.  [188]  have  proposed  Evolutionary  Artificial  Potential 
Field  (EAPF)  for  real‐time  robot  path  planning.  The  artificial  potential  field 
method  is  combined with genetic  algorithms,  to derive  optimal potential  field 
functions.  Their  proposed  Evolutionary  Artificial  Potential  Field  approach  is 
capable of navigating robot situated among moving obstacles. Fitness  functions 
like,  goal‐factor,  obstacle‐factor,  smoothness‐factor  and minimum‐path  length‐
factor  are  developed  for  the Multi‐Objective  Evolutionary Algorithm  (MOEA) 
selection criteria. Simulation results showed that their proposed methodology is 
efficient  and  robust  for  robot  path  planning  with  non‐stationary  goals  and 
obstacles. Ratering  et al.  [189] have proposed hybrid potential  field method  to 
navigate  a  robot  in which  the  environment  is  known.  They  have  tested  their 
techniques  in real as well as simulated mode. Zhuang et al.  [190] have applied 
temporal difference (TD) learning with fuzzy state in robot navigation in multi‐
obstacle environment. The APF obtained is globally optimal and avoids the local 
minimum areas, which always appear in traditional APF methods. Fuzzy state is 
introduced to improve the learning efficiency. They have shown the effectiveness 
of their method by computer simulation. 
    
42 
2.8 Simulated Annealing Technique 
2.8.1 Introduction 
Simulated annealing technique has attracted significant researchers as this 
is  suitable  for  optimisation  problems  of  large  scale,  especially  ones  where  a 
desired global minimum  is hidden  among many  local minima. This  annealing 
process  is  a  random‐search  technique, which  exploits  an  analogy  between  the 
way  in  which  a  metal  cools  and  freezes  into  a  minimum  energy  crystalline 
structure. Simulated annealing  forms  the basis of an optimisation  technique  for 
combinatorial  and  other  problems.  It  has  been  proved  that  by  carefully 
controlling  the rate of cooling of  the  temperature, simulated annealing can  find 
the global optimum.  
2.8.2 Simulated Annealing Technique 
The  avoidance  of  local minimum  has  been  an  active  research  topic  in 
potential field path planning. One of the powerful techniques for escaping local 
minima  is  simulated  annealing.  Kirkpatrick  et  al.  [191]  first  proposed  the 
optimisation  by  simulated  annealing  for  sub  atomic  behaviours  in  statistical 
mechanics.  Carriker  et  al.  [192]  have  used  simulated  annealing  to  solve  the 
mobile manipulator path‐planning problem. They have  compared  their  results 
with  the  results  obtained  by  conventional  nonlinear  programming  technique. 
Janabi‐Sharifi et al.  [193, 194] have  first used  simulated annealing  technique  to 
escape from local minimum of a potential field function. Park et al. [195, 196, 197] 
have  presented  the mobile  robot  path  planning  technique  that  integrates  the 
artificial potential  field approach with simulated annealing. Lee et al.  [198, 199] 
have  presented  potential‐field  based  path  planning  for  point  or  higher 
dimensional objects, which avoids effectively any  local extreme problems. They 
used a fast‐simulated annealing approach for local minima problems, which arise 
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from the potential field. Betke et al. [200] have used fast simulated annealing for 
automatic  object  recognition.  Their  algorithm  is  applied  to  the  problem  of 
navigation  of  robot  and  works  well  in  noisy  images  with  high  information 
content. Hong et al.  [201] have proposed a simulated‐annealing method  for  the 
generation  of  robotic  assembly. They have presented  the  effectiveness  of  their 
proposed method on electric relay case study. 
Martinez‐Alfaro  et  al.  [202]  have  described  the  development  and 
implementation of an automatic controller  for path planning and navigation of 
an  autonomous mobile  robot  using  simulated  annealing  and  fuzzy  logic.  The 
simulated annealing algorithm used by them is to obtain a collision‐free optimal 
trajectory among fixed polygonal obstacles. The trajectory tracking is performed 
with a  fuzzy  logic algorithm. They have  shown  their  results  in  simulation and 
experimental modes on a Nomadic 200 mobile robot. Lucidarme et al. [203] have 
presented a method based on simulated annealing to  learn reactive behaviours. 
Their work was related to multi‐agent systems. They have shown their technique 
for  completing  complex  cooperative  tasks with  simple  reactive mobile  robots. 
Barral et al. [204] have presented an evolutionary simulated annealing algorithm 
for  optimising mechanical  assembly,  electronic  component  insertion,  and  spot 
welding.  Kwok  et  al.  [205]  have  describes  the  use  of Genetic Algorithm  and 
Simulated Annealing for optimising the parameters of PID controllers for 6‐DOF 
robot arm. They have carried out simulation on a PUMA 560.  
2.9 Sensors for Mobile Robots 
Different types of sensors have been used for mobile robot navigation. They can 
be classified into three categories: (i) Ultrasonic Sensors, (ii) Infrared Sensors, and 
(iii) Other types of Sensors. 
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2.9.1 Ultrasonic Sensors for Robot Navigation 
Ultrasonic  sensors’  signals  can  be  induced  through  the  piezoelectric  effect  or 
through electro static forces. Most sensors used in robotics are electrostatic since 
this mechanism is more efficient for coupling into air. Polaroid manufactures the 
most common  type of robotic ultrasonic  transducers. It can be used  to measure 
distances from about 0.25 m to 10 m through direct time‐of‐flight measurement. 
A  firing pulse  triggers an ultrasonic burst  from  the sensor and starts a counter. 
The counter is stopped when the sensor, now acting as a receiver, detects a signal 
above a pre‐set threshold. The counter reading thus gives the time of flight.  
The  research  of  Skewis  et  al.  [206,  207,  208]  have  involved  ultrasonic 
sensor‐based motion  planning  for  a  single  robot.  They  have  used  information 
from assumed sensor media as input to the motion‐planning algorithm.  
A method for estimating the position and heading angle of a mobile robot 
moving  on  a  flat  surface  has  been  proposed  by  Boem  et  al.  [209].  Their 
localisation method utilises two passive beacons and a single rotating ultrasonic 
sensor. The passive beacons consist of two cylinders with different diameters and 
reflect the ultrasonic pulses from the sonar sensor mounted on the mobile robot. 
Their  algorithm  is  suitable  for  processing  sonar  scan  data  obtained  by  an 
ultrasonic  sensor  with  a  wide  beam  spread.  The  proposed  system  has  been 
implemented  for  a  single  robot  in  a  very  simple  environment. Kleeman  et  al. 
[210] have established that two transmitters and two receivers are necessary and 
sufficient  for a mobile  robot  to distinguish between planes,  corners and edges. 
They have used a  sonar  sensor array with a minimum number of  transmitters 
and  receivers  for  their mobile  robot. With  their method,  it  is  very  difficult  to 
navigate a single mobile robot in an unknown environment.  
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Ko et al. [211] have described a method to extract acoustic landmarks for 
the  indoor  navigation  of  a  single  mobile  robot  using  an  array  of  ultrasonic 
sensors. They have modelled the environment with specular vertical walls. Due 
to the constancy of the relative positions between the ultrasonic sensors, the echo 
pulses  from  a  reflection  point  (RP)  determine  the  position  of  the  RP.  The 
direction  to  a RP  is  estimated  from  the  orientation  of  the ultrasonic  sensor  at 
which the maximum echo level has been obtained. The mean time‐of‐flight of the 
echo pulses provides the distance to the RP.  
Mallita  et  al.  [212]  have  discussed  an  ultrasonic  imaging  system  for  a 
mobile  robot. Their  transmitters  cover  a wide  area  and  from  the  time‐of‐flight 
and  the  angle  of  incidence  of  echo  pulses,  their  algorithm  is  able  to  detect 
obstacles ahead of  the mobile  robot. They have not  implemented  their method 
for multiple mobile robots. Hong et al. [213] have discussed the sensing of room 
boundaries  for  a  mobile  robot  using  an  ultrasonic  sensor  array.  They  have 
implemented  their  algorithm  with  an  extended  Kalman  Filter.  Again,  their 
technique  was  meant  for  a  single  mobile  robot  in  a  simple  environment. 
Budenske et al.  [214] have discussed  the navigation of a robot with  the help of 
sensory data. They have  shown  that  their  approach  can be  applied  to guide  a 
robot to and through an unknown and narrow doorway. Sonic range data is used 
to find the doorways, walls, and obstacles. They have implemented their method 
for a single mobile robot for obstacle avoidance only. Takamura et al. [215, 216, 
217]  have  proposed  a method  to  acquire  a  statistical map  representation  for 
direct use in a navigation task. Their robot is equipped with a ring of ultrasonic 
sensors,  whose  data  are  employed  to  give  a  graphical  representation  of  the 
environment.  They  have  demonstrated  their method  by  computer  simulation. 
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Their method  is  not meant  for multiple mobile  robots  or  for  achieving  a  goal 
seeking behaviour.  
2.9.2 Infrared Sensors for Robot Navigation  
Ultrasonic sensors are safe, easily available and have low cost, but sometimes the 
data are difficult  to  interpret.  Infrared  sensors are also  safe and  inexpensive  in 
addition  to  being  easier  to  use. They  are  suitable  for moderate  ranges, where 
transmitters of up  to  tens of mill watts  can be  employed.  Infrared  sensors  are 
appropriate for applications not demanding high measurement accuracies.  
Everett  and  Flynn  [218]  have  described  a  programmable  near‐infra‐red 
amplitude detection sensor for navigation  in an unstructured environment. The 
sensor consists of four light emitting diodes (LEDs). Between one and four light 
emitting  diodes  could  be  fired,  depending  on  the  range  expected,  and  the 
number of diodes fired before a signal is detected gives a very crude estimate of 
range which has proved inadequate for robot navigation.  
Yu et al.  [219] have discussed  the navigation of a mobile  robot using an 
infrared  sensor  to  avoid  collision with  obstacles. They have  shown  simulation 
results for a single mobile robot avoiding simple obstacles. Their method  is not 
efficient enough to be applied to a multiple robot scenario. Kube et al. [220] have 
also  used  infrared  sensors  for  obstacle  avoidance.  During  navigation,  their 
robotʹs  infrared sensors can detect obstacles within a range of 1.5 m. They have 
done all their analysis taking single mobile robots into consideration.  
Lumelsky et al.  [221, 222] have presented an approach  for decentralised 
motion  planning  for  a  mobile  robot  operating  with  unknown  stationary 
obstacles. Their robot has no knowledge about the environment or the paths and 
objectives  of  other  robots.  The  robot  plans  its  path  towards  its  target 
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dynamically,  based  on  the  current  position  and  sensory  feedback,  which  is 
provided by an  infrared sensor. They have not  reported on  the scenario where 
several mobile  robots  are navigating  in  an  environment. Vandorpe  et  al.  [223, 
224]  have designed  an  autonomous mobile  robot using  an  infrared  sensor  for 
avoiding  obstacles. Their  infrared  imaging  sensor  gives  a  complete panoramic 
image of the environment but has not been applied to the navigation of multiple 
mobile robots.  
2.9.3 Other Sensors Used in Navigation  
Borenstein  et  al.  [225] have discussed  the navigation  of  a  single mobile  robot 
with various sensory techniques. They have shown that the magnetic compass is 
a very good sensor for determining the location and heading angle (x, y, and θ) 
for  a mobile  robot.  They  have  outlined  different magnetic  sensors,  including       
i) Mechanical Magnetic Compass, ii) Fluxgate Compass, iii) Hall‐Effect Compass. 
iv) Magneto‐Resistive Compass, and v) Magneto‐Elastic Compass. According to 
them,  the  Fluxgate  Compass  is  the  best  for  use  in  mobile  robot  navigation. 
However, the sensor is not appropriate for obstacle distance measurement. Yagi 
et al. [226, 227, 228] have designed an omni‐directional image sensor COPIS for a 
mobile  robot. Their  robot  is  able  to navigate by detecting  the  azimuth of  each 
object  in  the  omni‐directional  image.  By  matching  the  azimuth  with  the 
environmental  map,  the  robot  can  estimate  its  own  location  and  motion. 
However, it would be difficult to handle multiple mobile robots in an unknown 
environment as well as measuring obstacle distances with this method. Gonzalez 
et al. [229] have presented an algorithm for efficiently estimating the position of a 
mobile  robot  based  on  a  radially‐scanning  laser  range  finder.  The  algorithm 
employs a connected set of short line segments to approximate the shape of any 
environment, which  can be  easily  constructed by  the  range  finder  itself. Their 
    
48 
method  is  suitable  for  a  single  mobile  robot  navigating  in  an  unknown 
environment.  
2.10 Summary  
This  chapter  has  reviewed  robot  navigation  techniques,  focusing  on  those 
utilising  fuzzy  logic, neural network,  rule‐based, potential  field  and  simulated 
annealing. It has been found that most of the techniques have been implemented 
only in simulation and that none of the techniques encountered are appropriate 
or intended for controlling the navigation of multiple mobile robots.  
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3 Kinematic Analysis of Mobile Robots 
In this chapter, the kinematic analysis of a wheeled mobile robot is carried out in 
which robots ride on a system of wheels and axles. With the help of the velocities 
of right and left wheel, the steering angle is calculated to avoid obstacles near or 
around the robot. 
3.1 Introduction 
A  three wheeled mobile  robot  is modelled  in  this work as a planar  rigid body 
with two driving wheels, arranged parallel to each other and ‘B’ distances apart, 
which  are  driven  separately  by  two  independent  motors,  and  one  castor  is 
provided  for  stability  of  the  robot.  The  front  wheel  is  a  castor  wheel.  The 
relations between  the  rigid body motion of  the  robot,  the angular velocity and 
driving controls of the wheels are developed. The developed relations guarantee 
that the motion of robot is stable. 
3.2 Configuration of Mobile Robot 
The mobile  robot  system  in  this  study  consists  of  two  subsystems.  They  are 
driving subsystem and sensing subsystem. 
Two driving configurations are used  in  today’s mobile robot, steer drive 
and differential drive. The  former uses  two driving wheels  to make  the vehicle 
move  forward  and  backward,  and  another  separate  steering  mechanism  to 
control its heading angle. Since the driving action is independent of the steering 
action,  the motion  control  of  the  vehicle  is  somewhat  easy. However  due  to 
physical  constraints,  this  configuration  cannot make  turning  in  a  very  small 
radius, which need more floor space for vehicle turning. 
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The  differential  drive  on  the  other  hand  has  two  independent  drive  wheels 
arranged parallel  to each other. Their speed can be controlled separately. Thus 
the mechanism  is able to not only drive the vehicle forward and backward, but 
also  steer  its  heading  angle  by  differentiating  their  speed.  Even  though  this 
configuration requires a somewhat more complex control strategy than the steer 
drive configuration, its capability of making a small radius turning, even making 
a  turning  on  the  spot makes  it  the  first  choice  in most  investigations.  In  this 
research a differential drive configuration is used as shown in Figure 3.1.  
 
 
 
 
 
 
 
Figure 3.1. A three wheeled mobile robot. 
 
 
                
 
 
 
 
Figure 3.2. Wheeled mobile robot with left and right angular velocities. 
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Figure 3.3. Wheeled mobile robot with no slip condition.  
3.3 Kinematic Model 
Assumption  considered  for  analysing  path  constrained  of  a  wheeled  mobile 
robot 
• There are no flexible parts in the wheeled mobile robot. 
• There is no transitional slip between the wheels and the surface. 
• There is enough rotational friction between the wheels and the surface; so, 
the wheels can rotate without disturbance.  
• The two driving wheels are identical. 
 
 
 
 
 
 
 
Figure 3.4. A Robot. 
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The  relationship between  the  left driving wheel,  right driving wheel velocities 
and  the  translation  and  angular  velocities  of  the wheeled mobile  robot  is  as 
follows: 
2
V  V  V rl +=                   (3.1) 
( )= rlV  ‐ Vω   
B
                (3.2) 
The  kinematics  of  the  differential  drive  mobile  base  is  derived  under  the 
assumption  that  there  is no  slip at any  time between  the drive wheels and  the 
ground.  The  relationship  between  the  rω and  Vr  ( lω   and  Vl)  is  found  with 
reference to the situation shown in Figure 3.3 under no slip condition i.e., there is 
no  movement  between  point  Ar  and  the  ground.  Therefore,  point  a  can  be 
thought  of  as  fixed,  reference  point. With  respect  to  this  reference  point,  the 
wheel axle should move forward with linear velocity Vr = r  rω .    
 
 
 
 
 
 
 
               
 
 
Figure 3.5. Kinematic parameters of the wheeled mobile robots. 
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From Figure 3.4., the velocity of the centroid C of the wheeled mobile robot may 
be written using the motion of the rigid body as follows: 
× JJJGcV  = ω   PC                   (3.3) 
Let  ˆˆ ˆi, j and k  as unit vectors of the coordinate frame fixed at C along X, Y, and Z 
axis respectively (Z – axis is out of the thesis as shown in Figure 3.4.) 
Equation (3.2) can be expressed as: 
( ) i irlω  ‐ ω    r ˆω =     k
B
              (3.4) 
The vector 
JJJG
PC  can be obtained from the instantaneous center to the centroid of 
wheeled mobile robot as follows: 
⎛ ⎞⎜ ⎟⎝ ⎠
JJJG iB ˆ ˆPC =   + H    i + d j
2
              (3.5) 
Where  i ir r
r rl l
V ωH =     B =     B
V  ‐ V ω  ‐ ω
 
Substituting  equations  (3.4)  and  (3.5)  into  equation  (3.3),  the  cross  product  of 
equation (3.3) is written as: 
( ) ( )i i ir rl l
c
ω  ‐ ω    r   d ω  + ω    r ˆ ˆV  =   i +   j
B 2
         (3.6) 
Let Vx   be the component of Vc along  iˆ and Vy   be the component of Vc along  jˆ in 
equation (3.6), and using equation (3.4), Vx  and Vy can be written as: 
( ) i ir l
x
ω  ‐ ω    r   d
V  = 
B
              (3.7) 
( ) irl
y
ω  + ω    r 
V  = 
2
                (3.8) 
( ) irlω  ‐ ω    r ω = 
B
                (3.9) 
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Figure 3.6. Calculation of angular velocity. 
 
For  rolling without  skidding or  sliding  the  angular velocity of both  the wheel 
should be same. 
rlω  = ω  
rlV V = 
H H + B
 
l
r l
B VH = 
V  ‐ V
                  (3.10) 
( )r lrl
rl
V  ‐ VV Vω = ω  = ω  =   =   = 
H H+B B
      (3.11) 
The angular velocity can be calculated by using equation 3.11 by multiplying the 
time factor. 
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4 Fuzzy Logic Technique  
4.1 Introduction 
Navigation  of multiple mobile  robots  in  presence  of  static  and moving 
obstacles using different  types of Fuzzy Logic Controller  (FLC)  is discussed  in 
this chapter. This task could be carried out specifying a set of fuzzy rules taking 
into account the different situations found by the mobile robots. The approach is 
to extract a set of fuzzy rule set from a set of trajectories provided by human. For 
this purposes  the  input  to  all  the FLC  are  left obstacle distance,  right obstacle 
distance,  front obstacle distance and  target angle considered. The outputs  from 
the FLC are both left and right wheel velocities. The fuzzy rules help the robots 
to avoid obstacles and find the targets.  
 
Part of contents of this chapter has been published in  
• “Neuro‐Fuzzy  Technique  for  Navigation  of  Multiple  Mobile  Robots”, 
Fuzzy Optimization and Decision Making, (2006), Vol. – 5, pages 255 – 288. 
• “Fuzzy Control  Technique  for  of Multiple Mobile Robots’ Navigation”, 
AMS‐03, Jadavpur University, Kolkata, 28‐29 March, 2003, Pages: 415‐420.    
• “Fuzzy Controllers for Navigation of Multiple Mobile Robots”, NCME‐03, 
TITE, Patiala, November, 2003, Pages: 498‐504. 
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4.2 Control Architecture  
4.2.1 Analysis of Obstacle Avoidance and Target Seeking Behaviour   
The robots used here are rear wheel drive having  two rear wheels, namely  left 
and right rear wheel. The mobile robot considered  in this work  is a point robot 
for  simulation mode.  Its dimension  is 1 X 1 pixel2. Each  robot has an array of 
sensors  for measuring  the distances around  it and  locating  the  target  i.e.,  front 
obstacle distance  (FD),  left obstacle distance  (LD),  right obstacle distance  (RD) 
and detecting  the bearing of  target  (HA). The distance between  the  robots and 
obstacles act as repulsive forces for avoiding the obstacles, and the bearing of the 
target acts as an attractive force between robots and target.  
In this research three types of membership functions are considered. First 
one  is of  three‐membership  function having  two  trapezoidal members and one 
triangular member. Linguistic variables such as “far”, “medium” and “near” are 
taken  for  three‐membership  function.  Five membership  function  is  considered 
with  all  are  of  triangular member. Here  linguistic  variables  like  “very  near”, 
“near”,  “medium”,  “far”  and  “very  far”  are  considered.  Finally  Gaussian 
membership  function  is  considered with “very near”, “near”, “medium”, “far” 
and “very far” as linguistic variables for navigation of multiple mobile robots.  
Some of the fuzzy control rules are activated according to the information 
acquired by the robots using their sensors. The outputs of the activated rules are 
weighted by fuzzy reasoning and then the velocities of the front driving wheels 
of  the  robots  are  calculated.  . Left wheel velocity  and  right wheel velocity  are 
denoted  as  leftvelo  (LV)  and  rightvelo  (RV)  respectively.  Similarly  leftdist, 
rightdist, and  frontdist are defined  for  the distances  left obstacle distance  (LD), 
right obstacle distance (RD) and front obstacle distance (FD) respectively.  
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Linguistic variables such as “pos” (positive) “zero” and “neg” (negative) 
are defined  for  the  bearing  of  heading  angle  (HA) with  respect  to  target. The 
term  “notargetconsider”  is  used  if  there  is  no  target  in  the  environment. 
Linguistic variables like “fast”; “medium” and “slow” are defined for left wheel 
velocity  and  right  wheel  velocity  for  three‐membership  function.  Terms  like 
“very  slow”, “slow”, “medium”, “fast”, and “very  fast” are  considered  for  left 
wheel velocity and right wheel velocity for five‐membership functions. Similarly 
linguistic variables such as “more pos”  (more positive),“pos”  (positive) “zero”, 
“neg” (negative) and “more neg” (more negative) are defined for the bearing of 
heading angle (HA) with respect to target. The parameters defining the functions 
are  listed  in table 4.1. The membership functions described above are shown  in 
Figure 4.1.  
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(a)  Parameters for Left, Right and Front Obstacle 
 
Variables  Very Near 
(Meter) 
Near 
(Meter) 
Medium 
(Meter) 
Far 
(Meter) 
Very Far 
(Meter) 
0.0  1.0  2.0  3.0  4.0 
1.0  2.0  3.0  4.0  5.0 
Left Obstacles 
Distances Right 
Obstacles 
Distances and 
Front Obstacles 
Distances 
2.0  3.0  4.0  5.0  6.0 
(b) Parameters for Heading Angle 
 
Variables  More 
Negative 
(Degree) 
Negative 
(Degree) 
Zero 
(Degree) 
Positive 
(Degree) 
More 
Positive 
(Degree) 
 
 
‐180  ‐120  ‐20  0  20 
‐120  ‐20  0  20  120 
Heading Angle 
‐20  0  20  120  180 
(c) Parameters for Left and Right Velocity  
 
Variables  Very Slow 
(Meter/sec) 
Slow 
(Meter/sec) 
Medium 
(Meter/sec) 
Fast 
(Meter/sec) 
Very Fast 
(Meter/sec) 
0.0  0.5  1.0  1.5  2.0 
0.5  1.0  1.5  2.0  2.5 
Left 
Wheel 
Velocity 
and Right 
Wheel 
Velocity 
1.0  1.5  2.0  2.5  3.0 
 
Table 4.1. Parameters of fuzzy membership functions. 
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Figure 4.1. Fuzzy Controllers for Mobile Robot Navigation. 
 
 
 
 
Three‐Membership Fuzzy Controller for Mobile Robot Navigation
              Heading Angle 
Fuzzy Controller 
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Left Wheel 
Velocity 
F. O. D. 
R. O. D. 
Heading Angle
L. O. D. 
Fuzzy Controller R. O. D. 
L. O. D. 
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Right Wheel 
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  L. O. D. 
    Fuzzy Controller  Right Wheel 
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Velocity Heading Angle 
Five‐Membership Fuzzy Controller for Mobile Robot Navigation 
F. O. D. = Front Obstacle Distance, L. O. D. = Left Obstacle Distance and 
R. O. D. = Right Obstacle Distance 
Gaussian Fuzzy Controller for Mobile Robot Navigation 
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Figure 4.2. Fuzzy membership functions. 
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4.2.2 Fuzzy Mechanism for Mobile Robot Navigation  
Based on the subsets the fuzzy control rules are defined as follows: 
If (LD is LDi Λ FD is FDj Λ RD is RDk Λ HA is HAl)        (4.1) 
Then LV is LVijkl and RV is RVijkl 
Where i = 1 to 3, j = 1 to 3, k = 1 to 3 and l = 1 to 3 because LD, FD, RD and HA 
have three membership functions each. 
And for five membership function i = 1 to 5, j = 1 to 5, k = 1 to 5 and l = 1 to 5  
From equation (4.1) two rules can be written: 
If (LD is LDi and FD is FDj and RD is RDk and HA is HAl)   
Then LV= LVijkl   
And     
If (LD is LDi and FD is FDj and RD is RDk and HA is HAl) 
Then RV = RVijkl 
A factor Wijkl is defined for the rules as follows: 
Wijkl = ( ) ( ) ( )µ µ µ µΛ Λ Λi j k lLD i FD j RD HAk ldis     dis     dis     (ang )   (4.3) 
Where disi, disj, and disk are the measured distances, and angl is the value of the 
heading angle. 
The membership  values  of  the  left wheel  and  right wheel  velocities  velLV  and 
velRV  are given by: 
( ) ( )µ µ′ = Λ ∀ ∈ijklijkl LV LVijkl velLV   vel W     vel                                      LV  
( ) ( )RV  ijkl RV RV velijkl ijklvel W   vel                                   RVµ µ′ = Λ ∀ ∈  
(4.4) 
(4.2) 
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The overall  conclusion by  combining  the outputs of  all  the  fuzzy  rules  can be 
written as follows: 
( ) ( ) ( ) ( )µ µ µ µ′ ′ ′= ∨ ∨ ∨ ∨ 1111  3333ijklLV LV LV LVLV LV   LVvel     vel ... vel ... vel  
( ) ( ) ( ) ( )µ µ µ µ′ ′ ′= ∨ ∨ ∨ ∨1111  3333 ijklRV RV RV RVRV   RV RVvel vel ... vel ... vel  
Equation (4.5)  is for three membership functions. For five‐membership function 
the fuzzy rules are written as:  
( ) ( ) ( ) ( )µ µ µ µ′ ′ ′= ∨ ∨ ∨ ∨ 1111  5555 ijklLV LV LV LVLV LV LVvel   vel ... vel ... vel  
( ) ( ) ( ) ( )µ µ µ µ′ ′ ′= ∨ ∨ ∨ ∨ 1111  5555 ijklRV RV RV RVRV RV RVvel   vel ... vel ... vel  
 
The crisp values of Left Wheel Velocity and Right Wheel Velocity are computed 
using center of gravity method is: 
( ) ( )
( ) ( )
⋅µ ⋅= = µ ⋅
∫
∫
LV
LV
vel  vel   d vel
Left Wheel Velocity    LV  
vel   d vel
 
( ) ( )
( ) ( )
⋅µ ⋅= = µ ⋅
∫
∫
RV
RV
vel  vel   d vel
Right Wheel Velocity   RV 
vel   d vel
 
 
4.2.3 Obstacle Avoidance  
The  attractive  force between  the  robot  and  the  target  causes  the  robot  seeking 
towards the target when the robot is very close to the target. Similarly when the 
robot is very close to an obstacle, because of repulsive force developed between 
the robot and the obstacle, the robot must change its speed and heading angle to 
avoid the obstacle. Some of the fuzzy rules used for obstacle avoidance by robots 
(4.5) 
(4.6) 
(4.7) 
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are  listed  in  Table  4.2  to  Table  4.5.  All  the  rules  in  those  tables  have  been 
obtained heuristically using common sense. 
Some rules mentioned in Table 4.2 cater for extreme conditions when the 
obstacles have to be avoided as quickly as possible. This is for three‐membership 
function. Rule 06 mentioned in the Table 4.2 describes if the left obstacle distance 
is  “near”,  right  obstacle distance  is  “far”,  front  obstacle distance  is  “medium” 
and no unobstructed  target  is around  the  robot,  then  the  robot  should  turn  to 
right  side  as  soon  as possible  to  avoid  collision with  the  left  obstacle.  For  the 
above  condition  the  left wheel  velocity  should  increase  fast  and  right wheel 
velocity should decrease slowly. 
Similarly  some  rules  mentioned  in  Table  4.3  are  used  for  extreme 
conditions when the obstacles have to be avoided as soon as possible. These rules 
are for five‐membership function. 
For  example  in  rule  12,  the  left  obstacle  distance  is  “  very  far”,  right 
obstacle distance is “near”, front obstacle distance is “ very near” and no target is 
located around the robot, then the robot should turn to left side to avoid collision 
with  the obstacle  in  front and  towards  right of  it. For  the above  condition  the 
right wheel  velocity  should  increase  very  fast  and  left wheel  velocity  should 
decrease very slowly. 
4.2.4 Control Steering Action for Target   
The objective of the robots is to reach the target efficiently. If any one of the robot 
senses  a  target,  it will  decide whether  it  can  reach  the  target  or  there  is  any 
obstacle that will obstruct the path. If there is no obstacle on the path leading to 
the target, the robot will find its desired path and proceed towards it. Fuzzy rules 
21  to 26 are  for  three‐membership  function  (Table 4.4)  for  target  finding. Table 
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4.4 describes  rules  for  five‐membership  function  to  locate  the  target. Here also 
the fuzzy rules are obtained heuristically. 
Rule  number  22  states  that  if  the  left  obstacle  distance  is  “near”,  front 
obstacle distance is “medium” and right obstacle distance is “far” and the robot 
detects a  target  located on  the  right  side  (positive),  then  the  robot  should  turn 
right as soon as possible. To do this, the  left wheel velocity of the robot should 
increase fast and the right wheel velocity should decrease slowly. 
The velocities are found from the fuzzy rules described in the table given below.  
 
Fuzzy 
Rule 
No. 
Action  left 
dist 
front 
dist 
right 
dist 
heading angle  left 
velo 
right 
velo 
01  OA  Near  Near  Near  NoTargetConsidered  Slow  Slow 
02  OA  Near   Near   Med  NoTargetConsidered  Med   Slow 
03  OA  Near  Near   Far   NoTargetConsidered  Fast    Slow  
04  OA  Near  Med  Near  NoTargetConsidered  Slow   Slow 
05  OA  Near   Med  Med  NoTargetConsidered  Fast  Med 
06  OA  Near   Med  Far   NoTargetConsidered  Fast  Slow 
07  OA  Near  Far  Near  NoTargetConsidered  Slow   Slow 
08  OA  Near  Far  Med  NoTargetConsidered  Fast  Med 
09  OA  Near   Far  Far   NoTargetConsidered  Fast   Slow 
10  OA  Med  Near  Near  NoTargetConsidered  Med  Fast  
 
Table 4.2. Obstacle avoidance for three‐membership function. 
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Fuzzy 
Rule 
No. 
Action  left 
dist 
front
dist 
right 
dist 
heading angle  left 
velo 
right 
velo 
11  OA  VN  VN  VN  NoTargetConsidered  VS  VS 
12  OA  VF  VN  Near  NoTargetConsidered  VS   VF  
13  OA  VN  VN  Med  NoTargetConsidered  Fast   VS 
14  OA  VN  VN  Far   NoTargetConsidered  Fast   Slow 
15  OA  VN  VN  VF  NoTargetConsidered  VF  VS 
16  OA  VN  Near  VN  NoTargetConsidered  Slow  Slow 
17  OA  VN  Near  Near  NoTargetConsidered  Slow   VS 
18  OA  VN  Near  Med  NoTargetConsidered  Fast   Slow  
19  OA  VN  Near  Far   NoTargetConsidered  Fast   Slow 
20  OA  VN  Near  Very 
Far 
NoTargetConsidered  VF   VS 
Table 4.3. Obstacle avoidance for five‐membership function. 
 
Fuzzy 
Rule 
No. 
Action  left 
dist 
front 
dist 
rightdist  heading 
angle 
leftvelo  right 
velo 
21  TS  Near   Far  Med  Positive  Fast  Slow  
22  TS  Near   Med   Far   Positive  Fast   Slow  
23  TS  Near   Med  Near   Negative   Slow   Fast  
24  TS  Far   Near   Med  Negative   Slow   Fast  
25  TS  Far   Med  Near   Positive   Fast    Slow   
26  TS   Far   Far   Far   Negative   Slow   Fast   
Table 4.4. Target seeking for three‐membership function. 
Fuzzy 
Rule 
No. 
Action  left 
dist 
front 
dist 
rightdist  heading 
angle 
leftvelo  right 
velo 
27  TS  VN   Far   Near   Positive  Slow  VS   
28  TS  VN   Med  VF  Positive  VF  VS 
29  TS  Near   Far   Far   Positive  Fast   Slow  
30  TS  Med  Far   Near   Negative  Slow   Med 
31  TS  Far   Med   Near   Negative  Med  Fast  
32  TS   Far   Very 
Far  
Near   Negative  Med  VF  
 
Table 4.5. Target seeking for five‐membership function. 
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Note:  OA  =  Obstacle  Avoidance, Med  = Medium,  frontdist  =  Front  Obstacle 
Distance,  rightdist  = Right Obstacle Distance,  leftdist  = Left Obstacle Distance, 
leftvelo  =  Left Wheel Velocity,  rightvelo  =  Right Wheel Velocity,  TS  =  Target 
Seeking, Positive = Right Turn, Negative = Left Turn, VF = Very Fast, VN = Very 
Near and VS = Very Slow. 
 
 
 
 
 
 
 
 
 
Figure 4.3. Left, Front and Right Obstacles Distances.  
In Figure 4.3  the robot detect  left,  front and right obstacle distances are 1.2, 2.4 
and 4.6  respectively.   There  is no  target present  in  the environment. Therefore, 
heading  angle  is  taken  as  zero  for  all  the  rules.  With  the  above‐mentioned 
obstacles, there will be 2 X 2 X 2 = 8 fuzzy rules (Figure 4.3) activated to control 
the left wheel velocity and right wheel velocity of the robot. For this environment 
the fuzzy rules, which are applicable, are given below. The resultant right wheel 
and left wheel velocity are shown in Figure 4.4. 
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First Combination  Left Obstacle : Very Near,  Front Obstacle: Near and Right 
Obstacle: very Far 
Then according to 
fuzzy rule 
Left wheel velocity: Very Fast and  
Right wheel Velocity: Very Slow 
Second Combination  Left Obstacle : Very Near, Front Obstacle: Near and Right 
Obstacle:  Far              
Then according to 
fuzzy rule 
Left wheel velocity: Fast and  
Right wheel Velocity: Slow 
Third Combination  Left Obstacle : Very Near, Front Obstacle: Medium and 
Right Obstacle: Very Far         
Then according to 
fuzzy rule 
Left wheel velocity: Very Fast and  
Right wheel Velocity: Very Slow 
Fourth Combination  Left Obstacle : Very Near, Front Obstacle: Medium and 
Right Obstacle: Far   
Then according to 
fuzzy rule   
Left wheel velocity: Fast and  
Right wheel Velocity: Medium 
Fifth Combination  Left Obstacle : Near, Front Obstacle: Near and Right 
Obstacle: Very Far                   
Then according to 
fuzzy rule   
Left wheel velocity: Medium and  
Right wheel Velocity: Very Slow 
Sixth Combination  Left Obstacle : Near, Front Obstacle: Near and Right 
Obstacle: Far 
Then according to 
fuzzy rule 
Left wheel velocity: Slow and  
Right wheel Velocity: Very Slow 
Seventh 
Combination 
Left Obstacle : Near, Front Obstacle: Medium and   
Left wheel velocity: Very fast 
Then according to 
fuzzy rule 
Right Obstacle: Very Far and  
Right wheel Velocity: Very Slow 
Eighth Combination  Left Obstacle : Near, Front Obstacle: Medium and Right 
Obstacle: Far 
Then according to 
fuzzy rule  
Left wheel velocity: Fast and  
Right wheel Velocity: slow 
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Figure 4.4. Resultant Left and Right Wheel Velocity. 
 
4.2.5 Petri Net Modelling to avoid Collision among the Robots 
C. A. Petri [83] first developed a Petri Net model which is used in this thesis to 
avoid  inter robot collision. Figure 4.5 shows the Petri Net model built  into each 
robot  to enable  it  to avoid collision with other robots. The model comprises six 
tasks. The details of the Prtri Net technique are given in appendix –B.   
It  is  assumed  that,  initially,  the  robots  are  in  a  highly  cluttered 
environment, without any prior knowledge of one another or of the targets and 
obstacles. This means the robot is in state “Task 1” (“Wait for the start signal”). In 
Figure 4.5, the token is in place “Task 1”. 
Once  the  robots  have  received  a  command  to  start  searching  for  the 
targets, they will try to locate targets while avoiding obstacles and one another. 
The robot is thus in state “task 2” (“Moving, avoiding obstacles and searching for 
targets”). 
During navigation, if the path of a robot is obstructed by another robot, a 
conflict  situation  is  raised.  (State  “Task  3”,  “Detecting  Conflict”).  Conflicting 
robots will negotiate with each other to decide which one has priority. The lower 
priority robot will be treated as a static obstacle and the higher priority robot as a 
proper mobile  robot  (state  “Task  4”,  “Negotiating”).  As  soon  as  the  conflict 
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situation  is  resolved,  the  robots will  look  for  other  conflicts  and  if  there  is no 
other conflict  they will execute  their movements  (state “Task 5”, “Checking  for 
conflict and executing movements”). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5. Petri Net Model for avoiding inter‐robot collision. 
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4.3 Demonstrations  
The proposed fuzzy logic technique has been implemented in simulations 
as well as in real mode with different environments. Simulations are conducted 
using the Window‐based simulation software package ‘ROBPATH’ (Appendix ‐ 
A)  developed  by  the  author  for  robot  navigation.  The  environment  generated 
artificially containing static obstacles as well as static targets.  
4.3.1 Obstacle Avoidance and Target Seeking by Multiple Mobile Robots 
This  exercise  involves  forty‐five mobile  robots  initially  assembled  into 
three  groups  that  are  placed  within  an  enclosure  using  five  memberships 
Gaussian FLC. All the three targets are located in U shaped partitions as shown 
in Figure 4.6. Figure 4.7 shows an intermediate situation where Figure 4.8 depicts 
the final position, when all the robots have reached targets.  
 
 
 
 
 
 
 
 
 
 
Figure  4.6. Obstacle  avoidance  and  target  seeking  by  forty‐five mobile  robots 
using five‐membership function (Initial position). 
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Figure  4.7. Obstacle  avoidance  and  target  seeking  by  forty‐five mobile  robots 
using five membership function (Intermediate state). 
 
 
 
 
 
 
 
 
 
 
Figure  4.8. Obstacle  avoidance  and  target  seeking  by  forty‐five mobile  robots 
using five membership function (Final state). 
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4.3.2 Collision Free Movements in a Cluttered Environment 
This exercise demonstrates that, the robots do not collide with each other 
even  in a highly cluttered environment. Figure 4.9 depicts  the beginning of  the 
exercise where as Figure 4.10  shows  the  trajectories of  the  robots  for  the  fuzzy 
logic technique using five‐membership Gaussian function. It can be seen that the 
robots  are  able  to  resolve  conflict  and  avoid  one  another  and  reach  the  target 
successfully.  ‘a‐b‐c‐d‐e‐f‐g‐h’  is  the path  followed by robot‐1  to reach  the  target 
and  ‘p‐q‐r‐s‐t‐u’  is  the  path  for  robot‐2. After  getting  the  start  command  the 
robots start searching for target from point ‘a’ and ‘p’. It is clear from the Figure 
4.10 that when the robots reach close to each other  i.e., at point  ‘b’ and  ‘q’ they 
change their direction to avoid collision between them.  
 
  
 
 
 
 
 
 
 
 
Figure  4.9.  Collision  free  movement  using  five‐membership  FLC  (Initial 
scenario). 
 
 
Target 
Obstacles
Obstacle 
Obstacles
Obstacles
Target
Robot 1 Robot 2
    
75 
 
 
 
 
 
 
 
 
 
 
Figure 4.10. Collision free movement using five membership FLC (Final state). 
4.3.3 Obstacle Avoidance by a Large Number of Robots 
Obstacle avoidance by one thousand mobile robots using Gausssian five‐
membership function  is shown  in Figures 4.11 and 4.12. Figure 4.11 depicts  the 
starting  of  the  exercise.  Figure  4.12  shows  the  situation  after  few  times  the 
exercise  has  begun.  It  can  be  noted  that  the  robots  stay well  away  from  the 
obstacles as well as from each other. 
4.3.4 Escape from Dead Ends 
Figures 4.13 and 4.14 show the ability of the robots to escape from the dead ends 
using  Gausssian  five  membership  FLC.  Fifteen  robots  are  involved  in  this 
exercise. Figure 4.13 depicts the situation at the beginning of the exercise. The U‐
shaped and  rectangular obstacles are causing dead ends  for  the  robots. All  the 
robots  were  enclosed  within  a  U‐shaped  obstacle.  Figure  4.14  shows  all  the 
robots efficiently negotiate the dead ends and reach their target successfully. 
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Figure  4.11. Navigation  of  large  number  of  robots  before  starting  the mission 
using five‐membership FLC (1000 robots). 
 
 
 
 
 
 
 
 
 
Figure  4.12.  Navigation  of  large  number  of  robots  after  some  time  from  the 
starting of the mission using five membership FLC (1000 robots). 
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Figure 4.13. Environment for escaping from the dead ends before starting of the 
mission using five‐membership FLC. 
 
 
 
 
 
 
 
 
 
Figure 4.14. Recorded paths of fifteen robots in case of escaping from U‐shaped 
objects and getting the targets using five‐membership FLC. 
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4.4 Comparison between the Different Types of Fuzzy Controller  
4.4.1 Simulation Results 
An exercise has been carried out to compare the performances of three different 
types of  fuzzy  controllers.    In all  the  exercises one  robot  is  located  inside  four 
rectangular shape obstacles and one target is present in the environment. Figure 
4.15 depicts the initial state of the environment for all the controllers. Figures 4.16 
‐ 4.18  represent  the path  traced by  the  robot using  three‐membership  function, 
five‐membership  function,  and  Gaussian  membership  function  respectively.  
Total  path  lengths  using  three‐membership,  five‐membership  and  Gaussian 
membership  fuzzy  controllers  are  measured  (in  pixels)  for  four,  eight,  ten, 
sixteen, twenty‐four, forty, fifty and seventy robots. The final results are given in 
Table 4.6. Similarly time taken to reach the target using three‐membership, five‐
membership and Gaussian membership  fuzzy  controllers are measured  for  the 
same number of  robots using statistical method. The  results are given  in Table 
4.7.  The  path  lengths  and  the  search  times  are  taken  statistically  from  one 
thousand  simulation  results. The path  lengths  and  search  times  are  giving  an 
objective measure of the performance of the different controllers. From the path 
length  and  search  time  it  is observed  that  the  fuzzy  controller using Gaussian 
membership function finds the target in minimum time.  
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Figure 4.15. Workspace for one mobile robot with one target (initial scenario). 
 
 
 
 
 
 
 
 
 
 
Figure 4.16. Navigation path for one mobile robot using three‐membership fuzzy 
controller. 
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Figure  4.17.  Navigation  path  for  one  mobile  robot  using  five  membership 
triangular fuzzy controller. 
 
 
 
 
 
 
 
 
 
Figure 4.18. Navigation path  for one mobile  robot using Gaussian membership 
fuzzy controller. 
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Number 
of robots 
Total path length in 
pixels using three 
membership fuzzy 
controller 
Total path length in 
pixels using five 
membership fuzzy 
controller 
Total path length in 
pixels using 
Gaussian 
membership fuzzy 
controller 
4  564  466  393 
8  1082  902  770 
10  1357  1094  934 
16  2741  2199  1924 
24  3982  3361  2801 
40  5508  4539  3874 
50  7109  5963  5022 
70  14312  12245  10178 
   
Table 4.6.  Path lengths using different fuzzy controllers. 
 
 
Number of 
robots 
Total time taken in 
seconds using three 
membership fuzzy 
controller 
Total time taken in 
seconds using five 
membership fuzzy 
controller 
Total time taken in 
seconds using 
Gaussian 
membership fuzzy 
controller 
4  15.91  13.44  11.32 
8  32.24  26.40  22.53 
10  36.11  31.29  25.68 
16  51.83  42.44  36.22 
24  87.75  72.49  61.05 
40  119.06  100.08  83.19 
50  197.14  168.02  143.38 
70  326.02  269.32  226.80 
 
Table 4.7.  Time taken to reach the target using different fuzzy controllers. 
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4.4.2 Experimental Results 
Figures 4.19 ‐ 4.23 show experimental results obtained for one mobile robot 
for the similar simulated environment as shown in Figure 4.15. Similarly for two 
mobile  robots  the  experiment  is  carried  out  (Figures  4.24  ‐  4.28)  in  a  similar 
simulated environment as shown in Figure 4.9. A brief description of the mobile 
robots used is given in Appendix ‐ C. The experimentally obtained paths closely 
follow  the  path  traced  by  the  robots  during  simulation.  Table  4.8  shows  a 
comparison between the average units of time taken by the robots in simulation 
and in the experimental mode for obstacle avoidance and target seeking. 
  
 
 
 
 
 
 
 
Figure 4.19.  Initial scenario  for real robot  (Khepera  II)  for  the similar simulated 
environment as shown in Figure 4.15. 
 
 
 
 
 
 
 
 
Figure  4.20.  Intermediate  scenario  ‐  one  for  real  robot  (Khepera  II)  using 
Gaussian membership fuzzy controller. 
    
83 
 
 
 
 
 
 
 
 
 
Figure  4.21.  Intermediate  scenario  ‐  two  for  real  robot  (Khepera  II)  using 
Gaussian membership fuzzy controller. 
 
 
 
 
 
 
 
 
Figure  4.22.  Intermediate  scenario  ‐  three  for  real  robot  (Khepera  II)  using 
Gaussian membership fuzzy controller. 
 
 
 
 
 
 
 
 
Figure 4.23. Final scenario when Khepera II robot reaches the target. 
Recorded path 
of robot 
    
84 
 
 
 
 
 
 
 
 
Figure 4.24. Initial scenario for two real robots (Khepera II and Boe ‐ Bot) for the 
similar simulated environment as shown in Figure 4.9. 
 
 
 
 
 
 
 
 
Figure 4.25. Intermediate scenario ‐ one for real robot experiment (Khepera II and 
Boe ‐ Bot) using Gaussian membership fuzzy controller. 
 
 
 
 
 
 
 
 
Figure  4.26.  Intermediate  scenario  ‐  two  for  real  robot  experiment  (Khepera  II 
and Boe ‐ Bot) using Gaussian membership fuzzy controller. 
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Figure 4.27.  Intermediate scenario  ‐  three  for  real  robot experiment  (Khepera  II 
and Boe ‐ Bot) using Gaussian membership fuzzy controller. 
 
 
 
 
 
 
 
 
 
Figure 4.28. Final scenario when Khepera II and Boe ‐ Bot robots reach the target. 
Total time taken during 
simulation in seconds 
Total time taken during 
experiment in seconds 
Number 
of robots 
Fuzzy logic 
technique 
using five 
membership 
triangular 
function 
Fuzzy logic 
technique 
using five 
membership 
Gaussian 
function 
Fuzzy logic 
technique 
using five 
membership 
triangular 
function 
Fuzzy logic 
technique 
using five 
membership 
Gaussian 
function 
1  12.01  10.56  13.29  11.41 
2  12.34  11.12  13.31  12.16 
4  13.44  11.32  14.56  12.41 
Table  4.8.  Time  taken  by  robots  in  simulation  and  experiment  to  reach  target 
(Fuzzy logic technique). 
Recorded path 
of robot 
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4.5 Summary  
This chapter has described techniques for controlling the navigation of multiple 
mobile  robots  using  different  fuzzy  logic  controller  in  a  highly  cluttered 
environment.  All  techniques  employ  fuzzy  rules  and  take  into  account  the 
distances of the obstacles around the robots and the bearing of the target in order 
to compute the velocities of the driving wheels. With the use of Petri net model 
the  robots  are  capable  of  negotiate with  each  other.  It  has  been  seen  that,  by 
using all the three types of fuzzy logic controller the robots are able to avoid any 
obstacles (static and moving obstacles), escape from dead ends, and find targets 
in  a  highly  cluttered  environments.  Using  fuzzy  logic  controller  (Gaussian 
membership) as many as one thousand mobile robots can navigate successfully 
neither  colliding  with  each  other  nor  colliding  with  obstacles  present  in  the 
environment. Comparisons of the performances among different techniques have 
been carried out statistically. From  the present analysis  it  is concluded  that  the 
fuzzy  logic  controller  utilising Gaussian membership  is  best  among  the  three 
techniques for navigation of multiple mobile robots.  
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5 Neural Network Technique 
5.1 Introduction 
This  chapter describes  the navigation of multiple mobile  robots using a neural 
network and a neuro‐fuzzy technique. The neural network considered here  is a 
multi‐layered perceptron  trained with backpropagation. This  technique  is used 
for obstacle avoidance and target seeking. The Petri‐net model presented  in the 
previous  chapter  is  again  used  here  for  averting  inter  robot  collision.  Then  a 
neuro‐fuzzy  technique  is  developed,  in  which  neural  network  is  acting  as  a 
preprocessor  for  a  fuzzy  controller.  Simulation  and  experimental  results  are 
demonstrated to validate the developed techniques.  
 
Part of contents of this chapter has been published in 
• “Neuro‐Fuzzy  Technique  for  Navigation  of  Multiple  Mobile  Robots”, 
Fuzzy Optimization and Decision Making, (2006), Vol. – 5, pages 255 – 288. 
• “Neuro‐Fuzzy  Technique  for  Navigation  of  Multiple  Mobile  Robots”, 
VETOMAC 3 / ACSIM 2004, 6‐9 December 2004, Pages 749‐756. 
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5.1.1 Multilayer Neural Network Based Navigation Technique 
The  neural  network  used  in  this  work  is  a  back  propagation  multilayer 
perceptron having four layers [84]. The numbers of layers selected here are found 
empirically  to  facilitate  training  of  neural  network.  The  input  layer  has  four 
neurons. Out of these four neurons three are meant to receive the distances of the 
obstacles in front and to the left and right of the robot, where as fourth neuron is 
for the target bearing. If no target is detected in the environment, the input to the 
fourth  neuron  is  “zero”.  The  first  hidden  layer  has  twelve  neurons  and  the 
second hidden  layer has  four neurons. The numbers of neurons  in  the hidden 
layers  are  found  empirically.  The  output  layer  has  a  single  neuron meant  to 
produce  the  steering  angle  to  control  the  direction  of movement  of  the  robot. 
Figure 5.1 depicts the neural network highlighting the details of the neurons with 
its  input and output  signals. The neural network  is  trained with one  thousand 
patterns representing typical environmental scenarios. 
The neural network is trained with patterns representing typical scenarios, 
some of which are depicted  in Figure 5.2. For example a situation described  in 
Figure  5.2(c), where  an  obstacle  is  present  in  front  of  the  robot  and  another 
obstacle  is present on  the  left hand  side. No other obstacles are present  to  the 
right of the robot. In this environment no target is present. The neural network is 
trained and will give a command  to  the robot  to steer  towards  its right side  to 
avoid collision with the front and left side obstacles.  
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Figure 5.1. Four layer neural network for navigation of mobile robots. 
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Figure 5.2. Training Patterns for navigation of mobile robots.  
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During training and normal operation, input patterns fed to the neural network 
comprise the following components.  
[ ] =11d    Left obstacle distance from the robot           (5.1a) 
[ ] =12d    Front obstacle distance from the robot           (5.1b) 
[ ] =13d    Right obstacle distance from the robot         (5.1c) 
[ ] =11t    Target bearing                  (5.1d) 
These input values are fed to the input  layer as a result it will be distributed to 
the hidden neurons in turn the neural network generate outputs given by: 
[ ] [ ]( )lay layj jy  = f V                 (5.2) 
Where 
[ ] [ ] [ ]∑lay lay lay‐1j ji i
i
V  =  W  . y               (5.3) 
And [lay] = 2, 3 (Hidden layers) 
j = label for jth neuron in hidden layer ‘lay’ 
i = label of ith neuron in hidden layer ‘lay‐1’ 
[ ] =layjiW    weight of the connection from neuron i in layer ʹlay‐1ʹ to neuron j in layer ʹlayʹ
and f(.) = an activated function chosen as the sigmoid function. 
( ) = +
x ‐x
x ‐x
e  ‐ ef x    
e    e
                (5.4) 
During  training,  the network output  θactual may differ  from  the desired output 
θdesired as specified in the training pattern presented to the network. A measure of 
the  performance  of  the  network  is  the  instantaneous  sum  squared  difference 
between θdesired and θactual for the presented training patterns: 
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( )∑ 2rr desired actual
all  the
training 
patterns
1E  =    θ  ‐ θ
2
            (5.5) 
As mentioned  previously,  the  error  calculated  in  back  propagation method  is 
employed  to  train  the  network  (Haykin  [84]).  This  method  requires  the 
computations of  local error gradients  in order  to determine appropriate weight 
corrections to reduce rrE . For the output layer, the error gradient 
[ ]4δ  is: 
[ ] [ ]( ) ( )′4 41 desired actualδ  = f   V   θ  ‐ θ             (5.6) 
The local gradient for neurons in the hidden layer [lay] is given by: 
[ ] [ ]( ) [ ] [ ]⎛ ⎞′ ⎜ ⎟⎝ ⎠∑lay lay lay + 1 lay + 1j j k kjkθ  = f   V   δ  W           (5.7) 
The synaptic weights are updated according to the following expressions: 
( ) ( ) ( )ji ji jiW   t + 1  = W   t  + ΔW   t + 1           (5.8) 
And  
( ) ( ) [ ]lay lay‐1ji ji j iΔW   t + 1 = αΔW   t  + η δ  y           (5.9) 
Where 
α = momentum coefficient (chosen empirically as 0.25 in this work) 
η = learning rate (chosen empirically as 0.3 in this work) 
t =  iteration number,  each  iteration  consisting of  the presentation of a  training 
pattern and correction of the weights. 
The final output from the neural network is: 
[ ]( )41actualθ  = f  V                 (5.10) 
Where  ∑4 4 31 ili
i
V  =  W  y               (5.11) 
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5.2 Neuro-Fuzzy Technique 
The  neuro‐fuzzy  technique  developed  here  consists  of  a  pre‐processor  using 
backpropagation neural network followed by a fuzzy logic controller. Figure 5.3 
depicts the neuro‐fuzzy controller highlighting the details of the neurons with its 
inputs  and output  signal with  fuzzy  controller. The neural network used here 
also a backpropagation multilayer perceptron having four layers. The input layer 
has  four neurons. The output  layer has  a  single neuron meant  to produce  the 
steering angle. The output of the neural network i.e., the steering angle is fed to 
the  fuzzy controller along with  the  information concerning  the distances of  the 
obstacles  in front and to the  left and right of the robot. The output of the fuzzy 
controller is to compute the velocities of the driving wheels. From the velocities 
of the driving wheel the steering angle is calculated to avoid obstacles and reach 
the  target.  From  the  previous  chapter  it  was  concluded  that  Gaussian 
membership  function  is  the best  among other membership  function. Therefore 
Gaussian membership function is used in the fuzzy controller. 
The  developed  navigation  techniques  for  several  mobile  robots  are 
investigated  in  a  totally  unknown  environment.  Each  robot  has  an  array  of 
sensors for measuring  the distances of obstacles around  it and an  image sensor 
for detecting the bearing of the target. The developed neuro‐fuzzy technique has 
been demonstrated in simulation mode, which depicts that the robots are able to 
avoid  obstacles  and  reach  the  targets  efficiently.  Amongst  the  techniques 
developed neuro‐fuzzy technique is found to be most efficient for mobile robots 
navigation.  Experimental  verifications  have  been  done  with  the  simulation 
results to prove the authenticity of the developed neuro‐fuzzy technique. 
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Figure 5.3. Neuro‐Fuzzy Controller for navigation of mobile robots. 
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5.2.1 Obstacle Avoidance 
Some of the fuzzy control rules avoiding collision with obstacles are listed 
Table 5.1. Rule 1‐10 deals with pure obstacle avoidance when  the robot should 
turn away from an obstacle as soon as possible.    
 
Fuzzy 
Rule 
No. 
Action  left 
dist 
frontdist  rightdist  heading 
angle 
leftvelo  right 
velo 
01  OA  Near  Near  Near  Zero  Slow  Slow 
02  OA  Near   Near   Med  More 
negative 
Slow   Med 
03  OA  Near  Near   Far   Zero  Fast    Slow  
04  OA  Near  Med  Near  Negative  Slow   Slow 
05  OA  Near   Med  Med  Positive  Fast  Med 
06  OA  Near   Med  Far   More 
positive 
Med  Slow 
07  OA  Near  Far  Near  Zero  Slow   Slow 
08  OA  Near  Far  Med  Negative  Fast  Med 
09  OA  Near   Far  Far   Positive   Fast   Slow 
10  OA  Med  Near  Near  Negative  Med  Fast  
 
Table 5.1. Rules for obstacle avoidance. 
5.2.2 Target Finding 
 
If  a mobile  robot detect  target,  it will directly move  towards  the  target 
unless  there  is  an  obstacle  obstructing  in  its  path.  In  that  case,  the  robot will 
avoid collide the obstacle by changing its path and proceed towards target. The 
target finding rules are listed in Table 5.2.  
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Fuzzy 
Rule 
No. 
Action  left 
dist 
front 
dist 
right 
dist 
heading angle  left 
velo 
right 
velo 
27  TS  VN   Far   Near   Positive  Slow  VS   
28  TS  VN   Med.  VF  More Positive  VF  VS 
29  TS  Near   Far   Far   Positive  Fast   Slow  
30  TS  Med  Far   Near   More Negative  Slow   Med 
31  TS  Far   Med   Near   Negative  Med  Fast  
32  TS   Far   Very Far  Near   Negative  Med  VF  
 
Table 5.2. Rules for target finding. 
 
Note:  OA  =  Obstacle  Avoidance, Med  = Medium,  frontdist  =  Front  Obstacle 
Distance,  rightdist  = Right Obstacle Distance,  leftdist  = Left Obstacle Distance, 
leftvelo  =  Left Wheel Velocity,  rightvelo  =  Right Wheel Velocity,  TS  =  Target 
Seeking, VF = Very Fast, VN = Very Near and VS = Very Slow. 
5.3 Demonstrations  
The  proposed  neural  network  and  neuro‐fuzzy  technique  have  been 
implemented  in  simulation  with  different  environments  in  this  section. 
Experimental  validations  of  the  developed  techniques  are  also  presented  to 
compare with the simulation results. 
5.3.1 Neural Network Technique 
5.3.1.1 Obstacle Avoidance and Target Seeking 
This exercise shows that the mobile robots can navigate without colliding to 
the  obstacles  and  can  find  targets  in  a  cluttered  environment  using  neural 
network  technique.  Ten  robots  are  involved  together  with  several  obstacles 
including  two  targets  enclosed  in U‐shaped  enclosures.  Figure  5.4  shows  the 
initial  state  of  the  beginning  of  the  exercise.  Figure  5.5  represents  the  final 
position where the robots are able to locate the targets with successfully avoiding 
the collision against the obstacles.  
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Figure 5.4. Obstacle avoidance and target seeking behaviour by ten mobile robots 
using neural network technique (Initial State). 
 
 
 
 
 
 
 
 
 
Figure 5.5. Obstacle avoidance and target seeking behaviour by ten mobile robots 
using neural network technique (Final State).   
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Obstacles  Obstacles
Obstacles
Target 
Target
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5.3.1.2 Escape from Dead Ends  
Figures 5.6 and 5.7 show the ability of the robots, which are trapped within the 
dead ends, able  to escape  from  those dead ends and  find  the  target. Figure 5.6 
shows the situation at the beginning of the exercise. Four robots are involved in 
the exercise. Three of the obstacles are rectangular shape and one obstacle is U‐
shape representing a dead end. From Figure 5.7, it can be seen that all the robots 
have  escaped  from  the dead  end  and  find  the  target  successfully. Here neural 
technique is used for navigation of robots. 
5.3.1.3 Navigation of ‘Nine Hundred Ninety Robots’ 
Obstacle  avoidance  by  ‘nine  hundred  ninety’  robots  using  neural  network 
technique  are  shown  in Figures  5.8  and  5.9. Figure  5.8 depicts  the  state  at  the 
beginning of the exercise where as Figure 5.9 shows the situation some time after 
the exercise has begun. It can be seen that the robots are stay well away from the 
other robots and from the obstacles. 
5.3.1.4 Inter Robot Collision Avoidance 
This exercise relates to a problem designed to demonstrate that, the robots do 
not  collide with  each  other  even  in  a  highly  cluttered  ambience.  Figure  5.10 
depicts the beginning of the exercise where as Figure 5.11 shows the trajectories 
of the robots for the neural network technique. It can be noted that the robots are 
able to resolve conflict and avoid one another and reach the target successfully. 
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Figure 5.6. Escape from dead ends by four mobile robots using neural network 
technique (Initial State). 
 
 
 
 
 
 
 
 
 
 
Figure 5.7. Escape  from dead ends by  four mobile robots using neural network 
technique (Final State). 
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Figure  5.8.  Navigation  of  nine  hundred  ninety  mobile  robots  using  neural 
network technique (Initial State). 
 
 
 
 
 
 
 
 
 
 
Figure  5.9.  Navigation  of  one  thousand mobile  robots  using  neural  network 
technique (Intermediate State). 
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Figure  5.10.  Collision  avoidance  between  four  mobile  robots  using  neural 
network technique (Initial State). 
 
 
 
 
 
 
 
 
 
Figure  5.11.  Collision  avoidance  between  four  mobile  robots  using  neural 
network technique (Final State). 
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Target 
Target
Four robots 
    
102 
5.3.2 Neuro-Fuzzy Technique 
5.3.2.1 Collision Free Movements in a Cluttered Environment 
Figures  5.12  and  5.13  relate  to  a  problem  designed  to  demonstrate  the 
robots to reach their targets in a highly cluttered environment without colliding 
with  obstacles using neuro‐fuzzy  technique.  Figure  5.12 depicts  the  beginning 
and Figure 5.13 shows the end of the exercises where both the robots reach their 
target efficiently without colliding with each other. Robot 1 has  travelled  in the 
path  ‘a‐b‐c‐d‐e‐f‐g’  and  robot  2  has  traced  path  ‘p‐q‐r‐s‐t‐u’.  This  exercise 
demonstrates  that,  the  robots do  not  collide with  each  other  even  in  a  highly 
cluttered  environment.  After  getting  the  start  command  the  robots  begin 
searching for target from point ‘a’ and ‘p’.  
5.3.2.2 Escape from Dead Ends 
Figures  5.14  and  5.15  show  the  ability  of  the  robots  to  escape  from  the 
dead  ends  using  neuro‐fuzzy  technique.  Fifteen  robots  are  involved  in  this 
exercise. Figure 5.14 depicts the situation at the beginning of the exercise. The U‐
shaped  and  rectangular  obstacles  are  causing  dead  ends  for  the  robots.  The 
robots are enclosed within U and rectangular shape obstacles. Figure 5.15 shows 
all  the  robots  efficiently  negotiate  the  dead  ends  and  reach  their  target 
successfully. 
5.3.2.3 Obstacle Avoidance by a Large Number of Robots 
Obstacle  avoidance  by  one  thousand mobile  robots  using  neuro‐fuzzy 
technique  is shown  in Figures 5.16 and 5.17. Figure 5.16 depicts  the starting of 
the  exercise.  Figure  5.17  shows  the  situation  after  few  times  the  exercise  has 
begun. It can be noted that the robots stay well away from the obstacles as well 
as from each other. 
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Figure  5.12.  Collision  avoidance  by  two  mobile  robots  using  neuro‐fuzzy 
technique (Initial State). 
 
 
 
 
 
 
 
 
 
 
Figure  5.13.  Collision  avoidance  by  two  mobile  robots  using  neuro‐fuzzy 
technique (Final State). 
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Figure 5.14. Environment for escaping from the dead ends before starting of the 
mission using neuro‐fuzzy technique. 
 
 
 
 
 
 
 
 
Figure 5.15. Recorded paths of fifteen robots in case of escaping from dead ends 
and getting the targets using neuro‐fuzzy technique. 
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Figure  5.16. Navigation  of  large  number  of  robots  before  starting  the mission 
neuro‐fuzzy technique (1000 robots). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.17. Navigation of large number of robots after some time from the 
starting of the mission using neuro‐fuzzy technique (1000 robots). 
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5.4 Comparisons  
5.4.1 Comparison between the Different Types of Fuzzy Controllers and 
Neuro-Fuzzy Controller 
An exercise has been carried out to compare the performances of the fuzzy logic 
with  five  membership  Gaussian  function,  neural  network  and  neuro‐fuzzy 
techniques. In all the exercises one robot is located inside four rectangular shape 
obstacles and one  target  is present  in  the  environment. Figure 5.18 depicts  the 
initial  condition  of  the  environment  for  all  the  techniques.  Figures  5.19  ‐  5.21 
represent  the path  traced by  the  robot using  fuzzy  logic with  five membership 
Gaussian  function,  neural  network  and  neuro‐fuzzy  techniques  respectively.  
Figure 5.22 shows navigation of one mobile robot to reach the target with prior 
knowledge of  target. The  total path  lengths using  fuzzy  logic, neural network 
and neuro‐fuzzy technique are measured (in pixels) for four, eight, ten, sixteen, 
twenty‐four,  forty,  fifty and seventy robots. The  final results are given  in Table 
5.3.  Similarly  time  taken  to  reach  the  target using  fuzzy  logic, neural network 
and neuro‐fuzzy  technique are measured  for  the  same number of  robots using 
statistical method. The  results are given  in Table 5.4. The path  lengths and  the 
search  times  are  taken  statistically  from  one  thousand  simulation  results.  The 
path  lengths  and  search  times  are  giving  an  objective  measure  of  the 
performance  for  different  techniques.  A  comparison  of  the  performances  of 
different techniques has been carried out and represented in Table 5.5. In an ideal 
condition the robot knows the environment. It  is observed that the neuro‐fuzzy 
technique performs the best among all the techniques considered. 
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Figure 5.18. Environment for one robot and one target. 
 
 
 
 
 
 
 
 
 
 
Figure  5.19.  Navigation  path  for  one  mobile  robot  using  neural  network 
technique. 
TargetRectangular obstacles
One Robot
Rectangular obstacles
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Figure 5.20. Navigation path for one mobile robot using five‐membership fuzzy 
logic technique with Gaussian membership function. 
 
 
 
 
 
 
 
 
 
 
Figure 5.21. Navigation path for one mobile robot using neuro‐fuzzy technique. 
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Figure 5.22. Navigation of one mobile robot to reach target with prior knowledge 
of target. 
 
 
Number 
of robots 
Total path length in 
pixels using 
Gaussian 
membership fuzzy 
logic technique 
Total path length in 
pixels using neural 
network technique 
Total path length in 
pixels using Neuro‐
fuzzy technique 
4  393  472  360 
8  770  927  715 
10  934  1091  842 
16  1924  2239  1735 
24  2801  3240  2517 
40  3874  4604  3594 
50  5022  6027  4592 
70  10178  11821  9098 
   
Table 5.3.  Path lengths using different controllers. 
 
 
A
B 
C 
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Number of 
robots 
Total time taken in 
seconds using 
Gaussian 
membership fuzzy 
technique 
Total time taken in 
seconds using 
neural network 
technique 
Total time taken in 
seconds using 
Neuro‐fuzzy 
technique 
4  11.32  13.58  10.35 
8  22.53  27.10  20.90 
10  25.68  31.55  23.48 
16  36.22  43.98  33.12 
24  61.05  71.68  54.88 
40  83.19  105.14  73.95 
50  143.38  166.95  125.71 
70  226.80  268.40  207.36 
 
Table 5.4.  Time taken to reach the target using different controllers. 
 
Sl. 
No. 
Different Techniques  Path length 
in pixels 
Time taken to 
reach the 
target in sec 
Performance 
evaluation 
01  Ideal condition  55.5  0.45  ‐‐‐‐ 
02  Neural network 
technique  
269.5  2.42  20% 
03  Gaussian membership 
fuzzy Technique 
165.5  1.5  33% 
04  Neuro‐fuzzy technique  162.5  1.45  34% 
 
Table 5.5.  Performance evaluation of different technique for navigation of one 
mobile robot. 
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5.4.2 Comparison of the Developed Neuro-Fuzzy Technique with Marichal 
and Janglova Techniques  
Comparisons of  the developed neuro‐fuzzy  technique have been carried out  in 
simulation and experimental modes with Janglova [99] technique (Figures 5.23 –
5.29) for single mobile robot. In  the similar environments  the developed neuro‐
fuzzy technique is found to be more efficient compared to Janglova technique in 
reference  to  the navigational path. Similarly a  comparison has been done with 
the  developed  neuro‐fuzzy  technique  in  simulation  and  experimental modes 
with Marichal  et  al.  [113]  for multiple mobile  robots  (Figures  5.30  –  5.40). For 
similar  environment  robots  embedded  with  the  developed  neuro‐fuzzy 
technique  performs  more  efficiently  in  terms  of  path  length.  The  developed 
neuro‐fuzzy  technique  can  handle  efficiently  the  navigation  of  one  thousand 
mobile robots at a time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.23. Initial scenario for navigation of one mobile robot. 
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Figure  5.24.  Navigation  path  for  one  mobile  robot  to  reach  target  using 
developed neuro‐fuzzy technique. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.25. Navigation path for one mobile robot to reach target for the similar 
environment as shown in Figure 5.23 (Janglova D., [99]). 
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Figure 5.26. Initial scenario for real robot as shown in Figure 5.23. 
 
 
 
 
 
 
Figure 5.27. Intermediate scenario‐ one for real robot (Khepera II). 
 
 
 
 
 
 
 
Figure 5.28. Intermediate scenario‐two for real robot (Khepera II). 
 
 
 
 
 
 
 
Figure 5.29. Final scenario of real robot (Khepera II) at the target. 
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Figure 5.30. Initial scenario for navigation of two mobile robots. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.31. Navigation path of two mobile robots after reaching the target using 
developed neuro‐fuzzy technique. 
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Figure  5.32. Navigation  path  of  two  robots  to  reach  the  target  for  the  similar 
environment as Figure 28. (Marichal G. N. et al., [113]). 
 
 
 
 
 
 
 
 
 
Figure  5.33.  Initial  scenario  for  two  real  robots  (Khepera  II  and  Boe‐Bot)  for 
similar simulated environment as shown Figure 5.32. 
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Figure 5.34. Intermediate scenario‐ one for two real robots (Khepera II and Boe‐
Bot). 
 
 
 
 
 
 
 
 
Figure 5.35. Intermediate scenario‐ two for two real robots (Khepera II and Boe‐
Bot). 
 
 
 
 
 
 
 
 
Figure 5.36. Intermediate scenario ‐ three for two real robots (Khepera II and Boe‐
Bot). 
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Figure  5.37.  Final  scenario  of  two  real  robots  ‘Khepera  II  and  Boe‐Bot’  at  the 
target. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.38. Initial scenario for four mobile robots. 
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Figure  5.39.  Navigation  path  for  four  mobile  robots  to  reach  target  using 
developed neuro‐fuzzy technique. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  5.40. Navigation path  of  four  robots  to  reach  the  target  for  the  similar 
environment as Figure 5.40 (Marichal G. N. et al. [113]). 
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5.5 Summary 
This chapter has described  techniques  for navigation of multiple mobile  robots 
using neural network technique and neuro‐fuzzy technique in a highly cluttered 
environment. With  these  techniques mobile  robots  can  avoid obstacles  around 
them. With the use of Petri net model they are capable of negotiating each other. 
They  can  find  targets  successfully  in  a  cluttered  environment. One  thousand 
mobile  robots  can  navigate  successfully  by  using  neuro‐fuzzy  technique. 
Comparisons of performances among different developed techniques have been 
carried  out.  Also  comparisons  of  the  developed  neuro‐fuzzy  technique  with 
those  developed  by  Marichal  et  al.  and  Janglova  have  been  carried  out  in 
simulation and experimental modes. From  the analysis  it  is concluded  that  the 
developed  neuro‐fuzzy  technique  is  most  efficient  among  all  the  techniques 
described in the present investigation. 
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6 Rule Based Technique 
6.1 Introduction 
This  chapter  focuses  on  rule‐based  techniques.  In  a  rule  base  system,  the 
knowledge of the environment is stated declaratively in the form of rules. Rules 
are  one  of  the major  types  of  knowledge  representation  formalisms  used  in 
expert  systems.  The main  components  of  a  typical  rule‐based  system  are:  the 
working memory, the rule base and the inference engine. The working memory 
contains  information  about  the particular  instant of  the problem being  solved. 
The rule base  is a set of rules, which represent  the problem solving knowledge 
about the domain. A rule contains a set of conditions (antecedents) and a set of 
conclusions  (consequents).  The  inference  engine  uses  the  rule  base  and  the 
working memory to derive new information.  
The  rule‐based  controller  is  basically  a  look‐up  table  technique  for 
representing  complex  nonlinear  systems.  Each  rule  in  a  rule‐base  is  a motion 
control  command  for  a  specific  combination  of  present  and  desired  states. A 
correct rule should be able to transform the robot from the present to the desired 
states  in  a  sense  of  a  predetermined  performance  criterion.  All  rule‐based 
systems  need  a  control  strategy  to  decide  conflicts  between  two  or  more 
applicable rules. No matter how these rules are derived, they totally depend on 
the  environment  in which  the  robot  is  operated.  In  order  to  ensure  the  best 
performance  and  safety  of  the  robot,  the  rule‐base  needs  to  be  modified  to 
overcome  environmental  variations.  In  most  cases,  environmental  conditions 
affect  the  entire  rule‐base.  Rather  than modifying  each  rule  individually, we 
investigate the possibility of modifying all the rules at once using Clematine rule‐
base software [160]. 
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Navigation  of multiple mobile  robots  in  presence  of  static  and moving 
obstacles  using  rule‐based  technique  is  presented  in  this  work.  First,  the 
extraction of  a  set of navigation  rules  is  extracted  from  the data base  through    
‘See 5’ algorithm. The  rules are used on  their own  to control  the navigation of 
multiple mobile robots. Also the rules are combined together, which gives rise to 
a rule‐based technique for control of mobile robots. The rules used can be used 
on  their  own  to  control  the  navigation  of  multiple  robots  or  they  can  be 
combined with another  tool  to produce a hybrid navigation  control  technique. 
Both possibilities are described in this chapter. 
 
 
Part of contents of this chapter has been published in 
• “Navigation  of Multiple Mobile  Robots Using  Rule‐based‐Neuro‐Fuzzy 
Technique”, International Journal of Computational Intelligence, (2006), Vol. – 
3(2), pages 142 – 152. 
• “Path  planning  using  rule‐based  approach  for  navigation  of  multiple 
mobile Robots”, N.I.T., Rourkela, ISTAM – 2004, Page No.: 56. 
• “Rule base Technique for Navigation of Multiple Mobile Robots”, NCME‐
03, TITE, Patiala, November, 2003, Pages: 432‐438.  
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6.2 Rule Based Technique for Mobile Robots 
The  rules  used  for  navigation  of  multiple  mobile  robots  are  generated  by 
induction from examples. Approximately one thousand examples are fed to See5. 
See5  is a  rule  induction program, within  the Clementine data mining  software 
package  [160].    See5  employs  a  sophisticated  divide‐and‐conquer  technique 
originating from ID3 family of algorithms [161]. 
The examples present the situations encountered by a robot while moving 
in a multi‐robot, highly  cluttered environment, and  the actions  that each  robot 
has  to  take  to avoid colliding with other robots as well as with  fixed obstacles. 
Each example is consisting of four input elements specifying the distances of the 
obstacles  to  left,  to  right, and  in  front of  the  robot and  the  target angle and an 
output  element  giving  the  change  in  the  steering  angle  of  the  robot  being 
required in response to the input data. Some of the rules are mentioned below: 
Left  obstacle  distance,  Front  obstacle  distance,  Right  obstacle  distance,  Target 
angle & Change in steering angle 
Sl. No.  Left 
obstacle 
distance  
Front 
obstacle 
distance 
Right 
obstacle 
distance 
Target 
angle 
Change in 
steering 
angle 
1  60  60  10  12  ‐7 
2  60  50  32  12  ‐9 
3  60  26  54  12  ‐5 
4  60  23  18  14  ‐8 
5  60  24  42  14  ‐7 
6  60  23  52  14  ‐5 
7  60  25  28  16  ‐7 
8  60  56  46  16  ‐9 
9  34  60  10  20  7 
10  60  60  38  29  9 
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11  23  60  40  16  ‐9 
12  60  60  18  22  10 
13  35  60  40  22  11 
14  60  60  26  24  12 
15  34  60  10  26  13 
16  45  11  60  ‐15  10 
17  60  59  60  23  8 
18  60  49  60  18  ‐8 
19  26  47  60  18  ‐8 
20  60  53  60  ‐8  8 
21  26  49  60  12  9 
22  60  51  60  9  15 
23  34  11  60  19  10 
24  53  60  38  10  ‐6 
25  49  60  60  ‐10  7 
26  30  60  60  ‐10  7 
27  52  60  39  12  ‐8 
Rule 6 described that if the robot is finding an obstacle at a distance 60 to 
the left, 52 to the right, 23 to the front and the robot is moving at target angle of 
14, then change in steering angle required to reach the target as well as to avoid 
the obstacles is ‐5. In this rule, the distances are in cm each and target angle and 
the change in steering angle are in degrees. 
In this exercise one thousand seven hundred (Appendix ‐ E) situations are 
fed to See5. From these situations, See5 yields 54 rules. Out of 54 rules ten rules 
are listed below: 
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Rule 1 
 
 
 
Rule 2 
 
 
 
Rule 3 
   
 
 
Rule 4 
 
 
 
Rule 5 
 
 
 
 
 
If   (left obstacle distance  >  20  cm)  and  (front  obstacle distance  <=  12 
cm) and (right obstacle distance <= 30 cm) and (target angle > 10˚) 
and (target angle <= 12˚)  
Then  Change in steering angle = ‐7˚ 
If   (left obstacle distance  >  12  cm)  and  (front  obstacle distance  <=  20 
cm) and  (right obstacle distance <= 30 cm) and  (target angle > 14˚) 
and (target angle <= 16˚)    
Change in steering angle = ‐7˚ 
If   (left obstacle distance  >  18  cm)  and  (front  obstacle distance  <=  12 
cm)  and  (right  obstacle  distance  >  30  cm)  and  (right  obstacle 
distance <= 48 cm) and (target angle > 12˚) and (target angle <= 14˚)  
Then  Change in steering angle = ‐7˚ 
If   (left  obstacle distance  >  18  cm)  and  (front  obstacle distance  <=  12 
cm)  and  (right  obstacle  distance  >  30  cm)  and  (right  obstacle 
distance <= 48 cm) and (target angle > 14˚) and (target angle <= 16˚)  
Change in steering angle = ‐9˚ 
If   (left obstacle distance <= 28 cm) and  (front obstacle distance <= 30 
cm)  and  (right  obstacle  distance  >  30  cm)  and  (right  obstacle 
distance <= 48 cm) and (target angle > 10˚) and (target angle <= 12˚)  
Then  Change in steering angle = ‐9˚ 
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Rule 6 
 
 
 
Rule 7 
 
 
 
Rule 8 
 
 
 
Rule 9 
 
   
 
Rule 10 
 
   
   
 
If   (left obstacle distance  >  18  cm)  and  (front  obstacle distance  <=  32 
cm) and  (right obstacle distance > 48  cm) and  (target angle > 10˚) 
and (target angle <= 16˚)  
Then  Change in steering angle = ‐5˚ 
If   (left  obstacle distance  >  25  cm)  and  (front  obstacle distance  <=  32 
cm) and (right obstacle distance <= 31) and (target angle > 29˚) and 
(target angle <= 30˚) 
Then  Change in steering angle = ‐8˚ 
If   (left obstacle distance  >  15  cm)  and  (front  obstacle distance  <=  30 
cm) and (right obstacle distance <= 30) and (target angle > 12˚) and 
(target angle <= 14˚) 
Then  Change in steering angle = ‐8˚ 
If   (left  obstacle distance  >  20  cm)  and  (front  obstacle distance  <=  24 
cm) and (right obstacle distance <= 29) and (target angle > ‐30˚) and 
(target angle <= ‐19˚) 
Then  Change in steering angle = ‐8˚ 
If   (left  obstacle distance  >  20  cm)  and  (front  obstacle distance  <=  22 
cm) and (right obstacle distance <= 30) and (target angle > 16˚) and 
(target angle <= 20˚) 
Then  Change in steering angle = 7˚ 
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6.2.1 Analysis of Rule-Based Technique
In  this  analysis  various  rules  are  extracted  and  subsequently  experimented 
separately and collectively. The  rules are extracted  from  the data base  through 
the rule‐based technique ‘See 5’ (Appendix ‐ D). The rules extracted by ‘See 5’ are 
experimented individually and the results are shown in Figures 6.1 ‐ 6.4. During 
robots’ exercise, it is observed that the robots either collide with the obstacles or 
collide with the walls of the enclosure. 
 
 
 
 
 
 
 
 
 
Figure 6.1. Scenario before applying rule 1. 
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Figure 6.2. Final scenario when rule 1 is activated. 
 
 
 
 
 
 
 
 
Figure 6.3. Final scenario when rule 2 is activated. 
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Figure 6.4. Final scenario when rule 8 is activated. 
 
 
 
 
 
 
 
 
 
Figure 6.5. Scenario before applying all the rules simultaneously. 
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Figure 6.6. Final scenario when are the rules are applied simultaneously. 
The  set of  all  the  54  induced  rules perform better. From  the  simulation 
results it is noticed that some robots are not able to avoid obstacles. The scenarios 
are shown in Figures 6.5 and 6.6. 
In addition to the above rules, some rules are incorporated to fine tune the 
rule‐based system. The new rules are required, as the induced rules do not cover 
all situations encountered by the robots. 
The additional rules are listed below: 
Rule 55 
 
 
 
If   (left obstacle distance  <=  20  cm)  and  (front  obstacle distance  >  20 
cm)  and  (right  obstacle  distance  >  25  cm)  and  (right  obstacle 
distance<=30 cm) and (target angle > 23˚) and (target angle <= 40˚) 
Then  Change in steering angle = 8˚ 
 Recorded 
path of robots 
Collides with 
obstacles 
Collides with 
the obstacles 
Collides with 
obstacles 
Collide with 
the wall 
    
130 
Rule 56 
 
 
 
 
 
 
Rule 57 
 
 
 
 
 
 
 
Rule 58 
 
 
 
 
 
 
 
Rule 59 
 
 
 
 
 
If   (left obstacle distance  >  15  cm)  and  (front  obstacle distance  <=  10 
cm)  and  (right  obstacle  distance  <=  30cm)  and  (right  obstacle 
distance  >23  cm)  and  (front  obstacle distance  >  20  cm)  and  (right 
obstacle distance  >  20  cm)  and  (left  obstacle distance>20  cm)  and  
(target angle > 18˚) and (target angle <= 24˚) 
Then  Change in steering angle = 10˚ 
If   (left obstacle distance <= 5 cm) and (front obstacle distance > 20 cm) 
and  (right obstacle distance  <=  30cm)  and  (right obstacle distance 
>20  cm)  and  (front  obstacle distance  >  20  cm)  and  (right  obstacle 
distance  >  20  cm)  and  (left  obstacle  distance>20  cm)  and    (target 
angle > 10˚) and (target angle <= 18˚) 
Then  Change in steering angle = 4˚ 
If   (left obstacle distance <= 29 cm) and  (front obstacle distance <= 20 
cm)  and  (right  obstacle  distance  <=  30cm)  and  (right  obstacle 
distance > 18  cm) and  (front obstacle distance > 20  cm) and  (right 
obstacle distance  >  20  cm)  and  (left  obstacle distance>20  cm)  and 
(target angle > 23˚) and (target angle <= 34˚) 
Then  Change in steering angle = 14˚ 
If   (front  obstacle  distance  <=  20  cm)  and  (right  obstacle  distance  <= 
40cm)  and  (right  obstacle  distance  >  30  cm)  and  (front  obstacle 
distance  >  20  cm)  and  (right  obstacle  distance  >  20  cm)  and  (left 
obstacle distance> 20 cm) and (target angle > 10˚) and (target angle 
<= 23˚) 
Then  Change in steering angle = 6˚ 
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Rule 60 
 
 
  
Rule 61 
  
 
 
After including the above 7 rules the robots are able to navigate and reach their 
target efficiently in a highly cluttered environment.  
6.3 Rule-Based - Neuro-Fuzzy technique 
The set of rulers forms the core of a pure rule‐based controller. This set of rules 
combined with other tools to yield a hybrid controller. Here rule‐based technique 
has  been  integrated with  neuro‐fuzzy  technique  to  improve  the  navigation  of 
robots in highly cluttered environment. 
The  resulting  architecture  is  shown  in  Figure  6.7.  The  role  of  the  rule‐
based  controller  is  to  estimate  the  initial  steering  angle  for  the  neuro‐fuzzy 
controller. Then the initial steering angle is fed to neural controller along with the 
distances  of  obstacles  to  the  left,  right  and  in  front  of  the  robot.  The  neural 
network  used  here  is  a  back  propagation multilayer  perceptron  having  four 
layers, which is discussed in Chapter‐5. The output of the neural network i.e., the 
second  estimate  steering  angle  is  fed  to  the  fuzzy  controller  along  with  the 
information concerning the distances of the obstacles in front and to the left and 
If   (front obstacle distance < 20 cm) or (right obstacle distance < 20 cm) 
or (left obstacle distance < 20 cm)  
Then  Change in steering angle = 7˚ 
If   (front obstacle distance < 14 cm) or (right obstacle distance < 14 cm) 
or (left obstacle distance < 14 cm)  
Then  Change in steering angle = 13˚ 
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right of the robot. The output of the fuzzy controller is to compute the velocities 
of the driving wheels. From the velocities of the driving wheel the steering angle 
is calculated  to avoid obstacles and  reach  the  target. The  fuzzy controller used 
here is a taken from Chapter‐4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7. Rule‐based‐neuro‐fuzzy technique for navigation of mobile robots. 
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6.4 Demonstrations 
 
The developed rule‐based technique and rule‐based‐neuro‐fuzzy technique have 
been  implemented  in  simulation  mode  with  different  environments. 
Experimental validations are carried out to compare with the simulation results. 
6.4.1 Rule-Based Technique 
6.4.1.1 Obstacle Avoidance and Target Seeking by Multiple Mobile Robots 
This  exercise  involves  fifteen mobile  robots  initially  assembled  into  one 
group.  Two  targets  are  present  in  the  scenario.  The  targets  are  located  in  U 
shaped partition shown in Figure 6.8. Figure 6.9 depicts the final position, when 
all the robots have reached the targets. 
6.4.1.2 Obstacle Avoidance by a Large Number of Robots 
Obstacle  avoidance  by  one  thousand  mobile  robots  using  rule‐based 
technique  is shown  in Figures 6.10 and 6.11. Figure 6.10 depicts  the starting of 
the  exercise.  Figure  6.11  presents  the  state  after  few  seconds  the  exercise  has 
started. It can be noted that the robots stay well away from the obstacles as well 
as from each other. 
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Figure 6.8. Collision free movement using rule‐based technique. 
 
 
 
 
 
 
 
 
Figure 6.9. Collision free movement using rule‐based technique. 
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Figure  6.10.  Navigation  of  one  thousand  robots  using  rule‐based  technique 
before starting of simulation. 
 
 
 
 
 
 
 
 
 
Figure 6.11. Navigation of one thousand robots after some time from the starting 
of the mission using rule‐based technique. 
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6.4.1.3 Escape from Dead Ends 
Figures  6.12  and  6.13  show  the  ability  of  the  robots  to  escape  from  the 
dead  ends  using  rule‐based  technique.  Fifteen  robots  are  involved  in  this 
exercise. Figure 6.12 depicts the situation at the beginning of the exercise. The U‐
shaped and  rectangular obstacles are  causing dead  ends  for  the  robots. Figure 
6.13 shows all the robots efficiently negotiate the dead ends and reach their target 
successfully. 
6.4.1.4 Collision Free Movements in a Cluttered Environment 
Figures 6.14 and 6.15 relate to a problem designed to demonstrate that the 
robots  reach  their  targets  in  a  highly  cluttered  environment without  colliding 
with obstacles. Figure 6.13 depicts the beginning and Figure 6.14 shows the end 
of  the  exercise  where  all  the  robots  reach  their  targets  efficiently  without 
colliding with each other.  In  this exercise only  two robots have been employed 
for proper visualisation. Robot 1 has travelled through path a‐b‐c‐d‐e‐f‐g‐h‐I‐j‐k‐
l‐m‐n and Robot 2 traced path u‐v‐w‐x‐y‐z.  
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Figure 6.12. Environment for escaping from the dead ends before starting of the 
mission using rule‐based technique. 
 
 
 
 
 
 
 
 
 
Figure  6.13.  Environment  for  escaping  from  the  dead  ends  after  the  robots 
reaches their targets using rule‐based technique. 
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Figure 6.14. Two robots in a highly cluttered environment for finding the targets 
using rule‐based technique (Initial scenario). 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.15. Recorded paths of two robots after reaching their target. 
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6.4.2 Rule-Based-Neuro-Fuzzy Technique 
6.4.2.1 Escape from Dead Ends 
Figures 6.16 and 6.17 show  the ability of  the robots  to escape  from dead 
ends and find the target. Figure 6.16 shows the situation at the beginning of the 
exercise.  Ten  robots  are  involved  in  the  exercise.  Two  of  the  obstacles  are U‐
shaped and two obstacles are rectangular shape representing a dead end. From 
Figure  6.17,  it  can  be  seen  that  all  the  robots which  are  trapped  inside  have 
escaped and able to negotiate with dead ends and find the target successfully.  
6.4.2.2 Navigation by Nine Hundred Ninety Mobile Robots 
Obstacle  avoidance  by  ‘nine  hundred  ninety’  robots  using  rule‐based‐
neuro‐fuzzy technique is shown in Figures 6.18 and 6.19. Figure 6.18 depicts the 
state at  the beginning of  the exercise where as Figure 6.19  shows  the  situation 
some time after the exercise has begun. It can be seen that the robots are stay well 
away from the other robots and from the obstacles. 
6.4.2.3 Inter Robot Collision Avoidance 
This exercise relates to a problem designed to demonstrate that, the robots 
do not collide with each other even  in a highly cluttered ambience. Figure 6.20 
depicts the beginning of the exercise where as Figure 6.21 shows the trajectories 
of  the  robots  for  the  rule‐based‐neuro‐fuzzy controller.  It can be noted  that  the 
robots  are  able  to  resolve  conflict  and  avoid  one  another  and  reach  the  target 
successfully. 
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Figure 6.16. Escape from dead ends by ten mobile robots using rule‐based‐neuro‐ 
fuzzy technique (Initial State). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.17. Escape  from dead  ends by  fifteen mobile  robots using  rule‐based‐
neuro‐ fuzzy technique (Final State). 
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Figure  6.18. Navigation  scenario  of  nine  hundred  ninety mobile  robots  using 
rule‐based‐neuro‐ fuzzy technique (Initial State). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.19. Navigation of nine hundred ninety mobile robots using rule‐based‐
neuro‐ fuzzy technique (Intermediate State). 
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Figure 6.20. Collision  avoidance by  two mobile  robots using  rule‐based‐neuro‐ 
fuzzy technique (Initial State). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  6.21. Collision  avoidance  between  two mobile  robots  using  rule‐based‐
neuro‐ fuzzy technique (Final State). 
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6.4.2.4 Experimental Validation with the Simulation Results for Two Mobile 
Robots 
Experimental validation of the developed rule‐based‐neuro‐fuzzy technique has 
been  compared with  the  simulated  result as  shown  in Figure 6.20.  It has been 
observed  that  real  robots  follow  closely  simulated  path  (Figure  6.21).  The 
experimental results are shown in Figures 6.22 ‐ 6.25. 
 
 
 
 
 
 
 
 
Figure 6.22. Experimental  result  for  two mobile  robots using  rule‐based‐neuro‐
fuzzy technique (Initial stage).  
 
 
 
 
 
 
 
 
 
Figure 6.23. Experimental  result  for  two mobile  robots using  rule‐based‐neuro‐
fuzzy technique (Intermediate stage ‐ one). 
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Figure 6.24. Experimental  result  for  two mobile  robots using  rule‐based‐neuro‐
fuzzy technique (Intermediate stage ‐ two). 
 
 
 
 
 
 
 
 
Figure 6.25. Experimental  result  for  two mobile  robots using  rule‐based‐neuro‐
fuzzy technique (Intermediate stage ‐ three). 
 
 
 
 
 
 
 
 
 
 
Figure 6.26. Experimental  result  for  two mobile  robots using  rule‐based‐neuro‐
fuzzy technique (Final stage). 
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6.5 Comparison between Different Controllers 
This exercise is similar to the exercise demonstrated in Section‐5.4. A comparison 
is  conducted  to determine  the most appropriate  technique  for multiple mobile 
robots  control  out  of  rule‐based  and  rule‐based‐neuro‐fuzzy  techniques.  An 
exercise has been devised to compare the performances of the rule‐based and the 
rule‐based‐neuro‐fuzzy techniques. In all the exercises one robot is located inside 
four obstacles and one target hidden from the robot view is present. Figure 6.27 
represents the initial condition of the environment for all the techniques. Figures 
6.28  and  6.29  depict  the  path  traced  by  the  robot  using  rule‐based  and  rule‐
based‐neuro‐fuzzy  techniques  respectively. Total path  lengths using  rule‐based 
and  rule‐based‐neuro‐fuzzy  techniques  are measured  in  pixels  for  four,  eight, 
ten,  sixteen,  twenty‐four,  forty,  fifty,  and  seventy  robots. The path  lengths  are 
taken  statistically  from  one  thousand  simulation  results.  The  final  results  are 
given in Table 6.1. Similarly time taken to reach the target using rule‐based and 
rule‐based‐neuro‐fuzzy  techniques  is measured  for  the  same number of  robots 
using statistical method. The results are given in Table 6.2. From the path lengths 
and  search  times  it  is  concluded  that  the  rule‐based‐neuro‐fuzzy  controller 
performs the best. 
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Figure 6.27. Environment for one robot and one target. 
 
 
 
 
 
 
 
 
 
Figure  6.28. Navigation  path  for  one mobile  robot  to  reach  target  using  rule‐
based controller. 
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Figure  6.29. Navigation  path  for  one mobile  robot  to  reach  target  using  rule‐
based‐neuro‐fuzzy controller.  
 
 
Number of 
robots 
Total path length in pixels 
using rule‐based technique 
Total path length in pixels 
using rule‐based‐neuro‐fuzzy 
technique 
4  375  295 
8  1297  614 
10  1418  679 
16  2083  1465 
24  3115  2107 
40  4866  3692 
50  5912  3994 
70  12992  7497 
 
 
Table 6.1. Path lengths using different rule base techniques. 
 
 
Recorded path of robot 
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Number of 
robots 
Total time taken in seconds 
using rule‐based technique 
Total time taken in seconds 
using rule‐based‐neuro‐fuzzy 
technique 
4  12.36  8.48 
8  28.12  18.04 
10  29.97  19.50 
16  34.65  28.52 
24  56.24  45.57 
40  79.07  64.31 
50  135.44  108.46 
70  266.92  182.16 
 
Table 6.2. Time taken to reach the target using different techniques. 
6.5.1 Experiments with Single Real Mobile Robot 
Figures  6.30  ‐  6.35  show  the  experimental  results  for  rule‐based‐neuro‐fuzzy 
controllers  of  a  single  mobile  robot  similar  to  the  simulated  environment    
(Figure 6.27). The experimental paths drawn follow closely the path traced by the 
robot during simulation. It is observed that the robots are able to avoid obstacles 
and  reach  the  target.  A  comparison  (Table  6.3)  has  been made  between  the 
simulation and experimental results for average times taken by the robots during 
obstacles avoidance and target seeking.  
 
 
 
 
 
 
Figure  6.30.  Experimental  result  of  one  robot  using  rule‐based‐neuro‐fuzzy 
technique (Initial stage).  
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Figure  6.31.  Experimental  result  of  one  robot  using  rule‐based‐neuro‐fuzzy 
technique (Intermediate stage ‐ I). 
 
 
 
 
 
 
 
 
Figure  6.32.  Experimental  result  of  one  robot  using  rule‐based‐neuro‐fuzzy 
technique (Intermediate stage ‐ II). 
 
 
 
 
 
 
 
 
 
Figure  6.33.  Experimental  result  of  one  robot  using  rule‐based‐neuro‐fuzzy 
technique (Intermediate stage ‐ III).  
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Figure  6.34.  Experimental  result  of  one  robot  using  rule‐based‐neuro‐fuzzy 
technique (Intermediate stage ‐ IV). 
 
 
 
 
 
 
 
 
 
Figure  6.35.  Experimental  result  of  one  robot  using  rule‐based‐neuro‐fuzzy 
technique (Final stage). 
 
Total time taken during 
simulation in seconds 
Total time taken during 
experiment in seconds 
Number 
of robots 
Rule‐based 
technique 
Rule‐based‐
neuro‐fuzzy 
technique 
Rule‐based 
technique 
Rule‐based‐
neuro‐fuzzy 
technique 
1  11.01  8.21  12.21  8.56 
2  11.56  8.36  13.16  10.02 
4  12.36  8.48  13.51  10.26 
Table 6.3. Time taken by robots in simulation and experiment to reach the target 
(Rule‐based technique). 
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6.6 Summary 
This chapter has described rule‐based and rule‐based‐neuro‐fuzzy techniques for 
control  of multiple mobile  robots.  The  rule  base  technique  has  a  set  of  rules 
obtained through rule induction and enhanced with manually derived heuristics. 
The enhanced set of rules  is a component of  the hybrid rule‐based‐neuro‐fuzzy 
technique.  The  demonstrations  reported  in  this  chapter  have  highlighted  the 
superior  performance  of  the  rule‐based‐neuro‐fuzzy  technique  over  other 
techniques discussed.  
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7 Potential Field Navigation Technique  
7.1 Introduction 
This chapter presents a potential field navigation technique for robot navigation. 
The developed potential  field  function  takes care of both obstacles and  targets. 
The  final  aims  of  the  robot  are  to  reach  some  pre‐defined  targets.  The  new 
potential function can configure a free space, which is free from any local minima 
irrespective  of  number  of  repulsive  nodes  (obstacles)  in  the  configured  space. 
There is a unique global minimum for an attractive node (target) whose region of 
attraction  extends  over  the  whole  free  space.  Navigation  of  multiple  mobile 
robots in presence of static and moving obstacles using potential field navigation 
technique is presented in this chapter. The attractive potential function is defined 
as a function of relative position of the target with respect to robot. The repulsive 
potential  function  is also defined as  the relative position of robots  in respect of 
the  obstacles.  The  derived  repulsive  function  is  so  considered  that  the  total 
potential has a global minimum at the target position. 
 
Part of contents of this chapter has been published in 
• “Potential  field  method  to  navigate  several  mobile  robots”,  Applied 
Intelligence, (2006), Vol. 25 pages 321 – 333. 
• “Potential  Field Method  for Navigation  of Multiple Mobile  Robots”, NIT, 
Hamirpur, RDFTME‐2006, Pages 446 – 454. 
• “Potential‐Field‐Neuro‐Fuzzy  Technique  for Navigation  of  Several Mobile 
Robots”, N.I.T., Rourkela, ETCE‐2005, Pages 73 – 84. 
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7.2 Analysis of Potential Field Navigation technique 
In this section, a through analysis of navigation of multiple mobile robots using 
potential field navigation technique is described. 
The motion‐planning  problem  for multiple mobile  robots  in  a  dynamic 
environment  is  to  control  the  robots motion  from  an  initial  position  to  final 
targets, while avoiding obstacles. 
Two assumptions are made to simplify the analysis: 
Assumption 1:  The robots are of mass point.  
Assumption 2:   The  robots  moves  in  a  two  dimensional  workspace.  It’s 
position in the workspace is denoted by q = [x, y] is known.  
 
7.2.1 Attractive Potential Function 
The attractive potential function used [162] is, 
( ) ( )δρ= matt Target1U q         q , q  2             (7.1) 
Where δ  is a positive scaling factor  
( ) || q - q ||  q , q TargetTarget =ρ  is the distance between the robot q and the target  Targetq  
and m = 2. 
The attractive potential  force  is given by  the negative gradient of  the attractive 
potential field. 
( ) ( ) ( )δ= ∇ =att att TargetF q    ‐  U q     q  ‐ q   (7.2) 
Where the operator  ∂ ∂ ∂∇ ∂ ∂ ∂
ˆˆ ˆ =     +     +   
x y z
i j k  
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7.2.2 Repulsive Potential Function 
The repulsive potential function used [162] is, 
( ) ( ) ( )
( )
α ρ ρρρ
ρ ρ
⎧ ⎛ ⎞⎪ ⎜ ⎟ ≤⎪ ⎜ ⎟= ⎨ ⎝ ⎠⎪⎪⎩
i
i
i
2
i 0obs
0obsrep i
0obs
1 1 1     ‐        if  q , q  
2   q , qU   obs    
0                                                 if  q , q  > 
 
    (7.3) 
( ) ( )= ∇rep i rep iF   obs    ‐ U   obs         
Where i = 1 to n, n is number of obstacles, ‘α i ’is the positive scaling factor, 
  0 =ρ Positive  constant  denoting  influences  of  the  obstacle  on  the  robot  and 
( )ρ iobs  q , q   is the minimum distance from the robot ‘q’ to the obstacle.  
In the environment shown in Figure 7.1 three obstacles are surrounded the target 
and robot.  
The repulsive potential forces due to obstacle 1, 2 and 3 are: 
For obstacle 1,  ( )rep 1F   obs   =  
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
α ρρρ ρ
α ρρρ ρ
α ρρρ ρ
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎝ ⎠
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎜ ⎟⎝ ⎠
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎝ ⎠
1x
1x 1x
1y
1y 1y
1
1z 1z
2 x obs2
0x xobs obs
2 y obs2
0y yobs obs
2 z obs2
0z zobs obs
1 1 1 ˆ   ‐      q  , q  
x  q  , q   q  , q
1 1 1 ˆ+     ‐      q  , q  
y  q  , q   q  , q
1 1 1+     ‐      q  , q
z  q  , q   q  , q
i
j
( ) ( )
( )
ρ ρ
ρ ρ
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪ ≤⎪⎪⎪⎩
z 1
1
0obs
0obs
ˆ    if    q , q    
0                                                                                                            if    q , q   > 
k
 
          (7.4) 
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Figure 7.1. Location of target, robot and obstacles.  
 
For obstacle 2,  ( )rep 2F   obs  =  
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
α ρρρ ρ
α ρρρ ρ
α ρρρ ρ
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎝ ⎠
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎜ ⎟⎝ ⎠
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2x 2x
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2y 2y
2
2z 2z
2 x obs2
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2 y obs2
0y yobs obs
2 z obs2
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1 1 1 ˆ   ‐      q  , q  
x  q  , q   q  , q
1 1 1 ˆ+     ‐      q  , q  
y  q  , q   q  , q
1 1 1+     ‐      q  , q
z  q  , q   q  , q
i
j
( ) ( )
( )
ρ ρ
ρ ρ
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪ ≤⎪⎪⎪⎩
z 2
2
0obs
0obs
ˆ    if    q , q    
0                                                                                                          if    q , q   > 
k
  
  (7.5) 
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For obstacle 3,  ( )rep 3F   obs  = 
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
α ρρρ ρ
α ρρρ ρ
α ρρρ ρ
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎝ ⎠
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎜ ⎟⎝ ⎠
⎛ ⎞ ∂⎜ ⎟⎜ ⎟ ∂⎝ ⎠
3x
3x 3x
3y
3y 3y
3x 3x
3 x obs2
0x xobs obs
3 y obs2
0y yobs obs
3 x ob2
0x xobs obs
1 1 1 ˆ   ‐      q  , q    
x  q  , q   q  , q
1 1 1 ˆ+     ‐      q  , q    
y  q  , q   q  , q
1 1 1+     ‐      q  , q
z  q  , q   q  , q
i
j
( ) ( )
( )
ρ ρ
ρ ρ
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪ ≤⎪⎪⎪⎩
3x 3
3
0s obs
0obs
ˆ     if    q , q    
0                                                                                                            if   q , q    > 
k
   
  (7.6) 
Total potential influences on the robot { TotalU } =  
Attractive potential due to target { attU } +  
Repulsive potential due to ‘n’ number of obstacles  ( )⎧ ⎫⎨ ⎬⎩ ⎭∑
n
rep i
i=1
U   obs  
( )= + ∑natt rep iTotal
i=1
U    U     U   obs   (7.7) 
Similarly  the  total  force  applied  on  the  robot  is  the  sum  of  attractive 
potential force and repulsive potential forces. 
  ( )= + ∑natt rep iTotal
i=1
F    F      F   obs           (7.8) 
When  the  above‐induced  forces  are  applied  on  a  robot  where  three 
obstacles are present in the environment along with target, it was observed that 
the robot would trap in local minimum. 
In the example described in Figure 7.1 the robot position q = [x, 0], target 
position  targetq   =  [0,  0],  obstacle1  1obsq   =  [0.5,  0]  on  the  right‐hand  side  of  the 
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target, obstacle2 
2obs
q =[‐1,0] on the left‐hand side of the target and obstacle3 
3obs
q  
=  [‐0.5,  0.5]  present  in  the  environment. Here  target  and  robot  are within  the 
influence of obstacles.  
Total potential function  
( )= + ∑natt rep iTotal
i=1
U    U     U   obs  
 =    x 
2
1 2δ +  ( )α ρρ=
⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
∑
i
2
3
i
i 1 0obs
1 1 1 ‐ 
2 q , q
          (7.9A) 
( )= + ∑natt rep iTotal
i=1
F    F      F   obs  
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
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α ρρρ ρ
α ρρρ ρ
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⎧ ⎫⎛ ⎞⎪ ⎪∂⎜ ⎟= + +⎨ ⎬⎜ ⎟ ∂⎪ ⎪⎝ ⎠⎩ ⎭
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1x 1x
2x
2x 2x
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0x xobs obs
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1ˆ+    0        
  q
i j k
i j k
i ( ) ( ) ( ) ( )ρρ ρ
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                    (7.9B) 
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Figure 7.2. Total potential function. 
 
Figure  7.2  shows  the  variation  of  total  potential  field  with  respect  to  robot 
position along x‐axis when  1 2 3      1α α α δ= = = = and  2  0 =ρ . 
It can be seen from the graph (Figure 7.2) that the robot will be trapped at 
the minimum  (i.e.,  at  x  =  ‐0.2).  Therefore  it  is  clear  that  the  target  is  not  the 
minimum of the total potential function. The total force at x = ‐0.2 is zero. Thus 
the  robot  can not  reach  the  target,  though  there  is no  obstacle  on  its way. To 
overcome  this problem, new repulsive potential  functions are developed which 
considered the relative distance between the robot and the target into account.  
7.2.3 New Repulsive Potential Function 
From the above discussion it is concluded that, the global minimum of the total 
potential  field  is  not  at  the  target  position.  This  problem  occurs  as  the  robot 
approaches the target, the repulsive potential force increases due to presence of 
obstacle  near  the  target.  It  is  observed  that  if  the  repulsive  potential  force 
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approaches  zero,  the  robot  move  towards  the  target.  The  new  developed 
repulsive potential function that take the relative distance between the robot and 
the target is given in equation 7.10. 
( ) ( ) ( ) ( )
( )
α ρ ρ ρρρ
ρ ρ
⎧ ⎛ ⎞⎪ ⎜ ⎟ ≤⎪ ⎜ ⎟= ⎨ ⎝ ⎠⎪⎪⎩
2
n
target 0obs
0obsrep
0obs
1 1 1     ‐      q , q     if    q , q    
2 q , q U   obs      
0                                                                       if    q , q   > 
i
i
i
i
i   
                    (7.10) 
To  attain  the  global minimum  at  the  target  for  the  environment where 
three  obstacles,  one  robot  and  one  target  present  using  equation  7.10,  the 
repulsive potential functions are given in equations 7.11 to 7.13. 
( ) ( ) ( ) ( )
( )
α ρ ρ ρρρ
ρ ρ
⎧ ⎛ ⎞⎪ ⎜ ⎟ ≤⎪ ⎜ ⎟= ⎨ ⎝ ⎠⎪⎪⎩
1
1
1
2
n
1 target 0obs
0obsrep 1
0obs
1 1 1     ‐      q , q     if    q , q    
2 q , q U   obs      
0                                                                       if    q , q   > 
 
                    (7.11) 
  ( ) ( ) ( ) ( )
( )
α ρ ρ ρρρ
ρ ρ
⎧ ⎛ ⎞⎪ ⎜ ⎟ ≤⎪ ⎜ ⎟= ⎨ ⎝ ⎠⎪⎪⎩
2
2
2
2
n
2 target 0obs
0obsrep 2
0obs
1 1 1     ‐       q , q    if    q , q    
2 q , q U   obs      
0                                                                       if    q , q   > 
 
  (7.12) 
( ) ( ) ( ) ( )
( )
α ρ ρ ρρρ
ρ ρ
⎧ ⎛ ⎞⎪ ⎜ ⎟ ≤⎪ ⎜ ⎟= ⎨ ⎝ ⎠⎪⎪⎩
3
3
3
2
n
3 target 0obs
0obsrep 3
0obs
1 1 1     ‐       q , q    if    q , q    
2 q , q U   obs      
0                                                                        if    q , q  > 
 
                    (7.13) 
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   Where  ( ) ( ) ( )ρ ρ ρ1 2 3obs obs obs  q , q  ,    q , q ,     q , q  are the minimum distances 
between robot q and obstacles 1, 2 and 3.  
( ) q , q Targetρ is the distance between the robot and the target. 
These equations along with factor  ( )Targetn q , q ρ  drag the robot towards the 
nearest target, thus ensuring the robot to be at the global minimum. 
The total potential { TotalU } can be obtained using equation 7.7. 
For n = 2 and  δ α α α= = =1 2 3            = 1, Figures 7.4 to 7.11 shows there is only one 
minimum exist which is at the target.  
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7.2.4 Robot Navigation 
With  the  help  of  sensors  the  robot  will  detect  obstacles  around  it  in  the 
environment. Accordingly the robot will calculate the repulsive navigation forces 
(Figure 7.3).  
 
 
 
 
 
 
 
 
Figure 7.3. Front‐rear axis and Left‐right axis of the robot. 
  ∑ Front‐rearF =  Resultant  repulsive  navigation  force  along  the  direction  of 
front‐rear axis of the robot due to the obstacles which influence the robot. 
  ∑ Left‐rightF = Resultant repulsive navigation force along the direction of left‐
right axis of the robot due to the obstacles which influence the robot. 
  θ = Current heading angle at which the robot moving in the environment. 
Change in steering angle (Phir [ir]) required for obstacle avoidance is 
  [ ] ⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
‐1 Front‐rear
Left‐right
 FPhir ir    Tan  
F
           (7.14) 
  New heading angle  newθ  =   θ + Phir [ir]        (7.15) 
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Figure 7.4. Contour plot for total potential field when the target is located at the 
(0, 0) along with three obstacles.  
 
 
 
 
 
 
 
Figure 7.5. Surface plot for total potential field when the target  is  located at the 
(0,0) along with three obstacles.  
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Figure  7.6. Orthographic  projection  for  total  potential  field when  the  target  is 
located at the (0.5, 0.5) along with three obstacles. 
 
 
 
 
 
 
 
 
 
Figure 7.7. Axon metric representation for total potential field when the target is 
located at the (0.5, 0.5) along with three obstacles. 
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Figure 7.8. Contour plot for total potential field when the target is located at the 
(0, 0) along with four obstacles. 
 
 
 
 
 
 
 
 
 
Figure 7.9. Surface plot for total potential field when the target  is  located at the 
(0,0) along with four obstacles. 
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Figure 7.10. Orthographic projection  for  total potential  field when  the  target  is 
located at the (0.5, ‐ 0.5) along with four obstacles. 
 
 
 
 
 
 
 
 
Figure 7.11. Axon metric representation for total potential field when the target is 
located at the (0.5, ‐0.5) along with four obstacles. 
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7.2.5 Hybrid Potential Field Navigation technique 
The  potential  field  navigation  technique  combined with  other  tools  to  yield  a 
hybrid controller. In this thesis potential field navigation technique is integrated 
with  neuro‐fuzzy  technique  to  produce  a  hybrid  one  for  better  navigational 
performance  in  highly  cluttered  environment.  The  resulting  architecture  is 
shown  in Figure 7.12. The output of  the potential  field navigation  technique  is 
the initial steering angle. The neural network used here is taken from Chapter‐5 
which is a back propagation multi‐layer perceptron having four layers. The input 
layer has  four neurons. Out of  the  four neurons  three are meant  to  receive  the 
distances  of  the  obstacles  in  front  and  to  the  left  and  right, where  as  fourth 
neuron  is  for  the  initial  steering  angle.  The  output  layer  has  a  single  neuron 
meant to produce the second estimate of steering angle. The output of the neural 
network  i.e.,  the  second  estimate  steering  angle  is  fed  to  the  fuzzy  controller 
which  is  discussed  in  Chapter‐4  along  with  the  information  concerning  the 
distances  of  the  obstacles  in  front  and  to  the  left  and  right  of  the  robot.  The 
output of  the  fuzzy  controller  is  the velocities of  the driving wheels. From  the 
velocities of the driving wheel the steering angle is calculated to avoid obstacles 
and reach the target.  
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Figure  7.12.  Potential‐field‐neuro‐fuzzy  controller  for  navigation  of  mobile 
robots. 
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7.3 Demonstrations 
The potential  field  navigation  and potential‐field‐neuro‐fuzzy  techniques  have 
been implemented in different simulated environments. The environments have 
been generated artificially containing static obstacles and targets.  
7.3.1 Potential Field Navigation Technique 
7.3.1.1 Obstacle Avoidance and Target Seeking by Multiple Mobile Robots 
This  exercise  involves  forty‐five  mobile  robots  initially  assembled  into  three 
groups. One target is present in the scenario. The three groups of robots and the 
target  are  located  in  U  shaped  partitions  shown  in  Figure  7.13.  Figure  7.14 
depicts  the  final  position,  when  all  the  robots  have  reached  target  by  using 
potential field navigation technique.  
 
 
 
 
 
 
 
 
Figure  7.13.  Environment  before  starting  of  simulation when  forty‐five  robots 
involve to reach a target using potential field navigation technique. 
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Figure  7.14.  Environment  after  all  the  forty‐five  robots  reach  the  target  using 
potential field navigation technique. 
7.3.2 Potential-Field-Neuro-Fuzzy Technique 
7.3.2.1 Escape from Dead Ends 
Figure 7.15 and 7.16 shows the ability of the robots, which are trapped within the 
dead ends, able to escape from those dead ends and finds the target. Figure 7.15 
shows  the situation at  the beginning of  the exercise. Ten robots are  involved  in 
the exercise. Two of the four obstacles are U‐shaped and rest two is rectangular 
shaped  representing  a dead  end.  From  Figure  7.16,  it  can  be  seen  that  all  the 
robots that have reside inside have escaped and able to negotiate with dead ends 
and find the target successfully by using potential‐field‐neuro‐fuzzy technique. 
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Figure  7.15.  Escape  from  dead  ends  by  ten mobile  potential‐field‐neuro‐fuzzy 
technique (Initial State). 
 
 
 
 
 
 
 
 
 
Figure 7.16. Escape from dead ends by fifteen mobile robots using potential‐field‐
neuro‐fuzzy technique (Final State). 
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7.3.2.2 Navigation of Several Mobile Robots 
Obstacle  avoidance  by nine  hundred ninety‐six mobile  robots using potential‐
field‐neuro‐fuzzy technique is shown in Figures 7.17 and 7.18. Figure 7.17 depicts 
the  starting of  the exercise. Figure 7.18  shows  the  situation after  few  times  the 
exercise  has  begun.  It  can  be  noted  that  the  robots  stay well  away  from  the 
obstacles as well as from each other. 
7.3.2.3 Inter Robot Collision Avoidance 
This exercise relates to a problem designed to demonstrate that, the robots 
do not collide with each other even  in a highly cluttered ambience. Figure 7.19 
depicts the beginning of the exercise where as Figure 7.20 shows the trajectories 
of  the  robots  for  the potential‐field‐neuro‐fuzzy controller.  It can be noted  that 
the robots are able to resolve conflict and avoid one another and reach the target 
successfully.  In  this  exercise  only  two  robots  have  been  employed  for  proper 
visualisation. Robot 1 follows path p‐q‐r‐s‐t‐u‐v‐w‐x‐y‐z and robot 2 follows path 
a‐b‐c‐d‐e‐f‐g. After getting the start command the robots start searching for target 
from  point  ‘a’  and  ‘p’.  It  is  clear  from  the  Figure  7.20  that when  the  robots 
reaches close to each other i.e., at point ‘b and q’ and ‘d and s’ they change their 
direction to avoid collision between them.  
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Figure 7.17. Navigation scenario of nine hundred ninety‐six mobile robots using 
potential‐field‐neuro‐fuzzy technique (Initial State). 
 
 
 
 
 
 
 
 
 
Figure  7.18.  Navigation  of  one  thousand mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Intermediate State). 
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Figure  7.19.  Collision  avoidance  by  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Initial State). 
 
 
 
 
 
 
 
 
 
Figure  7.20.  Collision  avoidance  by  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Final State). 
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7.3.2.4 Experimental Validation for Two Mobile Robots with the Simulation 
Results  
A comparison has been made between the experimental (Figures 7.21 ‐ 7.25) and 
simulation  results  (Figure 7.19)  for potential‐field‐neuro‐fuzzy  technique. From 
the experiment  it  is observed  that  the  two real mobile robots  follow closely  the 
paths of simulation as shown in Figure 7.20.  
 
 
 
 
 
 
 
 
 
 
 
Figure  7.21.  Experimental  result  for  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Initial stage).  
 
 
 
 
 
 
 
 
 
 
 
 
Figure  7.22.  Experimental  result  for  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Intermediate stage ‐ I).  
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Figure  7.23.  Experimental  result  for  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Intermediate stage ‐ II). 
 
 
 
 
 
 
 
 
 
 
 
Figure  7.24.  Experimental  result  for  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Intermediate stage ‐ III). 
 
 
 
 
 
 
 
 
 
 
 
Figure  7.25.  Experimental  result  for  two  mobile  robots  using  potential‐field‐
neuro‐fuzzy technique (Final stage). 
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7.4 Comparison between Different Controllers 
7.4.1 Simulation Results 
This exercise is similar to the exercise demonstrated in Section‐6.5 of Chapter‐6. 
This section compares the performance between different techniques. An exercise 
has been devised to compare the performances of the neuro‐fuzzy, potential field 
navigation  and  the  potential‐field‐neuro‐fuzzy  techniques.  In  all  the  exercises 
one robot  is  located  inside four obstacles and one target  is  located hidden from 
the robot’s view. Figure 7.26 represents the  initial condition of the environment 
for  all  the  controllers.  Figures  7.27  ‐  7.29 depicts  the path  traced  by  the  robot 
using  neuro‐fuzzy,  potential  field  navigation  and  potential‐field‐neuro‐fuzzy 
techniques respectively. Total path lengths using the neuro‐fuzzy, potential field 
navigation and potential‐field‐neuro‐fuzzy techniques are measured in pixels for 
different groups comprising various numbers of robots  to reach  the  target. The 
path  lengths  and  the  search  times  are  taken  statistically  from  one  thousand 
simulation results. The final results are given in Table 7.1. Similarly time taken to 
reach the target using the neuro‐fuzzy, potential field navigation and potential‐
field‐neuro‐fuzzy techniques are measured for the same number of robots using 
statistical method. The results are given in Table 7.2. The path lengths and search 
times provides an objective measure of the performance for different techniques. 
It can be noted  that  the potential‐field‐neuro‐fuzzy  technique performs  the best 
among the previous discussed techniques. 
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Figure 7.26. Environment for one robot and one target. 
 
 
 
 
 
 
 
 
 
Figure 7.27. Navigation path  for one mobile  robot  to  reach  target using neuro‐
fuzzy technique. 
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Figure 7.28 Navigation path for one mobile robot to reach target using potential 
field navigation technique. 
 
 
 
 
 
 
 
 
 
 
Figure 7.29. Navigation path for one mobile robot to reach target using potential‐
field‐neuro‐fuzzy technique.  
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Number 
of 
robots 
Total path length in 
pixels using neuro‐
fuzzy technique 
Total path length in 
pixels using potential 
field navigation 
technique 
Total path length in 
pixels using 
potential‐field‐
neuro‐fuzzy 
technique 
4  360  410  256 
8  715  811  511 
10  842  985  599 
16  1735  1998  1245 
24  2517  2905  1826 
40  3594  4079  2584 
50  4592  5409  3368 
70  9098  10570  6747 
 
Table 7.1. Path lengths using different techniques. 
 
 
Number 
of 
robots 
Total time taken in 
seconds using neuro‐
fuzzy technique 
Total time taken in 
seconds using 
potential field 
navigation technique 
Total time taken in 
seconds using 
potential‐field‐
neuro‐fuzzy 
technique 
4  10.35  11.71  7.43 
8  20.90  21.15  15.33 
10  23.48  27.39  17.22 
16  33.12  37.08  23.76 
24  54.88  64.03  40.25 
40  73.95  122.75  54.23 
50  125.71  153.65  92.19 
70  207.36  234.40  148.76 
 
Table 7.2. Time taken to reach the target using different techniques. 
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7.4.1.1 Experiments with single Mobile Robot  
Figures 7.30  to 7.34  show  the  experimental  results obtained  for potential‐field‐
neuro‐fuzzy  technique  for  a  single  mobile  robot  similar  to  the  simulated 
environment as shown in Figure 7.26. The experimental path follows closely that 
traced by  the robots during simulation  (figure 7. 29). It  is seen  that  the robot  is 
successfully  able  to  avoid obstacles  and  reach  the  targets. Table  7.3  shows  the 
average times taken by the mobile robots in simulation and experimental modes 
for obstacle avoidance and target seeking.  
 
 
 
 
 
Figure  7.30.  Experimental  result  for  single  mobile  robot  (Khepera  II)  using 
potential‐field‐neuro‐fuzzy technique (Initial stage). 
 
 
 
 
 
Figure  7.31.  Experimental  result  for  single  mobile  robot  (Khepera  II)  using 
potential‐field‐neuro‐fuzzy technique (Intermediate stage ‐ I). 
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Figure  7.32.  Experimental  result  for  single  mobile  robot  (Khepera  II)  using 
potential‐field‐neuro‐fuzzy technique (Intermediate stage ‐ II). 
 
 
 
 
 
 
Figure  7.33.  Experimental  result  for  single  mobile  robot  (Khepera  II)  using 
potential‐field‐neuro‐fuzzy technique (Intermediate stage ‐ III). 
 
 
 
 
 
Figure  7.34.  Experimental  result  for  single  mobile  robot  (Khepera  II)  using 
potential‐field‐neuro‐fuzzy technique (Final stage). 
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Total time taken during 
simulation in seconds 
Total time taken during 
experiment in seconds 
Number 
of robots 
Potential field 
navigation 
technique 
Potential field 
neuro‐fuzzy 
technique 
Potential field 
navigation 
technique 
Potential field 
neuro‐fuzzy 
technique 
1  10.86  7.01  11.75  8.10 
2  11.07  7.21  12.51  8.16 
4  11.71  7.43  12.93  8.96 
 
Table  7.3.  Time  taken  by  robots  in  simulation  and  experiment  to  reach  target 
(Potential field navigation technique). 
7.4.1.2 Experiments with Two Real Mobile Robots 
Figures  7.35  to  7.38  demonstrate  the  activities  of  the  three  robots, which  are 
located in a cluttered environment. They reach the target safely without colliding 
with each other and with the obstacles.  
 
 
 
 
 
 
 
Figure 7.35. Target seeking by three mobile robots by using potential‐field‐neuro‐
fuzzy technique (Initial scenario). 
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Figure 7.36. Target seeking by three mobile robots by using potential‐field‐neuro‐
fuzzy technique (Intermediate scenario ‐ I). 
 
 
 
 
 
 
 
 
Figure 7.37. Target seeking by three mobile robots by using potential‐field‐neuro‐
fuzzy technique (Intermediate scenario ‐ II). 
 
 
 
 
 
 
 
 
Figure 7.38. All the three mobile robots reach the target by using potential‐field‐
neuro‐fuzzy technique. 
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7.5 Summary 
This  chapter  has  described  the  techniques  for  controlling  the  navigation  of 
multiple mobile robots using potential field navigation and potential‐field‐neuro‐
fuzzy  techniques  in a highly  cluttered  environment. New  repulsive navigation 
functions have been developed, by considering the shortest distance between the 
target and the robot. The developed navigation functions ensure that the target is 
the  global  minimum  of  the  total  navigation  field.  This  technique  employs 
navigation force, which is calculated by taking into account the distances of the 
obstacles  around  the  robot  and  the  bearing  of  the  target. The direction  of  the 
resultant navigation force gives the required steering angle of the robot. With the 
use of Petri net model the robots are capable of negotiate with each other. It has 
been seen that, by using potential‐field‐neuro‐fuzzy technique the robots are able 
to avoid any obstacles (static and moving obstacles), escape from dead ends, and 
find  targets  in  a  highly  cluttered  environments.  Using  these  techniques  nine 
hundred  ninety  six mobile  robots  can  navigate  successfully without  colliding 
with  each other and  colliding with obstacles present  in  the  environments.  It  is 
observed  from  the simulation and experimental results,  that  the potential‐field‐ 
neuro‐fuzzy  technique  is  the  best  compared  to  the  neuro‐fuzzy  and  potential 
field techniques for navigation of multiple mobile robots.   
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8 Simulated Annealing  
8.1 Introduction 
This  chapter  describes  potential  field  navigation  technique  optimised  by 
simulated  annealing  technique.  In  the  previous  chapter  a  new  potential  field 
function is developed so as to take care of unknown obstacles and targets during 
navigation. The final aims of the robots are to reach the targets. Local minimum 
obtained  due  to  potential  field  can  also  be  avoided  by  simulated  annealing 
technique. After utilising simulated annealing technique for optimising potential 
field navigation technique, it is observed that, there is a unique global minimum 
for an attractive node i.e., target. Afterwards potential field navigation technique 
being  optimised  by  simulated  annealing  technique  is  hybridised with  neuro‐
fuzzy  technique  to  improve  the  navigation  of  robots  in  a  highly  cluttered 
environment.  
 
Part of contents of this chapter has been published in  
• “Navigation  Technique  to  control  Several Mobile  Robots”,  International 
Journal of Knowledge‐Based and Intelligent Engineering Systems, (2006), Vol. – 
10 (5), Pages 387 ‐ 401. 
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8.2 Simulated Annealing  
Simulated  annealing  is  an  analogy with  thermodynamics,  specifically with  the 
way  that  liquids  freeze  and  crystallize,  or  metals  cool  and  anneal.  At  high 
temperatures, the molecules of a liquid move freely with respect to one another. 
If the liquid is cooled slowly, thermal mobility is lost. The atoms are often able to 
line  themselves up  and  form  a pure  crystal  that  is  completely  ordered  over  a 
distance up  to billions of  times  the size of an  individual atom  in all directions. 
This crystal is the state of minimum energy for this system. The amazing fact is 
that, for slowly cooled systems, nature is able to find this minimum energy state. 
In fact, if a liquid metal is cooled quickly or quenched, it does not reach this state 
but  rather  ends  up  in  a  polycrystalline  or  amorphous  state  having  somewhat 
higher energy. So the essence of the process is slow cooling, allowing ample time 
for  redistribution  of  the  atoms  as  they  lose mobility  and  ensure  a  low  energy 
state. 
Simulated annealing is developed to deal with highly nonlinear problems. 
Simulated  annealing  approaches  the  global  maximisation  problem  (e.g.,  a 
bouncing  ball  that  can  bounce  over  mountains  from  valley  to  valley).  The 
bouncing ball begins at a high ʺtemperatureʺ which enables the ball to make very 
high bounces, and make it to bounce over any mountain to access any valley. As 
the temperature declines the ball cannot bounce so high and it can also settle to 
become  trapped  in  relatively small  ranges of valleys. A generating distribution 
generates possible valleys or states to be explored. An acceptance distribution is 
also defined, which depends on the difference between the function value of the 
present  generated  valley  to  be  explored  and  the  last  saved  lowest  valley. The 
acceptance distribution decides probabilistically whether to stay in a new lower 
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valley  or  to  bounce  out  of  it. All  the  generating  and  acceptance  distributions 
depend on the temperature.  
8.2.1 Simulated Annealing Technique 
Simulated annealing’s major advantage over other methods is the ability to avoid 
becoming trapped in local minima.  
The requirements for optimisation by simulated annealing are: 
¾ A description of robotic environment. 
¾ A generator of random changes in the environment; these changes are the 
“options” presented to the system 
¾ An objective  function “E”  (analog of energy) whose minimization  is  the 
target for the robot. 
¾ A  control  parameter  “T”  (analog  of  temperature)  and  an  annealing 
schedule which tells how it is lowered from high to low values, e.g., after 
how many random changes  in environment  is each downward step  in T 
taken, and how large is that step.  
The algorithm  employs a  random  search, which not only accepts  changes  that 
decrease the objective function “E” (assuming a minimisation problem), but also 
some changes that increase it. The latter are accepted with a probability 
δ⎛ ⎞⎜ ⎟⎝ ⎠p = exp 
E
T
        (8.1) 
Where  δE   is  the  increase  in  “E”  and  “T”  is  a  control  parameter,  which  by 
analogy  with  the  original  application  is  known  as  the  system  ʹʹtemperatureʺ 
irrespective of  the objective  function  involved. The  implementation of  the basic 
SA algorithm is straightforward. Figure 8.1 shows the flow chart: 
    
188 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1. The structure of the simulated annealing algorithm. 
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From  the  surface  and  contour  plot  (Figures  7.4  ‐  7.11)  plotted  for  different 
environment  in Chapter‐7.  It  is observed  that  the new potential  functions have 
only global minimum at the target for n=2. 
 
 
 
 
 
 
 
 
 
Figure 8.2. The Potential Function. 
 
From  Figure  8.2  the  new  potential  function  does  not  guarantee  the  global 
minimum at the target, local minimum still exists. For n = 0, it was observed that 
a local minimum exist at x = 0.5. Similarly for n = 0.5, n = 0.8 and n = 1 the local 
minimum found at 0.36, 0.01 and 0.01 of x‐ordinates respectively. This indicates 
that if the robot moves from the left of that local minimum toward the target, it 
will  trapped at  the  local minimum  though  there  is no obstacles  in between  the 
robot  and  the  target.  To  overcome  the  local  minimum  problem,  simulated 
annealing technique discussed above is used. The simulated annealing algorithm 
along  with  potential  field  method  is  described  below  in  form  of  flow  chart 
(Figure  8.3).  This  algorithm  (Figure  8.3)  is  used  to  find  the  global minimum 
solution  in a potential  field only when  the  robot  is  trapped by  local minimum. 
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Using  the  simulated  annealing  technique  a  new  position  P′ for  the  robot  is 
chosen randomly from a set of neighbouring positions of the current position P 
(Figure 8.3). 
The  new  solution  is  accepted  unconditionally  if  the  new  position  has 
lower potential  energy  i.e., U  (P)  ≥ U  (P′ )  or  else with  the  condition T -e
∆
<  0.3, 
where ∆ = U (P′ ) ‐ U (P). If  P′  is not accepted, the algorithm proceeds to the next 
step by decreasing the temperature at a rate γ. This procedure is repeated until it 
escapes from the  local minimum. After the robot escapes from the minimum,  it 
follows  the  negative  gradient.    This  procedure  is  repeated  until  the  target  is 
reached.  
An  algorithm  has  been  developed  (Figure  8.4)  for  finding  out  the  initial 
temperature  T  (0).  Where  Ninit,  is  the  number  of  performed  cycles  in  the 
initialization  loop, N  is the  loop  index. N+  is the number of steps increasing the 
total potential function U (x). ∆(+) is the increase in the potential field function. T = 
∞,  is  the  constant  temperature  in  the  optimisation  and  s  =  s0  is  the  constant 
variance used in the randomization. 
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Figure 8.3. Path‐planning algorithm. 
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Figure 8.4. Initialisation algorithm. 
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8.2.2 Hybrid Technique  
The  potential  field method  optimised  by  simulated  annealing  technique  gives 
rise to an efficient navigation  technique. This technique  is then hybridised with 
neuro‐fuzzy  controller  to  improve  the navigation  of  robots  in highly  cluttered 
environment. 
The resulting architecture is shown in Figure 8.5. The role of the potential‐
field‐simulated‐annealing  controller  is  to  estimate  the  initial  steering  angle  for 
the  neuro‐fuzzy  controller.  Then  the  initial  steering  angle  is  fed  to  neural 
controller along with the distances of obstacles to the left, to the right and in front 
of  the  robot.  The  neural  network  used  here  is  a  back  propagation multilayer 
perceptron having  four  layers  taken  from Chapter‐5. The output of  the neural 
network  i.e.,  the  second  estimated  steering  angle  is  fed  to  the  fuzzy  controller 
along with the distances of the obstacles in front and to the left and right of the 
robot. Gaussian Membership functions are used in the fuzzy controller, which is 
discussed  in  Chapter‐4.  The  output  of  the  fuzzy  controller  is  to  compute  the 
velocities  of  the  driving wheels.  From  the  velocities  of  the  driving wheel  the 
steering angle is calculated to avoid obstacles and reach the target.  
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Figure  8.5.  Potential‐field‐simulated‐annealing‐neuro‐fuzzy  controller  for 
navigation of mobile robots. 
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8.3 Demonstrations  
8.3.1 Inter Robot Collision Avoidance 
This exercise relates to a problem designed to demonstrate that, the robots do not 
collide with each other even in a highly cluttered ambience. In this exercise only 
two robots have been employed  for proper visualisation. Figure 8.6 depicts  the 
beginning of the exercise where as Figure 8.7 shows the trajectories of the robots 
for  the  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique.  It  can  be 
noted that the robots are able to resolve conflict and avoid one another and reach 
the  target  successfully.  It  is  clear  from  the Figure 8.7  that when  the  robots are 
close to each other they change  their direction to avoid collision between them. 
The path traced by the robot ‘a’ is a‐b‐c‐d‐e and robot ‘p’ follows the path p‐q‐r‐s‐
t‐u‐v‐w. 
 
 
 
 
 
 
 
 
Figure  8.6.  Inter  robot  collision  avoidance  using  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique (Initial scenario). 
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Figure  8.7.  Inter  robot  collision  avoidance  using  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique (Final scenario). 
 
8.3.2 Experimental Validation for Two Mobile Robots with the Simulation 
Results  
Experimental  validation  of  the  developed  potential‐field‐simulated‐annealing‐
neuro‐fuzzy technique has been done with the simulated path (Figure 8.6) with 
two mobile robots. From the experiment  it  is observed that the two real mobile 
robots  follow  closely  the  path  of  simulation  as  shown  in  Figure  8.7.  The 
experimental results are shown in Figures 8.8 ‐ 8.12. 
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Figure 8.8. Experimental  result  for  two mobile  robots  (Khepera  II and Boe‐bot) 
using potential‐field‐ simulated‐annealing‐neuro‐fuzzy technique (Initial stage). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.9.  Experimental  result  for  two  mobile  robots  using  potential‐field‐ 
simulated‐annealing‐neuro‐fuzzy technique (Intermediate stage ‐ I). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.10.  Experimental  result  for  two  mobile  robots  using  potential‐field‐ 
simulated‐annealing‐neuro‐fuzzy technique (Intermediate stage ‐ II). 
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Figure  8.11.  Experimental  result  for  two  mobile  robots  using  potential‐field‐ 
simulated‐annealing‐neuro‐fuzzy technique (Intermediate stage ‐ III). 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.12. Experimental result for two mobile robots (Khepera II and Boe‐bot) 
using potential‐field‐ simulated‐annealing‐neuro‐fuzzy technique (Final stage). 
8.3.3 Escape from Dead Ends 
Figure 8.13 shows  the beginning of  the exercise where eight robots are  trapped 
within the dead ends. Two of the four obstacles are U‐shaped and rests two are 
rectangular shaped representing  the dead ends.  It can be seen  that all  the eight 
robots,  (Figure  8.13)  have  escaped  from  the  dead  ends  and  find  the  target 
successfully  (Figure  8.14)  by  using  potential‐field‐simulated‐annealing‐neuro‐
fuzzy technique.  
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Figure  8.13.  Escape  from  of  dead  ends  by  using  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique (Initial scenario). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.14.  Escape  from  dead  ends  by  using  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique (Final scenario). 
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8.3.4 Navigation of Several Mobile Robots 
Obstacle  avoidance  by  one  thousand  mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy  technique  is  shown  in  Figure  8.15  and  8.16. 
Figure 8.15 depicts  the  starting of  the exercise. Figure 8.16  shows  the  situation 
after few times the exercise has begun. It can be noted that the robots stay well 
away from the obstacles and from each other. 
 
 
 
 
 
 
 
 
 
 
Figure  8.15.  Scenario  for  navigation  of  one  thousand  mobile  robots  before 
simulation by using potential‐field‐simulated‐annealing‐neuro‐fuzzy technique.  
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Figure  8.16.  Scenario  for  navigation  of  one  thousand mobile  robots  by  using 
potential‐field‐simulated‐annealing‐neuro‐fuzzy technique after sometime when 
simulation started.  
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8.4 Comparison between Different Controllers 
8.4.1 Simulation Results 
An  exercise has  been devised  to  compare  the performances  of  the  rule‐based‐
neuro‐fuzzy,  potential‐field‐neuro‐fuzzy  and  potential‐field‐simulated‐
annealing‐neuro‐fuzzy techniques. In the exercise one robot is located inside two 
rectangular  obstacles  and  two  U‐shaped  obstacles.  A  target  is  present  in  the 
environment. Figure 8.17 represents the  initial condition of the environment for 
all the techniques. Figures 8.18 to 8.20 depict the path traced by the robot using 
rule‐based‐neuro‐fuzzy,  potential‐field‐neuro‐fuzzy  and  potential‐field‐
simulated‐annealing‐neuro‐fuzzy  techniques  respectively.  Total  path  lengths 
using  rule‐based‐neuro‐fuzzy,  potential‐field‐neuro‐fuzzy  and  potential‐field‐
simulated‐annealing‐neuro‐fuzzy  techniques  are  measured  in  pixels  for  four, 
eight,  ten, sixteen,  twenty‐four, forty, fifty and seventy mobile robots. The path 
lengths  are  taken  statistically  from  one  thousand  simulation  results.  The  final 
results are presented in Table 8.1. Similarly time taken to reach the target using 
rule‐based‐neuro‐fuzzy,  potential‐field‐neuro‐fuzzy  and  potential‐field‐
simulated‐annealing‐neuro‐fuzzy  techniques  is measured  for  the  same number 
of robots using statistical method. The results are depicted in Table 8.2. The path 
lengths and search times are giving an objective measure of the performance for 
different techniques. It can be noted that the potential‐field‐simulated‐annealing‐
neuro‐fuzzy technique performs the best among the above‐discussed techniques.  
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Figure 8.17. Environment for one robot and one target. 
 
 
 
 
 
 
 
 
Figure  8.18. Navigation  path  for  one mobile  robot  to  reach  target  using  rule‐
based‐neuro‐fuzzy technique. 
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Figure 8.19. Navigation path for one mobile robot to reach target using potential‐
field‐neuro‐fuzzy technique.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.20. Navigation path for one mobile robot to reach target using potential‐
field‐simulated‐annealing‐neuro‐fuzzy technique. 
Recorded path of robot 
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Number 
of robots 
Total path length in 
pixels using rule‐
based‐neuro‐fuzzy 
technique 
Total path length in 
pixels using 
potential‐field‐
neuro‐fuzzy 
technique 
Total path length in 
pixels using 
potential‐field‐
simulated‐
annealing‐neuro‐
fuzzy technique 
4  295  256  216 
8  614  511  429 
10  679  599  486 
16  1465  1245  1098 
24  2107  1826  1439 
40  3692  2584  2399 
50  3994  3368  2862 
70  7497  6747  5136 
 
Table 8.1. Path lengths using different techniques. 
 
Number 
of robots 
Total time taken in 
seconds using rule‐
based‐neuro‐fuzzy 
technique 
Total time taken in 
seconds using 
potential‐field‐
neuro‐fuzzy 
technique 
Total time taken in 
seconds using 
potential‐field‐
simulated‐
annealing‐neuro‐
fuzzy technique 
4  8.48  7.43  6.21 
8  18.04  15.33  12.92 
10  19.50  17.22  13.32 
16  28.52  23.76  19.01 
24  45.57  40.25  32.65 
40  64.31  54.23  46.08 
50  108.46  92.19  92.55 
70  182.16  148.76  122.04 
 
Table 8.2. Time taken to reach the target using different techniques. 
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8.4.2 Experiments with Single Real Mobile Robot  
Figures  8.21  ‐  8.25  show  the  experimental  results  obtained  for  potential‐field‐
simulated‐annealing‐neuro‐fuzzy  technique  for  a  single  robot  similar  to  the 
simulated environment as shown  in Figure 8.17. The experimental path follows 
closely  that  traced by  the robot during simulation. Table 8.3 shows  the average 
times taken by the robots in simulation and experiment performed for obstacles 
avoidance and target seeking.  
Total time taken during 
simulation in seconds 
Total time taken during 
experiment in seconds 
Number 
of robots 
Potential 
field neuro‐
fuzzy 
technique 
Potential‐field‐
simulated‐
annealing‐neuro‐
fuzzy technique 
Potential 
field neuro‐
fuzzy 
technique 
Potential‐field‐
simulated‐
annealing‐neuro‐
fuzzy technique 
1  5.90  5.35  7.75  7.05 
2  7.03  6.01  8.63  8.12 
4  7.43  6.21  9.09  8.72 
 
Table  8.3.  Time  taken  by  robots  in  simulation  and  experiment  to  reach  target 
(Simulated annealing).  
 
 
 
 
 
 
 
 
 
 
Figure  8.21.  Experimental  result  for  one  mobile  robot  (Khepera  II)  using 
potential‐field‐ simulated‐annealing‐neuro‐fuzzy technique (Initial stage). 
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Figure  8.22.  Experimental  result  for  one  mobile  robot  using  potential‐field‐ 
simulated‐annealing‐neuro‐fuzzy technique (Intermediate stage – I). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.23.  Experimental  result  for  one  mobile  robot  using  potential‐field‐ 
simulated‐annealing‐neuro‐fuzzy technique (Intermediate stage – II). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.24.  Experimental  result  for  one  mobile  robot  (Khepera  II)  using 
potential‐field‐ simulated‐annealing‐neuro‐fuzzy technique (Final stage). 
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8.4.3 Experiments with Multiple Mobile Robots  
Figures 8.25 ‐ 8.29 show that, three robots which are placed in a line are able to 
avoid  the  obstacles  and  reach  the  target  without  colliding  with  each  other. 
Figures 8.30  ‐ 8.34 and Figures 8.35  ‐ 8.38 demonstrate  that all  the  three robots, 
which are located in a cluttered environment, reach the target without colliding 
with each other or colliding with the target. Navigation of four mobile robots are 
shown in Figures 8.39 ‐ 8.41. It has been observed that the robots are successfully 
avoid obstacles. 
 
 
 
 
 
 
 
 
 
Figure  8.25.  Collision  avoidance  by  three mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Initial State). 
 
 
 
 
 
 
 
 
 
Figure  8.26.  Collision  avoidance  by  three mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Intermediate State ‐ I). 
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Figure  8.27.  Collision  avoidance  by  three mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Intermediate State ‐ II). 
 
 
 
 
 
 
 
 
Figure  8.28.  Collision  avoidance  by  three mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Intermediate State ‐ III). 
 
 
 
 
 
 
 
 
Figure 8.29. Collision avoidance by three robots using potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique after all the robots reaches the target. 
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Figure  8.30.  Target  seeking  by  three  mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Initial scenario). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.31.  Target  seeking  by  three  mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Intermediate scenario ‐ I). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.32.  Target  seeking  by  three  mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Intermediate scenario ‐ II). 
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Figure  8.33.  Target  seeking  by  three  mobile  robots  using  potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique (Intermediate scenario ‐ III). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.34. All the three mobile robots reach the target by using potential‐field‐
simulated‐annealing‐neuro‐fuzzy technique. 
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Figure  8.35.  Target  seeking  by  three  mobile  robots  with  two  targets  in  the 
environment  using  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique 
(Initial scenario). 
 
 
 
 
 
 
 
 
 
 
Figure  8.36.  Target  seeking  by  three  mobile  robots  with  two  targets  in  the 
environment  using  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique 
(Intermediate scenario ‐ I). 
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Figure  8.37.  Target  seeking  by  three  mobile  robots  with  two  targets  in  the 
environment  using  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique 
(Intermediate scenario ‐ II). 
 
 
 
 
 
 
 
 
 
 
 
Figure  8.38.  Target  seeking  by  three  mobile  robots  with  two  targets  in  the 
environment  using  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique 
(Final scenario). 
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Figure 8.39. Navigation of  four mobile  robots  in a cluttered environment using 
potential‐field‐simulated‐annealing‐neuro‐fuzzy technique (Initial Scenario). 
 
 
 
 
 
 
 
 
Figure  8.40. Navigation  of  four mobile  robots  using  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique (Intermediate Scenario ‐ I). 
 
 
 
 
 
 
 
 
Figure  8.41. Navigation  of  four mobile  robots  using  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique (Intermediate Scenario ‐ II). 
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8.5 Summary 
This  chapter  has  described  potential‐field‐simulated‐annealing‐neuro‐fuzzy 
technique for navigation of multiple mobile robots. It is observed that, by using 
potential‐field‐simulated‐annealing‐neuro‐fuzzy technique the robots are able to 
avoid any obstacles  (static and moving obstacles), escape  from dead ends, and 
find targets. Using this technique one thousand mobile robots can also navigate 
successfully  without  collision  with  other  robots  and  obstacles  present  in  the 
environment. It is also concluded from experimental and simulation results that 
the  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique  is  the  best 
technique  for  navigation  of  mobile  robots  among  the  above‐discussed 
techniques. 
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9 Conclusions and Further Work 
The  main  objectives  of  this  thesis  work  have  been  to  investigate  effective 
techniques for controlling the navigation of multiple mobile robots in a cluttered 
environment. This chapter summarises the main contributions, conclusions of the 
present investigations and scope for further works. 
9.1 Contributions 
¾ From  the kinematic analysis of mobile  robot;  right wheel and  left wheel 
velocities  of  the mobile  robot  are  calculated.  From  the wheel  velocities, 
steering angle for the robot is calculated. 
¾ Fuzzy  logic  technique  has  been  developed  using  three  types  of 
membership  functions.  The  fuzzy  rules  considered  for  all  the  three 
membership functions are deployed for multiple mobile robots. The fuzzy 
logic  controller  utilising  Gaussian  membership  function  is  found  best 
among the three types of membership functions for navigation of multiple 
mobile robots in an unknown environment. 
¾ A neural network technique has been devised for mobile robot navigation. 
This  has  been modified  to  produce  a  hybrid  neuro‐fuzzy  technique  for 
enhancing the navigational performance of robots.  
¾ A  rule‐based  controller  and  a  hybrid  rule‐based‐neuro‐fuzzy  technique 
also  have  been  realised.    The  latter  yielded  the  best  results  of  all  the 
techniques discussed in Chapter‐4 and Chapter‐5.  
¾ A  mathematically  based  potential  field  navigation  technique  has  been 
developed for multiple mobile robot navigation. Hybrid controller based 
on  potential  field  neuro‐fuzzy  technique  has  been  implemented  to 
enhance performance of robot navigation in various unknown scenario.   
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¾ Simulated  annealing  has  been  used  for  escaping  from  local minima. A 
hybrid  potential‐field‐simulated‐annealing‐neuro‐fuzzy  technique  has 
also been developed. This hybrid technique yielded the best results of all 
the techniques investigated in this research.  
9.2 Conclusions 
¾ From  the  simulation  and  experimental  results,  it  is  concluded  that  the 
developed  simple  fuzzy  controller with Gaussian membership  is able  to 
control the navigation of multiple mobile robots in an unknown cluttered 
workspace. 
¾ The  neuro‐fuzzy  technique  has  increased  the  performance  compared  to 
both  the  neural  and  fuzzy  logic  techniques.  Similarly  the  rule‐based‐
neuro‐fuzzy  technique  performs  better  than  the  simple  rule‐based 
technique. 
¾ The  best  performing  techniques  are  based  on  potential‐field‐simulated‐
annealing‐neuro‐fuzzy technique, which gives robust navigation results in 
an  unknown  environment.  This  technique  provides  better  result  than 
other  hybrid  techniques  developed,  namely  the  neuro‐fuzzy  and  rule‐
based‐neuro‐fuzzy technique. 
9.3  Further Work 
The following are suggested for further investigations: 
¾ In  the  current  research  work,  the  techniques  developed  for  multiple 
mobile robot navigation enable  the robots  to avoid collision among each 
other  and  with  static  obstacles.  However,  further  development  of  the 
techniques may be required  for  the avoidance of moving obstacles other 
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than  the  robots.  These  obstacles  (e.g.  animals, moving  equipments  etc.) 
may  or  may  not  have  sensors  mounted  on  them  that  are  able  to 
communicate with robots. 
¾ Co‐ordination between the robots for co‐operative task with static as well 
as moving obstacles. 
¾ Further work needs to be undertaken in the area of optimising the number 
of robots reaching and handling a particular object.  
¾ The navigational techniques developed  in this research work are capable 
of detecting and reaching the static targets. Further modifications in these 
navigational techniques may be carried out so that the robots can not only 
detect dynamic targets but also reach them using an optimum path. 
¾ Further work with respect to the use of visual sensing may be undertaken 
to improve the environment perception of mobile robots. This may help to 
facilitate co‐operation between the robots in an intelligent manner. It may 
also  be  used  in  the  context  of  robot  control  through  the  WWW  by 
presenting on‐line pictures of the robot’s work area. Digital cameras with 
suitable computer interface may be employed for this purpose. 
¾ New  potential  function may  be  developed  to  control more  number  of 
mobile robots. 
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Appendix – A 
Software used for Robot navigation 
A.1 Navigation Software 
The  ‘ROBPATH’ used  for navigation demonstrations  reported  in  this  research 
work  is developed by  the author. The  software  runs on a PC operating under 
WINDOWS NT/95/98/2000/XP/Vista. The menus incorporated in the software are 
described below. 
A.1.1 Obstacle Menu: 
The Obstacle Menu allows  the user  to draw different  types of obstacles  in  the 
robots’  environment.  The  obstacles  that  can  be  constructed  are  shown  in     
Figure a.1. 
A.1.2 Number of Robot Menu: 
Using this menu, a user can draw any number of robots (in between 1 to 1000) as 
required to be placed in the environment. For example fifteen robots are shown 
in Figure a.2. 
A.1.3 Run Menu: 
With this menu, the user can choose to run the software  in simulation mode or 
control the navigation of real mobile robots. The menu is given in Figure a.3. 
A.1.4 Techniques Menu: 
This menu enables the user to select the techniques to control the navigation of 
the robots. The menu is shown in Figure a.3. 
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Figure a.1. Obstacles. 
 
 
 
Figure a.2. Fifteen mobile robots. 
 
 
 
(a) Boundary of the environment
(b) Wall (Line) 
(d) Triangular sharp edge object  (e) Rectangular object  
(f) Parallelogram type object 
(g) Hexagonal type object 
(h) U‐shaped objects
(c) Circular object 
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Figure a.3. View of  the software (ROBOPATH) front‐end user for navigation of 
multiple mobile robots. 
A.1.5 Target Menu: 
This menu is for placing targets in the environment. Any number of targets can 
be Chosen for the robot environment Figure a.3. 
A.1.6 Manual Command (Parameter Menu): 
This menu contains four commands (Figure a.3) 
a)  Start_Again: This  command  is  for  re‐starting  a  process  with  exiting 
software. 
b)  Refresh_Screen: This command is for cleaning the screen. It has the same 
action as clicking the right button on the mouse. 
Fuzzy 
Neural 
Neurofuzzy 
Rulebased 
Rulebasedneurofuzzy 
Navigation field method 
Hybrid PEF method 
Others 
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c)  Robot_Behaviour: This command activates a dialog box  that enables  the 
user to select a particular robot and control its movements manually. The dialog 
box can be seen in Figure a.3. 
d)  Drag_Obs: Using  this  sub‐menu  the  user  can  drag  any  obstacle  to  any 
place in the environment at any time to re‐arrange the cluttered environment. 
e) Obs_Delete: By the help of this menu the user can delete any obstacle at 
any time from the environment. 
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Appendix – B 
Petri Net Model 
The  theory of Petri Nets was developed  from  the work of Carl Adam Petri  in 
Germany  in  1962.  He  developed  a  new  model  for  information  flow  in  a 
communication system [230]. Petri Net model is used as a visual communication 
aid  to  model  the  system  behaviour.  It  is  based  on  strong  mathematical 
foundation. Petri Net  is a graphical paradigm  for  the  formal description of  the 
logical  interactions among parts or of the flow of activities  in complex systems. 
Petri Net is particularly suited to model:  
–Concurrency and Conflict;  
–Sequencing, conditional branching and looping;  
–Synchronization;  
–Sharing of limited resources and  
–Mutual exclusion. 
B.1 Basic Definitions of Petri Net Model: 
A Petri net is a bipartite directed graph consisting of two kinds of nodes: places 
and transitions [231] (Figure b.1). 
–Places typically represent conditions within the system being modeled  
–Transitions represent events occurring  in the system that may cause change  in 
the condition of the system 
–Arcs  connect  places  to  transitions  and  transitions  to  places  but  never  an  arc 
from a place to a place or from a transition to a transition. In addition to the basic 
elements of Petri Nets i.e., places, transitions and direct arcs, tokens are included 
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to  model  the  systems.  In  Petri  net  theory,  places  represent  status  such  as 
operation process, conditions or availability of resources e.g., a robot is ready to 
move in an environment. Transitions are used to model events i.e., the start and 
termination  of  operations.  Places  contain  tokens  (denoted  by  circles)  and  the 
distribution  of  tokens  in  the  place  of  Petri  Net  is  called  its  marking.  The 
execution  of  a  Petri  net  is  controlled  by  the  position  and movement  of  these 
tokens. 
In a Petri Net model, Petri Net structure (Z) can be defined as a five – tuple [207] 
 Z = (P,T,I,O,m) 
Where 
• P = {p1,p2,……………………..pm} is a finite set of places, m≥  0. 
• T = {t1,t2,……………………..tn} is a finite set of transitions, n≥  0. 
• { }⊆I    P X T is the input function that defines the set of directed arcs from 
places to transitions. 
• { }⊆O    T X P   is  the output  function  that defines  the  set of directed arcs 
from transition to places. 
• →m : P   N   is  a marking whose  component  represents  the  number  of 
tokens in the corresponding place. 
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Figure b.1. A simple Petri Net model. 
 
Input arcs  are directed arcs drawn  from places  to  transitions,  representing  the 
conditions that need to be satisfied for the event to be activated  
 
 
Output arcs are directed arcs drawn from transitions to places, representing the 
conditions resulting from the occurrence of the event  
 
 
Input  places  of  a  transition  are  the  set  of  places  that  are  connected  to  the 
transition through input arcs  
 
 
 
Place 
 
Token 
 
Transition 
 
Arc 
Before firing 
After firing 
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Output places of a transition are the set of places to which output arcs exist from 
the transition 
 
 
Tokens are dots  (or  integers) associated with places; A place containing  tokens 
indicates that the corresponding condition holds  
 
 
 
Marking of a Petri net is a vector listing the number of tokens in each place of the 
net  ( )1 2 3 pn  n  n ...........n , P = of places . 
When  input  places  of  a  transition  have  the  required  number  of  tokens,  the 
transition is enabled 
 
 
 
An  enabled  transition may  fire  (event  happens)  taking  a  specified  number  of 
tokens  from  each  input  place  and  depositing  a  specified  number  of  tokens  in 
each of its output place.   
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Firing example  2 2 22H  + O  = 2H O  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure b.2. A simple firing example using Petri Net model. 
 
 
 
 
 
H2 
O2 
H2O 
T 
2 
2 
Before firing
H2 
O2 
H2O 
T 
2 
2 
After firing
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Role of a place 
 
 
• A type of communication medium, like a telephone line, a middleman, or 
a communication network; 
• A buffer: for example, a depot, a queue or a post bin; 
• A geographical location, like a place in a warehouse, office or hospital; 
•  A  possible  state  or  state  condition:  for  example,  the  floor  where  an 
elevator is, or the condition that a specialist is available. 
 
 
 
Role of a transition 
 
 
•  An  event:  for  example,  starting  an  operation,  the  death  of  a  patient,  a 
change seasons or the switching of a traffic light from red to green; 
•  A  transformation  of  an  object,  like  adapting  a  product,  updating  a 
database, or updating a document; 
•  A  transport of an object:  for example,  transporting goods, or  sending a 
file. 
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Role of a token 
 
•  A physical object, for example a product, a part, a drug, a person; 
•  An information object, for example a message, a signal, a report; 
•  A collection of objects,  for example a  truck with products, a warehouse 
with parts, or an address file; 
•  An indicator of a state, for example  the  indicator of  the state  in which a 
process is, or the state of an object; 
•  An indicator of a condition:  the presence of a  token  indicates whether a 
certain condition is fulfilled. 
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Appendix - C 
Description of Experimental Mobile Robots 
C.1 Khepera II Robot 
 
 
 
 
 
 
 
Figure c.1. Khepera  II robot. 
 
 
proximity  sensors,  an  interface  with  image  sensor  and  an  on‐board  power 
supply. Each IR sensor  is composed of an emitter and an  independent receiver. 
The  infrared sensors allow absolute ambient  light and estimation, by reflection, 
of  the  relative position of  an object  to  the  robot  to be measured.  In  fact,  these 
estimations  give  information  about  the  distances  between  the  robot  and  the 
obstacles. 
 
 
In  this  thesis,  Khepera  II,  Boe‐Bot, 
Hemisson, and Koala robots are used 
for  experimental  verification.  The 
Khepera  II  (Figure  c.1)  is  cylindrical 
in  shape,  measuring  5.5  cm  in 
diameter and 3 cm in height. Its small 
size  allows  experiments  to  be 
performed  in a small work area. The 
basic configuration of  the Khepera  II 
is  composed  of  the  CPU  and  the 
sensory motor boards. It includes two 
DC motors coupled with incremental 
sensors, eight analog infrared (IR)  
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C.2 Boe-Bot Robot 
The  Boe‐Bot  robot  (Figure  c.2)  is  built  on  a  high  quality  brushed  aluminum 
chassis  that provides a sturdy platform  for  the servomotors and printed circuit 
board. This robot is rectangular in shape, measuring 14 cm in length 12.5 cm in 
width and 15.5 cm in height. The rear wheel is a drilled polyethylene ball held in 
place with a cotter pin. Ultrasonic sensors are mounted for obstacles detections. 
Image sensors mounted on both the robots are used for target detection. 
 
 
 
 
 
 
 
 
 
 
 
Figure c.2. Boe‐Bot robot. 
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C.3  Hemisson Robot 
The Hemisson robot  is equipped with several sensors and a programmable 8bit 
MCU.  Its size is 12 cm in diameter and weighs 200 gm. It has two DC motors to 
drive  independently  both  wheels.  The  Processor  is  PIC16F877  (20MHz  CPU 
clock, 8 bit, 8K words program memory).  Sensors mounted on  the  robot are 8 
ambient light sensors (infrared), 6 obstacle detection sensors (infrared) and 2 line 
detection sensors. The power supply is from a standard 9V battery. The robot has 
serial port  for  communication with  computer  (DB9  connector), one TV  remote 
receiver, one Buzzer, four LEDs, four Programmable Switches. The robot is able 
to avoid obstacles, detect ambient  light  intensity and  follow a  line on  the  floor. 
Other equipments include programmable LED, buzzer and switches. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure c.3. Hemisson Robot. 
 
    
233 
C.4  Koala Robot  
The Koala  robot  is  a  robotic platform  for  real‐world  experiments  and  is more 
powerful, and capable of carrying  larger accessories  than khepera. It rides on 6 
wheels having Length:  32  cm, Width:  32  cm, Height:  20  cm  and  sports  stylish 
bodywork  for attractive demonstrations.  Its weight  is 4 kg with battery 3.6 kg 
with DC‐DC  converter. The processor  installed  in  the  koala  robot  is Motorola 
68331 @ 22MHz, RAM  is 1Mbyte and ROM  is 1Mbyte. Two DC brushed servo 
motors with integrated incremental encoders (roughly 19 pulses per mm of robot 
motion) is installed in the robot. The sensors mounted on the robot are 16 Infra‐
red  proximity  and  ambient  light  sensors,  four  optional  triangulation  longer‐
range IR sensors and 6 optional ultrasonic sonar sensors. The maximum payload 
the robot can take is 3 kg. It has been designed for easy to use, easy to transport, 
and able  to deal with a standard office environment as well as a  rough  indoor 
terrain. It is also fully software compatible with Khepera. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure c.4. Koala Robot 
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Appendix – D 
Data Mining Tools See5 
Data mining  is about extracting patterns  from a warehoused data. See5  is data 
mining  software.  Some  important  features  of  See5  (Figure  d.1  and  d.2)  are 
described below:  
• See5  has  been  designed  to  analyse  substantial  databases  containing 
thousands  to hundreds of  thousands of  records and  tens  to hundreds of 
numeric or nominal fields.  
• To maximize  interpretability,  See5  classifiers  are  expressed  as  decision 
trees or sets of if‐then rules, forms that are generally easier to understand 
than neural networks.  
• See5  is  easy  to  use  and  does  not  presume  advanced  knowledge  of 
Statistics or Machine Learning. 
D.1 See5 Required Following files: 
D.1.1 Application Files 
Every See5 application has a short name called a filestem. All files read or written 
by  See5  for  an  application  have  names  of  the  form  filestem.extension where 
filestem identifies the application and extension describes the contents of the file.  
Here is a summary table (Table d.1) of the extensions used by See5  
D.1.2 Names File 
The  first  essential  file  is  the  names  file  (e.g.  rule9.names)  that  describes  the 
attributes and classes.  
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This file concerns credit card applications.   All attribute names and values have 
been changed to meaningless symbols to protect confidentiality of the data. 
steering angle.  |   classes 
left distance    :  continuous. 
front distance  :  continuous. 
right distance  :  continuous. 
target angle    :  continuous. 
change in steering angle:  ‐2,‐6,‐7,‐9,2,4,6,8,10,16. 
D.1.3 Data File 
The  second  essential  file,  the  applicationʹs  data  file  (e.g.  rule9.data)  provides 
information on the training cases from which See5 will extract patterns.  
For example, the first five cases from file rule9.data are:  
13,30,8,10‐6 
13,30,10,11,‐6 
13,30,13,11,‐6 
13,30,15,12,‐7 
13,30,18,12,‐7 
Here  is  the main window of See5 after  the  rule9 application has been  selected 
(Fig. 19.).  
The main window of See5 has six buttons on its toolbar. From left to right, they 
are  
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D.1.3.1  Locate Data  
Invokes a browser to find the files for your application, or to change the current 
application;  
D.1.3.2  Construct Classifier  
Selects the type of classifier to be constructed and sets other options;  
D.1.3.3  Stop  
Interrupts the classifier‐generating process;  
D.1.3.4  Review Output  
Re‐displays the output from the last classifier construction (if any);  
D.1.3.5  Use Classifier  
Interactively applies the current classifier to one or more cases; and  
D.1.3.6  Cross-Reference  
Shows how cases in training or test data relate to (parts of) a classifier and vice 
versa.  
These functions can also be initiated from the File menu.  
The  Edit  menu  facilities  changes  to  the  names  and  costs  files  after  an 
applicationʹs files have been located.  
D.1.4 Constructing Classifiers 
Once the names, data, and optional files have been set up, everything is ready to 
use See5. The first step is to locate the date using the Locate Data button on the 
toolbar (or the corresponding selection from the File menu). Rule9 data has been 
located in this manner. There are several options that affect the type of classifier 
that See5 produces and  the way  that  it  is constructed. The Construct Classifier 
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button  on  the  toolbar  (or  selection  from  the  File menu) displays  a dialog  box 
shown in Fig. 20 that sets out these classifier construction options. 
D.1.5 Rulesets 
See5 has ability  to generate  classifiers  called  rulesets  that  consist of unordered 
collections of if‐then rules. Some of the rules given below: 
Rule 1:  
left obstacle distance > 18  
front obstacle distance <= 12  
right obstacle distance > 30  
right obstacle distance <= 48  
target angle > 12 
target angle <= 14  
‐>  class ‐7  [0.962] 
Rule 2:  
left obstacle distance > 18  
front obstacle distance <= 12 
right obstacle distance > 30  
right distance <= 48  
target angle > 14 
target angle <= 16 
‐>  class ‐9  [0.955] 
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   Figure d.1. The main window of See5. 
 
 
 
 
 
 
 
 
 
 
 
Figure d.2. The Main dialog box. 
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names  description of the applicationʹs 
attributes  
[required]  
data  cases used to generate a classifier   [required]  
test  unseen cases used to test a classifier   [optional]  
cases  cases to be classified subsequently   [optional]  
costs  differential misclassification costs   [optional]  
tree  decision tree classifier produced by 
See5  
[output]  
rules  ruleset classifier produced by See5   [output]  
out  report produced when a classifier is 
generated  
[output]  
set  settings used for the last classifier   [output]  
 
Table d.1. Summary table of the extensions used by See5. 
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Appendix – E 
Data for Rule-based Controller 
The data set used in the algorithm to generate the rules using See 5 software: 
Each data  set  comprises  of  left  obstacle distance,  front  obstacle distance,  right 
obstacle distance, target angle and change in steering angle. 
60,60,10,12,‐7 
60,60,12,12,‐7 
60,60,14,12,‐7 
60,60,16,12,‐7 
60,60,18,12,‐7 
60,60,20,12,‐7 
60,60,22,12,‐7 
60,60,24,12,‐7 
60,60,26,12,‐7 
60,60,28,12,‐7 
60,60,30,12,‐7 
60,60,32,12,‐9 
60,60,34,12,‐9 
60,60,36,14,‐7 
60,60,38,14,‐7 
60,60,40,14,‐7 
60,60,42,14,‐7 
60,60,44,14,‐7 
60,60,46,14,‐7 
60,60,48,14,‐7 
60,60,50,14,‐5 
60,60,52,14,‐5 
60,60,54,14,‐5 
60,60,56,14,‐5 
60,60,58,14,‐5 
60,60,60,14,‐5 
60,60,10,16,‐7 
60,60,36,12,‐9 
60,60,38,12,‐9 
60,60,40,12,‐9 
60,60,42,12,‐9 
60,60,44,12,‐9 
60,60,46,12,‐9 
60,60,48,12,‐9 
60,60,50,12,‐5 
60,60,52,12,‐5 
60,60,54,12,‐5 
60,60,56,12,‐5 
60,60,58,12,‐5 
60,60,60,12,‐5 
60,60,22,16,‐7 
60,60,24,16,‐7 
60,60,26,16,‐7 
60,60,28,16,‐7 
60,60,30,16,‐7 
60,60,32,16,‐9 
60,60,34,16,‐9 
60,60,36,16,‐9 
60,60,38,16,‐9 
60,60,40,16,‐9 
60,60,42,16,‐9 
60,60,44,16,‐9 
60,60,46,16,‐9 
60,60,48,16,‐9 
60,60,10,14,‐8 
60,60,12,14,‐8 
60,60,14,14,‐8 
60,60,16,14,‐8 
60,60,18,14,‐8 
60,60,20,14,‐8 
60,60,22,14,‐8 
60,60,24,14,‐8 
60,60,26,14,‐8 
60,60,28,14,‐8 
60,60,30,14,‐8 
60,60,32,14,‐7 
60,60,34,14,‐7 
60,60,60,16,‐5 
60,60,10,20,7 
60,60,12,20,7 
60,60,14,20,7 
60,60,16,20,7 
60,60,18,20,7 
60,60,20,20,7 
60,60,22,20,7 
60,60,24,20,7 
60,60,26,20,7 
60,60,28,20,7 
60,60,30,20,7 
60,60,32,20,9 
60,60,34,20,9 
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60,60,12,16,‐7 
60,60,14,16,‐7 
60,60,16,16,‐7 
60,60,18,16,‐7 
60,60,20,16,‐7 
60,60,46,20,9 
60,60,48,20,9 
60,60,50,20,9 
60,60,52,20,9 
60,60,54,20,9 
60,60,56,20,9 
60,60,58,20,9 
60,60,60,20,9 
60,60,10,22,10 
60,60,12,22,10 
60,60,14,22,10 
60,60,16,22,10 
60,60,18,22,10 
60,60,20,22,10 
60,60,22,22,10 
60,60,24,22,10 
60,60,26,22,10 
60,60,28,22,10 
60,60,30,22,10 
60,60,56,24,12 
60,60,58,24,12 
60,60,60,24,12 
60,60,10,26,13 
60,60,12,26,13 
60,60,14,26,13 
60,60,16,26,13 
60,60,18,26,13 
60,60,20,26,13 
60,60,22,26,13 
60,60,24,26,13 
60,60,26,26,13 
60,60,50,16,‐5 
60,60,52,16,‐5 
60,60,54,16,‐5 
60,60,56,16,‐5 
60,60,58,16,‐5 
60,60,32,22,11 
60,60,34,22,11 
60,60,36,22,11 
60,60,38,22,11 
60,60,40,22,11 
60,60,42,22,11 
60,60,44,22,11 
60,60,46,22,11 
60,60,48,22,11 
60,60,50,22,11 
60,60,52,22,11 
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23,60,60,‐12,8 
22,60,60,‐12,8 
21,60,60,‐12,8 
20,60,60,‐12,8 
19,60,60,‐12,8 
18,60,60,‐12,8 
17,60,60,‐12,8 
16,60,60,‐12,8 
15,60,60,‐12,8 
14,60,60,‐12,8 
13,60,60,‐12,8 
24,60,60,14,‐6 
23,60,60,14,‐6 
22,60,60,14,‐6 
21,60,60,14,‐6 
20,60,60,14,‐6 
19,60,60,14,‐6 
18,60,60,14,‐6 
17,60,60,14,‐6 
16,60,60,14,‐6 
15,60,60,14,‐6 
14,60,60,14,‐6 
13,60,60,14,‐6 
12,60,60,14,‐6 
11,60,60,14,‐6 
10,60,60,‐14,10 
59,60,60,‐14,10 
58,60,60,‐14,10 
57,60,60,‐14,10 
56,60,60,‐14,10 
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55,60,60,‐14,10 
54,60,60,‐14,10 
53,60,60,‐14,10 
52,60,60,‐14,10 
51,60,60,‐14,10 
50,60,60,‐14,10 
49,60,60,‐14,10 
48,60,60,‐14,10 
47,60,60,‐14,10 
46,60,60,‐14,10 
45,60,60,‐14,10 
44,60,60,‐14,10 
43,60,60,‐14,10 
42,60,60,‐14,10 
41,60,60,‐14,10 
40,60,60,‐14,10 
39,60,60,‐14,10 
38,60,60,‐14,10 
37,60,60,‐14,10 
48,60,60,16,‐10 
47,60,60,16,‐10 
46,60,60,16,‐10 
45,60,60,16,‐10 
44,60,60,16,‐10 
43,60,60,16,‐10 
42,60,60,16,‐10 
41,60,60,16,‐10 
40,60,60,16,‐10 
39,60,60,16,‐10 
38,60,60,16,‐10 
37,60,60,16,‐10 
36,60,60,16,‐10 
35,60,60,16,‐10 
34,60,60,16,‐10 
33,60,60,16,‐10 
32,60,60,16,‐10 
36,60,60,‐14,10 
35,60,60,‐14,10 
34,60,60,‐14,10 
33,60,60,‐14,10 
32,60,60,‐14,10 
31,60,60,‐14,10 
30,60,60,‐14,10 
29,60,60,‐14,10 
28,60,60,‐14,10 
27,60,60,‐14,10 
26,60,60,‐14,10 
25,60,60,‐14,10 
24,60,60,‐14,10 
23,60,60,‐14,10 
22,60,60,‐14,10 
21,60,60,‐14,10 
20,60,60,‐14,10 
19,60,60,‐14,10 
18,60,60,‐14,10 
29,60,60,16,‐10 
28,60,60,16,‐10 
27,60,60,16,‐10 
26,60,60,16,‐10 
25,60,60,16,‐10 
24,60,60,16,‐10 
23,60,60,16,‐10 
22,60,60,16,‐10 
21,60,60,16,‐10 
20,60,60,16,‐10 
19,60,60,16,‐10 
18,60,60,16,‐10 
17,60,60,16,‐10 
16,60,60,16,‐10 
15,60,60,16,‐10 
14,60,60,16,‐10 
13,60,60,16,‐10 
17,60,60,‐14,10 
16,60,60,‐14,10 
15,60,60,‐14,10 
14,60,60,‐14,10 
13,60,60,‐14,10 
12,60,60,‐14,10 
11,60,60,‐14,10 
10,60,60,‐14,10 
59,60,60,16,‐10 
58,60,60,16,‐10 
57,60,60,16,‐10 
56,60,60,16,‐10 
55,60,60,16,‐10 
54,60,60,16,‐10 
53,60,60,16,‐10 
52,60,60,16,‐10 
51,60,60,16,‐10 
50,60,60,16,‐10 
49,60,60,16,‐10 
10,60,60,16,‐10 
59,60,60,18,8 
58,60,60,18,8 
57,60,60,18,8 
56,60,60,18,8 
55,60,60,18,8 
54,60,60,18,8 
53,60,60,18,8 
52,60,60,18,8 
51,60,60,18,8 
50,60,60,18,8 
49,60,60,18,8 
48,60,60,18,8 
47,60,60,18,8 
46,60,60,18,8 
45,60,60,18,8 
44,60,60,18,8 
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31,60,60,16,‐10 
30,60,60,16,‐10 
41,60,60,18,8 
40,60,60,18,8 
39,60,60,18,8 
38,60,60,18,8 
37,60,60,18,8 
36,60,60,18,8 
35,60,60,18,8 
34,60,60,18,8 
33,60,60,18,8 
32,60,60,18,8 
31,60,60,18,8 
30,60,60,18,8 
29,60,60,18,8 
28,60,60,18,8 
27,60,60,18,8 
26,60,60,18,8 
25,60,60,18,8 
12,60,60,16,‐10 
11,60,60,16,‐10 
24,60,60,18,8 
23,60,60,18,8 
22,60,60,18,8 
21,60,60,18,8 
20,60,60,18,8 
19,60,60,18,8 
18,60,60,18,8 
17,60,60,18,8 
16,60,60,18,8 
15,60,60,18,8 
14,60,60,18,8 
13,60,60,18,8 
12,60,60,18,8 
11,60,60,18,8 
10,60,60,18,8 
59,60,60,‐18,8 
58,60,60,‐18,8 
 
43,60,60,18,8 
42,60,60,18,8 
57,60,60,‐18,8 
56,60,60,‐18,8 
55,60,60,‐18,8 
54,60,60,‐18,8 
53,60,60,‐18,8 
52,60,60,‐18,8 
51,60,60,‐18,8 
50,60,60,‐18,8 
49,60,60,‐18,8 
48,60,60,‐18,8 
47,60,60,‐18,8 
46,60,60,‐18,8 
45,60,60,‐18,8 
44,60,60,‐18,8 
43,60,60,‐18,8 
42,60,60,‐18,8 
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