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Seit 2018 ist auch für Datenverarbeitungsvorgänge der Polizei nach dem 
EU‑Datenschutzrecht bei hohen Risiken für die Rechte und Freiheiten 
der Betroffenen eine Datenschutz‑Folgenabschätzung (DSFA) vorge‑
schrieben. Dieser Beitrag untersucht die Möglichkeiten, die diese ver‑
bindliche DSFA für eine transparente, grundrechtsschonende und de‑
mokratisch kontrollierbare Polizeiarbeit bietet. Er zeigt, dass sich viele 
Akteure der Innenpolitik und Polizei mit Transparenz schwertun, sodass 
eine demokratische Kontrolle, die grundrechtsschonendes Polizeihan‑
deln sicherstellen soll, nur eingeschränkt funktioniert. Dem kann durch 
höhere Transparenzstandards bei der polizeilichen Datenverarbeitung 
sowie durch eine grundrechtsschonende Technikgestaltung nach dem 
Grundsatz Privacy by Design entgegengewirkt werden.
Data protection assessment and transparency deficits 
in technology use
An analysis using the example of police data processing
Since 2018, EU data protection law requires a Data Protection Impact As-
sessment (DPIA) for any data processing that involves high risks to the 
rights and freedoms of natural persons. This paper examines the possi-
bilities for transparent and fundamental rights-protecting policing that 
this legal framework offers. Many politicians and police officials tend 
to place more emphasis on security than on transparency, democratic 
accountability of policing, and high standards of privacy. This can be 
counteracted by higher transparency standards in police data process-
ing and by designing technology based on privacy by design.
Keywords: data protection, policing, privacy, technology, account­
ability
Immer mehr prägen „smarte“ Geräte den Alltag. Die darin ent-
haltenen technischen Anwendungen werden zunehmend vernetzt 
und tauschen permanent Daten aus. Dementsprechend steigt 
auch das polizeiliche Interesse an Datenverarbeitungstechno-
logien (Fährmann 2020, S. 228). Polizeilicher Technikeinsatz 
führt oft zu intensiveren Grundrechtseingriffen, wobei insbeson-
dere die Telekommunikationsfreiheit und das Allgemeine Per-
sönlichkeitsrecht in seinen Ausprägungen als Recht auf infor-
mationelle Selbstbestimmung und als Recht auf Vertraulichkeit 
und Integrität informationstechnischer Systeme betroffen sind 
(Fährmann et al. 2020). Neue technische Möglichkeiten können 
zudem erheblichen Einfluss auf gesellschaftliche Verhältnisse 
und Machtstrukturen haben (Roßnagel 2020; Grunwald 2010 b, 
S. 29), z. B. indem sie einseitig Zugang zu Informationen eröff-
nen. Sie können sich auch auf demokratische Herrschaftsstruk-
turen auswirken, etwa wenn ihre Ausgestaltung demokratische 
Kontrolle erschwert (Narr 2003; Grunwald 2010 b, S. 27). Tech-
nische (Überwachungs-)Maßnahmen können einen Einschüch-
terungseffekt entfalten, wodurch demokratische Partizipations-
möglichkeiten beeinträchtigt werden, z. B. die Wahrnehmung 
der Versammlungs- und Meinungsfreiheit. Wie sich Technik auf 
Machtverhältnisse auswirkt, hängt von ihrer konkreten Ausge-
staltung ab. So kann Technik auch Freiheiten zur Grundrechts-
ausübung erweiterten und eine bessere Kontrolle ermöglichen, 
z. B. durch die Steigerung von Transparenz behördlicher Abläufe 
(von Lucke 2010; Roßnagel 2020, S. 224).
Dieser Beitrag geht von der Hypothese aus, dass Entwick-
lung und Nutzung polizeilicher Datenverarbeitungstechnolo-
gien – wie etwa international vernetze Datenbanken aber auch 
Mittel zur Datenerhebung wie Kameras – für die Betroffenen 
zumeist weitgehend intransparent sind. Die hohe Geschwindig-
keit der Technikentwicklung verstärkt solche Transparenzdefi-
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sondern auch für gesetzgebende Parlamentarier*innen und ge-
setzesanwenden Gerichte ist nur begrenzt nachvollziehbar, wie 
polizeiliche Technik genau funktioniert und wie sie sich auf den 
Grundrechtsgebrauch auswirkt. Damit sind Transparenzdefizite 
polizeilicher Datenverarbeitung auch Teil eines Demokratiede-
fizits. Demokratische Entscheidungen können gegenüber dem 
repräsentierten Volk nur auf der Basis ausreichender Informa-
tionen verantwortet werden (Velten 1996, S. 15). Transparenz 
stellt damit ein konstitutives Element demokratischer Entschei-
dungen dar (Riese 2019, S. 114; Stehr und Wallner 2010, S. 12).
Die Datenschutz-Folgenabschätzung (DSFA) ist im Mai 
2018 mit dem 2016 verabschiedeten EU-Datenschutzrecht für 
die meisten Bereiche durch den unmittelbar geltenden Art. 35 
Datenschutzgrundverordnung (EU) 2016/679 (DSGVO) ver-
bindlich geworden. Für den Teil der Polizeiarbeit, der einen Be-
zug zur Strafverfolgung aufweist, gilt Art. 27 der Richtlinie (EU) 
2016/680, in Deutschland u. a. umgesetzt durch § 67 des Bundes-
datenschutzgesetzes (BDSG). Als prozedurales Begleitelement 
zwingt die DSFA Unternehmen und Behörden, die Datenschutz-
folgen technischer Innovationen und die Auswirkungen auf die 
Grundrechte Betroffener systematisch in den Blick zu nehmen.
Dieser Beitrag betrachtet die Ursachen und Folgen von (In-)
Transparenz polizeilicher Datenverarbeitung aus einer interdis-
ziplinären rechts- und politikwissenschaftlichen Perspektive. 
Zunächst werden Transparenzdefizite der polizeilichen Technik-
nutzung betrachtet. Auf dieser Basis wird untersucht, welchen 
Beitrag die DSFA für die Herstellung von Transparenz des poli-
zeilichen Technikeinsatzes leisten kann. Dabei geht der Beitrag 




Gesetzliche Regelungen werden oft schon nach kurzer Zeit ob-
solet, weil neue technische Entwicklungen schwerwiegendere 
Eingriffsmaßnahmen ermöglichen als zuvor. Die Gesetzgebung 
tendiert daher zur Schaffung allgemein gehaltener, weitgehend 
unbestimmter Eingriffsbefugnisse (Aden und Fährmann 2019 a, 
2019 b). Diese Tendenz zur Unbestimmtheit von Eingriffsnor-
men wird noch dadurch verstärkt, dass polizeiliche Eingriffs-
befugnisse zunehmend nicht mehr an konkrete Gefahren und 
Straftaten anknüpfen, sondern Eingriffe bereits in deren Vor-
feld legitimieren, z. B. wenn die Polizei bei der Vorbereitung von 
Einsatzschwerpunkten auf Daten aus dem predictive policing 
zurückgreift, bei dem aus Kriminalitätsdaten zukünftige Risi-
ken vorausberechnet werden (Thurn und Egbert 2019, S. 73 f.). 
Durch den Trend zur Analyse großer Datenbestände (Big Data), 
auch mit Unterstützung künstlicher Intelligenz, dürfte sich die 
polizeiliche Tätigkeit in Zukunft sogar noch weiter in das Vor-
feld von Gefahren und Straftaten verlagern.
Weitgehend ungeregelt und damit intransparent ist die Daten-
verarbeitung in polizeilichen Vorgangsbearbeitungssystemen, in 
denen Polizist*innen ihre tägliche Arbeit dokumentieren. Die 
gesetzlichen Eingriffsbefugnisse knüpfen hier an sehr vage Vo-
raussetzungen an; in der Regel reicht die Erforderlichkeit der 
Datenverarbeitung für die polizeiliche Aufgabenerfüllung für 
die Verarbeitung personenbezogener Daten. Empirische For-
schungserkenntnisse und konkrete rechtliche Standards zur 
Nutzung dieser Systeme fehlen (Fährmann et al. 2020). Unbe-
stimmte Eingriffsbefugnisse führen dazu, dass (potenziell) Be-
troffene nicht ohne Weiteres nachvollziehen können, was ge-
nau die Polizei darf. Befugnisse zur verdeckten Datenerhebung, 
z. B. für Online-Durchsuchungen, im Rahmen verdeckter Obser-
vationen oder durch verdeckte Ermittler*innen, verstärken den 
Trend zu intransparenter polizeilicher Datenerhebung (Velten 
1996, S. 15; Albers und Weinzierl 2010).
Aufgrund dieser Intransparenz ist die polizeiliche Datenver-
arbeitung nur selten Gegenstand gerichtlicher Kontrolle, zumal 
die Betroffenen auch nicht über jede Datenverarbeitung infor-
miert werden. Selbst bei offener Datenerhebung, also in Fällen, 
in denen Daten wie bei einer Ausweiskontrolle so erhoben wer-
den, dass die Erhebung für die Betroffenen erkennbar ist, kön-
nen diese kaum nachvollziehen, wie ihre Daten in den polizei-
lichen Systemen verarbeitet werden. Weitgehend intransparent 
ist z. B. der Datenabgleich, obwohl er oft offen abläuft, mit dem 
im alltäglichen Polizeidienst geprüft wird, ob zu einer Person 
Informationen in den polizeilichen Systemen vorliegen. Betrof-
fene können dadurch verunsichert werden, dass für sie in der 
Regel nicht ersichtlich ist, mit welchen Datenbanken ihre Daten 
abgeglichen werden, ob ihre Daten gespeichert werden und wel-
che langfristigen Konsequenzen der Abgleich für sie hat (Aden 
et al. 2020, S. 98 f.). Auch, wenn es rechtlich legitim sein kann, 
gewisse Informationen mit polizeilichen Datenbanken abzuglei-
chen und diese ggf. auch zurückzuhalten, z. B. zur Eigensiche-
rung der Polizist*innen beim Umgang mit Menschen, die als 
gewaltbereit bekannt sind, könnten Polizist*innen Betroffenen 
sehr wohl die Gründe der Kontrolle sowie den abstrakten Ab-
lauf des Datenabgleichs erklären und so Transparenz schaffen, 
Unbestimmte Eingriffsbefugnisse führen dazu,  
 dass Betroffene nicht ohne Weiteres nachvollziehen können,  
 was genau die Polizei darf.
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soweit die Einsatzsituation dies zulässt. Allerdings gibt es kaum 
gesetzliche Vorgaben, die ein transparentes Verfahren eindeu-
tig vorschreiben oder wirkungsvolle und systematische Transpa-
renzmechanismen etablieren. Aus den Verwaltungsverfahrens-
gesetzen folgen Pflichten zur Begründung von Verwaltungsak-
ten nur, wenn diese schriftlich ergehen (§ 39 VwVfG), was bei 
polizeilichen Einsätzen im öffentlichen Raum die Ausnahme ist. 
Unter Heranziehung von verfassungsrechtlichen Transparenz-
vorgaben (z. B. BVerfGE 40, 296 (327), Entscheidungen des 
Bundesverfassungsgerichts) bestehen gleichwohl Aufklärungs-
pflichten, die bisher allerdings nur in wenigen Landesgesetzen 
und nur bezüglich einzelner Maßnahmen konkretisiert wurden. 
Ob und ggf. wie intensiv polizeiliche Maßnahmen den Betrof-
fenen erläutert werden, ist bei alltäglichen Einsätzen im öffent-
lichen Raum daher zumeist den handelnden Beamt*innen über-
lassen. Die ohnehin aufgrund des staatlichen Gewaltmonopols 
bestehende überlegende Stellung von Polizist*innen bei Interak-
tionen mit Bürger*innen wird so erheblich verstärkt. Dies kann 
im schlimmsten Falle dazu führen, dass Menschen Orte oder 
Veranstaltungen meiden, wenn sie mit einer Datenverarbeitung 
rechnen (Aden et al. 2020, S. 94).
Parlamente befassen sich in der Regel nur mit der polizeili-
chen Datenverarbeitung, wenn größere Investitionen anstehen, 
die zusätzliche Haushaltsmittel erfordern, oder wenn es in der 
Anwendung zu gravierenden Defiziten kommt. Behörden ent-
scheiden im Rahmen der verfügbaren Budgets zumeist eigen-
ständig über die Einführung und Ausgestaltung von Datenver-
arbeitungstechnologien. Parlamente können behördliche Daten-
verarbeitungsprozesse daher kaum in Gänze überschauen 
(Grunwald 2010 a, S. 85; Fährmann et al. 2020, S. 144).
Im Ergebnis bestehen somit strukturelle Risiken von Intrans-
parenz gegenüber den vom Technikeinsatz Betroffenen, den Par-
lamenten und anderen staatlichen Kontrollinstanzen.
Polizeiliche Datenschutz‑
Folgenabschätzung
Der Ausbau der polizeilichen Informationstechnik kann zu be-
trächtlichen Risiken für die Privatsphäre der Menschen führen. 
Aufgrund des großen Umfangs vorhandener Datenbestände und 
automatisierter Auswertungsmöglichkeiten sind aus polizeili-
chen Datenbeständen Rückschlüsse auf Personen und ihr Ver-
halten generierbar, was ein umfassendes Profiling möglich ma-
chen kann (Fährmann 2020). Datenbestände werden zunehmend 
miteinander vernetzt, etwa die Polizei- und Migrationsdatenban-
ken der Europäischen Union (zur Kritik: Aden 2020).
Daher hat die Bewertung der Datenschutzqualität bei Aus-
wahlentscheidungen für die Einführung neuer Technologien 
an Bedeutung gewonnen. Folgerichtig ist die DSFA nun vorge-
schrieben, wenn eine Datenverarbeitung, „insbesondere bei Ver-
wendung neuer Technologien, aufgrund der Art, des Umfangs, 
der Umstände und der Zwecke der Verarbeitung voraussichtlich 
ein hohes Risiko für die Rechte und Freiheiten natürlicher Per-
sonen zur Folge“ hat (§ 67 Abs. 1 BDSG, Bundesdatenschutz-
gesetz). Dabei ist auch die Technologiegestaltung zu bewerten 
(Fährmann et al. 2020, S. 144 f.). Sie ist ein weiteres rechtsver-
bindliches Instrument zur Abschätzung von Auswirkungen der 
Technik (Gola et al. 2019, § 67 Rn. 7), welches in bestimmten 
Fällen auch gerichtlich eingeklagt werden kann (Nolde 2018, C 
III, Rn. 1 ff.).
TA und DSFA sind jeweils systematische, prozedurale Inst-
rumente, um frühzeitig die Möglichkeiten, Folgen und Neben-
wirkungen von technischen Entwicklungen zu evaluieren, um 
Risiken rechtzeitig zu erkennen und einmal eingeführte Technik 
optimal nutzen zu können (Friedewald 2017, S. 67; Decker 2007, 
S. 29 ff.). Die DSFA soll einer missbräuchlichen Datenmacht, 
z. B. von großen Konzernen und Sicherheitsbehörden, entgegen-
wirken (Friedewald 2017, S. 66). Technik muss so gestaltet wer-
den, dass sie Grundrechte schützt und demokratische Teilhabe-
möglichkeiten eröffnet (Roßnagel 2020, S. 222 ff.). Dazu muss 
der gesamte Datenverarbeitungsvorgang systematisch mit Blick 
auf datenschutzrechtliche Risiken begutachtet werden. Risiko-
minimierende Maßnahmen sind zu ergreifen und zu dokumen-
tieren (Wichtermann 2016, S. 797; Friedewald 2017, S. 67). Die 
DSFA ist damit eine spezielle Form der TA.
Unzulängliche Vorgaben für die polizeiliche 
Datenschutz-Folgenabschätzung
Wie eine DSFA in der polizeibehördlichen Praxis abläuft, ist 
empirisch bisher weitgehend unerforscht. Ausgangspunkt der 
Überlegungen ist deshalb hier der normative Rahmen, wie er 
2016 durch das EU-Datenschutzrecht etabliert wurde. Für die 
Polizei kann sowohl § 35 DSGVO als auch § 67 BDSG einschlä-
gig sein, letzterer wenn ein Bezug zu Straftaten besteht, was 
vielfach der Fall sein wird. Für die Landespolizeien können die 
Datenschutz- und Polizeigesetze der Länder konkretisierende 
Regelungen enthalten. Die DSFA wird von den Verantwortli-
chen, also hier der Polizei, selbst durchgeführt. Eine Beteili-
gung der zuständigen Landes-Datenschutzbeauftragten oder ex-
terner Expert*innen ist möglich, aber nicht vorgeschrieben. An-
dere Akteure sind nicht zwingend zu beteiligen, anders als nach 
Art. 35 Abs. 9 DSGVO, wo eine Beteiligungsmöglichkeit der Be-
troffenen vorgesehen ist. Bezüglich des Verfahrens gibt es keine 
klaren gesetzlichen Vorgaben. Die Regelungen in § 67 Abs. 4 
BDSG sind sehr allgemein gehalten; sie beziehen sich abstrakt 
auf die Verhältnismäßigkeit der Datenverarbeitung und Maß-
nahmen zum Umgang mit Gefahren für die Betroffenen.
Zunächst ist festzuhalten, dass bei der Einführung neuer 
datenverarbeitender Geräte und Verfahren zur Gefahrenabwehr 
und Strafverfolgung im Regelfall ein hohes Risiko für die Pri-
vatsphäre Betroffener besteht, so dass eine DSFA erforderlich ist 
(Borell und Schindler 2019, S. 394 f.). Dies folgt bereits daraus, 
dass ein Großteil der personenbezogenen Daten, die für die Poli-
zeiarbeit von Interesse sind, hoch sensible Informationen enthal-
ten, z. B. bezüglich des Verdachts, Straftaten begangen zu haben.
Die DSFA richtet sich nach normativen Kriterien, die aus den 
Grund- und Menschenrechten und aus den spezielleren Anfor-
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Balance zwischen Sicherheitsbelangen und effektivem Grund-
rechtsschutz erfordert, dass alle Perspektiven berücksichtigt 
werden. Daher wird bei der TA eine partizipative Ausrichtung 
als unverzichtbar eingeschätzt. Die Perspektive der Betroffe-
nen ist essentiell, um die tatsächlichen Auswirkungen der Ver-
arbeitung bestimmen zu können. So kann auch Akzeptanz für 
neue Technologien geschaffen werden (Abels und Bora 2013, 
S. 113 ff.), die allerdings von der Art der Beteiligung, den tat-
sächlichen Einflussmöglichkeiten und den Interessen der be-
teiligten Akteure abhängt (Petermann und Scherz 2005, S. 51). 
Jedenfalls wird der Prozess durch Transparenz und Partizipation 
demokratischer (Renn 1993, S. 80). Ohne Transparenz kann von 
der Öffentlichkeit hingegen noch nicht einmal eingeschätzt wer-
den, ob eine DSFA überhaupt durchgeführt wurde oder ob diese 
sachgerecht war.
Die Komplexität der zunehmend international vernetzten 
polizeilichen Datenverarbeitung spricht für eine unabhängige 
DSFA unter Einbeziehung spezialisierter Expert*innen und 
Nichtregierungsorganisationen. Wie generell bei der TA sind 
der Entwicklungsstand der Technik, die beteiligten Akteure so-
wie deren Interessen, der institutionelle Kontext und die be-
stehenden Gestaltungsspielräume in die Betrachtung einzubezie-
hen (vgl. Grunwald 2010 b, S. 37). Gerade bei der polizeilichen 
Datenverarbeitung kann die Perspektive der vom Technikeinsatz 
Betroffenen sich grundlegend von den Perspektiven und Inter-
essen der Technikanwender*innen unterscheiden, da es hier oft 
um die Balance zwischen dem Interesse an möglichst vielen In-
formationen und dem Grundrechtsschutz geht. In eine partizi-
pative DSFA aus der Betroffenenperspektive könnten auch In-
teressenvertreter*innen derjenigen Menschen einbezogen wer-
den, die überdurchschnittlich oft von polizeilichen Maßnahmen 
betroffen sind, z. B. aufgrund ihres Aussehens oder ihrer poli-
tischen Betätigung.
Die Einbindung der internen Datenschutzbeauftragten, die 
eine institutionelle Nähe zu der jeweiligen Behörde aufweisen, 
reicht nach der hier vertretenen Auffassung nicht, da diese in 
der Regel nicht hinreichend unabhängig sind. Auch beschränkt 
sich die Rolle der Datenschutzbeauftragten bei der polizeilichen 
DSFA auf eine Beteiligung; ein Veto oder andere weitergehende 
Interventionsrechte sind bisher nicht gesetzlich vorgesehen. Da-
mit fehlt eine effektive externe Beteiligung gerade im polizei-
lichen Bereich, der durch besonders weitreiche Informations-
eingriffe geprägt ist. In der deutschen Umsetzung der EU-Vor-
gaben ist auch nicht geregelt, wer neben der Polizei Zugang zu 
den Ergebnissen hat.
derungen der DSGVO und der Datenschutzgesetze folgen. Inso-
fern handelt es sich nicht um eine gänzlich ergebnisoffene TA, 
sondern um ein rechtlich formalisiertes Verfahren, welches nur 
datenschutzrechtliche Risiken im Blick hat, obwohl Polizeitech-
nik auch andere Risiken erzeugen kann, etwa Verletzungsrisi-
ken durch Waffen.
Die polizeiliche DSFA stößt allerdings auf die Schwierig-
keit, dass viele Akteure in Innenpolitik und Polizei anscheinend 
in erster Linie daran interessiert sind, möglichst viele Daten 
zu verarbeiten, weniger an einer wirksamen Begrenzung und 
an qualitativ akkuraten Daten (zur Kritik: Aden und Fährmann 
2018, S. 19 ff.). Dabei zielte die Einführung der DSFA gerade 
darauf, die Datenverarbeitung sowohl effizienter zu gestalten 
als auch Grundrechtseingriffe möglichst gering zu halten (vgl. 
Peissl 2012, S. 144 f.). Zu viele Informationen können dazu füh-
ren, dass die polizeiliche Arbeit ineffizient und ineffektiv wird, 
da die Polizei die Qualitätssicherung für so große Datenmen-
gen kaum bewältigen kann (Fährmann 2020, S. 231; Aden 2020, 
S. 104 f.) und daher möglicherweise relevante Daten übersieht 
oder aufgrund fehlerhafter Daten agiert.
Weil Polizeibehörden in der Regel möglichst viele Daten ver-
arbeiten möchten, sind die Interessen hier anders gelagert als 
z. B. bei der Umweltverträglichkeitsprüfung, bei der Umwelt-
schutzbelange mit der Verhältnismäßigkeit der Kosten abgewo-
gen werden müssen, die Umweltschutzauflagen für Investoren 
nach sich ziehen. Zusätzliche technische Eingriffsbefugnisse 
können die alltägliche Arbeit aus der polizeilichen Perspek-
tive (vermeintlich) deutlich angenehmer und effektiver gestal-
ten. Ein Verzicht auf Transparenz vermeidet zudem lästige Dis-
kussionen mit Betroffenen und der (Fach-)Öffentlichkeit. Auch 
Dokumentationspflichten sind für Praktiker*innen mit zusätz-
lichem Aufwand verbunden und können daher als störend emp-
funden werden. Ferner birgt weniger Kontrolle ein geringeres 
Sanktionsrisiko für Fehlverhalten, welches neben dienstrechtli-
chen auch strafrechtliche Konsequenzen haben kann. Insofern 
ist es kritisch zu sehen, wenn die Polizei der wesentliche Ak-
teur der DSFA ist, da so eine einseitige Herangehensweise zu be-
fürchten ist. Die Umsetzung der EU-Vorgaben sollte in der deut-
schen Gesetzgebung nachgebessert werden.
Transparenz polizeilicher Datenschutz-
Folgenabschätzung und partizipative Ansätze
Aufgrund der komplexen Entscheidungsprozesse über neue 
Technologien unterliegt deren Bewertung hohen Transparenz-
anforderungen (Grunwald 2010 c, S. 317 f.). Eine angemessene 
Bei der Einführung neuer datenverarbeitender Verfahren  
 zur Strafverfolgung besteht im Regelfall ein hohes Risiko  
 für die Privatsphäre Betroffener.
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Das verfassungsrechtliche Transparenzgebot und das Gebot 
effektiver Umsetzung des EU-Rechts erfordern somit eine aus-
weitende Auslegung dieser restriktiven Richtlinienumsetzung. 
Zumindest das Ergebnis der DSFA muss in einer Form veröffent-
licht werden, die eine informierte Debatte ermöglicht. Wie de-
tailliert die Veröffentlichung sein muss, hängt u. a. von der Trag-
weite eventueller Geheimhaltungsinteressen ab. Gänzlich vor-
enthalten werden kann eine polizeiliche DSFA der Bevölkerung 
nicht, zumindest an den abstrakten technischen Abläufen wird 
im Regelfall kein legitimes Geheimhaltungsinteresse bestehen.
Technische Transparenzmechanismen
Die DSFA sollte nicht nur transparent und partizipativ ablaufen, 
sondern hat zu betrachten, wie datenschutzrechtliche Risiken 
minimiert und wie Transparenz während der Datenverarbeitung 
hergestellt werden kann, um unverhältnismäßige Grundrechts-
eingriffe und Abschreckungseffekte zu vermeiden.
Der Grundsatz Privacy by Design ist ein Schlüsselkonzept 
zur Verbesserung von Datenschutzstandards und zur Herstel-
lung von Transparenz an der Schnittstelle zwischen Technik 
und Recht, das auch bei der DSFA eine zentrale Rolle spielt. 
Dieser Grundsatz besagt, dass die datenschutzkonforme Tech-
niknutzung nicht dem Verhalten der Nutzer*innen überlassen 
bleiben darf, sondern durch geeignete technische und organisa-
torische Maßnahmen bereits während der Technikentwicklung 
sicherzustellen ist. Datenschutzfreundliche Sicherheitstechnolo-
gien basieren auf technischen Vorkehrungen, die dazu beitra-
gen, Datenschutzverstöße zu erschweren oder sogar unmöglich 
zu machen (Čas 2010, S. 260 f.). Videoaufnahmen können z. B. 
ganz oder teilweise verpixelt, gespeicherte Daten einem automa-
tisierten Löschkonzept unterworfen, Datenverarbeitungssysteme 
mit technisch mehrfach gesicherten Zugangssystemen versehen 
werden. Das Datenschutzrecht und die DSFA sollen nicht nur 
negative Technikfolgen verringern, sondern bereits während der 
Technikentwicklung sicherstellen, dass Grundrechtseingriffe so 
milde und transparent wie möglich sind, etwa durch zwingende 
Voreinstellungen im Benutzungsmenü polizeilicher Geräte. Mo-
bile Geräte können z. B. so ausgestaltet werden, dass ein Zugriff 
auf Eingriffsmaßnahmen nur dann möglich ist, wenn die jewei-
ligen Tatbestandsvoraussetzungen erfüllt sind (Aden et al. 2020, 
S. 98 ff.; Fährmann et al. 2020, S. 145).
Transparenz kann auch durch zu veröffentlichende statisti-
sche Auswertungen gefördert werden, indem Verarbeitungsvor-
gänge ohne Personen- oder Einsatzbezug dokumentiert werden, 
etwa wie oft Informationseingriffe genutzt wurden und welche 
Konsequenzen sie hatten. Auch könnten die Betroffenen tech-
nisch generierte Nachweise über die Datenverarbeitung erhalten, 
z. B. über Quick Response (QR) Codes, die den Zugang zu wei-
teren netzbasierten Informationen über die Praxis der Datenver-
arbeitung und ihre rechtlichen Begrenzungen eröffnen. Die Poli-
zei sollte ihre Datenverarbeitungspraxis öffentlich gut nachvoll-
ziehbar erläutern, etwa auf ihrer Webseite, und damit zugleich 
die Anforderungen des § 55 BDSG erfüllen. Allerdings kann 
technikbasierte Transparenz die nachvollziehbare Ausgestaltung 
von Eingriffsmaßnahmen durch Polizist*innen nicht vollstän-
dig ersetzen. Professionelle Kommunikation bleibt trotz Digita-
lisierung eine wesentliche transparenz- und vertrauensbildende 
Komponente der polizeilichen Arbeit.
Fazit
Dieser Beitrag hat gezeigt, dass die Datenschutz-Folgenabschät-
zung in Deutschland für den polizeilichen Bereich bislang nur 
unzulänglich ausgestaltet wurde, ebenso die auf der Richtlinie 
(EU) 2016/680 basierenden Gesetze.
Die DSFA als rechtlich strukturierte Variante der Technikfol-
genabschätzung bietet Chancen, die Nutzung von Informations-
technik durch die Polizei datenschutzfreundlich, grundrechts-
schonend, und transparent auszugestalten. Eine solche Trans-
parenz kann nicht nur die Akzeptanz polizeilicher Maßnahmen 
steigern. Sie kann auch aggregierte Daten produzieren, die Par-
lamente und (Fach-)Öffentlichkeit nutzen können, wenn sie de-
mokratische Kontrolle über die Polizei als Organ des staatlichen 
Gewaltmonopols mit weitreichenden Befugnissen ausüben. Al-
lerdings hat der Beitrag auch gezeigt, dass sich die Bereitschaft 
zur Herstellung von Transparenz im Rahmen der DSFA in In-
nenpolitik und Polizeipraxis häufig in Grenzen hält. Daher bleibt 
abzuwarten, inwieweit die EU Deutschland zu Nachbesserungen 
im Interesse einer effektiven Umsetzung des EU-Datenschutz-
rechts und des Grundrechtsschutzes für die Bürger*innen zwingt.
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