The influence of noise and the effects of ill-conditioning of the measurement matrix on the effectiveness of ℓ 1 -based recovery of sparse signals in high dimensional spaces is investigated. Even for moderately ill-conditioned systems it is found that such a method performs much worse than for random matrix based problems that are often presented. On the other hand, when considering different noise levels for a fixed condition number, the relative accuracy remains constant.
Introduction
Compressed sensing [1, 2, 3, 4] is an area of signal recovery which has recently attracted a great deal of attention thanks to its large potential for applications; it enables reconstruction of sparse signals x 0 in large dimensional spaces with far fewer linear measurements Kx 0 than traditionally required. From a mathematical point of view, the reconstruction of such an input signal corresponds to solving a system of linear equations with fewer equations than unknowns (i.e. there are more columns than rows in the measurement matrix K). Problems of this type have an infinite number of solutions and additional information on the signal is necessary to reconstruct it correctly. When the signal x 0 is known to be sparse (i.e. has few nonzero components), a by now established method to obtain accurate reconstruction results is the following ℓ 1 minimization technique [5, 2, 6 ]:
where Kx 0 are the measurement data and K is a known linear operator. Here x 1 denotes the ℓ 1 -norm of x: x 1 = i |x i |. Under certain conditions it can be shown that the ℓ 1 reconstructionx equals the sparse input signal x 0 exactly [7] . Additionally, if the elements of the matrix K are random numbers obeying a certain probability distribution, analytical results on the success rate of the reconstruction (1) can be derived [8] .
Data obtained from real measurements are more often than not corrupted by significant quantities of noise; this means that Kx 0 remains unknown and instead y = Kx 0 +noise is acquired. In this case, the ill-posed problem can be regularized by adding a sparsity promoting ℓ 1 -norm penalty to a quadratic misfit functional [9] . In other words, the input signal can then be recovered from the noisy data y bȳ
for a suitable choice of the penalty parameter λ. · stands for the usual ℓ 2 -norm: a 2 = i |a i | 2 . It is important to remark that, contrary to the noiseless case, the recovered signal (2) will not be exactly equal to the input signal x 0 . In the noiseless case, (2) is equivalent to (1) in the limit λ → 0. Many algorithms have appeared in the past few years to tackle large scale version of (1) and (2) effectively [10, 11, 12, 13, 14, 15] . The performance of the ℓ 1 minimization (1) and ℓ 1 penalization method (2) for the reconstruction of sparse signals has already been assessed extensively, both from a theoretical point of view and with numerical simulations [16, 17, 18, 19, 20, 21] . Nonetheless, most research focuses almost exclusively on matrices K which exhibit mutually incoherent columns, such as e.g. random matrices or matrices composed of the union of certain bases. This choice often implies a low condition number for these matrices. A lot of results are also only derived in the noiseless case. However, in many applications, the data is contaminated by noise and the matrix K (determined by the inverse problem) is often far too ill-conditioned to be accurately modeled by the random matrices that are usually considered.
In this paper, we investigate the influence of the noise level in the data and the influence of the condition number of the measurement matrix K on the ability of the ℓ 1 method (2) to faithfully reconstruct a sparse input signal x 0 . We also discuss the behavior of the recovery as a function of the sparsity of the input signal and as a function of the indeterminacy of the system (number of rows with respect to number of columns in K).
A large number of numerical simulations is performed and the results are displayed graphically. For this we use the diagrams introduced in [22, 18] as they give a concise representation of the recovery results for different levels of sparsity in the input signal as well as for different degrees of indeterminacy of the linear system (see section 2). As we are focused on assessing the appropriateness of ℓ 1 -norm penalization for noisy sparse recovery, and not on the efficiency of any iterative algorithm for finding (2), we always determine the minimizerx(λ) directly with the Homotopy/LARS method [23, 24] . For this we use the Matlab implementation lars.m given in [25] .
Assessment method
We consider an input signal x 0 of length n with k non-zero coefficients, and a data vector y of length m, with m ≤ n, such that y = Kx 0 +noise for a m×n matrix K. We want to assess the efficiency of the ℓ 1 penalization method (2) for the recovery of x 0 , using the knowledge of K and of y (instead of the noiseless data Kx 0 ), with respect to the condition number κ m of the matrix K and to the noise level ǫ = noise / Kx 0 . We also study the behavior of the efficiency as a function of the number of data m and the sparsity k of x 0 .
In order to evaluate the influence of the condition number on the success of the method (2), a though-out way to select ill-conditioned matrices is needed. It is reasonable to use matrices K for which the condition number depends on the number of rows in K. In other words, it is a realistic assumption that making more measurements also implies a growth in the condition number of the matrix K. For this reason we will consider matrices K with increasing condition number κ m as a function of the number of rows m. For our numerical simulation these matrices are constructed in the following manner: Starting from a square n × n matrix containing random numbers taken from the Gaussian distribution with zero mean and unit variance, we calculate its singular value decomposition and replace the singular values by the geometric progression
(with s 1 = 0) and leave the singular vectors untouched. In this way we ob- tain a square matrix with a pre-determined condition number κ. An instance of the m × n matrix K is then found by randomly selecting m different rows from this n × n matrix. As seen in Fig. 1(b) , the condition number κ m of these m × n matrices increases as m increases. This is the desired behavior for our simulation. It is markedly different from the behavior of the condition number of Gaussian random matrices shown in Fig. 1(a) . Other choices besides (3) will give rise to other behaviors of κ m than the ones shown in Fig. 1 . For a given matrix K and a given input signal x 0 , synthetic data are constructed by setting y = Kx 0 + η where η is a m × 1 vector with entries taken from a Gaussian distribution with zero mean. The noise level is determined by the parameter ǫ = η / Kx 0 . Below, we will choose ǫ = 0.02, 0.05, 0.10, 0.20 and 0.50.
When trying to reconstruct the sparse input signal x 0 from the noisy data y through the minimization (2), it is important to choose the penalty parameter λ adaptively. Some of the available methods are the so-called L-curve method [26] and the techniques introduced in [27] . We will make the conventional choice of using Morozov's discrepancy principle [28] :
In other words, we will fit the data up to the level of the noise. In practice, this can be achieved easily by using the Homotopy/LARS method for the solution of (2). This method calculatesx(λ) (which is a piece-wise linear function of λ) starting at λ = λ max ≡ max i |(K T y) i | (wherex(λ) = 0) and decreases λ (corresponding to smaller values of Kx − y ) in a precisely controlled manner until a suitable stopping criterion, in our case expression (4), is reached. The success of the ℓ 1 method (2) for the recovery of a sparse signal x 0 will depend on the indeterminacy of the linear system and on the sparsity of the input signal. A concise graphical representation of the success rate of ℓ 1 -based compressed sensing was introduced in [22, 18] . Likewise, we will use the parameters δ = m/n and ρ = k/m (not k/n) and perform a number of experiments for various values of δ and ρ. More precisely, we will use a cartesian grid in the δ − ρ-plane and, for each grid point, set up input data and a matrix K, determine the minimizerx(λ) and compare it to x 0 . This experiment is repeated several times over, for different K, x 0 and y, but for fixed values of ǫ and κ. Afterwards the whole experiment is repeated for different values of ǫ and κ.
In case of noiseless data, the success rate of the recovery strategy can be measured by simply computing the proportion of successful reconstructions (x = x 0 ). In the case of noisy data, one will never have perfect reconstruction (x(λ) = x 0 ), and therefore 'good recovery' needs to be defined in a different way. We measure the success of the ℓ 1 method (2) for sparse recovery by calculating the mean of the relative reconstruction error e = x(λ) − x 0 / x 0 over several trials. This number will be plotted as a function of δ = m/n and ρ = k/m.
For completeness the results of the ℓ 1 -norm penalization method are also compared with those of the simple ℓ 2 -norm penalization method
traditionally used as regularization method for ill-posed inverse problems. The ℓ 2 penalization method is assessed in the same way as for the ℓ 1 method. In particular, the penalty parameter λ in (5) is also chosen such as to obtain Kx(λ) − y = η .
Results
As mentioned in the previous section the efficiency of the ℓ 1 -norm penalization method is studied by way of numerical simulations of the mean reconstruction error as a function of the relative number of non-zero coefficients ρ and the relative number of data δ. Diagrams are constructed for values of δ and ρ ranging from 0.025 to 1 in 40 equidistant points (this gives rise to a cartesian grid with 1600 points). The mean, over 100 trials, of the relative reconstruction error e (a measure for the performance of the recovery method) is calculated in each point. We present results based on matrices K with a fixed number of columns (n = 800), while the number of rows m varies as m = nδ (as a result of the variation in δ). In our experiments we have also used matrices with a larger number of columns (namely: n = 900, 2500, 4900); this allowed us to conclude that the results presented here do not depend on this parameter. As illustrated by the diagrams in Fig. 2 (a) and (b), the performance of the ℓ 1 recovery method (2) is highly dependent on the condition number κ m of the matrices K. As seen in Fig. 2(b) , even for mildly ill-conditioned systems (κ = 10 4 ), the average reconstruction errors are far higher than the ones obtained for Gaussian random matrices that are often used in the assessment and promotion of compressed sensing (Fig. 2(a) ). In effect, in this case (κ = 10 4 ) the ℓ 1 recovery method (2) only gives good results for very sparse solutions: for ρ = k/m smaller than about 0.1 the average relative error is less than two times the noise level.
In the case of an ill-conditioned system, as e.g. in Fig. 2(b) , one also sees that by increasing δ from 0 to 1 (and keeping a fixed level of sparsity) the mean relative error first decreases to a minimum, after which it increases again. Beyond an optimal value for δ, the addition of more data (more rows in K) does not compensate for the accompanying growth of the condition number of the matrix (see Fig. 1 ). This explains, at least partly, the disappointingly poor performance of the method (2) in case of even moderately ill-conditioned systems. The difference in behavior of the curve in Fig. 2(b) with respect to Fig. 2(a) depends on the choice (3) of the distribution of the singular values. We believe that our choice (3) corresponds well to a large class of inverse problems.
As a matter of reference, the results of numerical simulations for the ℓ 2 penalty method (5) are also reported on in Fig. 2(c) and (d) . The success of this method is clearly independent of the sparsity level of the input signal (near vertical lines in the δ − ρ-plane). For the ill-conditioned recovery problem in part (d) of Fig. 2 the mean relative error stays above 0.8. This confirms that the ℓ 1 method is more efficient for recovery of sparse x 0 .
In the case of ill-conditioned systems, the ℓ 1 regularization loses part of its effectiveness with respect to the ℓ 2 regularization when the system becomes less under-determined and the desired solution is less sparse (top right corner of Fig. 2(b) and (d) ); However, in this case, the mean relative error is high for both methods. In our trials the mean relative error obtained with the ℓ 2 method (for ill-conditioned systems) does not go below 70% and is achieved for a noise level of 2% and a condition number of 10 4 (not pictured in Fig. 2) . Fig. 2 can also be made for matrices with condition number equal to 10 8 , 10 12 and 10 16 ; they support similar conclusions: the power of the ℓ 1 recovery method (2) is severely depreciated in case of ill-conditioned inverse problems.
In order to combine the results for different condition numbers (but same noise level) in one plot, we study the behavior of the mean relative error e 2ǫ equal to two times the noise level. We present results in the case of 2%, 5% and 10% noise, again in the δ − ρ-plane. In Fig. 3 we plot the relative accuracy e 2ǫ for various matrices K (with different condition numbers) and for different levels of noise. As the points below the curve corresponds to an error smaller than e 2ǫ , these diagrams confirm that a more ill-conditioned system results in a worse reconstruction of the signal. For different amounts of noise, the e 2ǫ curves in the δ − ρ-plane are strikingly similar. The curves have the same overall shape for different noise levels. By defining the e 2ǫ -curve in the δ −ρ-plane as a function ̺ ǫ of δ (for a fixed noise level ǫ), we find that the ratio ̺ ǫ 1 (δ)/̺ ǫ 2 (δ) is (up to minor fluctuations) a constant function of δ for all fixed noise levels ǫ 1 and ǫ 2 . We also considered noise levels of 20% and 50% and obtained analogous results. The results become relatively better for higher noise levels as the area under the e 2ǫ -curve increases slightly for an increasing amount of noise. The numerical simulations presented here can be compared to those in [19] , which were obtained in a different framework. In the latter, the authors studied the behavior of the solution of (2) in presence of noise with respect to the mutual coherence of the matrix K, instead of using the condition number as was done here. Inspired by their analytical results, they only considered input signals with a very small (maximum) number of nonzero coefficients (k = 3) for a matrix with 128 rows and 256 columns. This corresponds to a very sparse setting, as ρ ≈ 0.023 in this case. Although the differences in the assessment method do not allow for a direct comparison, we can conclude from the present simulations that the ℓ 1 recovery method (2) also gives accurate results for less sparse solutions and that the bounds in [19] are too pessimistic.
A discussion of the effectiveness of sparse recovery through ℓ 1 penalties in terms of mutual coherence of the measurement matrix K is appropriate if the measurement matrix is composed of a union of bases. In case the measurement matrix describes an ill-posed inverse problem, it is probably more useful to use the condition number as a parameter in the assessment (other factors may also influence the effectiveness): Practitioners probably have a better idea of the condition number than of the mutual coherence of a matrix.
Conclusion
By means of extensive numerical simulations we assessed the performance of the ℓ 1 recovery method (2) in the framework of compressed sensing for ill-conditioned systems with noisy data. Various levels of sparsity of the sought after solution, different numbers of data, and different noise levels and condition numbers of the measurement matrix were considered. It was shown that the mean relative reconstruction error e grows sharply with increasing condition number of the matrix K. This means that accurate reconstruction results can only be achieved for problems with a very sparse solution. When this solution becomes less sparse, the ℓ 2 -norm penalization method can outperform the ℓ 1 method, especially when the system becomes (almost) fully determined. Although, none of both methods give satisfactory results in those cases (do note that the ρ−δ-plane plots do not give a uniform description of all possible inverse problems. It is specifically tailored towards the evaluation of sparse recovery). We can therefore conclude that matrices with a low condition number (such as Gaussian random matrices), which are often considered to evaluate and to promote compressed sensing, are not necessarily a realistic choice as they correspond to best case scenarios.
On the other hand, the ℓ 1 method responds well to an increased amount of noise: The same relative accuracy e 2ǫ (i.e. the mean relative error corresponding to two times the relative noise level) corresponds to less sparse solutions when the noise level increases.
