Schubert polynomials generalize Schur polynomials, but it is not clear how to generalize several classical formulas: the Weyl character formula, the Demazure character formula, and the generating series of semistandard tableaux. We produce these missing formulas and obtain several surprising expressions for Schubert polynomials.
Introduction
The classical Schur polynomials appear in many contexts: 1) as characters of the irreducible representations of GL(n; C) ( In recent decades many generalizations of Schur polynomials have appeared, among the most interesting being the Schubert polynomials rst de ned by Lascoux and Schutzenberger 15] . These are known to generalize each of the above interpretations. They are: 1) characters of representations of the group B of upper triangular matrices 12]; 2) an algebraic model of the cohomology ring of a ag variety 4], 7]; 3) an orthogonal basis for a polynomial ring 15]; and 4) generating functions for certain mysterious tableaux de ned by compatiblity conditions in the plactic monoid 16] .
Nevertheless, many of the rich properties of Schur polynomials have no known analogs for Schubert polynomials. In this paper we supply several such missing analogs, mainly concerning interpretations 1) and 4): analogs of the Weyl and Demazure character formulas; and a straightforward construction for the mysterious tableaux of Lascoux and Schutzenberger, showing how they \quantize" our Demazure formula. These results also hold for a broad class of Schur-like polynomials associated to generalized Young diagrams, such as skew These results are purely combinatorial, but we obtain them by generalizing a powerful tool of representation theory, the Borel-Weil Theorem, which states that Schur modules (whose characters are Schur polynomials) are graded pieces in the coordinate ring of a ag variety (c. f. 10]). The theory of Schur polynomials can be developed from this point of view, and this is what we do for Schubert polynomials and their associated B-modules. Instead of ag varieties, however, we must use the more general varieties de ned by Bott and Samelson, which are a well-known tool in geometric representation theory. (They are indexed by reduced decompositions of permutations into simple transpositions.)
This method follows our paper 21], but we must do extra geometric work here, giving a precise connection between our B-modules and the Bott-Samelson varieties Z. As a by-product of our analysis, we obtain a new construction of the Bott-Samelson varieties for an arbitrary reductive group G. In our case G = GL(n), the new construction realizes Z as the variety of representations of a partially ordered set. This poset is equivalent to two well-known but previously unconnected combinatorial pictures, and our approach reveals deep relations between them: rst, generalized Young diagrams, which are used to construct generalized Schur modules; and second, reduced decompositions of permutations, which are pictured via the wiring diagrams and chamber sets of Berenstein, Fomin, and Zelevinsky 2] , 18], crucial in the combinatorics of matrix factorizations, total positivity, and canonical bases. The paper is organized into three parts, which may be read independently and have separate introductions. The rst part (x1) introduces Bott-Samelson varieties for a general reductive group, and shows the isomorphism between our new construction and the classical one. This lays the groundwork for our papers 13], 14] with V. Lakshmibai, giving a Standard Monomial Theory for Bott-Samelson varieties.
The second part (xx2-3) makes this construction explicit for GL(n), discusses the combinatorial models and their connections, de nes generalized Schur modules and Schur polynomials, and proves the Demazure character formula for them.
The last part (x4) states all the applications to Schubert polynomials in elementary combinatorial language.
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Incidence relations
We give another characterization of the Bott-Samelson variety as a subvariety
G= b P i l in terms of certain incidence conditions, which can easily be translated into algebraic equations de ning Z orb i as a variety.
Given two parabolic subgroups P; Q B, we say the cosets gP and g 0 Q are incident (written gP g 0 Q) if any of the following equivalent conditions holds:
(i) (gP; g 0 Q) lies in the image of the diagonal map G=(P \ Q) ! G=P G=Q; (ii) gP \ g 0 Q 6 = ;; (iii) g ?1 g 0 2 PQ; (iv) g ?1 g 0 B 2 X w , the Schubert variety of G=B associated to the unique longest element w in the set W P W Q W, the product of the subgroups of W corresponding to P and Q. For G = GL(n) and P; Q maximal parabolics, the spaces G=P; G=Q are Grassmannians, and our de nition of incidence reduces to the inclusion relation between subspaces. (See x2.3.)
The incidence relation is re exive and symmetric, but only partially transitive. One substitute for transitivity is the following property. Suppose g 1 Q 1 ; g 2 Q 2 ; g 3 Q 3 are cosets of any parabolics with g i Q i g j Q j for all i; j. Translating this into incidence conditions using the above Lemmas, we obtain:
See x2.3 below for examples in the case of G = GL(n).
Open cells and matrix factorizations
In view of Theorem 1, we will let Z i denote the abstract Bott- is an open embedding.
In the case of G = GL(n), B = upper triangular matrices, we may write an element of U ? i k as u k = I + t k e k , where I is the identity matrix, e k is the sub-diagonal coordinate matrix e (i k +1;i k ) , and t k 2 C. If The posets D + i can be speci ed by several equivalent combinatorial devices.
They can be naturally embedded into the Boolean lattice of subsets of n] = f1; 2; : : :; ng. The image of such an embedding is a chamber family, associated to a reduced decomposition via its wiring diagram. This is easily translated into the language of generalized Young diagrams in the plane: the columns of a diagram correspond to the elements of a chamber family. It is remarkable that these di erent combinatorial pictures come together to describe our varieties.
In this the rest of this paper, G = GL(n). To make our statements more elementary, we will use C for our base eld, but everything goes through without change over an in nite eld of arbitrary characteristic or over Z. We let B be the group of invertible upper triangular matrices, T the group of invertible diagonal matrices, and Gr(k; C n ) the Grassmannian of k-dimensional subspaces of complex n-space. Also W = permutation matrices,`(w) = the number of inversions of a permutation w, s i = the transposition (i; i + 1), and the longest permutation is w 0 = n : : : 321. We will frequently use the notation k] = f1; 2; 3; : : :; kg:
Chamber families
De ne a subset family to be a collection D = fC 1 ; C 2 ; : : :g of subsets C k n].
The order of the subsets is irrelevant in the family, and we do not allow subsets to be repeated. 
De nitions
We have associated to any subset family D = fC 1 ; : : : ; C k g a con guration variety F D with G-action, and a agged con guration variety F B D with B-action. We will deal mostly with the Weyl modules, but everything we say will of course have a dual version applying to Schur modules.
Example. Let (c) We may conjecture that all the results of this section hold not only in the strongly separated case, but for all subset families and con guration varieties.
Demazure character formula
We now examine how the iterative structure of Bott-Samelson varieties helps to understand the associated Weyl modules.
De ne Demazure's isobaric divided di erence operator i : C We devote the rest of this section to proving the Proposition.
For a subset C = fj 1 ; j 2 ; : : :g n], and a permutation w, let wC = fw(j 1 ); w(j 2 ); : : :g, and for a subset family D = fC 1 ; C 2 ; : : :g, let wD = fwC 1 ; wC 2 ; : : :g. Now 
Schubert polynomials
We now apply our theory to compute the Schubert polynomials S(w) of permutations w 2 S n , which generalize the Schur polynomials s (x 1 ; : : : ; x k ). They were originally considered as representatives of Schubert classes in the Borel picture of the cohomology of the ag variety GL(n)=B, though we will give a completely di erent geometric interpretation in x4.2. As a general reference, see Macdonald 20] or Fulton 10] . Although our results follow from the geometric theory of previous sections, we phrase them in a purely elementary and self-contained way (except in x4.2). Most of our computations in xx4.3-4.5 are valid for the character of the generalized Schur module of any strongly separated family. We rst state the combinatorial de nition of Schubert polynomials, and then prove the theorem of Kraskiewicz and Pragacz 12] , that Schubert modules are the characters of agged Schur modules associated to a Rothe diagram. Finally, we give three new, explicit formulas for Schubert polynomials.
De nitions
The Schubert polynomials S(w) in variables x 1 : : : ; x n are constructed combinatorially in terms of the following divided di erence operators. First, the operator @ i is de ned by @ i f (x 1 ; : : : ; x n ) = f(x 1 ; : : : ; x i ; x i+1 ; : : : ; x n ) ? f(x 1 ; : : : ; x i+1 ; x i ; : : : ; x n ) x i ? x i+1 :
Then for a reduced decomposition of a permutation u = s i1 s i2 , the operator @ u = @ i1 @ i2 is independent of the reduced decomposition chosen. Also, take @ e = id. Now we may de ne the Schubert polynomials as follows. Let w 0 be the longest permutation (w 0 (i) = n+1?i), and take u = w ?1 w 0 , so that wu = w 0 . We have deg S(w) =`(w).
To compute any S(w), we write w 0 = ws i1 s ir for some reduced word s i1 s ir (s i = (i; i + 1) denoting a simple transposition in S n ). In particular, we may take i k to be the rst ascent of w k = ws i1 s i k?1 ; that is, i k = the smallest i such that w k (i + 1) > w k (i).
Examples. The isomorphism between these computations was de ned by BernsteinGelfand-Gelfand 4] and Demazure 7] , and given a precise combinatorial form by Lascoux and Schutzenberger 15] . It states that the Schubert polynomials S(w) de ned above are representatives of the Schubert classes in the cohomology ring.
We now give a completely di erent geometric interpretation of the polynomials S(w) in terms of Weyl modules. Theorem 14 (Kraskiewicz- 
Orthodontia and Demazure character formula
We will use the Demazure character formula (Prop. 10) to compute Schubert polynomials. To make this formula explicit, however, we must embed our Rothe diagram into a chamber family. The algorithm we give below will work for any strongly separated family. Note. To apply this algorithm to a general strongly separated family D (with multiplicity), rst choose an order D = fC 1 ; C 2 ; : : :g for the subsets in the family (the columns) such that if i < j then (C i n C j ) elt < (C j n C i ), in the notation of x2.2. For example, the obvious lexicographic order will do. Now, the de nition of S(w) involves descending induction (lowering the degree), but we give the following ascending algorithm, which follows immediately from Prop. 10. Example. For our permutation w = 24153, we may verify that S(w) = x 1 x 2 1 3 2 (x 1 x 2 ):
Note that this algorithm is more e cient than the usual one if the permutation w 2 S n has small length compared to n. Remark. The above proposition computes a Schubert polynomial S(w) in terms of a word i. This word i is not a decomposition of w. We may view the formula of the proposition as computing the character of a space of sections over the Bott-Samelson variety Z i (cf. x3.3). This variety is not the Schubert variety X w , nor any desingularization of it, since in general dim X w 6 = dim Z i . There is no obvious combinatorial relationship between w and i, nor any obvious geometric relationship between X w and Z i . e i (t) = ft; f i (t); (f i ) 2 (t); : : :g: Also, for a set T of tableaux, e (T ) = t2T e (t). Note that this means ordinary union of sets, without counting any multiplicities. Now, consider the column i = f1; 2; : : :; ig and its minimal column-strict lling $ i (jth row maps to j). 
Young tableaux

Weyl Character Formula
Our nal formula reduces to the the Weyl character formula (Jacobi bialternant) in case S(w) is a Schur polynomial.
Geometrically, the idea is to apply the Atiyah-Bott Fixed Point Theorem to the Bott-Samelson variety to compute the character of its space of sections (the Schubert polynomial). This would be very ine cient, however, since the formula would involve 2 l terms (where l is the length of the i found by orthodontia).
We obtain a much smaller expression from considering a smaller con guration Note that it is not clear a priori why this rational function should simplify to a polynomial (with positive integer coe cients).
