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Résumé
Ce travail concerne l’étude des courbes optimales pour une fonctionnelle de type énergie totale
(somme d’une énergie cinétique et d’une énergie potentielle) sous la contrainte d’être tangente à une
distribution affine. Les résultats obtenus sont appliqués dans le cadre d’un problème de type barre
élastique
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1. Introduction
Classiquement, le calcul des variations concerne l’étude des courbes optimales qui mini-
misent l’énergie totale, somme de l’énergie potentielle et de l’énergie cinétique. L’équation
d’Euler–Lagrange permet de donner une condition nécessaire d’optimalité. Les solutions
de l’équation d’Euler–Lagrange sont appelées les courbes extrémales du problème. En fait,
dans cette situation, les courbes extrémales “sont localement minimisantes” et d’un point
de vue géométrique, ce sont les géodésiques d’une connexion. En présence de contraintes
“régulières” d’état il est bien connu que la même démarche s’applique via les “multiplica-
teurs de Lagrange”. Par contre, si les contraintes portent aussi sur les vitesses, en général,
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contrôle) que les courbes optimales ne sont plus forcément solutions d’une équation dif-
férentielle de type Euler–Lagrange. Une situation géométrique classique de ce type, est la
géométrie sous-riemannienne qui a connu, ces dernières années un regain d’intéret, notam-
ment grâce à la théorie du contrôle (voir les références de la liste non exaustive suivante
ainsi que les références qui y sont contenues : [1–3,8,9,11,13,19,21]). L’objet de ce tra-
vail est d’aborder l’étude des courbes optimales dans le contexte de contraintes données
par une distribution affine, et pour une fonctionnelle “énergie totale”. On commencera
par envisager une approche variationnelle classique puis une approche par la théorie du
contrôle (section 2). Comme en géométrie sous riemannienne, toutes les courbes optimales
ne sont pas “régulières”, c’est à dire solution d’une équation différentielle, (en l’occurence
courbe intégrale d’un champ hamitonien). La présence d’une “dérive” ainsi que la présence
d’une énergie potentielle entraîne qu’une courbe “extrémale”, même “régulière” peut, ne
pas être minimisante même localement (section 3). Dans la section 4, par des méthodes
classiques, on établit l’existence de courbes optimales mais aussi, en adaptant les argu-
ments développés par l’un des auteurs [18], on montre l’existence, par “désingularisation”,
de courbes optimales en l’absence d’une énergie cinétique. Dans le cas particulier des
groupes de Lie, les méthodes utilisées dans [16] ou [17], pour caractériser les courbes op-
timales, trouvent ici une adaptation naturelle. Enfin une illustration des résultats sur un
problème de déformation d’une barre élastique est exposée dans la dernière section. Tout
ce travail constitue une généralisation de nombreux travaux concernant soit l’étude des
géodésiques en géométrie sous riemannienne soit l’étude des courbes optimales pour une
fonctionnelle quadratique contraintes à être tangente à une distribution affine ([7,9,10,12,
22]. . .).
2. Préliminaires
2.1. Position du problème
Soient M une variété différentielle de classe C∞ et E une distribution C∞. Etant donné
un champ de vecteur Y sur M , on dit qu’une courbe absolument continue est horizontale si
elle est tangente presque partout à la distribution affine Y + E . Si Y ′ = Y +X est un autre
champ de vecteurs tel que X est tangent à E sur un ouvert V , la distribution affine Y + E
est égale à Y ′ + E sur cet ouvert, ainsi on pourra toujours remplacer Y par Y ′ = Y + X,
X ∈ E . Considérons une métrique riemannienne g sur M et notons g˜ la métrique induite
sur E . On choisit Y de sorte que Y soit orthogonal à E . Il existe un morphisme linéaire de fi-
brés G :T ∗M → TM tel que ImG(x)= Ex , KerG(x)= E⊥x (l’orthogonal par dualité dans
T ∗M) et que G soit symétrique par rapport au produit de dualité c’est à dire 〈ξ,Gη〉x =
〈Gξ,η〉x = g˜(Gξ,Gη) pour ξ, η appartenant à T ∗M . Un chemin γ : [0, T ] → M est hori-
zontal si et seulement s’il existe un relèvement (γ, ξ) : [0, T ] → T ∗M de classe L1 de γ
tel que γ˙ = Y(γ )+G(γ )ξ .
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horizontale H 1, on désigne par E(γ ) et J (γ ) les quantités suivantes :
E(γ )= 1
2
T∫
0
g
(
γ˙ , γ˙
)
dt, J (γ )=
T∫
0
[
ah
(
γ (t)
)+ bϕ(γ˙ )+ c
2
g
(
γ˙ , γ˙
)]
dt
où a, b et c sont des réels avec c 0.
L’objet de ce travail est l’étude des courbes qui minimisent globalement ou localement
la fonctionnelle J sur tous les chemins horizontaux joignant deux points x0 et x1 donnés.
Remarque 2.1. La valeur de J étant invariante par tanslation sur le parmètre t , on peut
supposer que les chemins joignant x0 à x1 en temps T sont définis sur I = [0, T ].
Définition 2.1.
1. Une courbe horizontale est dite minimisante en temps T pour la fonctionnelle J si
elle réalise le minimum de cette fonctionnelle, parmi tous les chemins horizontaux de
même origine et extrémité fixées paramétrisés sur un intervalle de longueur T .
2. On dira qu’une courbe γ de classe H 1, définie sur [α,β], est une géodésique si elle
est localement minimisante pour la fonctionnelle J ; c’est à dire, plus précisément, si
pour tout point t0 ∈ [α,β], il existe un voisinage V de γ (t0) tel que, pour tout sous
intervalle [t1, t2] de [α,β] avec γ [t1, t2] ⊂ V , la restriction de γ à ce sous intervalle
est minimisante en temps t2 − t1 parmi toutes les courbes horizontales contenues dans
V , d’extrémités γ (t1) et γ (t2).
2.2. Formulation du problème en théorie du contrôle
Soit V un ouvert de M sur lequel il existe une base orthonormée X1, . . . ,Xm de E .
On note H 1(V ) (resp. H 1x0(V )) l’ensemble des courbes γ de classe H 1 dont le vecteur
tangent γ˙ appartient presque partout à Y + E (resp. avec γ (0) = x0). En d’autres termes,
γ ∈H 1x0(V ) si et seulement si il est solution du système affine contrôlé suivant :{
x˙(t)= Y(x(t))+∑mi=1 ui(t)Xi(x(t)),
x(0)= x0 (1)
où x0 est un point de M donné et où u= (u1, . . . , um) ∈ U = L2([0, T ],Rm) est le contrôle
associé de classe L2
L’espace des chemins horizontaux au voisinage du chemin constant s’identifie à un
voisinage de V × U en associant à toute courbe γ son origine x0 et son contrôle u. Dans
ce cas, l’application extrémité :
ext : U →M
u 
→ xu(T )
où xu est l’unique solution de (1) associée au contrôle u.
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contrôle u est dite singulière si d ext(u) n’est pas surjective. Une courbe ne correspondant
pas à une singularité de d ext(u) est dite régulière.
On désigne en outre par Acc(T ) l’ensemble des extrémités des solutions de (1) corres-
pondant à tous les contrôles u de U .
Remarque 2.2. Toute courbe horizontal ne possèdant pas de point double possède toujours
un voisinage V ayant les propriétés précedentes. En fait, toute courbe horizontal peut être
recouverte par un nombre fini de tels ouvert, ce qui permet de construire un atlas définissant
une structure de variété sur l’espace H 1(M) (resp. H 1x0(M)) des chemins horizontaux de
classe H 1 (resp. et d’origine x0) dans M , défini sur un intervalle fixé [0, T ] (voir [4]).
Notre problème d’optimisation dans l’ouvert V se reformule de la manière suivante en
termes de contrôle optimal : parmi toutes les trajectoires issues de x0 d’extrémité x1 ∈
Acc(T ), déterminer les trajectoires optimales relatives à la fonction coût :
J˜ (u)=
T∫
0
(
ah
(
xu(t)
))+ bϕ(Xu)+ c2g(Xu,Xu)
où l’on a posé
Xu = Y(xu)+
m∑
i=1
uiXi(xu)
xu la courbe “intégrale” de Xu d’origine x0 et d’extrémité x1.
2.3. Application du principe du maximum
On considère l’hamiltonien :
Hν(x,u,λ)= 〈λ,Y +Xu〉 + ν
(
ah(x)+ bϕ(Xu)+ c2g(Xu,Xu)
)
. (2)
D’après le principe du maximum de Pontryagine [20], si γ est une courbe optimale, il
existe un champ de covecteur λ : [0, T ] → T ∗M le long de γ et un réel ν tels que presque
partout on ait :

γ˙ = ∂Hν
∂λ
(γ,u,λ),
λ˙= − ∂Hν
∂x
(γ,u,λ),
Hν(γ (t), u(t), λ(t))= max{Hν(γ (t), v, λ(t)), v ∈ Rm} = cte.
(3)
En particulier, la courbe (γ,λ) est solution du système différentiel :

x˙ = ∂Hν
∂λ
,
λ˙= − ∂Hν
∂x
,
∂Hν = 0.
(4)∂u
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En fonction de la valeur du réel ν, on obtient deux types de bi-extémales :
1. si ν = 0, mais λ(t) = 0, la bi-extrémale (γ,λ) appelée bi-extrémale anormale ou
singulière (ces trajectoires sont indépendantes de la fonction coût, mais dépendent
seulement de la distribution).
2. si ν = 0 (que l’on peut normaliser à ν = −1) la bi-extrémale (γ,λ) appelée bi-
extrémale normale.
Définition 2.2. Soit γ : [0, T ] →M une courbe horizontale :
1) on dit que γ une extrémale normale (pour l’hamiltonien (2)), si il existe un covecteur
λ le long de γ tel que (γ,λ) soit une bi-extrémale normale du principe du maximum.
2) on dit que γ est une extrémale strictement anormale (pour l’hamiltonien (2)), si pour
tout covecteur non nul λ le long de γ tel que (γ,λ) soit une bi-extrémale, cette bi-extrémale
est anormale.
3. Caractérisation des géodésiques normales
Etant donnée une courbe horizontal γ : [0, T ] →M , on appellera relèvement de γ , tout
champ de 1-forme (γ, ξ) : [0, T ] → T ∗M le long de γ . Soit Ω la forme volume canonique
sur T ∗M . Pour tout hamiltonien H sur T ∗M , on notera −→H le champ hamiltonien de H
relativement à Ω . Enfin pour tout champ de vecteurs X sur M , on notera HX le hamiltonien
définit par HX(x,λ)= 〈λ,X(x)〉.
Sur l’annulateur E0 de E , la 2-forme Ω induit une 2-forme que l’on notera Ω0.
La 1-forme ϕ et la métrique g étant fixées, si π :T ∗M →M est la projection canonique,
pour tout b ∈ R et c > 0, la 2-forme Ω = Ω + b
c
π∗dϕ est aussi une forme symplectique
sur T ∗M . On a les caractérisations géométriques suivantes :
Proposition 3.1.
1) On a les équivalences suivantes :
1. γ est singulière ;
2. γ possède un relèvement (γ, θ) dans E0 solution de l’équation i(γ˙ ,θ˙ )Ω0 = dH 0Y , où
H 0Y est la restriction de HY à E0 ;
3. il existe un champ de co-vecteur θ le long de γ tel que la bi-extrémale (γ, θ) soit
anormale.
2) Les propriétés suivantes sont équivalentes :
1. γ est une extrémale normale ;
2. il existe un relèvement (γ,λ) ∈ T ∗M qui est localement une courbe intégrale du
champ hamiltonien (relativement à la forme symplectique canonique Ω) associé
à :
H(x,λ)= 〈λ− bϕ,Y 〉 + 1∥∥Φ(x,λ)∥∥2 − f (x),
2
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Φ = (Φ1, . . . ,Φm) et Φi(x,λ)= 1
c
〈λ− bϕ,Xi〉, i = 1, . . . ,m,
et où
f (x)= ah(x)+ c
2
gx(Y,Y ) ;
3. il existe un relèvement (γ, ξ) de γ dans T ∗M qui est une courbe intégrale du champ
hamiltonien associé à
H(x, ξ)= a
c
h(x)+ 〈ξ,Yx〉 + 12
(〈ξ,Gxξ 〉 − g(Yx,Yx))
pour la forme symplectique Ω .
De plus, deux relèvements (γ, ξ) et (γ, ξ ′) possèdent cette propriété si et seulement si
le relèvement (γ, θ)= (γ, ξ − ξ ′) est une bi-extrémale anormale.
Preuve. La première partie est classique (voir par exemple [7,12]).
Comme plus haut, posons f (x) = ah(x) + c2gx(Y,Y ). Le problème étant local, on
peut se placer dans le domaine d’une carte au-dessus duquel E est trivialisable. Soit
(X1, . . . ,Xm) une base orthonormée de E . Le hamiltonien de la théorie du contrôle as-
socié au problème est alors :
H(x,u,λ)= 〈λ− bϕ,Y + uX〉 −
[
c
2
‖u‖2 + f
]
où uX désigne
∑m
i=1 uiXi et ‖u‖2 désigne
∑m
i=1 u2i .
Considérons une extémale normale γ du principe du maximum et (γ, λ˜) une bi-
extrémale normale associée. Elle est alors solution du système différentiel :{
x˙ = Y + uX,
λ˙= −[〈λ− bϕ, ∂Y
∂x
+∑mi=1 ∂Xi∂x ui 〉+ 〈−b ∂ϕ∂x , Y + uX〉− ∂f∂x ] (5)
avec la condition ∂H
∂u
= 0 c’est à dire, cui = 〈λ− bϕ,Xi〉, i = 1, . . . ,m.
Posons uˆi (x, λ)= 1c 〈λ−bϕ,Xi〉, i = 1, . . . ,m, etH(x,λ)=H(x, uˆ(x,λ), λ). Il résulte
de ce qui précède que (γ, λ˜) est une courbe intégrale du champ hamiltonien associé à H
(pour la structure symplectique canonique).
Réciproquement, si (γ, λ˜) est une courbe intégrale du champ hamiltonien associé à H,
alors (γ, λ˜) est une bi-extrémale du PMP pour ν = −1.
Pour tout ξ ∈ T ∗M , si on pose ui = 〈ξ,Xi〉, on a alors les relations suivantes : Gξ =
uX, ‖u‖2 = 〈ξ,Gξ 〉, et G(λ− bϕ)= cuˆX.
Par suite, on peut écrire :
H(x,λ)= 1
2c
〈
λ− bϕ,G(λ− bϕ)〉− f + 〈λ− bϕ,Y 〉.
L’application (x, ξ)→ (x, bϕ+ cξ)) est un difféomorphisme F (local) de T ∗M qui vérifie
F ∗Ω = cΩ˜ et H˜ ◦ F = cH, ce qui achève la démonstration.
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hessiene par rapport à u est définie négative lorsque c > 0, le long de toute bi-extrémale
normale (γˆ , λˆ) associée à un contrôle uˆ on a toujours :
H(γˆ , uˆ, λˆ)=H(γˆ , λˆ)= max{H(γˆ , u, λˆ), u ∈ Rm}= cte.
Remarque 3.2. Si b = 0, pour toute courbe hamiltonnienne non constante (γ, ξ) pour
laquelle 〈ξ,Y 〉  0, on a 〈ξ, γ˙ 〉  0 ce qui n’est pas toujours le cas si b = 0 (voir
exemple 3.1).
Remarque 3.3. Supposons a = 0. Lorsque b → 0, c = 1, et Y = 0 la condition
i(γ˙ ,ξ˙ )Ω˜ = dH˜
(qui caractérise une extrémale normale) s’écrit
i(γ˙ ,ξ˙ )Ω = dH
où H(x, ξ)= 12 〈ξ,Gξ 〉.
On retrouve ainsi une caractérisation classique des géodésiques hamiltoniennes en géo-
métrie sous-riemannienne (voir par exemple [5,19]).
Remarque 3.4. Considérons la situation a = 0, b = 1, c = 0. Si on considère l’application
ξ →Gξ(= uX), les équations (5) s’écrivent :{
x˙ = Y +Gξ,
λ˙= −[〈λ− ϕ, ∂Y
∂x
+ ∂G
∂xj
〉+ 〈− ∂ϕ
∂x
,Gξ
〉]
.
(6)
Par ailleurs la relation 〈λ − bϕ,G(λ − bϕ)〉 = cuˆ (qui caractérise les bi-extrémales) se
traduit par λ − bϕ = cξ (modulo E⊥) ce qui revient à dire que λ ∈ Z1 = ϕ + E⊥ dans la
situation a = 0, b = 1 et c = 0. Cette condition jointes aux équations (6) sont exactement
les équations obtenues dans la [12] pour les extrémales normales du problème variationnel
associé à une 1-forme ϕ.
Considérons une géodesique γ : [0, T ] →M . Alors il existe un champ de co-vecteurs λ
le long de γ tel que (γ,λ) soit une bi-extrémale du PMP . Si cette bi-extrémale est nor-
male, alrs il existe un relèvement (γ, ξ) qui est une courbe intégrale du champ hamiltonien
associé à H relativement à la forme symplectique Ω . Réciproquement on a :
Proposition 3.2. Soit (γ, ξ) une courbe intégrale du champ hamiltonien associé à H rela-
tivement à la forme symplectique Ω . Si en tout point de γ , le relèvement ξ vérifie
〈bϕ + cξ, γ˙ 〉 = 0,
alors γ est une géodésique. De plus, si b = 0 ou si ϕ est nulle le long de γ cette condition
est toujours vérifée si γ n’est pas constante et que 〈ξ,Y 〉 0.
Remarque 3.5. Pour a = b = 0 et Y = 0, la proposition 3.2 redonne un résultat classique
de géométrie sous riemannienne.
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〈bϕ + cξ, γ˙ 〉 = 0,
est nécessaire, voici un exemple de relèvement hamiltonien (γ, ξ) pour lequel la courbe γ
associée n’est pas une géodésique :
Exemple 3.1. Sur R3 considérons la distribution E engendrée par les champs de vecteurs
X1 = ∂∂x1 et X2 = ∂∂x2 + x1 ∂∂x3 . La fonctionnelle à minimiser est celle qui est associée à
une métrique riemannienne g sur R3 telle que (X1,X2) est une base orthonormée de E et
à la forme ϕ = x2ex1 dx1 + dx2 avec a = 0, b = −1 et c = 1. Nous allons montrer que la
courbe (γ, ξ) dans T ∗R3 définie par :
γ (t)= (0, t,0), ξ(t)= (−t,1,1) (7)
est une courbe hamiltonnienne qui n’est pas localement minimisante en 0 ∈R3.
Pour les courbes normales, le hamitonien du PMP associé à ce problème variationnel
est :
H(x,λ,u)= λ1u1 + λ2u2 + λ3x1u2 − 12
(
u21 + u22
)+ x2ex1u1 + u2.
Le long de γ , on a λ= ξ0 −ϕ|γ0 = (−t,0,1) en particulier, 〈λ, γ˙ 〉 = 0. Une courbe normale
du PMP satisfait le système d’équations suivantes :

x˙1 = u1, λ˙1 = −λ3u2 − x2ex1u1,
x˙2 = u2, λ˙2 = −ex1u1,
x˙3 = x1u2, λ˙3 = 0,
∂H
∂u1
= λ1 − u1 + x2ex1 ,
∂H
∂u2
= λ2 − u2 + 1.
On vérifie immédiatement que (γ,λ) est solution du système (3) et par suite que (γ, ξ)
une courbe hamiltonnienne (proposition 3.1). D’autre part, on a vu que les hypothèses de
la proposition 3.2 ne sont pas vérifiées pour (γ, ξ). Considérons la courbe γ˜ associée au
contrôle

u1 = 1, t ∈ [0,1/4n] ∪ [3/4n,1/n],
= −1, t ∈ [1/4n,3/4n],
u2 = 1.
Les composantes de γ˜ sont
γ˜1 =


t, t ∈ [0,1/4n],
1
2n − t, t ∈ [1/4n,3/4n],
− 1
n
+ t, t ∈ [3/4n,1/n],
γ˜2 = t, t ∈ [0,1/n],
γ˜3 =


t2
2 , t ∈ [0,1/4n],
− 116n2 + t2n − t
2
2 , t ∈ [1/4n,3/4n],
− 1 − t + t2 , t ∈ [3/4n,1/n].2n2 n 2
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n
) = γ˜ ( 1
n
) = (0, 1
n
,0). La valeur de J sur γ en
restriction à l’intervalle [0, 1
n
] est égale à − 12n . Un calcul élémentaire permet d’obtenir
J (γ˜ )= − 1
n
. Par suite γ n’est pas localement minimisante.
Preuve de la proposition 3.2. Remarquons d’abord que si b = 0, ou si ϕ est nulle le long
de γ , il résulte de la remarque 3.2 que la condition 〈bϕ+ cξ, γ˙ 〉 = 0, est toujours satisfaite
si γ n’est pas constante et 〈ξ,Y 〉 0.
Pour la condition suffisante, considérons une courbe intégrale (γ, ξ) définie sur un in-
tervalle [α,α + T ] étant fixée, il faut montrer que pour tout t0 ∈ [α,α + T ], il existe un
voisinage I de t0 tel que la restriction de γ à I minimise la fonctionnelle J entre deux
points quelconques γ (t1) et γ (t2) de γ (I) en temps t1 − t0. Le problème étant local, on
peut supposer que γ (I) est contenu dans le domaine V d’une carte au-dessus de laquelle
la distribution E est trivialisable. Fixons les points γ (t1) et γ (t2). Sans perte de géné-
ralié, on peut supposer que t1 < 0 et t2 > 0 et t0 = 0. En outre, posons x1 = γ (t1) et
x2 = γ (t2). Avec les notations de la proposition 3.1, si λ = bϕ + cξ , la courbe (γ,λ) est
une bi-extrémale et aussi une courbe intégrale du champ hamiltonien associé à H (pour la
structure symplectique canonique). D’après la Remarque 3.1, on a donc :
H˜ (γ, ξ)=H(γ,λ)= max{H(γ,u,λ),u ∈ Rm}= C = cte.
Par ailleurs on a 〈λ, γ˙ 〉 = 〈λ,Y +Gξ 〉 = 0 le long de γ , et de plus, comme (γ,λ) est une
courbe intégrale d’un champ hamiltonien C∞, (γ,λ) est C∞.
Quitte à restreindre éventuellemnt le voisinage V de γ (0), il existe sur V un
système de coordonnées (x1, . . . , xn) tel que dx1(0) = λ(0) le long de γ . Notons
(x1, . . . , xn, y1, . . . , yn) le système de coordonnées symplectiques associé sur T ∗M c’est
à dire vérifiant : les formes associées à (y1, . . . , yn) sur V constituent le repère dual du
repère ( ∂
∂x1
, . . . , ∂
∂xn
). On a alors :
∂H
∂y1
(
γ (0), λ(0)
)= dx1[γ˙ (0)]= 〈λ, γ˙ 〉(0) = 0.
Soit π :T ∗M → M est la projection canonique. Dans T ∗M , au-dessus d’un voisinage de
γ (0) encore noté V , S0 = {(x, y): H(x, y) = C} est une hypersurface régulière et la res-
triction de π à S0 est une submersion. Désignons par S1 l’hypersurface d’équation x1 = 0
dans T ∗M . Les hypersurfaces S0 et S1 sont transverse en z0 = (γ (0), λ(0)) et définis-
sent localement une sous variété Σ de S0 de codimension 1 et la restriction de π à Σ est
encore une submersion. Il existe donc une section C∞ s de la submersion π|Σ telle que
s0(γ (0)) = λ(0). Notons Σ0 le graphe de cette section. A noter que dans le système de
coordonnées (x1, . . . , xn, y1, . . . , yn), la section s0 a une écriture du type :
y1 = s0(x1, . . . , xn−1). (8)
Si −→H désigne le champ hamiltonien associé à H, −→H(z0) est tangent à S0 et dπ(−→H(z0)) est
égal à ˙γ (0). Par suite −→H(z0) est transverse à Σ0 au-dessus d’un voisinage ouvert relative-
ment compact W de x0 = γ (0) dans l’hypersurface d’équation x1 = 0 dans V . Soit Ψt le
flot du champ hamiltonien −→H et désignons par Σt l’image par Ψt de Σ0. Pour ε > 0 assez
petit, la réunion des varit´és Σt pour −ε < t < ε est une sous variété de S0 de dimension n.
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Avec les notations précédentes, par construction, la restriction de dπ à σ est de rang
maximal n et pour ε assez petit cette restriction définit un difféomorphisme θ de Σ sur son
image V ′. Désignons par s la section dont le graphe est Σ et par σ la 1-forme associée.
On remarque que Ψt(z0)= (γ (t), λ(t)) pour t ∈ ] − ε, ε[.
Soit Xˆ le champ de vecteurs sur Σ induit par −→H et ψˆt son flot et désignons par X
le champ de vecteurs sur V ′ image par θ et ψt son flot. Etant donné a ∈ W , notons
γa(t) = ψt(a) la courbe intégrale de X sur V ′ qui est définie sur ]−ε, ε[ et s(ψt (a)) =
(γa(t), λa(t)) = ψˆt (a, s0(a) son relèvement, c’est à dire la courbe intégrale de Xˆ passant
par (a, s0(a). Si x = ψt(a) alors TxM est la somme directe de daψt (TaW) et la droite
engendrée par X ; de plus, compte tenu de (8), la 1-forme σ est nulle sur daψt (TaW) et
σ(X) = s0(a). Si F est la fonction F(x) = t.s0(a) si x = ψt(a) on en déduit que σ = dF
et ainsi Σ est lagrangienne.
Posons L(x,u) = ah(x) + bϕ(Y + uX) + c2‖u‖2. Etant donnée une base orthonomée
X1, . . . ,Xm de E , l’hamiltonien du PMP en restriction à Σ sécrit
H
(
x,u, s(x)
)= dF(Y + uX)−L(x,u).
Si v est le contrôle associé à γ alors H possède les propriétés suivantes :
H(x, s(x))= max{H (x,u, s(x)): u ∈Rm}= C,
H
(
γ (t), v(t), s ◦ γ (t))=H(γ (t), s ◦ γ (t)). (9)
Considérons maintenant deux points quelconques t1 < t2 de ]−ε, ε[. Posons T = t2 − t1
et soit c : [0, T ] → V ′ un chemin horizontal absolument continu tel que c(0) = γ (t1) et
c(T )= γ (t2) et u(t) son contrôle. Compte tenu de (9) on a alors :
T∫
0
[
L
(
c(t), u(t)
)−L(γ (t1 + t), v(t1 + t))]dt
=
T∫
0
{
C −H (c(t), u(t), s ◦ c(t))+ dF (c˙(t))− dF (γ˙ (t1 + t))}dt
 F
(
c(T )
)− F (c(0))− F (γ (t2))+ F (γ (t1))= 0
ce qui achève la démonstration de la proposition.
4. Existence de courbes optimales
L’objectif de ce paragraphe est d’établir des conditions suffisantes d’existence de
courbes optimales. Plus précisément, on a :
Théorème 4.1. Soit K un compact fixé dans M . Les réels a et b étant fixés (ab = 0) notons
J0 la fonctionnelle associée à ah+bϕ et Jc la fonctionnelle associée à ah+bϕ+cg, pour
tout nombre réel c 0. On suppose que l’ensemble Hx x (K,T ) des courbes horizontales0 1
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1) Pour tout c > 0, la fonctionnelle Jc atteint son minimum sur Hx0x1(K,T ).
2) Si U est borné ou si Y est nul sur K , alors J0 atteint son minimum sur Hx0x1(K,T )
et de plus on a limε→0{minJε} = minJ0. D’autre part, soit εk > 0 une suite qui converge
vers zéro et une suite de chemins γk ∈ Hx0x1(K,T ) qui réalisent le minimum de Jεk . La
suite γk possède au moins un point d’accumulation pour la topologie de la convergence
uniforme et tout point d’accumulation γ appartient à Hx0x1(K,T ) et réalise le minimum
de J0.
De fait, sans perte de généralité, on peut supposer que les chemins joignant x0 à x1 en
temps T sont définis sur I = [0, T ] (voir remarque 2.1).
Modulo le fait que toute fonction bornée inférieurement et semi-continue inférieure-
ment, atteint son minimum sur un compact, comme en géométrie sous-riemannienne, ce
résultats revient à établir, grâce au théorème d’Ascoli, un résultat de compacité sur un
espace approprié de chemins horizontaux et que la fonctionnelle Jc est semi-continue in-
férieurement sur cet espace. Les arguments pour établir ce résultat sont classiques, mais,
en l’abscence de références précises dans ce contexte à notre connaissance, nous allons en
donner une démonstration.
Dans ce paragraphe, nous supposerons, grâce au théorème de Nash, que M est plon-
gée dans un espace euclidien RN et que sa métrique g, est induite par le produit scalaire
canonique sur RN.
Quitte à recouvrir K par un nombre fini de domaines de cartes, en utilisant le même
type d’argument que dans [19] on peut supposer que K est contenu dans le domaine d’une
carte V sur laquelle il existe une base orthonormée X1, . . . ,Xm de E et d’autre part que Y
est orthogonal à E . La preuve du théorème 4.1 repose essentiellement sur la proposition 4.1
suivante. Considérons d’abord les ensembles :
Hx0x1(I,K)=
{
γ : I →K tels que γ˙ ∈ L2(I,RN)γ˙ ∈ Y + E et
γ (0)= x0, γ (T )= x1
}
,
Hx0x1(I,K,B)=
{
γ ∈Hx0x1(I,K) tels que J (γ ) B
}
.
Proposition 4.1. Supposons que c > 0 ou bien pour c = 0, U est borné ou bien Y est nul
sur K . Alors on a :
a) Jc est minorée sur Hx0x1(I,K) ;
b) Muni de la topologie de la convergence uniforme, Hx0x1(I,K,B) est compact ;
c) Jc est semi-continue inférieurement sur Hx0x1(I,K,B).
Démonstration de la proposition. Le nombre réel c > 0 étant fixé, dans cette démonstra-
tion, on note simplement J la fonctionnelle Jc associée On se place dans l’ensemble
C = {γ : I →RN tels que γ˙ ∈ L2(I,RN) et γ (0)= x0, γ (T )= x1}
que l’on munit de la convergence uniforme et on note ‖.‖0 = supK ‖γ (t)‖ où ‖.‖ désigne
la norme euclidienne sur RN . Posons encore f = aψ + c g(Y,Y ).2
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γ˙ = Y(γ )+
m∑
k=1
ukXk(γ )= (Y + uX)(γ ).
On a donc
J (γ )=
T∫
0
[
af
(
γ (t)
)+ b〈ϕ,Y + uX(γ (t))〉+ c
2
g
(
uX
(
γ (t)
))
, uX
(
γ (t)
)]
dt.
Sur le compact K , les fonctions f et x → 〈ϕ,Y 〉(x) sont bornées. Il suffit donc de montrer
que
F(u)=
T∫
0
[
b
〈
ϕ,uX(γ )(t)
〉+ c
2
g
(
uX
(
γ (t)
)
, uX
(
γ (t)
))]
dt
est minorée.
Posons ak(t)= 〈ϕ,Xk(γ (t))〉, pour k = 1, . . . ,m. On a alors :
F(u)=
T∫
0
m∑
k=1
[
buk(t)ak(t)+ c2u
2
k(t)
]
dt.
Posons αk = infK〈ϕ,Xk〉. Pour c > 0 on a alors :
F(u) c
2
T∫
0
m∑
k=1
[(
uk(t)+ 12cbαk
)2
− 1
4c2
b2α2k
]
dt
et par suite, F est bornée inférieurement.
Si c = 0 et U borné, il est clair que F est minorée. D’autre part, si c = 0 et Y = 0 sur
K , la valeur de J est constante pour tous les paramétrages croissants du chemin γ . On
peut donc se restreindre à un ensemble borné de contrôles ce qui achève la preuve de la
partie a).
b) et c). Montrons d’abord que Hx0x1(I,K,B) est fermé dans C.
Supposons d’abord c > 0. Pour tout γ ∈Hx0x1(I,K,B), avec les notations précédentes,
on a :
c
2
T∫
0
[
m∑
k=1
u2k(t)
]
dt  B + |a| sup
K
|f | + |b| sup
K
∣∣〈ϕ,Y 〉∣∣.
Par suite, la norme L2 de u, notée ‖u‖2, est uniformément bornée sur Hx0x1(I,K,B).
D’aute part, comme on a vu dans la preuve de la partie a), pour c = 0 on peut supposer
que U est borné et par suite dans ce cas ‖u‖2 est encore uniformément bornée.
Soit γj une suite de Hx0x1(I,K,B) convergeant uniformément vers γ , alors
γj (t)= γj (0)+
t∫
γ˙j (τ ) dτ0
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γ˙j = Y(γj )+
p∑
k=1
u
j
kXk(γj ).
L’espace W : {w : [0, T ] → Rm} muni de la norme ‖.‖2 étant un espace de Hilbert et la suite
uj étant bornée, il existe donc u ∈ Rm et une sous-suite que l’on notera encore uj tel que
u est la limite faible des uj . On a, pour tout t ∈ [0, T ] on a donc :
γ (t)= lim
j→∞γj (t)= limj→∞
(
γj (0)+
t∫
0
[
Y(γj )+
p∑
k=1
u
j
kXk(γj )
]
dτ
)
.
Montrons que γ (t)= limj→∞ γj (t) est absolument continu.
Commençons d’abord par prouver que
∫ t
0 [Y(γj )+
∑p
k=1 u
j
kXk(γj )]dτ a une limite.∣∣∣∣∣
t∫
0
[
Y(γj )− Y(γ )+
p∑
k=1
u
j
kXk(γj )−
p∑
k=1
ukXk(γ )
]
dτ
∣∣∣∣∣
=
∣∣∣∣∣
t∫
0
[
Y(γj )− Y(γ )+
p∑
k=1
u
j
kXk(γj )−
p∑
k=1
u
j
kXk(γ )
+
p∑
k=1
u
j
kXk(γj )−
p∑
k=1
ukXk(γ )
]
dτ
∣∣∣∣∣

∣∣∣∣∣
t∫
0
[
Y(γj )− Y(γ )
]∣∣∣∣∣+
t∫
0
p∑
k=1
∣∣ujk ∣∣∣∣Xk(γj )−Xk(γ )∣∣
+
∣∣∣∣∣
t∫
0
p∑
k=1
u
j
k
[
Xk(γj )− ukXk(γ )
]
dτ
∣∣∣∣∣. (10)
Mais
∫ t
0
∑p
k=1 u
j
kXk(γ )= 〈ujk,1[0,t]Xk(γ )〉. Puisque uj converge faiblement vers u, on a :〈
u
j
k,1[0,t]Xk(γ )
〉→ 〈uk,1[0,t]Xk(γ )〉
ce qui signifie :
t∫
0
p∑
k=1
u
j
kXk(γ )→
t∫
0
p∑
k=1
ukXk(γ ).
Posons en outre
M = max
i=1,...,p
sup
∣∣DXi(x)∣∣x∈K et L= sup∣∣DYi(x)∣∣x∈K.
Il vient,
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t∫
0
[
Y(γj )− Y(γ )
]∣∣∣∣∣+
t∫
0
p∑
k=1
∣∣ujk ∣∣∣∣Xk(γj )−Xk(γ )∣∣
 LT sup
∣∣γj (τ )− γ (τ)∣∣τ∈[0,T ] +Mt |uj |L2 sup∣∣γj (τ )− γ (τ)∣∣τ∈[a,b].
Comme uj converge faiblement vers u, ‖uj‖2 est bornée, le résultat en découle en utilisant
le fait que γj converge uniformément vers γ .
On en déduit :
γ (t)= lim
j→∞
(
γj (0)+
t∫
0
[
Y(γj )+
p∑
k=1
u
j
kXk(γj )
]
dτ
)
= lim
j→∞
(
γ (0)+
T∫
0
1[0,T ]
[
Y(γj )+
p∑
k=1
u
j
kXk(γj )
]
dτ
)
= γ (0)+
T∫
0
1[0,t]
[
Y(γ )+
p∑
k=1
ukXk(γ )
]
dτ
= γ (0)+
t∫
0
[
Y(γ )+
p∑
k=1
ukXk(γ )
]
dτ
ce qui montre que γ est absolument continue et
γ˙ = Y(γ )+
p∑
k=1
ukXk(γ ).
Pour terminer la preuve de la partie b), il reste à prouver que J (γ ) B , mais ceci décou-
lera du fait que J est s.c.i.
Tout d’abord, montrons que si γj → γ alors lim infj→∞
∫ T
0 u
j
k
2

∫ T
0 uk
2
, ce qui re-
vient à dire que la fonctionnelle “énergie” E définie par E(γ )= (‖u‖2)2 est s.c.i.
En effet, la quantité
T∫
0
(
u
j
k − uk
)2  0,
donc
T∫
0
u
j
k
2 +
T∫
0
uk
2  2
T∫
0
uku
j
k .
Puisque uj converge faiblement vers u, on a :
T∫
uku
j
k →
T∫
uk
2.0 0
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lim inf
j→∞E(γj )E(γ ).
Montrons maintenant que J est s.c.i sur Hx0x1(I,K,B).
Soit γj une suite convergeant vers γ , alors
J (γj )= E(γj )+
T∫
0
[
f (γj )+ b〈φ, γ˙j 〉
]
.
D’après les résultats antérieurs, quitte à extraire une sous suite, on a :
• γ˙j converge faiblement vers γ˙ ,
• γj converge uniformément vers γ .
On en déduit :
lim inf
j→∞J (γj ) E(γ )+
T∫
0
[
f (γ )+ b〈φ, γ˙ 〉]= J (γ ).
Par ailleurs,
J (γ ) lim min
j→∞J (γj ) B
donc J (γ ) B et Hx0x1(I,K,B) est fermé.
Montrons pour finir que Hx0x1(I,K,B) est compact.
Comme on vient de montrer que cet espace est fermé, en appliquant le théorème d’As-
coli, il suffit de montrer que c’est une partie équicontinue.
Rappelons que l’on a déja vu que dans nos hypothèses, ‖u‖2 est uniformément bornée.
Il en résulte que pour tout γ ∈Hx0x1(I,K,B) la norme L2 de γ˙ est unfiformément bornée.
Par un argument classique, on en déduit que Hx0x1(I,K,B) équicontinue, ce qui achève
la démonstration de la proposition 4.1. 
Preuve du théorème 4.1. Pour c 0, sous les hypothèses du théorème 4.1, d’après la par-
tie a) de la Proposition 4.1, Jc est minorée inférieurement, et en prenant B = 2| infK Jc|,
il résulte des propriétés b) et c) de cette même proposition que cette fonctionnelle atteint
son munimum sur Hx0x1(T ,K).
La démonstration de la dernière propriété est une adaptation de la preuve du théo-
rème 5.1 de [18].
Considérons donc une suite εk > 0 qui converge vers zéro et une suite de chemins
γk ∈ Hx0x1(K,T ) qui réalisent le minimum Jk de JEk . Sans perte de généralité, on peut
supposer que εk est décroissante. Pour k > l on a d’une part :
Jk = Jk(γk)= infJk  Jk(γl) Jl (γl)= Jl
et d’autre part :
inf
γ
[
J0(γ )+ εk E(γ )
]
 J0 = infJ0.2
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posons que J ′0 > J0. Soit γ0 ∈Hx0x1(T ,K) qui réalise le minimum J0. La suite εk2 E(γ0)
converge vers zéro. Ainsi, pour k assez grand, Jk(γ0) < J ′0 et par suite J ′0  Jk  Jk(γ0) <
J ′0 ce qui est absurde. Comme on l’a déjà vu, on peut supposer dans notre contexte que U
est borné. En utilisant le même type d’arguments que dans la démonstration de la proposi-
tion 4.1, on en déduit que {γk, k ∈N} est un sous ensemble borné du ferméHx0x1(I,K,J1)
ce qui achève la démonstration du théorème 4.1. 
5. Calcul du contrôle optimal pour des distributions nilpotentes invariantes sur les
groupes de Lie
5.1. Courbes optimales normales sur un groupe de Lie
Soient G un groupe de Lie de dimension n, G son algébre de Lie, G∗ le dual de algébre
de Lie et T ∗G son fibré cotangent.
Pour tout g ∈G fixé, on note :
Lg :x → gx et Rg :x → xg
les translations à gauche (respectivement et à droite) par g. Soit dL∗g l’application duale de
dLg , alors on a :
dL∗g :T ∗gxG→ T ∗x G et dL∗g−1 :T ∗g−1xG→ T ∗x G.
En particulier pour x = g, l’application
dL∗
g−1 :T
∗
e G→ T ∗g G, (g,p)→ dL∗g−1(p)
est un isomorphisme, ce qui permet de réaliser T ∗G comme un produit G× G∗.
Ainsi on a aussi T (T ∗G)= (G× G)× (G∗ × G∗)= (G× G∗)× (G × G∗).
Les représentations adjointes Ad (resp. coadjointes Ad∗) sont définies par :
Adg =
(
(Rg∗)e
)−1 ◦ (Lg∗)e, Ad∗g = ((Rg∗)e)−1◦(Lg∗ )e.
Les générateurs infinitésimaux associés sont alors :
adX Y =
{
d
dt
Adexp tX Y
}
t=0
= [X,Y ], ad∗X α =
{
d
dt
Ad∗exp tX α
}
t=0
.
Par ailleurs on rappelle qu’un champ de vecteurs X est invariant à gauche si on a : Xg =
(Lg∗)eX (resp. Xg = (Rg∗)eX). Un tel champ est caractérisé par sa valeur en e ∈ G. Si
X et Y sont invariants à gauche, il en est de même pour [X,Y ] = adY (X). Par ailleurs,
si X est un champ de vecteurs invariant à gauche, son hamiltonien associé est défini par
HX(g,λ)= 〈λ,X(e)〉.
Dans la suite notera X le champ de vecteurs invariants à gauche sur G défini par un
éément X de G.
De même on définit les 1-formes différentielles α invariantes à gauche par αx = L∗gαgx
et pour tout champ de vecteurs X invariant à gauche on a les relations classiques :
〈α,X〉 = 〈α,X〉e et dα(X)= − ad∗x α.
M. Popescu, F. Pelletier / Bull. Sci. math. 129 (2005) 701–725 717On note également ω les 1-formes invariantes à gauche définies par un élément ω de G∗.
De la même manière on définit la notion de métrique invariante à gauche sur G qui est
caractérisé par un produit scalaire sur G.
La forme symplectique canonique Ω sur T ∗G≡G×G∗ est caractérisée par la relation
suivante :
Ω
(
(L1,M
∗
1 ), (L2,M
∗
2 )
)=M∗2 (L1)−M∗1 (L2)− 〈p, [L1,L2]〉
où (L1,M∗1 ) et (L2,M∗2 ) sont deux vecteurs en (g,p) ∈G×G∗. Si H est une fonction sur
G× G∗, on notera encore H le champ hamiltonnien associé sur G× G. On désigne enfin
par {. , .} le crochet de Poisson associé à Ω , c’est à dire :
{φ,ψ} =Ω( φ, ψ).
Avec ces notations, une courbe intégrale γ d’un champ hamiltonien H vérifie pour toute
fonction C∞ :
d
dt
f
(
γ (t)
)= {f,H } (γ (t) que l’on note f˙ = {f,H }).
De plus, pour deux champs de vecteurs invariants à gauche X et Y , on a : {HX,HY } =
−H[X,Y ].
Une distribution affine sur G invariante à gauche est complètement définie par la donnée
d’un sous espace vectoriel E de G et un champ de vecteurs Y invariant à gauche. On notera
Y + E la distribution invariante à gauche engendrée par E et Y .
Etant donnée une métrique invariante à gauche g sur G, il existe une base orthonormée
X1, . . . ,Xm de E invariante à gauche et on suppose que Ye /∈ E et par suite, sans perte
de généralité, on peut choisir X0 = Y de norme 1 et orthogonal à E . Dans ces conditions,
une courbe γ : [0, T ] → G est tangente à X0 + E si et seulement si il existe un “contrôle”
u= (u1, . . . , um) telle que :
{DLγ(t)}−1e
[
γ˙ (t)
]= {Xu}e (11)
où ui : [0, T ] → R est une fonction L2, i = 1, . . . ,m, {DLx}e est la différentielle de Lx
en e,
{Xu}x = {X0}x +
m∑
i=1
ui(t){Xi}x.
Dans la suite, on notera γ l’image canonique d’une une courbe γ : [0, T ] → G par Lγ(t)
c’est à dire γ (t)= Lγ(t) ◦ γ (t). Dans ces conditions, les courbes intégrales de X0 + E sont
caractérisées par l’équation différentielle sur G suivante :
γ˙ (t)= {Xu}e. (12)
Etant donné une 1-forme ϕ invariantes à gauche sur G, et une fonction h sur G nous allons
ainsi étudier le problème des courbes optimales tangentes à X0 + E naturellement associé
comme dans la section 2.1.
En termes de théorie du contrôle, ce problème se traduit de la manière suivante : soit L
le lagrangien
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m∑
i=1
uiϕi + c2
m∑
i=1
Kiu
2
i
avec ϕi = ϕ(Xi), b ∈ R, c > 0 et f la fonction :
f (x)= c
2
+ bϕ(X0)+ ah(x)
où a, b sont des constante rélles et c,K1,K2,K3 sont des constante strictement positives.
Parmi toutes les courbes solutions de (11), on cherche à caractériser celles qui minimi-
sent (localement) la fonctionnelle
J (γ )=
T∫
0
L
(
γ (t), u(t)
)
dt (13)
entre deux points x0 et x1 en temps T > 0 fixé.
Il résulte de la proposition 3.1, que les courbes optimales normales sont des projections
sur G des courbes intégrales du champ hamiltonien sur G× G∗
H(x,λ)= 〈λ− bϕ,Y 〉 + 1/2
m∑
i=1
KiΦi(x,λ)
2 − f (x) (14)
où Φi(x,λ) = 1c 〈λ − bϕ,Xi〉, i = 1, . . . ,m. Il est clair que Φi est ne dépend que de λ ∈G∗ ≡ T ∗e G. Pour tout champ de vecteurs invariants à gauche, posons ΦX(λ)= 〈λ−bϕ,X〉.
Dans ces conditions, si on pose Φi = cΦXi , alors l’hamiltonien H sécrit :
H=ΦX0 + c/2
m∑
i=1
KiΦ
2
Xi
− c/2 − ah. (15)
Si on pose πi =ΦXi pour i = 0, . . . ,m, on a :{
x˙ =X0 + c∑mi=1 KiπiXi,
π˙i = a{πi,h} −
[
Ωi0π0 + c∑mj=1 KjΩijπj ], (16)
où Ωij =Φ[Xi,Xj ].
Remarque 5.1. Si π0(λ)= 0, il résulte de la proposition 3.2 que la projection de la courbe
intégrale de H passant par (x,λ) est localement minimisante.
5.2. Contrôle optimal pour les distributions nilpotentes invariantes
Dans ce paragraphe nous allons adapter les résultats de [16] et [17] au problème va-
riationnel (2.1) dans le contexte des distributions nilpotentes invariantes sur un groupe de
Lie.
On conserve les hypothèses et les notations introduites dans la section 5.1. L’hamilto-
nien du principe du maximum dans le contexte des bi-extrémales normales est alors :
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[
ah(x)+ c/2
(
1 +
m∑
i=1
Kiu
2
i
)]
(17)
où Ki > 0, i = 1, . . . ,m.
Soit (x(t), u(t),p(t)) une bi-extrémale normale.
Lemme 5.1 [16,17]. Soit Y un champ de vecteurs invariant à gauche. Alors on a :
d
dt
(〈λ− bϕ,Y 〉)= 〈λ− bϕ, adXu Y 〉 + a dh(Y ).
On pose
y(t)= ∂H
∂u
(
x(t), u(t),p(t)
)
. (18)
Si y = (y1, . . . , yn), par dérivation (en appliquant le lemme 5.1), on obtient la relation
(presque partout)
cKiu˙i = 〈λ− bϕ, adXu Xi〉 + a dh(Xi)− y˙i . (19)
Si on suppose que u est suffisament différentiable, par récurrence, en appliquant encore le
lemme 5.1, la dérivée cKiu(s)i est égale à :〈
λ− bϕ, adsXu Xi
〉+ a{dh(ads−1Xu Xi)+ ddt
[
dh
(
ads−2Xu Xi
)]+ · · ·
+ d
s−2
dts−2
[
dh(adXu Xi)
]}− y(s)i . (20)
Comme dans [16] ou [17] on obtient :
Proposition 5.1. Pour que la projection x(t) d’une bi-extrémale normale (γ (t), λ(t)) soit
courbe optimale du problème (13) il faut que son contrôle u = (u1, . . . , um) vérifie les
équations différentielles :
cKiu
(s)
i =
〈
λ− bϕ, adsXu Xi
〉
+ a
{
dh
(
ads−1Xu Xi
)+ d
dt
[
dh
(
ads−2Xu Xi
)]+ · · · + ds−2
dts−2
[
dh(adXu Xi)
]}
pour i = 1, . . . ,m et s = 0,1, . . . le long de γ (t).
Remarque 5.2. Si (γ,λ) est une courbe intégrale du champ hamiltonien associé à H, le
contrôle associé est ui = ΦXicKi et par suite, ΦXi vérifie le système différentiel (16) dont la
deuxième équation n’est rien d’autre qu’une équation équivalente à celle vérifiée par ui
dans la proposition 5.1.
SoitA l’algèbre de Lie engendrée par {X0, . . . ,Xm}. On définit par récurrence : ads+1A
l’espace vectoriel de G engendré par les crochets de Lie [X,Y ] avec X ∈A et Y ∈ adsA
avec ad0A=A.
720 M. Popescu, F. Pelletier / Bull. Sci. math. 129 (2005) 701–725La distribution X0 + E sera dite nilpotente de degré s s’il exite un entier s tel que
adsA= {0}. Comme dans [16] ou [17], pour c = 0, on a alors :
cas s = 1 : c’est à dire lorsque les champs X0, . . . ,Xm commutent alors on retrouve le
fait qu’un contrôle optimal vérifie
ui = 1
cKi
〈λ− bϕ,Xi〉 + cte pour i = 1, . . . ,m, pour i = 1, . . . ,m.
cas s = 2 : un contrôle optimal est solution de l’équation différentielle :
cKiu˙i =
〈
λ− bϕ,
m∑
i=1
[Xj ,Xi]uj
〉
+ 〈λ, [X0,Xi]〉+ a dh(Xi), pour i = 1, . . . ,m.
cas s = 3 : un contrôle optimal est solution de l’équation différentielle du second ordre :
cKi
d2
dt2
(ui)=
〈
λ− bϕ,
{[
X0, [X0,Xi]
]+ m∑
j=1
([
Xj [X0,Xi]
]+ [X0, [Xj,Xi]])uj
+
m∑
j,k=1
[
Xk, [Xj ,Xi]
]
ukuj
}〉
+ a dh
{
[X0,Xi] +
m∑
j=1
[Xj ,Xi]uj
}
+ a d
dt
(
dh(Xj )
)
,
pour i = 1, . . . ,m.
Remarque 5.3. L’équation différentielle correspondant au cas s = 2 n’est rien d’autre
qu’une version équivalente de la deuxième équation de (16) le long de γ (t).
Remarque 5.4. Pour c = 0 dans le problème variationel (13) si εk est une suite décroissante
tendant vers 0, alors, un contrôle optimal uk solution de l’une des équations ci-dessus du
problème variationnel relaxé (13) avec c = εk va permettre d’obtenir, par passage à la
limite, la valeur minimale de la fonctionnelle du problème variationnel (13) avec c = 0
(voir le théorème 4.1).
6. Application : la barre élastique
Dans cette étude, nous adopterons l’approche adoptée par [15] (voir aussi par exemple
[6,9,10,14]) Une barre élastique est définie par son axe central sur lequel on place un repère
orthonormal, l’un des vecteurs étant tangent à l’axe de la barre. Toutes les pertubations de
la barre dues à une torsion ou une compression sur les extrémités par exemple, sont éva-
luées par rapport à un repère fixe. Ce problème admet une description naturelle comme
un problème de contrôle invariant à gauche sur le groupe des déplacements de R3 de la
manière suivante : l’espace des configurations est l’ensemble des courbes x(t) ∈ R3 (re-
présentant l’axe central de la barre) le long desquelles un repère orthonormal a1, a2, a3 a
été défini. Dans notre étude, on suppose que la barre est soumise aux contraintes suivantes :
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à la barre ;
2. la barre est astreinte à se déformer dans un champ de force (par exemple une compres-
sion exercée par deux murs “souples” parallèles (voir [15])) ;
3. la barre est inextensible.
Nous supposerons dans la suite pour simplifier les calculs que le repère est adapté à
la courbe x(t) ce qui se traduit mathématiquement par dx(t)
dt
= a3(t). Soit {e1, e2, e3} un
repère orthonormal fixe. On supposera que la matrice de passage R(t) de {e1, e2, e3} à
{a1, a2, a3} évalue les diverses pertubations de la barre à chaque instant t . Les trois vecteurs
colonnes de cette rotation sont définis par :
ai =
3∑
j=1
a
j
i (t)ei, i = 1,2,3.
Pour toute configuration (x(t),R(t)),R(t) ∈ SO3(R) (groupe de Lie des rotations directes
de R3). Dans ce cas, dR(t)
dt
est un élément de l’espace tangent à SO3(R) en R(t). Dans la
représentation à gauche de l’espace tangent à SO3(R) on a,
R˙(t)=R(t)

 0 −u3(t) u2(t)u3(t) 0 −u1(t)
−u2(t) u1(t) 0


pour des fonctions u1(t), u2(t), u3(t) qui représentent les paramètres de “tension” de la
barre.
Soit A1, A2, A3 la base standard de l’algèbre de Lie SO3(R). Considérons par ailleurs
les champs de vecteurs invariants à gauche A1, A2, A3 dont les valeurs en l’identité sont
A1, A2, A3. L’équation précédente se traduit par :
R˙(t)= u1(t) A1
(
R(t)
)+ u2(t) A2(R(t))+ u3(t) A3(R(t)). (21)
La contrainte dx(t)
dt
= a3(t) et (21) définissent un système différentiel sur le groupe des
déplacements. Nous noterons ce groupe de Lie D3 et le groupe des tranlations R3. Nous
rappellerons d’une part que D3 est le produit semi-direct de R3 et de SO3(R) et que D3 peut
être considéré comme un sous groupe fermé de GL4(R) constitué des matrices de la forme(1 0
x R
)
avec x ∈ R3 mais écrit comme un vecteur colonne et R ∈ SO3(R). Les éléments de
GL4(R) agissent sur R4 (considérés comme vecteurs colonnes). En particulier,(
1 0
x R
)(
1
y
)
=Ry + x
pour tout y ∈ R3. Ainsi x s’identifie à une translation dans R3 donnée par y → y + x.
L’espace des translations est un espace vectoriel de dimension 3 et son espace tangent est
engendré par les trois vecteurs suivants :
B1 =


0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 , B2 =


0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

 , B3 =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

 .
722 M. Popescu, F. Pelletier / Bull. Sci. math. 129 (2005) 701–725Les matrices :
A1 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 , A2 =


0 0 0 0
0 0 0 1
1 0 0 0
0 −1 0 0

 ,
A3 =


0 0 0 0
0 0 0 0
0 0 1 −1
1 0 0 0


forment une base de l’algébre de Lie de SO3(R). Une base de l’algébre de Lie D3 de D3
est composée des vecteurs A1, A2, A3, B1, B2, B3. Si X est un élément de l’algèbre de Lie
de D3 on note X le champ de vecteurs invariant à gauche naturellement associé. La table
des crochets de Lie des champs de vecteurs invariants à gauche est la suivantes :
[ , ] A1 A2 A3 B1 B2 B3
A1 0 − A3 A2 0 − B3 B2
A2 A3 0 − A1 B3 0 − B1
A3 − A2 A1 0 − B2 B1 0
B1 0 − B3 B2 0 0 0
B2 B3 0 − B1 0 0 0
B3 − B2 B1 0 0 0 0
(22)
On note {A∗1,A∗2,A∗3,B∗1 ,B∗2 ,B∗3 } la base duale deD∗3 associée à {A1,A2,A3,B1,B2,B3}.
L’espace des configurations peut être identifié aux solutions du système différentiel sui-
vant :
dγ
dt
= B3
(
g(t)
)+ 3∑
i=1
ui(t) Ai
(
g(t)
) (23)
où
γ (t)=
(
1 0
x(t) R(t)
)
.
Le système différentiel (23) est alors équivalent au système suivant :
(dLγ (t))
−1 ◦ dγ
dt
= B3 +
3∑
i=1
ui(t)Ai. (24)
Compte tenu des contraintes (6), la fonctionnelle que nous cherchons à minimiser pour
chaque (γ (t), u(t)) sur un intervalle fixe [0,L] (L longueur de la barre) est du type suivant :
T∫ {
aV
(
x(t)
)+ bϕ(x˙)+ c
2
[
K1u
2
1(t)+K2u22(t)+K3u23(t)
]}
dt (25)0
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ϕ = K0 B∗3 représente la force tangentielle qui s’exerce sur la barre, avec b ∈ R ; Ki , i =
1,2,3, sont des coefficients de courbure et de torsion de la barre et c > 0.
Sur TD3 ≡D3 ×D3 l’hamiltonnien associé est
H(γ,u,λ)= 〈λ, B3 + u1 A1 + u2 A2 + u3 A3〉
− [bK0 + c/2(K1u21 +K2u22 +K3u3)+ aV (x)]
où
γ =
(
1 0
x R
)
.
Si on pose ΛX = 〈λ,X〉, compte tenu du tableau (22), une bi-extrémale normale (γ,λ) est
alors solution du système :

(dLγ )
−1γ˙ = B3 +∑3i=1 uiAi,
Λ˙Ai =ΩAu−Λ[Ai,B3], i = 1,2,3,
Λ˙Bi = a dV ( Bi)−ΩBu, i = 1,2,3,
(26)
où ΩA (resp. ΩB ) est la matrice de terme général Λ[Ai,Aj ] (resp. Λ[Bi,Aj ]) et u=
( u1
u2
u3
)
.
Il résulte du tableau (22) que l’algèbre de Lie engendrée par B3, A1, A2, A2 est nilpo-
tente de degré 2. Posons X0 = B3, Xi = Ai , i = 1,2,3, et X4 = B1, X5 = B2 et notons
{Xi, i = 0, . . . ,5}. D’après la section 5.2, pour qu’une une bi-extrémale (γ,λ) soit opti-
male, il faut que son contrôle u= (u1, u2, u3), le long de γ , soit solution de :
cKiu˙i =
〈
λ− bϕ,
3∑
j=1
[Xj ,Xi]uj
〉
+ 〈λ− bϕ, [X0,Xi]〉+ a dV (Xi),
pour i = 1,2,3,
le long de γ (t).
Ou de manière équivalente (voir remarque 5.3 et les notations de la section 5.1)
cKiu˙i = a dV (Xi)−
[
Φi0π0 +
3∑
j=1
Φijuj
]
, i = 1,2,3, (27)
le long de γ (t) où πi(λ) = 〈λ − bϕ,Xi〉, et Φij = 〈λ − bϕ, [Xi,Xj ]〉, i, j = 0, . . . ,3, et
compte tenu des choix des vecteurs Xi , i = 0, . . . ,5, et de ϕ (toujours avec les notations
de la section 5.1) on a λ= (π0 + bK0)X∗0 +
∑5
i=1 πiX∗i . L’ équation (27) est précisément :
u˙=Au− π0B (28)
avec
A= 1
c


0 π3
K1
− π2
K1
− π3
K2
0 π1
K2
π2 − π1 0

 , B = 1
c


π5
K1
− π4
K2
0

 .K3 K3
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u(t)=M(t)
[
u0 +
t∫
0
M(s)B(s) ds
]
où M(t) est solution de M˙ = AM avec condition initiale M(0) = Id. D’autre part, par
application des résultats de la section 5.1, si γ est une géodésique normale, son contrôle
vérifie cKiui = πi , i = 1,2,3, et l’équation (26) devient

(dLg)
−1g˙ = B3 +∑3i=1 uiAi,
π˙0 = a dV ( a3)+ π1π2
( 1
cK1
− 1
cK2
)
,
π˙1 = π2π3
( 1
cK2
− 1
cK3
)− π0π2,
π˙2 = π1π3
( 1
cK3
− 1
cK1
)+ π0π1,
π˙3 = π1π2
( 1
cK1
− 1
cK2
)
,
π˙4 = a dV ( a1)+ π2π3
( 1
cK2
− 1
cK3
)
,
π˙5 = a dV ( a2)+ π1π3
( 1
cK3
− 1
cK1
)
.
(29)
Nous allons nous placer dans le cas particulier où l’on a K1 =K2. En l’abscence de poten-
tiel V , cette situation correspond au cas classique de “complète intégrabilité” du système
(29) c’est à dire (voir par exemple [10]).
Posons cK1 = cK2 = K et cK3 = H . Dans ces conditions, on a π0(t) = aV (x(t)). Par
ailleurs, l’hamiltonnien H(x,λ)= π0 + 1/2(Kπ21 +Kπ22 +Hπ23 )− c/2 − bK0 − aV est
constant sur chaque trajectoire hamiltonnienne. Par suite Kπ21 +Kπ22 +Hπ23 = cte et on
a aussi π3 = k = cte. On en déduit que V (x(t)) est aussi contant et par suite π0 = cte.
Dans ce cas, sans perte de généralité, on peut supposer que l’on a : π1(t) = ρ cos(ωt) et
π2(t)= ρ sin(ωt). Il en résulte que R(t) est solution de :
R˙(t)=R(t)

 0 −k ρ sin(ωt)k 0 −ρ cos(ωt)
−ρ sin(ωt) ρ cos(ωt) 0

 .
On a alors x˙(t)=R(t)e3. Les derniers paramètres π4 et π5 se calculent par intégration de :
a dV
(
R(t)e1
)+ k(1/K − 1/H)ρ sin(ωt) et
a dV
(
R(t)e2
)− k(1/K − 1/H)ρ cos(ωt)
respectivement.
Remarque 6.1. Soit γ un chemin horizontal. On a alors γ˙ = B3 + u1 A1 + u2 A2 + u3 A3
et considérons la norme ‖γ˙ ‖2 = c/2{1 +K1u21 +K2u22 +K3u23}. Etant donnée une courbe
courbe intégrale (γ,λ) du champ hamiltonnien H, lorsque K1 =K2, la projection γ de la
courbe (γ,λ), est paramétrée proportionnellement au paramétrage par longueur d’arc et le
coefficient de proportionnalité est fixé par la valeur (constante) de l’hamiltonnien H sur
cette courbe. D’autre part, dans ce même contexte, le long d’une telle courbe intégrale, la
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V étant définie à une constante près, on peut toujours supposer que 〈λ, γ˙ 〉 = 0. Ainsi dans
lorsque K1 = K2. Il résulte alors de la proposition 3.2 que, toutes les projections γ de
courbes intégrales hamiltonniennes (γ,λ) sont des géodésiques normales.
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