In this paper, a new supervised classification algorithm which simultaneously considers spectral and spatial information of a hyperspectral image (HSI) is proposed. Since HSI always contains complex noise (such as mixture of Gaussian and sparse noise), the quality of the extracted feature inclines to be decreased. To tackle this issue, we utilize the low-rank property of local three-dimensional, patch and adopt complex noise strategy to model the noise embedded in each local patch. Specifically, we firstly use the mixture of Gaussian (MoG) based low-rank matrix factorization (LRMF) method to simultaneously extract the feature and remove noise from each local matrix unfolded from the local patch. Then, a classification map is obtained by applying some classifier to the extracted low-rank feature. Finally, the classification map is processed by Markov random field (MRF) in order to further utilize the smoothness property of the labels. To ease experimental comparison for different HSI classification methods, we built an open package to make the comparison fairly and efficiently. By using this package, the proposed classification method is verified to obtain better performance compared with other state-of-the-art methods.
Introduction
Hyperspectral remote sensors capture reflection light in several hundred narrow frequencies, which cover visible, near-infrared and shortwave infrared bands. Thus, the hyperspectral image (HSI) data obtained by the sensors contain rich spectral information and thus produce more accurate measures, which make it possible to distinguish the material of each pixel. Supervised classification has been an important tool in many HSI applications, such as land-use mapping [1] [2] [3] , land-cover mapping [3] , forest inventory [4] , and urban-area monitoring [5] . Specifically, HSI classification aims to classify each spectral pixel into different classes.
In the last few decades, a variety of methods have been proposed for the task of HSI classification. Since HSI classification is usually conducted in the space of feature, it is thus very crucial to design effective feature representation method for this task. According to the methods of extracting features, the existing HSI classification approaches are roughly divided into three classes: unsupervised feature learning methods, supervised feature learning methods and semi-supervised methods. Due to the limited space, we mainly review the unsupervised methods and deep learning based method, which is a representative method of the supervised methods.
An unsupervised feature learning method plays an important role in the field of HSI classification, and the extracted feature by unsupervised feature learning methods is obtained by making use of two types of information from the raw HSI data, namely spectral information and spatial in order to utilize the smooth property of HSI labels that adjacent spectral pixel vectors are probable to have the same label, we further adopt Markov random field (MRF) to post-process the classification map. In many existing work [15, 17, 31, 47] , MRF has been verified to help boost the final classification accuracy since spatial smooth information is considered. In summary, the contributions of this work are shown as follows:
•
The robust LRMF method based on modeling the noise as MoG is firstly adopted to tackle complex noise embedded in each local patch of HSI data. By using this method as well as considering the smooth property of labels by MRF, we propose a new method for HSI classification, which can simultaneously extract low-rank spectral-spatial features and remove some complex noise in the stage of feature extraction.
•
Experimental results on four benchmark HSI datasets illustrate that the proposed method can obtain better performance compared with other state-of-the-art methods.
The rest of the paper is organized as follows: Section 2 introduces the proposed spectral-spatial feature extraction method. Section 3 presents the built package. Section 4 reports the experimental results. Section 5 makes a discussion on the proposed method and experimental results. Section 6 concludes this paper.
Spectral-Spatial Feature Extraction Using Robust Low-Rank Matrix Factorization

Notations
Before introducing the proposed method, some notations should be defined first. We denote the HSI dataset as H ∈ R h×w×d , where h, w and d are height, width and band number, respectively. We unfold H from the spectral dimension and denote it as X = {x n ∈ R d , n = 1, 2, . . . , N, N = hw}. whose corresponding labels are denoted as Y = {y n ∈ K, n = 1, 2, . . . , N}, where K = {1, 2, . . . , Q} is the label set. The training set for class q is defined as D l (q) = {(x 1 , y 1 ), . . . , (x l (q) , y l (q) )}, and then the entire training set can be represented as D l = {D l (1) , D l (2) , . . . , D l (Q) }, where l = ∑ Q q=1 l (q) represents the sum of training samples. The aim of classification is to put a label y n ∈ K on x n . Additionally, we denote H ij as the spectral pixel vector at spatial location (i, j). S ij = {(u,v):|u−i|≤ s 2 ,|v−j|≤ s 2 } H uv ∈ R d×s 2 is the neighborhood of H ij in the spatial dimension (including H ij ) by using boxes of predefined spatial window with size s × s, where s is an odd number (s ≥ 3) and s 2 means that the number s 2 is rounded down to the nearest integer.
Spectral-Spatial Feature Extraction Using Robust Low-Rank Matrix Factorization
For each spatial neighborhood S (subscript ij is omitted for simplicity.), it mainly contains pixel vectors within the same class and also contains a few pixel vectors from other classes. Since spectral pixel vectors within the same class are similar, low-rank matrix factorization (LRMF) can thus be applied to investigating the spatial neighborhood information more precisely. Specifically, given a data matrix S ∈ R d×s 2 with entries S ij s, the LRMF model can be defined as
where
. . . ; v T s 2 ) ∈ R s 2 ×r are both matrices with low-rank property (r < min(s 2 , d)). || · || represents a certain noise measure and is usually selected as L 1 -norm or L 2 -norm. After obtaining an optimal solution (U * , V * ), the spatial neighborhood S can be recovered by the product U * V * T , which is a low-rank matrix since rank(U * V * T ) ≤ rank(U * ) ≤ r.
However, HSI usually contains complex noise, such as mixture of sparse (stripe and deadline) and Gaussian noise [36, 51] . This noise can affect the quality of the feature extracted by model (1) since L 1 -norm or L 2 -norm is optimal for Laplace and Gaussian noise, respectively. In order to deal with the complex noise scenario, many novel LRMF models have been proposed [35, 36] . The key idea is to assume the noise follows complicated mixture distribution, such as mixture of Gaussians (MoG) distribution [35] and mixture of Exponential Power (MoEP) distribution [36] . In this paper, we adopt the LRMF model with MoG noise assumption model (MoGLRMF) to recover each spatial neighborhood S. Specifically, we denote the noise term as E with entries e ij s, and each e ij is assumed to follow MoG distribution, namely e ij ∼ ∑ K k=1 π k N (e ij ; 0, σ k ), where π k ≥ 0 and ∑ K k=1 π k = 1, K denotes the number of mixed components, N (e ij ; 0, σ k ) is a Gaussian distribution with mean 0 and variance σ k for the kth component. Then, in the maximum likelihood estimation (MLE) framework, the log-likelihood of noise term E can be written as
where e ij = s ij − u T i v j . Therefore, the MoGLRMF model is formulated as
The model (3) can be effectively solved by Expectation Maximization (EM) algorithm, which is a popular way to estimate the parameters of the model in the maximum-likelihood estimate (MLE) framework. The EM algorithm contains two iterative steps, namely Expectation step (E-step) and Maximization step (M-step). The E-step aims to calculate the posterior probability of the latent variable based on current estimated parameters. Then, based on the posterior distribution, we can construct the Q-function, which is a lower-bound of the original likelihood. Finally, M-step aims to re-estimate the parameters of this model by maximizing the Q-function. The two iterative steps stop until some convergence criteria are satisfied.
In order to design the EM algorithm, we first introduce an indicator variable z ij = [z ij1 , z ij2 , . . . , z ijK ] T for each noise e ij , where z ijk ∈ {0, 1} and ∑ K k=1 z ijk = 1. z ijk = 1 means that e ij is generated from the k th Gaussian distribution. To make z ij contain the above property, we assume it follows multinomial distribution z ij ∼ M(π), where π is the aforementioned mixing proportion parameter. Therefore, the complete log-likelihood function of noise term E and indicator variable Z = {z ij } s i,j=1 can be expressed as:
To optimize model (3) using the EM algorithm, we first conduct the E-step. In order to make the symbols simple, we denote all the parameters to be optimized as Θ = {U, V, {π k , σ k } K k=1 }. In addition, we assume that all the parameters Θ (t) of the tth iteration are obtained and the goal is to estimate Θ (t+1) of the (t + 1)th iteration. Specifically, the E-step is shown as follows:
(1) E-step: In this step, we need to calculate the posterior probabilities γ ijk = P(z ijk = 1|E; Θ (t) ) of the indicator variable z ij based on the current parameters Θ (t) , which can be analytically calculated by the Bayes' formula as follows:
After the posterior of the latent variable z ij is obtained, we can construct the Q-function, which is defined as
Therefore, the optimized objective function Q(Θ; Θ (t) ) can be expressed as:
(2) M-step: In this step, we need to optimize the Q-function Q(Θ; Θ (t) ) w.r.t. the parameters Θ based on current posterior probability. Specifically, the update of each parameter is shown as follows:
For {π k } K k=1 , we first write down the Lagrange function of {π k } K k=1 by considering the constraint ∑ K k=1 π k = 1, then we calculate the derivative of π k of Lagrange function of {π k } K k=1 and set it to be zero. Finally, the update equation of π k is
For {σ k } K k=1 , we calculate the derivative of σ k of optimized objective function (7) and set it to be zero. Then, the update equation of σ k is
For U and V, by reformulating objective function (7) with respect to U and V, the following optimization problem needs to be solved
where the element
To solve (10), many weighted L 2 -norm LRMF methods can be used, such as the alternated least squares (ALS) [58] which updates the subspaces via minimizing the least square problem alternatively, and Damped Newton (DN) algorithm [59] which adopts Damped Newton algorithm to solve this model.
After we obtain an optimal solution (U * , V * ) of model (3) using the EM algorithm, the spatial neighborhood S can be recovered byŜ = U * V * T . Then, we regard the low-rank featureĤ ij inŜ as the extracted feature (called MoGLRMF feature), and we use this feature in the following classification step instead of the original feature H ij . For simplicity, we denote the MoGLRMF feature of HSI aŝ H ∈ R h×w×d . Algorithm 1 summarizes the feature extraction algorithm, and Figure 1 shows the corresponding flowchart of this algorithm.
Algorithm 1 EM algorithm to extract the MoGLRMF feature.
Input: Spatial neighborhood S of original feature H ij . Initialization: U, V and low-rank featureĤ ij . while stopping criterion is not satisfied do (8) and (9) Update U, V via DN algorithm [59] . Then, the MoGLRMF method is applied to each unfolded matrix, which is then folded back to local patch. Finally, each local patch is aggregated into the final feature tensor.
Classification and Post-Processing
After obtaining the MoGLRMF feature, we first divide the feature data into training set and testing set. Then, a classifier is trained by using the training set. Here, we don't explicitly point out which classifier is used in the classification stage and we will introduce how to select the best classifier in the experimental section. Finally, the trained classifier is adopted to classify each test sample and thus the classification map can be obtained.
To further boost the classification result, Markov Random Field (MRF) is a very common strategy to post-process the classification map in the HSI classification task [13, 15, 17, 31] . More specifically, this strategy can be expressed as this optimization problem:
whereĥ n is the nth extracted feature, µ is the smooth parameter, N (n) is the neighborhood of pixel feature vectorĥ n , δ(·) is the unit impulse function (Impulse function is defined as: δ(0) = 1 and δ(y) = 0 for y = 0) and y * is the final obtained classification map. Obviously, it should be noted that the second term in (11) reflects the spatial correlation between adjacent pixel vectors, i.e., adjacent pixel vectors are probable to have the same label. Additionally, since the second term of the objective function in (11) is composed of many pairwise interaction terms, this problem is thus a combinatorial optimization problem, which is very challenging to optimize. Fortunately, many related works to approximate the optimal solution of this combinatorial optimization problem have been extensively studied, such as the graph cut based method [60, 61] , the belief propagation method [62] and the message passing method [63] . In this work, the α-expansion min-cut method [60] is used. Based on the discussion, we know that the class probabilities P(y n |ĥ n ) play an important role in the MRF post-processing strategy. Therefore, we try to compute the predicted class probabilities of an input sample (namely P(y n |ĥ n )) in the classification stage. To illustrate this classification algorithm clearly, we summarize it in Algorithm 2 detailedly.
Algorithm 2 HSI Classification Algorithm.
Input: HSI dataset H. while stopping criterion is not satisfied do Extract low-rank featuresĤ for H via Algorithm 1 Train classifier using training set D l Compute class probabilities P(y n |ĥ n ), n = 1, 2, . . . , N Compute y * via α-Expansion Algorithm End while output: Labels y * .
Complexity Analysis
In this subsection, we analyze the time complexity of the proposed MoGLRMF method in detail. Since these parameters γ, π and σ can be updated in closed-form, thus the corresponding complexities are O(Kds 2 r), O(Kds 2 ) and O(Kds 2 r), respectively, where K, d, s 2 and r are the number of mixture component, spectral dimension, the number of spectral vector in a patch and the rank, respectively. For the update of U and V, we adopt Damped Newton method, whose complexity is about O(T 1 (d + s 2 ) 3 r 3 ) since we need to invert a (m + n)r × (m + n)r matrix, where T 1 is the iteration of the Damped Newton method. Thus, the complexity for dealing a local patch by MoGLRMF is O(T 2 (Kds 2 r + T 1 (d + s 2 ) 3 r 3 )), where T 2 is the iteration of the EM algorithm. Additionally, since we need to deal with about N = hw local patches where h and w are height and width of the HSI data, respectively, the total complexity is O(NT 2 (Kds 2 r + T 1 (d + s 2 ) 3 r 3 )) in the feature extraction stage. As for the graph cut algorithm, the worst theoretical computational complexity is O(N 3 ). Finally, the complexity of the proposed method is
Although theoretical complexity is about O(N 3 ), the computational time can be dramatically reduced by using parallel computation for each local patch since each patch is independent.
SHIP Package for Easy Comparison of HSI Classification Methods
To make an easy comparison of different HSI classification methods implemented on different datasets in our experiments (also to facilitate other researchers on the research), we have specifically built a package for supervised HSI classification, which we call SHIP (This code can be available at [64] ) (abbreviation of Supervised HSI Classification Package). The details are introduced as follows.
In order to compare two different HSI features, an important rule to be obeyed is that the same classifier and post-processing strategy is needed. However, many existing works have not followed this rule and use different classifiers or post-processing strategies to compare two different features, which results in unfair comparison. To alleviate this issue, our proposed SHIP package is composed of three stages, namely feature extraction, classification and post-processing. Firstly, we consider six commonly used HSI classification features in the stage of feature extraction. More specifically, except the original raw data, this package contains four kinds of low-level features (e.g., PCA [19] , Low-Rank [15] , 3DDWT (This code can be available at [65] ) [17, 33] , 3DGabor [34] ), and one deep learning feature (e.g., SAE (This code can be available at [66] ) [41] ). Note that more features can be easily included in the package except the above ones. Secondly, nine types of representative classifiers are included in the classification stage, such as k-nearest-neighbor (KNN), Gaussian Naive Bayes (GNB), linear discriminative analysis (LDA), logistic regression (LR), kernel support vector machine (KSVM), decision tree (DT), random forest (RF), gradient boosting (GB) and multiple layer perceptron (MLP). Thirdly, we embed the graph-cut algorithm [60, 61] implemented in Python language into the package in the post-processing stage, which can efficiently post-process classification map and thus boost the final performance.
In summary, since each combination of feature and classifier is a HSI classification method, the proposed SHIP contains 54 methods (6 features × 9 classifiers) with post-processing. Many existing HSI classification methods can be regarded as special cases of this package, such as the method proposed in [17] (3DDWT feature with KSVM classifier and post-processing) and the method proposed in [15] (Low-rank feature with SVM classifier and post-processing). In addition, since many methods don't adopt the post-processing step, our package actually ameliorates them and thus tends to result in further performance improvement. Compared with several remote sensing clustering and semantic segmentation software packages, the proposed SHIP has some advantages, which is explicitly shown in Table 1 . Next, all the experiments will be conducted by using this package. 
Post-Processing
ENVI [67] × √ √ × × × Orfeo [68] √ √ √ × √ × GDAL [69] √ × × × × × Spectral [70] √ √ × × √ × RSGISLib [71] √ √ × × × × EarchMapper [72] √ √ × √ × √ SHIP √ √ √ √ √ √
Experimental Results
To evaluate the performance of our proposed MoGLRMF feature in different scenarios, we conduct experiments on four benchmark datasets (These datasets can be available at http://www.ehu.eus/ ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes), which are summarized in Table 2 , all of which have been included in our SHIP package. To make a comprehensive evaluation, four experiments are conducted by the SHIP package. These experiments are repeated 20 times. The overall accuracy and standard derivation are reported for each experiment. 
Selecting the Best Classifier Using SHIP
This experiment is conducted to verify the function of SHIP to select a suitable classifier for each competing feature. This experiment adopts two benchmark datasets, namely Indian Pines and Pavia University. Additionally, the specific experimental settings are shown as follows: for Indian Pines dataset, the training sample proportion of each class is selected as 1%. For Pavia University dataset, the number of training samples in each class is chosen as 50. The remaining samples are used to construct the test set. The final experimental results are illustrated in Table 3 . Table 3 shows the mean overall accuracy and standard deviation (%) of all kinds of combination of features and classifiers on two benchmark datasets using SHIP. From Table 3 , it can be easily observed that different classifiers can result in significantly different classification results for some specific feature, and thus it is necessary to find the best classifier for each feature. Let's take Indian Pines dataset as an example. For 3DDWT feature and SAE feature, the corresponding best classifiers are LR and MLP, respectively. However, the best classifier for each feature differs across different datasets. For example, as for Pavia University dataset, the corresponding best classifiers for 3DDWT feature and SAE feature are KSVM and RF, respectively, which is different from Indian Pines dataset. Therefore, this experiment implies that we should carefully select the best classifier for each feature and each dataset before conducting the experiment. The proposed SHIP has the advantage of helping choose the best classifier once the feature has been extracted. In addition, we can also evaluate the quality of each feature by comparing the results of each feature with the same classifier. We can easily observe from Table 3 that the proposed MoGLRMF feature performs best or second best in the cases with different classifiers. For example, the experimental result of Indian Pines dataset for all the features with RF classifier, the MoGLRMF feature achieves the best performance with overall accuracy 76.84%, while the second best is 72.01%. In addition, the experimental result of Pavia University dataset for all the features with KSVM classifier, and the MoGLRMF feature obtains the second best performance with overall accuracy 92.94%, which only falls behind the best performance 93.69%. Therefore, these experimental results can not only verify that the classifier which can be easily selected by the SHIP package is an important factor to design a HSI classification method, but also demonstrate that the proposed MoGLRMF feature is state of the art due to the consideration of noise removal in extracting the spectral-spatial feature.
Synthetic Experiments
In this section, we conduct an experiment to verify the robustness of the proposed MoGLRMF feature. More specifically, we choose Pavia University as the dataset and then remove some noisy bands in this experiment. Thus, this dataset can be regarded as a clean one. For easy illustration, we give a clean band as well as a noisy removed band in Figure 2 . Then, different types of noise are added into this dataset. Specifically, we add four kinds of noise.
(1) Gaussian noise: All the bands are contaminated by Gaussian noise N (0, σ 2 ) with σ 2 = 0.05.
(2) Mixture of Gaussian and stripe noise: All the bands are firstly damaged by Gaussian noise N (0, σ 2 ) with σ 2 = 0.02. Then, we randomly choose 40 bands to be added with stripe noise and the number of stripes for each band ranges from 20 to 40.
(3) Mixture of Gaussian and deadline noise: All the bands are firstly contaminated by Gaussian noise N (0, σ 2 ) with σ 2 = 0.02. Then, we randomly select 40 bands to be added with deadline noise and the number for each band ranges from 5 to 15.
(4) Mixture of Gaussian and impulse noise: All the bands are firstly contaminated by Gaussian noise N (0, σ 2 ) with σ 2 = 0.02. Then, we randomly select 40 bands to be added with impulse noise which contains different intensity, and the percentage of impulse ranges from 50% to 70%. After obtaining the noisy HSI dataset, we then adopt the proposed the MoGLRMF method as well as other HSI denoising methods to remove the noise, such as Low-rank method [15] , group low-rank and spatial-spectral total variation (GLSSTV) [56] and low-rank matrix factorization based on non-iid noise structure (NMoGLRMF) [55] . The denoised HSI data are treated as the extracted feature. Finally, we compare the classification overall accuracy (OA) of all the methods using the SHIP. Specifically, we select 1% training sample proportions for each class in all the cases, and all the methods adopt the random forest as the classifier and use MRF to post-processing the classification map. The final experimental results are reported in Table 4 . From Table 4 , it can be easily observed that noise can degrade the classification performance dramatically. For example, the Gaussian noise can make the overall accuracy reduce from 82.92% to 69.48%, about 13% off. The cause of this phenomenon is that noise could affect the quality of the intrinsic feature and make these features less discriminative. Additionally, we can also observe from Table 4 that the features extracted by all the comparing methods are capable of improving the accuracy. More specifically, the Low-rank method gets a 4% improvement, and both GLSSTV and NMoGLRMF make a 6% improvement while the proposed MoGLRMF method obtains a 8% improvement. The reason that MoGLRMF outperforms Low-rank and GLSSTV is due to the use of MoG noise modeling strategy. As for NMoGLRMF, MoGLRMF outperforms it due to the utilization of patch-based method. In summary, these results also imply that MoGLRMF method is able to remove some complex noise and extract more robust discriminative features due to the consideration of MoG noise modeling strategy and the patch-based processing method.
Real Experiments
In this section, we conduct real experiments on four benchmark datasets which are displayed in Table 2 . This experiment is designed to assess the sensitivity of the proposed method as the size of training set increases. More specifically, we choose 1%, 5% and 10% training sample proportions for each class on all the datasets. Since we encounter out-of-memory problem in dealing with KSC dataset and Pavia Center dataset, we thus crop them into the size of 270 × 390 × 100 and 400 × 300 × 102, respectively, by reshaping the spatial dimension or discarding some noisy bands. Additionally, the competing methods in this experiment are the state-of-the-art method included in the SHIP.
Firstly, we choose the best classifier for each feature according to the comprehensive results of the first experiment. The choice of classifier for each feature is shown in the first row of Table 5 . For example, the RF classifier is selected for the raw feature, the low-rank feature, the SAE feature and the proposed MoGLRMF feature. In addition, Table 5 also demonstrates the mean classification overall accuracy and standard deviation (%) on four benchmark datasets using SHIP package.
From Table 5 , we can observe that, with the number of training samples increasing, the classification accuracy keeps increasing, which is a reasonable result since more training samples can help train better classifiers. From Table 5 , it can also be seen that the proposed MoGLRMF feature with RF classifier performs best in all the cases. For example, in the case of a 1% proportion on the Kennedy Space Center dataset, the MoGLRMF method achieves 86.59% OA, while the second best only obtains 84.67% OA. In addition, these results can also be used as baseline results for further research. In addition, we report the average cost time for each method in Table 5 . From Table 5 , it can be easily observed that, although we have utilized parallel strategy, the proposed method is the most time-consuming, which is attributed to the processing of a large number of local patches. Finally, to provide a better visualization for these results, we also show some classification maps (All the classification maps are the result of the 1st experiment in the 20 experiments) from Figures 3-5 by utilizing the SHIP. From the classification maps, it can also be easily seen that the MoGLRMF method can obtain more accurate and smooth classification maps compared with other competing methods. Thus, to summarize, these experimental results on the real benchmark datasets can not only demonstrate that SHIP makes it easy to conduct HSI classification tasks, but also verify that the proposed classification method based on a MoGLRMF feature can achieve better performance in comparison with other competing methods since the proposed method is composed of a good feature (MoGLRMF), a suitable classifier (RF) and an efficient post-processing step, which function together to make our proposed method obtain state-of-the-art performance.
Impact of Parameter Settings
This experiment is conducted to assess the impact of the parameters involved in the classification method based on the MoGLRMF feature, such as patch size s, rank r, parameter of classifier and smooth parameter µ. Therefore, we conduct extensive experiments to try to find the best parameters and use overall accuracy (OA) as the measurement. The data used for the analysis is Pavia University and we randomly select 5% training sample proportion for each class.
Firstly, we evaluate the impact of different patch sizes {3, 5, 7, 9} on the classification performance with other parameters fixed. Figure 6a illustrate the results. From this sub-figure, it can be observed that the proposed method tends to obtain better performance as patch size becomes larger since more spatial knowledge is considered in the training stage. More specifically, setting patch size as 7 can achieve the best classification accuracy and thus is adopted throughout all the experiments. Secondly, we assess the performance of the proposed method for different rank r = {2, 3, 4, 5} with other parameters fixed. The results are illustrated in Figure 6b . It can be easily seen from Figure 6b that r = 2 achieves the best classification accuracy and we use it throughout all the experiments. Thirdly, we make an assessment on the performance of different number of trees N tree = {50, 100, 200, 500} of the random forest classifier with other parameters fixed. The results are illustrated in Figure 6c . From this sub-figure, we can easily see that setting N tree = 100 provides the best performance and thus we adopt N tree = 100 throughout all the experiments. Finally, we evaluate the impact of different smooth parameter µ = {10, 50, 100, 200} on the classification accuracy. The results are illustrated in Figure 6d , where we can see that µ = 100 obtains the best performance and thus this value is adopted throughout all the experiments. Although the impact study of these parameters are conducted in a greedy manner (e.g., studying one parameter each time with other parameters fixed) and thus may not select the optimal parameters, this way is time-saving and has been verified to perform stably throughout all the experiments. Therefore, we adopt the settings of these parameters in our experiments.
Discussion
Firstly, these experimental results show that the selection of classifier is an important factor to design a state-of-the-art HSI classification method. In addition, noise removal is also important to extract qualified features. Thus, our proposed MoGLRMF method for HSI classification can obtain the best performance in comparison with other state-of-the-art methods on the benchmark datasets. However, there are still some limitations for the proposed method. More specifically, this method needs huge computation since it needs to deal with a large number of local patches when extracting the features. Although we have utilized the parallel strategy to speed up, there is still much space to accelerate this method, which will be a future research direction.
Additionally, the proposed method is very related to the method in [15] , which adopts the robust principle component analysis (RPCA) [37] to extract the spectral-spatial feature. Since LRMF and RPCA are equivalent in some sense, the proposed MoGLRMF method can thus be regarded as an extension of the RPCA based method [15] in some sense. Compared with the two methods, there are still some differences. Firstly, the RPCA based method can only tackle the Gaussian noise while the MoGLRMF method can deal with the complex noise. Secondly, the RPCA based method utilizes the low-rank property of each segment produced by the segmentation algorithm while the MoGLRMF method makes use of the low-rank property of each local patch. Therefore, the strength of the proposed MoGLRMF method is that it can extract low-rank spectral-spatial features while removing complex noise simultaneously.
Conclusions and Future Work
This paper proposes a new feature extraction method for HSI classification. More specifically, the mixture of Gaussian (MoG) based LRMF method is adopted to simultaneously model the noise embedded in local patches of HSI and characterize the low-rank property of the local patch. Therefore, this method can not only extract low-rank spectral-spatial features, but can also alleviate the negative influence brought by noises. Additionally, we present an open package for supervised HSI classification, which can bring convenience to conduct experiments for other research to implement methods' comparison in a fair and efficient manner. Experiments conducted on four benchmark HSI datasets by using this package show that the proposed method can obtain better performance compared with other competing methods.
The future work of this research mainly focuses on replacing the matrix factorization method with a tensor factorization method in order to fully make use of the spectral and spatial information. More specifically, low-rank tucker tensor factorization and CP factorization can be attempted. In addition, we will further develop the SHIP package to make it include more state-of-the-art features. Additionally, the supervised HSI classification task will be extended and studied in the semi-supervised and unsupervised framework, which are more promising directions of this field.
