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Abstract. This paper, concluding the trilogy, develops schemes for the stable solution of wave-
dominated unsteady problems in general three-dimensional domains. The schemes utilize a spectral
approximation in each subdomain and asymptotic stability of the semidiscrete schemes is established.
The complex computational domains are constructed by using nonoverlapping quadrilaterals in the
two-dimensional case and hexahedrals in the three-dimensional space.
To illustrate the ideas underlying the multidomain method, a stable scheme for the solution of the
three-dimensional linear advection-diffusion equation in general curvilinear coordinates is developed.
The analysis suggests a novel, yet simple, stable treatment of geometric singularities like edges and
vertices. The theoretical results are supported by a two-dimensional implementation of the scheme.
The main part of the paper is devoted to the development of a spectral multidomain scheme for
the compressible Navier–Stokes equations on conservation form and a unified approach for dealing
with the open boundaries and subdomain boundaries is presented. Well posedness and asymptotic
stability of the semidiscrete scheme is established in a general curvilinear volume, with special at-
tention given to a hexahedral domain. The treatment includes a stable procedure for dealing with
boundary conditions at a solid wall.
The efficacy of the scheme for the compressible Navier–Stokes equations is illustrated by obtaining
solutions to subsonic and supersonic boundary layer flows with various types of boundary conditions.
The results are found to agree with the solution of the compressible boundary layer equations.
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1. Introduction. In the first two papers [1, 2] of this trilogy, we addressed the
problem of open boundary conditions and one-dimensional domain decomposition
schemes for the solution of unsteady wave-dominated dissipative problems with the
emphasis on asymptotically stable schemes for approximating such problems in fairly
simple geometries. In this last paper we relax this restriction and consider multidi-
mensional multidomain schemes for the spectral approximation of wave-dominated
problems in general complex geometries.
Although the presentation here is self-contained, the results rely heavily on the
previous two papers and in particular on [1] in which much of the theoretical tools
are developed. The main purpose of this paper is to devise a multidomain scheme,
based on the curvilinear hexahedral as the building block, for the stable solution of
the three-dimensional compressible Navier–Stokes equations on conservation form.
Previous work on spectral multidomain methods for the compressible Navier–
Stokes equations is rather sparse. For the spectral multidomain approximation of
compressible flows, the emphasis has until recently been on methods for the inviscid
Euler equations, where noniterative schemes [3, 4], iterative schemes [5] and spectral
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element methods [6] have been proposed. Only recently have several methods for
dealing with viscous compressible flows appeared [7, 8, 9, 10]. However, all previous
methods for viscous flows are based on a treatment of the inviscid part of the equation,
in most cases by applying methods known from the Euler equations, and on a separate
treatment of the viscous part of the equation. This second contribution is then applied
as a correction to the result obtained from the inviscid patching.
The main difference between previously proposed methods and the one introduced
here is that we develop a patching scheme which accounts for the inviscid and viscous
part of the equation simultaneously. This approach is made possible by implementing
the interface conditions using a penalty term [11, 12], hence allowing for general
boundary conditions. In the inviscid limit the proposed algorithm is equivalent to
schemes known to perform well when considering the Euler equations. The emphasis is
directed toward methods suitable for unsteady flows, and we apply high-order explicit
time integration to verify the performance of the scheme.
The remaining part of the paper is organized as follows. In section 2 we introduce
several concepts that are crucial to the subsequent analysis. The discussion includes
the construction of global maps using transfinite blending functions and the funda-
mentals of collocation methods using ultraspherical polynomials. Section 3 deals with
the multidomain solution of the three-dimensional linear advection-diffusion equa-
tion. We propose a semidiscrete scheme for solving this equation and prove that
the scheme is asymptotically stable within a curvilinear hexahedral. The theoretical
results are supported by numerical studies of the two-dimensional linear advection-
diffusion equation in general geometries. In section 4 we turn the attention toward the
development of an asymptotically stable scheme for the compressible Navier–Stokes
equations in a general curvilinear hexahedral, which is the fundamental building block
of our multidomain scheme. We develop boundary operators ensuring well posedness
and prove asymptotic stability of the semidiscrete scheme. Moreover, we also present
a stable scheme for imposing boundary conditions at a solid wall. The performance of
the scheme is demonstrated by obtaining multidomain solutions to various flat-plate
boundary layer flows. Section 5 contains a brief summary and directions for future
research.
2. General concepts. The aim of this paper is to devise a general approach for
obtaining approximate solutions to wave dominated problems in the general three-
dimensional domain Ω ⊂ R3 enclosed by the boundary δΩ. To obtain such solutions
we employ polynomial approximations of the unknown functions and their spatial
derivatives, with the most natural and computationally efficient extension to several
dimensions appearing through the use of tensor products. This procedure, however,
requires that the computational domain is diffeomorphic to the unit cube; i.e., a one-
domain solution is excluded for general multiply connected domains. To surround this
obstruction, we construct Ω using K nonoverlapping general hexahedrals Dk ⊂ R3
such that
Ω =
K⋃
k=1
Dk , δΩ =
K⋃
k=1
δDkk , δD
k =
K⋃
i=1
δDki ,
where δDkk = Dk∩δΩ and δDki = Dk∩Di for i #= k. In what remains the emphasis will
be on the construction of schemes for solving problems defined in Dk. For simplicity,
we will refer to any curvilinear hexahedral domain by D with boundary δD, unless
clarification is deemed necessary.
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To establish well posedness in D we apply the energy method to prove L2-stability.
However, to handle general hexahedrals we need to examine a little closer the validity
of the integration by parts argument that is so crucial to the energy method. The
validity of the multidimensional integration by parts argument hinges on the validity
of the divergence theorem. Clearly, if the boundary δD is regular the theorem is
valid. However, as established in [13], also in cases where δD is almost smooth may
we use integration by parts. Although the outward pointing normal vector nˆ remains
undefined along the edges and at the vertices of a hexahedral, these geometries have
measure zero in R2 and, thus, do not contribute to the boundary term of the partial
integration argument establishing that the integration by parts argument remains
valid. By domains with almost smooth boundaries we shall understand domains
enclosed by boundaries with a finite number of entities having measure zero in R2.
For a rigorous discussion on the validity of the divergence theorem and an exact
definition of almost smooth boundaries, we refer to [13].
2.1. Transfinite blending functions and curvilinear coordinates. To ap-
ply the tensor product approximation we require that there exists a diffeomorphism
Ψ : D→ I, where I ⊂ R3 is the unit cube; i.e., I ∈ [−1, 1]3. We will return to the spec-
ification of the map Ψ shortly. For convenience, we refer to the coordinates, x ∈ D,
as (x, y, z) and (x1, x2, x3), interchangeably. Likewise, we introduce the coordinates
ξ ∈ I named (ξ, η, ζ). The terminology is illustrated in Fig. 1.
For the construction of the map Ψ : D→ I, we define ΞL = ΞξL×ΞηL×ΞζL through
the subsets
ΞξL = {¯i|¯i ∈ [0, . . . , Lξ]} , ΞηL = {j¯|j¯ ∈ [0, . . . , Lη]} , ΞζL = {k¯|k¯ ∈ [0, . . . , Lζ ]} .
Associated with these sets are the nodal sets
ΛξL(Ξ
ξ
L) = {ξi¯}Lξi¯=0 , ΛηL(ΞηL) = {ηj¯}
Lη
j¯=0
, ΛζL(Ξ
ζ
L) = {ζk¯}Lζk¯=0 ,
with the global nodal set ΛL(ΞL) = ΛL = Λ
ξ
L×ΛηL×ΛζL. The nodal sets are assumed
to be ordered such that ξ0 = η0 = ζ0 = −1 and ξLξ = ηLη = ζLζ = 1. Likewise, for
the construction of the polynomial approximation inside the domain I, we introduce
the global set ΞN = Ξ
ξ
N × ΞηN × ΞζN , where
ΞξN = {i|i ∈ [0, . . . , Nξ]} , ΞηN = {j|j ∈ [0, . . . , Nη]} , ΞζN = {k|k ∈ [0, . . . , Nζ ]} ,
with the corresponding nodal sets
ΛξN (Ξ
ξ
N ) = {ξi}Nξi=0 , ΛηN (ΞηN ) = {ηj}Nηj=0 , ΛζN (ΞζN ) = {ζk}Nζk=0 ,
and the global nodal set inside the unit cube ΛN (ΞN ) = ΛN = Λ
ξ
N × ΛηN × ΛζN . The
nodes in ΛN are assumed ordered as in ΛL.
For simplicity, we shall use the notation ΞξηN = Ξ
ξ
N × ΞηN and likewise for various
combinations of the sets. For ease of exposure, let us also introduce the global interior
set Ξ˜N = Ξ˜
ξ
N × Ξ˜ηN × Ξ˜ζN ⊂ ΞN , where
Ξ˜ξN = Ξ
ξ
N \ {0, Nξ} , Ξ˜ηN = ΞηN \ {0, Nη}, Ξ˜ζN = ΞζN \ {0, Nζ} ,
with the associated interior nodal set Λ˜N . The exact specification of the nodal sets
ΛL and ΛN shall be addressed shortly.
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Fig. 1. Three-dimensional mapping between the general hexahedral D and the unit cube I.
To establish a one-to-one correspondence between the unit cube and the general
hexahedral we will construct the global map Ψ : D → I using transfinite blending
functions [14, 15]. The correspondence between the two domains, expressed through
the map x = Ψ−1(ξ), is derived from the Boolean sum
x = (Pξ ⊕ Pη ⊕ Pζ)x(ξ)(1)
= Pξ(x) + Pη(x) + Pζ(x)− PξPη(x)− PξPζ(x)− PηPζ(x) + PξPηPζ(x) ,
where we have introduced the face projectors
Pξ(x) =
∑
ΞξL
N ξ
i¯
(ξ)x(ξi¯, η, ζ) ,
and likewise for Pη(x) and Pζ(x). The shape functions N
ξ
i¯
, Nη
j¯
and N ζ
k¯
are noth-
ing more than the interpolating Lagrange polynomials based on ΛξL, Λ
η
L, and Λ
ζ
L,
respectively. Using the properties of the projectors, the edge projectors become
PξPη(x) =
∑
ΞξηL
N ξ
i¯
(ξ)Nη
j¯
(η)x(ξi¯, ηj¯ , ζ) ,
and likewise for PξPζ(x) and PηPζ(x), whereas the vertex projector becomes
PξPηPζ(x) =
∑
ΞL
N ξ
i¯
(ξ)Nη
j¯
(η)N ζ
k¯
(ζ)x(ξi¯, ηj¯ , ζk¯) .
To simplify things further we may also apply the transfinite blending function to
construct the face projectors as
x(ξi¯, η, ζ) = (Pη ⊕ Pζ)(x(ξi¯, η, ζ))
= Pη(x(ξi¯, η, ζ)) + Pζ(x(ξi¯, η, ζ))− PηPζ(x(ξi¯, η, ζ)) ,
and similarly for the remaining faces.
Within this formulation, the construction of the global mapΨ or rather its inverse,
becomes feasible. In what remains we assume that the shape functions are linear,
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i.e., Lξ = Lη = Lζ = 1 and Λ
ξ
L = Λ
η
L = Λ
ζ
L = {−1, 1}, as N ξ0 = (1 − ξ)/2 and
N ξ1 = (1+ ξ)/2 and is in a similar fashion for N
η
j¯
and N ζ
k¯
. Thus to construct the map
we need to specify a parametric form for the edges enclosing D, e.g.,
x(ξ,−1,−1) =
∑
ΞξN
x(ξi,−1,−1)Lαi (ξ) ,
where Lαi (ξ) signifies the Lagrange polynomial based on the nodal set Λ
ξ
N employed in
I. For a thorough discussion of the transfinite blending functions and their properties,
we refer to [14, 15].
Once the global map is established, spatial derivatives in D of the function f are
obtained through a general curvilinear coordinate transformation with the metric of
the transformation being derived through the identity
∂x
∂ξ
∂ξ
∂x
=
 xξ xη xζyξ yη yζ
zξ zη zζ
  ξx ξy ξzηx ηy ηz
ζx ζy ζz
 = I ,
where I is the identity matrix, the first Jacobian is obtained from the map, and (1)
and the transformation Jacobian becomes
J =
∣∣∣∣∂x∂ξ
∣∣∣∣ = xξyηzζ + xζyξzη + xηyζzξ − xξyζzη − xηyξzζ − xζyηzξ .
Finally, we note that the local coordinate system in D is spanned by (∇ξ,∇η,∇ζ)
(see Fig. 1), which, in the special case of an orthogonal curvilinear coordinate system,
obeys the relation ∇ξ ·∇η = ∇ξ ·∇ζ = ∇η ·∇ζ = 0.
2.2. Pseudospectral methods. Once we have mapped D onto I, we may pro-
ceed by constructing a multidimensional polynomial approximation to a function,
f [I] : R3 → R, using a tensor product formulation as
f(ξ) *
∑
ΞN
fijkL
α
i (ξ)L
α
j (η)L
α
k (ζ) ,(2)
where fijk = f |ijk = f(ξi, ηj , ζk) and we have introduced the interpolating Lagrange
polynomials Lαi (ξ), L
α
j (η), and L
α
k (ζ) based on the nodal sets Λ
ξ
N , Λ
η
N , and Λ
ζ
N ,
respectively, which are taken to be the Gauss–Lobatto quadrature points; e.g., ΛξN
consists of the roots of the polynomial (1 − ξ2)(PαNξ)′(ξ), where PαNξ represents the
ultraspherical polynomial of order Nξ, and likewise for Λ
η
N and Λ
ζ
N .
Associated with the Gauss–Lobatto quadrature points is a Gauss quadrature for-
mula ∑
ΞN
fijkw
α
i w
α
j w
α
k =
∫
I
f(ξ)wα(ξ)wα(η)wα(ζ) dξ ,
which is exact provided f(ξ) is a polynomial of degree less than 2Nξ in ξ and likewise
for η and ζ. Here, we have the weight functions wα(ξ), wα(η), and wα(ζ) associated
with the ultraspherical polynomials and the strictly positive Gauss–Lobatto weights
wαi , w
α
j , and w
α
k . The general expressions for the weight functions and the weights
are given in [16].
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To seek approximate solutions to partial differential equations, we need to eval-
uate spatial derivatives at the nodal set ΛN . This is accomplished by approximating
the continuous operators by differentiation matrices defined at the grid points. The
explicit entries of the differentiation matrices can be found in [16]. To compute the
multidimensional derivatives one may exploit the tensor-product nature of the ap-
proximation, (2), such that derivatives are computed through matrix products.
We shall restrict our attention to two special ultraspherical polynomials: the
Legendre polynomials obtained for α = 0 and the Chebyshev polynomials obtained
for α = −1/2. For further discussions on pseudospectral methods based on Legendre
and Chebyshev methods within the present context, we refer to [1, 2], and to [16, 17]
for a more general introduction.
Finally, we introduce some discrete norms that shall be useful in the forthcoming
sections. The discrete equivalent of the continuous local Legendre L2-norm becomes
‖f‖2N =
∑
ΞN
(fijk)
2 J(ξi, ηj , ζk)w
0
iw
0
jw
0
k ,
where w0i represents the Legendre Gauss–Lobatto weights and J is the transformation
Jacobian.
To address the accuracy of the schemes we shall use the global discrete weighted
Chebyshev L2-norm
L2w(f) = ‖f‖w =
∑
K
(
pi3
NξNηNζ
∑
ΞN
(fijk)2 J(ξi, ηj , ζk)
cicjck
)1/2
,
where c0 = cNξ = cNη = cNζ = 2 and ci = 1 otherwise. This discrete norm is also used
for the definition of the global weighted Sobolev norm H1w utilized in the subsequent
sections.
3. The advection-diffusion equation. Let us now consider the linear three-
dimensional advection-diffusion equation
∂u
∂t
+∇ · F = ε∇ · F ε ,(3)
where u(x, t) : D × R+ → R, F = [αu,βu, γu]T , and F ε = ∇u while V = (α,β, γ)
signifies the constant advective velocity.
Boundary conditions leading to a well-posed problem in a general domain are
given in the following lemma.
Lemma 3.1. Assume there exists a solution, u, to the three-dimensional linear
advection-diffusion equation in a domain D enclosed by an almost smooth boundary
δD with the outward pointing normal vector n uniquely defined at all points of δD
with the exception of a finite number of entities having measure zero in R2.
If boundary conditions are given such that∮
δD
[− 12uF + εuF ε] · nˆ ds ≤ 0 ,
the problem is well posed and the solution is bounded as
1
2
d
dt
‖u‖2 ≤ −ε
∫
D
(∇u)2 dx .
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Proof. Construct the energy integral and apply integration by parts as
1
2
d
dt
‖u‖2 = −
∫
D
u∇ · F dx+ ε
∫
D
u∇ · F ε dx
=
∮
δD
[− 12uF + εuF ε] · nˆ ds− ε ∫
D
F ε ·∇u dx ,
where nˆ represents an outward pointing normal vector.
The global condition for stability is satisfied by requiring
∀x ∈ δD : − 1
2V · n
[(
|V · n|u− ε V · n|V · n|F ε · n
)2
− (εF ε · n)2
]
≤ 0 ,
where n = |n|nˆ is the outward pointing normal vector associated with every point of
the boundary. Hence the maximal dissipative boundary operator is given as
Inflow : V · n ≤ 0 : |V · n|u+ εF ε · n = 0,
Outflow : V · n ≥ 0 : εF ε · n = 0.
We note that the boundary operator leads to a well-posed problem even in the singular
limit of ε→ 0.
3.1. The semidiscrete scheme. Our objective is to solve (3) using a multido-
main method in which Ω is constructed using a number of hexahedral subdomains D.
The penalty methods introduced in [1, 2] straightforwardly generalize to multidimen-
sional scalar problems once the proper boundary operator is derived. For simplicity
we shall develop the semidiscrete scheme using a Legendre approximation. However,
the results extend, with minor modifications, to Chebyshev methods as we will show
later.
We use a Legendre collocation method in I and propose to solve
∂u
∂t
+∇ · F = ε∇ · F ε − τijkQ(x) [αnu(x, t) + εG(x, t)− g(x, t)](4)
in each subdomain with G(x, t) = F ε(x, t) · n, and
Q(x) =
{
1 if x ∈ δD,
0 otherwise,
(5)
ensuring that the equation is modified at the boundary only.
To construct the proper boundary operator in (4) we introduce
∀x ∈ δD : αn(x) =
{ |V · n| if V · n ≤ 0,
0 if V · n ≥ 0.
The boundary conditions, be they actual outer boundary conditions or merely condi-
tions required to pass information between subdomains, are given through g(x, t).
To complete the scheme, we need to specify τijk at all boundary points such that
the semidiscrete scheme is asymptotically stable. Note that τijk ≡ 0 for x ∈ D \ δD.
Lemma 3.2. Assume there exists a solution u to the linear advection-diffusion
equation in a curvilinear hexahedral domain D enclosed by an almost smooth boundary,
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δD. Assume also that there exists an diffeomorphism Ψ : D → I, which maps D onto
the unit cube I.
Let τ± be given as
τ± =
1
κω˜
(
1 + κ±
√
1 +
(
2 +
V · n
αn
)
κ
)
, κ =
ε|n|2
2ω˜αn
,
with n and ω˜ being geometry and resolution dependent parameters. The proper choices
of these parameters, depending on whether a face, an edge, or a vertex is considered,
are given in Appendix A.
If
∀x ∈ δD : τ− ≤ τijk ≤ τ+ ,
the scheme (4) is asymptotically stable and the solution is bounded as
1
2
d
dt
‖u‖2N ≤ −ε
∑
Ξ˜N
(∇u)2
∣∣∣
ijk
Jω0i ω
0
jω
0
k .
Proof. For simplicity, we present the proof for one face, one edge, and one vertex
only as the remaining conditions follow from a similar procedure. It is sufficient to
consider homogeneous boundary conditions; i.e., g(x, t) = 0.
To establish the proof, we multiply with uJω0i ω
0
jω
0
k, sum over ΞN , invoke the
quadrature rule, and integrate by parts to obtain the requirement for stability
1
2
d
dt
‖u‖2N =
∮
δD
[
−1
2
uF + εuF ε
]
· nˆ ds− ε
∫
D
F ε ·∇u dx
−
∑
ΞN
τijkQ(x)
[
αnu
2 + εuG
]
Jω0i ω
0
jω
0
k ≤ 0 .
Let us for simplicity name the Legendre weights at the endpoints as ωξ, ωη, and ωζ .
These can be found in Appendix A. We shall also need the vectors
nξ = ξ∇ξ , nη = η∇η , nζ = ζ∇ζ .
We now split the treatment into faces, edges, and vertices of the hexahedral.
Face: (ξ, η, ζ) = (−1, ·, ·) and n = nξ = −∇ξ. Collecting the terms that con-
tribute to stability at the face, excluding all edges and vertices, yields the pointwise
condition for stability
∀(j, k) ∈ Ξ˜ηζN : −
1
2
(V · n+ 2αnωξτ0jk) u˜2 + ε(1− ωξτ0jk)u˜G˜− εωξ (∇u)2
∣∣
0jk
≤ 0 ,
since J , ω0j , and ω
0
k all are strictly positive. Here u˜ = u(−1, ηj , ζk) and G˜ =
G(−1, ηj , ζk). By defining the vectorR = (u˜,∇u˜)T , the question of stabilityRTHR ≤
0, may be recast into choosing the penalty parameter τ0jk such that the symmetric
matrix H is negative semidefinite (see [1] for a more detailed discussion of this proce-
dure). The eigenvalue spectrum ρ(H) is ρ1,2 = −εωξ and
ρ3,4 =
1
2
(
−ϕ±
√
ϕ2 − 4ε(−ε|n|2(1− ωξτ0jk)2 + 2ωξ(2αnωξτ0jk + V · n))
)
,
70 J. S. HESTHAVEN
where ϕ = 2εωξ + 2αnωξτ0jk + V · n. Provided ϕ > 0, which is guaranteed for
τ0jk ≥ 1/(2ωξ), stability is achieved if
∀(j, k) ∈ Ξ˜ηζN : ε|n|2(1− ωξτ0jk)2 − 2ωξ(2αnωξτ0jk + V · n) ≤ 0 .
By defining
τ± =
1
κωξ
(
1 + κ±
√
1 +
(
2 +
V · n
αn
)
κ
)
, κ =
ε|n|2
2ωξαn
,
stability is guaranteed provided
∀(j, k) ∈ Ξ˜ηζN : τ− ≤ τ0jk ≤ τ+ .
Edge: (ξ, η, ζ) = (−1,−1, ·) and n = ωηnξ + ωξnη. Collecting the terms that
contribute to stability along the edge, excluding the vertices, yields the pointwise
constraint
∀k ∈ Ξ˜ζN : −
1
2
(V · n+ 2αnω˜τ00k) u˜2 + ε(1− ω˜τ00k)u˜G˜− εω˜ (∇u)2
∣∣
00k
≤ 0 ,
where u˜ = u(−1,−1, ζk) and G˜ = G(−1,−1, ζk). We have also introduced the new
variable ω˜ = ωξωη, which appears as a result of the possibility of anisotropic resolu-
tion; i.e., Nξ #= Nη. Consequently, we recover a constraint similar to that obtained on
a face and, thus, an equivalent bound on τ00k when exchanging ω with ω˜ and using
the properly defined outward pointing vector. Stability along the remaining edges can
be established in a similar manner with the appropriate choices of n and ω˜ given in
Appendix A.
Vertex: (ξ, η, ζ) = (−1,−1,−1) and n = ωηωζnξ +ωξωζnη +ωξωηnζ . Collecting
the terms that contribute to stability at the vertex, we recover the pointwise conditions
for stability
− 12 (V · n+ 2αnω˜τ000) u˜2 + ε(1− ω˜τ000)u˜G˜− εω˜ (∇u)2
∣∣
000
≤ 0 ,
where u˜ = u(−1,−1,−1), G˜ = G(−1,−1,−1), and ω˜ = ωξωηωζ . We recognize this
expression as being similar to that arrived at on faces and along edges, thus resulting
in a similar stability condition.
The solution is bounded as
1
2
d
dt
‖u‖2N ≤ −ε
∑
Ξ˜N
(∇u)2
∣∣∣
ijk
Jω0i ω
0
jω
0
k ,
establishing asymptotic stability.
A few comments regarding the proof are required. The proof is strictly valid
only in the case where the transformation Jacobian J is constant because the proof
relies on the exactness of the quadrature rules, which is lost if J is a polynomial of
degree higher than zero. If the transformation Jacobian is a constant, implying that
D is a square box, we have ∇ξ ·∇η ≡ 0. This could have been used in the proof to
simplify it considerably. However, we choose to maintain the full expressions as we will
present results using general curvilinear domains and shall need the full expressions.
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At present, we are not aware of methods by which we can prove the schemes stable if
the transformation Jacobian is not constant.
It should also be emphasized that the particularly simple expressions for stability
along the edges and at the vertices are a result of the particular choice of the outward
pointing vector n at these points. Stability can be established with any choice of n
with the only difference being a slightly more complicated expression for τ± as
τ± =
1
κω˜
1 + n · nω|n|2 κ±
√(
1 +
n · nω
|n|2 κ
)2
+
V · n
αn
κ− κ2
 ,
where nω represents the vector introduced in the proof. This τ± results in stability
for an arbitrary choice of n along the edges and at the vertices.
We would like to stress that the scheme remains asymptotically stable even in
the limit of vanishing diffusivity. Hence even though the scheme is developed for the
advection-diffusion equation it may equally well be used for solving multidimensional
hyperbolic problems.
3.1.1. Entr’acte on edges and vertices. Although the scheme described in
the previous section was proven stable along the edges and at the vertices, there still
remains the problem of identifying, among the multitude of solutions available where
several domains meet, the principal inflow/outflow domain that holds the proper
solution to be imposed at the neighboring edges/vertices.
We define the principal outflow domain as the upstream domain and name the
downstream domain as the principal inflow domain. These two domains determine
which information should be transferred to the remaining edges/vertices to construct
the boundary conditions.
To determining whether a specific edge/vertex belongs to a principal inflow/outflow
domain, we recall the three vectors nξ, nη, and nζ introduced during the proof of
Lemma 3.2.
An edge, say, (ξ, η, ζ) = (−1,−1, ·), is identified as a principal outflow edge if
V · nξ > 0 and V · nη > 0. Inflow is established by reversing both inequalities.
Similarly, we identify the principal outflow vertex for V · nξ > 0, V · nη > 0, and
V ·nζ > 0, where V is the convective velocity vector. The general conditions for this
test are summarized in Appendix A.
This rather simple procedure has several advantages. As illustrated in Fig. 2
for an exploded part of a two-dimensional grid with four vertices coming together,
this approach uniquely identifies which domain is the principal inflow domain and
which is the principal outflow domain. Contrary to previously proposed schemes (see,
e.g., [3, 6]), this scheme can handle any number of domains coming together, as the
principal inflow and outflow domains are identified uniquely through the signs of the
scalar products.
Once the principal inflow/outflow domains are identified, this process being local
to the domain, the state vector is broadcasted to the other elements, and the boundary
conditions are enforced. For the boundary conditions of the viscous part, we use the
average of the Cartesian derivatives across the edge/vertex. This naturally introduces
a small error. However, since the jump in the derivatives decreases at the same order
as the schemes, this procedure does not affect the overall accuracy as we shall see
shortly.
72 J. S. HESTHAVEN
n
!
n
"
x
y
&
&
' &
V
"
= V•n
"
' &
V
'
Principal Inflow
V
!
 < 0
V
"
 < 0
Principal Outflow
V
!
 > 0
V
"
 > 0
n
"
&
n
!
&
n
!
&
n
"
&
n
"
&
n
!
&
V
!
 < 0
V
!
 > 0
V
"
 < 0
V
"
 > 0
V
!
= V•n
!
Fig. 2. Illustration of the scheme applied for handling edges/vertices and identifying the prin-
cipal inflow and outflow domain.
3.2. Examples. We have implemented the proposed scheme (4) for the solution
of the two-dimensional linear advection-diffusion equation
∂u
∂t
+∇ · F = ε∇ · F ε + f
to study the performance of the scheme. Here u(x, y, t) : Ω × R+ → R and the force
function f(x, y, t) : Ω× R+ → R is chosen to yield an exact solution as
uE(x, y) =
1
M
M∑
i=1
exp
(−γi((x− xi)2 + (y − yi)2)) .(6)
We have chosen Ω = [0, 2]2, V = (0.2, 0.5), and ε = 0.1 in all examples. The exact
solution (6) is chosen for M = 3 with γ1 = 5 and γ2 = γ3 = 10 and the center of the
Gaussians are (x1, y1) = (1, 0.75), (x2, y2) = (0.5, 1.5), and (x3, y3) = (1.5, 1.5). This
yields a solution which has advection-dominated regions as well as diffusion-dominated
regions within Ω. As initial conditions we used the exact solution perturbed with a
two-dimensional cosine. At the open boundary δΩ we enforce the exact solution using
the penalty scheme.
We use a collocation method based on Chebyshev polynomials to obtain the
approximate solution. Although the scheme (4) was proven stable using Legendre
polynomials, stability carries over to the Chebyshev case provided we use the param-
eters ωξ = N
−2
ξ and ωη = N
−2
η . That this choice of ω leads to a stable approximation
was studied extensively in [1] and has recently been proven to be the optimal choice
when solving linear hyperbolic systems [18] using Chebyshev methods. Alternatively,
the Chebyshev scheme may be proven stable directly by using the technique discussed
in [19]. As discussed extensively in [1], the proper choice of the penalty parameter is
τij = τ
−
ij in Lemma 3.2. Moreover, we have reduced τij with a factor of 4 to increase
the maximum allowable time-step [1].
Even though we consider a steady-state problem, the scheme was implemented
as if the problem is truly unsteady by using a third-order Runge–Kutta method for
time integration. In the general three-dimensional case, the time-step is determined
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Fig. 3. (a) Grid for K = 16 and Nξ = Nη = 8. (b) Steady-state solution.
by
∆t ≤ CFL×min
x∈Ω
[|χ · V |+ εχ · χ]−1 ,(7)
where the local grid distortion vector is given as
χ =
|∇ξ|
∆ξi
+
|∇η|
∆ηj
+
|∇ζ|
∆ζk
,(8)
with ∆ξi, ∆ηj , and ∆ζk signifying the local grid size. In this particular case, | · | refers
to the absolute value of the components; i.e., |∇ξ| = (|ξx|, |ξy|, |ξz|).
We used CFL = 1 in all test cases, although higher values also lead to stable
schemes except for very low resolution. Patching and enforcing of boundary conditions
are done at all intermediate time-steps and, following the completion of a time-step,
we enforce continuity of the global solution. This is found to stabilize the scheme
while maintaining the global spectral accuracy. As a linearization solution at the
subdomain boundaries we use the solution obtained at the previous time-step, while
the exact solution is used at the open boundaries.
As a first series of tests, we split Ω into K simple quadrilaterals subdomains D.
An example of such a case is shown in Fig. 3, where we illustrate the grid as well as the
global solution obtained for Nξ = Nη = 8 and K = 16. As expected from the results
obtained in the previous sections, the scheme is stable and we compute the steady-
state solution with a global L∞-residual of the order of the machine accuracy. We also
note that the solution in Fig. 3(b) is continuous and smooth across the subdomain
boundaries.
To assess the global accuracy of the scheme, we vary the number of quadrilateral
domains and the order of the polynomial expansion employed in each subdomain. In
Fig. 4(a) we plot the global L∞-error as a function of K and N = Nξ = Nη. Indeed,
we observe that global spectral convergence is achieved and we observe p-convergence
(constant K in Fig. 4(a)) as well as h-convergence (constant N in Fig. 4(a)).
In [2] we included a brief discussion on the important question of how to minimize
the computational work required to ensure a specified global accuracy when using a
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Fig. 4. (a) Global L∞-error for various numbers of subdomains K and the order of the poly-
nomial N = Nξ = Nη in each subdomain. All subdomains are quadratic as shown in Fig. 3(a).
(b) Relation between estimated work to advance one time unit and the corresponding approximation
error for different resolution N = Nξ = Nη and number of subdomains K.
multidomain spectral method. However, the analysis was done for the one-dimensional
case.
If we restrict the attention to quadrilateral square subdomains with equal order
of polynomial expansion N in each direction, we may roughly estimate the work for
advancing one time unit asW = KN3/∆t, where∆t is found using (7). In Fig. 4(b) we
plot this measure of work against the global L∞-error and observe a behavior similar
to that based on the one-dimensional analysis. Indeed, if only low spatial accuracy
is required, one should solve the problem by using many subdomains each with a
low-order polynomial. On the other hand, if very high spatial accuracy is required,
the number of subdomains should be decreased while increasing the order N of the
polynomial employed in each subdomain. For the test problem considered here, (6),
it appears that K = 16 represents an optimal number of subdomains over a large
range of desired spatial accuracy. These studies indicate that choosing N * 8 − 14
and introducing a sufficient number of subdomains to resolve the problem leads to an
acceptable error while minimizing the required computational work.
Although we have no way of proving the scheme stable for subdomains with a
nonconstant transformation Jacobian, we apply the scheme for solving the test prob-
lem on a distorted grid as shown in Fig. 5(a). The results confirm that the scheme
remains stable and maintains global spectral accuracy also on this type of grid. In
Fig. 5(b) we compare the global L∞- and H1w-error obtained on the regular grid,
Fig. 3(a), with that obtained on the distorted grid. Indeed, we find that spectral ac-
curacy is maintained in L∞ as well as in H1w. However, the distortion of the grid leads
to a slight decrease of the global accuracy in both norms as compared with the results
obtained on the regular grid where the metric is constant. A closer inspection reveals
that the loss of accuracy is recovered by increasing the order of the approximating
polynomials with one corresponding exactly to the order of the Jacobian, which is a
bilinear polynomial for the type of domains considered here. Consequently, the dif-
ference in accuracy observed between the two grids is a manifestation of an increased
approximation error and not the fact that the patching is performed in the general
curvilinear formulation.
A PENALTY METHOD FOR NAVIER–STOKES EQUATIONS III 75
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
a)
y
x
2 6 10 14 18
10
-11
10
-10
10
-9
10
-8
10
-7
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
b)
H
1
w
L
(
N
Fig. 5. (a) Distorted grid for K = 16 and N = Nξ = Nη = 8. (b) Comparison between
calculated L∞ and H1w as obtained on the grid shown in Fig. 3(a) (solid circles) and the distorted
grid shown in (a) (hollow circles).
4. The compressible Navier–Stokes equations. Consider the nondimen-
sional, compressible Navier–Stokes equations on conservation form
∂q
∂t
+∇ ·Π = 1
Reref
∇ ·Πν .(9)
The state vector q = (ρ, ρu1, ρu2, ρu3, E)T , the elements of the inviscid flux tensor
Π = (F 1,F 2,F 3), and the viscous flux tensor Π
ν = (F ν1 ,F
ν
2 ,F
ν
3) are given as
F i =

ρui
ρu1ui + δ1ip
ρu2ui + δ2ip
ρu3ui + δ3ip
(E + p)ui
 , F νi =

0
τx1xi
τx2xi
τx3xi
u1τx1xi + u2τx2xi + u3τx3xi +
γk
Pr
∂T
∂xi
 .
Here δij is the Kronecker delta function, ρ is the density, (u1, u2, u3) = (u, v, w)
signifies the three Cartesian velocity components, E is the total energy, and p is the
pressure. The total energy
E = ρ
(
T +
1
2
(
u2 + v2 + w2
))
and the pressure p are assumed to be related through the ideal gas law
p = (γ − 1)ρT ,
where T is the temperature field and γ = cp/cv is the ratio between the heat capacities
at constant pressure (cp) and volume (cv), respectively, and is assumed constant.
Considering only Newtonian fluids, the stress tensor elements become
τxixj = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ δijλ
3∑
k=1
∂uk
∂xk
,(10)
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where µ is the dynamic viscosity, λ is the bulk viscosity, and k is the coefficient of
thermal conductivity.
The equations are normalized using the reference values (ρref , uref , pref , Tref) as
uref = u0, ρref = ρ0, pref = ρ0u20, Tref = u
2
0/cv, and a reference length L, where
(ρ0, u0) is a given characteristic state. This yields a Reynolds number as Re =
ρ0u0L/µ0 and a Prandtl number as Pr = cpµ0/k0. Note that the Reynolds num-
ber in (9) Reref , based on the reference values, in general is different from Re. In
what remains we refer to the latter as the Reynolds number. With this normalization
we need to specify the Mach number M , the Reynolds number Re, the length scale
L, and a dimensional temperature T0.
We consider atmospheric air and take γ = 1.4 and Pr = 0.72. To model the
temperature dependence of the dynamic viscosity we use Sutherland’s viscosity law
[20]
µ(T )
µs
=
(
T
Ts
)3/2 Ts + S
T + S
,
where µs = 1.716× 10−5 kg/msec, Ts = 273◦K, and S = 110◦K for atmospheric air.
Assuming that the Prandtl number is constant allows for modeling the temperature
dependency of the coefficient of thermal conductivity similarly and we adopt Stokes
hypothesis (see, e.g., [20]) to obtain λ = − 23µ.
4.1. Well-posed continuous patching conditions. To derive a set of bound-
ary conditions for the constant coefficient compressible Navier–Stokes equations in a
general curvilinear volume, we introduce the transformation derivatives
Ai = ∂F i
∂q
, Bij = 1
2
(
∂F νi
∂qxj
+
∂F νj
∂qxi
)
, qxi =
∂q
∂xi
.
We shall find it convenient to introduce the operators
A =
3∑
i=1
Aini , Bx =
3∑
i=1
B1ini , By =
3∑
i=1
B2ini , Bz =
3∑
i=1
B3ini ,
where n = (n1, n2, n3) = |n|nˆ is an outward pointing normal vector of length |n|.
Provided the solution q is smooth it is sufficient to consider well posedness and
stability for the linearized set of equations as discussed in [21] and applied extensively
in [1, 2].
A diagonalizing similarity transformation for arbitrary n for the constant coef-
ficient operator A(q0) based on primitive variables was derived by Warming, Beam,
and Hyett [22] and is given for the conservative formulation in Appendix B. Applying
this transformation yields the diagonal matrix An = (Sn)−1ASn with the diagonal
elements
λn1 = u0 · n+ c0|n| , λn2 = λn3 = λn4 = u0 · n , λn5 = u0 · n− c0|n|
representing the advective velocities of the characteristic variables Rn = (Sn)−1q
along n. Here c0 =
√
γp0/ρ0 represents the sound speed at the linearized state. The
explicit form of the characteristic variables Rn is given in Appendix B.
Likewise, we define the transformed viscous matrices
Bnx = (Sn)−1BxSn , Bny = (Sn)−1BySn , Bnz = (Sn)−1BzSn ,
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and the viscous correction vector
Gn = Bnx
∂Rn
∂x
+ Bny
∂Rn
∂y
+ Bnz
∂Rn
∂z
,
with the explicit entries given in Appendix B.
Lemma 4.1. Assume there exists a solution q to the compressible Navier–Stokes
equations in a general curvilinear domain D enclosed by an almost smooth boundary
δD with the outward pointing normal vector n uniquely defined at all points of δD
with the exception of a finite number of entities having measure zero in R2.
Assume also that the fluid properties are constrained as
µ ≥ 0 , λ ≤ 0 , µ+ λ ≥ 0 , γk
Pr
≥ 0 , γ ≥ 1 .
Provided the boundary operator is constructed such that
∀x ∈ δD ∀i ∈ [1, 5] : Rni
[
−1
2
λni R
n
i +
1
Reref
Gni
]
≤ 0 ,
where Rni and G
n
i represents the components of the vectors R
n and Gn, respectively,
the constant coefficient problem is well posed and the solution is bounded as
1
2
d
dt
‖QRi‖2 ≤ − 1
Reref
∫
D
3∑
i,j=1
(
∂Ri
∂xi
)T
QTQBiij
∂Ri
∂xj
dx ≤ 0 ,
with Ri = (Si)−1q, Biij = (Si)−1BijSi, and QTQ is a positive definite diagonal
symmetrizer. Here i represents the Cartesian unit vector pointing along x.
Proof. Consider the constant coefficient matrices, linearized around the uniform
state q0. In [1] we showed that Ai and Bij all symmetrize simultaneously using the
similarity transform that diagonalizes A1 provided a positive definite diagonal matrix
QTQ = diag(1, 2c20/(ρ20(γ − 1)), 2, 2, 1) is multiplied on from the left.
We use this knowledge and apply the similarity transform Si and (Si)−1 on the
linearized, constant coefficient version of (9), multiply from the left with (Ri)TQTQ,
and integrate over D to obtain the energy integral
1
2
d
dt
‖QRi‖2 = −
∫
D
3∑
i=1
(Ri)TQTQAii
∂Ri
∂xi
dx
+
1
Reref
∫
D
3∑
i,j=1
(Ri)TQTQBiij
∂2Ri
∂xi∂xj
dx ,
where Aii = (Si)−1AiSi and Biij = (Si)−1BijSi. The superscript i indicates that we
have applied the similarity transform along the x-axis; i.e., A1 is diagonal. As all the
operators by now are symmetric [1], we apply integration by parts to obtain
1
2
d
dt
‖QRi‖2 =
∮
δD
(Ri)TQTQ
 3∑
i=1
−1
2
AiiRi +
1
Reref
3∑
j=1
Biij
∂Ri
∂xj
ni
 ds
− 1
Reref
∫
D
3∑
i,j=1
(
∂Ri
∂xi
)T
QTQBiij
∂Ri
∂xj
dx .
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If we first consider the remaining volume integral, we established in [1] that it is
positive semidefinite provided the properties of the fluid are restricted as
µ ≥ 0 , λ ≤ 0 , µ+ λ ≥ 0 , γk
Pr
≥ 0 , γ ≥ 1 .
The boundary integral may be made negative by requiring
∀x ∈ δD : (Ri)TQTQ
 3∑
i=1
−1
2
AiiRi +
1
Reref
3∑
j=1
Biij
∂Ri
∂xj
ni
 ≤ 0 .
The problem with this formulation is that Ai1 rather than the appropriate An is
diagonal, thus making it impossible to derive the required boundary operator. To
obtain the correct formulation, we introduce the operator Hi,n = (Si)−1Sn by which
we may recast the condition as
∀x ∈ δD : (Rn)T (Hi,n)TQTQHi,n
[
−1
2
AnRn + 1
Reref
Gn
]
≤ 0
such that An becomes diagonal. We observe that the operator (Hi,n)TQTQHi,n is
symmetric and, using Sylvester’s law of inertia for symmetric matrices [23], is positive
definite since QTQ is positive definite. Consequently, a pointwise boundary operator
leading to a well-posed problem may be constructed componentwise as
∀x ∈ δD,∀i ∈ [1, 5] : Rni
[
−1
2
λni R
n
i +
1
Reref
Gni
]
≤ 0 ,
where Rni and G
n
i represent the components of the vectors R
n and Gn.
To derive a more appropriate form of the boundary operator, we express the
condition for stability along n as
−1
2
[
5∑
i=1
(λni )
−1
((
|λni |Rni − ε
λni
|λni |
Gni
)2
− (εGni )2
)]
≤ 0 ,
where ε = 1/Reref . We recall that λni represents the characteristic velocity by which
the characteristic variable Rni is advected.
The maximal dissipative boundary conditions are thus given on the form
Rn±Rn +
1
Reref
G±Gn = 0 .
For the inflow case u0 · n < 0, it is constructed by using
Rn− =

α|λn1 | 0 0 0 0
0 |λn2 | 0 0 0
0 0 |λn3 | 0 0
0 0 0 |λn4 | 0
0 0 0 0 |λn5 |
 , G− =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 ,
with α = 0 for subsonic conditions and α = 1 for supersonic conditions. Likewise, for
the outflow case u0 · n > 0, the boundary operator appears by using
Rn+ =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 β|λn5 |
 , G+ =

0 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 ,
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with β = 1 for subsonic conditions and β = 0 for supersonic outflow conditions.
The singular nature of G+ is a consequence of Gn1 = −Gn5 in the case where
Gn2 = G
n
3 = G
n
4 = 0. Consequently, only four conditions are required at an outflow
boundary (cf. Appendix B and [24]). We note that the boundary operator remains
well posed when the Reynolds number approaches infinity in which case we recover
the characteristic boundary conditions for the inviscid, compressible Euler equations.
4.2. The semidiscrete scheme. Having established a boundary operator en-
suring well posedness inside a general volume allows us to develop an asymptotically
stable scheme for approximating the compressible Navier–Stokes equations in a curvi-
linear volume. Although a similar approach may be applied for constructing schemes
on general domains, we restrict the attention to the hexahedral domain.
Using a Legendre collocation approximation, we propose to solve the compressible
Navier–Stokes equations in a general hexahedral as
∂q
∂t
+∇ ·Π = 1
Reref
∇ ·Πν(11)
− τijkQ(x)Sn
[
Rn± (Rn −RnBC) +
1
Reref
G± (Gn −GnBC)
]
,
where we introduce RnBC and G
n
BC to account for the boundary conditions on char-
acteristic form at the various boundaries, be they subdomain boundaries or open
boundaries. The function Q(x) is defined in (5) and we recall that τijk ≡ 0 for
x ∈ D \ δD.
Lemma 4.2. Assume there exists a solution q to the compressible Navier–Stokes
equations in a curvilinear hexahedral domain D enclosed by an almost smooth boundary
δD. Assume also that there exists an diffeomorphism Ψ : D → I, which maps D onto
the unit cube I.
The fluid properties must by constrained as
µ ≥ 0 , λ ≤ 0 , µ+ λ ≥ 0 , γk
Pr
≥ 0 , γ ≥ 1 .
Let
κsub =
ε|n|2
2ω˜
1
ρ0|u0 · n| max
(
µ0, 2µ0 + λ0,
γk0
Pr
)
,
and
κsup =
ε|n|2
2ω˜
1
ρ0|u0 · n| max
(
µ0, (2µ0 + λ0)
γM˜2
γM˜2 − 1 ,
γk0
Pr
)
,
where M˜ = |u0 · n|/c0 signifies the ratio between the local normal advective velocity
and the sound speed.
Approximating the solution of the linearized constant coefficient version of (11)
using a Legendre collocation method yields an asymptotically stable scheme provided
the penalty parameters are given as follows.
Subsonic inflow/outflow.
1
ω˜κsub
(
1 + κsub −
√
1 + κsub
)
≤ τ ≤ 1
ω˜κsub
(
1 + κsub +
√
1 + κsub
)
.
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Supersonic inflow.
1
ω˜κsup
(
1 + κsup −√1 + κsup) ≤ τ ≤ 1
ω˜κsup
(
1 + κsup +
√
1 + κsup
)
.
Supersonic outflow.
1
ω˜
(
1−
√
1
κsup
)
≤ τ ≤ 1
ω˜
(
1 +
√
1
κsup
)
.
The correct choices of ω˜ and the outward pointing normal vector n, depending on
whether a face, an edge, or a vertex is considered, are given in Appendix A.
For the stable scheme, the growth of the solution is bounded as
1
2
d
dt
‖QRi‖2N ≤ −
1
Reref
∑
Ξ˜N
 3∑
m,l=1
(
∂Ri
∂xm
)T
QTQBiml
∂Ri
∂xl
∣∣∣∣∣∣
ijk
Jω0i ω
0
jω
0
k ≤ 0 .
Proof. For ease of exposure, we only present the proof for one face, one edge,
and one vertex as the remaining parts of the proof follow by a similar approach.
Moreover, we only consider supersonic boundary conditions, as the conditions for
subsonic boundary conditions are obtained in a similar fashion. It is sufficient to
consider homogeneous boundary conditions, i.e., RnBC = G
n
BC = 0.
To establish the proof, we consider the constant coefficient version of (11), lin-
earized around the uniform solution q0, and apply the similarity transform using Si
and (Si)−1. Multiplying with Jω0i ω0jω0k(Ri)TQTQ from the left, summing over ΞN ,
and invoking the quadrature rule and integration by parts, we obtain the energy
integral for the hexahedral D as
1
2
d
dt
‖QRi‖2N =
∮
δD
(Ri)TQTQ
 3∑
i=1
−1
2
AiiRi +
1
Reref
3∑
j=1
Biij
∂Ri
∂xj
ni
 ds
− ε
∫
D
3∑
i,j=1
(
∂Ri
∂xi
)T
QTQBiij
∂Ri
∂xj
dx
−
∑
ΞN
τijkQ(x)(R
i)TQTQHi,n
[
Rn±Rn +
1
Reref
G±Gn
]
Jω0i ω
0
jω
0
k ≤ 0 .
For notational convenience, we introduce the symbols
Ain = (Si)−1ASi , Gin = (Si)−1SnGn = Hi,nGn ,
with Ann = An being diagonal and Gnn = Gn.
We have ε = 1/Reref and name the Legendre–Gauss–Lobatto weights at the
endpoints as ωξ, ωη, and ωζ (see Appendix A). We recall the definition of the vectors
nξ, nη, and nζ introduced during the proof of Lemma 3.2. The boundary contribution
from the energy integral is, in the special case of a hexahedral, given as∮
δD
(Ri)TQTQ
(
−1
2
AinRi +
1
Reref
Gin
)
ds
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=
∑
ΞηζN
[
(Ri)TQTQ
(
−1
2
AinξRi +
1
Reref
Ginξ
)]
ξ=±1
Jω0jω
0
k
+
∑
ΞξζN
[
(Ri)TQTQ
(
−1
2
AinηRi +
1
Reref
Ginη
)]
η=±1
Jω0i ω
0
k
+
∑
ΞξηN
[
(Ri)TQTQ
(
−1
2
AinζRi +
1
Reref
Ginζ
)]
ζ=±1
Jω0i ω
0
j .
We now split the treatment into faces, edges and vertices of the hexahedral.
Face: (ξ, η, ζ) = (−1, ·, ·) and n = nξ = −∇ξ. Collecting the terms contributing
to stability at the face, excluding all edges and vertices, yields the pointwise condition
for stability
∀(j, k) ∈ Ξ˜ηζN : (R˜
i
)TQTQ
(
−1
2
Ain − ωξτ0jkWn±
)
R˜
i
+ (R˜
i
)T ε(1− ωξτ0jk)QTQG˜in
− εωξ
3∑
m,l=1
(
∂R˜
i
∂xm
)T
QTQBiml
∂R˜
i
∂xl
≤ 0 ,
where R˜
n
= Rn(−1, ηj , ζk) and G˜in = Gin(−1, ηj , ζk) and we recall that Hi,n =
(Si)−1Sn. As discussed in [1], assuming that G± equals the identity matrix does
not introduce any extra boundary conditions due to the symmetry of Gn. We have
introduced Wn± = Hi,nRn±(Hi,n)−1, which for supersonic inflow Wn− becomes
Wn− = −
1
2

2u0 · nˆ+ 2c0nˆ1 0 2c0nˆ3 −2c0nˆ2 0
0 2u0 · nˆ 0 0 0
c0nˆ3 0 2u0 · nˆ 0 c0nˆ3
−c0nˆ2 0 0 2u0 · nˆ −c0nˆ2
0 0 2c0nˆ3 −2c0nˆ2 2u0 · nˆ− 2c0nˆ1
 ,
while Wn+ equals the null matrix. Consequently, QTQWn± is symmetric. The same
holds for subsonic conditions although Wn± is different in this case.
Since all matrices are symmetric, by introducing the characteristic column vector
V = (R˜
i
,∇R˜i)T we obtain the stability condition on quadratic form V TQTQΠ±V ≤
0, where QTQΠ± is a 4-by-4 symmetric block matrix. Hence, as for the advection-
diffusion equation, the question of stability can be recast into a symmetric eigenvalue
problem similar to what we did for the linear advection-diffusion problem, albeit of
significant complexity.
Establishing negative semidefiniteness of a 20-by-20 symbolic eigenvalue problem
is a nontrivial task, and we have found it necessary to employ a significant amount of
algebra to obtain the sought-after conditions.
Let us first introduce the primitive variables q˜ = (ρ, u, v, w, p)T and the trans-
formation operator M = ∂q˜/∂q, which is the transformation between primitive and
conserved variables. The operator is given in [22]. Let us also define the parabolic
symmetrizer Sp introduced in [25]. This simultaneously diagonalizes all normal dis-
sipative matrices Bii while keeping the off-diagonal dissipative matrices very sparse
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and maintaining the symmetry of the convective matrices, provided the problem is
stated in primitive variables.
The transformation from the symmetric problem in conserved variables to the
primitive variable formulation is accomplished with the operator L = (Si)−1MSp as
Π˜± = LTQTQΠ±L = LTQTQLL−1Π±L. The first part of this expression simplifies
since LTQTQL = 2ρ20I. For the remaining part, L and L−1 transform and symmetrize
all convective and diffusive matrices (see [25] for the explicit entries). To complete
the understanding of the problem, we need to address the effect of the transformation
on the boundary operator Wn±. We obtain
W˜n± = L−1Wn±L = L−1Hi,nRn±(Hi,n)−1L = ((Sn)−1MSp)−1Rn±(Sn)−1MSp .
We observe that the eigenvalue spectrum λ(W˜n±) = λ(Rn±) as expected. Computing
the entries of W˜n± confirms that it remains symmetric under the transformation, and,
consequently, Π˜± remains symmetric for supersonic as well as subsonic conditions.
The advantage of this rather involved line of transformations is that all subma-
trices of Π˜±, with the exception of (Π˜±)11, become very sparse. Additionally, the
singularity of Π˜±, due to the singular nature of the dissipative operator, can be re-
moved by removing the three rows and columns corresponding to mass conservation.
The eigenvalue problem is by now nonsingular and block symmetric and we may re-
duce it to block-diagonal form by repeatedly employing Sylvester’s law of inertia for
symmetric matrices [23] as we are only concerned about the sign of the eigenvalues.
At this point, we have reduced the problem of establishing negative semidefinite-
ness of a 20-by-20 matrix to that of three 4-by-4 and one 5-by-5 symmetric matrix
being a feasible task. We have used LU-decomposition of the diagonal blocks, and
the sought-after conditions appear by requiring the diagonal elements of the upper
triangular matrix U to be nonnegative.
The conditions resulting from the dissipative part of the problem, i.e., from the
effects of Bij , remain constant independent of whether an inflow or an outflow point
is considered and whether it is subsonic or supersonic. The first 15 eigenvalues ρ(Π˜±)
are found as
ρ1 = ρ2 = ρ3 = 0, ρ4 = ρ5 = ρ6 = −µ, ρ7 = ρ8 = ρ9 = −γkPr ,
ρ10 = −(2µ+ λ), ρ11 = − 4(2µ+λ)
2−(µ+λ)2
4(2µ+λ) , ρ12 = ρ13 = ρ14 = − 4µ
2−(µ+λ)2
4µ ,
ρ15 = − 2(2µ+λ)
2+(2µ+λ)(µ+λ)−(µ+λ)2
2(2µ+λ)+(µ+λ) .
It is easily verified that these eigenvalues remain nonpositive under the conditions
µ ≥ 0 , λ ≤ 0 , µ+ λ ≥ 0 , γk
Pr
≥ 0 ,
which are natural thermodynamic relations.
The remaining five eigenvalues are used to ensure stability through conditions
on τ . These conditions vary depending on whether an inflow/outflow or a sub-
sonic/supersonic face is considered. For ease of exposure we just give the conditions
on τijk leading to stability at a supersonic inflow point as found using the procedure
described above. Let us introduce
τ±κ =
1
ωξκ
(
1 + κ±√1 + κ) .
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The conditions for stability are then given as
1 : τ ≥ 12ωξ ,
2 : τ+κ ≥ τ ≥ τ−κ , κ = |n|
2ε
2ωξ
2µ+λ
ρ0|n·u0|
γM˜2
γM˜2−1 ,
3 : τ+κ ≥ τ ≥ τ−κ , κ = |n|
2ε
2ωξ
µ
ρ0|n·u0| ,
4 : τ+κ ≥ τ ≥ τ−κ , κ = |n|
2ε
2ωξ
µ
ρ0|n·u0| ,
5a : τ+κ ≥ τ ≥ τ−κ , κ = |n|
2ε
2ωξ
2µ+λ
ρ0|n·u0|
γM˜2
γM˜2−1 ,
5b : τ+κ ≥ τ ≥ τ−κ , κ = |n|
2ε
2ωξ
γk
Prρ0|n·u0| ,
where M˜ = |u0 · n|/c. This immediately leads to the conditions ensuring stability as
stated in the lemma. The remaining three combinations of inflow/outflow conditions
are handled in a similar manner, leading to the conditions stated in the lemma. This
concludes the part of the proof dealing with a face. Clearly, stability at any other
face can be established using the same procedure.
Edge: (ξ, η, ζ) = (−1,−1, ·) and n = ωηnξ+ωξnη. Collecting the terms contribut-
ing to stability along the edge, excluding the vertices, yields the pointwise condition
for stability
∀k ∈ Ξ˜ζN : (R˜
i
)TQTQ
(
−1
2
Ain − ω˜τ00kWn±
)
R˜
i
+ (R˜
i
)T ε(1− ω˜τ00k)QTQG˜in
− εω˜
3∑
m,l=1
(
∂R˜
i
∂xm
)T
QTQBiml
∂R˜
i
∂xl
≤ 0 ,
where R˜
n
= Rn(−1,−1, ζk) and G˜in = Gin(−1,−1, ζk), and we have introduced
ω˜ = ωξωη. Hence we arrive at an expression equivalent to the one dealt with for the
face; i.e., stability is obtained along the edge using a similar expression for τ , with the
only difference appearing in the definition of n and ω˜. The correct choices for these
parameters can be found in Appendix A. Stability along the remaining edges can be
established in a similar way.
Vertex: (ξ, η, ζ) = (−1,−1,−1) and n = ωηωζnξ +ωξωζnη +ωξωηnζ . Collecting
the terms that contribute to stability at the vertex yields the pointwise conditions for
stability
(R˜
i
)TQTQ
(
−1
2
Ain − ω˜τ000Wn±
)
R˜
i
+ (R˜
i
)T ε(1− ω˜τ000)QTQG˜in
− εω˜
3∑
m,l=1
(
∂R˜
i
∂xm
)T
QTQBiml
∂R˜
i
∂xl
≤ 0 ,
where R˜
n
= Rn(−1,−1,−1) and G˜in = Gin(−1,−1,−1), while we have ω˜ = ωξωηωζ .
Again, we recover an expression similar to the one studied for the face; i.e., stability is
obtained at the vertex by using a similar expression for τ with the difference appearing
in the definition of n and ω˜. The correct choices for these parameters can be found
in Appendix A. Stability at the remaining vertices can be established in a similar
fashion.
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The remaining term bounds the growth of the solution as
1
2
d
dt
‖QRi‖2N ≤ −
1
Reref
∑
Ξ˜N
 3∑
m,l=1
(
∂Ri
∂xm
)T
QTQBiml
∂Ri
∂xl
∣∣∣∣∣∣
ijk
Jω0i ω
0
jω
0
k ,
which remains negative.
We note that the proof is strictly valid only for the case when the Jacobian
is a constant as commented at the end of 3.1. However, as we shall show shortly,
the scheme remains stable also for nonconstant Jacobians, thus establishing a stable
method for approximating the compressible Navier–Stokes equations inside a general
hexahedral domain.
4.2.1. Stable treatment of solid, no-slip boundaries. The main difference
between the solid wall and a general subdomain/open boundary is that the convective
velocity u is identically zero at the wall. However, the similarity transform and the
stability proof remain valid when treating the solid wall as a subsonic boundary. We
have chosen to express the boundary conditions in the state variables q, although the
treatment is equivalent to requiring reflection of the outgoing characteristic with a
correction due to viscous effects.
At a solid wall, we propose the following scheme:
∂q
∂t
+∇ ·Π = 1
Reref
∇ ·Πν(12)
− τBCijkQBC(x)
[
(q − qBC) +
1
Reref
(qν − qνBC)
]
,
where QBC(x) = 1 at solid boundaries and zero otherwise. Here we have introduced
the viscous boundary operator
qν =
1
ρ

0
µ(∇mu · nˆ) + λ+µ2
(
∂m
∂x · nˆ+ nˆ1∇ ·m
)
µ(∇mv · nˆ) + λ+µ2
(
∂m
∂y · nˆ+ nˆ2∇ ·m
)
µ(∇mw · nˆ) + λ+µ2
(
∂m
∂z · nˆ+ nˆ3∇ ·m
)
γk
Pr
[
∇E − Eρ∇ρ
]
· nˆ
 ,
where m = (mu,mv,mw) = ρ(u, v, w) signifies the momentum and nˆ represents an
outward pointing unit vector at the wall. The boundary conditions, imposed though
the two vectors qBC and q
ν
BC, depend on the specific problem being considered.
For isothermal boundary conditions, with the boundary being held at the temper-
ature TBC, we use
qBC =

ρ
0
0
0
ρTBC
 , qνBC =

0
nˆ1τxx + nˆ2τxy + nˆ3τxz
nˆ1τyx + nˆ2τyy + nˆ3τyz
nˆ1τzx + nˆ2τzy + nˆ3τzz
γk
Pr∇T · nˆ
 .
Here τxixj represents the stress-tensor elements as given in (10). These boundary
conditions ensure reflection of the outward propagating inviscid characteristic and
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Fig. 6. Example of 12 domain grid with Nξ = Nη = 8 used for compressible boundary layer
computations.
enforce zero stress along the boundary, while leaving the density, the normal stress,
and the temperature gradient to be determined by the computation.
For adiabatic boundary conditions we advocate using
qBC =

ρ
0
0
0
E
 , qνBC =

0
nˆ1τxx + nˆ2τxy + nˆ3τxz
nˆ1τyx + nˆ2τyy + nˆ3τyz
nˆ1τzx + nˆ2τzy + nˆ3τzz
0
 ,
thereby enforcing a zero normal temperature gradient at the solid boundary.
The stability for both schemes is straightforwardly established by using the sta-
bility condition for a subsonic inflow boundary with vanishing convective velocity,
leading to a penalty parameter ensuring stability as
τBCijk =
|n|
ω˜
,
where the actual definition of n and ω˜ depends on the location of the solid boundary
point as discussed in Appendix A.
4.3. Applications. In the previous sections we established asymptotic stability
of (11) for the linearized compressible Navier–Stokes equation within a single hexahe-
dral with a constant Jacobian. To verify that all results carry over to the multidomain
nonlinear case with general Jacobians, we have implemented a two-dimensional version
of the scheme using the curvilinear quadrilateral as the fundamental building block.
Since the characteristic vectors Rn and Gn required for the patching of the two-
dimensional subdomains do not follow straightforwardly from the three-dimensional
case, we have included the necessary results in Appendix C. Although the theoretical
results were obtained using a Legendre collocation method, we have chosen to use a
Chebyshev method to illustrate that the stability results carry over to this important
case. The bounds on τij remain unchanged as does the remaining part of the scheme.
In particular, vertices are treated as discussed in 3.1.1.
As a viable test case we have chosen a multidomain solution of compressible
boundary layer flows over a flat plate, for which we can obtain an accurate solu-
tion by solving the boundary layer equations. For this purpose, we use a spectral
boundary layer code [26]. We use the multidomain grid shown in Fig. 6 in all com-
putations, albeit with different polynomial order in the domains depending on the
actual problem.
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Fig. 7. Steady-state solution of a flat plate subsonic isothermal flow with Re = 1000, M = 0.75,
and temperature T∞ = 300◦K as computed on the grid shown in Fig. 6 with Nξ = Nη = 8. (a)
Velocity field, u/u∞. (b) Temperature field, T/T∞.
Boundary conditions for the simulations are obtained from the spectral boundary
layer code, which also supplies the wall-normal derivatives at the inflow and outflow
boundaries, and we assume that the streamwise variation is sufficiently small to be
neglected. The upper boundary in assumed to be in a uniform flow and, thus, all
derivatives are assumed to vanish.
Although we are dealing with a steady-state problem, the problems are being
solved as if they were fully unsteady. For temporal integration, we have used a
third-order Runge–Kutta method with the boundary conditions being imposed at the
intermediate time-steps. Following completion of each time-step, we enforce global
continuity and use the solution at the previous time-step as the solution around which
we linearize at the subdomain boundaries, while the exact solution is used at the open
boundaries. The time-step is computed adaptively as
∆t ≤ CFL×min
x∈Ω
[
|χ · u|+ c√χ · χ+ 2γ
PrReref
µ
ρ
χ · χ
]−1
,
where χ is the grid-distortion measure given in (8).
As advocated in the previous papers of this trilogy [1, 2], we choose the minimum
penalty parameter; i.e., τijk = τ
−
ijk from Lemma 4.2. Moreover, we reduce the penalty
parameters relative to the parameters resulting from the theoretical analysis by a
factor of 2. A thorough discussion of this scaling can be found in [1]. Only at the
solid boundaries do we use the value resulting from the theoretical analysis. We use
CFL * 0.5−1 in all simulations, i.e., a reduction as compared with the results reported
in [2]. However, contrary to the schemes presented there, we do not use any filters in
the present paper. Consequently, we could increase the CFL number by using filters
in the implementation, albeit at the expense of a slight loss of resolution power. We
have chosen to leave the choice of whether to use filters or not to the reader.
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Fig. 8. Steady-state profiles of a flat plate subsonic isothermal flow with Re = 1000, M = 0.75,
and temperature T∞ = 300◦K as obtained by solving the boundary layer equations (solid line) and
by using the multidomain scheme (solid circles). (a) Velocity profile u/u∞. (b) Temperature profile
T/T∞ .
4.3.1. Subsonic isothermal flow over a flat plate. As a first test case, we
consider the steady-state solution of a subsonic flow over an isothermal flat plate. The
computation is performed in the domain Ω = [0.5, 2.5]×[0.0, 0.5], which is split into 12
quadrilaterals as illustrated in Fig. 6. We use isotropic resolution with Nξ = Nη = 8
in all subdomains and choose Re = 1000, M = 0.75, and T∞ = 300◦K as the flow
parameters. The Reynolds number is based on the free-stream flow and a unit length;
i.e., L = 1.0m. The solid wall is assumed isothermal at a temperature of Twall = 2T∞.
All results are obtained with an L∞-residual of the order of the machine accuracy.
In Fig. 7 we show the computed velocity field u/u∞ and the normalized temper-
ature field T/T∞. We observe that all variables are continuous and smooth across
subdomain boundaries, including the vertices.
To verify the scheme quantitatively, we compare in Fig. 8 the streamwise velocity
profile u/u∞ and the temperature profile T/T∞ as computed and compared with
those obtained by solving the boundary layer equations spectrally.
The two results are found to agree well. The slight difference between the results
is caused by a lack of accurate information about the gradients of the flow variables
at the open boundaries. However, at x/L = 2.0 the error in the computed free-stream
velocity is at most 0.3%, the error in the free-stream temperature is at most 0.1%,
while the maximum variation in the otherwise constant pressure is 0.3%, confirming
the accuracy of the scheme. This level of accuracy compares well with that reported
in [9] for a similar problem.
4.3.2. Supersonic adiabatic flow over a flat plate. As a second test case
we choose to consider supersonic flow over an adiabatic flat plate. The computation
is again performed in the domain Ω = [0.5, 2.5] × [0.0, 0.5], which is split into 12
quadrilaterals; see Fig. 6. We use an isotropic resolution with Nξ = Nη = 12 in all
subdomains and we choose Re = 2500, M = 2.50, and T∞ = 300◦K. The Reynolds
number is based on the free-stream flow and a unit length; i.e., L = 1.0m. All results
are obtained with an L∞-residual of the order of the machine accuracy. In Fig. 9
we illustrate the computed velocity field u/u∞ and the normalized temperature field
T/T∞. Similar to the previous test case, we find that all variables are continuous and
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Fig. 9. Steady-state solution of a flat plate supersonic adiabatic flow with Re = 2500, M = 2.5,
and temperature T∞ = 300◦K as computed on the grid shown in Fig. 6 with Nξ = Nη = 12. (a)
Velocity field u/u∞. (b) Temperature field T/T∞.
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Fig. 10. Steady-state profiles of a flat plate supersonic adiabatic flow with Re = 2500, M = 2.5,
and temperature T∞ = 300◦K as obtained by solving the boundary layer equations (solid line) and
by using the multidomain scheme (solid circles). (a) Velocity profile u/u∞. (b) Temperature profile
T/T∞.
smooth across subdomain boundaries, including the vertices.
In Fig. 10 we compare the computed streamwise velocity u/u∞ and temperature
T/T∞, profiles with those obtained by solving the boundary layer equations. Again
we observe good agreement. At x/L = 2.0 the error in the free-stream velocity is
at most 0.4% and the error in the free-stream temperature is at most 0.2%, which is
similar to what was reported in [9] for a similar test case.
5. Concluding remarks. This paper completes the ab initio development, ini-
tiated in the two previous papers [1, 2], of a scheme for the multidomain solution
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of the unsteady three-dimensional compressible Navier–Stokes equations. We have
succeeded in developing an asymptotically stable scheme for approximating the com-
pressible Navier–Stokes in a general curvilinear hexahedral. The discussion of this
trilogy includes stable treatment of several types of physical boundaries, e.g., open
boundaries and isothermal/adiabatic solid boundaries, as well as subdomain bound-
aries, all approaches sharing the property that the schemes remain stable in the limit
of vanishing viscosity, thus being valid also for the compressible Euler equations.
We have only presented numerical results for the two-dimensional case. However,
the full theoretical framework has been developed for the three-dimensional problem
in curvilinear coordinates, and the success of the latter follows immediately from that
of the former as the two schemes are equivalent.
Although we have not addressed the question of efficient implementation, we note
that since the penalty treatment of the subdomain and physical boundaries is purely
local in time and space, the algorithm promises to allow for an efficient implementation
on parallel computers with distributed memory [27]. However, it is premature to
claim that an efficient parallel algorithm will result from an implementation and
more studies are required to answer this question with certainty. On the other hand,
introducing adaptivity by varying the order of the polynomials in each subdomain
does not influence the stability of the scheme as stability is established individually in
each subdomain (see also [2]). Preliminary studies show that a wavelet decomposition
of one or several elements of the state vector yields a good measure of the maximum
error in each subdomain, thereby supplying the required local error estimator. This
work is currently in progress, and the results shall be reported in a future paper.
We would like to conclude this trilogy with a few general comments regarding the
theoretical framework developed here. The success of the development of the schemes
hinges on the fact that the convective as well as the diffusive matrices of the com-
pressible Navier–Stokes equations symmetrize simultaneously. This observation is the
single most important property required for the development of the stable schemes.
We chose to develop the scheme for the conservation form of the Navier–Stokes equa-
tions, thereby being forced to apply linearization and localization in order to arrive
at the symmetric form. However, an alternative scheme could be derived for the truly
nonlinear Navier–Stokes equations by introducing the symmetrizing entropy-flux pair
suggested in [28]. This results in a nonlinear symmetric form of the equations and,
consequently, allows for the development of a scheme similar to the one presented
here. Whether such a scheme is superior to the present one remains unknown. How-
ever, using the nonlinear symmetric form relaxes the requirement for smooth solutions
which may eventually result in better schemes for high Reynolds- and Mach-number
flows.
Appendix A: Geometry and resolution dependent parameters for the
specification of the penalty parameters. Let us first define the vectors
nξ = ξ∇ξ , nη = η∇η , nζ = ζ∇ζ .
We will also introduce the three variables, ωξ, ωη, and ωζ . The actual value of these
parameters are resolution as well as method dependent.
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For Legendre methods, we have
ωξ =
2
Nξ(Nξ + 1)
, ωη =
2
Nη(Nη + 1)
, ωζ =
2
Nζ(Nζ + 1)
,
where Nξ, Nη, and Nζ represent the resolution along ξ, η, and ζ respectively.
For Chebyshev methods, we have
ωξ =
1
N2ξ
, ωη =
1
N2η
, ωζ =
1
N2ζ
.
The appropriate values of the parameter ω˜ and the outward pointing normal vector
n required to construct stable schemes along faces, edges, and vertices of the hexa-
hedral is given below, where we also give the condition for determining whether an
edge/vertex is a principal outflow point. For this purpose, we introduce the convec-
tive velocity u. The conditions for a principal inflow is obtained by reversing the
inequalities.
τ − Parameters Outflow conditions
ξ η ζ ω˜ n u · nξ u · nη u · nζ
±1 · · ωξ nξ > 0 − −
· ±1 · ωη nη − > 0 −
· · ±1 ωζ nζ − − > 0
±1 ±1 · ωξωη ωηnξ + ωξnη > 0 > 0 −
±1 · ±1 ωξωζ ωζnξ + ωξnζ > 0 − > 0
· ±1 ±1 ωηωζ ωζnη + ωηnζ − > 0 > 0
±1 ±1 ±1 ωξωηωζ ωηωζnξ + ωξωζnη + ωξωηnζ > 0 > 0 > 0
Appendix B: Characteristic vectors and the similarity transform for
the three-dimensional compressible Navier–Stokes equations. The similarity
transform utilized in section 4 to symmetrize the Navier–Stokes equations along the
normal unit vector nˆ = (nˆ1, nˆ2, nˆ3) is
Sn =

α nˆ1ρ
nˆ2
ρ
α(u+ cnˆ1) nˆ1
u
ρ −nˆ3 + nˆ2 uρ
α(v + cnˆ2) nˆ3 + nˆ1
v
ρ nˆ2
v
ρ
α(w + cnˆ3) −nˆ2 + nˆ1wρ nˆ1 + nˆ2wρ
α(H + cu · nˆ) (u× nˆ) · ıˆ+ nˆ12ρ q2 (u× nˆ) · ˆ+ nˆ22ρ q2
nˆ3
ρ α
nˆ2 + nˆ3
u
ρ α(u− cnˆ1)
−nˆ1 + nˆ3 vρ α(v − cnˆ2)
nˆ3
w
ρ α(w − cnˆ3)
(u× nˆ) · kˆ + nˆ32ρ q2 α(H − cu · nˆ)
 .
Here u = (u, v, w) is the convective velocity vector and q2 = u · u. The Cartesian
coordinate system is spanned by the vectors (ıˆ, ˆ, kˆ), and we have introduced the
constant α = 1/(2c) and the specific stagnation enthalpy H = (E + p)/ρ.
The inverse of the transformation matrix is given as
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(Sn)−1 =

β
(
1
2q
2 − cu·nˆγ−1
)
−β
(
u− cnˆ1γ−1
)
−β
(
v − cnˆ2γ−1
)
ρnˆ1
(
1− β˜2ρq2
)
− (u× nˆ) · ıˆ β˜unˆ1 nˆ3 + β˜vnˆ1
ρnˆ2
(
1− β˜2ρq2
)
− (u× nˆ) · ˆ −nˆ3 + β˜unˆ2 β˜vnˆ2
ρnˆ3
(
1− β˜2ρq2
)
− (u× nˆ) · kˆ nˆ2 + β˜unˆ3 −nˆ1 + β˜vnˆ3
β
(
1
2q
2 + cu·nˆγ−1
)
−β
(
u+ cnˆ1γ−1
)
−β
(
v + cnˆ2γ−1
)
−β(w − cnˆ3γ−1 ) β
−nˆ2 + β˜wnˆ1 −β˜nˆ1
nˆ1 + β˜wnˆ2 −β˜nˆ2
β˜wnˆ3 −β˜nˆ3
−β(w + cnˆ3γ−1 ) β
 ,
where β = (γ − 1)/c and β˜ = (γ − 1)/(c2ρ). In (Sn)−1 and Sn all physical variables
refer to the state q0 around which we have linearized. Using the similarity transform,
we obtain the characteristic variables Rn = (Sn)−1q as
Rn =

m · nˆ+ γ−1c0
(
E + 12ρq
2
0 − ρu0 · u
)
nˆ1ρ0
[
ρ− γ−1
c20
(
E + 12ρq
2
0 − ρu0 · u
)]
+ (m× nˆ) · ıˆ
nˆ2ρ0
[
ρ− γ−1
c20
(
E + 12ρq
2
0 − ρu0 · u
)]
+ (m× nˆ) · ˆ
nˆ3ρ0
[
ρ− γ−1
c20
(
E + 12ρq
2
0 − ρu0 · u
)]
+ (m× nˆ) · kˆ
−m · nˆ+ γ−1c0
(
E + 12ρq
2
0 − ρu0 · u
)

,
where we have the linearized momentum m = ρ(u − u0), and all subscripts refer to
the values of the linearized state q0.
In deriving the proper well-posed boundary operator, we introduced the viscous
correction vector with the explicit entries being
Gn =

k0(γ−1)
2Prρ0
V 1 +
λ0+2µ0
2ρ0
V 3 − λ0+µ02ρ0 V 4
−nˆ1 k0(γ−1)2Prc0 V 1 + µ0ρ0 (∇Rn2 − nˆ1V 2)− λ0+µ04ρ0 (V 3 × ıˆ)
−nˆ2 k0(γ−1)2Prc0 V 1 + µ0ρ0 (∇Rn3 − nˆ2V 2)− λ0+µ04ρ0 (V 3 × ˆ)
−nˆ3 k0(γ−1)2Prc0 V 1 + µ0ρ0 (∇Rn4 − nˆ3V 2)− λ0+µ04ρ0 (V 3 × kˆ)
k0(γ−1)
2Prρ0
V 1 − λ0+2µ02ρ0 V 3 + λ0+µ02ρ0 V 4
 · n ,
where we, for simplicity, introduce the vectors
V 1 = ∇Rn1 +∇Rn5 −
2c0
ρ0(γ − 1)V 2 , V 2 = nˆ1∇R
n
2 + nˆ2∇Rn3 + nˆ3∇Rn4 ,
V 3 = ∇Rn1 −∇Rn5 , V 4 = ∇× (Rn2 , Rn3 , Rn4 ) .
A physical interpretation of these vectors can be found in [1, 2]. We note the following
relationship between the components of the viscous correction vector
nˆ1G
n
2 + nˆ2G
n
3 + nˆ3G
n
4 = −
k0(γ − 1)
2Prc0
V 1 · n .
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Appendix C: Characteristic vectors and the similarity transform for
the two-dimensional compressible Navier–Stokes equations. As the char-
acteristic vectors for the two-dimensional scheme do not appear directly from the
three-dimensional formulation, we give them here for reference. The formulation is
valid along the vector n = |n|nˆ = |n|(nˆ1, nˆ2). For convenience, we also define the
tangential vector k = |n|kˆ = |n|(−nˆ2, nˆ1).
The operator Sn becomes
Sn =

α 1 0 α
α(u+ cnˆ1) u −nˆ2 α(u− cnˆ1)
α(v + cnˆ2) v nˆ1 α(v − cnˆ2)
α(H + cu · nˆ) 12q2 u · kˆ α(H − cu · nˆ)
 .
Here u = (u, v) is the convective velocity vector and q2 = u·u, and we have introduced
the constant α = 1/(2c) and the specific stagnation enthalpy H = (E + p)/ρ. In Sn
all physical variables refer to the state q0 around which we have linearized. The
characteristic variables Rn = (Sn)−1q are
Rn =

m · nˆ+ γ−1c0
(
E + 12ρq
2
0 − ρu0 · u
)
ρ− γ−1
c20
(
E + 12ρq
2
0 − ρu0 · u
)
m · kˆ
−m · nˆ+ γ−1c0
(
E + 12ρq
2
0 − ρu0 · u
)
 ,
where we have the linearized momentum m = ρ(u − u0). The corresponding eigen-
values, i.e., the advective velocity of the characteristic waves, become
λn1 = u0 · n+ c0|n| , λn2 = λn3 = u0 · n , λn4 = u0 · n− c0|n| .
In deriving the proper well-posed boundary operator, we introduced the viscous cor-
rection vector having the explicit entries
Gn = |n|

k0(γ−1)
2Prρ0
V 1 · nˆ+ λ0+2µ02ρ0 V 2 · nˆ− λ0+µ02ρ0 V 3 · kˆ
−κ0(γ−1)2Prc0 V 1 · nˆ
−µ0ρ0 V 3 · nˆ+ λ0+µ04ρ0 V 2 · kˆ
k0(γ−1)
2Prρ0
V 1 · nˆ− λ0+2µ02ρ0 V 2 · nˆ+ λ0+µ02ρ0 V 3 · kˆ
 ,
where we have the vectors
V 1 = ∇Rn1 +∇Rn4 −
2c0
(γ − 1)∇R
n
2 , V 2 = ∇Rn1 −∇Rn4 , V 3 = ∇Rn3 .
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