Thermodynamic stability, in particular, the positivity of the specific heat in the microcanonical ensemble, is not an automatic consequence of the thermodynamic limit. But it holds under special circumstances such as for the most important case of quantum-mechanical Coulomb systems. Therefore, it is surprising that there are experimental indications to the contrary. In this Letter we study a simple model for which the microcanonical specific heat is positive, if the system is ergodic. However, if the system is not ergodic, the energy shell in phase space has some ergodic components with a negative specific heat. This provides another possible general pathway for a negative specific heat in addition to the commonly accepted, the small number of particles. Recent experiments on nuclear fragmentation [1] and atomic clusters [2, 3] indicate an unusual feature, namely, a negative specific heat. This seems to contradict a general result of Lebowitz and Lieb [4] according to which a Coulomb system of electrons and nuclei always has a positive specific heat, even in the microcanonical ensemble. Of course, this theorem presupposes ergodicity and the thermodynamic limit. In this Letter we demonstrate that the noncompliance of these requirements by the experiments provides a possible resolution of this paradox. We demonstrate that both effects are present, but we cannot say which is dominant in which experiment.
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First, we consider a simple classical system which in the thermodynamic limit has a positive specific heat in the microcanonical ensemble. However, it is not ergodic, and some of its ergodic components show regions of negative specific heat. These regions are washed out if an average over all the ergodic components is performed. This simple model is not dominated by Coulomb interactions as in the experimental situation. It consists of N noninteracting particles in a large box with a potential well in the center. It is not ergodic since the energies of the noninteracting particles are conserved. If we consider the stationary phase-space density Q N i1 H i ÿ E=N characterized by identical particle energies, the system shows a negative specific heat in a well-defined range of energies. If E=N is raised to the depth of the potential well, the particles spill out from the well into the box. Their kinetic energy decreases in spite of an increase of the total energy. We attribute to such a behavior a negative specific heat. We do not want to enter the discussion about the best definition of the temperature for a system with a finite number of particles.
We compute the microcanonically averaged kinetic energy of a single particle of mass m in a volume V with a spherical potential well of volume V 0 V at its center. Formally, the potential energy is Vx
where A A for A > 0 and 0 for A 0, and where c jV 0 j jV jÿjV 0 j is a volume ratio. We assume V 0 > 0 and c 1.
The region where the potential well starts overflowing is E ! 0; z ! 1, and there the leading contributions are
Thus, for large z (corresponding to small E) and small c the specific heat becomes negative. A plot of Eq. (1) for c 0:0143 is shown by the dashed curve in Fig. 2 , below. For N particles without interaction in the same situation, the average with an ergodic component of the microcanonical density fE ÿ where z i 1 V 0 =E i . If the energy deviations i , defined by E i E=N i and P i i 0, are independent of E, the derivative of Eq. (2) with respect to the total energy E also shows a region of negative specific heat for all N, provided that the energy deviations are all distributed in a narrow region, j i j V 0 c=2 2=3 . If they are spread over a wider region, this dip gets washed out and the thermal instability goes away.
Next, we gradually relax some of the assumptions of the previous analytical model and introduce also a repulsion between the particles. At time t ÿt 0 the N particles are positioned, unity apart, on the sites of an fcc lattice within a spherically symmetric potential well
with well depth V 0 > 0 and well diameter 2r 0 as depicted by the smooth line in Fig. 1 . Here, r i jq i j is the distance of particle i from the well center. The particles also interact through a pair potential
where r ij jq i ÿ q j j. It is shown by the dashed curve in Fig. 1 . For large-enough energy, the particles may go through each other. The case 0 corresponds to the ideal gas. In the following we use reduced units for which half of the well-depth parameter, V 0 =2, the particle mass m, and the interparticle interaction range are all unity.
In particular, we take N 13 particles, 2r 0 3 and L 10. The evolution of the particles is followed with a fourth-order Runge-Kutta algorithm and a time step t 0:001. Initially the particles are given an energy E i ÿt 0 p 2 i =2 Vr i with equally distributed random velocity components. The total initial energy, E 0 P i E i ÿt 0 , is chosen sufficiently negative such that the particles do not escape from the well during a time interval ÿt 0 t 0. During this interval the trapped particles are allowed to relax toward an equilibrium state with energy E 0 . For some of the simulations described below t 0 is 0.
At time t 0 the total energy of the system is instantaneously raised from E 0 to E. Two subtly different procedures are used: (i) individual rescaling of each particle's velocity components such that the energy distribution becomes a function, E i ÿ E=N, and (ii) global rescaling of all particle velocity components with the same factor. Depending on E, many of the particles will leave the potential well for t > 0, using up most of the kinetic energy for their escape. This may lead to a reduced kinetic energy and, hence, to a negative specific heat. The question is, how much phase-space mixing in the potential well prior to the escape is permitted without fully wiping out a negative slope of the kinetic energy Kt, for t > 0, plotted as a function of E? To answer this question we follow the dynamics of the system for positive times, where we average the kinetic energy over an ensemble of initial conditions, specified by random velocities, at time t ÿt 0 , as mentioned before.
At time t ÿt 0 the particles form a globular cluster with a total potential energy extremely close to ÿ2N. We plot in the following an averaged kinetic energy per particle, hKti =N, as a function of E=N for various times t > 0. We refer to this as the ''caloric curve at time t.'' The average h i involves (a) a time average over the preceding time interval t ÿ ; t, and (b) an average over an ensemble of (at least) 500 different random initial conditions as outlined above. The results are insensitive to the length of the averaging interval and to the size of the ensemble.
First, we consider noninteracting particles, 0, for which the initial relaxation period vanishes, t 0 0. At t 0 all particles are released with identical energies, E i E=N, such that the particle momenta differ only by their random directions. In Fig. 2 curves are practically indistinguishable and are shown by the smooth line. For comparison, the dashed curve is the respective result for the single-particle box-potential model. It is obvious from Fig. 2 that the time-dependent caloric curves for the highly idealized system treated here exhibits a negative slope in a certain range of energies, which persists in the long-time limit. Next, we treat weakly interacting particles, 0:1. The initial relaxation period t 0 is still taken to vanish. The negative slope persists, at least for short-enough times, for which the particles do not have time to explore a larger part of the phase space. But, if the phase-space mixing is increased by increasing the interaction to the (still very small) value 0:2 as in Fig. 3 , the slope of the time-dependent caloric curve remains positive for times t > 80. If the pair interaction is increased further to 1 as in Fig. 4 , no sign of a negative specific heat remains even for short times.
In all these simulations considered thus far no relaxation is allowed prior to raising the energy at t 0. The results are qualitatively unchanged, if the particles are allowed to relax toward a state closer to equilibrium (t 0 20), before raising each particle's energy to the same value, E=N, at t 0 as in (i). A qualitative change does occur, however, if the kinetic energy is globally raised with the same factor for all velocity components as in (ii), such that the energy distribution of the particles is no delta function at t 0. Any trace of a negative specific heat disappears from the caloric curve, as demonstrated in Fig. 5 for the weakly interacting case 0:2. A comparison with Fig. 3 reveals the enormous effect such a subtle difference in the energy-raising procedure has on the shape of the caloric curve.
Our final example is an ergodic system and emphasizes the other possible pathway to a negative specific heat, the small size of the sample. It consists of 13 LennardJones atoms interacting through r ij 4=r ij 12 ÿ =r ij 6 and confined to a box with periodic boundaries. No external well is required in this case. A solid cluster is thermally relaxed for 100 Lennard-Jones time units before, at t 0, the kinetic energy is globally raised to the required level. Using Lennard-Jones reduced units, for which the particle mass m and the potential parameters and are unity, the caloric curve in Fig. 6 is shown for t > 0, where the lowest smooth curve applies to the longtime limit in equilibrium. The dashed curve at the top belongs to the averaging interval following the energy increase. The smooth curve clearly depicts two energy 
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ranges with a negative specific heat, the left associated with the melting transition, the right with the liquid-togas transition. The latter also persists if the cluster size is increased to 55 atoms, the former does not. The velocity distribution for the stationary system agrees with the distribution derived from the canonical ensemble for finite N and converges to the Maxwell-Boltzmann distribution for N ! 1 [5] . This also holds for quantum systems [6] . This is an example where the finite number of particles and not the lack of ergodicity is responsible for the negative specific heat in a certain range of energies.
As pointed out by Dauxois et al. [7] , the possibility of a negative specific heat may be traced back to Maxwell [8] and Eddington [9] . It was also hinted at by Emden [10] , and was finally established in astrophysics by LyndenBell and Wood [11] . Its thermodynamic significance and the possibility of a thermal instability in the microcanonical ensemble was clarified in Refs. [12, 13] . We stress that for a negative specific heat to occur, the forces between the particles need not be of long range. A short-ranged purely attractive potential suffices [5] .
In the canonical ensemble the specific heat is determined by the square of the energy fluctuations and is necessarily positive. A negative specific heat in the microcanonical ensemble thus indicates that these ensembles are not equivalent in this case [12, 13] . The experiments providing evidence for a negative specific heat mentioned in the introduction [1] [2] [3] were concerned with ordinary matter consisting of nuclei and electrons. For precisely such systems, however, Lebowitz and Lieb [4, 14] proved that the microcanonical and canonical ensembles are equivalent and, hence, the microcanonical specific heat should be positive. Obviously, the key assumptions entering the theoretical proof, ergodicity and the thermodynamic limit, are not fulfilled in the experimental case.
Let us turn to the many-particle limit first. The experiments involve between 10 and 100 particles and are far from this limit. Recently, statistical mechanics based on Boltzmann's definition of the entropy and the microcanonical ensemble has been successfully used to extend thermodynamics, and the notion of phase transitions, in particular, to such small systems [7, 15] . Accepting the definition of the specific heat for small systems as the derivative of the energy with respect to the kinetic temperature proportional to the expectation value of the kinetic energy, the equilibrated Lennard-Jones particle cluster studied in Fig. 6 demonstrates that for smallenough N thermal instability occurs in a limited range of energies and, hence, a negative specific heat. However, the discussion following Eq. (2) of our theoretical model and the ensuing computer simulations reveal that the small particle numbers are not necessarily the only and decisive point for our paradox: even for very small N, our particles-in-the-well model shows only a positive specific heat, if it is well mixed and the particle energies are widely spread.
This leaves us with the lack of ergodicity as another possible pathway to a negative specific heat such as found in Coulomb systems. Our very simple model demonstrates that the existence of an ergodic component characterized by a negative specific heat may be required to make the system thermally unstable. However, in such a case any additional phase-space mixing which spreads the particle energies causes the regime with a negative specific heat to disappear.
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