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Abstract
We report a study of X-ray-irradiated gas in the central ∼100 pc of the Circinus galaxy, hosting
a Compton-thick active galactic nucleus (AGN), at 10-pc resolution using Chandra and ALMA.
Based on ∼200 ksec Chandra/ACIS-S data, we created an image of the Fe Kα line at 6.4
keV, tracing X-ray-irradiated dense gas. The ALMA data in Bands 6 (∼270 GHz) and 7 (∼350
GHz) cover five molecular lines: CO(J=3–2), HCN(J=3–2), HCN(J=4–3), HCO+(J=3–2), and
HCO+(J=4–3). The detailed spatial distribution of dense molecular gas was revealed, and
compared to the iron line image. The molecular gas emission appeared faint in regions with
bright iron emission. Motivated by this, we quantitatively discuss the possibility that the molec-
ular gas is efficiently dissociated by AGN X-ray irradiation (i.e., creating an X-ray-dominated re-
gion). Based on a non-local thermodynamic equilibrium model, we constrained the molecular
gas densities and found that they are as low as interpreted by X-ray dissociation. Furthermore,
judging from inactive star formation (SF) reported in the literature, we suggest that the X-ray
emission has potential to suppress SF, particularly in the proximity of the AGN.
Key words: galaxies: active1 – galaxies: individual (the Circinus galaxy)2 – X-rays: galaxies3 –
submm/mm: galaxies4
1 INTRODUCTION
Active galactic nuclei (AGN) liberate the enormous gravi-
tational energy of the mass accreted by supermassive black
holes (SMBHs) into their host galaxies. As an extreme
case, theoretical works have suggested that AGN are ener-
getic enough to terminate galaxy evolution, or star forma-
tion (SF), by blowing out the surrounding gas and heat-
ing the halo to prevent cooling flows (e.g., Silk & Rees
1998; Di Matteo et al. 2005; Croton et al. 2006; Fabian
2012). Then, many observational investigations on how
the AGN interacts with the host galaxy have been con-
ducted (e.g., Sturm et al. 2011; Page et al. 2012; Harrison
et al. 2012; Tombesi et al. 2015, 2017; Fiore et al. 2017;
Woo et al. 2017). Among such studies, spatially resolved
spectroscopy has played an important role in mapping
and/or quantifying AGN effects such as ionized gas and
outflows (e.g., Feruglio et al. 2010; Liu et al. 2013a, 2013b;
Cicone et al. 2014; Harrison et al. 2014; Bae & Woo 2016;
Bae et al. 2017; Kawamuro et al. 2017; Oosterloo et al.
2017). Furthermore, the spatial associations with the SF
have been examined, and the results have showed that
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AGN may suppress and/or promote SF (e.g., Cano-Dı´az
et al. 2012; Cresci et al. 2015a, 2015b; Feruglio et al. 2015;
Maiolino et al. 2017).
AGN are usually luminous in the X-ray regime, and
thus an unavoidable AGN effect is X-ray irradiation, which
can ionize and heat the surrounding gas. This region,
referred to as the X-ray-dominated region (XDR; e.g.,
Maloney 1999), is more expansive than the so-called photo-
dissociation region by ultraviolet (UV) photons due to the
high column-penetrating power. Thus far, great efforts
have been made to understand the physical (i.e., size, den-
sity, and temperature; Proga et al. 2014) and chemical
conditions (e.g., Lepp & Dalgarno 1996; Maloney et al.
1996, 1999; Usero et al. 2004; Meijerink & Spaans 2005;
Meijerink et al. 2007; Viti et al. 2014) in the XDR. Among
processes suggested, an interesting one is that photoelec-
trons produced by X-rays dissociate molecules. This may
consequently suppress SF activity, given the positive cor-
relation between the molecular gas and SF rate (SFR)
surface densities (e.g., Kennicutt et al. 2007; Bigiel et al.
2008), suggesting a causal link between the chemical state
of interstellar matter and the ability to form stars.
Mapping the Fe Kα fluorescent line at 6.4 keV is a
simple way to identify X-ray-irradiated gas. This line
is produced through ionization by X-rays with energies
above 7.1 keV, corresponding to the K-edge of neutral
iron. A medium becomes optically thick for the 7.1 keV
photon around logNH/cm
−2
∼ 23.9, given the low cross-
section and the abundance (σFe ≈ 3.5× 10
−20 cm2 and
AFe≈ 3.3×10
−5; Morrison & McCammon 1983). As such,
the Fe Kα line has some advantages to investigate regions
of X-ray-irradiated dense gas, such as the galaxy center.
First, the low cross-section is convenient for tracing the en-
tire region of dense gas; otherwise, only the surface could
be probed. Second, the resultant Fe Kα photons still retain
good penetrating power, and therefore AGN X-ray-affected
regions can be unveiled with a small bias against the ab-
sorption. Finally, X-rays at energies above the Fe K edge
are little contaminated by optically thin thermal emission
from the SF (e.g., LaMassa et al. 2012; Kawamuro et al.
2016). So far, Chandra, which achieves the highest angu-
lar resolution in the X-ray band, has played a leading role
in the investigation of morphological X-ray properties, and
has successfully unveiled the extended Fe Kα emission of
some nearby AGN host galaxies (e.g., NGC 4945, NGC
1068, the Circinus galaxy, and ESO 428−G014; Young et
al. 2001; Marinucci et al. 2012, 2013, 2017; Fabbiano et al.
2017).
In this study, we investigated the physical and chemi-
cal conditions of X-ray-irradiated gas at high spatial res-
olutions, to confirm whether X-rays dissociate molecular
gas. For this purpose, we studied the central ∼100 pc
of the Circinus galaxy (hereafter, Circinus), which hosts
a Compton-thick AGN (Matt et al. 1999), using Chandra
and ALMA. Both observatories can achieve spatial resolu-
tions down to sub-arcsec. The redshift, systematic velocity,
and distance of the galaxy are respectively z = 0.001448,
v=434 km s−1 (Koribalski et al. 2004), and 4.2 Mpc (e.g.,
Karachentsev et al. 2013), where 1 arcsec corresponds to 20
pc. The high spatial resolution, achievable given the prox-
imity, is crucial in discussion of the AGN effect, with the SF
effect being discriminated as much as possible (e.g., Izumi
et al. 2016). In addition, suppression of the transmitted
emission by the Compton-thick material makes it easy to
detect the faint extended X-ray emission. Thus, Circinus is
one of the best laboratories for studying X-ray-irradiated
gas. The AGN center, or the SMBH position, is RA, Decl.
(J2000) = 14h13m09.953s, −65d20m21.047s, determined
by the 22-GHz H2O maser observation (Greenhill et al.
2003).
The remainder of this paper is organized as follows.
Section 2 briefly summarizes what have been observed in
Circinus. Section 3 presents an overview of Chandra and
ALMA data. Chandra X-ray images and spectra are an-
alyzed in Section 4, and three subregions of interest are
defined. Molecular gas properties in the subregions are
derived using ALMA data in Section 5. Our discussion
and summary are given in Sections 6 and 7, respectively.
Unless otherwise noted, errors are quoted at the 1σ confi-
dence level for a single parameter of interest.
2 CIRCINUS
Circinus has been observed at various wavelengths, and
good quality and/or spatially well-resolved data, obtained
thanks to the proximity, indicate the presence of an AGN
in the center. Dust lanes with an ∼100 pc scale are located
in the galaxy plane and contribute to the nuclear obscu-
ration (Wilson et al. 2000), but optical and near-infrared
(IR) spectroscopies have captured AGN signatures such as
strong coronal emission lines (Oliva et al. 1994; Moorwood
et al. 1996). One-side ionization cones in the northwest di-
rection, likely originating from the AGN, were also imaged
at Hα and [O III] (Marconi et al. 1994; Wilson et al. 2000).
Further, a near-IR [Si VII] line observation unveiled a cone
in the opposite direction (Prieto et al. 2005). As a signa-
ture more closely related to the AGN, the broad Hα emis-
sion line was observed in polarized light (Oliva et al. 1998).
X-ray data have also given beneficial information. Soft X-
ray observations detected flat continuum together with a
strong iron line, indicating Compton scattering and fluo-
rescent emission from gas illuminated by an X-ray source
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Table 1. Chandra Data List
ObsID Obs. date (UT) Grating Exp.
(ksec)
(1) (2) (3) (4)
12823 2010/12/17 NO 147
12824 2010/12/24 NO 38
(Total 185)
62877 2000/06/16 YES 48
4770 2004/06/02 YES 48
4771 2004/11/28 YES 52
(Total 148)
Notes.
(1) Observation ID. (2) Observation start date. (3)
Check on the grating observation. (4) Exposure after
data reduction.
(Matt et al. 1996; Smith & Wilson 2001). Then, hard
X-ray observations confirmed the central engine heavily
obscured by a large column density (logNH/cm
−2
∼ 24–
25; Matt et al. 1999; Soldi et al. 2005; Yang et al. 2009;
Are´valo et al. 2014).
The SF is also a topic extensively discussed so far.
Marconi et al. (1994) reported ∼200 pc scale star form-
ing rings (see also Elmouttie et al. 1998b), and molec-
ular gas distributions at similar spatial scales were also
confirmed at various emission lines (e.g., Elmouttie et al.
1998c; Curran et al. 1998, 1999; Izumi et al. 2018). The
SFR in the rings was estimated to be a fewMsun yr
−1, but
it decreases at scales < 100 pc to be ∼0.01–0.1 Msun yr
−1
(Maiolino et al. 2000; Esquej et al. 2014).
3 OBSERVATION DATA
3.1 Chandra Observations
Chandra observations towards Circinus were made
10 times with the Chandra/Advanced CCD Imaging
Spectrometer in the 1×6 array CCD configuration (ACIS-
S; Garmire et al. 2003). Their focal points, where the
highest spatial resolution can be achieved, were closely
set to the nucleus (≈0.3 arcmin). Out of the ten, the
High-Energy Transmission Grating (HETG; Canizares et
al. 2005), consisting of two sets of gratings: the High-
Energy Grating (HEG) and the Medium-Energy Grating,
was used four times.
As summarized in Table 1, we utilized two data ob-
tained without the HETG grating (ObsID = 12823 and
12824) to discuss spatial distributions of X-ray emission.
The remaining four among the six non-grating data were
ignored, because of small contributions to the total expo-
sure (∼200 ksec). Marinucci et al. (2013) already reported
X-ray spectral and image analyses using the same ObsID
= 12823 and 12824 data, but we made additional efforts
to discriminate between the nuclear and extended emission
(Sections 4.3 and 4.4).
Moreover, among the four grating data of all the ten, we
used three data (ObsID = 4770, 4771, and 62877), each ob-
tained with a larger exposure of ≈60 ksec than the remain-
ing one (≈7 ksec). A spectrum of the nuclear point source
was constrained from them, and subsequently was used
to determine how largely the nuclear X-ray emission con-
taminates spectra extracted from outer regions. That was
also utilized to estimate fractions of the pile-up, in which
more than one photon is counted as one photon within a
single readout. Particularly around the nucleus, the pile-
up effect cannot be ignored. Although the 0th order of
the grating data is equivalent to the imaging, we did not
take account of it for our main imaging analysis because
of possible calibration uncertainties (Are´valo et al. 2014).
In Appendix A, we however present a result that includes
the 0th order data and find it consistent with our main
result. Note that in this supplemental analysis, we addi-
tionally take account of usable data obtained with an aim
to study a nearby object of SN 1996cr, ∼20 arcsec away
from Circinus. Most of them were taken in the grating
mode.
3.2 ALMA Observations
We analyzed Band 6 (∼270 GHz) and 7 (∼350
GHz) ALMA datasets obtained through two programs
#2015.1.01286.S (PI: F. Costagliola) and #2016.1.01613.S
(PI: T. Izumi), as summarized in Table 2. In the former
program, two observations with short on-source exposures
(∼ a few minutes) were executed. They covered five molec-
ular lines: CO(J=3–2) at the rest-frame frequency of νrest
= 345.796 GHz, HCO+(J=3–2) at νrest = 267.558 GHz,
HCO+(J=4–3) at νrest = 356.734 GHz, HCN(J=3–2) at
νrest = 265.886 GHz, and HCN(J=4–3) at νrest = 354.505
GHz. We used this program to estimate their line ra-
tios, and finally to discuss properties of the molecular gas
(Sections 5.1.2, 6.2, and 6.3). This allowed us to ignore
the systematic uncertainty in the absolute flux as much
as possible that can be caused between different observa-
tions. On the other hand, the latter program yielded much
better-quality data for CO(J=3–2) and HCO+(J=4–3) us-
ing a long exposure (∼ 2 h). In this paper, we analyze only
the HCO+(J=4–3) data to reveal the dense molecular gas
distribution in great detail by exploiting the high signal
to noise ratio (SNR). An analysis of the CO(J=3–2) line
data was already reported by Izumi et al. (2018).
HCN(J=4–3), HCO+(J=4–3), and CO(J=3–2) lines
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Table 2. ALMA Data List
Tag Program Info. Obs. date (UT) Exp. Molecules
(min)
(1) (2) (3) (4) (5)
(a) #2015.1.01286.S (PI: F. Costagliola) 2015/12/31 3 HCO+(J=4–3), HCN(J=4–3), CO(J=3–2)
(a) #2015.1.01286.S (PI: F. Costagliola) 2015/12/31 5 HCO+(J=3–2), HCN(J=3–2)
(b) #2016.1.01613.S (PI: T. Izumi) 2016/11/24 125 HCO+(J=4–3)
Notes.
(1) (a) The dataset was used mainly to constrain and discuss the physical and chemical properties of the molecular gas (Sections 5.1.2,
6.2, and 6.3). (b) The dataset was used to reveal the dense molecular gas distribution to be compared to the Fe Kα line image
(Section 6.1). (2) Project identification and principal investigator. (3) Observation start date. (4) Total on-source exposure time.
(5) Molecular emission line(s) taken from each data.
were observed simultaneously in Band 7 on 2015 December
31, when 38 antennas were operated. The maximum recov-
erable scale (MRS), the largest angular scale structure that
can be recovered from observations, was 7 arcsec. This is
large enough to discuss the central ≈100 pc, or 5 arcsec,
scale structure. Out of four spectral windows, three were
used to observe the lines. Each window had a total band-
width of 1.875 GHz and 240 channels. The raw spectral
resolution was 7.8 MHz (6.8 km s−1), but we binned three
spectral elements to achieve a resolution of 23 MHz (20 km
s−1), as explained in Section 5.1. The total on-source time
was ≈ 0.05 h (3 min). Standard flux, bandpass, and phase
calibrations were conducted based on the observations of
Titan, J1427-4206, and J1424-6807, respectively.
Band 6 simultaneous observations of HCN(J=3–2) and
HCO+(J=3–2) lines were made on 2015 December 31 us-
ing 36 antennas. A larger MRS of 9 arcsec was achieved
because of the lower frequencies. Two of three spectral
windows were used for the line detection in the same total
bandwidth and number of channels as above. The objects
for the calibrations were also the same. The total on-source
time was ≈ 0.09 h (5 min). As in the case above, a resolu-
tion of 16 MHz (18 km s−1) was adopted by binning two
spectral elements at the raw resolution of 7.8 MHz (8.9 km
s−1).
We mapped the HCO+(J=4–3) line using Band 7 data
acquired on 2016 November 24 and 26, and 2017 May 05
using 42, 42, and 47 antennas, respectively. The MRS was
the same as that for the above HCO+(J=4–3) line data
(i.e., 7 arcsec). Four spectral windows were employed in
the observations, each with a total bandwidth of 1.875 GHz
and 480 channels. Although two of the spectral windows
can be used to detect the HCO+(J=4–3) line, we used
only one that covered a broader frequency range around
the HCO+(J=4–3) line. The total on-source time was ≈
2.1 h (125 min). The calibration sources for flux, band-
pass, and phase were J1427-4206 or J1617-5848, J1427-
4206, and J1424-6807, respectively. Because it is possible
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Fig. 1. Grating X-ray spectrum (crosses in the upper panel),
folded by the response function. The best-fit model is
shown by a solid line. For clarity, all three spectra used for
the fit were combined. The lower panel plots the residuals.
to detect broad but faint components using a high SNR, we
adopted a finer resolution of 12 MHz (9.8 km s−1), which
was achieved by binning three spectral elements at the raw
resolution of 3.9 MHz (3.3 km s−1).
4 CHANDRA DATA ANALYSES
4.1 Reduction and Reprocessing of Chandra Data
The Chandra data were reduced using the Chandra
Interactive Analyses of Observations (CIAO) 4.9 and the
Chandra Calibration Data Base 4.7.6, provided by the
Chandra team. Following standard procedures, we re-
processed all raw data using the chandra repro script.
Furthermore, we examined the data with deflare to re-
move background flaring periods when the rates deviated
from the mean by more than 3σ.
We checked the absolute astrometry of the Chandra im-
age based on the SMBH position that was determined by
the H2O maser observation. We representatively exam-
ined ObsID 12823 because of the longest exposure. The
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Table 3. Positional Subregion Information
Region R.A. (J2000) Decl. (J2000) Sep. angle Dist.
(arcsec) (pc)
(1) (2) (3) (4) (5)
Nucleus 14h13m09.953s −65d20m21.047s ... ...
CNR-E 14h13m10.402s −65d20m20.205s 2.9 62
CNR-SE 14h13m10.342s −65d20m22.461s 2.8 60
Notes.
(1) Name of the subregions defined in Figure 2 (2) Right ascension. (3)
Declination. (4) Separation angle to the nucleus, or the SMBH position.
(5) Deprojected physical distance (see detail in Section 4.3).
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Fig. 2. Top panels show integrated ACIS-S images in different energy bands (from left to right: 3.0–6.0 keV, 6.2–6.5 keV, and
6.5–6.8 keV) within the central ≈14×14 arcsec2 region. The size of each pixel is 0.0625×0.0625 arcsec2, and smoothing
was performed using a Gaussian kernel with FWHM of 0.495 arcsec. The gray solid contours enclose the area with pile-up
fractions larger than 5% for each energy band. Bottom panels show images constructed by dividing two of the three images
(from left to right: 6.2–6.5 keV/3.0–6.0 keV and 6.5–6.8 keV/3.0–6.0 keV) from which the nuclear point source emission was
subtracted. We calculated the ratios with images whose pixel size was 0.25×0.25 arcsec2. Smoothing was performed with
the same Gaussian kernel as above. Contours corresponding to the pile-up fraction of 5% determined from the 0.5–8.0 keV
simulated data and the observed data via the pileup map command are shown by solid and dot-dashed lines, respectively.
Two dotted circles with a 1-arcsec radius indicate the subregions of CNR-E and CNR-SE. In all of the figures, the magenta
star corresponds to the SMBH position, labeled as the Nucleus, the third subregion.
6 Publications of the Astronomical Society of Japan, (2018), Vol. 00, No. 0
centroid of the nuclear X-ray emission was likely coinci-
dent with the central AGN engine, or the SMBH position.
Hence, they were compared to each other. The derived
spatial offset was ≈0.1 arcsec, sufficiently small to be ig-
nored when we discuss larger-scale structures (>
∼
0.5 arc-
sec). Thus we used it as a basis for the X-ray image.
We corrected the remaining imaging data (ObsID =
12824) for a systematic offset by spatially matching point
sources distributing in both images. We started by mak-
ing exposure-corrected 0.5–7.0 keV images with fluximage
where exposure maps were created with an effective energy
of 2.3 keV. Also, we looked up the point spread function
(PSF) size of each pixel in all images using the mkpsfmap
script. Combined with these results, wavdetect was run
to create X-ray source lists, containing information on the
source angular size and SNR. At last, the adjustment was
made by adopting only point-like, bright sources detected
with PSF size < 1.5 arcsec, source angular size < 1.0 arc-
sec, and SNR > 7. We found that the offset was 0.2 arcsec,
much smaller than structures of interest. This suggests
that even if we choose the ObsID = 12824 as the basis, it
does not affect our discussion.
4.2 X-ray Emission from Nuclear Point Source
To properly constrain spatial and spectral properties of ex-
tended emission around the bright AGN, we need to take
account of contamination by the AGN, possible due to the
finite PSF. Here, we simply define the AGN as a point
source spatially unresolved with Chandra. For that pur-
pose, we prepared a simulated AGN data.
4.2.1 Grating Spectra
We first determined an X-ray spectrum of the AGN.
Because the Chandra imaging suffered from the pile-up
effect around the nucleus (Section 4.3), we used the grat-
ing data, or the HEG data, reprocessed in Section 4.1.
We extracted spectra using a 4.8 arcsec full-width in the
cross-dispersion direction centered on the AGN. The plus
and minus first order spectra were combined to increase the
SNR. The spectra were binned so that each energy bin had
at least one count. Accordingly adopting the C-statistic,
appropriate even for low photon counts, we determined the
best-fit on XSPEC Version 12.9.1m (Arnaud 1996).
We simultaneously fitted the three spectra in the 0.5–
8.0 keV band with two power-law components and emission
lines identified by Sambruna et al. (2001). They conducted
a spectral analysis for the ObsID = 62877 HETG data.
Because residuals were left in the fit, we further added sev-
eral Gaussian components and obtained a good fit with C-
statistic/degrees of freedom (d.o.f) = 2670/3130. Figure 1
shows the fitting result. The precise measurement of the
spectral shape is the main aim of this analysis, and the
physical interpretation is beyond the scope of this work.
4.2.2 MARX Simulation
Next, we simulated imaging observations of a point source
having the 0.5–8.0 keV spectral shape determined in
Section 4.2.1. We utilized the MARX Version 5.3.3
(Davis et al. 2012), which performs ray-tracing simulations
that take account of the mirror and detector responses.
Simulation parameters, such as nominal position, start
time, and exposure, were set to those of each of the two
observations (ObsID = 12823 and 12824). The source po-
sition was set to the X-ray peak found in the 3–6 keV band
image. Even if we adopt the SMBH position instead, our
conclusion does not change. To reduce statistical fluctua-
tions of the simulated models, we performed 100 MARX
simulations for each observation, and took their average.
Because the pile-up was ignored in the simulation as de-
fault, we also created pile-up affected data according to
a standard procedurei. Then, we confirmed good agree-
ment between the simulated and observed data by com-
paring their central 1-arcsec spectra. The data without
the pileup is used to confirm regions affected by the pile-
up at different energy bands by taking advantage of the
record of the intrinsic count rates (Section 4.3). The other
data is used to subtract the nuclear emission from observed
images to reveal the extended emission (Section 4.3), and
also is taken into consideration in analyzing spectra at the
subregions of interest (Section 4.4).
4.3 Mapping of Iron Emission Lines
We probe the X-ray-irradiated dense gas mainly through
an Fe Kα emission line map. Other emission from ion-
ized irons is useful for the discussion as well. Thus, it
is mapped supplementarily. First, we create X-ray images
based on Energy Dependent Sub-pixel Event Repositioning
(e.g., Tsunemi et al. 2001; Mori et al. 2001; Li et al. 2003,
2004) ii, which makes it possible to achieve angular res-
olutions greater than the CCD pixel size of 0.498 arcsec.
The algorithm redistributes photons based on the shape
of the charge cloud recorded in a 3×3 pixel island, while
considering the energy dependence. At last, all images are
merged into one to increase the SNR using merge obs.
The upper panels of Figure 2 show the 3.0–6.0 keV,
6.2–6.5 keV, and 6.5–6.8 keV band images, whose expo-
i http://cxc.harvard.edu/ciao/threads/marx sim/
iiMore details are available in
http://cxc.harvard.edu/ciao/why/acissubpix.html
http://cxc.harvard.edu/ciao/guides/acis subpixel.html
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Fig. 3. X-ray spectra (black crosses) extracted from the CNR-E and CNR-SE regions. Each figure represents only a single
spectrum taken from the ObsID = 12823 data and rebinned for clarity. The spectra were reproduced by the contaminating
X-ray from the nuclear point source (gray) and the extended emission of interest (blue). Lower data represent the residuals.
sures maps are created by representatively adopting their
intermediate energies of 4.50 keV, 6.35 keV, and 6.65
keV, respectively. A pixel size of 0.0625×0.0625 arcsec2
is adopted, and the images are smoothed via a Gaussian
kernel with full width half maximum (FWHM) = 0.495
arcsec. The energy bands are selected to trace the con-
tinuum component, the neutral Fe Kα emission, and the
emission from ionized He-like irons (Fe XXV Heα), respec-
tively. Although emission from highly ionized irons (Fe
XXVI Lyα) can be seen at 6.97 keV, we ignore it because
of the difficulty to isolate the line emission from the neutral
Fe Kβ emission at 7.06 keV. The lower panels of Figure 2
show images created by dividing two of the three energy
band images. To increase the SNR, pre-divided X-ray im-
ages are made by adopting a larger pixel size of 0.25×0.25
arcsec2. Also, the simulated AGN emission is subtracted
to reveal the extended emission. Smoothing is conducted
using the Gaussian kernel with FWHM = 0.495 arcsec.
The ratio between the 6.2–6.5 keV and 3.0–6.0 keV images
and that between the 6.6–7.0 keV and 3.0–6.0 keV images
correspond to proxies of the Fe Kα line and ionized iron
line equivalent widths, respectively.
Here, we check regions affected by the pile-up. The
fraction of piled events to the total detections (fp) can be
calculated as fp = 1−α/(exp(αΛ)− 1)
iii. The α parame-
ter is a probability that for each photon event beyond the
first, the piled event is identified as a real event, and Λ rep-
resents the intrinsic counts per detector region per frame
time. With Λ from the simulated data (Section 4.2.2) and
an assumption of α = 1, corresponding to the most con-
servative case, the fraction can be estimated for a given
iiisee also “The Chandra ABC Guide to Pileup” in
http://cxc.harvard.edu/ciao/download/doc/pileup abc.pdf
energy band. Figure 2 shows contours surrounding areas
with pile-up fractions > 5%. Regarding the images of the
ratios, we representatively show contours determined us-
ing the 0.5–8.0 keV events. Note that a similar result can
be obtained using the CIAO pileup map task (Figure 2),
which approximately calculates the pile-up fraction based
on the observed events.
We find that the Fe Kα emission seems to extend up to
≈3 arcsec (∼60 pc) to the east and southeast (the lower left
panel of Figure 2), consistent with Marinucci et al. (2013).
This configuration looks like a conical structure oriented
towards the southeast direction, and may be a counterpart
of the optical ionization cone found in the northwest direc-
tion (Marconi et al. 1994). As denoted in the lower left
panel of Figure 2, we define two circum-nuclear regions
with moderate Fe Kα emission as CNR-E and CNR-SE,
which are our main interest in this paper. Also, the cen-
tral region is labeled as Nucleus. Table 3 lists detailed
information on the three subregions. The deprojected dis-
tances of the CNR-E and CNR-SE regions are estimated
to be ≈60 pc from the SMBH. This estimate assumes that
the subregions associate with a counterpart of the north-
west Hα ionization cone (Elmouttie et al. 1998a), inclined
by 70 degrees with respect to our sightline.
4.4 Spatially Resolved X-ray Spectral Analyses
Based on X-ray spectral analyses, we confirm that the Fe
Kα line is the result of X-ray illumination by the central en-
gine. We extract 3.0–7.5 keV spectra from the two circular
regions (CNR-E and CNR-SE) with a 1-arcsec radius. We
exclude the soft X-ray band (< 3 keV) because non-AGN
emission such as optically thin thermal emission from the
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Table 4. Best-fit Parameters
Region Γ Norm IFe I Kα IFe I Kβ IFe XXV Heα IFe XXVI Lyα EWFe I Kα C-stat./d.o.f
(10−7 photons (10−7 photons cm−2 s−1) (keV)
keV−1 cm−2 s−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9)
CNR-E −1.6± 0.6 0.50
+0.72
−0.38
21± 4 6.9
+3.1
−3.0
1.8
+1.8
−1.5
0.0 (< 1.9) 2.3
+1.4
−0.8
152/179
CNR-SE 1.2
+1.6
−1.3
12
+83
−10
6.5
+2.4
−2.2
0.34 (< 2.24) 0.18(< 1.40) 0.61 (< 2.40) 4.8
+19.6
−3.3
97/119
Notes.
Columns: (1) Subregion name. (2)-(3) Photon index and normalization of the power-law component. (4)-(7) Normalizations of
the iron lines. (8) Equivalent width of the 6.4 keV Fe Kα line. (9) C-statistic value over degrees of freedom.
SF largely contributes to it and complicates the analyses.
The data above 7.5 keV are filtered because of the low ef-
fective area, and in order to avoid uncertainty in edge of the
AGN model, which is incorporated into spectral fits. Note
that the pile-up effect is negligible (< 5%) in the two sub-
regions (Section 4.3). Background spectra are estimated
from a blank 50-arcsec radius circle located in the same
CCD. Response files are generated using the CIAO tool
specextract. We examine time variability within each
observation based on the Gregory–Loredo algorithmiv, and
find it to be insignificant. Thus, we average the individual
spectra. We bin the spectra so that each energy bin has
at least one count. In the same way as in Section 4.4, the
best-fits are determined using the C-statistic technique on
XSPEC. The spectra do not show significant variability
between the two observations, and thus are fitted simulta-
neously with a single model to improve the SNR, without
merging them.
Figure 3 shows the spectra folded by the response func-
tion. We uniformly fit a power-law plus four Gaussian
functions (zgauss in XSPEC terminology), reproducing
the Fe Kα line at 6.40 keV, the Fe Kβ line at 7.06 keV, the
Fe XXV Heα line at 6.68 keV, and the Fe XXVI Lyα line at
6.97 keV. The line widths are fixed at σ = 20 km s−1 or 0.4
eV by assuming that the iron atoms couple with molecules,
whose velocities are roughly estimated from the ALMA
data (Section 5.1.1). Note that even if the line widths are
fixed at 0 eV, our conclusion is not affected. The AGN
emission determined in Section 4.2.1 is further incorpo-
rated through response files produced by assuming a point
source located in the AGN position. This component is
fixed for simplicity. In summary, the free parameters are
the normalization and photon index (Γ) of the power-law
component, and the line normalizations. The fit results
are summarized in Table 4. We significantly detect Fe Kα
lines in the CNR-E and CNR-SE regions, whose EWs are
2.3+1.4−0.8 keV and 4.8
+19.6
−3.3 keV, respectively. Such high EWs
can be reproduced if a direct photoionizing X-ray source is
not seen in the sightline and the reflected X-ray emission
dominates the continuum (e.g., Terashima & Wilson 2001;
ivhttp://cxc.harvard.edu/ciao/threads/variable/
Nobukawa et al. 2010; Tanimoto et al. 2018).
Motivated by the above results, we further fit the spec-
tra by replacing the power-law with a more physically-
motivated model of pexrav. The model calculates a re-
flected continuum spectrum from an optically thick neutral
slab with a solid angle (R ≡ Ω/2pi) irradiated by a cut-
off power-law component (Magdziarz & Zdziarski 1995).
We fix the normalization, photon index, and cut-off en-
ergy of the incident power-law component to 0.7 photons
at keV−1 cm−2 s−1 at 1 keV, 2.31, and 160 keV based on
the result of Are´valo et al. (2014). The inclination angle
to the slab, which has little impact on results, is repre-
sentatively fixed at 60◦. The same power-law and incli-
nation angle are adopted also in below models if required.
Thus, the pexrav model has the only free parameter of
the solid angle (R). The best-fit models of CNR-E (C-
statistics/d.o.f = 160/180) and CNR-SE (C-statistics/d.o.f
= 98/120) are obtained with R = 5.7+0.8−0.7 × 10
−4 and R =
2.4+1.0−0.9×10
−4. Their EWs are estimated to be 4.1+1.5−1.1 keV
and 2.6+2.4−1.5 keV, respectively. Although the face values of
the solid angles suggest very tiny reflection material, these
can be interpreted as lower limits, given that the normal-
ization of the power-law component may be suppressed
by absorption. If we alternatively fix the solid angle to
1 and leave the power-law normalization free, we can get
4.0± 0.5× 10−4 photons keV−1 cm−2 s−1 for CNR-E and
1.7±0.4×10−4 photons keV−1 cm−2 s−1 for CNR-SE. We
can also reproduce the spectra well using pexmon (Nandra
et al. 2007) instead of pexrav. The model gives the sum
of the continuum from the pexrav model (Magdziarz &
Zdziarski 1995), the fluorescence lines of Fe-Kα, Fe-Kβ,
and Ni-Kα, and the Compton shoulder of the Fe-Kα line, in
a self-consistent way. The fitting returns almost the same
solid angles (R = 7.6+0.8−0.7 × 10
−4 with C-statistics/d.o.f =
200/182 and R = 2.8± 0.6× 10−4 with C-statistics/d.o.f
= 101/122 for CNR-E and CNR-SE, respectively). In the
same manner as in the case of pexrav, we fit the spectra
by fixing R at 1 and allowing the normalization to vary,
and obtain 5.3+0.6−0.5 × 10
−4 photons keV−1 cm−2 s−1 for
CNR-E and 1.9± 0.4× 10−4 photons keV−1 cm−2 s−1 for
CNR-SE. Finally, we fit the xillver model (Garc´ıa et al.
2013), a more complicated reflection spectral model than
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the pexmon model. That allows us to change the ionization
state. In the fits, the normalization (an alternative param-
eter of the solid angle) and the ionization parameter (ξX)
for X-ray (1–1000 Ry energy) emission (see Equation (10)
in Garc´ıa et al. 2013 for its definition) are left as free pa-
rameters. In either region of interest, we obtain the low-
est ionization parameter accepted by the model (ξX = 1).
This favors ξX ∼ 0.2, estimated by assuming gas at 60
pc distance from the nucleus being irradiated by X-ray
emission with ≈ 3× 1042 erg s−1through an medium with
NH =10
23.9 cm−1 (i.e., optical depth = 1 for X-rays at the
K-edge energy of neutral iron). Thus, we suggest that the
gas in the CNR-E and CNR-SE regions is irradiated by
X-ray emission from the central AGN.
5 ALMA DATA ANALYSES
5.1 Reduction and Reprocessing of ALMA Data
We reprocessed the ALMA data via the Common
Astronomy Software Application (CASA) software pack-
age (McMullin et al. 2007) and adopted the same sys-
tem versions as those used in the Quality Verification
by the ALMA Regional Center. To extract signals from
the molecular emission lines, we subtracted the continuum
component from the data cube via the task uvcontsub.
The continuum level was determined by fitting line-free
channels with the first-order function. Then, we analyze
the ALMA (a) and (b) datasets according to the scientific
purpose of use.
We used the (a) dataset mainly to constrain the molec-
ular gas properties through the molecular line ratios. The
dataset was composed of two observations. We matched
their spatial and velocity resolutions to extract the spec-
tra under the same conditions as much as possible. We
thus applied the clean task with uvcoverage = 13–250kλ
to match the uv-coverage. The range was covered by
the two observations. The channels were binned such
that the velocity resolution was ≈20 km s−1: 20.3 km
s−1 for CO(J=3–2), 17.8 km s−1 for HCN(J=3–2), 19.9
km s−1 for HCN(J=4–3), 17.7 km s−1 for HCO+(J=3–
2), and 19.8 km s−1 for HCO+(J=4–3). We adopted
Briggs-weighting with robust = 0.5 and gain = 0.1 to
produce images with high resolution and high sensitiv-
ity per beam. The primary beam image correction was
made via impbcor. Finally, we applied the imsmooth
task to match the beam sizes to the worst of 1.01×1.37
arcsec2 (≈20×27 pc2) with PA = 48.8 degrees, which was
achieved for the HCN(J=3–2) line. Note that the task
was not applied for the HCO+(J=3–2) line because of al-
most the same beam size (i.e., 1.00×1.37 arcsec2). The fi-
nal continuum-subtracted data had RMS noise of 5.3 mJy
beam−1 for CO(J=3–2), 2.5 mJy beam−1 for HCN(J=3–
2), 6.8 mJy beam−1 for HCN(J=4–3), 2.7 mJy beam−1 for
HCO+(J=3–2), and 7.3 mJy beam−1 for HCO+(J=4–3).
These values were estimated from the emission-free chan-
nels. For the CO(J=3–2) line, some negative signals were
found around the line, likely due to the high brightness and
sparse uv-coverage. Thus, to make the correction, we sim-
ply added the systematic error of 240 mJy beam−1 when
fitting the spectra.
Figure 4 shows the velocity-integrated intensity maps
(Moment 0), intensity-weighted mean velocity maps
(Moment 1), and intensity-weighted velocity dispersion
maps (Moment 2) of the five lines. Smoothing was not
conducted. The Moment 0 maps were made by calculating
the 0th moment over the VLSR range of 200–650 km s−1.
The other moment maps were produced in the same VLSR
range, but 10σ clipping was further applied. Note that the
Moment maps of the CO(J=3–2) line only take account of
the statistical error.
In contrast to the (a) dataset, the (b) dataset was used
to reveal the molecular gas distributions in detail by ex-
ploiting the high SNR. We produced the HCO+(J=4–3)
line data cube via the clean task using the same options
adopted above. However, we increased the velocity res-
olution to 9.8 km s−1 so as not to miss the broad com-
ponents. Setting a different velocity resolution does not
largely affect our discussion. The primary beam correc-
tion was conducted using the impbcor task. Figure 5 shows
the Moment 0, 1, and 2 maps of HCO+(J=4–3). Except
for the Moment 0 map, 10σ clipping was applied. We
adopted a wider channel range of VLSR = 150–700 km
s−1 to cover broad but faint components. High RMS noise
of 0.73 mJy beam−1 was achieved, while the beam size
was 0.61×0.59 arcsec2 with PA = −1.25. Note that the
Moment 2 map shows a bit higher values than that cre-
ated using the (a) dataset. We confirmed that line fluxes
and velocity-integrated brightness temperatures used for
discussion were however consistent between the (a) and
(b) datasets.
5.1.1 Basic Molecular Line Properties
We constrain the basic quantities of the emission lines
in the three subregions (Nucleus, CNR-E, and CNR-
SE) through the spectra taken with a single synthesized
beam (≈1.01×1.37 arcsec2) centered at each region (see
Figure 5). The Gaussian functions are fitted as shown in
Figure 6. The best-fits are determined using the least chi-
square method. We cannot achieve acceptable fits to the
Nucleus spectra using a single Gaussian function. Thus,
two functions are adopted. The spectra taken from CNR-E
10 Publications of the Astronomical Society of Japan, (2018), Vol. 00, No. 0
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Fig. 4. (Left) Velocity-integrated intensity maps created using channels from VLSR = 200 to 650 km s−1. The contour levels
are 5σ, 10σ, 20σ, 40σ, and 80σ, where σ is 0.24 Jy beam−1 km s−1, 0.61 Jy beam−1 km s−1, 0.23 Jy beam−1 km s−1, and
0.55 Jy beam−1 km s−1 for HCO+(J=3–2), HCO+(J=4–3), HCN(J=3–2), and HCN(J=4–3), respectively. Negative signals
at −5σ are also shown in red contours, if present. (Middle) Intensity-weighted mean velocity maps. The contours represent
the VLSR with steps of 25 km s−1. (Right) Intensity-weighted velocity dispersion maps with the contours separated by
10 km s−1. The bottom-left filled ellipses represent beam sizes of 1.37×1.00 arcsec2 with PA = 49.2 degrees, 1.02×0.80
arcsec2 with PA = 54.9 degrees, 1.37×1.01 arcsec2 with PA = 48.8 degrees, and 1.02×0.79 arcsec2 with PA = 52.8 degrees
for HCO+(J=3–2), HCO+(J=4–3), HCN(J=3–2), and HCN(J=4–3), respectively. The SMBH position is denoted with the
black (Moment 0 and 2) or magenta (Moment 1) star.
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Fig. 4. (Left) Velocity-integrated intensity map of CO(J=3–2) created using channels from VLSR = 200 to 650 km s−1. The
white contour levels are 5σ, 10σ, 20σ, 40σ, 80σ, 160σ, and 320σ, where σ is 0.521 Jy beam−1 km s−1. Negative signals
at −10σ and −5σ are also shown in red contours. (Middle) Intensity-weighted mean velocity map. The contours represent
the VLSR with steps of 25 km s−1. (Right) Intensity-weighted velocity dispersion map with the contours separated by 10
km s−1. The bottom-left filled ellipses represent a beam size of 1.09×0.84 arcsec2 with PA = 50.8 degrees. The SMBH
position is denoted with the black (Moment 0 and 2) or magenta (Moment 1) star.
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Fig. 5. (Left) Velocity-integrated intensity map of HCO+(J=4–3) created using channels from VLSR = 150 to 700 km s−1.
The contour levels are 5σ, 10σ, 20σ, 40σ, 80σ, and 160σ, where σ is 0.054 Jy beam−1 km s−1. Negative signals at −5σ
are also shown in red contours. The spectra in Figure 6 were extracted using the synthesized beams centered at the yellow
crosses, except for the Nucleus, the spectra of which are taken from the center (the cyan star). (Middle) Intensity-weighted
mean velocity map. The contours represent the VLSR with steps of 25 km s−1. (Right) Intensity-weighted velocity dispersion
map with the contours separated by 10 km s−1. The bottom-left filled ellipses represent a beam size of 0.61×0.59 arcsec2
with PA = −1.25 degrees. The SMBH position is denoted with the cyan (Moment 0 and 2) or magenta (Moment 1) star.
and CNR-SE are well reproduced using a single Gaussian
function. Because the HCN(J=4–3) lines in the CNR-E
and CNR-SE regions are weak, we fix their velocity widths
and line centers at those constrained at each HCN(J=3–2)
line. Table 5 summarizes the parameters of the Gaussian
functions, and the resultant velocity-integrated intensities
and brightness temperatures.
5.1.2 RADEX Non-LTE Modeling
The physical and chemical properties of the molecular gas
are constrained by comparing the observed molecular line
ratios to those predicted by the non-local thermodynamic
equilibrium (non-LTE) code of RADEX (van der Tak et
al. 2007). We simulate 10 combinations of line ratios taken
from the five lines for various kinetic temperatures (Tkin),
hydrogen densities (nH2), and hydrogen column densities
(Nmol). A spherically, homogeneous geometry is assumed
in the code. The molecular line transition rates are com-
piled from the Leiden Atomic and Molecular Database
(LAMDA; Scho¨ier et al. 2005). We cover the gas kinetic
temperature within Tkin = 10–600 K for steps of ∆Tkin
= 10 K, the gas density within lognH2/cm
−3 = 2–7 for
steps of ∆ lognH2/cm
−3 = 0.5, and the column density
within logNH2/cm
−2 = 20–25 for steps of ∆logNH2/cm
−2
= 0.5. In addition, the HCN to HCO+ abundance ratio
([HCN]/[HCO+]) is varied from 1 to 10 for steps of 1 by
considering previous studies that indicated the enhanced
HCN abundance in AGN host galaxies (e.g., Kohno 2005;
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Fig. 6. Molecular emission lines of CO(J=3–2), HCO+(J=3–2), HCO+(J=4–3), HCN(J=3–2), and HCN(J=4–3). From left
to right, the figures present the spectra extracted from the Nucleus, CNR-E, and CNR-SE regions with a beam size of
≈1.01×1.37 arcsec2 (≈20×27 pc2). Each scale bar in each top left corner corresponds to 1σ error. In the Nucleus spectra,
the two Gaussian functions and the total are plotted with dotted and solid lines, respectively. In the remaining spectra, each
single Gaussian function is plotted with a solid line.
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Table 5. Molecular Line Properties
Molecular line νrest Region a σ vLSR Peak flux I I
(GHz) (Jy beam−1 km s−1) (km s−1) (km s−1) (Jy beam−1) (Jy beam−1 km s−1) (K km s−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9)
CO(J=3–2) 345.796 Nucleus2 32.6±13.6 20.0±4.4 510±3 0.649±0.307 13.9±7.2 102±53
234±16 51.1±3.2 439±4 1.83±0.17 99.6±11.1 736±82
113.4±13.2∗ 838±98∗
CNR-E 1 93.7±5.6 22.6±1.6 350±2 1.65±0.15 39.8±4.6 294±34
CNR-SE 1 81.6±3.3 29.5±1.4 448±1 1.11±0.07 34.7±2.7 256±20
HCO+(J=3–2) 267.558 Nucleus2 7.99±2.00 41.3±6.3 403±11 0.077±0.023 3.40±1.13 42.3±14.0
10.2±2.0 36.6±3.5 487±6 0.111±0.024 4.34±1.03 54.0±12.8
7.73±1.52∗ 96.4±19.0∗
CNR-E 1 1.78±0.13 15.9±1.3 354±1 0.045±0.005 0.757±0.103 9.43±1.28
CNR-SE 1 1.88±0.26 23.2±3.7 459±4 0.032±0.007 0.797±0.212 9.93±2.64
HCO+(J=4–3) 356.734 Nucleus2 17.8±4.1 54.9±9.3 411±14 0.129±0.037 7.56±2.52 52.5±17.5
9.98±3.95 32.2±4.8 496±5 0.124±0.052 4.24±1.91 29.4±13.2
11.8±3.2∗ 81.9±21.9∗
CNR-E 1 1.54±0.36 19.9±5.4 353±5 0.031±0.011 0.652±0.291 4.53±2.02
CNR-SE 1 2.14±0.38 28.0±5.7 449±6 0.030±0.008 0.908±0.309 6.30±2.15
HCN(J=3–2) 265.886 Nucleus2 8.31±2.77 57.0±9.9 424±20 0.058±0.022 3.53±1.46 44.1±18.3
4.16±2.68 34.3±6.3 495±5 0.048±0.032 1.77±1.23 22.1±15.4
5.30±1.91∗ 66.2±23.9∗
CNR-E 1 0.694±0.126 18.7±3.9 350±4 0.015±0.004 0.295±0.102 3.69±1.27
CNR-SE 1 1.07±0.14 17.6±2.6 462±3 0.024±0.005 0.456±0.113 5.70±1.41
HCN(J=4–3) 354.505 Nucleus2 11.5±2.0 53.5±8.5 413±11 0.086±0.020 4.87±1.39 34.2±9.8
5.17±1.85 26.9±4.7 499±4 0.077±0.031 2.20±0.96 15.5±6.7
7.07±1.69∗ 49.7±11.8∗
CNR-E 1 0.403±0.217 18.7† 350† 0.009±0.005 0.171±0.092 1.20±0.65
CNR-SE 1 0.902±0.174 17.6† 462† 0.020±0.004 0.383±0.074 2.69±0.52
Notes.
Columns: (1) Molecular line name. (2) Rest frequency. (3) Subregion name. The exact positions are listed in Table 3 and are
marked in Figure 5. Here, the superscripts represent the number of the Gaussian function(s) used to fit each spectrum. (4)–(6)
Parameters defined in the Gaussian function of a/
√
2piσ2 exp{−(v − vLSR)2/2σ2}. (7)–(8) Peak flux density and velocity-
integrated flux density. (9) Velocity-integrated brightness temperature, derived from (8) by adopting a beam size of 1.01×1.37
arcsec2, except for the HCO+(J=3–2) line, for which the 1.00×1.37 arcsec2 beam is adopted. Note that all estimates are based
on the spectra binned at ≈ 20 km s−1 resolutions and corrected for the primary beam attenuation. ∗ These values take account
of the two Gaussian functions. † These values are fixed at those constrained in each HCN(J=3–2) line.
Table 6. Molecular Line Ratios
Region HCO
+(J=3–2)
CO(J=3–2)
HCO+(J=4–3)
CO(J=3–2)
HCN(J=3–2)
CO(J=3–2)
HCN(J=4–3)
CO(J=3–2)
HCO+(J=4–3)
HCO+(J=3–2)
(1) (2) (3) (4) (5) (6)
HCN(J=3–2)
HCO+(J=3–2)
HCN(J=4–3)
HCO+(J=3–2)
HCO+(J=4–3)
HCN(J=3–2)
HCN(J=4–3)
HCN(J=3–2)
HCN(J=4–3)
HCO+(J=4–3)
(7) (8) (9) (10) (11)
Nucleus 0.0527±0.0142 0.107±0.031 0.0359±0.0145 0.0639±0.0170 2.03±0.74
0.681±0.280 1.21±0.41 2.99±1.47 1.78±0.81 0.596±0.214
CNR-E 0.0147±0.0026 0.0169±0.0078 0.0057±0.0021 0.0044±0.0024 1.15±0.54
0.387±0.144 0.299±0.166 2.97±1.67 0.773±0.494 0.261±0.182
CNR-SE 0.0178±0.0055 0.0270±0.0094 0.0101±0.0030 0.0113±0.0024 1.52±0.69
0.569±0.207 0.637±0.228 2.67±1.19 1.12±0.39 0.419±0.164
Notes.
Columns: (1) Subregion name. (2)–(11) Line ratios derived from fluxes in units of erg cm−2 s−1. The
absolute flux uncertainty (10%) was taken into account if required.
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Izumi et al. 2013, 2016). For the other abundance ratios,
we adopt canonical values of [CO]/[H2] = 6× 10
−5 and
[HCO+]/[H2] = 8× 10
−9, equivalent to those observed in
galactic molecular clouds (Blake et al. 1987). We con-
firm that even if we vary the abundances to [CO]/[H2] =
5× 10−5 and [HCO+]/[H2] = 2× 10
−9, estimated in other
galactic molecular clouds (Blake et al. 1987), our conclu-
sion in Section 6.3 is not strongly affected. The line ve-
locities are fixed at the average 3σ width of the five lines:
330 km s−1, 120 km s−1, and 140 km s−1 for the Nucleus,
CNR-E and CNR-SE regions, respectively. Our calcula-
tion also takes account of the blackbody radiation with
Tbg = 2.73 K as the uniform background emission. In
summary, the free parameters are Tkin, nH2, Nmol, and
[HCN]/[HCO+]. These parameters are constrained by the
chi-square method. The line ratios are calculated using
fluxes in units of erg cm−2 s−1. Those observed are listed
in Table 6. The fitting results are summarized in Table 7.
6 DISCUSSION
6.1 Spatial Comparison between Fe Kα Line and
Molecular Emission Line
Figure 7 shows the spatial distributions of the 6.4 keV
Fe Kα and HCO+(J=4–3) lines at ∼0.5 arcsec (≈10 pc)
resolution. The most interesting feature is the spatial
anti-correlation between the two emission lines. The iron
line traces the gas irradiated by the hard X-rays from
the AGN (see Section 4.4), and it is irrelevant whether
the gas is in the molecular or atomic phase. In addi-
tion, the line is effectively emitted when X-rays propa-
gate into the dense gas given the low cross-section. The
HCO+(J=4–3) line may also become luminous in such
dense gas regions if abundant molecular gas is available
as well, but is faint in regions with bright Fe Kα line emis-
sion. The molecular emission seems to be brighter rather
in the outer side. Thus, this anti-correlation indicates that
molecules are dissociated into atoms in the proximity of the
AGN due to the harsh X-ray radiation. Then, outer sur-
faces of the CNR-E and CNR-SE regions may correspond
to the atomic-to-molecular gas transition boundary (right
panel of Figure 7) within which photoelectrons produced
by X-rays can greatly dissociate molecules. Although the
Nucleus region is apparently closest to the central AGN, an
amount of molecular gas is present. This is likely because
we observe the molecular gas that is located far enough
away from the central engine not to be effectively disso-
ciated into atomic gas, like those found outside the other
subregions. High inclination angles (∼ 70◦) of the host
galaxy as well as the molecular gas around the center,
kinematically modeled by Izumi et al. (2018), support this
idea.
6.2 Diagram of Molecular Gas Line Ratios
Based on the velocity-integrated temperature ratios, we
briefly discuss molecular gas properties in the subregions.
We can focus on the AGN effect rather than that of the
SF, given that our spectra were taken in the proximity of
the nucleus at the 20 pc scale and the SF is not influential
due to the low SFR of 0.1 M⊙ yr
−1 in the central 75 pc
(Esquej et al. 2014).
Figure 8 shows a diagram of the HCN(J=4–
3)/HCN(J=3–2) and HCO+(J=4–3)/HCO+(J=3–2) ra-
tios. Note that the ratios take into account an absolute flux
uncertainty of 10%. The Nucleus region shows the high-
est values in both ratios. The same diagram was made by
Imanishi et al. (2018), who compiled AGN host and star-
burst galaxies. As judged from their Figure 26, the ratios
of Circinus are low and comparable to those of starburst
galaxies. NGC 7469, an unobscured AGN, also shows simi-
lar, low line ratios. If an AGN is able to heat the surround-
ing gas more effectively via X-ray emission rather than SF
via UV emission, elevated line ratios would be expected
for the AGN host galaxy. However, this was not observed.
A possible cause is molecular gas dissociation, as discussed
in Section 6.1. Indeed, if the molecular gas density is lower
than the critical densities (∼ 106−7 cm−3), the excitation
level can become not so sensitive to the kinetic tempera-
ture or heating. At last, we note that the slightly higher
HCO+ line ratios than the HCN ones probably reflect that
HCO+ can be more easily excited due to a lower critical
density than that of HCN (e.g., Greve et al. 2009).
Figure 9 shows a scatter plot between the HCN and
HCO+ line ratios at J=4–3 and J=3–2. These ratios have
been studied extensively (e.g., Kohno 2005; Imanishi et al.
2010; Imanishi & Nakanishi 2014; Izumi et al. 2013; Izumi
et al. 2016; Garc´ıa-Burillo et al. 2014), and several stud-
ies have reported enhanced HCN emission in AGN host
galaxies. Thus, questions remain as to whether AGN can
be probed from the HCN line. Using data with high spa-
tial resolution, Izumi et al. (2016) showed that AGN host
galaxies may have HCN(J=4–3)/HCO+(J=4–3) >
∼
1 (see
also Viti et al. 2014; Garc´ıa-Burillo et al. 2014). However,
Circinus has significantly lower values, implying that it
may be difficult to identify all AGN based on HCN emis-
sion. As argued by Izumi et al. (2016), the HCN(J=4–
3)/HCO+(J=4–3) ratio does not correlate with AGN X-
ray luminosity. Thus, an alternative mechanism, such as
mechanical energy inputs by AGN jets/outflows or cosmic-
rays, would be more influential regarding the HCN en-
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Table 7. Physical Parameters of Molecular Gas
Region logNH2/cm
−2 logn(H2)/cm
−3 Tk [HCN]/[HCO
+] χ2
(K)
(1) (2) (3) (4) (5) (6)
Nucleus 24.5+0.5−0.0 5.0
+0.0
−0.5 290
+110
−100 3±0 0.45
CNR-E 24.5+0.5−4.5 3.5
+1.5
−0.5 200
+130
−150 2±1 0.71
CNR-SE 23.5+1.5−0.0 4.5
+0.0
−1.5 130
+270
−50 4
+1
−2 0.42
Notes.
Columns: (1) Subregion name. (2) Molecular hydrogen gas column density.
(3) Molecular hydrogen gas density. (4) Kinetic temperature. (5) Abundance
ratio between the HCN and HCO+ molecules. (6) Chi-square value.
Fig. 7. (Left) Color-coded ratio between the 6.2–6.5 keV and 3.0–6.0 keV images, corresponding to a proxy of the Fe Kα
line equivalent width, and the HCO+(J=4–3) velocity-integrated intensity map (white contour). (Right) The same figure as
in the left panel, except for the use of color and the illustration that represents possible atomic to molecular gas transition
boundaries (green dashed lines). The magenta and white stars are located at the SMBH position.
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hancement. No report on such a signature for Circinus is
consistent with this idea.
6.3 XDR Model
We quantitatively discuss the gas in the three subregions
along with the XDR model, developed by Maloney et al.
(1996). The gas-phase abundance of C and O with re-
spect to H is assumed to be 3.0× 10−4 and 5.0× 10−4,
respectively. The X-ray spectrum incident on the medium
is made up of single power-law emission. A key parame-
ter for the discussion is the effective ionization parameter,
which determines the fractional abundances of atomic and
molecular gas species (see their Figure 3). The parameter
is calculated as
ξeff ≃ 0.1
LX,44
nH2,4R
2
100N
α
H,22
, (1)
where LX,44, nH2,4, R100, NH,22, and α represents the 1–
100 keV luminosity in units of 1044 erg s−1, the hydrogen
molecular gas density in units of 104 cm−3, the distance
from the X-ray source in units of 100 pc, the hydrogen
column density of the gas that attenuates the incident
X-ray flux in units of 1022 cm−2, and an X-ray photon
index-dependent value, respectively. The last factor (α) is
specifically expressed as α= (Γ+2/3)/(8/3), and takes into
account that softer spectra are more heavily absorbed. As
canonical X-ray parameters for discussion, we adopt the 1–
100 keV luminosity (L1−100 keV) of 1.3×10
43 erg s−1 and
the photon index of 2.31, derived from the NuSTAR data
(Are´valo et al. 2014). The photon index corresponds to
α≈1.1. As detailed below, we can draw the same conclu-
sion based on estimates from other hard X-ray observato-
ries of BeppoSAX, INTEGRAL, and Suzaku (Soldi et al.
2005; Yang et al. 2009).
The molecular gas density has been derived from the
non-LTE analyses (Section 5.1.2). The distances from the
center to the CNR-E and CNR-SE regions were set to 62 pc
and 60 pc, respectively. The distance appropriate for the
Nucleus region is difficult to determine due to the sight-
line. We here representatively consider R > 60 pc. This
is based on the discussion in Section 6.1 that the Nucleus
molecule we observe is equivalent to those seen outside
the other subregions (>
∼
60 pc). Here, it may be stressed
that robust constraint on the plausible atomic to molec-
ular transition boundary is essential to calculate ξeff , and
is achieved by exploiting the high spatial resolution (≈
0.5 arcsec) data taken by ALMA and Chandra. Finally,
we assume logNH/cm
−2 = 23.9, where the medium be-
comes optically thick for the 7.1 keV photon, the K-edge
of neutral iron. This assumption is reasonable given that
such photons are used up in the subregions, except for the
Table 8. Effective ionization parameters
Region log ξeff
(1) (2)
Nucleus [< −4.0]
CNR-E [−4.6 ∼ −2.6]
CNR-SE [−4.0 ∼ −2.5]
Notes.
Columns: (1) Subregion name. (2)
Effective ionization parameters de-
fined in Equation 1.
Nucleus, and the fluorescent line is not bright beyond them
(Figure 7).
As summarized in Table 8, the ionization parameters in
the CNR-E and CNR-SE regions are logξeff =−4.6∼−2.6
and −4.0 ∼ −2.5, respectively. These are consistent with
log ξeff ≈ −3.0, above which the XDR model predicts a
large fraction of the molecular hydrogen to be dissociated
into atomic hydrogen. The low ionization parameter of
log ξeff < −4.0 in the Nucleus is consistent with a mod-
erate amount of the molecular gas still remaining therein
(Figure 7). Seemingly, this is contrary to the prediction
of the XDR model, that is, the increase of the ionization
parameter with decreasing distance. As already discussed
(Section 6.1), this apparent discrepancy can be resolved
by considering that the molecular gas in the Nucleus is
located far away from the central source and makes it dif-
ficult to confirm the model prediction. Even if the abun-
dances different from the default values are assumed (see
Section 5.1.2), our conclusion does not change within 2σ.
X-ray parameters we adopt are also the factors of uncer-
tainty. Soldi et al. (2005) derived L1−100 keV = 1.6× 10
42
with Γ =1.8 and L1−100 keV = 1.4× 10
42 with Γ = 1.5
by fitting INTEGRAL/ISGRI+SPI and BeppoSAX /PDS
spectra, respectively. Also, Yang et al. (2009) repro-
duced Suzaku/XIS+HXD broadband X-ray spectra with
L1−100 keV = 3.8× 10
42 and Γ = 1.58. In either case, low
ionization parameters of logξeff ≈−3 are derived, however.
Thus, generally the spatial anti-correlation between the Fe
Kα and molecular gas emission lines can be interpreted as
the molecular gas dissociation by the AGN X-ray radia-
tion.
Our study provides new insights into the nuclear struc-
ture of Circinus as well as highly obscured Compton-thick
objects. As proposed by Izumi et al. (2018), Circinus is
expected to have a radiation-driven fountain torus within
∼ 10 pc (e.g., Wada 2012 and Wada et al. 2018). Because
the model has low molecular/atomic gas densities in its po-
lar regions, emission from the vicinity of the SMBH should
preferably escape through them. Optical ionization cones
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in the northwest direction (Marconi et al. 1994) is likely
the result, while its counterpart is invisible due to dust
lanes even if any. This time, the Fe Kα emission is de-
tected in the corresponding region, and supports the pres-
ence of a kind of the putative narrow line region behind the
dust. Another interesting point comes from the fact that
the Fe Kα emission is effectively produced in regions with
high column densities (NH ∼ 10
24 cm−2). The Fe Kα line
at ∼60 pc suggests that a fraction of the X-ray emission
that escaped from the torus is blocked by CNR-scale thick
structures. That is, such CNR-scale material has potential
to strongly contribute to obscuration if it is located in the
sightline.
6.4 SF in X-ray-irradiated Regions
We discuss the subsequent impact of X-ray radiation on
SF. A suppressed SFR is expected in the X-ray-irradiated
regions, given the positive correlation between the molec-
ular gas and SFR surface densities (e.g., Kennicutt et al.
2007; Bigiel et al. 2008). Roche et al. (2006) reported a
Gemini South/T-ReCS long-slit spectroscopy observation
of Circinus at 0.27-arcsec resolution with the slit width
of 0.36 arcsec (Telesco et al. 1998). They observed the
11.3 µm polycyclic aromatic hydrocarbon (PAH) emission,
whose luminosity is a proxy of the SFR. The less dust ex-
tincted PAH emission is convenient for tracing SFs, even
in the dusty nuclear region. The T-ReCS slit was placed
at two PAs of 100◦ and 10◦. The former roughly cor-
responds to the orientation towards the CNR-SE region
from the Nucleus (see Figure 1 of Roche et al. 2006 for the
slit configuration). They detected significant PAH emis-
sion around the CNR-SE region. However, they concluded
that the emission originated from the foreground against
the dust obscuration, and were not associated with the
ionization cone behind the dust. Hence, the SF may be
inactive in the CNR-SE region, and the X-ray-irradiated
region as well. This is consistent with expectations involv-
ing molecular gas dissociation. In the case of Circinus,
the X-ray effect is limited within ∼100 pc, but if the X-
ray (1–100 keV) luminosity reaches 1045 erg s−1, like the
most luminous AGN, the size could be ∼ 1 kpc where
lognH2/cm
−3 = 3 and log ξeff = −3 are assumed. Thus,
in this case, the X-ray emission may have non-negligible
impact, even on galaxy-scale SF.
7 SUMMARY
Our main aim was to understand the effects of AGN X-ray
emission on gas. Using Chandra and ALMA, we inves-
tigated the physical and chemical conditions of the gas
in the central ∼100 pc of Circinus at 0.5 arcsec, ≈10-
pc resolution. The high penetrating power of X-ray and
submm/mm wavelengths, covered by Chandra and ALMA
respectively, is highly suited to study of the nuclear dense
gas region with a small bias against the absorption and
dust extinction. The 6.4 keV Fe Kα line was used to map
the X-ray-irradiated gas irrespective of its molecular and
atomic phases. The map was compared to that of the
molecular HCO+(J=4–3) emission line (Figure 7).
Our results indicate that molecular gas emission is faint
in regions with bright Fe Kα line emission and bright in
the outer regions. These results imply that the molecular
gas close to the AGN becomes dissociated, and on the far
side, atomic-to-molecular gas transition boundaries form.
We have quantitatively discussed this possibility accord-
ing to the XDR model developed by Maloney (1999). The
effective ionization parameter (Equation 1), which charac-
terizes the fractional abundance of molecular and atomic
gas species, was constrained in each subregion (Nucleus,
CNR-E and CNR-SE). Those estimated in the CNR-E and
CNR-SE regions were high enough to support the idea.
Furthermore, we have discussed the X-ray irradiation ef-
fect on SF; the inactive SF in X-ray-irradiated regions may
indicate that it consequently suppresses SF, particularly in
the proximity of AGN.
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Appendix A Supplemental Chandra data
In Section 4.3, we have created the X-ray images from the
ObsID = 12823 and 12824 data, obtained without the grat-
18 Publications of the Astronomical Society of Japan, (2018), Vol. 00, No. 0
ing. Here, we try to increase the SNR by taking account
of 0th order images, and the data obtained for SN 1996cr,
∼20 arcsec away from Circinus. Table A summarizes our
data set here. Some of the data are excluded mainly
because of the emergence of a point source around the
CNR-SE region or very short exposures (< several ksec).
Figure A, created from the ObsID = 10225 data, shows the
source, making the analysis and discussion more complex.
In summary, the total exposure increases by 214 ksec, or ef-
fectively by ∼132 ksec at 6.5 keV given the ∼60% reduced
effective areav. The 6.2–6.5 keV-to-3.0–6.0 keV image ra-
tio is calculated in the same manner as in Section 4.3,
and its image is compared with the intensity map of the
HCO+(J=4–3) line in Figure B. The result suggests that
particularly in the CNR-E region we can still see the anti-
correlation, while in the CNR-SE region it seems to be not
as clear as in Figure 7. The latter might be because we
selectively exclude the data that have signals in CNR-SE
in order to avoid the contamination from the point source.
It would be however accepted that the molecular line is
generally faint in regions with bright Fe-Kα emission.
We finally mention the region around RA, Decl. =
14h13m09.40s, -65d20m22s, where the Fe-Kα line with a
moderately high EW (∼ 1 keV) can be detected as in-
ferred from Figure B. Therein, the molecular lines seem
to be very faint (it is clear particularly in the CO(J=3–
2) Moment 0 map), consistent with a decreased molecular
density. It is however difficult to draw a robust conclusion
in the same way as in Section 6.3, because of the faintness.
Hence, we do not discuss this further.
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