synapses were significantly greater than expected by chance. They went on to reason that, if the actual trajectories of axons do in fact serve the purpose of bringing them Furthermore, the results depended on whether the presynaptic inhibitory cell was actually connected to the close to preferred synaptic partners, there might be quantifiable differences in the relationships between axlabeled "postsynaptic" cell and on the type of postsynaptic cell. When there were no actual connections, the ons and dendrites for neighboring neurons that are connected compared to those that are not. To test for such numbers of potential synapses were not greater than chance. But when the cell pairs were actually connected, differences they used combined anatomical and physiological data in which 88 pairs of cortical neurons were there were more potential synapses than expected by chance. And the spatial scale at which the potential recorded simultaneously. In the live tissue, these neurons were tested to determine whether they were funcsynapses were found depended on the postsynaptic cell type. When there was an actual connection from a tionally connected. Then the cells were filled with dye and anatomically reconstructed in three dimensions.
presynaptic inhibitory neuron to a postsynaptic inhibitory neuron there were almost 3-fold more potential This allowed an analysis of spatial relationships between the axonal and dendritic arbors of each neuron pair. It shaft synapses than the chance level, but no increase in the number of potential spine synapses. When there was then possible to assess whether there were any differences that depended on whether the cells were was an actual connection from a presynaptic inhibitory neuron to a postsynaptic pyramidal neuron there were actually connected.
Stepanyants et al. developed new analysis methods 56% more shaft synapses than chance and 26% more spine synapses. These differences are as predicted from to quantify these relationships, but they were based on a concept introduced previously by the same research the lack of spine synapses onto postsynaptic inhibitory neurons and the presence of inhibitory connections onto group. This is a conceptual entity that they call the potential synapse (Stepanyants et al., 2002) . The idea is both spines and shafts of pyramidal neurons. Thus, not only do inhibitory axons take more convothat when an axon and dendrite pass by each other within a close enough distance, there is the potential to luted paths than excitatory axons, these paths take them closer to the cells with which they actually connect than form a synapse. They consider two types of potential synapses corresponding to the two types most often to cells with which they do not connect. And these close encounters are at the correct spatial scale for the type observed in real connections. The first is a synapse made onto a postsynaptic dendritic spine and the secof synapse that is formed onto each type of postsynaptic neuron. The increased rates of close encounters do not ond is made onto a dendritic shaft. These two different types of potential synapses differ in their spatial scale.
appear to be the result of the connection bias per se, because both connected and unconnected cell pairs Spine synapses can potentially occur over relatively large distances by virtue of the growth of new spines have potential synapses. For example, even unconnected cell pairs have an average of 2.2 potential shaft to make contact with the axon-this distance is 1-2 m. Shaft synapses require much closer proximity-just synapses and 6.6 potential spine synapses. And despite larger values for potential spine synapses, the numbers 0.2-0.4 m. In previous studies it was shown that the number of potential synapses made between excitatory of potential synapses between inhibitory neurons exceed chance values only for the less common potential pyramidal neurons far exceeds the actual number of synapses (Stepanyants et al., 2002) . This suggested that shaft synapses. These studies are likely to be extended in the future specificity could be achieved by selective growth of dendritic spines to achieve the preferred arrangement by consideration of interactions between the multitude of specific inhibitory neuron types. Some of these inhibiof connections-like the kids running out to the ice cream truck. tory cell types tend to make more synapses onto shafts and cell bodies, while others are more likely to make In the present analysis, the numbers of potential synapses were calculated for neighboring cell pairs that synapses onto spines. Thus, the increased incidence of potential shaft versus spine synapses onto pyramidal were simultaneously labeled in the same tissue. To determine whether these values exceeded chance levels, it cells might also depend on the type of presynaptic inhibitory neuron. It will be necessary to collect data from was necessary to construct a statistical measure which took into account the unique morphological features of many more cell pairs of various inhibitory neuron types before this can be resolved. But this should not detract the axonal and dendritic arbors of each cell pair. This was done by calculating the numbers of potential synfrom the present study-complete 3D reconstruction of 88 neuron pairs is already a heroic undertaking. apses after the two cells' positions were shifted relative to each other so that the morphologies were preserved These new observations make important new contributions to our understanding of cortical circuits. First, but the true positions in the neuropil were not. The numbers of potential synapses for the shifted distributions they confirm quantitatively what had been observed anecdotally. Excitatory axons take straighter paths through were then compared to the actual numbers for the unshifted pairs.
the neuropil than inhibitory neurons. Second, they show that, for inhibitory neurons, the precise relationships As expected from the analysis of axon paths, the re-between the axons and dendrites of connected cells are not arbitrary. The arbors come into close enough proximity to potentially make synapses more frequently than expected just from their characteristic branching patterns. These relationships are likely to reflect the mechanisms by which specific connections are formed and maintained. The paths of inhibitory axons, like the mail carrier, take them to just the right place so that they can make the very close encounters required for shaft synapses. But the paths of excitatory axons, like the ice cream truck, take straighter paths. They presumably rely on the higher probability of chance interactions over the distances that spines can reach. Perhaps if these connections are specific, the specificity is reflected in the arrangement of dendritic spines. 
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