Currently, feature-based visual Simultaneous Localization and Mapping (SLAM) has reached a mature stage. Feature-based visual SLAM systems usually calculate the camera poses without producing a dense surface, even if a depth camera are provided. In contrast, dense SLAM systems simultaneously output camera poses as well as a dense surface of the reconstruction region. In this paper, we propose a new RGB-D dense SLAM system. First, camera pose is calculated by minimizing the combination of the reprojection error and the dense geometric error. We construct a new type of edge in g2o, which adds the extra constraints built with the dense geometric error to the graph optimization. The cost function is minimized in a coarse-to-fine strategy with GPU which contributes to the enhancement of system frame rate and promotion of large camera motion convergence. Second, in order to generate dense surfaces and provide users with a feedback of the scanned surfaces, we use the surfel model to fuse RGB-D streams and generated dense surface models in real-time. The surfels in the dense model are updated with embedded deformation graph to keep them consistent with the optimized camera poses after the system performs essential graph optimization and full Bundle Adjustment (BA). Third, a better 3D model is achieved by re-merging the stream with the optimized camera poses when the user ends the reconstruction. We compare the accuracy of generated camera trajectories and reconstruction surfaces with the state-of-the-art systems based on the TUM and ICL-NIUM RGB-D benchmark datasets. Experimental results show that the accuracy of dense surfaces produced online is very close to that of later re-fusion. And our system produces better results than the state-of-the-art systems in terms of the accuracy of the produced camera trajectories.
INTRODUCTION
The visual odometry work proposed by Mouragon et. al.
1 is the first real-time application of Bundle Adjustment (BA), followed by the SLAM work of Klein and Murray: Parallel Tracking and Mapping (PTAM).
2 PTAM is the first SLAM system that separate tracking and mapping into two tasks. The camera tracking thread calculates camera poses with motion-only BA, and the mapping thread generates a sparse feature map. The mapping thread also frequently performs computationally expensive batch optimizations to improve the accuracy of camera poses and feature positions independent of the real-time operation of the camera tracking thread. ORB SLAM2 3, 4 is a recently developed visual SLAM system which improves over PTAM. As with PTAM, the system utilizes two separate threads to handle camera tracking and feature mapping. Covisibility graph 5, 6 is constructed for large-scale scene operations. Tracking and mapping are concentrated in a local window which is independent of the size of the global map. Strong edges can be obtained from the covisibility graph. And it is efficient to optimize the essential graph established with loop closure edges and strong constraints. The system also utilizes DBoW2 7 to detect loop closures and achieves better performance of relocalization than PTAM. Essential graph optimization and full BA are performed to distribute camera tracking drift when a new loop closure determined. Currently, feature-based visual SLAM systems, for example, ORB-SLAM2, 3, 4 achieve super-tracking accuracy, expand to a large-scale spatial region without a significant increase in computing consumption and relocate efficiently when the system is lost.
Dense SLAM draws great attention since the birth of consumer RGB-D cameras such as Microsoft Kinect and Google Tango. Depth information is obtained with infrared coded structured light 8 or time-of-flight techniques. KinectFusion 9, 10 is the first real-time dense mapping system. The system fuses RGB-D streams and generates dense surfaces with the truncated signed distance function (TSDF) model. 11 The reconstruction region is represented by voxels of equal size which is very memory expensive. In order to improve the memory usage efficiency when utilizing TSDF model, Nießner et al. 12 propose the voxel hashing approach representing the scene with voxels only around the actually measured surfaces. Whelan et al.
13, 14 utilize a cyclical buffer in GPU to expand the reconstruction spatial region. Apart from the TSDF model, surfel 15 is also a commonly used model in dense mapping systems. As surfels only exist around the scene surfaces, the model is also memory efficient.
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ElasticFusion 17, 18 is a state-of-the-art dense mapping system using surfel model. The system detects local loop closures by registering the depth maps rendered from active and inactive models. And global loop closures are detected with the randomized ferns algorithm. 20 ElasticFusion employs surface deformations to maintain the produced surface consistent with the map distribution mode when a new loop closure is determined. Recently, Dai et al. 21 open the source code of BundleFusion. BundleFusion achieves impressive results with the reconstruction of room-sized scenes. The system needs two powerful GPUs to achieve real-time frame rates. Dense SLAM systems typically compute camera pose by directly registering the new frame with the map projected from the global model without extracting features. The photometric error 22 and point-to-plane distance error 23 are commonly used in dense mapping systems. Compared to the registration methods used in the feature-based visual SLAM system, the approaches used by the dense mapping system are more robust to motion blur and low-texture areas. The produced dense surface is also more useful than the sparse feature map generated by the feature-based SLAM.
In this paper, we combine the advantages of the feature-based visual SLAM and the dense SLAM. When calculating camera poses, we combine the reprojection error and point-to-plane distance error that commonly used in the ICP algorithm. [23] [24] [25] Currently, feature-based visual SLAM, for example, ORB-SLAM2, calculates camera poses using the motion-only BA method implemented based on g2o. 26 We create a new type of edge in g2o to minimize the dense ICP geometric error. The combination of the reprojection error and ICP geometric error is minimized in a coarse-to-fine strategy. To generate dense surfaces, we use the surfel model 15 to merge RGB-D streams. we use four threads in our system: tracking, local mapping, loop closing and dense mapping. The tracking thread calculates camera poses by optimizing the combination of dense geometric errors and sparse reprojection errors. The local mapping and loop closing threads follow the flow of the ORB-SLAM2 system. Dense surfaces are generated by the dense mapping thread and provided to the users as a feedback for the scanned area. If a new loop closure is detected, we perform essential graph optimization and full BA, The positions and normals of the surfels in the dense model are also updated with embedded deformation graph so that they are consistent with the updated feature map. A Better 3D model can be produced by re-fusing the input stream with the optimized camera trajectory when the user finishes the reconstruction.
SYSTEM OVERVIEW
Our system is built on the ORB-SLAM2 system. 4 The overview of our system is displayed in Figure 1 . In addition to the three threads in the ORB-SLAM2 system, we create another thread to fuse RGB-D streams and generate dense surfaces. The camera tracking thread minimizes the combination of the reprojection error and dense ICP geometric error. 26 Following ORB-SLAM2, we search feature correspondences between the sparse feature map and the current frame to construct reprojection errors. The ICP geometric errors are established with the correspondences established with the depth images of the current frame and the last frame. The local mapping thread follows the pipeline of that in the ORB-SLAM2 system. We also use DBoW2 to detect loop closure candidates and perform pose graph optimization and full BA when a new loop closure is determined. We also construct a constraint set to optimize the embedded deformation graph 27 in the loop closing thread. The constraint set is built with the optimized and unoptimized pose graphs and passed to the dense mapping thread. The dense mapping thread integrates RGB-D images into the global surfel model and optimizes the embedded deformation graph if the constraint set is not empty. The produced dense surfaces are updated with embedded deformation graph to maintain them consistent with the optimized camera poses. The details of the tracking, loop closing, and dense mapping threads are given in Section 3, 4 and 5. The experimental results are presented in Section 6. 
TRACKING
Apart from detecting corner points and extracting descriptors as done in ORB-SLAM2 system, we also calculate the normal and position images of three pyramids to prepare for the coarse-to-fine dense geometric registration. Following ORB-SLAM2, camera pose is initialized with the constant velocity motion model and refined in two steps. First, we refine the camera pose by registering the current frame with the last frame. The feature points observed by the last image are projected onto the current image. The corner points in the neighborhood of the projection point are collected, and the point that closest in the descriptor is selected as the correspondence. The reprojection errors are established with the feature correspondences. We use the projective data association algorithm 9, 10 to search for correspondences between depth images. The point in the current depth image is projected to the last image, and the point closest in the Euclidean distance is selected as the correspondence. The dense geometric constraints are established with the correspondences established with the depth images. The geometric constraint is defined to minimize the point-to-plane distance error of the corresponding point. We create a new type of edge in g2o 26 to implement the dense geometric constraints. Camera pose is calculated by minimizing the combination of the reprojection error and the dense geometric error implemented based on g2o. Second, the camera pose is further refined by registering the current frame with the local map. The feature correspondences are constructed between the current frame and the local map. The procedure is repeated as that when registering the current frame with the last frame. We give more details about the reprojection error and the dense geometric error below.
The reprojection error is defined as:
where v i f is the global position of the feature i in the sparse map. The pixel coordinate of the corresponding point that found in the current image is defined by z i . The camera pose is T , and the estimated incremental value is defined as exp( ξ). K is the camera intrinsic matrix. Dehomogenisation of the projected point v = (x, y, z) is given as Π(v). We have omitted the conversions between the 3-vectors and their corresponding homogeneous 4-vectors to simplify the notations.
To implement the constraints built with point-to-plane distance errors, we create a new type of edge in g2o. ORB-SLAM2 constructs one edge for each feature correspondence. However, it is inefficient to build a separate edge for each constraint in dense registrations for the large number correspondences. We create a new type of edge in g2o to implement the dense constraints established with the dense geometric registration. The geometric error is to minimize the point-to-plane distance of corresponding points. The cost function is defined as:
where v i is the position of a vertex in the current frame. The position and normal of the corresponding point in the last image are denoted as v i c and n i c . T l is the pose of the last frame. The pose of the current frame T is estimated with constant velocity motion model that used in the ORB-SLAM2 system. The corresponding points are established with the projective data association algorithm.
9, 10 Linearizing the transformation around the identity we get:
where b and H are defined as:
The equation can be minimized by solving the following linear system:
Decomposition of the matrix H and vector b gives the equation:
We crate a new type of edge in g2o with the estimated Jacobian J and residual r in Equation 7 to implement the constraints that constructed with the dense geometric registration. The reduction operation of Equation 4 and 5 are implemented with GPU. The reduction results are passed to CPU and decomposed to form the Jacobian J and residual r of a g2o edge. The minimized total cost function is given by:
The dense registration is minimized in a coarse-to-fine strategy. The cost function 8 is optimized with three steps. The outliers of the correspondences are removed in each round. If camera pose is successfully calculated, the new RGB-D frame and the calculated camera pose are passed to the dense mapping thread for dense surface fusion. A new keyframe is also decided as done in ORB-SLAM2 and passed to the loop closing thread.
LOOP CLOSING
Following ORB-SLAM2, we use DBoW2 to detect loop closure candidates. Essential graph optimization and full BA are performed when a new loop closure is determined. The essential graph optimization and full BA distribute camera tracking drift and improve the accuracy of keyframe poses and feature positions. In order to keep consistent with the updated camera poses and feature positions, we use the embedded deformation graph to update the positions and normals of the surfels in the produced dense surfaces. The pose graphs that before and after optimizations are used to build constraints for the embedded deformation graph optimization. The constraints established with the optimized and unoptimized keyframe poses in the pose graphs correct the produced surface according to the updating of the pose graph. More details about how to construct the embedded deformation graph constraint is defined in Section 5.
Since ORB-SLAM2 may insert new keyframes when the loop closing thread performs optimization. We record the IDs of all the keyframes in the pose graph before performing pose graph optimization and BA. After the optimizations, we retrieve the keyframes from the optimized pose graph again, The translations of the keyframe pose before and after optimization and the timestamp are used to form a constraint. The constraint is given as (v bef , τ bef , τ con ), where v bef and v af t are the translations of the poses before and after optimization, and τ con is the keyframe timestamp. The established constraints are passed to the dense mapping thread and used for the embedded deformation graph optimization.
DENSE MAPPING
We follow ElasticFusion when fusing the new RGB-D frames. RGB-D streams are fused with surfel model. Each surfel in the dense model stores position, normal, color, radius, and timestamp information. 16 Following ElasticFusion, we divide the surfels into an active model and an inactive model according to their timestamps. Since system drift is inevitable in a visual SLAM system, the reconstructed dense surface may not be accurate enough. If system suffers from large camera tracking drift, registration the new frame with the entire model will paralyze the reconstructed surface when camera revisits a place. The produced surfaces by the systems such as voxel hashing, 12 InfiniTAM 28 and BundleFusion 21 struggle when system revisits a place and suffers from large camera drift. Therefore, in our system, the new RGB-D image is integrated into the active model.
In the dense mapping thread, if the constraint set passed from the loop closure thread is not empty, we build an embedded deformation graph. The nodes of the embedded deformation graph are sampled from the unoptimized pose graph transferred from the loop closing thread. The keyframes are sorted according to their timestamps and processed sequentially. If the distance of a keyframe to the latest sampled graph node is larger than the threshold d g , the keyframe is selected as a graph node. The value d g can be adjusted according to the reconstruction region size. A large one will be selected when reconstructing large-scale spatial regions. The position g i and timestamp τ i of each node are initialized with the translation and timestamp of the corresponding keyframe. The nodes are connected with its k neighbors closest in times as displayed in Figure 2 . We set k to 4 in our system. Each node holds a 3 × 3 affine transformation matrix R i and a 3 × 1 vector t i The surfels in the model are also associated with the embedded deformation graph nodes. For each surfel, we first search the node n c closest in time. The nodes S c close to the node n c in time are collected and the surfel is associated with the m nodes in S c nearest in the Euclidean distance. We first optimize the embedded deformation graph in the dense mapping thread when a new loop closure is detected. The position and normal of each surfel in the dense model are updated according to the optimized parameters of the associated graph nodes. The equation of updating surfel positions is given as:
nodes of the embedded deformation graph keyframes reconstructed surfels Figure 2 . The embedded deformation graph and pose graph in our system.
The surfel normals are updated using the following formula:
where the position and normal of the surfel i in the dense model are given by v i and n i . w j (v i ) represents the effect of the node j on the surfel i. The node near the surfel in the Euclidean distance would impose a large influence. The weight is given as:
where d max denotes the distance to the k + 1 nearest node. k is the number of the nodes utilized to update the surfels.
We optimize the embedded deformation graph if the constraint set passed from the loop closing thread is not empty. There are three terms in the cost function. The first term keeps the rigidity of the affine transformation matrix stored in each node. The minimized equation is given as:
The second is the regularization term to maintain the smoothness of the parameters across the neighbor nodes. The equation is given as:
The constraint (v bef , v af t , τ con ) established in the loop closing thread are used to optimize the embedded deformation. The error established with the constraint (v bef , v af t , τ con ) is given as:
where φ(v bef ) is the vector by transforming the translation vector v bef according to Equation 9 . The nearest k nodes in time are selected to transform φ(v bef ) when applying Equation 9 . The constraints constructed with the trajectories maintain the consistency between the generated dense surfaces and the optimized keyframe poses.
The local mapping thread constantly optimizes camera poses and feature positions in the local map. The generated dense surface should be ideally updated to maintain the consistency. However, we find that the dense surface generated online in the dense mapping thread is very close in reconstruction accuracy to them produced by re-merging with the optimized frame poses when the user finishes the reconstruction. If the highest accuracy surface is desired, we re-fuse the RGB-D stream and produce the surface again with the optimized frame poses. There is only a little difference between the dense surface generated online and the surface produced afterward which is demonstrated by the experimental results in Section 6.
EXPERIMENTAL RESULTS
Our system is compared to the state-of-the-art dense mapping systems on the accuracy of produced camera trajectories. The systems that we compare with include DVO SLAM, 29 Kintinuous, 13 ElasticFusion, 17, 18 and ORB-SLAM2. 3, 4 All the systems are implemented by the authors. We evaluate the accuracy of camera tracking on the TUM RGB-D benchmark datasets 30 using the absolute trajectory error (ATE). The experimental results are presented in Table 1 As displayed in Table 1 , feature-based systems include ORB-SLAM2 and our system behave better than the dense mapping systems including DVO SLAM, Kintinuous, and ElasticFusion. Our system performs better than ORB-SLAM2 due to the combination of the geometric error and dense registration error when calculating camera poses. DVO SLAM achieves good results on the fr1/360 and fr1/rpy sequences. The system establishes extra pose constraints between keyframes and utilizes pose graph optimization to improve the accuracy of frame poses. The system usually works well with the scenes abundant with texture features. DVO SLAM outputs camera poses only, does not fuse RGB-D streams and cannot produce dense surfaces. According to Table 1 , our system performs better upon the most sequences in term of the accuracy of camera trajectories. Since there are few loop closures in the TUM RGB-D datasets, the local BA constantly executed by the local mapping thread performs better than the pose graph optimization in DVO SLAM. Combined optimization of feature positions Table 2 . Comparison of reconstruction accuracy results on the ICL-NUIM benchmark datasets. 31 We calculate the mean distance from each point of the generated dense surface to the nearest point on the surface of the ground truth model.
The local mapping thread in our system performs local BA to optimize feature positions and keyframe poses. The produced dense surfaces by the dense mapping thread should ideally be updated to keep them consistent with updated keyframe poses. To evaluate the reconstruction surface accuracy that generated by the dense mapping thread online, we re-fuse the sequences with the output trajectories by our system to produce surfaces again The surfaces generated online and re-fused with the output trajectories are compared on the ICL-NIUM benchmark datasets. 31 The results are presented in Table 2 . As shown in Table 2 , the surfaces accuracy produced by re-fusing the sequences are only little better than the surfaces generated online. If more highly accurate surfaces are desired, the user can re-merge the streams and reconstruct the surfaces again.
In the living room sequences of the ICL-NIUM benchmark datasets, the virtual camera moves within smallsized regions when synthesizing the sequences of kt0, kt1, and kt2. No loop closure is detected by our system and several local loop closures are detected by ElasticFusion. In the sequence kt3, the virtual camera moves around the living room, and close a loop at the end sequence. We find that ElasticFusion does not produce a satisfactory result on the sequence kt3 as displayed in Figure 3 . A few of global loop closures are detected by ElasticFusion around a neighbor area. The surfaces produced around the loop closure are gradually deformed and pulled apart as displayed in (a). In contrast, our system produces a satisfactory result as displayed in (b)
We also find that ElasticFusion may produce unsatisfactory results when the system suffers from the large tracking drift as displayed in Figure 4 . ElasticFusion does not update the surface due to a large output error when optimizing the embedded deformation graph. In contrast, our system behaves better as shown in (b) and (d). The constraints established with the system trajectories stabilize large surface deformations.
CONCLUSION
We propose a novel feature-based dense mapping system. The novel system is built on the famous ORB-SLAM2 system. We combine the dense geometric error and the sparse reprojection error when calculating camera poses. A new type of edge in g2o is created to implement the constraints established with dense geometric registration. We fuse the RGB-D streams with surfel model and produce dense surfaces as real-time feedback of the scanned (c) (a) (b) (d) Figure 4 . Reconstruction results of a department hall. We move an RGB-D camera around the hall side for a long distance and finally close a loop when recording the sequence. (a) shows the generated surface by our system before deforming the model. (b) is the result after we detect the loop closure and correct the surface with embedded deformation graph. The surfaces produced around the loop closure are aligned well as shown in (d). The loop closure are successfully detected by ElasticFusion. 17, 18 However, the system does not update the surface because of the large error when optimizing the embedded deformation graph.
regions to the users. Following ORB-SLAM2, we detect loop closures and perform essential graph optimization and full BA to distribute camera tracking drift. Dense surfaces are corrected with embedded deformation graph to keep them consistent with the updated camera poses. A better 3D model can be achieved by re-merging the stream and reproducing the dense surface.
Currently, IMU SLAM systems 32-34 achieve robust and accurate results compared with the visual SLAM. We intend to integrate IMU measurements to our system.
