ABSTRACT In this paper, we propose a novel controller design technique which is applicable to nonlinear systems. Based on the classical power shaping methodology, we establish some sufficient conditions which are able to guarantee the stability of the resulting closed-loop system. By relaxing some preliminary conditions, the particular expression of the nonlinear controller is given and the asymptotic stability of desired equilibria can be proved according to the Lyapunov theory. To motivate the application of the new proposed controller design technique and illustrate its feasibility, we verify the proposed methodology with a magnetic levitated system. Moreover, simulation results are presented to show the performance of the designed controller.
I. INTRODUCTION
Power shaping is a nonlinear control technique whose stabilisation is achieved by shaping the power instead of shaping the energy as is conventionally done in standard passivity-based control (PBC). Since its publication, power shaping has attracted considerable attention because of its theoretical and practical importance. Although it was first introduced in [1] as an alternative for stabilization via energy shaping to overcome the so called dissipation obstacle [2] - [4] for the stabilization of RLC circuits, it has been applied widely to general nonlinear systems and proved to be highly successful for a variety of nonlinear physical systems, see for example [5] , [6] , [8] , [14] , [21] and the references therein.
Although the basic idea of power shaping stems from the description of circuit systems in the Brayton-Moser form [10] , in recent years, power shaping has been extended from RLC circuits to many directions. In [7] , a general methodology was introduced for systems whose dynamics are not naturally in Brayton-Moser form. In [14] , power shaping was extended to general systems and a dynamic version of power shaping was presented in [15] , then the result of simplifying the matching equations via coordinate changes was presented in [8] . Despite the achievements have been made, the major obstacle that hampers the application of power shaping is still the existence of the solutions for partial differential equations (PDEs) subject to stability constraint [5] . To the best of the authors' knowledge, there are no general methodologies has been found for solving this problem effectively in existing literature up to now.
In this work, inspired by [9] and [14] , we propose a more general methodology based on classic power shaping methodology to realize the control objective of nonlinear systems. The core idea of the proposed method relies on the passivity theory and Poincaré Lemma. The novelties and contributions of this paper are threefold. First, we relax the conditions of classical power shaping and it is clear that from the conditions of power shaping we can derive that of the new proposed technique, but the converse is not true. From the point view of mathematics, classical power shaping is a special case of our new proposed technique, which implies the new method is more applicable. Second, utilizing a lemma from the literature, the PDE produced in the control design procedure can be solved and the explicit expression of the controller is presented. Moreover, since the shaped function P d (x) will serve as the Lyapunov function automatically if all assumptions are satisfied, we do not need to seek for the Lyapunov function. Finally, compared with most existing results focused on nonlinear systems based on linearization, our proposed method deal with nonlinear systems directly and thus is more accurate.
The remaining of this paper is organized as follows. Section II formulates the control problem and briefly recalls the classical power shaping methodology. Section III presents the derivation of the new design method. In section IV, the proposed method is applied to a magnetic levitated system and simulation results are utilized to illustrate the effectiveness of the designed controller. Finally, the paper is finished in Section V.
Notation: For functions P(x) : R n → R, we define the operators ∇P ( ∂P ∂x ) and ∇ 2 P ∂ 2 P ∂x 2 . For vector functions C : R n → R m , we define its (transposed) Jacobian matrix ∇C(x) [∇C 1 (x), . . . , ∇C m (x)] [19] . For a constant element x * ∈ R n and any mapping F : R n → R m we denote F * F(x * ).
II. BACKGROUND ON PRELIMINARIES
To make the paper self-contained, we briefly review the principles of power shaping in this section. The origin of power shaping comes from the point view of circuits theory, that is, the dynamic equations of RLC circuits can be described as a particular formulation, namely the Brayton-Moser form [10] 
where
T with i L and v C represent inductor currents and capacitor voltages respectively.
R n C ×n C are the inductance and capacitance matrix respectively. P : R n L +n C → R is called the circuit's mixed-potential function and V s is the voltage resource. Pre-multiply system (1) byẋ , it follows that,
Noting thatṖ
thus after reordering matrix terms, (2) can be written aṡ
Then, a nature idea with respect to equation (4) is that, if we can find a matrix function G(x) ∈ R n×n , with n = n L + n C , verifying G(x) + G(x) ≤ 0, we are able to make the observation that (5) with the output
by integrating (4). From above we get a power balance inequality with the port variables V s and y. Furthermore, if the mixed-potential function P(x) is bounded from below, we have the conclusion that the system is passive and more details can be found in [1] .
It is clear that, to achieve the objective mentioned above, the essential task is to find a function P a (x) : R n → R such that
that is, we need to solve the PDE
for all x. Then the closed-loop system Gẋ = ∇P d will be stable in the sense of Lyapunov provided the condition x * = arg minP d (x) is satisfied, where P d (x) = P(x) + P a (x) serves as a natural Lyapunov function.
It can be noted that, the control objective of the so called power shaping technique is obtained mainly by solving the PDE (8) and determine a new well-defined mixed-potential function P d (x), which is served as a Lyapunov function actually. This illustrates the core idea of power shaping, that is, to achieve the goal of stabilization by shaping the mixedpotential function via state-feedback, in this case, the mixedpotential function is directly related to circuit power instead of energy, hence the technique is named as power shaping.
III. THEORETICAL RESULTS
The central objective of this paper is to propose a much simpler design procedure to improve the classical power shaping. Consider general nonlinear systems of the forṁ
Fix an equilibrium state x * ∈ R n where x ∈ R n , and u, y ∈ R m are the input and output of the system respectively. Next, we will show in detail how to stabilize system (9) by our proposed control approach. First of all, let us briefly recall Poincaré Lemma here, which is constructive for our follow-up developments.
Lemma 1 (Poincaré Lemma):
Inspired by [9] and [14] , the theorem presented below illustrates a new nonlinear control approach which proved to be quite effective and practical to the stabilization of system (9) .
Theorem 1: Consider the system given in (9), assume there exists an invertible matrix G : R n → R n×n and a control law
Then the system in closed-loop with the static feedback control law u can be proved to have an asymptotically stable equilibrium x * with Lyapunov function P d (x).
Proof: With the help of Poincaré Lemma, we have that condition A.2 is equivalent to the existence of a function P d :
Combing this with the condition A.1 which implies matrix G is invertible, we obtaiṅ
where the last inequality is established invoking the matrix theory that
for any full rank matrix F. On the other hand, the condition A.3 means that x * is a minimum of function P d , Therefore, P d is able to serve as a Lyapunov function and x * is an asymptotically stable equilibrium. This completes the proof. We have presented a basic version of our proposed nonlinear control technique in Theorem 1 and the stability of the system equilibrium can be guaranteed. However, the condition A.1 is a little restrictive to some extent, and the specific expression of the nonlinear controller is still not derived. In view of these shortcomings of Theorem 1, our main attention is then devoted to relaxing condition A.1 and derive the explicit expression of the desired controller. As a result, Theorem 2 is presented to address aforementioned problems.
Before proceeding further, we introduce the following Lemma to assist the proof of Theorem 2.
Lemma 2 [17] : Given q, p ∈ R n , u ∈ R m , and g ∈ R n×m , with n ≥ m and rank {g} = m, g ⊥ g = 0, then we have
The proof is completed noting that the square matrix g ⊥ g is full rank. Theorem 2: Consider the system given in (9), assume there exists an invertible matrix G : R n → R n×n and a scalar function
is able to stabilize systems (9) and ensures x * is a stable equilibrium with Lyapunov function P d (x). Furthermore, x * will be asymptotically stable if, in addition, either one of the conditions below is satisfied. B.4 The condition B.1 is satisfied with strict inequality. B.4 The largest invariant set contained in the set
equals {x * }.
Proof: According to Lemma 2, we can conclude from condition B.2 and the expression of control u that, there exists a function P d (x) such that
then follow the proof of Theorem 1 we haveṖ d ≤ 0, which combines with condition B.3 imply that x * is a stable equilibrium of closed-loop system.
It remains to show the the asymptotic stability of x * . Noting the conditions B.4 and B.4 , we have the conclusion that, when Assumption B.4 holds, P d is a strict Lyapunov function and asymptotic stability follows immediately. On the other hand, if Assumption B.4 is satisfied, the asymptotic stability follows by invoking La Salle's invariance principle [16] .
Finally, it is worth noting that in the proof of the Lyapunov stability, we do not need to construct a Lyapunov candidate. More precisely, once the function P d (x) satisfy all the given conditions, it will serve as the Lyapunov function for the closed-loop system naturally, which is an important merit of the proposed method.
IV. APPLICATION OF THE TECHNIQUE A. SYSTEM MODEL DESCRIPTION
Consider a well-known magnetic levitated system [2] which is composed of an iron ball in a magnetic field that produced by a signal electromagnet. The dynamic equations of the magnetic levitated system are given as
where all the symbols are standard. λ is the flux which is a function of θ , θ denotes the distance between the nominal position of the ball and its center. m stands for the mass of the iron ball, F stands for the force produced by the electromagnet, R is the resistance and g is the gravity constant. According to some basic physical knowledge, we have
and
where L is the inductance value. Therefore, it is clear that the first equation of (10) is established by Kirchoff's voltage law and the second equation of (10) is established by Newton's Law. On the other hand, a proper approximation for the inductance is given as
which is restricted in the domain −∞ < θ < 1 and k represents some positive constant which relies on the number of coil turns. For ease of subsequent calculations, the nominal gap has been normalized to one. It is obvious that system (10) is not suitable for controller design directly, hence we have to transform it. To this end, we define new system states as x = λ θ mθ T , then a more compact form of system (10) can be described as
Now, we can obtain from above equations that the desired equilibrium we need to stabilize is x * = √ 2kmg x 2 * 0 T .
Therefore, the control objective is to design a proper controller to regulate system states x * = x 1 x 2 x 3 T to the desired value x * by applying the proposed control technique.
B. CONTROLLER DESIGN
In this subsection we show how to apply the proposed control technique to a magnetic levitated system, as a result, the designed controller is quite simple and easy to realize in application. Consider the magnetic levitated system (14) , to design the control, we select the matrix G as
It is easy to verify that
hence B.1 of Theorem 2 is satisfied for all x.
We then compute
and it is straight that
To satisfy the condition B.2, we force
that is, we have
Considering that the condition B.2 has to be satisfied, we let A 22 be a constant J , specifically,
from which we obtain ∂u
78662 VOLUME 6, 2018
combine above equation with (17), we have
Now, we have
it is obvious that condition B.2 of Theorem 2 is satisfied, thus there exists a function P d (x) such that
Next, it is clear that
can be guaranteed for all positive parameters a and k, hence all the conditions of Theorem 2 are satisfied and the nonlinear controller can be designed as
Simulations are carried out to test the performance of the proposed nonlinear controller. The parameter values are given as [18] . That is, R = m = k = 1, g=9.8, the desired x 2 * = 2 and the initial conditions in all simulations are
In Fig.1 , we present the open loop system state responses, which show the state trajectories without control and it can be observed that the open loop system is obvious not stable. Then we implement the proposed controller to open loop system, by setting H = 5 and J = 30, we obtain Fig.2 , from which we can see the system states converge to the desired equilibrium. To illustrate the advantage of the proposed controller, we also give Fig.3 (Fig.4) , in which parameters are chosen as H = 3 and J = 6 (H = 2 and J = 2). Compared with Fig.2 , smaller values for parameters H and J are taken for the nonlinear controller, as a result, the curves in Fig.3 and Fig.4 converge more fast, which means by choosing different controller parameters, we are able to regulate performance of the proposed controller.
V. CONCLUDING REMARKS
We have presented in this paper a new controller design technique for nonlinear systems. The main features of the proposed method lies in that conditions of power shaping are relaxed and less conservatism is introduced. Moreover, the proposed method deals with nonlinear systems directly and the linearization procedure is not needed, which is quite different from most existing literatures. Therefore, compared with existing results based on linearization, our proposed method is more applicable for nonlinear systems. Finally, a magnetic levitated system is used to show the effectiveness of the new controller design technique and simulation results are also presented. 
