Missing data is a common complication in data analysis. In many medical settings missing data can cause difficulties in estimation, precision and inference. Multiple imputation (MI) [1] is a simulation based approach to deal with incomplete data. Although there are many different methods to deal with incomplete data, MI has become one of the leading methods. Since the late 80's we observed a constant increase in the use and publication of MI related research. This tutorial does not attempt to cover all the material concerning MI, but rather provides an overview and combines together the theory behind MI, the implementation of MI, and discusses increasing possibilities of the use of MI using commercial and free software. We illustrate some of the major points using an example from an Alzheimer disease
INTRODUCTION
Incomplete data occupy a central place in public health and clinical research. Almost every researcher has to deal with incomplete data from time to time, and some have to deal with them on a regular basis. There are several methods to deal with missing data, including ad-hoc methods such as case deletion, and mean substitution and more principled methods such as maximum likelihood methods, multiple imputation (MI), or others. All these methods have been developed in order to allow the researcher to make statistically valid inferences on parameters under study, but not all of them do. Since most data analysis methods and software were developed to handle complete data (rectangular), even a small amount of missing data can cause great harm (bias, inefficiency etc.). Therefore there is a need to consider the importance of the missing data issue [2] . This paper is concentrated on one of the many methods to deal with incomplete data sets, multiple imputation. New development of MI methodology has proliferated in the literature [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] .
Although Missing at random (MAR) is a non-testable assumption, it has been pointed out in the literature that we can get very close to MAR if we include enough variables in the imputation models ([4, pp. 27-28] , [12, 14, 15] ). In addition, efficient estimation with nonignorable missing data requires good prior knowledge about the missing data mechanism due to the fact that the data contain no information about which non-ignorable models would be appropriate, and because the results would usually be sensitive to the assumed non-ignorable model. For these reasons, in this paper we decided to focus on ignorable models. We will discuss possible consequences of violating the ignorability assumption.
In order to illustrate the missing data procedure, we are using data collected by the National Alzheimer Coordinating Center (NACC). Since 1984 the center has maintained a cumulative database on subjects from approximately 30 National Institute of Aging (NIA)-funded Alzheimer disease (AD) centers. In our example, we are using an observational study of AD. While clinical data are available for all subjects (N=34,874), postmortem data are only available for the subset of those who died and underwent autopsy (N1=1536). In this example we are going to investigate the two neuropathological (NP) diagnostic criteria, NIA/Reagan (D1) and the Khachaturian criteria, the Consortium to Establish a Registry for Alzheimer Disease CERAD (D2), with the clinical dementia diagnosis of Alzheimers (T). In this data set some of the subjects' true status was verified (V = 1) while others were not. The importance of this example is the fact that only 4.5% have complete data, but if we use only those who received an autopsy, we will lose the majority of the data. Using MI allows us to use all the available data.
Our tutorial has three objectives:
1. To review key theoretical ideas formulating the basis of MI (section 2) and its implementation (section 3). 2. To provide a limited software availability list and the main purpose of each package, and to provide simple code which the reader will be able to use with minor modifications. 3. To illustrate by example the implementation of MI to deal with categorical missing data.
The remainder of this paper is arranged in the following manner: Section 2 provides an overall review of MI and more information about the assumptions and theory behind it. Section 3 introduces the implementation issues of the imputation stage. This section discusses imputation techniques, and different data types that will require different imputation models. Section 4 summarizes different types of commercial and free software. Section 5 demonstrates the application of MI using a data example. Section 6 is a summary of the important issues presented in the paper.
THE THEORY BEHIND MULTIPLE IMPUTATION

Overall review
Multiple imputation (MI) was designed for complex surveys that are used to create public-use data sets to be shared by many users. It has been proven that MI is very valuable in many other settings as well. The goal of MI is to provide valid inference in difficult scenarios, in which the data is incomplete, different users are using different models and analyses, and when the reasons for missing values are not known.
Many users are using public-use data sets. These users differ in their statistical proficiency, their computing power, objectives, and scientific questions. Most users only have access to a complete-data methodology and software. Data-base constructors have additional information about the data that can help in modeling the missing values. Therefore, it would be preferred if the missing data modeling was done by the data constructors and not by the users. However, in many cases, that is not possible.
One of the basic objectives in MI is to enable the user to use complete-data procedures. Several ad-hoc, single imputation procedures can achieve this objective. For example, "complete-case analysis," "available-case analysis," mean substitution and several other procedures will allow the user to use a complete-data procedure. But in many cases these procedures do not yield statistically valid results for the scientific estimands. A scientific estimand is a quantity of interest, which can be calculated for the population in mind, and does not change its value according to the study design (sample size, design, non-response, etc.). In our inference, we are interested in unbiased (or approximately unbiased) estimates with a nominal confidence interval. The most obvious limitation of single imputation is the underlying assumption that the imputed value is the true value. This limitation leads to underestimation of the variance, which affects confidence intervals and statistical tests.
Multiple imputation is a general method that incorporates the uncertainty into the imputation process. From an inferential point of view, one of the main reasons to use MI is the fact that the data-collection information, both observed and unobserved, can be incorporated into the imputation. MI is comprised of three stages: imputation stage, in which the missing data are imputed; analysis stage, in which each complete data set is analyzed using a completedata technique; and the last stage, in which the results from the analysis are combined in order to yield a final result that combines the uncertainty in the data and the uncertainty due to missing values.
One has to remember that there might be different inputs for the imputation and analysis stages. Therefore, in the case in which the imputer has additional resources over the analyst (i.e. more variables to use), there is a case of uncongeniality. The inferential uncongeniality usually implies superiority of the MI inference in term of validity and efficiency. The quality of imputation is crucial, i.e. the imputation model should be as general and as objective as possible. Creating additional imputations will yield better results, and on occasion, will allow one to choose only a subset of the imputed data sets and not use all the imputed data sets in the same analysis. The other scenario, in which the analyst has a richer model, is not recommended (see [7, 12] ).
Next, we are going to delve deeply into each of the steps. is missing. We will refer to M as the missing indicator(s) or the "missingness." Based on the work of Rubin [16] ; see also [2, 17, 18] , missing data can be often categorized as missing completely at random (MCAR), missing at random (MAR), or missing not at random (MNAR). The key distinction is whether the cause of the missingness is related directly to levels of the missing variable(s) (MNAR), or whether the missingness is due to other variables that are either irrelevant (MCAR), or measured and included in the statistical model (MAR).
Consider a Bayesian joint model for the complete data and the missingness,
where φ represents the unknown parameters of the conditional distribution of M given Y com . Ignorability requires two conditions. The first is that the joint prior distribution for θ and φ must factor into independent priors,
in which case θ and φ are said to be "distinct." In this case, the change of one parameter will not cause a change in the other parameter. The other condition is missing at random (MAR) in which the missingness distribution depends only on the observed data, and all the missingness information is contain in the observed part of the data. It states that
at the actual values for M and Y obs realized in the current data and for all φ [16] . It is easy to show that under MAR and distinctness, the predictive distribution for Y mis given Y obs and M ,
is equal to its distribution P (Y mis |Y obs ) given Y obs alone. Rubin [16] argues that ignorability is the weakest general condition under which the distribution of M does not need to be taken into account when making likelihood-based or Bayesian inferences about θ. Without ignorability, multiple imputations would have to be drawn from (2).
Congeniality
The validity of MI also rests on the relationship between Q and the parameters of (1). Let Q be the measure of interest, and U its variance. If Q is a function of θ, and ifQ and U are approximately a complete-data posterior mean and variance,
then MI yields an approximate Bayesian inference for Q. Meng [13] calls this setting "congenial." In other words, in the case in which the imputation model and the analysis model are the same we will get congenial results, it is not always true if the models are different. MI yields valid inferences not only in congenial settings but in certain uncongenial ones as well-where the imputer's model (1) is more general (i.e. makes fewer assumptions) than the complete-data estimation method, or when the imputer's model makes additional assumptions that are well-founded. The properties of MI when the imputer's and analyst's models differ are also discussed by [3] , [7] and [12] .
Proper Imputations
The validity of MI rests on the properties of the distribution from which the missing data Y mis were drawn. Rubin [1] describes conditions under which the approximation
holds, in a frequentist sense, over repetitions of the sampling non-response and imputation processes; imputations for which these conditions hold are said to be "proper." Rubin's definition, like many frequentist criteria, is useful for evaluating the properties of a given method but provides little guidance for one seeking to create such a method in practice. For this reason, Rubin recommends that imputations be created through a Bayesian process.
Implications of Violating the MAR assumption Although the distinction between
Missing at random (MAR) and Missing not at random (MNAR) is based on a non-testable assumption, it has been pointed out in the literature that by including enough variables in the imputation model the MAR assumption becomes more plausible ( [4, pp. 27-28] , [12, 14, 15] ). In addition, efficient estimation with non-ignorable missing data requires good prior knowledge about the missing data mechanism due to the fact that the data contain no information about which non-ignorable models would be appropriate, and because the results would usually be sensitive to the assumed non-ignorable model. When the ignorability assumption does not hold, one needs to draw the imputation from the posterior distribution of the missing data given the observed and the missingness P (Y mis |Y obs , M ). In order to accomplish this task, one needs to model the joint distribution of the complete data and the missingness. There are several ways to construct non-ignorable models based on different factorizations of the joint distribution of the complete data and the missingness mechanism.
Selection models, which first appeared in the econometrics literature [19, 20] combine a model for the distribution of the complete data with a conditional model for the missingness given the data such that P (Y, M |X) = P (Y |X)P (M |Y, X). The results from these models tend to be highly sensitive to departure from the assumptions about the shape of the complete-data population [2, Chap. 11] . For more information about likelihood and bayes estimation using selection models refer to [21] , and [22] .
Pattern-mixture models is another way to construct non-ignorable models. Little [23] coined the term for this alternative for selection models. Using this model, one first models the marginal distribution of the missingness, and then models the conditional distribution of the complete data given the missingness patterns. The population of the complete-data becomes a mixture of distributions, weighted by the probabilities of the missingness pattern. In this case, we factor the joint distribution as follows P (Y, M |X) = P (M |X)P (Y |M, X). This requires the researcher to specify a model for the missingness (in many cases it will be a bernoulli distribution or logistic regression). Then the data will be modeled such that each missing data pattern might behave differently.
Frailty models is another way to construct non-ignorable models. In this case random effects are are used to affect the dependence between the responses Y and the missing mechanism M . These models are also known as shared parameter models [24, 25] . In this cases the factorization of the joint model is
Imputation
In MI [1] , we first impute m independent versions of the missing data from the posterior predictive distribution P (Y mis |Y obs , M ) under a joint model for the complete data Y com = (Y obs , Y mis ) and M , where (Y obs , Y mis ) is the observed and missing parts of the data, and M is the set of missingness indicators for Y com . The missingness indicators are random variables that separate the complete data into those two parts. In special cases, we assume ignorability which allows the model of M to drop out; therefore, under the ignorability assumption, we can impute the missing values from P (Y mis |Y obs ).
Drawing imputations
In practice, MI are usually created by Bayesian rather than frequentist arguments. That is, they are typically drawn from a posterior predictive distribution for the missing data given the observed data. Let P (Y com |θ) denote a model for the complete data with unknown parameter θ. The posterior predictive distribution for Y mis is
where
is the observed-data posterior distribution for θ and P (θ) is the prior distribution. The right-hand-side of (5) suggests that MI may be drawn by repeating this two-step process
mis from P (Y mis |Y obs , θ (j) ). Rubin [1] demonstrates the method in examples where (6) is relatively simple. In more complex situations, special computational techniques such as Markov Chain Monte Carlo may be needed [4] . Software for generating MI is now available from a variety of commercial and non-commercial sources.
Analysis
Imputing the data results in m complete data sets. Using common complete-data methods we gather the estimates (
. This analysis will be equivalent to the analysis that would have been done if we had complete data. Only in this case, it will be done m times. Estimates we might consider are regressions coefficients, odds ratio, etc. 
Combining
Rubin [1] develops the rules for combining the estimates and their standard errors. First, we are going to introduce the results for scalar quantity, then we will discuss the rules for multidimensional estimates.
Scalar estimates
Rubin's rules proceed as follows: LetQ =Q(Y obs , Y mis ) denote the scalar estimate for Q that would be used if complete data were available, and let U = U (Y obs , Y mis ) denote its variance estimate. We must assume that with complete data, tests and intervals based on the normal approximation
would be appropriate. With incomplete data set, we have random versions or imputed Y
mis from which we calculate the imputed-data estimatesQ
. To obtain a standard error forQ, we calculate the between-imputation variance B = (m − 1)
the within-imputation variance. The estimated total variance is T = (1 + m −1 )B +Ū , and tests and confidence intervals are based on a Student's t approximation
with degrees of freedom ν = (m − 1) 
Multidimensional estimates
T and the within-imputation variance is
. For small m, the between-imputation covariance matrix is very noisy, and many times not fully ranked. This might cause problems in finding the reference distribution for the test statistic. Li et al. [26] get around this complication by assuming that the between-and withinimputation matrices are proportional to each other. This assumption implies that the rates of missing information for all the components of Q are the same. In that case, the variance estimate isT = (1 − s 1 )Ū , where
It follows that the test statistic is
is greater then 4, and ν 1 
2 /2 when t is less then or equal to four. In many scenarios the researcher is interested in the p-values themselves. In this case, one might ask if it is possible to combine the p-values from the m imputed data sets in order to Statist. Med. 2005; 00:1-6 Prepared using simauth.cls get a final p-value taking into considerations the variability in the data and the fact that the data are incomplete. Li et al. [27] answer this exact question. Consider the m complete data Wald statistics: g
In this case the statistic is
W , the average of the statistics, and
This procedure was developed partly by theoretical argument and partly via simulations. It was developed for m = 3 and it is best used with this choice. Li et al. [27] suggest using this method as a guide for the p-values. The p-value found using this method should be interpreted as a range of p-values from 0.5p to 2p. For example, if we have found the p-value to be 0.03 one should look at it as if the p-value is in the interval (0.015, 0.06).
Additional combining rules were established by Meng and Rubin [28] for combining likelihood ratio test (LRT) statistics, for testing Q = Q(ξ) where ξ is a k dimensional parameter vector. In complete data cases, the LRT statistic will be
which is asymptotically chi-square under the null. Let g
L be the LRT statistics from the tth imputation, where (ξ (t) ,ξ
mis ). The test statistic proposed by Meng and Rubin [28] is
Little and Rubin [2] suggest that the first combination rules (result with G 1 ), which are the multivariate analogues of the scalar rules are the most accurate combining rules. For small m, the assumption of proportionality between the between-and within-variance components is required. When the complete data analysis does not produce a complete-data variancecovariance matrix, but only produce p-values. The two combining rules applies (G 2 and G 3 ). The procedure which is simpler to use is (G 2 ), but the more precise (asymptotically as precise as G 1 ), is G 3 .
IMPUTATION IMPLEMENTATION
General principles
Drawing from the posterior distribution in the imputation stage of MI is the most complicated task. There are several algorithms that accomplish this function; some have been implemented into readily available software and some were not. The methods that have been implemented into readily available software are: data augmentation [4] , sampling importance/resampling (SIR; [1] ), and Hot-deck ( [2] ). Bayesian approximation is one method that has not yet been implemented into readily available software.
Imputation
Some of the following procedures will result in proper imputation while others might not. In most cases, we would prefer to achieve proper imputations, but many times that is hard to accomplish. It has been shown that in the case of improper MI valid or approximately valid results can be archived. Therefore, there are times that non-proper procedure will be used.
Data Augmentation
Data Augmentation (DA) [29] is a method based on Markov Chain Monte Carlo (MCMC) methodology. MCMC creates draws from probability distributions (f ). Since these distributions are either hard to find, or do not have a closed form, MCMC is used to generate a sequence {X (1) , X (2) , . . . , X (t) , . . .} such that each X depends in some way on the previous one, and where the stationary distribution (X (t) as t → ∞) is a draw from the target distribution function f .
Data augmentation is closely related to Gibbs sampling [30] . In DA one will partition the random vector x into two parts, such that x = (y, z). In this case the joint distribution P (x) is hard to simulate from, but it is easy to simulate from P (y|z) = g(y|z) and from P (z|y) = h(z|y). In most of the incomplete-data scenarios, the observed-data posterior distribution P (θ|Y obs ) is intractable but after the data augmentation, the complete-data posterior distribution P (θ|Y obs , Y mis ) becomes much easier to handle.
The iterative procedure is as follows: for a current guess of the parameter θ (t) , draw values to replace the missing values from
Then given Y (t+1) mis we would draw new value for θ from the complete-data posterior distribution
mis ). Repeating the iterative procedure until stationary state will produce draws from P (θ, Y mis |Y obs ), which implies that at the end of the procedure one can draw both P (Y mis |Y obs ) and P (θ|Y obs ).
Hot-Deck
Hot-deck refers to the computer cards matching of available donors for a non-respondent [2] . Most hot-deck procedures replace the missing values with values from similar responding units in the sample. The procedure in which we find the donors to provide information (imputed values) for incomplete records is different according to the particular technique used.
The matching process uses filter variables. Records are considered a match if they have the same values on the filter variables. Other hot-deck imputation methods use a distance function matching, or nearest neighbor imputation, in which non-respondents get the values of their closest neighbor.
Bayesian Approximation
Bayesian approximation, or the approximate Bayesian Bootstrap, was described by Rubin and Schenker [31] and Rubin [1, pp. 123-124] , and used in [32] and [33] . A single set of imputations is created by following steps: Repeating these steps m times will result in m sets of imputations.
Sampling Importance/Resampling
This is a non-iterative procedure that allows the imputer to create draws from the posterior distribution on Y mis in the restricted circumstances in which the number of imputations is limited and the rates of missing information is modest. The Sampling Importance/Resampling (SIR) [34] has an additional advantage, in that it can be applied even when the imputation task is intractable. To use this method, one needs a good approximation of the joint posterior distribution for (Y mis , θ), for example, 
θ)). In addition, one needs to have the importance ratios
Ratio(Y mis , θ) ∝ P (Y |X, θ)P (θ) P (Y mis ,
Specific data types
There are many ways to implement the imputation stage. The imputer will have to choose the most appropriate method and impute accordingly. [4, 5] The most common analysis model for continuous multivariate data is a joint normal model. It is true that in practice the multivariate normal assumption does not always hold, but in many cases the normal model will still be very useful, even thought the data are not normal. There is no well grounded theory about the rules in which the normality assumption is crucial. But deviating from the assumption can still result in reasonable answers. If the amount of missing information is low, even if there is a great deviance from the assumption, the data imputed do not have much influence on the final results. Sometimes, transformations can be applied to make the data more normal.
The most common method to impute a univariate Y using a collection of predictors X is to use the normal linear regression model. In this case Y i ∼ N (X i β, σ 2 ), using very straight forward random generation from normal and chi-square distributions, one can impute the values of the missing Y s in close form.
In the multivariate form, the Sweep operator [35] is needed. Many times in order to get a conjugate family, the normal inverted Wishart is used. [4, 5] Both in the biomedical and social research fields, the use of categorical variables is common. In many cases it is possible to use the multivariate normal methods for the categorical data, but there are imputation procedures that apply to this type of data specifically. The imputation model will follow a multinomial model, both saturated, and log-linear model.
Categorical
The advantage of the saturated multinomial model is that it allows three-way and higher associations between variables (while the multivariate normal allows only two-way interactions). The downfall of the saturated multinomial model is in the presence of many variables with many levels. In that case, the observed data cannot support such complexity, and a reduced model is necessary. The log-linear model does exactly that, which allows us flexible models for many types of data. [4] In most theoretical settings, the type of the variables does not matter. But usually, the models discussed are assumed to be either continuous or categorical, not many models join these two types together. In practice, however, we often see these two types of variables (continuous and categorical) as a part of one data set.
Mixed continuous and categorical
The general location model introduced by Olkin and Tate [36] combines the two types of variables by modelling the marginal distribution of the categorical part, and the conditional distribution of the continuous variables given the categorical ones. More specifically, consider that X 1 , X 2 , . . . , X p denote a set of continuous variables and X represents the continuous part of the data. In addition, let Z 1 , Z 2 , . . . , Z q denote a set of categorical variables where Z represents the categorical part of the data. The general location model will be defined by the marginal distribution of Z and the conditional distribution of X given Z.
In practice, for each cell of the theoretical contingency table, a multivariate normal model will be assigned. When there are too many cells, a restricted model will be used by using a log-linear model for the cell probabilities and a linear model for the within-cell means. [37] When dealing with longitudinal data and/or clustered data, it is common to use the linear or generalized mixed effects models [38] . These models allow for the response to be missing but when some covariates are missing imputation In this case our model can be represented as: y i = X i β + Z i b i + i where X, Z are known covariates, β is the coefficient for the fixed terms and b is the coefficient for the random terms. Let i ∼ N (0, Σ), and b ∼ N (0, Φ) . Also, let θ = (β, Σ, Φ), then the imputation procedure will follow drawing from these distributions:
Panel data -Multi level data
4. SOFTWARE There are many statistical packages that support multiple imputation. The packages can be separated into freeware and commercial packages. Some of the packages are more general while others can be considered specific packages. We are not trying to give a detailed comparison of the packages, but just hint at the available opportunities.
Most statistical software has attempted to deal with incomplete data. Some commercial packages capable of producing MI include:
• S-PLUS [39] -The missing data library uses both EM [40] , and DA [29] , where DA is usually used to generate the imputations. Recently MI was implemented using the multiple imputation by chain equations (MICE) described by Van-Buuren and Oudshoorn [45] . MICE uses mainly regression imputation for the univariate imputation and regression switching [45, 46] for the multivariate imputation. The regression switching algorithm is an algorithm of the same type as the Gibbs sampler. (Look at MICE freeware for more information).
There are several stand alone freeware, and other functions and libraries that can be used in order to implement MI. Some of these freeware programs are:
• Norm, Cat, Mix - [4] Libraries for S-plus (4.0) for multivariate normal (section 3.3.1), categorical (section 3.3.2), and mix continuous and categorical data (section 3.3.3), which can be downloaded from the web site, http://www.stat.psu.edu/ jls/misoftwa.html. The following libraries have been written to allow them to be used using R. These routines use DA for the imputation stage.
• PAN - [37, 48] S-plus (4.0) library for panel data (section 3.3.4) . This is the only routine that will use DA for multilevel type data and can be downloaded from the web site, http://www.stat.psu.edu/ jls/misoftwa.html.
• MICE - [45] Multiple Imputation by Chain Equations (MICE) is a library for S-plus or R. This package uses predictive mean matching and regression methods, logistic and polytomous regressions, and discriminant analysis for monotone missing data, and use MCMC for non-monotone data (sections 3.3. The new version will allow MI using DA and can be downloaded from the web site, http://methcenter.psu.edu/downloads/winlta.html.
All packages that implement MI will allow combining the results according to Rubin's rules. Some of these programs are reviewed and compared by Horton and Lipsitz [57] .
EXAMPLE Assessment of verification bias
Background
The National Alzheimer Coordinating Center (NACC) maintains a cumulative database on subjects from approximately 30 NIA-funded AD centers, since 1984. Our example comes from the NACC database, an observational study on Alzheimer disease (AD). While clinical data are available for all subjects (N=34,874), postmortem data are only available for the subset of those who died and underwent autopsy (N1=1536).
The NACC data arose not from a single standardized sampling of a population but from heterogeneous sampling strategies. Subjects may have been selected and enrolled in these We illustrate how the use of different gold standards can affect the sensitivities and specificities of a single diagnostic test. In the data set we have a single AD diagnostic test, but due to many reasons we have two NP diagnostic criteria, considered as gold standards.
Settings
In this example we are going to investigate the two NP diagnostic criteria, NIA/Reagan (D1) and CERAD (D2), with the clinical measure being "Was the primary clinical dementia diagnosis Alzheimers at the last measurement" (T). It follows that some of the subjects' true status was verified (V = 1) while others were not. The data is summarized in Table I We can separate the data into two parts. First, when T, D 1 and D 2 are all observed (V = 1), we can call it the observed data (part A). Second, when T is observed but D 1 &D 2 are missing (V = 0), we refer to this as the missing part (B) ( Table II) . Let x ijk be the count of subjects such that D 1 = i, D 2 = j, and T = k. Each complete data count x ijk is a sum of two parts, Table II .
Imputation
For the imputation stage we use DA in order to draw the missing values from their posterior distribution. As we have categorical data, we can regard the data as coming from a multinomial distribution, which allows us to use S-plus for the imputation (See Appendix for code). In Table II . Data
Gold Standard
Diagnostic test
order to proceed with the data augmentation algorithm, let us choose the parameters for the prior Dirichlet distribution to be α = (1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5, 1.5), resulting in Jeffreys (flat/non-informative) prior. Therefore, our predictive distributions are as follows: 
Analysis
When both diagnostic tests and true status are available for all subjects, estimation of the sensitivity and specificity confidence intervals is equivalent to estimating the confidence interval of a conditional binomial proportion (sensitivity and specificity for each gold standard separately). This estimation is not trivial due to the skewed nature of the binomial distribution, especially when the proportion is close to 0 or 1. Consider a random variable X ∼ Bin(n, p), the standard interval for p is the Wald interval in whichp ± κ √ npq, wherep = X/n,q = 1 −p and κ is the (1 − α/2) percentile of the standard normal distribution. When using MI, one can use several complete-data methods to estimate the sensitivities and specificities and use the different results as sensitivity analysis. Harel and Zhou [58] performed a simulation study comparing six different complete-data procedures and showed that one method was superior to all other complete-data methods. This method is:
Logit (Rubin) interval: Rubin and Schenker [59] suggested the use of the confidence interval for θ = θ(p) = logit(p) = log( 
For incomplete data sets arising from verification bias, we can not use estimation methods for binomial proportions to derive the sensitivity, specificity and their confidence intervals anymore. Begg and Greenes [60] proposed a bias correction method for estimating the sensitivity and specificity. One shortcoming of using this method occurs in the case in which there are two diagnostics tests, where one needs to estimate the sensitivity and specificity for each diagnostic test without using any information from the other test. In this case we will use the settings in Table III. Begg-Greenes (B&G) interval: Begg and Greenes [60] proposed a moment-based method to estimate sensitivity and specificity under the ignorability assumption for the verification process. If we follow the notation of Table IIIa , where we sum over one of the gold standard and consider only the other one. It follows that B&G's sensitivity estimate iŝ
, with variancê
and B&G's specificity estimate iŝ
).
Using this information, the 100(1 − α)% confidence intervals for sensitivity and specificity will beπ
respectively.
Combining results
Using Rubin's rules, we combine the results of the m = 10 imputations to get a final answer that takes into consideration both the variability in the data, and the variability introduced due to the fact that the data were incomplete. The results are summarized in Tables IV and  V. Table IV 
Inference
In Harel and Zhou [58] , we compared the performance of the logit-based MI and the B&G method and found that the logit-based MI outperformed the B&G method. Since the sample size in this example is quite large (N = 34, 874), and we have proper MI, we can assume that the MI results are more appropriate than the B&G results. When looking at the first NP diagnostic criteria (D 1 ), we find that the B&G method is overestimating the sensitivity, while underestimating the specificity. On the other hand, when looking at the second NP diagnostic criteria (D 2 ), although the B&G method is still overestimating the sensitivity, and underestimating the specificity, the differences are much smaller. Overall, it seems that when using the NIA/REGAN NP diagnostic criteria (D 1 ), the diagnostic test (T) is less sensitive but more specific compared to the case in which one uses the CERAD NP diagnostic criteria (D 2 ). One must remember that the B&G method calculated the sensitivity and specificity for each diagnostic test separately, averaging over the other test. 
SUMMARY
Missing data is a common and major complication in data analysis. The scope of the problem is very broad, and can cause inconvenience, bias, reduction of precision and loss of information. Many researchers in various medical and public health fields are becoming more aware of the need to deal with incomplete data sets in a methodical way. The volume of the research regarding missing data and multiple imputation increases constantly, but still there is a need for many more researchers to delve into missing data, multiple imputation methods and applications research.
There are three main objectives to this manuscript: The first objective is to review some key theoretical ideas forming the basis of MI and its implementation. The second one is to provide a limited software availability list detailing the main purpose of each package, to provide simple code which the reader will be able to use with minor modifications. The third one is to illustrate by example the practical implementations of MI, dealing with categorical missing data. As the space is limited and the amount of information is extensive, the information in this tutorial is introductory by nature. Some topics were introduced briefly, while other topics were not covered at all. Some of the topics we did not cover (and still have a great potential for interesting methodology) include using MI in large data sets, both in number of observations and in the number of variables, nonparametric and semi-parametric imputation, imputation evaluation and more. More researchers need to put their time and effort in the advancing of MI methodology. For all the analysis methods you want to compare. x1 [j] _imptable [8] +imptable [6] x2[j]_imptable [8] +imptable [7] n1[j]_imptable [5] +imptable [6] +imptable [7] +imptable [8] 
