ABSTRACT. Changes in extreme temperatures and pressures in the Arctic have received little attention in the context of climate change. Here we examine the distributions and extremes of surface air temperature and pressure in the Arctic for the late 20th century, using Alaskan weather station data, an atmospheric reanalysis, and general circulation models (GCMs). There is good agreement among these sources for the late 20th century, with broader distributions for both temperature and pressure in winter as compared to summer, and over land as compared to over ocean. We used the output from 21st-century greenhouse simulations by the GCMs to address the occurrence of extremes in the coming decades. The model projections of the 21st-century extremes largely agree with changes in the mean state, with record low temperatures decreasing in frequency and record high temperatures increasing in frequency. The changes in 21st-century extremes are more pronounced over the ocean, where the present-day distributions are narrower. The projected decreases of mean pressure result in more frequent occurrences of extreme low pressure, especially over the Arctic Ocean, although the extremes of pressure are less affected by changes of the means than are the extremes of temperature. Lastly, we find that the transition from sea ice to open water, and associated changes in the salinity of the surface water, can cause changes in the temperature distribution that are more complex than simple shifts in the distribution, leading to unexpected changes in the occurrence of extreme temperatures.
INTRODUCTION
Extreme weather events such as high and low temperatures, heavy precipitation, droughts, floods, and highwind events can have large and immediate impacts on ecosystems, humans, and infrastructure. These impacts are often greater than those arising from modest changes in climatic means. One of the research needs identified in the Arctic Climate Impact Assessment (ACIA, 2005) was for more quantitative and credible determinations of the relationships between extreme events and changes of climatic means in the Arctic. The ACIA report based its evaluation of recent and projected changes almost entirely on averages over space (e.g., 60 -90˚ N) or time (seasons, years, decades) or both. Such averaging inevitably obscures the extremes that may occur episodically over limited areas. Hence a systematic evaluation of ongoing and projected changes in extreme events in the Arctic is needed. The present paper provides a first look at model-derived distributions of daily surface air temperature and sea level pressure in the Arctic, both for the present climate and for projections over the 21st century. The model simulations examined here are those used in the Arctic Climate Impact Assessment (ACIA, 2005) .
As noted by past studies (e.g., IPCC, 2001) , changes in mean temperature over the past several decades are relatively large in the Arctic region, and a polar amplification of temperature changes is a characteristic of projections of greenhouse-driven climate changes (Holland and Bitz, 2003) . However, there is a strong seasonality in the spatial pattern of the projected warming. Figure 1 shows the fivemodel composite change of surface air temperature from the late 20th century to the late 21st century for March, June, September, and December, thus capturing the contrast in the seasonally varying projected warming. While the temperatures show widespread increases during all calendar months, the spatial patterns of the increases are strongly tied to the surface conditions, land or sea. In June, the largest increases are over land, with essentially no warming over the Arctic Ocean, although there are increases of temperature over the North Pacific and North Atlantic subpolar seas. The pattern of the trends is strikingly different in December, when the high-latitude warming is greater than in summer and shows a sharp poleward increase across the margin of the Arctic Ocean. The increases are significantly larger over the Arctic Ocean than over the other oceans and Arctic land masses.
The prominent changes in Arctic Ocean temperature are likely tied to large changes in ice extent over the Arctic Ocean in the 21st century. Model projections show decreasing ice extent, particularly at the time of the annual minimum in ice extent, which typically occurs in early September (Fig. 2) . Exposed ocean surfaces are no colder than about -1.8˚C compared to much lower temperatures (-30˚ to -40˚C) over thick sea ice, so upward surface heat fluxes are much greater over open water and thin sea ice than over thick sea ice during autumn and winter. Consequently, changes in ice extent (along with changes in concentration and thickness) are closely related to changes in near-surface air temperature, at least during autumn and winter.
In the present paper, we examine variations in daily temperature and sea-level air pressure in the context of changes in mean climate such as those summarized above. Our objectives are (1) to assess the models' simulations of distributions of daily values and (2) to supplement information on changes in the means with data on changes in the extreme values, thereby adding to the information base for future impact studies. Particular foci of the evaluation described here are the relationships of changing extremes to season, to continentality (land vs. ocean), and to changes in the sea ice cover. 
DATA AND MODEL OUTPUT
We use three different data sets in this study. The first data are the daily output (temperature and pressure) from the five models, listed in Table 1 , that make up the ACIA archive. The available daily variables are summarized in Table 2 .
The climate model output used here was obtained from the ACIA model archive. While the reliance on this source resulted in some constraints on the available output, it provided the advantage of a consistent set of model simulations that had been pre-screened for Arctic applications. In particular, the resolutions, vintages (i.e., "model generation"), and greenhouse forcing were similar among all the models. These five models were pre-selected by an ACIA scenarios group (Källén et al., 2001 ) because all are well documented in the refereed literature, have participated in major international model intercomparison projects, and have had their Arctic results analyzed and published (e.g., Walsh et al., 2002) . While more recent model results have become available, their inclusion in this study would have been at the expense of the heterogeneity and pre-screening that characterized the set of five ACIA-designated models.
The CSM model had the most extensive set of archived variables, including a full set of temperature variables (daily mean, maximum, and minimum temperatures) and two measures of pressure, surface pressure (PS) and sealevel pressure (SLP). The CCC model archive included a full set of temperature variables as above. For the ECH and GFD models, daily mean temperature was the only temperature variable available. SLP was available for ECH and PS for GFD. The HAD archive provided daily maximum and minimum temperatures. We derived a mean daily temperature by averaging these values for each day. Although maximum and minimum temperatures were available for only three of the models, we found that these variables showed results very similar to those of the daily mean temperature, with one exception that we will discuss later in the paper.
Three models have daily output of a pressure variable, either sea-level pressure or surface pressure. The former is obtained from the latter by a downward extrapolation using an assumed lapse rate of temperature. Because the CSM has both pressure variables, we were able to make a comparison between them. The two pressure values were the same over the oceans and nearly identical over lowlying land areas, but (not surprisingly) they showed large differences over elevated land areas. However, we found that the choice of the pressure variable had no discernible impact on conclusions about temporal variations at a given location. We therefore used both pressure variables together in obtaining our "all-model" pressure results.
The second source of information consists of Alaskan weather station observations for the 20th century. These data, obtained from the National Climatic Data Center (NCDC), include daily maximum and minimum temperatures for observing stations with varying periods of record. In this study, we used the full record available to help avoid issues from shorter periods. Using the station data for only 1980-99 (not shown) gave similar but noisier results. Our use of these data focused on three Alaskan stations in very different climatic regimes: Barrow (1949-99) on the northern coast of Alaska, Nome (1949-99) on the west coast, and McGrath (1942-99) in the interior. The elevation of McGrath is 102 m. Each station was chosen to represent its climate regime because the data quality and quantity were good over a long period, and because populations of these communities were small enough that effects of urbanization should be insignificant, in contrast to larger Alaskan cities such as Anchorage and Fairbanks.
The third source of information was the gridded temperature and pressure output from the recent reanalysis of the European Centre for Medium-Range Weather Forecasts (ECMWF). This reanalysis, known as ERA-40, is described by Uppala et al. (2005) . The four-times-daily output was averaged to create daily grids. The reanalysis data were examined both for specific grid points, to compare to the station data, and for areal averages, to compare to the corresponding average values from the model projections. 
RESULTS

Present Climate
In order to illustrate the observed variations of daily quantities, Figure 3 shows the distributions of observed temperatures from the three stations in Alaska. The left panels of Figure 3 contain the graphs of both minimum (blue) and maximum (red) temperatures for January (thick) and July (thin) for Barrow, Nome, and McGrath. In addition, graphs of mean daily temperature (the average of the daily maximum and minimum temperatures) are shown (black lines) in the right panels of Figure 3 for January and July. Values on the y-axis in all panels represent the percentage of total observations, for that variable and month falling within a range of five-ninths FIG. 3 . Graphs showing the frequency (% occurrence) of temperatures at three stations in Alaska during January (July) using thick (thin) lines. In the left column, blue shows the distribution of minimum temperatures, and red, that of maximum temperatures. The right column shows daily mean temperature distributions in black. Calculations were done using bins of 1˚F (five-ninths of a degree Celsius) with the area under the curve equal to unity. of a degree Celsius (1.0˚F) and centered on the integer value (˚F) of the archived station data. This temperature resolution, dictated by the reporting and archival of station observations in ˚F, is used consistently throughout the present paper. The January graphs in Figure 3 have peaks that are broader and lower than those for July. This is expected, as temperatures vary more during winter at most locations that experience seasonal variations. The distributions of minimum temperature and maximum temperature are more similar in January than in July. The difference between minimum and maximum temperature in July is most notable at Barrow, where a strong peak in minimum temperatures occurs near 0˚C, as the influence of the nearby open water of the Arctic Ocean constrains minima to remain near the freezing point. Temperatures at Nome are similarly influenced by the water temperatures in the Bering Sea. The lower peaks for all stations in July maximum temperature as compared to peaks for July minimum temperature can also be attributed to the larger impact of clouds on maximum temperature variation in the summer, leading to a broader distribution of maximum temperature.
The plots of mean daily temperature in Figure 3 allow us to compare the distribution of temperature at the stations with the distributions of temperature for grid points in the ERA-40 reanalysis. Because the ERA-40 has sixhourly archived output, which is insufficient to determine maximum and minimum temperatures, we averaged the four values to get a measure of daily mean temperature. The nearest grid points were chosen for comparison with Nome and McGrath. For Barrow, the nearest ERA-40 grid point is north of the station and thus over the ocean. Therefore a grid point slightly more distant from Barrow, to the south and over land, was used for comparison with the Barrow observations. Results for the selected grid points in the ERA-40 are shown as brown lines in Figure 4 for both actual temperatures (left panels) and anomalies (departures from climatological means, right panels). The black lines show station data results from the right panels of Figure 3 for direct comparison. Not unexpectedly, there are slight differences in the graphs of mean daily temperature between the station data (black) and the ERA-40 data (brown) in the left panels of Figure 4 , as the model does not fully represent the orography and local effects that shape the station data. For January, the ERA-40 model results are very similar to the station data results in the mean, range, shape, and amplitude of the distribution. For July, the ERA-40 results are similar to the observational data for McGrath and Nome, but for Barrow the graphs show a lower and broader peak that encompasses warmer temperatures than the station data. The shape of the distribution of station data for Barrow is influenced by the nearby open water of the Arctic Ocean, which leads to a large, steep drop-off in the graph as the temperature drops below zero. The July ERA-40 mean temperatures for Barrow extend to 20˚C, while the station data mean temperatures extend only to 12˚C (in fact, even the maximum temperatures for the station data extend only to 20˚C). Again, this difference indicates that the maritime influence is not fully captured by the grid-cell mean of the ERA-40 reanalysis. The increased distance to the coast from the ERA-40 grid point likely accounts for part of this discrepancy.
The use of anomalies (Fig. 4 , right panels) rather than actual temperatures is necessary in order to create regional averages over an area where the mean temperatures vary. Such area-averaging is justified by the similarities of the plots shown on the right hand side of Figure 4 . If one were to create multi-location graphs of actual temperatures (e.g., from the left panels of Fig. 4) , the result would be a misleadingly broad distribution, whereas the plots based on temperature anomalies are not broadened by the spatial variation in mean temperatures. The upper panel of Figure 5 shows a summary graph (shaded) of the temperature anomalies for each grid cell over Alaska (60-70˚ N, 165-140˚ W) that closely resembles the plots for selected grid cells from Figure 4 (shown as lines in Fig. 5 ). The peak and range of the January and July graphs over Alaska (shaded) match the results from Figure 4 (lines in Fig. 5 ). Even when using anomalies, the aggregation of various grid cells can lead to a broadening of the distribution as a result of differences in variance and skewness, but this broadening effect is not apparent in our study.
Over the ocean, the available station data from Arctic buoys have limitations due to the changes of buoy locations and to exposure problems. The latter arise because the instrument is housed inside a buoy, and the buoy itself occasionally becomes buried in snow (Rigor et al., 2000; Chen et al., 2002) . The similarities between the ERA-40 and station-derived graphs for land areas suggest that one may effectively use the reanalysis-derived temperature anomalies over an area of the Arctic Ocean. The distributions of ERA-40 temperatures for an ocean area (75 -85˚N, 165 -140˚W) are shown in the lower panel of Figure 5 . The July anomalies have a narrow distribution that peaks higher than the Alaskan distributions in the upper panel (half as wide, twice as high), indicating that there is less variability over the ocean than over land. Similarly, for January, there is a narrower and higherpeaking distribution for the ocean than for land, again suggesting that the underlying ocean exerts a constraining influence via heat fluxes through areas of open water (leads) and thin ice. Additionally, there is a slight difference in the skewness in January, with the highest peak (mode) at about 3˚C over land and near 0˚C over ocean. Figure 6 shows the corresponding distributions of SLP from the ERA-40 for the same regions used in Figure 5 . The variability of SLP is also greater in January than in July. For SLP, the seasonal difference is larger over land than over ocean, whereas temperature showed similar seasonal differences over land and ocean. The skewness displayed in January SLP anomalies over Alaska (mode value ~ -5 mb) and over the ocean (mode value ~ -2 mb) is likely due to the most extreme values' creating an especially long tail for high SLP, as was the case for the long tail of negative temperature anomalies over Alaska (mode values ~3˚C). This is consistent with the results of Holzer (1996) . Figure 7 and Figure 8 show the ACIA model-derived distributions of temperature and pressure corresponding to Figures 5 and 6. Over land, both the temperature and pressure distributions from all five models (lines) are similar among the models and to the ERA-40 results (shaded). Over the ocean, however, there are some differences among the models. The January temperatures over the ocean from the CCC model more closely resemble the temperatures over land than is the case in the other models. For the July temperatures, all the ACIA models (lines) have a much narrower distribution (note the different scale on this panel) than the ERA-40 results (shaded). This discrepancy leads to very high relative frequencies near the means, indicating that the ACIA model results are too tightly constrained to the ocean surface temperature. For pressure, the agreement between the ACIA models (lines) and ERA-40 (shaded) over the ocean is good, as the only notable discrepancy is a slightly narrower and higher peak of the models' distributions in July. Over the ocean, SLP and PS are by definition identical, so the CSM SLP and CSM PS curves overlap completely, and only one line is visible in the bottom panel of Figure 8 .
The general agreement of the results for Alaskan station data, model reanalysis, and GCM projections indicates that the models capture the primary characteristics of the distributions. This general agreement suggests that the model results can be used to extend the analysis to 21st-century projections of the ACIA models and to assess the tendency for extreme values to change in future decades.
Projections for the 21st Century
We used the 21st-century simulations from each ACIA model to evaluate the projected changes, for each grid point, in the number of values falling outside the same model's corresponding range for 1980-2000. We refer to the highest and lowest of the 21 values for a particular grid point and calendar date as "thresholds" for possible exceedence in future time slices. In other words, the thresholds are the daily "record highs" and "record lows" for the period 1980-2000. For a 21-year sample, the chance-level for achieving an anomalous value this large (or larger) on a particular calendar date, in the absence of a systematic change in the distribution, is 1/21. For consistency, the future time slices examined here are also 21 years in duration: 2010-30, 2040-60, and 2070-90 . The ratio of the projected number of exceedences (values outside the 1980-2000 thresholds) to the number expected by chance can be determined either for single grid points or for areas (such as the ocean and land regions in Fig. 9 ). To calculate this ratio, we first summed each set Left panels show record lows, and right panels, record highs, for the Arctic Ocean and land regions defined in Figure 9 , for each three-month period and the annual total, and for three 21-year periods in the 21st century archived for the ACIA study.
of threshold exceedences over a period of time (a month, season, or year) to smooth out some of the sampling variability inherent in the use of daily records with limited cases. Then we compared the sums of projected and expected exceedences. A ratio of 1.0 indicates that the projected number of exceedences is equal to the expected number (based on 1980-2000 occurrences).
Ratios larger than 1.0 indicate an increase in threshold exceedences compared to the expected number, and those smaller than 1.0, a decrease. The use of a 21-member group to define the thresholds for a given day and grid point is subject to large sampling uncertainties. However, the ACIA archives of daily model output are limited to 21-year time slices. Although the uncertainty of results for specific days and grid points is high, the uncertainty is much lower when the results are examined in aggregations over a large number of days and grid points, as is done here. In an attempt to approximate this uncertainty and its reduction through aggregation, we looked at the percentage of data expected to be beyond the extreme values, assuming a normal distribution with the same mean and variance observed for 1980-2000. We found that the expected percentage beyond the extremes varies considerably for a given day and grid point, but when examined in aggregate this expected percentage matches closely to the nominal expected value (1/21). Therefore, although our nominal expected value would introduce uncertainty to the results if we were to look at specific days or grid points, this expected value is adequate for the aggregate results.
The ocean and land regions were each chosen to encompass primarily one surface type (ocean or land), to be simple in shape, to be roughly equal in size, and to avoid Greenland, where the topography of the ice sheet makes model results less credible. A more rigorous assignment of land or ocean based on the land mask of the model gave similar results (not shown), but it introduced complications due to the differences in land mask and model resolution among the models. Here, the output of each model is used on its native grid, and grid points are assigned only to the land and ocean region in which they are located. The number of grid points that constitute the land or ocean area thus varies from model to model, but the prescribed area remains the same across models. Because we are using results only for the large areas defined in Figure 9 , the disparate resolutions do not require a regridding to a common grid and the associated problems that might introduce. to better display the changes. Results for the land areas (brown) and ocean areas (green) defined in Figure 9 are shown here for each season and for the annual average (panels from top to bottom) and for each future time slice (bars from left to right in each panel). Each bar represents a ratio of simulated exceedences to chance-level exceedences, as described above.
The overall trend is generally consistent among the time slices and seasons, with decreasing frequencies of record low and increasing frequencies of record high temperatures as the 21st century progresses. The record low temperatures monotonically decrease in each season, with greater decreases over the ocean compared to land in each season except summer (June-Aug). In summer, record lows over both land and ocean decrease in frequency, and in contrast to the other seasons and the annual results, the decrease is stronger over land. The upward trends of record high temperatures are larger over the ocean for each season except spring and summer, which show slightly larger increases in record highs over land. The results over land are similar throughout the seasons, while the results over ocean show a more pronounced seasonal cycle. The trend in high temperatures is largest in autumn. The general character of these results is consistent with the temperature change shown in Figure 1 , and also with a shift in the distribution of temperatures rather than a change in the shape of the distribution, although the results presented here do not rigorously prove this contention. The results suggest that ratios of actual and expected exceedences, summed over time and space as we have done here, can be inferred from changes in the mean values, at least for the Arctic. Figure 11 shows the projected changes of extremes of sea level pressure. While the results are shown in the same format as Figure 10 , they are based on only the three models for which a pressure variable, either sea level or surface pressure, was available. Again, a generally consistent change is apparent, with increases in record low pressure and decreases in record high pressure. Although the pressure changes are consistent in sign, they do not show as strong a trend over the 21st century as the temperatures do. The trend throughout the century is monotonic in some seasons (e.g., autumn) but not in others (e.g., spring). Changes in pressure are larger over the ocean than over land in all seasons and eras. The tendency toward lower pressure for the Arctic Ocean is consistent with the warming trend in surface temperature and could imply more numerous or more intense storms.
The plots for mean daily temperatures in individual models (not shown) are similar to the composite in Figure 10 , although with differences of detail in the amplitude of the change, the difference between land and sea, and seasonality. Similarly, daily maximum and minimum temperature results for a given model largely mirror the results for mean daily temperature in that model. One notable exception was maximum temperature in the CCC model, for which the minimum and maximum temperature results are shown in Figure 12 . The changes of minimum temperature are similar to those of the mean daily temperature for this model, with very large ratios, especially in the fall. Maximum temperature results are consistent with minimum temperature results in all cases except for the summertime record lows of maximum temperature over the ocean. In this case, record lows of maximum temperature over the ocean do not decrease as sharply as the record lows of minimum temperature for 2010 -30. In subsequent time slices, the ratio for the record low maximum temperature increases: there are more record low maximum temperatures than expected by chance. This appears inconsistent with climate warming and with the results over land, with the results for minimum temperatures, and even with the record highs of maximum temperature over the ocean. In this case, the ratios for maximum temperature increase for both record highs and record lows. Because the HAD model also shows a subtle lack of decrease in record low maximum temperature over the 21st century, we examined HAD and CCC to determine the cause. Figure 13 , which shows the distributions of actual (not anomalous) July maximum temperatures for CCC and HAD, in a similar format to Figure 5 , indicates that over time there is a slight broadening of the HAD distribution and a subtle shift to colder temperatures near zero. These changes lead to the decrease in frequency of occurrence of temperatures around 0˚C and the increase for temperatures around -1˚C. In addition, there is also a decrease in the tails of the distribution for values less than -1˚C and an increase for values greater than 1˚C in HAD. It is the increased occurrence of temperatures around -1˚C that accounts for the slight increase in record low Tmax in HAD. In contrast, the increase of record lows of July maximum temperature is quite different in CCC, where temperatures around 0˚C show a large decrease with time, while there is a large increase in temperatures between 1˚C and about 5˚C. This increase corresponds to the greater frequency of record high maximum temperatures. However, there is also an increase in temperatures of around -2˚C, so that a secondary maximum is created in the distribution where none existed in the 1980 -2000 results. It is this secondary maximum that leads to the increase in record low Tmax in CCC.
By examining the ratios of record low temperatures spatially, for each grid point over the Arctic Ocean (not shown), we were able to determine the likely cause of the secondary peak around -2˚C. In general, the narrow temperature peaks at 0˚C over the ocean are consequences of the surface state, which is typically a mix of melting ice and fresh water from melt at the surface during the summer. The secondary peak near -2˚C indicates that in later time slices, when most of the summer ice has disappeared, the surface conditions are constrained by very cold saline water rather than by fresh water, as the melting point of salty ocean water is around -1.8˚C. In order for this to be the case, there would need to be a lack of ice to melt, as is indeed the case in the later years of the simulation by the CCC model, which in summer starts with less ice and then loses ice at a faster rate over the 21st century than any of the other models in this study (ACIA, 2005: Chapter 6) . Figure 14 shows frequencies (%) of the July maximum temperatures in the CCC model for each ACIA time slice grouped into three bins: T < -1˚C (left), T = -1˚C to 1˚C (middle), and T > 1˚C (right). The sum of the frequencies in the three bins is 100% for each time slice at each grid point. The warmer colors indicate higher frequencies of occurrence. In the area north of Europe, where the increase in record maximum temperature occurs, there is a shift over time from temperatures in the middle bin to temperatures in the warmest bin. To the north of eastern Siberia and Alaska, there is very little increase in the warmer bin. Instead, occurrences in the colder bin in this area show an increase in frequency at the expense of the middle bin. There is an area of purple (minimal frequency of occurrence) for T < -1˚C in each time slice that matches well spatially to the location of August sea ice in the CCC model (Fig. 15) for that time slice. The evolution of the temperature extremes shown in Figure 13 for CCC is consistent with the increasing occurrences of temperatures around -2˚C in areas away from the lingering summer ice in the CCC simulation, while temperatures continue to be constrained to around 0˚C near those areas with lingering ice.
CONCLUSIONS
The results presented here show that there is generally good agreement between the distributions of daily temperature and pressure values in observational data, the ERA-40 reanalysis, and simulations by the global climate models used in the Arctic Climate Impact Assessment. The primary disagreements appear to be associated with coastal resolution and the spatial averaging inherent in grid-cell means.
The distributions of daily values of temperature and pressure are much broader in winter than in summer. This finding extends across all variables (daily mean, daily maximum and daily minimum temperatures, sea level pressure, and surface pressure) and across all information sources (station observations, ERA-40, and the ACIA climate models).
The distributions of daily temperature are generally narrower over the oceans than over land areas, especially when the ocean constrains the maximum temperature as it does in summer. GCMs exaggerate this summer constraint beyond what is observed in the real world.
Model projections of 21st-century changes in the distributions of temperature and pressure extremes are generally consistent with the projected changes in the corresponding mean values. Extreme low temperatures are projected to decrease in frequency, while extreme high temperatures are projected to increase in frequency. Annually, the projected decrease in record lows is monotonic. The projected decrease of record low temperatures and the increase of record high temperatures are greater over the ocean than over land in each season except summer. In summer, record low temperatures over both land and ocean decrease in frequency, but the trend is stronger over land. The larger changes of extreme values over the ocean are consistent with the narrower present-day distributions over the ocean, making the ranges easier to exceed by changes of a specific magnitude.
The transition from sea ice to open water can be a dominant factor in determining the changes in extreme temperature. Because the melting of ice constrains the air temperatures (e.g., in the present-day summer climate), the disappearance of sea ice and the associated changes in ocean salinity (freezing temperature) lead to complex and subtle changes in the distribution of temperature.
Changes in mean pressure do not alter the occurrence of extreme pressures as much as changes in mean temperature affect the extreme temperatures in the 21st-century model simulations. In general, the projected decreases of mean pressure imply more extreme low pressure occurrences. However, the changes of extreme pressure evaluated here cannot be unambiguously tied to changes in cyclones and anticyclones because pressure centers are defined in relation to surrounding values of pressure.
Future work will focus on the relation between changing extremes of pressure and temperature. The linkage between these variables is provided by the atmospheric circulation, for which the changes of spatial patterns of pressure become important. The extent to which changes of extreme temperature are determined by changes in atmospheric circulation (temperature advection) or by local heating will establish the importance of the temperature-pressure linkage in the attainment of new extremes of temperature.
Future work will also focus on the exceedence of specific thresholds of temperature, especially thresholds with human and ecological consequences. The present study indicates that daily values obtained from the ERA-40 reanalysis and even global climate models can provide valuable information about extremes in data-sparse areas such as the Arctic, and can therefore supplement direct measurements in assessments of threshold exceedences relevant to humans and ecosystems.
