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Abstract 
The neurological basis of learning an artificial language ‘BROCANTO’, and how this is influenced by 
sleep wake cycle position, was investigated using fMRI.  BROCANTO requires both declarative 
(vocabulary) and procedural (grammar) processes.  Behavioural results show equivalent 
performance can be reached with different declarative and procedural trajectories, with peak 
learning at 3pm and 24 hours consolidation.  Right IFG, and left BA6 are key regions responding 
independently of performance, at this time.  Left BA6 and right thalamus respond to the interaction 
between consolidation and morning/evening training.  During rest, the connection between the 
hippocampus and IFG that is stronger in the morning and negative post task, especially on the right, 
indicating a BROCANTO learning related disconnection. IFG connectivity is particularly responsive to 
the experimental conditions during rest.   In a PPI task analysis, the hippocampus input to the 
thalamus strengthens at the second session in the morning, and its connections to right IFG and BA6 
decline, when its input to IFG is negative.  Connections between IFG and BA6 and thalamus and BA6 
are key.   The connection between left BA6 and left IFG, responds to the interaction between 
consolidation and sleep/wake cycle, during task and rest.  Together, the results suggest a hub role 
for BA6, modulated by the thalamus. This could represent an essential core BROCANTO processing 
system, mediating between declarative and procedural learning to be investigated further.  The 
combined results do indicate that consolidation facilitates a shift towards procedural processing, and 
that its functional neural pathway is influenced by the sleep wake cycle.  Analysis with further 
temporal information, and to identify strength and direction of connections would be needed to 
further clarify the mechanism.   These findings can inform network models of language such as the 
‘dorsal and ventral’ stream, with a view to developing optimal training schedules to benefit flexible 
study and work patterns.  
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Chapter 1 – Background and Literature Review 
1.1 Introduction 
This thesis will bring together some of the cognitive and neurological processes associated with 
artificial grammar learning, to investigate how they are influenced by the position of training within 
the sleep/wake cycle.  The declarative and procedural model of learning and memory is used as a 
framework for learning processes, and this is critically evaluated in relation to the evidence.  The 
studies that most closely resemble the experiments carried out in this thesis are discussed in the 
relevant experimental chapters.  First, an overview of the context from a cognitive and functional 
neurological perspective in the background literature is presented in this chapter.  This defines the 
focus for the studies in the subsequent experimental chapters. 
1.2 Cognitive Basis of Learning and Memory for Artificial Grammar, and the Influence of Sleep 
 
1.2.1 Background 
It is relevant to study learning within the sleep/wake cycle because people are increasingly required 
to absorb new information and skills at different times of day, e.g combining learning with 
employment, online study and shift work.  This is especially the case for learning languages, which 
may be carried out across international timezones.  Understanding more about how learning 
processes are affected by the sleep wake cycle could assist the design of optimal schedules and 
delivery methods for training.  It could also inform regulation and interventions to mitigate effects of 
shift work.  The majority of research in this area has focused on learning and memory, with a little 
on language processing, (Diekelmann, 2014). However, there is substantial research on learning and 
memory of language, including the declarative and procedural model, (Ullman, 2001, and 2004), so it 
is reasonable to further integrate this with sleep research on learning and memory. 
 As far back as 1966, memory was recognised as not only the capacity to repeat, but also to vary 
information, (McGaugh, 1966).  This implies selective and flexible use of the acquired knowledge.   
This idea was supported by studies of patients with different types of amnesia and pharmacological 
studies in animals combined with behavioural studies.  This identified memory retention as a time 
dependent process that can develop independently of practise, and subject to range of influencers.  
There are various models of memory, key examples are ‘Spreading Activation’, (Anderson, 1993), 
and, ‘Complementary Learning Systems’, McClelland et al, 1995, and O’Reilly et al, 2011).  These 
generate key lines of investigation such as existence of duel systems and network connectivity that 
are relevant to language learning.  This investigation will focus on the declarative and procedural 
model of learning, (Ullman, 2001), which is a dual systems theory, generating questions regarding 
the relationship between the systems.  Top down (explicit to implicit), and bottom up, (implicit to 
2 
 
explicit) learning can also be considered in relation to skills learning, (Sun and Zhang, 2003).  These 
are also sometimes investigated in studies of declarative and procedural learning, and it is important 
to clarify whether it is the memory/knowledge or delivery mode that is referred to by the terms. 
The structure and vocabulary of language is memorised in such a way that it can be used flexibly and 
correctly.  The declarative and procedural model explains various findings measured by behavioural 
language learning performance.  However, it is not possible to characterise the underlying processes 
using behavioural measures alone.   There is extensive research using fMRI to identify brain regions 
engaged, and their connectivity that can be related to the declarative and procedural model. There 
is also developing neurological research, including fMRI studies on the influence of sleep and 
learning, which is discussed in section 1.3.10.   
1.2.2 Memory Consolidation and Offline Processes  
The spreading activation theory of memory, (Anderson, 1983) outlines some key concepts that are 
relevant to the declarative and procedural model. It suggests that memory units are stored as an 
interconnected network of associations.  This idea continues to underpin the definition of 
declarative memory, (Ullman, 2001).  Spreading activation proposes retrieval as a central memory 
process to memory performance, and overall activation predicts the probability of recall.   It also 
suggests that memory strength increases with practise and decreases with delay, so that recall is 
vulnerable to interference from other cognitive tasks.   
Active consolidation processes are now considered to strengthen memories, rather than them 
passively decaying, (e.g forgetting over time).  These processes may be at least as important as 
retrieval.  Sleep could improve recall by reducing interference, but this cannot be fully understood 
without considering consolidation processes.  An active role in memory triage, to prioritise what to 
remember and balance with forgetting has been proposed, (Stickgold and Walker, 2013).  There is a 
body of research concerning learning over time in the absence of additional inputs, which is referred 
to as ‘offline memory consolidation,’ (Robertson and Cohen, 2006).  A period of sleep during the 
retention period may influence the outcome.  These memory consolidation processes are of key 
interest to this thesis, and will be considered in relation to the declarative and procedural model. 
Consolidation is typically measured by change in performance between test and retest, (Robertson, 
2009).  It can be defined as the point when the memory is no longer vulnerable to disruption and 
becomes stable and long term, typically taking around 24 hours, (Smith, 2001).  During 
consolidation, a memory can be enhanced as well as stabalised, (Robertson and Cohen, 2006).  This 
process will now be considered further, starting with an examination of the role of sleep. 
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1.2.3 The Role of Sleep in Learning and Memory 
Landmann et al, (2014) propose that ideal memory conditions are a combination of the interaction 
between sleep, different stages of wakefulness and repeated exposure.  Stickgold and Walker, 
(2013) also describe a reciprocal interaction between wake dependent learning and sleep dependent 
consolidation.   Sleep has been suggested to stabilise the representation of speech sound material 
learned during the day, (Fenn et al, 2003).  During the time awake, interference may be responsible 
for the degradation of the memory, (Robertson, 2012), and one of the functions of sleep is to 
protect form this.  In addition, memory processing continues by consolidation and reconsolidation 
during sleep and wake.  
 
Diekelmann and Born, (2010) suggest that quantitative and qualitative changes in memory can be 
linked to specific learning conditions, timing of sleep and patterns of neuromodulation.  They 
propose that memory encoded and retrieved during the day is integrated into a network of pre 
existing long term memories during sleep.  This also implies a reciprocal interaction between wake 
dependent learning and sleep dependent consolidation.  Therefore, including an entire sleep process 
is more important, than specific sleep stages, and the investigation in this thesis will manipulate the 
training schedule within this cycle.  
Sleep is believed to facilitate learning by bringing about a qualitative change in retaining memories, 
as well as strengthening existing ones, using active consolidation processes, (Stickgold and Walker, 
2013).  Wagner et al, (2004) refer to sleep inducing ‘insight’, as in a sudden gain in knowledge.  
Stickgold and Walker, (2013) propose a reciprocal interaction between wake dependent learning and 
sleep dependent consolidation.  ‘Memory triage’, selection of information accumulated during the 
day to retain, occurs during sleep.   This is assimilated into existing memory networks, for example 
by looking for common patterns and distilling overarching rules, leading to improved performance.   
 
A second process of generalisation is also proposed, where new memories are combined to create 
new schemas.  Schemas allow the ‘gist’ to be extracted so that it can be applied to other 
scenarios.  This indicates a role in creative abstraction.  It has been argued that sleep acts to remodel 
schemas, undoing, replacing or overlapping existing ones, (Lewis and Durrant, 2011, and Landmann 
et al, 2014).  A role in schema formation is also proposed, where rules are extracted.  These 
processes may produce ‘insight’ and facilitate skills acquired while awake becoming automatic, 
(Stickgold and Walker, 2013, Landmann et al, 2014).     
Sleep may improve capacity to skip intermediate steps, (Robertson, 2009), which could be 
equivalent to ‘insight’.   Cognitive abstraction has been suggested to facilitate this insight, (Lewis and 
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Durrant, 2011).  Ability to discover a hidden rule in a sequence learning task demonstrated 
improvement when training was followed by 8 hours of night time sleep rather than 8 hours of day 
or night time wake, (Robertson, 2009).   This has implications in terms of the declarative and 
procedural model of learning and memory which is discussed further in section 1.2.9, after 
considering the model, and processes which occur within sleep. 
 
1.2.4 The Declarative and Procedural Model of Memory 
 
The declarative/procedural model of memory by Ullman, (2001) has undergone considerable 
behavioural and neurological research, including how it may be affected by sleep. This model is 
primarily concerned with language processing, which is also the focus of this investigation.  It covers 
memory structures and cognitive processes such as sequencing of structured representations, that 
may also be relevant in other domains, (Nemeth et al, 2011).   
The declarative/procedural model provides a suitable framework for this investigation because it can 
generate experimentally testable predictions, regarding the effects of sleep on learning and 
memory.  The model will be summarised, followed by consideration of the proposed neural basis, 
alongside the relevant supporting evidence.  The implications for its role in memory consolidation 
over time, with an emphasis on language learning, and the influence of sleep are then discussed.  
1.2.5 Cognitive Theory of the Declarative and Procedural Model for Memory  
The ‘Declarative and Procedural Model’, is a dual system model proposing separate systems for 
‘Declarative’ and ‘Procedural’ memory storage, (Ullman, 2001).  Memory for facts and events is 
stored in the declarative system and the procedural system is responsible for operations, governed 
by rules and is linked to cognitive and motor skills and habits, (Ullman, 2001). In contrast to 
alternative explanations, such as single systems and connectionist theories, (Ullman, 2001), the 
declarative and procedural model predicts double dissociations, where each system can be affected 
independently, (see fig 1.2.1)  
Evidence for two distinct systems originally came from electrophysiological, psychopharmacological, 
and neuroanatomical studies in animals, studies of lesions and developmental disorders in humans, 
(Ullman, 1997 and 2004).  Brain lesion and neurodegenerative disorders of memory appear to 
support this double dissociation.  For example, Cohen and Squire, (1980), originally observed that 
amnesic patients preserved memory based on rules or procedures (knowing how) when they no 
longer had memory for data driven declarative information, (knowing that).  
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In terms of language learning, Cohen and Poldrack, (1997) showed that Alzheimers patients loose 
ability to learn and recall specific words and information before the ability to execute and acquire 
procedural skill.  On the other hand, movement disorders resulting from basal ganglia lesions are 
linked to specific procedural deficits (Cohen and Poldrack, 1997).  For example, Parkinson’s patients 
are better with irregular language forms and have difficulties with regular rule governed forms, 
while Huntington’s patients overgeneralise rules, ignoring irregular forms, (Ullman et al, 1997).  This 
provides a partially successful route for clinical intervention.    This indicates that differences in the 
cognitive processes may be linked to specific neurological pathways.  fMRI is a suitable tool to 
investigate widespread neural processing, for example that may be affected in Altzheimer’s disease.   
Most recently, the model has been investigated using a range of cognitive behavioural methods in 
healthy humans.  Tasks such as motor sequence learning, (Brown and Robertson, (2006) and serial 
reaction time, (Hauptmann et al, 2005) are used to elicit the procedural system, and memorising 
word lists, (Brown and Robertson, 2006), or stating semantic rules, are used to elicit the declarative, 
Ferman et al, (2009). This can also be combined with neurological methods.  Before considering the 
related evidence, the definition, purpose and mechanisms within the declarative and procedural 
model will be discussed. 
Declarative memory can be regarded as a distributed association of mappings, (Ullman, 2001).   It 
depends on forming arbitrary relations, for example between words and meanings (Cohen and 
Poldrack, 1997), and is concerned with accumulation of facts and data.  Outcomes of converging 
processing are ‘chunked ‘together, to form a highly interconnected relational network.  This 
grouping of smaller components, and or their manipulation makes declarative memory very flexible.   
It may also encompass working memory during early stage processing, (Morgan-Short et al, 2014).  
Procedural memory can be considered as a symbol manipulation system for the rules to govern 
regular grammatical operations, (Ullman, 2004).  Cohen and Poldrack, (1997) propose that it is less 
flexible than declarative memory as it is non relational, instead, the elements are combined into 
blends and unified.  These are either expressed or not, and reflect repetition of the original skill 
learning.  The knowledge is more than simple association or frequency, and is automatic without 
hypothesis testing, (Forkstram, 2006).   Computationally, procedural memory may be represented by 
weighting connections.  This account, together with the distributed network of relations described 
for declarative learning is not exclusive from connectionist models of memory.   
Procedural learning is often seen as implicit (Ferman et al, 2009), and declarative as explicit, (Smith, 
2001).  However, awareness may be a separate factor that can be applied to both systems, 
(Robertson and Cohen, 2006). Implicit memory is where performance does not require conscious 
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recognition of prior learning events, (Cohen and Poldrack, 1997). Ferman et al, (2009) found that 
explicit knowledge emerged over time for learning a grammatical rule so that it could be explicitly 
stated.  They suggest that this indicates declarative knowledge, and the explicit instructions given to 
participants may have encouraged this awareness.  Opitz and Hoffman, (2015) found that explicit 
instructions lead to rule learning, supporting Ferman (2009)’s suggestion. It is important to clarify 
what exactly is referred to by ‘implicit’ and ‘explicit’ in each case as this can differ between studies.   
Nemeth et al, (2011) found that a sentence processing task (declarative) diminished probabilistic 
sequence learning, (procedural).  This was not affected by other tasks e,g a maths task.  This has 
been taken to suggest that the tasks compete within the same system.  Alternatively, sentence 
processing engages the declarative memory system, which competes with sequence learning 
occurring within the procedural system.    
Fig 1.2.1 Schematic View of Declarative and Procedural Memory for Language 
 
  
 
 
 
 
 
  Similarity 
1.2.6 Relationship Between Declarative and Procedural Learning Systems 
 
Ullman, (2001) proposes that the declarative and procedural system operate in parallel, yet 
interaction between them is described in most of the studies based on the model in language 
learning, (Cohen and Poldrack, 1997, Ferman et al, 2009, Ashby and Crossley, 2010).  Sleep 
(Schonauer et al, 2015), awareness, (Drosopoulus, 2011), and additional tasks, (Brown and 
Robertson, 2006), may modulate this interaction.  Also, few tasks are purely procedural or 
declarative so it is necessary to consider these specific components, (Robertson, 2009).   
Declarative Procedural
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Brown and Robertson, (2006) suggest that offline processing relies on disengagement between 
declarative and procedural learning.  They found that learning a word list immediately after motor 
sequence learning blocked the declarative ability to describe the sequence from developing.  This 
implies competition within the declarative system.  The motor (procedural) learning was improved 
which they suggest is due to blocking the declarative component that was acquired at the same 
time, which would otherwise interfere.   
Ashby and Crossley, (2010) also found interaction between declarative and procedural memory 
during category learning.  The task required declarative knowledge for some trials and procedural 
for others, and included a hybrid condition.  This should have been easier with both systems active, 
or more difficult if one was dominant.  The authors suggest that their results supported the hybrid 
model, and that some competition must be necessary if each system generates a response, but the 
environment allows only one.  The alternative is that declarative and procedural are patterns 
integrated within the same system.  This remains to be explored further.  
1.2.7 The Declarative and Procedural Model and Language Learning  
 
In the case of language, Ullman, (2001) specify that the lexicon of words (especially roots and 
irregular forms), including information about their meaning, sound, spelling and irregular use are 
stored in the declarative system. The procedural system stores the rules to govern regular 
grammatical manipulations, necessary to build sentences (Ullman, 2004).  Grammar rules can be 
hierarchical and sequential, (Ullman, 2001).  In this way the declarative system is responsible for 
words, while the procedural is concerned with the use of these words, such as by generation of 
correct sentences, for everyday language use, (Smith, 2001, and Ullman, 2001), (see fig   1.2.2). 
Information in the declarative system is accessible to the procedural, (Ullman, 2001), allowing it to 
be searched for sentence components, which the procedural system selects to build sentences.  
Irregular forms that cannot be derived by rules and must be memorised are stored in the declarative 
system, (Ullman, 2001).  While, the two systems deal with the same information, differences remain 
in the way it is processed and applied, (Ullman, 2004).   
Both systems would be required for the execution of high level skills involving stored information 
and sequences of operations, such as generating sentences. Ullman et al, (2001) propose that this 
works because the declarative system sends a continuous signal alerting the procedural system to 
the probability of the required representation (word or rule) being stored there.  When it is present, 
for example an irregular form of grammar, implementation of the regular rules by the procedural 
system is supressed, (Ullman, 2001 and 2004). In this way the declarative acts as a ‘stop’ signal for 
the procedural, (see fig 1.2.3). 
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Fig 1.2.2 Schematic Overview of The Declarative and Procedural Model in the Context of Language Learning 
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Fig 1.2.3 – Cognitive Schema for Declarative/Procedural Model of Learning and Memory for 
Grammar, (Ullman, 2001) 
 
 
 
 
 
 
 
 
1.2.8 Rules and Similarity in Artificial Grammar Learning, According to the Declarative and 
Procedural Model 
Processing within the declarative system has been described as ‘similarity learning’, which is based 
on recognition of frequent patterns and independent of rules.  Procedural learning requires rules, 
which can be applied to novel situations, working on abstraction and generalisation rather than 
frequency, (Ullman, 2004, and Opitz & Hofmann, 2015).  Ashby and Crossly, (2010) suggest that 
similarity produce the ‘stop signal’ for the declarative system, controlling performance for shallow 
linguistic stimuli with other performance controlled by rules.  Opitz and Hoffman, (2015) propose a 
hybrid model for artificial grammar learning. 
Implicit aspects of rule learning are considered procedural and explicit knowledge is classed as 
declarative.  Ferman et al, (2009) found that during learning an artificial morphological grammar 
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rule, phonological aspects can be generalised independently of explicit knowledge.   They found that 
explicit semantic knowledge correlated with increased accuracy, initiating a phase of fluency gain. 
They describe this ‘proceduralisation’ process as part of a cyclical interaction between declarative 
and procedural learning, towards proficiency.  
In the declarative system, words that have frequently been derived from rules, combining part 
words (e.g word + s = plurals), may become stored alongside irregular forms, (Ullman, 2001).   
Frequent associations between neighbouring words may also be stored in declarative memory, 
(Ullman, 2004, and Opitz and Hofmann, 2015).  Frequently seen patterns can be used to derive rules, 
which are stored in the procedural system.   These are not accessible to conscious awareness, unless 
they become explicitly stated, when they become stored declaratively, (Ullman, 2001).   The 
procedural system can abstract implicit grammatical rules from the declarative, which in turn stores 
explicit knowledge of the rules, (Ullman, 2004), (see fig 1.2.2).   
1.2.9 Declarative and Procedural Learning and Proficiency, Over Time 
Fig 1.2.4 Schematic Timeline for Declarative and Procedural Learning 
 
 
 
Time is an important factor in memory consolidation.  The respective roles of both the declarative 
and procedural systems in sequence learning differ over time and with proficiency.  The declarative 
system may acquire the knowledge initially and more quickly, preceding rules governing the 
sequence which are acquired more slowly by the procedural system, (Ullman, 2004).  In order to 
Declarative 
Acqusition
Declarative 
Rules 
Awareness
Procedural Sequence Skill Acqusition
Procedural 
Goal
Time
Learning 
Input 
11 
 
develop a high level of motor or cognitive proficiency, procedural learning is necessary, (Ullman 
2001, Opitz and Friederici, 2004, and Opitz and Hoffman, 2015). 
Robertson and Cohen, (2006) agree that declarative and procedural memory are stage dependent, 
but raise the question regarding whether this represents separate systems or stages of the same 
process. Cohen and Poldrack, (1997) point out that few tasks used to study declarative and 
procedural memory, can be considered, ‘process pure’.  Ferman et al (2009) suggest that both 
systems involve sub processes, which apply to learning an artificial grammatical rule, according to 
the phases of competence.  This is a dynamic interaction where procedural and declarative learning 
evolve differently, but both are necessary for optimal linguistic performance.  
Serial reaction time and motor sequence learning have been used to study the development of 
procedural learning over time.  A shift in learning beyond the effects of practise occurs, suggesting 
active consolidation over time, which could include different stages.  A study of motor sequence 
learning showed off line improvement at 4 and 12 hours, (Press et al, 2005), continuing between 
practise.  After just one hour there was a slight drop, with best performance at 12 hours.  As 
performance was measured at random times it is unlikely to reflect circadian effects.   
The authors suggest that this indicates an active off line process of procedural consolidation, where 
more explicit knowledge is acquired over the longer time window. It is possible that this may 
continue beyond 12 hours.  Hauptmann et al, (2005) also found performance gains both within and 
between training sessions, in the absence of practise with serial reaction time task.  It was necessary 
to reach a level of performance saturation during the training, for the delayed gain to occur, which 
may reflect a qualitatively different stage of learning.    
Morgan-Short et al, (2014) proposed stage dependent roles for declarative and procedural learning 
during second language acquisition, measured by DPrime scores.   This longitudinal study used 
implicit learning of an artificial language based on BROCANTO, (Friederici et al, 2002), over six 
sessions.  Training was split into words and grammar and presented in an auditory format.  They 
found that the declarative system was more important early in syntax learning, and procedural later.  
There was a linier relationship between procedural learning and second language proficiency.  
Brown and Robertson, (2006), also found that if declarative learning was blocked by a word task, 4 
hours rather than 30 minutes following motor sequence learning was better, and was even greater 
at 12 hours.  This shows that off line consolidation for procedural learning occurs independently of 
declarative over time.   Ferman et al, (2009) found that for learning a linguistic rule, while practise 
was an important contributor to performance, a delay between sessions produced gains in speed 
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and accuracy after a single training session, and this learning was retained after two months.  Speed 
continued to increase while accuracy saturated, which they suggest may reflect skills becoming 
automatic.   
Robertson et al, (2004) outline a process of memory stabilisation after dynamic adaptation, to reach 
procedural learning.  Performance improvements seen over time are not present with dynamic 
adaptation alone, suggesting stabilisation is only necessary for some skills.  Exposure to a second 
motor skill can disrupt the stabilisation and this disruption decreases over time.  The new skill can be 
acquired only once the first has been stabilised.  This stabilisation is different to chunking in 
sequence learning, when ‘chunks’ are grouped together to form the whole sequence.  Interference 
would be expected between the ‘chunks’ as there is no time for stabilisation, which may be why 
concatenation of a sequence is better over interleaved practise.   
Fernan et al, (2009) suggest a cyclical process of conversion between declarative and procedural 
memory. They further differentiate declarative learning into separate phonological and semantic 
processes.  They found that phonological aspects of a grammar rules were acquired early in training. 
Semantic aspects occur later.  The study used an auditory feedback signal to indicate error.  The 
studies in this thesis are restricted to written language, and do not have semantic ‘meaning’, so the 
different timing won’t apply.  However, it should be noted that declarative and procedural learning 
may represent multiple sub processes with differing timecourses. 
The study by Opitz and Hoffman, (2015) showed that while artificial grammar learning involved both 
rules and similarity, over the timecourse of learning rules play a more important role and similarity 
diminishes.  They propose that the systems operate in parallel but also compete, with rules based 
strategies outperforming over time, as rules are extracted from previously encountered similarities. 
This is a more efficient way to store information, enabling grammar systems to be memorised. 
Fig 1.2.5 Schematic View of Similarity and Rules in Artificial Grammar Learning Over Time 
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Individual differences also become more apparent over post learning retention time, and this may 
differ for declarative and procedural learning.  Hamrick, (2015) found that for leaning and retention 
of a second language individual ability predicted performance on immediate but not delayed 
declarative recognition task, which was predicted by procedural abilities.  The task aimed to isolate 
memory for syntax from semantics using new and previously seen sentences.  The procedural 
improvement but not declarative was still apparent after 1 – 3 weeks.  While this does differ with 
individual ability, the study shows that the procedural system is involved in this second language 
learning, contrary to some of the earlier claims, (Ullman, 1997).  Ashby and Crossley (2010) also 
found evidence for individual variation in the strategy used for grammar rule learning.   
Hauptmann et al, (2005) suggests from their delayed procedural learning study, that individual 
differences are important and could be used to optimise training.  Morgan-Short et al, (2014) found 
that individual difference in two measures each for declarative and procedural learning differently 
predicted artificial language learning over time, with declarative as a greater predictor for early 
stage, and procedural later.  They suggest that all learners shift towards procedural over time, but 
the trajectory may be influenced by initial abilities.   
1.2.9 The Effect of Sleep on Declarative and Procedural Learning 
 
Type of learning, length of sleep and timing of training can all influence offline improvements in 
memory task performance.  This could be due to how the interaction between declarative and 
procedural memory systems is modified by sleep, (Robertson, 2004).   Bearing in mind that this is a 
difficult area to study, the majority of evidence comes from manipulatiing sleep and training 
schedules expressed during wake.  This can be measured either during tasks or during rest.  The, 
effect of rest is discussed in detail in chapter 6.  Altering the proportion of skill components in a task 
can affect whether the benefits of off line processing are determined by wake or sleep, according to 
amount of practise, (Robertson, 2009). For example, sleep has been linked to motor sequence 
learning improvements, when minimal are seen over the same amount of time awake, (Cohen and 
Robertson, 2006).  Time of day of testing does not affect the result, suggesting it is not due to 
circadian effects.  Lack of sleep blocks the off line improvement, suggesting sleep is essential.   
 
Diekelmann and Born, (2010) point out that longer sleep duration yields greater improvements, 
particularly in procedural memory.  For optimal benefit, sleep should happen on the same day as 
training but does not need to be immediate.   A study by Doyon et al, (2009) found that sleep 
benefitted performance on a procedural motor sequence task, but not a visiomotor adaptation task, 
compared to a no sleep condition.  The performance gains were seen over 12 hours, for both tasks.  
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It didn’t matter if sleep was at night or during the day.  These findings also suggest that sleep is more 
important than circadian factors or length of time for consolidation, particularly for procedural 
sequence learning. 
Fig 1.2.6 Schematic Diagram of Sleep Wake and Declarative and Procedural Learning Cycle 
 
 
 
Procedural consolidation differs according to the time of training within the sleep wake cycle, 
(Cohen and Robertson, 2007).  Movement based improvement was seen with 8 am learning and goal 
related with 8 pm learning.  The time of retest did not affect the results, indicating that time of 
learning is more important.  They suggest that the motor consolidation is either constrained by time 
windows, or there is a competitive interaction where enhancement of one cycle of learning process 
blocks enhancement of the other. 
Robertson, (2009) expanded on the idea of a competitive process to describe a mechanism where, 
when declarative and motor skill are acquired together the offline processing depends on sleep, 
whereas procedural learning can be acquired during wake or sleep when it is presented alone, (see 
fig 1.2.6.) This could be because sleep allows the procedural and declarative components to be 
processed independently, as declarative is no longer supressed, (Robertson, 2009).   
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Awareness is another factor that has been manipulated to study effects of sleep on learning.  
Robertson et al, (2004) found that during a 12 hour interval performance on a sequence learning 
task improved with sleep.  When the task was delivered implicitly, learning did not require sleep, and 
depended on the length of interval.  This was not affected by time of the second testing, suggesting 
that sleep and interval have more influence than circadian effects.  A study by Marshall and Born, 
(2007) supported these findings, suggesting that sleep preferentially strengthens explicitly generated 
memories, under conditions of competition, e.g (simultaneous implicit and explicit delivery).   
Drosopoulus et al, (2011), compared the effect of sleep to ‘awareness’ in a serial reaction sequence 
learning task.  The ‘aware’ condition participants were briefed on the underlying regularity, although 
not what it was, before completing the task. This was expected to enhance conversion of implicit 
knowledge to explicit during the retention interval, and be further facilitated by sleep.  Sleep alone 
was sufficient for this conversion, and with awareness it can also occur during wake.   This slightly 
contradicts the finding o Robertson et al, (2004), which may be due to differences in how implicit 
learning was studied and length of interval.  Best performance was achieved with both sleep and 
awareness.  Gains in to explicit knowledge due to awareness do not interact with sleep.   
Sleep may have differential effects within declarative and procedural memory consolidation.  
Wagner et al, (2004) observed that reaction times were not faster when sleep lead to improved 
sequence task performance, which they suggest is not due to increased implicit procedural skill.  
Instead, it could be explained by sleep facilitating the goal, rather than sequence components of 
procedural learning, (Cohen and Robertson, 2007).  This dissociation was shown in a serial reaction 
task. Testing over 12 hours either (8 am, 8 pm no sleep) or (8 pm 8 am with sleep), showed that the 
sequence is enhanced during the day and the goal at night.  These distinct neural processes, allow 
sleep to generate a flexible representation of the goal separate from the one to carry out the 
movement, (Cohen et al, 2005).  Several other studies have since supported this and goal based 
improvements have been shown to develop over night, whereas movement related improvements 
develop during wake, (Cohen and Robertson, 2006, and Robertson, 2009).  
Sleep may have a differential effect within declarative language learning, (Mirkovic and Gaskell, 
2016).   An artificial grammar was used to test the effect of sleep on arbitrary mappings (e.g 
vocabulary). Performance improvements were seen with sleep in the word mappings, but not the 
systematic procedural aspects.  The difference from the studies showing procedural improvements 
could be explained by the 90 minute daytime nap used as the sleep condition, which does not 
include the complete cycle of night time sleep phases.  Therefore, declarative learning may be 
favoured in this initial consolidation phase.  An additional sleep cycle and/or repeated training may 
16 
 
be or necessary to see procedural gains.  Alternatively, it could be a circadian effect, although this is 
contrary to the studies described previously, (Doynon et al, 2009, and Lutz et al, (2017). 
More specifically language related tasks have examined the role of sleep in facilitating abstraction.  
Clair and Monaghan, (2008) found that sleep enabled participants to abstract general grammar 
category characteristics to a novel category.  This is a precursor to developing phrases, so can be 
classed as ‘procedural learning’.  A sleep and no sleep group were studied over a 12 hour interval.  
Those without sleep were stronger on categorizing previously trained words (familiar) rather than 
novel ones.  This suggests that the familiar words memory withstands distraction during wake.  In 
this study, words from an artificial language were presented as an auditory stimulus.  
Nieuwenhuis et al, (2013) also found evidence that sleep promotes abstraction.  Classification of 
strings of artificial grammar improved with sleep compared to equivalent time awake.  Again, this is 
attributed to improved acquisition of grammatical rule structure (procedural) rather than frequency 
based learning of chunks, (declarative).  After sleep, participants were able to reliably discriminate 
grammatical and non grammatical items, especially with fewer chunks.  The length of delay before 
sleep did not affect this. Before sleep classification decisions were made on chunking, (declarative).  
This abstract knowledge acquired during sleep can be extended beyond previously encountered 
examples.  Alternating exposure with periods of sleep facilitates high level rule abstraction for 
grammar learning.  This leaves questions around the role of time awake in relation to sleep, as well 
as effects of its length.  
1.3 Neurological Basis of Learning and Memory for Artificial Grammar, and the Influence of Sleep 
 
The neurological processes underlying artificial grammar learning, and how they are affected by 
sleep will now be discussed.  For the purpose of this investigation, the evidence has been restricted 
to studies in living humans as this is most directly relevant to the cognitive aspects of the research 
question.  However, there is considerable non human and human tissue research that supports 
understanding of the neuroanatomical and physiological processes, that will be discussed where 
necessary. 
1.3.1 Neurological Basis of Models of Memory 
Neural reactivation during sleep to replay the memory is a key mechanism for memory consolidation 
during sleep, (Robertson et al, 2009, O’Reilly et al, 2011, and Lewis and Durrant, 2011).   This has 
been shown to occur in the hippocampus and other areas.  Reactivation has been found specifically 
in response to a procedural motor sequence task, using EEG, (Schonauer et al, 2013).  Auditory cues 
were used to cue the reactivation.  This improved performance during sleep only, not during wake, 
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and was effective after just three hours.  This will be considered further in relation to sleep stage and 
the declarative and procedural model. 
 
According to the ‘Complementary Learning Systems’ theory, the hippocampus is responsible for 
rapidly learning episodic memory, which it replays.  This is then consolidated in the neocortex which 
integrates across the episodes to extract the structure over time, (O’Reilly et al, 2011).   Much of the 
literature on learning during sleep adopts this approach.  This is not incompatible with the 
declarative and procedural model, which outlines the neural basis of duel systems.  These are linked 
to cognitive processes more specifically defined in relation to language learning.  It has the 
advantage of suggesting a mechanism for the dynamic transfer between the systems over a longer 
term. Studies of the neural basis of the effects of sleep on learning will now be considered in relation 
to this model. 
EEG has been used to investigate both the type and location of neural activity, during sleep, (Smith, 
2001).  This will now be considered alongside the small amount of fMRI evidence during sleep.  This 
gives more spatial information than is possible with EEG, although is more disruptive for a sleeping 
person.  Fatigue, unnatural sleep patterns and environments used in sleep laboratory studies with 
EEG monitoring may confound the data by disturbing sleep, especially if cuing is used to stimulate 
reactivation, which may wake participants.  
 
This was the case in a study by Diekelmann et al, (2011), using odor cues to reactivate memories 
during wake and sleep, and fMRI to study the brain processes.  Reactivation during slow wave sleep 
engaged the hippocampus and stabilised the memories.  During wake it destabilised memory and 
activated prefrontal cortical areas.  Stability was tested using an interference task the memory task 
was object location, which included a spatial element.  The sleep group was worse at the 
interference task.  The reactivation took place after 30 minutes.  They suggest that reactivation 
during wake may optimise successful memories for future applications.   
 
In a further study using a similar task, (Diekelmann et al, 2012) found that 40 minutes sleep with 
odour cue was as effective as 90 minutes sleep without.  The memory consolidation at 90 minutes 
depended on slow wave, not REM sleep.  Without cues the longer sleep period is more effective 
showing that consolidation also depends on sleep duration.  This interference task performance did 
not affect the original task.  They propose there is a threshold of 20 minutes slow wave sleep. 
 
Differences in memory processing according to sleep stage have frequently been reported, (Smith, 
2001, Marshall and Born, 2007, and Diekelmann and Born, 2011), see fig 1.3.1.  This was the case in 
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a study by Plihal and Born, (1997), providing early evidence for a differential role for sleep in 
declarative and procedural learning.  Word list learning and mirror tracing skills were compared over 
equivalent retention intervals of wakefulness and sleep. Sleep improved recall compared to 
equivalent time awake. There was a one week retention interval between two learning sessions.   
Early stage (slow wave) sleep improved declarative word list memory, and later (REM sleep) 
improved procedural mirror tracing.  The authors suggest that the timing of sleep in relation to the 
wake interval and the length of sleep and wake intervals is more important than sleep stage in 
influencing performance.  
 
REM sleep may favour associative processes of spreading activation, which is related to novel 
combinations of pre existing memories, (Diekelmann and Born, 2011).  It may also benefit category 
learning.  These benefits may occur at specific time windows.  REM sleep deprivation has been 
reported to affect procedural memory performance up to 72 hours after learning, while declarative 
learning was unaffected, (Smith, 2001). A distinct role for REM sleep in abstraction through 
consolidation is also proposed.  How this relates to processing during wake remaining an important 
research question, (Lewis and Durrant, 2011).   
 
Declarative memory may be sensitive to the length of both REM and slow wave cycles, (Smith et al, 
2001).   Wilhelm et al, (2011) showed that a declarative task was associated with increased slow 
wave sleep spindles, but only if the test was expected. The tasks were a declarative associative word 
pair task, and a procedural motor sequence. The test expectation effects persisted across a 
distractor task.  They also found evidence that sleep improved overall performance where subjects 
expected to be tested.  Expectation did not affect retrieval during wake.  They suggest this means 
that sleep facilitates consolidation of relevant memories, compatible with the ‘Triage’ explanation by 
Stickgold and Walker, (2013).  
 
In a meta analysis of the EEG evidence, Chatburn et al, (2014) showed that sleep facilitates 
integration of new information into existing schemas and extraction of rules and the ‘gist’ across sets 
of information. (procedural). Lutz et al, (2017) found that sleep immediately after encoding affected 
gist extraction one year later, but the effects were not seen at ten hours retention.  This was using a 
non verbal visual task using shapes derived from a prototype. Gist memory did improve over the 
initial ten hours independent of sleep and wake.  No morning and evening training differences were 
found, suggesting that sleep is more important than circadian effects.  
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Fig 1.3.1 Summary Diagram of the Neurological Evidence for the Influence of Sleep on Learning 
and Memory 
 
Schema formation and integration are also suggested to occur during slow wave sleep, stabilising 
the memory trace (Landmann et al, 2014).   These schemas could reflect the product of interaction 
between the declarative and procedural system.  It may also be that the declarative/procedural 
distinction, which was primarily linked to fMRI evidence, doesn’t map directly onto the processes 
measured by EEG.  A study by Batterink et al (2014), using EEG found that learning a hidden rule was 
better in participants who have a greater amount of both slow wave and REM sleep.  Those with 
good learning were slower at responding to phrases which violated the rule.  Awareness of the rules 
made no difference, (Batterink et al, 2014).  This would fit with rules as procedural learning, as does 
the suggestion that sleep enables them to be abstracted from associations.  Completion of a sleep 
cycle and sleep quality have more effect on learning than total loading of any given sleep state, 
(Batterink et al, 2014).  .  Processing during sleep is an area for further investigation. 
 
EEG shows that memory consolidation is facilitated when slow wave sleep spindles synchronise with 
sharp ripples during replay.  The sleep spindles originate in the thalamus, and the ripples in the 
hippocampus, (Lewis and Durrant, 2011).  The ‘synaptic homeostasis hypothesis’ suggests an 
overarching mechanism for memory consolidation where sleep down-regulates energy requirements 
for storage of new memories (Tonini and Cirelli, 2006).  Thalamocortically generated spindles 
H 
T FC 
REM 
SWS 
Replay Ripples 
Sleep Spindles 
Insight and 
Rule 
Abstraction 
20 
 
increases after intense learning at the onset of slow wave sleep, and this may be balanced with slow 
oscillations to facilitate downscaling to regulate synaptic activity acquired during the day, (Marshall 
and Born, (2007).    Below threshold synapses are lost, and those that overlap are strengthened, 
(Lewis and Durrant, 2011).  This is also compatible with the idea of ‘memory triage’, (Stickgold and 
Walker, 2013).  This mechanism would enable regulation to maintain overall synaptic activation 
levels by a process of downscaling during consolidation. The process may also be responsible for 
integration of new memories into schema and is therefore vulnerable to bias from existing 
memories, (Lewis and Durrant, 2011).   
 
Deuker et al, (2013) also combined EEG and fMRI to study a hippocampus dependent learning 
paradigm, and found further evidence for this reactivation.  The fMRI data was analysed using 
Multivoxel Pattern Analysis (MVPA) to train a classifier to recognize stimulus category specific 
activation in a ventral pathway linked to vision.  This showed stimulus category specific activation 
patterns that recur spontaneously during both wake resting state and sleep. These can predict 
subsequent memory performance.  The study was carried out over 8 hours, with participants 
sleeping inside the fMRI scanner. Better performance was seen when items were learned before the 
rest.  There was also a negative relationship between reactivation and error, e.g fewer errors seen 
with increased activation.   Therefore, the authors conclude that the reactivations reflect memory 
consolidation processes. 
 
Reactivation and synaptic downscaling could act together with a possible mechanism where 
downscaling/homeostasis serves to reduce noise while replay strengthens key memories, (Marshall 
and Born, 2007, and Robertson, 2009).  This is also compatible with Stickgold and Walker’s (2012) 
explanation of sleep facilitating memory triage.  They would also fit with the findings of Diekelmann 
and Born, (2011) which showed that reactivation of associative learning triggered by a cue only 
improved memory stability if it occurred during slow wave sleep rather than during waking rest, if 
downscaling only occurs during sleep.  This cannot be ascertained from the current studies. 
 
Robertson et al, (2009) propose that sleep enhances memory consolidation by engaging neuro-
plastic mechanisms and disengaging memory system interaction. In this way procedural memory 
would be enhanced by making declarative temporarily inaccessible to it.   They suggest that 
hippocampal and cortical connectivity become one directional during sleep. Systems interaction may 
still underlie consolidation, but at a local level.  
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1.3.2 Neural Processes and Memory During Wake 
 
Greater understanding of the neural mechanisms of memory during wake can give further insight to 
how this may be influenced by sleep.  It is important to understand the reciprocal interaction 
between sleep and wake, (Stickgold and Walker, 2013, and Landmann et al, 2014).  An early fMRI 
study, (Cohen et al, 1997) found sustained activation in the prefrontal and parietal cortex during a 
working memory task.  They suggest that these regains may be involved in memory maintenance as 
they were not activated in tasks with high cognitive difficulty that did not involve memory.  Broca’s 
area, otherwise known as the Inferior Frontal Gyrus (IFG) comprises the left inferior frontal gyrus 
triangularis (BA45) and opercularis (BA44).  This showed transient load sensitive activation in a 
different pattern to the prefrontal cortex, suggesting a distinct role in memory.  
 
Increasingly sophisticated cognitive tests and fMRI analysis techniques have further investigated the 
role of these regions in learning and memory of language.   More specifically, they have investigated 
artificial grammar learning and the outcomes can be related to the declarative and procedural 
model.   Yang and Li, (2012), found that the dorsolateral prefrontal cortex was important for 
performance of explicit sequence learning, and that individual differences in working memory 
impact it differently, (Yang and Li, 2012). 
The idea of segregation between the declarative and procedural system proposes that the medial 
temporal lobe supports declarative memory while motor cortical and subcortical areas support 
procedural.  The hippocampus may be responsible for associative declarative learning, (Cohen and 
Poldrack, 1997) while non relational learning is more cortically based.  Squire et al, (2004) reviewed 
the role of the medial temporal lobe in declarative memory, and suggest that its functions may be 
related to the adjacent to hippocampus, operating with the neocortex to establish and maintain 
independence of long term memory through consolidation.   
1.3.3 Background to Neural Processes of Artificial Grammar Learning 
 
Ullman, (2001) initially outlined the neural basis for the declarative and procedural model, in terms 
of functional brain regions.  According to this, use of stored words may depend on the left temporal 
and tempro-pariatal structures, forming the ‘declarative’ system, while grammar depends on the left 
frontal cortex, and premotor cortex, linked to the basal ganglia, forming the ‘procedural system’; 
(Ullman, 2001), see fig 1.3.1.  The procedural system links to regions involved in execution and 
perception of movement.  This poses many questions regarding the relationship between cognitive 
and motor aspects of language, such as speech and language specificity, (Ullman, 2004).  The 
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declarative and procedural model proposes a compensatory interaction as well as segregation 
between the systems, where if one is damaged the other is enhanced (Ullman, 2004).   
N.B Basal Ganglia are Striatum (made up of caudate/putamen), Globus Pallidus, and Substantia 
Nigra with output via the Thalamus. 
Neuroimaging studies in humans indicate that activation of regions involved in one system (e.g 
caudate nucleus, procedural) inhibits activation in the other, (e.g medial temporal lobe, declarative). 
This pattern reverses over the timecourse of learning, so that the procedural system is increasingly 
relied on (Poldrack et al, 2001).   
Ullman, (2006) proposes that connections between Broca’s area, (IFG), and the basal ganglia output 
nuclei, implies they are engaged in a common cognitive function.  This would include acquisition, 
processing and manipulation of sequences, in the ‘procedural system, mediated via a functionally 
segregated posterior thalamocortical channel.  Ullman, (2006) proposes that this is further 
differentiated by region, so that the basal ganglia is involved in acquisition of procedural knowledge 
such as grammar, while the IFG is concerned with its use.  Ullman, (2006) suggests that further 
investigation of the common computational underpinnings of topographical and functional 
segregation within the basal ganglia channels, involving IFG is important to fully understand the 
processing in relation to language learning. The basal ganglia could also be included within circuitry 
relating to hippocampus routed declarative memory, therefore playing a role in systems integration.   
The basal ganglia have also been implicated in specialised roles within learning, with differentiated 
function within the divisions of the striatum and its pathways.   There is good agreement between 
behavioural, anatomical, and cognitive neuroimaging studies in humans, with and without disorders 
of the key brain regions, such as Parkinsons’ disease, (Grahn et al, 2008).    
Seger and Cincotta, (2005) attempted to differentiate the role of the striatum in learning and 
executive function using fMRI.  They concluded that the body and tail of caudate and putamen were 
involved in successful learning, while the head of the caudate and ventral striatum were involved in 
processing feedback.  The learning mediated by the caudate nucleus was not correlated in either 
direction with hippocampal activity.  However, caudate activity correlated positively and 
hippocampal activity correlated negatively with classification accuracy, suggesting the caudate but 
not the hippocampus is involved in successful learning. 
The caudate supports planning and execution of strategies required for executing behaviour driven 
towards complex goals, while the putamen is involved in stimulus-response habit learning, (Grahn et 
al, 2008).  This cognitive role proposed for caudate may involve rules, and is feedback dependent.  
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Therefore, it may be more relevant during the learning rather than the ‘test blocks’ without 
feedback analysed in the BROCANTO learning study in this thesis.   
1.3.4 Interaction Between Declarative and Procedural Systems 
Following Ullman’s proposal that the basal ganglia may link the declarative and procedural system, 
segregation of these systems at the neural level has been further challenged.  Ashby and Crossley, 
(2010) suggest that use of the declarative system does not prevent striatal mediated procedural 
learning, although procedural output would be restricted to the motor systems. Robertson et al, 
(2009) suggest that medial temporal lobe is also involved in procedural learning. 
This interface between motor and language systems, was explored in a study by Pulvermuller and 
Fadiga, (2010).  They examined neuronal correlates between phonemes and words and action 
perception circuits.  When phoneme/word correlates arise as a consequence of learning, they can 
predict linguistic brain activation.  The correlates are found in the superior temporal cortex and 
motor system.  This motor system component could be linked to speech production and the 
procedural system (Ullman, 2001).  In this way, the motor system may also contain topographically 
specific semantic circuits for action words, (Pulvermuller and Fadiga, 2010).  Syntactic processes and 
representations emerge from hierarchical structuring of actions derived from earlier premotor 
functions in action perception circuits, as the representations become important in building the 
syntax. They also suggest that active perception is a key mechanism of the sensory motor system’s 
involvement in language. This explanation fits with a crucial role for IFG (BA44), and its links with 
premotor cortex BA6.  In terms of grammar learning this could include rules about verbs, especially if 
it is engaged when artificial grammar has no meaning. 
1.3.5 Error Detection 
Poldrack et al, (1999) found that left dorsal IFG, (BA44/45) showed more activation for words than 
non-words, and the ventral part was more responsive to semantic than phonological processing.  
Konishi et al, (2000) also found differential activation in left IFG as well as BA10, anterior insula and 
cingulate and thalamus, and pre/supplementary motor cortex mainly left lateralised, during episodic 
word retrieval success, as well as left lateral and medial parietal cortex.  They suggest parietal 
regions modulate the retrieval. This evidence suggests overlap between the neural basis of the 
declarative and procedural systems. Region BA19 showed the opposite pattern to BA10, IFG and 
supplementary motor cortex, and was more active for correct recognition of incorrect words trails, 
suggesting a role in error detection.   
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Takashima et al, (2006), also propose involvement of the ventromedial prefrontal cortex in 
monitoring or error detection, supporting findings of Opitz and Friederici, (2004).  Takeshima et al, 
(2006) showed that its activation becomes stronger during memory recall over the long term 
moderated by slow wave sleep.  Petersson et al, (2010) showed that left IFG further increases its 
activation during grammar violations, and medial temporal lobe activity is supressed.   The left 
thalamus also responded to the interaction between correct and incorrect grammar.   
Grainger causality identified a network where cerebellum, medial thalamus and supplementary 
motor area (BA6) respond to errors in a way that influences ventrolateral pre frontal cortex, (Ide and 
Li, 2011).  The projections are bilateral and also from thalamus and supplementary motor area to 
ventro lateral prefrontal cortex.  However, Grainger causality cannot show the modulation by 
experimental conditions, unlike PPI analysis.  In this study correlational analysis was used to 
establish the link to error related activation.  Error detection is a key process in obtaining DPrime 
scores and likely to be engaged in all tasks requiring such discriminations.  It may engage both 
declarative and procedural memory, but grammar rule knowledge is necessary for it to be accurate.  
The roles of BA6 and thalamus will be considered in relation to BROCANTO learning from chapter 4 
onwards, along with further connectivity studies of the relevant networks.  
1.3.6 Learning Over Time - Proficiency 
As the cognitive research in section 1.2.9 suggests, interaction between systems operates over time 
to facilitate long term consolidation.  Poldrack et al, (2001) used an identical classification learning 
task presented to favour either declarative or procedural learning. This differentially engaged the 
striatal and medial temporal (hippocampal systems), with the striatal linked to probabilistic 
outcomes with feedback, while medial temporal lobe was linked to the paired association which 
could be considered ‘similarity’.  There was a negative correlation, with the medial temporal system. 
This declined as striatal activation increased, so the authors propose it may reflect competition 
between the systems.  The medial temporal decline happened over a timecourse of 7.5 minutes in 
the first block, while the caudate peaked significantly during the second block.  The authors propose 
that the negative correlation reflects competition between the systems, although there are other 
possible explanations.  The study gives little information about the interval between scans.  
Within the declarative system, Squire et al, (2004) suggest that the medial temporal lobe operates 
with the neocortex to establish and maintain long term memory, which becomes independent 
through consolidation over time.   This transfer of declarative memories from hippocampus to 
neocortical representation over time is referred to as ‘systems consolidation’, and may be facilitated 
by sleep, (Takashima et al, 2006).   
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Willingham et al, (2002) found that learning an identical sequence with and without awareness (a 
task delivery condition) activated a common set of brain regions. They assume that awareness of 
task requirements favours declarative learning.  Without awareness they found activation in left IFG, 
BA10, BA40 and right putamen.  With awareness, additional regions were engaged, for example 
bilateral BA10, right IFG, premotor cortex and caudate.  Although these were mainly previously 
associated with declarative learning.  However, the traditional declarative hippocampal and 
temporal regions were not activated, indicating they are not necessary for sequence learning.   
In this way, the idea that procedural learning emerges over time from declarative is challenged.  The 
additional activation may simply reflect task processing requirements, rather than differential 
memory system engagement.  Willingham et al, (2002) suggest that the premotor cortex is involved 
in ‘awareness’ and represents the first step in sequence construction.  The effects of learning over 
time are discussed in section 1.3.6, and further research is needed to clarify this ordering of events, 
especially over the longer timescales linked to a natural sleep/wake cycle. 
1.3.7 fMRI Studies on the Regional Neural Basis of Artificial Grammar Learning 
 
fMRI studies of language learning have provided further insight to key brain regions engaged.  
Friederici, (2006) proposed a functional dissociation where the IFG and BA6 support different 
functions in language processing.  IFG is involved in hierarchical structuring of sequences and BA6 is 
more concerned with local dependencies.  They propose that this generalises beyond language, 
especially sequential prediction mediated by IFG.  
 
Petersson et al, (2010) using an artificial grammar found support for a procedural role for the left 
inferior frontal gyrus.   Compared to a sensori motor task, left IFG and BA6 and some additional 
parietal and occipital regions responded preferentially to grammar.   The response is like that seen 
for syntax processing in natural languages, indicating that artificial grammar is an effective tool to 
investigate language learning. Correct examples of the grammar were presented implicitly, before 
correct and incorrect classification was required.  Artificial grammar rules involving syntactic 
movement and hierarchy did not differently affect left inferior frontal activation, suggesting the 
response to linear sequencing is more important.  
Forkstam et al, (2006) used an artificial grammar of consonant strings without feedback, in an fMRI 
study to investigate how the brain extracts structural regularity without explicit information.  They 
used an associative balanced chunk strength design to engage both the declarative and procedural 
system.  In the balanced chunk strength design the average chunk strength of grammatical and 
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ungrammatical items is equivalent.  This removes a confound to grammatical judgement, allowing 
the processes to be differentiated, (Lieberman et al, 2004) 
Fig 1.3.2 Schematic Diagram of Neural Basis of Declarative and Procedural Learning Over Time  
 
Performance correlated with activation of a corticostriatal network, including parietal (posterior 
BA39/40) and middle occipital regions, including BA19.  Temporal activation in BA21 and 38 differed 
significantly from day 8 to day 1. The left IFG responded to syntactic violations but not familiarity 
and chunk strength.  The caudate nucleus was more sensitive to correct grammar at day 8, indicating 
it could be involved in fluency at an advanced stage of learning.  Both IFG and caudate responded 
bilaterally, during processing, although only left IFG was sensitive to grammar and not chunk 
strength.  BA47 was sensitive to chunk strength on day 8 only. These findings suggest separate 
declarative and procedural processes that change over time, although Forkstram (2006) propose 
that a general integration process occurs without the need for a specific rule processing mechanism.  
BROCANTO provides a more effective way to investigate this, as it is closer to natural language. 
Brodmann’s area 39 responded to artificial grammar performance in Forkstram et al’s, (2006) study.  
It includes the angular gyrus and the posterior, superior middle frontal gyrus.  Its activation in the 
left hemisphere, correlated with Broca’s area (left IFG BA44/45) and adjacent parts of the thalamus, 
during sentence reading, compared to rest, (Hampson et al, 2006).  The strength of these 
connections depends on reading ability.  Strong connections to BA47 were seen during continuous 
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reading, when the connection to BA39 is not present.  Reading is a key element of the BROCANTO 
learning task in this study.  If BA39 is necessary to carry it out it is logical that it will interface with 
the grammar learning IFG in a performance dependent manner.  A strong connection between 
Broca’s area and the occipital temporal cortex was also seen during reading and not rest, regardless 
of ability, indicating some interaction between the declarative and procedural system.   
A meta analysis shows engagement of the left insula, in expressive language and speech production 
and perception, (Oh et al, 2014). Both activate the anterior bilateral insula, the dorsal mid-insula is 
preferentially activated by speech perception and the left ventral mid insula by expressive language.  
The left anterior insula has extensive reciprocal functional connections with frontal areas involved in 
language processing.  It is proposed that it could act as a hub, connecting speech and language, 
which will now be considered in relation to connectivity analysis. 
1.3.8 Connectivity Studies of Learning and Memory Relevant to Artificial Language Acquisition 
 
See methods chapter 2, section 2.6 for an outline of connectivity methods.  fMRI connectivity 
analysis allows relationships between regions engaged in learning tasks to be studied.  Depending on 
the exact methods, they give insight into the interaction between regional task related cognitive 
processes operating as networks, and their wider context across the brain, (see chapter 2, section 
2.6).  It is mainly based on correlation to show synchronisation between regions.  Yang and Li, (2012) 
present it as a more advanced holistic and biologically plausible approach to studying cognition in 
the brain.  It considers that cognitive function arises from interactions between distributed brain 
regions that can form into networks that also interact. This varies according to task conditions.  How 
it changes over time is of key interest.  The approach gives a different perspective to characterizing a 
cognitive model such as the declarative and procedural.  An overview of findings relevant to 
declarative and procedural learning will now be presented. 
 
Liberman et al, (2004) used functional connectivity analysis to study brain processes during an 
artificial grammar processing task.  They found right caudate activation linked to rules, and medial 
temporal activation associated with chunk strength.   Comparing grammatical and non grammatical 
low chunk strength items, demonstrated activation of caudate and occipital regions and medial 
occipital deactivation.  The caudate was sensitive to grammar regardless of chunk strength.  The 
hippocampus was more sensitive to grammar with high chunk strength, as were additional medial 
temporal cortical regions.  Greater caudate activation corresponded to reduced hippocampal 
activation, which they suggest indicates a competitive relationship.   
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Mattfield and Stark, (2011) used a ‘Psycho Physiological Interaction’, (PPI) connectivity analysis to 
study the timecourse of learning in the hippocampus and caudate.  They found that medial temporal 
lobe and striatum interact during visiomotor association learning.  The striatum and 
parrahippocampal cortex were sensitive to rate of learning, and both medial temporal lobe and 
striatum activation correlated with probability of being correct.  This supports Forkstram et al’s, 
(2006) finding regarding later stage caudate activation.  There was differentiation within the 
striatum with the ventral coupled with medial temporal lobe during learning, and the associative 
striatum (caudate) showing the opposite.  The coupling changed over the timecourse of the study.  
At the height of learning, the medial temporal lobe regions increased coupling with the ventral 
striatum (putamen).  At the same time coupling between the caudate and hippocampus decreased.  
The distributed of engaged ROIs throughout medial temporal lobe suggests a gating function of 
hippocampus. They argue that this demonstrates that declarative and procedural memory can be 
independent without being mutually exclusive, and that the striatum responds to reward related 
prediction error signals. 
Yang and Li, (2012), further investigated the effect of implicit and explicit delivery of an artificial 
grammar learning task, using effective connectivity to identify key networks linked to sequence 
learning, delivered under explicit and implicit conditions. Structural equation modeling was 
performed on four defined regions of interest.     Scanning took place during the retrieval phase and 
performance was measured by ability to discriminate correct and incorrect forms.  This allows the 
beginnings of a mechanistic account of the processes to be developed.  Unlike dynamic causal 
modeling, this does not require previous specification of connections.   
Implicit learners showed greater activation in left IFG, insula and caudate.  The precuneus showed 
increased activation in explicit learning and decreased in implicit.  The connectivity analysis showed 
direct negative connectivity between IFG and caudate, without the insula in implicit learning.  The 
caudate also links to the precuneus, as does IFG with a negative relationship.   The authors suggest 
that links between cortical and subcortical structures are important in implicit learning (e.g direct 
fronto-striatal connections), while more frontal and parietal structures mediate explicit processes. 
Yang and Li, (2012), also suggest that the IFG exerts a top down influence, in explicit learning this is 
via the insula only, while there is also a direct parallel pathway to caudate nucleus.   
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Fig 1.3.3 Connectivity Under Explicit and implicit Leaning Conditions From Yang and Li, (2012) 
For  
a. Declarative - Gour et al, (2011) used Independent Component analysis to study anterior temporal 
lobe connectivity related to declarative memory.  They extracted a network extending from 
hippocampus to temporal pole, including peri and entorhinal cortex and amygdala, associated with 
declarative memory. This network showed significantly more functional connectivity in patients with 
memory impairments, including mild Altzheimer’s disease, especially at BA38 and 21.  In this study, 
BA10, IFG, BA47 6, 39 and 40 among others were classed as an executive control network, 
responding during rest and an object based memory task.  No correlations were found with other 
memory tasks, or in the default or executive control network.  Declining patients showed greater 
right parrhippocampal activation, and the worse ones showed decreased hippocampal activation 
and default network deactivation.  
This study showed no correlation with the anterior temporal network and episodic memories.  This 
supports a modular view within of sub systems within declarative memory.  For example, the 
anterior hippocampal operating context free on familiarity, and the main hippocampal context rich 
on episodic and spatial memory, (Gour et al, 2011).   The BROCANTO artificial language in this study 
removes the context dependent episodic aspects so the anterior hippocampal context free 
familiarity route could be expected to dominate if they are separate.  
b. Procedural - Tinaz et al, (2006) applied connectivity analysis to a sequential picture ordering task, 
in comparison to a control task, using a small volume correction for the hippocampus.  The logical 
ordering involved procedural rules based sequencing.  They found that the bilateral globus pallidus 
output of the basal ganglia responded specifically to sequences.  The globus pallidus showed 
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connectivity with cortical regions especially the dorsolateral pre frontal cortex.  Key connections 
included hippocampus, left IFG, thalamus and insula.  The hippocampus and parrahippocampus 
were additionally activated in response to the sequential ordering over the control task.   It is 
proposed that this is because it is involved in encoding relational features, which could be 
considered equivalent to ‘similarity’.  Alternatively, it could be critical for event ordering.  These are 
not mutually exclusive processes, and the results indicate possible overlaps between the declarative 
and procedural routes.   
An analysis of functional connectivity data from the human connectome project, (Smith et al, 2015), 
identified a general intelligence factor including years of education, income and life satisfaction.  
This linked to a specific pattern of connectivity along a positive negative axis, using a canonical 
correlation analysis.  They interpret their findings as representing a mode of positive brain function.  
This approach gives some broad context to brain connectivity, but says little about specific 
processes.  It would be possible to include sleep measures such as Pittsburgh.  Cole et al, (2012) 
showed that the lateral prefrontal cortex shows a selective relationship with difference in individual 
intelligence scores increasing its connectivity with the fronto partial network, as well as high global 
connectivity. Contrary to this, Smith et al, (2015) did not find it to be the strongest node.  This may 
be because the broad based behavioural measures reduced the effect. 
Cole et al, (2012) propose that the lateral pre frontal cortex acts as a hub implementing control 
processes, central to intelligence.  Both IFG and BA6 were identified as key regions correlating with 
individual task accuracy, as well as BA7.  Left prefrontal cortex, premotor cortex and medial 
posterior parietal cortex also showed the highest connectivity compared to the rest of the brain 
suggesting they also at as hubs.  The left prefrontal cortex (IFG) response varies between individuals 
rather than in a connection or system specific way, indicating a global effect.  They suggest that 
weaker connections may also be functionally relevant and could reflect distant connections 
mediated across multi-synaptic chains, or the effect of a mix of positive and negative connections.  
Importantly, the left prefrontal cortex (IFG) was the only region showing the three way relationship 
between cognitive control, fluid intelligence and global connectivity.   
1.3.9 Neural Basis of Language – Networked Approach (Dorsal and Ventral Stream) 
 
Language is a multifaceted complex function.  The cognitive and neural studies above and the 
declarative and procedural model have focused on isolating specific functions.  The more recent 
fMRI studies using connectivity analysis take a more holistic view, and have begun to reveal dynamic 
overlaps and interactions between functions previously considered as dissociated processes on the 
basis of behavioural cognitive measures alone.  Language is now considered more as a dynamic 
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process over time.  This approach has given rise to the dorsal-ventral stream model of language, 
(Hickok and Poeppel, 2004 and 2007).   
 
This model is closely linked to anatomical structural connectivity.  It includes an explanation of 
auditory processing of language, and is primarily concerned with processing (comprehension and 
production) rather than learning language using visually mediated reading or written language 
production. Nevertheless, this gives insight into the destination for language learning.  There is much 
work to do to understand how the functioning it describes through learning, and knowledge about 
language learning processes generated through studying declarative and procedural model may 
remain relevant.  The dorsal and ventral stream and its relevance to neural processes in BROCANTO 
learning will now be considered. 
Two routes of travel for the information flow are proposed, (Bornkessel-Schlesewsky and 
Schleseswsky, 2013).  The dorsal route is more concerned with speech production, and the ventral 
with comprehension.  Both streams interact to execute complex linguistic processes.  These routes 
are functionally, rather than anatomically defined and pass through similar structures e.g a fronto-
temporal pathway, diverging from the superior temporal gyrus, engaged early in speech processing.  
The dorsal route is higher in the brain than ventral because humans are upright.  Saur et al, (2008) 
found that the dorsal route is concerned with sensori motor mappings of sound.  Meaning is 
transmitted via the ventral route.  They also found that the premotor cortex was the frontal region 
connecting with the temporal lobe via the dorsal pathway, with the ventral route.   
Saur et al, (2008) suggest that this pathway is responsible for grammatical structure (hierarchical 
dependencies) mediated via the IFG, which provides top down processing.  Repetition of 
pseudowords compared to real words activated left temporal and frontal areas which may be 
relevant for BROCANTO similarity learning, supporting the findings of Yang and Li, (2012).  The study 
combined functional fMRI and structural probabilistic fibre tracking (diffusion tensor imaging).    
The model was developed further and the visual dorsal pathway conceptualised with a more general 
role in sensorimotor integration and control, involved in speech production, (Rauschecker, 2012). 
Here the role of the IFG is defined as ‘chunking’, which can apply to semantic, syntactic and 
phonological information.  This revision gives an additional feedback mechanism for phoneme 
categorisation, as well the previous feed forward mechanism for speech production in the dorsal 
stream.  The basal ganglia provide the necessary direct and indirect links to the sensory and motor 
cortical structures necessary for sequence learning.  This fits with the original suggestions of Ullman, 
(2004).  A point of convergence in the prefrontal network with its own hierarchical organisation for 
processing sequences typical of grammar is also suggested.  
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In a review Friederici et al, (2011) considered neuroimaging evidence to define an overall language 
processing network.   These networks use a mix of long and short range connections.  Within this, 
different brain can be networks can be identified supporting particular language processing 
functions.  Left lateralised inferior frontal and temporal regions support syntactic processing, and 
bilateral temporal frontal regions support semantic processing. It is beyond dispute that the IFG 
plays a critical role in this syntactic processing, and there may be integration with semantics in the 
superior temporal gyrus.   
Fig 1.3.4 Key Regions of the Dorsal and Ventral Stream, from Friederici et al (2011)  
 
Friederici, (2012) outlined the model further as a ’cortical language circuit’, that processes language 
from auditory perception to sentence comprehension.  They differentiated to functionally and 
structurally different dorsal and ventral pathways. The account outlines the top down IFG 
processing, directed towards the temporal cortex (posterially) via the dorsal pathway.  Within it, the 
IFG (opercularis) is concerned with syntax.  The triangularis and BA47 are concerned with semantics.  
syntax and semantics interact across the two parts of the IFG.   
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Fig 1.3.5 Diagram to Show Information Flow in the Dorsal and Ventral Pathways, (Friederici, 2012) 
 
NB this model is left hemisphere only and does not take into account the basal ganglia and sub 
cortical structures which is outlined by (Rauschecker, 2012) 
 
Within the dorsal stream, the first tract connects the temporal and premotor cortex, is present from 
birth and responsible for bottom up sensory motor mappings.  The second connecting the temporal 
cortex to BA44, develops with experience and its function is top down processing of complex syntax.  
Structural and functional fMRI has provided evidence of involvement of both pathways in processing 
syntax.  ‘Dynamic Causal Modelling’, (DCM) has further shown IFG as input to Superior Temporal 
Sulcus, suggesting a back flow of information via the dorsal pathway.  Information also reaches the 
IFG bottom up by the ventral pathway.  Integration of syntax and semantics takes place in the 
posterior temporal cortex.  The supporting evidence for this version of the model also draws on 
timing evidence from MEG studies, (Herrmann et al, 2011). 
Bornkessel-Schlesewsky and Schleseswsky, (2013) further developed the model to include time.  
They suggest that only syntactic structure building is time dependant processed by the dorsal 
stream, while sentence interpretation is time independent and processed by the ventral.  This 
revision takes auditory areas heschel’s gyrus as the origin, and the frontal cortex as the furthest 
point downstream where the two streams converge.  The more frontal regions are engaged in 
cognitive control rather than linguistic processing, providing a ‘conflict’ resolution role, in processing 
schemas from the ventral stream.  Adding time into the model suggests that if syntactic processing 
takes place early in sentence comprehension, closer to the temporal auditory regions, (upstream), 
with the anterior temporal lobe as a prime candidate.  
The revised model uses more sophisticated differentiation within language, to include syntax, 
semantics and phonology, (Poeppel et al, 2012).  This version includes regions beyond the classical 
Broca’s and Wernicke’s and takes into account both hemispheres, with more computational 
specificity of processes and domain generality for the model as a whole.  This gives a more 
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mechanistic understanding that can be supported by computational simulations.  The model can also 
account for motor aspects of signed and spoken language.  The ventro medial pre frontal cortex 
plays a key role in syntactic aspects, processing and combining rules, although this requires further 
clarification as it responds to semantic aspects.  
1.3.10 Neural Basis of Second Language Learning 
 
More recently, Takashima et al, (2015) found that longer term training by repeated exposure to 
pseudowords over four days, increased accuracy and predicted reading efficiency one month later.   
fMRI showed that the training engaged the posterior tempero parietal region.  This corresponded to 
the inferior temporal gyrus, a key initiating region in the dorsal-ventral stream model of language 
comprehension, (Bornkessel-Schlesewsky and Schleseswsky, 2013).  This could also suggest 
declarative initiation of language learning, (Ullman, 2014).  Takashima et al, (2001) attribute the 
improved performance to ‘holistic decoding’.  This could to rely on ‘similarity’ as it is arrived at 
through repeated exposure.  There is no requirement for rules processing in this study. 
 
Studies on the neural basis of second language learning are relevant to understanding artificial 
grammar as they give insight into learning processes in relation to models of existing language.  In a 
review, Perani and Abutalebi, (2005) propose that second language learning is underpinned by the 
same neural processes as native language.  Ullman, (2001) suggests that second language learning is 
declarative not procedural, mediated via a temporal circuit.  The fMRI evidence suggests this is only 
the case when proficiency is low.  Age of acquisition and degree of exposure are also influencing 
factors, although differences are due to additional resource demands and remain within the same 
system.  There was more left temporal lobe activity in the more proficient learners. 
 
A study by Xue et al, (2006) showed that an area of the left midfusiform cortex, frequently described 
as the ‘visual word form area’ is sensitive to characters in the native and other languages, and this is 
modulated by familiarity.  It also responds to phonology and semantics of an artificial language, with 
the opposite effect.  Decreased activation was seen after ten days of training.  It seems logical that 
similarity is a key mechanism for second language when there is an existing one to compare with, 
also that it is not necessary to allow acquisition of the initial language, (Opitz and Friederici, 2003, 
2004).  In this way, interaction between declarative similarity learning and the procedural system 
allows for multiple language acquisition within the same processing framework. 
 
Dodel et al, (2005) used a connectivity analysis to study word reading and sentence production in 
bilinguals. They used the difference of weighted correlations across conditions, without modelling 
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the source region, instead of traditional PPI analysis.  Their method determines the whole network 
and considers the entire matrix rather than a row at a time in respect to a single region, as in the 
seed to voxel analysis in PPI. The IFG, putamen, insula, pre central gyrus and supplementary motor 
area (BA6) showed greater connectivity in the second than first language.  This could be explained by 
more automatic processing of the first language.  They found the highest number of correlations 
between left IFG and occipital contralateral regions, with more correlation during sentence 
production than word reading.  More proficient bilinguals show higher connectivity in this network 
than less proficient.  This within subject variability can be explained by the language proficiency 
scores. Further studies comparing natural and artificial grammars would be needed to relate this to 
the timecourse of second language learning, for example the findings of Morgan-Short et al, (2013).  
1.3.11 Neural Processes Underlying the Effect of Sleep on Declarative and Procedural Learning 
 
Over the longer term, Takashima et al, (2006), found hippocampal activation showed a positive 
linear correlation with slow wave sleep during a nap starting at 12.30 after 9 am learning, and a 
negative correlation with recognition after 24 hours.  This continued to increase, along with activity 
in a ventromedial prefrontal region over three months.  They proposed that this indicates an 
interaction, with an initial role for the hippocampus, replaced over time by the ventromedial 
prefrontal cortex, the same region implicated in BROCANTO learning, (Opitz and Friederici, 2004). 
This is moderated by slow wave sleep, indicating a key role in memory consolidation. A mechanism 
where the ventromedial prefrontal cortex inhibits the hippocampus when memories are recalled, by 
gradual transfer from the hippocampus to the limbic system via the ventrolateral prefrontal region is 
proposed.  This takes place over the course of a few weeks, by a process of gradual strengthening 
and fading of the hippocampal trace, promoted by slow wave sleep. 
Marshall and Born, (2007) further linked link spatial fMRI evidence with the EEG studies.  They 
suggest that slow wave oscillations serve to synchronise hippocampal to neocortical information 
transfer, and that this includes the outcome of hippocampal reactivation.  Consolidation occurs 
when hippocampal memories reactivated during slow wave sleep are redistributed.  The fMRI 
studies suggest sleep reorganizes declarative memories, resulting in increased striatal activity at 
follow up testing, (Marshall and Born, 2007).   
 
1.3.12 Connectivity Studies on the Effects of Sleep on Learning and Memory  
 
More recent fMRI studies have used connectivity analysis to study the effects of sleep on learning 
across brain networks.  Connection between the hippocampal reactivation and ventral medial pre 
frontal cortex has been proposed to strengthen long term memories during wake as well as sleep, 
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(van Kesteren et al, 2010).   This fits with the theories about integration with existing schemas, 
(Landmann et al, 2014).  Performance was equal regardless of prior schema strength, however the 
connection was stronger with the weaker scheme, e.g (scrambling), (van Kesteren et al, 2010).  This 
suggests that stronger connectivity enables performance, to compensate for the reduced existing 
schema.  This acts to enhance encoding of novel information.  This effect persisted during rest after 
fifteen minutes.  It might be expected that prior schema would reduce hippocampal dependence 
and increase ventro medial prefrontal cortex engagement and cortical connectivity.  This would 
benefit from investigation alongside further timecourse studies.   
 
De Havas et al, (2012) found that sleep deprivation reduced connectivity of the default mode 
network during both rest and task.  Performance on a visual attention task using letters was 
impaired.  Although the link between the functional connectivity changes and behavioural result 
cannot be directly demonstrated from the correlational analysis used, this finding suggests the 
relationship between brain activity state at rest and during task requires further investigation, and 
will be considered further in chapters 6 and 7 of this thesis. 
 
Albouy et al, (2015) used fMRI to study consolidation of motor sequence learning in the 
hippocampal-striatal network during daytime sleep. This was chosen as it may be involved in both 
acquisition and consolidation of motor sequence learning. PPI functional connectivity analysis was 
used.  Sleep dependent enhancement in the hippocampal memory trace was found, while the 
striatal memory trace performance was maintained irrespective of sleep conditions.  Regression 
showed that striatal activity was negatively associated with performance after both sleep and wake 
and connectivity increased with training.  For the spatial aspects, hippocampal activity was positively 
related to performance for the motor aspects, only with sleep after training.  The hippocampal 
cortical connection was disengaged for the spatial aspects.  This suggests that the underlying 
consolidation processes are differentially influenced by sleep, with striatal (motor) more time 
dependent, and hippocampal (spatial) more sleep dependent.  Functional connectivity analysis 
indicated competition between the systems, as offline performance was less the more the striato 
cortical network was activated, while hippocampal activity was related to performance. The finding 
is taken to support those of Cohen et al, (2005).  They also suggest that the hippocampal-cortical 
connection provides a more flexible memory trace of the sequence, and the striato cortical network 
is more habit based and specific. 
Thielen et al, (2015) used a PPI connectivity analysis to study memory retrieval over time, including 
the role of sleep.  They found that a midline thalamic nucleus seed showed increased connectivity to 
medial prefrontal cortex, hippocampus, parrahippocampus, and pre frontal cortex during retrieval of 
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items learned prior to sleep compared to items learned immediately prior to scanning.  They 
proposed a cognitive role for pre frontal cortex in memory updating while retrieving memories at an 
earlier stage of consolidation.  They found overlapping connectivity using the medial pre frontal 
cortex seed.  Retrieval of 2 hour old memories is accompanied by a transient connectivity increase 
between thalamus and hippocampus and medial prefrontal cortex.  They suggest this uses the 
thalamus to activate the hippocampus and reinstate the memories.  This response is transient, so 
when memories are fully consolidated, the hippocampal nodes are weakened and this pathway 
becomes irrelevant, with thalamic involvement decreasing after 24 hours.  
Fig 1.3.6 Learning Over Time, in (A) the midline thalamus and in (B) the medial pre frontal cortex, 
Thielen et al, (2015) 
 
 
Enhanced 
by sleep 
at 2 hours 
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1.4 Thesis Aims  
1.4.1 Thesis Aims Overview 
This study will use visual presentation of the artificial language BROCANTO, developed by Friederici 
et al, (2002) to study the effects of sleep, wake and training intervals on learning and characterise 
the underlying functional neural processes.  BROCANTO and its application in behavioural and fMRI 
methods are described in chapter 2.   
This investigation will explore the idea that sleep actively facilitates a shift in the way language is 
acquired and represented in memory, according to position of training relative to sleep within the 
sleep wake cycle.  It seems likely that sleep results in an enhanced ability to recognise and 
implement sequences of rule based grammatical operations, (Brown and Robertson, 2006).  The 
declarative and procedural model would suggest that this is due to an increased level of procedural 
skill, (Nettersheim et al, 2015), which is influenced by the training schedule, (Schonauer, et al 2015).   
This will be investigated in the experimental chapters.  The outcomes will be considered according to 
models of language learning, in order to draw conclusions regarding how they relate to BROCANTO 
learning processes, and vary according to the sleep/wake cycle.  More specific questions, aims and 
predictions are outlined below by experimental chapter, (3, 4, 5, 6 and 7). 
1.4.2 Thesis Aims and Hypothesis by Chapter 
Chapter 3: This chapter examines cognitive aspects of BROCANTO learning according to sleep/wake 
cycle manipulations.   
Aims and Predictions: This chapter aims to establish; which sleep wake cycle position and interval is 
optimal for BROCANTO learning, and which conditions favour declarative or procedural training 
delivery mode.  From previous studies; 1) sleep can be expected to improve performance compared 
to no sleep, 2) immediate sleep/evening learning could be expected to favour procedural learning, 
and declarative may be stronger with no sleep, 3) procedural learning would be expected to be 
better than declarative over a longer interval, indicating it is due to consolidation.  However, the 
effect of sleep/wake cycle position on performance of a task involving both declarative and 
procedural processing is unknown. 
Methods: Behavioural studies are designed to establish the effect of sleep wake cycle position, 
interval and training time on learning performance level and trajectory, as measured by ability to 
differentiate correct and incorrect grammar.   
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Chapter 4: Building on studies by Opitz and Friederici, (2003, 2004, and 2007), and Hauser et al, 
(2012) this chapter investigates neural processes underpinning the response to BROCANTO training 
under optimal conditions identified in chapter 3, e.g declarative, (hippocampus, temporal lobe) and 
procedural, (IFG, BA6). 
Aims and Predictions: This chapter aims to investigate the brain regions engaged in optimal 
BROCANTO learning sleep/wake conditions, (3 pm) that are independent of performance level.  
Hippocampus engagement could be considered to represent declarative ‘similarity’ learning, and 
IFG, declarative, ‘rules’.   1) Both IFG and hippocampal engagement could be expected to be in 
evidence under these conditions, although 2) this time could represent an intermediate processing 
step where for example, BA6 is more critical. 
Methods: fMRI will be used to characterise the brain regions that respond to BROCANTO grammar 
at the time of optimal processing. 
Chapter 5:  The neural response to BROCANTO training at opposite points in the sleep wake cycle is 
compared.  The effect of consolidation across two session is also investigated.   This will be 
evaluated against neural responses previously associated with ‘rules’ and ‘similarity’, based learning 
to identify changes according to the experimental conditions. 
Aims and Predictions: This study will identify regions that respond to correct and incorrect 
BROCANTO grammar difference, (independent of performance level), that show a consolidation 
effect across two sessions 24 hours apart, and are influenced by training position at opposite points 
in the sleep/wake cycle.  
1) Hippocampal engagement could be expected to be stronger in the morning and decline across 
sessions.  2) IFG involvement could be expected to increase across sessions and be either stronger or 
maintained at night.  3) A similar pattern is likely for BA6 although this is more likely to be active at 
session 1 than IFG. 
Methods: The neural response across training schedules will be characterised using fMRI to compare 
neural function during BROCANTO training at opposite points within the sleep/wake cycle.  A 
factorial analysis will identify regions responding differently to BROCANTO grammar between the 
groups over two training sessions, and the interaction of these conditions. 
Chapter 6: Functional connectivity will be considered at rest before BROCANTO training session 1 
(pre task) and after BROCANTO training session 2 (post task).  The pre task morning/evening group 
comparisons will give insight into the influence of this training cycle ‘group’ variable alone, without 
the task.  The post task variable will allow the persistence of consolidation effects after BROCANTO 
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training to be studied.  The interaction will show changes at rest that respond to the experimental 
conditions. 
Aims and Predictions: The aim is to establish whether the brain is differently predisposed to a 
particular type of learning and shows post task consolidation differences in the morning and 
evening, in connectivity at rest.  1) Less connectivity may be expected in the evening than the 
morning, e.g from thalamus and hippocampus to frontal regions, as regions process more 
independently at night.  2) Hippocampal and thalamic connectivity, especially with frontal regions 
may be greater in morning.  3) IFG and BA6 connectivity show a post task difference compared to 
pre, reflecting consolidation. 
Methods:  GLM bivariate correlation analysis will be used to identify regions that show a correlation 
with seed regions pre and post task.  Regions connecting as targets to the seeds can be identified 
and the comparisons can show how these change according to the experimental conditions. 
Chapter 7: Following studies that begin to characterise whole brain connectivity in response to 
BROCANTO learning, (Kepinska et al, 2017a, 2017b, 2018), PPI connectivity analysis is used to study 
connectivity of key seed regions implicated in BROCANTO learning, in response to the task.   
Aims and Predictions:  This chapter aims to establish relationships between brain regions during the 
BROCANTO task.  This will give insight into direct links between declarative and procedural 
processing, identify how this may be mediated by other regions, and indicate which connections that 
change according to the BROCANTO task also respond to the sleep/wake cycle conditions.   
1) Declining connectivity between hippocampus and IFG could be expected across sessions in the 
morning.  2) IFG frontal and occipital connectivity would be expected to increase across session and 
increase or be maintained at night.  3) If the thalamus acts and an intermediatory, its connectivity 
with hippocampus and BA6, and possibly IFG would be expected to decline across sessions.  Its 
frontal connectivity is expected to decline at night.  4) If BA6 is essential to BROCANTO learning it is 
expected to be highly connected and responsive to the experimental conditions. 
Methods: The PPI regression identifies targets that show a predictive relationship with the signal 
from the seed and the BROCANTO task.  Consolidation over time can be studied by comparing the 
two sessions, and combined with the morning/evening group show the interaction with the 
sleep/wake cycle. 
40 
 
2 Chapter 2 – Methods 
 
This chapter outlines the essential methods for the cognitive and behavioral elements of the 
investigations in this thesis, as well as for conducting the fMRI studies.  This includes the 
fMRI data acquisition and analysis processes.  It will be referred to throughout the 
experimental chapters. 
 
2.1 BROCANTO Learning Task Stimulus 
 
The artificial language BROCANTO developed by Friederici et al, (2002), is used as a learning 
task throughout this thesis.  It is a complete artificial grammar that mimics natural language.  
It allows language structure learning to be studied independently of meaning, either 
acquired or pre-existing.  BROCANTO grammar provides a common tool to investigate 
declarative and procedural learning, (Ullman, 2001) through the similarity and rules 
components. As in the investigation in this thesis, it will be studied in a healthy adult 
population, the process is most likely to resemble second language acquisition, rather than 
developmental language.    
BROCANTO has been studied extensively, (Opitz and Friederici, 2003, 2004, 2007, Morgan 
and Short 2014, Hauser et al, 2012, and Kepinska et al, 2017a, b, 2018). The version used in 
this study is adapted from German for an English audience with minor changes such as 
removal of diacritic and umlaut characters.   
It uses the same characters as the English alphabet and the ‘words’ contain phonemes, so 
can be pronounced.  It has been previously presented in auditory format, (Friederici et al, 
2002 and Morgan Short et al, 2014), As far as possible it is designed to have no recognisable 
meaning, (semantics).    
Fig 2.1 Table to show BROCANTO Word Groups 
 
Word class Vowels contained Examples 
Nouns ‘o’ or ‘ou’ gloum, plogs, blom, troul 
Verbs ‘ee’ or ‘i’ gleef, preel, klin, ricks 
Adjectives ‘oi’ boidi, triose 
Adverbs ‘ue’ rueki, neume 
Articles ‘aa’ aaf, aak 
 
BROCANTO mimics the grammatical properties of a simplified natural language, with nouns, 
verbs and adjectives, see fig 2.2.1.  It has a controlled amount of words and rules.  The 
agreement rules are different to English and other major European languages.  This means 
that they cannot be ‘transferred’ from existing knowledge, either explicitly or implicitly.  In 
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this way, the processes involved in learning the new grammatical rules can be studied.  
Unlike other natural language, the version used in this thesis does not include embedded 
sentence structures.  A schematic representation of the grammar rules is presented in fig 
2.2.2 
 
Fig 2.1.2 Schematic representation of the artificial grammar of BROCANTO:  
From Friederici et al, (2002).  Single letters represent the different word classes:  
 
For a BROCANTO sentence to be grammatically correct, transitions (arrows) between word 
classes (nodes) must be valid according to this diagram: 
 
 
 
 
 
 
See Appendix 1 A1.2 for BROCANTO violations used for grammatically ‘incorrect’ trials. 
2.1.2 Presentation of BROCANTO Learning Task to Participants 
 
Participants experience BROCANTO through on screen visual recognition (reading).  This 
format was used in the previous fMRI studies using BROCANTO, (Opitz and Friederici, 2003, 
2004, 2007 and Hauser et al, 2012).  The visual presentation was used, largely because this is 
easier to set up, control, and record responses with less scope for variation, than for 
example in pronunciation of a spoken format.  It therefore provides a more standardized 
response, and means that the sound of the scanner will not interfere with the presentation. 
BROCANTO is presented using e-prime 2.0 programming software for psychological research 
http://www.pstnet.com/eprime.cfm.   
 
Two sets of BROCANTO, (A and B), differing in the sentence randomization were used in 
alternation.  This provides an additional control to mitigate for any unidentified bias.  
Participants retain the same training set (A or B) throughout the study, according to the 
sentence type.   
 
Key 
N, noun;  
v, verb;  
M, noun modifier (adjective);  
m, verb modifier (adverb);  
d and D, determiner.  
Combined letters denote phrases:  
NP, noun phrase;  
VP, verb phrase.   
S stands for the whole sentence.  
Beginning node ([) 
End node (])  
 
42 
 
For all participants, the mode of BROCANTO delivery was ‘implicit’ as they were not told 
what the rules were.  However, both the on screen and experimenter instructions explicitly 
asked participants to ‘discover the rules’ of BROCANTO, and informed them they were 
learning a language.  
 
The on screen instructions were presented at the start of each BROCANTO session, 
indicating the key press order.   Participants were required to press a key to confirm they 
had read and understood the instructions before the experiment would start.  This acted as 
a check that they could read the screen and the response keys were working.  Following this 
press, a screen indicating the end of the instructions was displayed, and the scanner was 
synchronized to start from a linked automatic left mouse click.   
 
2.1.3 BROCANTO Trails 
 
Each BROCANTO ‘sentence’ is between 3 and 8 words long and counts as one ‘trial’.  These 
were presented one by one, on screen as black coloured English alphabet characters on a 
white background, lower case with no punctuation in sans serif 16 point font.  
 
For the studies in chapter 3, each ‘trail’ is displayed at the centre of the screen.  This remains 
on screen for 7500 ms with a 500 ms fixation cross in between, giving a total trial time of 
8000 ms.   At the end of the session an ‘end of experiment’ message is displayed.  In 
BROCANTO ‘training blocks’ sets of ten ‘observation trials’ of correct BROCANTO sentences 
only were presented. 
 
An online version of BROCANTO was created using Qualtrics survey software, licensed to the 
University of Surrey. Each trail displayed on screen for 8s.  Kepinska et al, (2018) have also 
used Qualtrics to deliver online BROCANTO for a delayed transfer test.   The version used in 
this thesis was developed independently by the researcher, see appendix (a1.1 and 1.2).  It 
was used for an initial training session for participants undertaking the fMRI experiment.   
 
For the fMRI study (chapters 4 and 5), in the interest of keeping time inside the scanner 
within the guidelines (90 minutes in 24 hours), and because familiarization has already 
occurred from the Qualtrics online training, the display timings were reduced to 6500ms 
with a 500ms fixation, see fig 2.1.4.  For the fMRI study, an epoch includes one BROCANTO 
sentence ‘trial’, the fixation cross and a 2000-4000 ms jitter.   This jitter allows sampling 
different points throughout the BOLD signal wave, rather than repeatedly at the same point, 
giving a more complete representation of the signal. 
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The timings used are in line with previous BROCANTO studies.  Opitz and Kotz, (2012) used 
7000ms sentence presentation with a 500ms fixation cross, and Kepinska et al, (2017) used 
8000ms with a 300ms fixation cross.  All these options give a trail display longer than the 6s 
BOLD signal delay. 
 2.1.3 a. Response Trails 
 
During response trials, the fixation cross was substituted for a ‘?’.  This required participants 
to indicate whether they think the sentence is ‘correct’ or ‘incorrect’ BROCANTO grammar.  
For the ‘training’ response trials feedback is given on their answer ‘correct response’ in 
green or ‘incorrect response’, as specified in fig 2.1.3.  For the e-Prime version, the feedback 
is displayed on screen in red with a blue prompt to ‘respond faster’.  There was no color 
coding or time prompt in qualtrics. 
 
Fig 2.1.3 Timeline of BROCANTO Response Trail from the ‘Training’ Block, and Schematic 
Representation With Feedback  
(timings as for the Behavioral Experiment in Chapter 3) 
 
 7500ms     500ms       7500ms  
 
 
One Trail = 8000 ms 
 
 
2.1.3 b. Testing Trials 
 
BROCANTO ‘test response’ trails were also developed.  These were the same as the training 
response trials, without the feedback.  A response was required to move to the next screen. 
aak boidi goum ... + troise preel aak
Grammatical Sentence
Response 
Correct
Feedback 
Correct
Response 
Incorrect
Feedback 
Incorrect
Non Grammatical Sentence
Response 
Correct
Feedback 
Incorrect
Response 
Incorrect
Feedback 
Correct
? 
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2.1.4 Participant Response to BROCANTO Trials 
 
For the behavioral experiment, participants responded using the lower row keys on a 
standard QWERTY keyboard.  The assigned response keys were – left hand ‘z x c ‘, and right 
hand, ‘’b n m’.  Assignment of the left or right keys to signify grammatical or non 
grammatical, was counterbalanced across each group.  For example, under ‘left’ label 
assignment z would indicate correct grammar, and under right, ‘m’ would.  The other keys 
code for confidence levels which is not analysed in this thesis.  They are used to obtain the 
Receiver Operating Characteristics ‘ROC’ in the study by Hauser et al, (2012). 
 
Fig 2.1.4 Timeline and Schema of BROCANTO Testing Trial 
(timings as for the fMRI experiment in chapters 4 and 5) ‘?’ requires a response 
 
 6500ms     5000ms       6500ms  
   
Fig 2.1.5 Querty Keyboard Assignment for Behavioral BROCANTO Experiment 
 
 
      High                  Low           High            Low  Confidence Order 
aak boidi goum 
preel 
?
aaf troul ricks 
aak ploum
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For qualtirics participants were asked to select an online response, using a radio button.  
These are presented vertically instead of horizontally, and entail additional on screen 
information than in ‘ePrime’. 
 
Fig 2.1.6 Qualtrics BROCANTO sentence and response request display.  
 
 
Inside the fMRI scanner, participants responded using a NATA Technologies keypad (5 
buttons per hand) in each hand, (see fig 2.1.7).   As for the behavioral experiment, to avoid 
response bias, the key order was counterbalanced with the hand signifying ‘correct’ and 
‘incorrect’ reversed at random for half of participants.   
 
Fig 2.1.7 Schematic of BROCANTO task response inside the scanner using NATA keypad
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2.1.5 BROCANTO Structure (see Appendix 1, A1.1 and A1.2) 
 
2.1.5 a. Response Blocks 
 
BROCANTO trails are grouped into ‘blocks’ of either, ‘Training Observation’ and ‘Training 
Response’ trails, forming a ‘Learning Session’, and ‘Test Response’, forming ‘Test Sessions’.  
Learning sessions are comprised of alternating ‘training observation’ and ‘response’ blocks.  
During a ‘training’ block, participants are presented with a succession of ten training 
observation trials, alternately with ten response blocks.  These were composed of 20 trails, 
10 correct and 10 incorrect according to BROCANTO grammar, presented at random.  In this 
way a ‘Learning Session’ contained 20 blocks of alternating, ‘Training Observation’, and ten 
‘Training Response’ blocks.  This structure was the same for the behavioral, Qualtrics and 
fMRI study. 
 
Instructions were displayed with a reminder of the response key order every time a 
training/observation block switched to a response block. For the behavioral and fMRI studies 
sentence display ends on participants response.  This was not automatic in Qualtrics, 
although participants could select to move forward a screen. 
 
2.1.5 b. Testing Blocks 
 
During testing sessions, ‘test response’ trials only are presented.  Half the trails were 
‘correct’ and half ‘incorrect’ BROCANTO grammar.  These were presented in a random order 
with a ‘?’ in between instead of a fixation cross, continuously with no feedback.  For the 
behavioral study the testing session consisted of 200 trails.   For the fMRI study the test 
session had 140 trails. 
 
2.1.5 c. Resting State 
 
For the resting state, a fixation cross in the same visual specifications as the BROCANTO 
stimulus was displayed continuously in the centre of the screen for five minutes.  
Participants were asked to fixate on this with eyes open for the five minutes. Only two 
resting states were taken to ensure the participants’ time in the scanner remained below the 
recommended 90 minutes over 24 hours. Resting state data was obtained for the 
experiment in chapter 5 only, at the start of the first BROCANTO session, (testing 1) and at 
the end of the second BROCANTO scan session (testing 2). 
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2.1.6 Declarative and Procedural Learning Stage BROCANTO Delivery Mode, and Training 
Schedule Conditions 
 
Manipulations of the BROCANTO training schedule gives rise to the experimental conditions. 
The timeline structure is outlined in fig 2.1.9. 
 
In the behavioral study in chapter 3, participants all undertook two BROCANTO sessions, 
with a testing block at the end of the second session.  The BROCANTO training schedule was 
also manipulated according to training time and interval, to produce the experimental 
conditions, ‘groups’.  Half the participants in each group are assigned to either the 
’declarative’ or ‘procedural’ (learning stage) conditions at random. 
 
Participants in the declarative condition undertook the training blocks across both sessions.  
Participants in the procedural condition undertook all the training blocks during the first 
session, and only the testing in the second session.  See fig 2.1.8. 
 
Fig 2.1.8 Table to Show Sequence of Blocks for Declarative and Procedural 
Learning, in Chapter 3   
 
Training Set Session Blocks 
Declarative 1 1 - 10 
Declarative 2 11 – 20 + test 
Procedural 1 1 -  20 
Procedural 2 Test only 
 
2.1.7 fMRI Studies Schedule 
 
The fMRI study in chapter 4 involved one scanning session, 24 hours following one Qualtrics 
learning session.   This scan session had one BROCANTO learning session of observation and 
response blocks, followed by a BROCANTO testing session.   All training took place at 3pm. 
 
For the fMRI study in chapter 5, participants undertook a Qualtrics learning session, and 
after 24 hours, a reverse of the above session with a ‘test block’ followed by a ‘learning 
block’ inside the fMRI scanner. 24 hours later this was followed by an additional ‘learning 
block’ inside the fMRI scanner.  This is follows the schema outlined in fig 2.1.9.  One group 
undertook training sessions at 9am, the other at 9pm.  This applies to the fMRI analysis 
described in chapters 5, 6 and 7.   
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Fig 2.1.9 Timeline Structure of BROCANTO Training Sessions Around Sleep for the studies in chapters 3, 4 and 5 
 
 
 
 Behavioural studies follow the one test process with learn and test times manipulated – see chapter 3. 
 For fMRI studies learn 1 is online via Qualtrics, see chapters 4 and 5. 
 fMRI group 1 follows the one test process with learn and test times at 3pm, see chapter 4. 
 fMRI group 2 (morning) and 3 (evening) follow the two test process with learn and test times at either 9am or 9pm, see chapter 5.
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2.1.8 BROCANTO Scoring - DPrime 
 
DPrime scores measure ability to discriminate correct and incorrect grammar, according to the 
method of Macmillan and Creelman, (2005).  The formula is: 
d' = z(H) - z(F) 
  
H is ‘hit’ – grammatically correct BROCANTO trail identified as such 
 
F is ‘false alarm’ - grammatically incorrect BROCANTO sentence identified as ‘correct’ in error 
 
See appendix A1.2 for violations.  The BROCANTO trial responses were output from E-Prime into an 
EXCEL spreadsheet, preformatted to calculate D-Prime scores (d’).  
 
 The formula in EXCEL: 
D =NORM.S.INV(correct sentences)-NORM.S.INV(AVERAGE(A violation, M violation, P Violation)) 
 
‘Correct sentences’ refers to participants giving a ‘correct’ responses to grammatical trails (HITS) and 
(AVERAGE (A violation, M violation, P Violation)) refers to the average of ‘correct’ responses given by 
participants to the trails with grammatical violations, (FALSE ALARMS).  NORM.S.INV is the ‘Inverse 
Cumulative Normal Distribution’.  
 
For the behavioral study in chapter 3, the DPrime scores were calculated across blocks for 
declarative and procedural learning, as shown in fig 2.1.10. 
 
Fig 2.1.10 Table to show DPrime Calculation According to BROCANTO Learning Blocks, for 
studies with 1 BROCANTO Test Session, Chapters 3 and 4 
 
Session 1 Session 2 
Learn Set Training/ 
Test D1 
Training/ 
Test D2 
Training/ 
Test D3 
Training/ 
Test D4 
Training/ 
Test D3 
Training/ 
Test D4 
Final  
Test 
D5 
Declarative Blocks  
1 - 2 
Blocks  
9 - 10 
  
Blocks 
11 - 12 
Blocks 
19 - 20 
Test 
Procedural Blocks  
1 - 2 
Blocks  
9 - 10 
Blocks 
11 - 12 
Blocks 
19 - 20 
    Test 
        
 
For the fMRI studies in chapters 4 and 5, the qualtrics data was used to calculate the first two D 
scores, D1 and D2.  The data was imported into EXCEL and re-coded into 0s and 1s.  An average 
score was then computed for each response block.  The first two response blocks were used to 
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calculate D1, and the final two, D2.  D1 represents the participants initial ability to distinguish correct 
and incorrect BROCANTO grammar.   
 
For the behavioral and fMRI study in chapter 4, the ‘test’ block at the end of the experiment was 
used to calculate the final DPrime score.  This gives a measure of final learning performance reaches 
during retention, D5. Five DPrime scores were calculated for this group in fig 2.1.11: 
 
Fig 2.1.11 DPrime Calculation by Trial Blocks for 3pm BROCANTO Training in Chapter 4 
D1 D2 D3 D4 D5 (final) 
Qualtrics  
response blocks  
1 and 2  
(40 trails) 
Qualtrics 
response blocks 
9 and 10  
(40 trials) 
BROCANTO 
learning, 
blocks 1 and 2  
(40 trials) 
BROCANTO 
learning, blocks 
9 and 10 
 (40 trails) 
BROCANTO 
testing, blocks, 
(all trials, 140) 
 
For the fMRI study in chapter 5, participants undertook two BROCANTO test sessions.  The first at 
the start of the scanning session, giving D3, and the second final test, giving D6, the final level of 
performance after retention.  This was after completion of another BROCANTO training block 
immediately after the testing session giving D3.  This training session gave D4 and D5, see fig 2.1.12. 
 
Fig 2.1.12  Table to Show DPrime Score Calculation to Across BROCANTO Trails for the fMRI study 
with 2 BROCANTO test sessions in chapter 5 
 
D1 
Training 1 
D2 
Training 1 
D3 fMRI 
Test 1 
D4 fMRI 
Training 2 
D5 fMRI 
Training 2 
D6 fMRI 
Test 2 
Qualtrics 
response 
blocks 1 and 2  
(40 trails) 
Qualtrics 
response blocks 
9 and 10  
(40 trials) 
BROCANTO 
testing, blocks, 
(all trials, 140) 
BROCANTO 
training, 
blocks 1 and 2  
(40 trials) 
BROCANTO 
training, 
blocks 
9 and 10 
 (40 trails) 
BROCANTO 
testing, blocks, 
(all trials, 140) 
 
Participants not reaching a BROCANTO DPrime score above 0 on the final test were excluded, as they 
could not differentiate grammar above the level of random chance and therefore are unlikely to 
have undergone learning processes.  This was measured at D5 for chapters 3 and 4, and D6 for 
chapter 5.  This exclusion procedure follows the method of Opitz and Friederici, (2003). 
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2.1.9 fMRI Analysis 
 
The fMRI analysis for this investigation was performed on the data acquired during the BROCANTO 
‘test blocks’, one for the experiment in chapter 4, and 2 for the experiment in chapter 5.   
 
2.2 Study Implementation 
 
2.2.1 Ethics Approval  
 
The study in chapter 3, gained a favorable opinion from the University of Surrey Ethics Committee in 
2014.  The protocol for the fMRI study gained a favorable ethical opinion from the University of 
Surrey Ethics Committee in May 2016.  This required the Combined Universities Brain Imaging 
Centre (CUBIC) standard operating protocol, endorsed by Royal Holloway University, for scanner 
operation, participant screening and consent to be adhered to, including completion of the training 
and documentation specified in the protocol. 
 
2.2.2 Consent and Data Control 
Informed consent was obtained from all participants at the start of the first session before collecting 
the questionnaires and commencing the BROCANTO session.  Participants were allocated an 
individual number which varied according to their experimental group.  These were provided to 
participants and used throughout to retrieve the data not stored by name. 
Electronic and paper participant records were kept.   These were stored in a secure password 
protected location on the University of Surrey server. Paper copies of questionnaires, diaries and 
cognitive kept in stapled packs labelled with the participant number, study dates, condition 
assignment and BROCANTO specification.   
Personal information was separated from participant number to ensure anonymity.  A standardised 
checklist was used for the researcher to document completion of the study components.  Age was 
requested rather than date of birth, and mobile phone numbers were not kept after the participants 
had completed the study to reduce unnecessary storage of personal data.  The fMRI consent 
information was retained at CUBIC and the fMRI data transferred securely according to the standard 
operating procedure. 
2.2.3 Data Handling 
All research data was handled in accordance with the University of Surrey policy and the Data 
Protection Act, (1998). Participant behavioural data was stored by participant number only.  fMRI 
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consent forms contained name, date of birth and GP contact details.  Secure storage and destruction 
of this data is the responsibility of CUBIC, according to the standard operating procedure.  fMRI data 
was transferred securely and stored in a dedicated area of the Surrey server, with access restricted 
on a need to know basis.  All processed participant data was stored, analysed and reported by 
participant number only. 
 
2.2.4 Participants, Recruitment and Screening 
Participants were healthy adults drawn from the University population.  They were either in 
University education or had completed University studies in the UK.  They were aged between 19 
and 49.  All had normal or corrected normal vision using contact glasses, and normal hearing. 
 
They completed a brief pre-screen questionnaire to capture demographics.  Recent illness or 
medication affecting sleep were exclusion criteria.  Participants were asked to maintain regular sleep 
patterns and should not have had a major disruption such as long haul travel across timezones in the 
last month, e.g more than four hours difference.   To avoid any withdrawal effects that might affect 
the data, they were advised to maintain their typical caffeine consumption.  They were also asked to 
keep their usual sleep and wake routine as far as possible during the study period, and avoid 
untypical daytime naps. 
 
Participants for the fMRI studies underwent additional screening, according to the CUBIC standard 
operating procedure. All were registered with a GP in the UK.  They were screened for metal in the 
body, devices, or medical condition that may pose a risk in the magnetic field, and any identified 
were excluded as necessary.  They used the right hand by preference for writing, following standard 
practice for fMRI language studies.  All had normal or corrected normal vision using the MR safe 
glasses available at CUBIC.  Glasses wearers were asked to provide a prescription and read the test 
sheet.  Normal hearing was also required.  
 
Their language background and learning experience was mixed, for example some had strong 
multiple languages, recent online grammar training, or a ‘Teaching English as a Foreign Language’, 
TEFL qualification.  All were able to fluently read the instructions in English and demonstrate 
understanding.  Language backgrounds, gender and age were randomized across groups. 
 
2.2.5 Study Location and Timing 
 
All the behavioral BROCANTO studies took place in The University of Surrey cognitive laboratories 
between October 2014 January 2016.  Sleep took place in the participant’s own typical 
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environments.  Computers were used un-networked to prevent running of the E-Prime software 
being affected by updates. As far as possible participants retained the same PC workstation for both 
training sessions.  Data output was transferred to a designated shared space on the University server 
immediately after completion of the study.   
 
All fMRI scanning took place at the CUBIC fMRI facility, based at Royal Holloway University of 
London, between June 2016 and May 2017.  The first BROCANTO session for the fMRI participants 
took place online. The cognitive laboratory for the behavioural experiment, and the room housing 
the scanner did not have natural light and the same artificial lighting was used for all sessions.   
 
Following the CUBIC standard operating procedure, at least two qualified scanner operators were 
present at all sessions.  The PhD researcher was a qualified operator and took responsibility for 
running the stimulus computer and briefing the participant.  The other operator took responsibility 
for running the scanner.  Consent and screening were signed off by an approved operator, before 
participants entered the room housing the scanner, (controlled zone).   While the scanner was 
running, the operator and researcher stayed in the adjacent room to the scanner and were able to 
view the participant inside the scanner through the internal window. 
 
2.2.6 Implementation of BROCANTO Training 
 
On recruitment and successful screening all participants were allocated their unique participant 
number which coded for their experimental group.  Assignment to condition was random according 
to availability, although if possible gender, age and language experience were distributed evenly. 
Last minute participant rescheduling or withdrawal was a particular challenge, especially for the 
scans taking place at 9am Monday morning with the pretest at 9am on a Sunday.  This also 
introduced more variation in sleep patterns.   If possible reserve participants were used, but they 
mainly needed a definite slot to be able to remain available.  Sometimes cancellation was 
unavoidable, with little scope to reallocate the booking, which created a pressure on facilities.   
 
As much as possible all BROCANTO training sessions ordered to maintain the allocated intervals 
between them.  Participants starting a BROCANTO session more than one hour later than the agreed 
start time were excluded.  This scheduling was particularly critical for participants undergoing the 
online training session 1 and two scans as in chapter 5, see fig 2.1.9.  
 
For the fMRI study, the Qualtrics session was sent to participants via a link, along with the joining 
instructions to the study and their unique participant number.  They were asked to complete it 24 
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hours before the time of their first scan.  Participants were required to enter their unique assigned 
number and inform the researcher of the time they started the study.    
 
During the online completion time, the researcher was contactable by phone and online.   If this was 
not possible e.g if it overlapped with running a scan, participants were informed, although a phone 
number was still made available.  Participants for the cognitive behavioral study in chapter 3, 
undertook all their sessions at the study location in the presence of the researcher. 
 
Pre scanning task exposure was in the methods of (Opitz and Freiderici, 2003, 2007 and Hauser, 
2012).  This session was intended to enable participants to have engaged their declarative learning 
system to increase the possibility that longer term procedural processes could develop over the 
remaining sessions, (Opitz and Hoffman, 2015).   In practical terms this allowed participants to 
ensure they were familiar with how to do the task, and identify issues with the experimenter, for 
example if they didn’t understand how to respond before they entered the scanner and reduced 
drop out from the actual scanning as participants could chose to withdraw at this stage.   
 
For the behavioral study in chapter 3, up to 4 participants could be tested at a time where 
recruitment and schedules allowed, reducing the total number of sessions to be run by the 
researcher.  For the fMRI study up to three sessions could be run together if this included the 
shorter second ‘test sessions’.  Otherwise only two participants could be studied together to retain 
the study intervals. 
 
2.2.7 Sleep Measures and Cognitive Tests 
During the study, participants completed of a set of standardised sleep questionnaires and cognitive 
tests, see table 2.2.1.  These have previously been administered in conjunction with an fMRI study, 
(Shannon et al, 2013).  Participants were asked to complete the sleep diary covering 7 days, 
including the night before the first testing session.  The actual position of the testing sessions within 
this 7 days was determined by the availability of sessions in relation to the participant sign up date.   
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Fig 2.2.1 – Table of Sleep Measures and Cognitive Tests  
Measure Abbreviation Reference What Measured? 
Morningness Eveningness 
Questionnaire  
MEQ Horne and 
Ostberg 1976 
Morning/Evening 
preference 
Pittsburgh Sleep Inventory PSQI Buysse et al, 1988 Sleep quality, sleep 
efficiency 
Karolinska Sleepiness Scale KSS Åkerstedt, T., & 
Gillberg, M. 
(1990) 
Alertness/Sleepiness 
Sleep Diary SD Rogers, A. E., 
Caruso, C. C., & 
Aldrich, M. S. 
(1993).  
Sleep, night of study 
and over 7 days 
Trailmaking A - numbers only 
and B - numbers and letters 
switch 
Exec Bowie and 
Harvey, 2006 
Executive (cognitive) 
function 
Adaptive digit ordering task DOT-A (WM) Werheid et al, 
2002 
Working Memory 
 
The Karolinska Sleepiness Scale (KSS) was administered before and after each experimenter 
administered BROCANTO session for participants to rate their alertness.  This was given 4 times in 
total for the behavioral and fMRI studies, apart from in chapter 4 when it was given twice.  It was 
not recorded for the online Qualtrics BROCANTO. 
Cognitive function was assessed using reaction time on paper based trails with a stopwatch timer, 
(numbers only and numbers and letters switch) and adaptive digit ordering tasks.  These tests were 
completed at one of the experimenter run BROCANTO session depending on condition assignment.  
 
2.2.8 Cognitive and Behavioral Scores Analysis 
 
Samples of the scoring were double scored by an independent rater as a quality check.  The 
BROCANTO Prime scores and scores from the sleep measures and cognitive scores were computed 
using (IBM SPSS 25).  Where post hoc tests were run the least conservative LSD is reported 
throughout although Bonferonni and others were also run. 
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2.3 fMRI Methods 
 
This section outlines the generic methods underpinning the fMRI studies in chapters 4, 6, 6 and 7 of 
this thesis.  The individual study chapters that follow outline any relevant additions or modifications 
that were applied to address their particular questions.  The process for the fMRI studies from 
recruitment to completion from the participant point of view is shown in fig 2.3.1. 
 
2.3.1 BROCANTO Task Response for fMRI 
 
For the fMRI study, the BROCANTO stimulus was run through a stimulus laptop, connected to the 
button box and scanner computer.  BROCANTO was presented to the participant by running E-Prime.  
Participants viewed the trails through a mirror attached to the head coil.  The display was adjusted 
through EPrime to the centre two thirds of this restricted field of view.  
 
Participants responded via the NATA keypad, see fig 2.1.7.  The keypad control box located inside 
the control room, displayed a red LED light when a button was pressed.  The researcher monitored 
this throughout and especially at the start of new sessions to ensure they were responding. This key 
press is the only motor action required.   
 
‘Training’ and ‘testing’, BROCANTO blocks were treated as separate scanner runs, with the scanner 
stopped in between so the researcher could speak with the participant.   
 
2.3.2 fMRI Session Implementation 
 
Before beginning each part of the scanning, e.g calibration, structural, resting, BROCANTO training 
and testing, the experimenter spoke to the participant over the intercom to ensure they could hear, 
and were comfortable and gave a reminder of each part of the process before commencing every 
scan.  fMRI data was not collected during this time.  When participants were run consecutively, the 
scanner bed, and headcover were cleaned, with a new paper cover for the bed, between every 
participant. 
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Fig 2.3.1 Flow Chart to Show Recruitment and Experimental Process for Participation in the 
fMRI Experiment 
 
 
1. Prescreen
sent participant information, 
questionnaires, and screening 
2.Meet with Researcher
explian task, book sesson, 
transport plans, consent, view 
dummy scanner, cognitive tests 
15 to 20 mins
3. Online 
BROCANTO 
Session 
up to 40 min
4.1st  Visit to Holloway
Scanner consent procedures
BROCANTO in Scanner 50 mins
Max visit time  1 hour 30 mins
5. 2nd Visit to Holloway 
BROCANTO in Scanner -
25 minutes
Max visit time 1 hour
6. End
Return sleep diary 
and questionnaires
Karolinska scale 
before and after 
each BROCANTO 
session
3 possible outcomes
1. not eligible - end
2. eligible for behavioural only
3. fully eligible, 1 or 2 scans
Group 1  has only 1 scan
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2.3.3 fMRI Data Acquisition 
 
Participants were positioned inside the head coil and aligned using the laser.  Padding was 
used for comfort and to hold the head in the correct position.  An emergency squeeze ball was 
positioned within reach of the participants.  They were instructed to use it in case they needed 
to alert the researcher that they wished to exit the scanner.  Due to the noise of the scanner, 
participants were given disposable earplugs to wear.   
 
Fig 2.3.2 Participant Positioned Inside the CUBIC fMRI Scanner  
 
 
 
 
 
2.3.4 fMRI Data Acquisition Specification 
 
The scanner is a 3 Tesla Siemens TIM Trio, using a 32 channel head coil.   
 
A T1 structural scan was taken at the start of the first session, once per participant.  This used 
a Modified Driven Equilibrium Fourier Transform (MDEFT) sequence.  The structural scan 
specification was 176 volumes TR 1900 TE 3.03 TI 1100 (flip angle 11), (FoV) 256 mm x 256 mm 
(x and y). 
 
Functional scans used a standard EPI sequence.  See table 2.4.1 for scanner parameters.  A 
localizer calibration was undertaken at the start of each session.  The specification was 36 
slices TR 2500, slice thickness 3 mm, TE 31 TI (flip angle 85), field of view (FoV) 192mm x 
192mm (x and y), Acquisition Matrix 64*64, orientation Tra>Cor(-16.9)>Sag(-0.4).   
 
 
 
 
Helmet with mirror 
Emergency 
Squeezeball 
Bore of 
scanner 
headcoil 
Participant 
bed slides 
into scanner 
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2.4 fMRI Data  
 
2.4.1 fMRI Data Preprocessing 
 
fMRI data was processed and analysed using the Statistical Parametric Mapping (SPM) version 
12 toolbox, developed by the Wellcome Centre for Neuroimaging, UCL, (Friston, 1995, 
Andersson et al, 2001, Ashburner and Friston, 2005), installed with MATLAB.   First all 
structural and functional images were DICOM imported and maintained in sets of (nii) files 
according to BROCANTO or resting session, or structural.  The preprocessing was performed 
using the SPM 12 batch interface following the steps are outlined in fig 2.4.4.  The paramaters 
used in this study according to each step are outlined in table 2.4.1. 
 
Fig 2.4.1 Table of Parameters for Preprocessing Structural and Functional fMRI Data 
Acquired at the CUBIC Scanner 
 
Parameter Value SPM Process 
TR 2.5 Slice Timing 
TA 2.5-(2.5/36) Slice Timing 
Number of slices 36 6x6 = 36 per volume 
1 volume = 1 file 
Slice Timing 
Acquisition Order Interleaved Ascending, series 1:2:36 
2:2:36 
Slice Timing 
Reference Slice 18 Slice Timing 
Voxel size 3, 3, 3 Normalise and Write 
Smoothing kernel 8 Smoothing 
Source image Mean functional Coregistration 
Reference Image Bias corrected structural Coregistration 
Bounding Box -78 -112 -70 
78 80 90 
Normalise and Write 
Deformation Forward Segment 
Warp y Realign and Unwarp 
Save Bias Corrected Save Bias Corrected Segment 
Warp y Realign and Unwarp 
 
Slice timing correction was performed to align the signal so that every point in a given 
functional image is the actual signal from the same point in time.  This corrects the signal for 
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when the slice was sampled, using the TR (2500) and acquisition order (interleaved) for the 
study to perform a Fourier transform. 
 
The other stages of the preprocessing are spatial.  Realignment, carried out before co-
registration and normalization corrects for the six motion parameters for head movement 
translation in the x, y, z directions and rotation (pitch, roll and yaw).  Noise from this can be 
greater than the fMRI signal.   It resamples and corrects for distortions in the functional scans 
relative to the structural, due to the different tissue warping in the magnetic field and this 
corrects for it. 
 
Fig 2.4.2 Head Motion Direction and MNI Coordinates 
 (motion is corrected during re-alignment) 
A – Translation       B- Rotation 
in the x, y, z directions 
  
MNI Coordinates, x, y and z 
   
 
Coregistration aligns the structural and functional scans.  The method used here adjusts the 
functional images to fit the structural, (T1).  The bias corrected structural image was used as 
the reference image, which remains unchanged and the mean functional as the source, which 
is shifted to match the structural. 
X = 0 Y = 0 
= 0 
Z = 0 
= 0 
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In SPM12 a process of segmentation is used, (Ashburner and Friston, 2005).  This is performed 
on the coregistered T1 structural image, which it separates into grey (c1) and white matter (c2) 
tissue maps.  These are aligned to grey and white matter templates, which are then 
reintegrated.  A bias corrected image and a map of the transformations called ‘deformation 
field’ are produced, to be used for the transformations.    
 
During normalization, structural and functional images are mapped to a common space.   The 
Montreal Neurological Institute atlas is used (MNI space). The forward deformation field 
generated during segmentation is used for this, as it maps the tissue types directly into space 
defined by MNI coordiates. This step is dependent on realignment and segmentation. 
 
Normalisation enables comparison between individuals for analysis at the group level, and 
between groups as they use a common space, so a given MNI coordinate can be considered to 
represent an equivalent point on an atlas, e.g Brodmanns or Harvard Oxford.   
 
To further optimise the images for inter subject analysis during the group comparisons, a 
smoothing kernel of 8 was used.  This replaces the intensity value of a voxel by a weighted 
average of the neighbouring voxels.  This normalises the distribution of the errors, (Gaussian) 
which increases the signal to random noise ratio and reduces the need for multiple 
comparisons. 
 
In this study, where a participant completed two BROCANTO test fMRI sessions (chapter 5), 
both scan runs were preprocessed within the same batch, using identical parameters to align 
the two sets of functional images to the same structural.   The two resting state session were 
treated in the same way. 
 
As a quality check for the coregistration and normalization procedure, the preprocessing was 
validated using the SPM12 ‘Checkreg’ tool. Alignment between a randomly selected 
coregistered functional image and the participants own structural scan was assessed by visual 
inspection.   For participants undergoing two scans, a functional image from each step was 
inspected simultaneously.   
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Fig 2.4.3 Schema for Preprocessing Structural and Functional Images in SPM12  
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2.5 fMRI SPM Analysis 
 
2.5.1 fMRI 1st Level, Individual Participants 
 
A 1st level analysis (General Linear Model, GLM), was run for each participant in SPM12 using 
the batch interface.  A factor ‘grammar’ was specified with two conditions, ‘correct’ and 
‘incorrect’ BROCANTO trails.  The onset and durations for each trail were extracted from the 
timecodes in the E-Prime output.  The onset times were corrected to remove the instruction 
screen display times.  The durations were corrected for the fixation cross times, before entry 
into SPM as a regressor.  The canonical hrf model was used. 
 
The 6 motion parameters for head were added as nuisance repressors, using the ‘rp’ text 
outputs from the preprocessing in SPM12.   This provided additional motion correction to the 
slice realignment in pre processing. Before running this 1st level analysis these motion 
parameters were visually inspected, both the numbers in the text files and the display. Any 
deviations greater than 3mm, corresponding to the voxel size of 3 were considered a potential 
issue.  These few cases are discussed in the relevant experimental chapters.   
 
Running this analysis created a 1st level SPM MAT file per participant. This MAT file was 
‘estimated’ and automatically generated the outputs, ‘F’ (differential response to correct and 
incorrect grammar in either direction), and ‘con4’ (response to correct grammar greater than 
incorrect) to be used at the second level. 
 
2.5.2 fMRI 2nd Level Analysis, (by group/scan session and comparisons) 
 
Group analysis was performed using the SPM12 2nd level batch editor.  Either F or T outputs of 
the first level analysis were used, according to the analysis to be completed.   This is F2, unless 
otherwise specified.   The DPrime scores were entered in the same order as participants for 
the relevant BROCANTO ‘testing’ run, (D5, chapter 4, D3 BROCANTO test1, and D6 BROCANTO 
test 2, chapter 5 and 7) as a covariate. This was used to control for BROCANTO learning 
performance level in all 2nd level analysis.   This allows the neural response to BROCANTO to be 
assessed independent of individual variations in performance.  All SPM mat file outputs of the 
2nd level batch were estimated and viewed through the results tool.  A probability threshold of 
either 0.001 or 0.005 and an extent threshold of 5 was used for visualization and reporting. 
 
 2.5.3 Visualisation and Mapping 
 
As the previous studies that this research is based on, (Opitz, 2003, 2004, Hauser, 2007) used 
the Talarach coordinates and Brodmann mapping,  (Zilles and Amunts, 2010), output MNI 
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coordinates were first located according to this using the Yale BioImage Suite, (Lacadie et al, 
2008) which performs a Talarach, MNI conversion as well as Brodmanns atlas location. 
 
Key analysis output was visualized by rendering overlay onto the SPM standard single subject 
MNI brain.  To present diagrams from SPM factorial analysis, either the output as plotted onto 
the standard single subject brain.  Alternatively, the clusters of interest were saved by 
selecting the relevant one and using the ‘save cluster’ function in SPM, and saved as nii files.  
These could then be overlayed onto a standard MNI brain using MRICron for further 
visualization which did not require a computer with SPM instillation.  
 
2.5.4 Region of Interest (ROI) Analysis  
 
Contrast paramaters for key regions of interest identified from the SPM 2nd level factorial 
analysis, were extracted using the MARSBAR toolbox for SPM, (Brett et al, 2002).  Files (nii) are 
output in order of the SPM 2nd level template used showing the coordinates.  The procedure is 
detailed in fig 2.5.1.  The contrast paramaters output into MATLAB during the final step can be 
entered into EXCEL in participant order, labelled according to the experimental conditions and 
transferred to SPSS for further statistical analysis, for example T tests and plotting of means to 
show the response to the experimental conditions in key regions.  In some cases e.g for 
hippocampus regions were defined from coordiantes of previous studies.  The ‘flip’ function 
was also used in some cases to obtain the contralateral homologue of an ROI showing 
significance in the SPM 2nd level analysis.  
 
Fig 2.5.1 Table to Outline MARSBAR Region of Interest Contrast Parameter Extraction 
Step MARSBAR Section Action 
Define ROIs ROI definition Click get SPM Cluster and choose MAT file 
 Open Select SPM 2nd level MAT file 
 Write ROI Select ‘all’, choose and save to directory 
 ROI Definition View 
Extract 
Parameters from 
MARSBAR 
Set Design from file Choose the SPM 2nd level MAT file 
 Extract ROI data Select data, choose ‘full’, select the ROI 
files from directory, choose, ‘yes’, RAW, 
global scaling, ‘0’ 
Estimate model Results estimate Select this 
 Save Results to file Select and choose file 
View Parameters 
in MATLAB 
Type ‘load file’ in MATLAB 
window 
 
 Open SPM file Type SPM in MATLAB window 
 View  Type SPM.marsY.Y in MATLAB window 
 Save Parameters They are in order of ROI output, copy from 
MATLAB window and save to EXCEL 
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2.6 fMRI Connectivity Methods 
 
Connectivity analysis considers coupling interactions between regions across the whole brain, 
rather than the 2nd level factorial analysis looking for functional segregation to regionally 
specific effects, (chapters 4 and 5), (Gitelman, 2011).   The key methods will now be 
considered in relation to rest (chapter 6) and BROCANTO task, (chapter 7), across the morning 
and evening fMRI groups described in chapter 5. 
 
2.6.1 Functional Connectivity - Correlational General Linear Model (Chapter 6) 
 
Functional connectivity represents temporal associations between remote neuropsychological 
events, (Friston et al, 1993). It is descriptive, showing a functional relationship between 
regions and can be applied to resting state data.   Resting state methods identify networks of 
regions with synchronous activity, within them, without the need to define a timecourse of 
events (Albert et al, 20092), e.g relating to experimental task.  Instead spontaneous 
fluctuations are used to study the intrinsic connectivity, (Fox et al, 2005).  Relationships 
between regions, e.g correlations, can be considered an indication of connectivity.  They can 
be both positive and negative (e.g anti-correlation), (Chi et al, 2012).   A region of interest is 
chosen as a ‘seed’ to correlate with other regions and build a connectivity map.   
 
This method is used in chapter 6 to analyse the resting state data pre BROCANTO session 1 and 
post BROCANTO test session 2.   It allows the effects of the morning and evening group 
variable to be assessed independently of the task.  It can further establish how the groups 
interact with BROCANTO learning over time, (according to pre/post task variable). 
 
2.6.2 Other Model Free Functional Connectivity Methods 
 
Independent and principal component analysis are model free methods that don’t require a 
seed to be specified, (van den Heuvel and Hulshoff Pol, 2010).  In addition, graph theory 
cluster analysis is another way to build connectivity maps.  This computes functionality 
between all nodes.  It can show how close the connections are of a node as well as their 
number, and in this way identify key hubs, and determine their ‘centrality’, e.g how many of 
the shortest travel route is the network pass through each hub (van den Heuvel and Hulshoff 
Pol, 2010).  This allows fundamental questions such as how functional connections between 
brain regions are organised, how effectively the brain organises information between 
subsystems, and whether regions have a specialised role, (van den Heuvel and Hulshoff Pol, 
2010), to be addressed. 
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2.6.3 Effective Connectivity – Psycho-Physiological Interaction (PPI) - (Chapter 7) 
 
Psycho Physiological Interaction, (PPI) is another way to analyse connectivity that goes beyond 
correlation.  It gives a predictive measure of the influence of one region in relation to another 
according to the time signal of the task, using a regression rather than correlation.  It shows 
the directional influence of one region over another is therefore referred to as, ‘effective 
connectivity’, (Friston, 1997).  Unlike the whole brain resting state connectivity, it evaluates 
variation in the relationship strength between regions according to the task manipulation, 
which can be driven by a task related hypothesis. 
 
PPI analysis uses regression to show target regions that the seed has a predictive relationship 
with as well as with the signal from the psychological task.  During PPI analysis a third 
regressor is computed from the interaction of the regressor of the global time series across the 
task (BROCANTO), and another from the time series of the seed region, (Mattfield and Stark, 
2011).  A negative PPI is a decrease in coupling between regions not an anti-correlation. PPI is 
how the contribution of one region’s signal to another is determined by the experimental task. 
 
2.6.4 Other Effective Connectivity Methods 
 
Functional and PPI effective connectivity cannot indicate mechanism as they only show 
relationships between regions.   Even the predictive PPI only allows contributions of a single 
seed to be modelled and ignores time series properties.   Grainger Causality and Dynamic 
Causal Modelling are additional analysis that aim to demonstrate causal directional 
relationships between regions. 
 
Grainger causality can be used to investigate how one time series predicts another, and can be 
used to study how prior activation of a region can predict future activation of another.   It is 
the time series aspect that differs from PPI. It cannot show the modulation by experimental 
conditions, (Ide and Li, 2011).  
 
Dynamic Causal Modelling (DCM) is a dynamic approach to effective connectivity, (Friston, 
2002).  It uses Bayesian probability to estimate strength of connections as well as context 
dependent modulation.  It takes into account when and where the system is influenced to test 
hypothesis about the neuronal mechanisms, (Stephan et a, 2010).  It allows models to be 
tested against a hypothesis to find the best fit.     DCM can be used to establish driving inputs 
directly influencing specific regions, and modulatory that change the strength of coupling 
between regions.  Structural equation modelling, (Yang and Li, 2012) can also be considered an 
equilibrium case of DCM, (Friston, 2003).   DCM has been criticized on grounds of model 
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selection and validation, (Lohmann et al, 2012).   It requires only regions significant across all 
included models, therefore it is not initially suitable for the group comparison in this thesis 
where they are sensitive to the experimental conditions. 
 
2.6.5 Methods Selection and Application, (Chapters 6 and 7) 
 
PPI analysis has been chosen for the BROCANTO task connectivity analysis in chapter 7 of this 
thesis, because the model free ‘Independent Component Analysis’, has already been applied 
to BROCANTO learning, (Kepinska et al, 2017a).  Preliminary PPI analysis has also been 
performed on BROCANTO learning, using IFG and hippocampus as the seeds giving a more 
specific insight to their connectivity relationship, (Kepinska et al, 2018).  Applying it to the 
morning and evening groups and additional seeds will build on these findings, linking them to 
the sleep/wake cycle.  
 
Grainger Causality and Dynamic Causal Modelling will be reconsidered in chapter 8 in terms of 
possible future investigation based on key findings in chapters 6 and especially 7. 
 
2.6.6 Conn Toolbox 
 
Both the Bivariate Correlation GLM Connectivity resting state analysis in chapter 6, 
and the Effective Connectivity PPI analysis of the BROCANTO leaning task in 
chapter 7 were performed using the Conn toolbox, (2017) version 17 for SPM12, 
(Whitfield-Gabrieli and Nieto-Castanon, 2012).  Conn toolbox was used because it 
allows seed to voxel analysis to be performed with multiple seeds, flexible 
visualization of the output and further analysis to be performed on the same set up 
within the toolbox. 
 
2.6.7 Connectivity Analysis Seed Selection 
 
Seeds were selected from the significant regions identified from the factorial SPM analysis in 
chapter 5 and previous studies, (Opitz and Friederici, 2004, Thielen et al, 2015, Kepinska et al, 
2018).  These were all run bilaterally apart from BA6 which was only run on the left to test the 
process of importing a region defined by a significant SPM cluster to the Conn toolbox.   
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Fig 2.6.1 Seed Regions Selection for Connectivity Analysis 
All seeds were run bilaterally, apart from BA6 in chapter 6 which was left only 
Seed Atlas Reason 
IFG, Pars Opercularis  
(Kepinska et al, 2018) 
Harvard/Oxford Previous studies implicate role in BROCANTO 
processing, significant response some conditions 
Hippocampus 
(Kepinska et al, 2018) 
Harvard/Oxford Previous studies implicate role in BROCANTO 
processing and default rest network – significant 
response in some conditions 
Thalamus 
(Thielen et al, 2015) 
Harvard/Oxford Significant interaction, group and session. 
Previous studies implicate role in BROCANTO 
processing, default rest network, transition to 
sleep and consolidation. 
BA6 (Left) 
(Opitz and Friederici, 
2004) 
Brodmann Previous studies implicate role in BROCANTO 
processing and time sensitive learning induced 
resting state changes.  Imported from Significant 
Factorial Interaction 
 
BA6 (Bilateral) 
 
Thalamus (Right) 
 
IFG (Right) 
 
Hippocampus (Right) 
 
 
2.7 Resting State Functional Connectivity Analysis, (Chapter 6) 
 
2.7.1 Resting State Preparation in SPM  
 
The resting state data per participant was pre processed in SPM 12 following the method 
outlined in fig 2.4.3.  An additional normalisation preprocessing step (normalise and write) was 
carried out on each participants structural scan, following the process in fig 2.4.3.   
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A 1st level analysis was run per session per participant, containing the preprocessed smoothed, 
normalised resting state functional images, ‘Sw’ and the RPV text file containing the motion 
paramaters for that session as a covariate.  This followed the method described in section 
2.5.1, except this time no onsets and durations for conditions were included as no task related 
events had taken place.  This created an SPM MAT file per session per participant. 
 
2.7.2 Resting State Conn Toolbox Set Up 
 
The Conn Functional Connectivity Toolbox for SPM, version 17.f was used, (Whitfield-Gabreili 
and Nieto-Castanon, 2017).  For screen shots of the set up for resting state, see appendix A1.4.   
The 16 normalised structural scans were loaded sequentially into the structural tab of Conn 
setup.  The functional 1st level MAT files were loaded through the import function in the same 
sequential order by participant, with two for each participant, session 1 (pre) and session 2 
(post). This mirrored the structure of the SPM factorial analysis used to establish the 
interaction between group and session, described in section 2.5.   
 
A condition called rest was specified, spanning the entire session, for each session for each 
participant.  As there was no task, event onsets and durations were not specified. Additionally, 
two levels of the within subjects factor session, pre and post were defined under the first level 
conditions.  These were linked to the relevant 1st level MAT file per person.  The between 
participant factor of ‘group’ was specified as a covariate at the second level, and each 
participant assigned to the relevant group in order, morning (am), evening (pm). 
 
The ROIs and networks built into the Conn toolbox were loaded, in addition a custom ROI nii 
file for left BA6, was generated using the ‘save cluster’ function from the relevant SPM output 
file.  It was imported into Conn and assigned to the participants and sessions.  This was 
because Conn uses the Harvard Oxford atlas rather than Brodmanns and these regions and the 
preset cortical regions do not provide a directly comparable equivalent for BA6. 
 
The import process was run for the structural scans and functional MAT files.  The Conn ‘Set 
Up’ Pipeline was also run.  Preprocessing was not performed within conn, as the MAT files 
already contained preprocessed functional scans.  The import function generates a set of six 
motion paramaters per session per participant as an ‘SPM covariate’ under the first level 
covariates.  The Conn default creates dataset 1 from the unsmoothed and alternative dataset 0 
from the smoothed preprocessed functional images.  Dataset 1 is used for ROI extraction. 
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The denoising function in Conn was run, (CompCor).  Default settings were retained, using the 
band pass filter 0.008 0.09 Hz, with no additional filtering.  This removes BOLD signal that 
correlates with representative signal from white matter and Cerebral Spinal Fluid from voxels.  
It performs motion correction and scrubbing to remove the effects of outlier scans.  The SPM 
covariates were included for the motion correction.  For this analysis as task effects were not 
of interest the effect of ‘rest’ was also included to remove its confound from the BOLD signal. 
 
2.7.3 First Level Seed to Voxel Resting State Analysis in Conn Toolbox 
 
A weighted GLM with correlation bivariate measures, seed to voxel analysis was run at the first 
level (within subjects), bilaterally for each seed, see fig 2.6.1.  No weighting was applied 
because it is resting state, and this is typically used for blocks and events.  A map of voxels with 
a BOLD timeseries correlated with the seed regions was produced.   
 
As this is bivariate correlation analysis, the effect size represents the percentage of the target 
BOLD signal variance explained by each source BOLD signal. (Whitfield-Gabreili and Nieto-
Castanon, 2017).  This indicates that the source and target signaling has a synchronous 
relationship and therefore it can be inferred that the regions have a connected functional 
relationship.  The output T and beta figures are measures of functional connectivity. 
 
This analysis identifies target clusters correlating with the seeds at rest, pre and post task.  This 
gives an idea of the brain state in the different groups before starting the task, and following 
completion.  This may give insight into initial brain state at the start of task, and immediately 
following it, which may reflect post processing following a period of consolidation.  
 
2.7.5 Second Level Group Comparisons 
 
At the second level Conn uses T tests to identify regions that correlate with the seeds across 
participants.  A 2 way ANOVA could then be used to compare these and show regions where 
the functional connectivity differs significantly between the second level (between subject) 
condition of groups, and the first level (with subjects) conditions pre and post, and where 
there is interaction, (see fig 2.7.1).   
 
Contrasts were specified to characterise this comparison e.g effect of group (between 
subjects) and session (within subjects).   This was performed for each bilateral seed selected at 
the first level.  The comparisons could be selected from the Conn second level interface.  To 
simplify interpretation of the results, the same comparison has been used throughout, 
although it is possible to reverse them, (see fig 2.7.2).   
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Fig 2.7.1 Conditions for Second Level Analysis - Resting State 
 
For the interaction between group and session contrast a General Linear Model 2x2 mixed 
ANOVA was specified using contrasts: 
 
Fig 2.7.2 ANOVA Contrasts for Conn Toolbox 2nd Level Comparison 
 
Interaction 1 -1 for group (G2>G3) and -1 1 for session (pre1>post2) 
Group Pre Task Group (1 -1; 1 -1) effect of pre 1 (1)  
Or Group (1 -1; 1 -1) effect of post task (1) 
Session  Morning group (am) (1) and 1 -1 pre 1 > post 2  
Evening group (pm) (1) and 1 -1 pre 1 > post 2  
 
2.7.6 Bivariate Correlation Outputs for Resting State 
 
Conn outputs x y z peak MNI coordinates for significant clusters, which may cross regions.  The 
peak coordinates of the cluster were mapped against the Brodmann atlas so that they could be 
related to the previous studies (e.g Opitz and Friederici, 2003, 2004, 2007, Hauser et al 2012).  
If they could not be identified this way, the largest proportional regions listed in Conn were 
used to identify them according to the Harvard Oxford atlas.   
 
Conn also outputs Beta values which are the Fischer transformed correlation coefficients, 
cluster size and p-FDR corrected for comparisons, which is the probability of the clusters 
significance, not adjusted for its size.  At the second level, the beta values reflect the condition 
comparisons used.   
 
Resting State
Between 
Group
Group 2 
9am
Group 3
9pm
Within
Session
Pre Task Rest 1
Post Task Rest 2
24 hours
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For individual conditions (e.g pre task 1, morning) they reflect the relationship between target 
and source. A positive beta suggests the activation of seed and target increase or decrease 
together.   A negative beta suggests that the activation of the source and target show the 
opposite pattern, e.g anti-correlations. For the comparisons, a positive beta suggests the first 
comparison value (e.g session 1) is greater than the second.  A negative beta indicates the 
opposite. 
Fig 2.7.3 Beta Value Meanings for Connectivity Comparisons 
 
Comparison Beta Meaning 
Individual session + 
_ 
Variation in same direction to source 
Variation in opposite direction to source 
Session 1 – session 2 + 
 
_ 
Session 1 greater association with source  
(either + or -) than session 2 
Session 2 greater association with source  
(either + or -) than session 1 
Am group – pm group + 
 
_ 
Am group greater association with source  
(either + or -) than pm group 
Pm group greater association with source  
(either + or -) than am group 
Interaction  + 
 
_ 
Session comparison for am group greater association with 
source (either + or -) than session comparison pm group 
Session comparison for pm group association with source 
(either + or -) than session comparison for am group 
 
2.8 BROCANTO Task PPI Effective Connectivity Analysis, See Chapter 7 
 
2.8.1 BROCANTO PPI Task Analysis Conn Toolbox Set Up 
 
The SPM MAT files outputs form the first level analysis of the fMRI morning and evening 
groups from chapter 5 were used for this PPI analysis. 
 
The Conn Toolbox set up in chapter 6, was used to create a new project to study connectivity 
during the BROCANTO learning task.  The same normalised T1 structural images were used.  
For the functional data, the SPM MAT files from the first level analysis of BROCANTO testing 
sessions 1 and 2, from chapter 5, were imported sequentially in the same order to correspond 
to the structural scans.  These contained the motion paramaters and onset and duration time 
codes for correct and incorrect grammar, as described in section 2.5.1.  
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The conditions were set up in conn at the first level (see fig 2.8.1, appendix A1.5).  This is an 
event related design spanning the timecourse of each session.  In conn the merge function was 
used for correct and incorrect sentences to create a condition called ‘BROCANTO’ with onsets 
and durations for each BROCANTO sentence.  This represents the psychological variable.  
 
Fig 2.8.1 Table to Show 1st Level Conditions for BROCANTO Learning Task PPI Analysis  
 
Condition Applied to 
Effect of pre 1 Each participant, Entire session, Session 1 
Effect of post 2 Each participant, Entire session, Session 2 
Performance 1 Each participant, Entire session, Session 1 
Performance 2 Each participant, Entire session, Session 2 
Correct Each participant, Entire session, Session 1 and session 2  
Defined by onsets and durations 
Incorrect Each participant, Entire session, Session 1 and session 2 
Defined by onsets and durations 
Task no Events Each participant, Entire session, Session 1 and session 2 
BROCANTO Each participant, Entire session, Session 1 and session 2 
Defined by combined onsets and durations from correct and incorrect 
 
 
Regions of interest for left and right BA6 as extracted from MARSBAR were also imported into 
Conn.  The import process was run.  This time the BROCANTO task main effect and conditions 
were not included in the denoising.  This is because it is connectivity in response to main effect 
of task throughout the session that is of interest.  It should be included in the denoising if the 
effects of the correct and incorrect conditions are to be considered separately.   
 
2.8.2 PPI 1st Level Covariates 
 
Conditions ‘performance 1’ (session 1) and ‘performance 2’ (session 2) were copied into the 1st 
level covariates list and linked to the relevant within subjects factor (session) for each 
participant.   
 
2.8.3 PPI 2nd Level Covariates 
 
As in chapter 6, these were used to assign each participant to either group 2 (am) or 3 (pm). 
The D-Prime performance scores were normalised to the population by converting into Z 
scores to make them compatible with the regression analysis.  These values were entered as 
second level covariates in participant order under ‘performance 1’ or ‘performance 2’, as 
relevant, as these are pulled into the second level by Conn. 
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2.8.4 PPI Analysis – 1st Level 
 
PPI was used to investigate effective connectivity of task modulation effects. This is gPPI in 
Conn as there is an option to enter multiple regressors.  In this study only task and one ROI 
seed region at a time was used to avoid issues of multiple comparisons.  The PPI analysis 
identifies voxels where the BOLD signal and haemodynamic response (conn uses a 
combination of two gamma factors for this) are convolved with a selected ‘seed’ region under 
the conditions of the given task.  This allows the functional interaction between regions to be 
studied, in addition to the functional localisation. 
 
To study whole brain effective connectivity related to task, PPI bivariate regression was 
selected and ‘Seed to Voxel’ analysis.  This predicts each voxel BOLD signal in terms of the 
BOLD signal from each of the ROIs separately.  Effect size represents % changes in BOLD 
activity at each voxel associated with a 1% change of BOLD activity in the source ROI.  
Therefore, this analysis shows voxels where the HRF can be predicted by the interaction term 
of the convolved HRFs for the task and the source ROI.  This indicates the effective 
synchronisation (coupling) between the regions and provides a map of regions, synchronized 
with the source. 
 
The bilateral seed ROIs were selected at the first level.  Bilateral seeds were chosen and the 
PPI, seed to voxel run for the BROCANTO condition.  The conditions were BROCANTO task 
(within), with two levels, pre1 (BROCANTO test session 1) and post 2 (BROCANTO test session 
2) and group (between) with two levels, (morning and evening).   
 
2.8.3 2nd Level Analysis 
 
The 2nd level General Linear Model (2x2 mixed ANOVA) comparison was specified for resting 
state in fig 6.7.2.  The outputs were also as specified in section 6.7.6, except for the PPI the 
beta values represent the predictive regression coefficients, rather than the correlational. 
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Fig 2.8.2 Structure for Conn PPI Analysis With BROCANTO Task, To Identify Region Showing 
Significant Predictive Relationship With Interaction Term (Bivariate Regression) 
 
a. PPI 1st Level Analysis- 
 
b. PPI 2nd Level Analysis 
 
 
2.8.4 Region of Interest Extraction Toolbox – REX 
 
For either the Resting Correlation, or task PPI the REX function in Conn could be used to 
extract absolute values for a chosen significant ROI for each group/session, e.g rest pre 1 
morning.  These can be used to compute and plot the means to show the direction of effects 
behind the beta values.   This gives the response size at the source, in addition to its relative 
response to the seed source which is given by the betas.  It outputs the pre/post (chapter 6), 
or session 1 / 2, (chapter 7) difference for each group.  It was performed mainly for key target 
regions showing a group and session interaction as it is fairly time consuming.  For this study, 
global scaling was used. 
 
 
 
 
INTERACTION 
TERM 
GLOBAL HRF 
CONVOLVED WITH 
BROCANTO TASK
SIGNAL AT REGION OF 
INTEREST
BROCANTO
Task
Between 
Group
Group 2 
9am
Group 3
9pm
Within
Session
Session 1
Performance 
1 covariate
Session 2
24 hours
Performance 
2 covariate
Correct 
Grammar
Incorrect 
Grammar
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2.9 Discussion and Critique of Methodological Issues 
 
2.9.1 BROCANTO Task 
 
During development the qualtrics was tested for compatibility with different devices being 
used by multiple participants e.g laptops, tablet computers. Different screen size and 
connection speed introduce additional variability into the task.  Vertical on screen display of 
responses to the BROCANTO sentences differed from the behavioral and fMRI presentation.  
Direct comparison with a researcher present to observe, would help to validate the use of 
Qualtrics for BROCANTO learning, so it was comparable. 
 
Qualtrics was not optimal for making BROCANTO available online, as it is mainly designed for 
static questionnaires.  However, it is a secure and relatively stable platform with a version 
available and managed by the University of Surrey that allowed its server connection to be 
traced for example.  Qultrics also increased compatibility with other studies by Kepinska et al, 
(2017b) who used it to administer BROCANTO for a delayed transfer test.  Given these 
considerations, it was a reasonable choice to make the stimulus available online.    
 
The version here differed from Kepinska et al, (2017a, b and 2018) who used a tick or cross 
symbol instead of words to relay the feedback. While this may have avoided confounding the 
BROCANTO data during the ‘learning’ sessions, by mixing in English words with meaning it 
would not have prevented this aspect of participant misunderstanding and also introduced 
symbols as an additional confounding stimulus.  For this study the words correct and incorrect 
were retained to keep the feedback compatible with the e-Prime version. 
 
During implementation some issues arose e.g a repeating question stopping the study due to 
the randomisation order, and connection issues due to either the qulatrics server or 
participants internet.  In most cases this meant a temporary pause of a few minutes during the 
task.   Identification of this relied on participants self report.  Information about qualtrics 
downtime was considered during the set up and queried with Qualtrics support if it could not 
be accounted for. 
 
Some participants had to restart during the first two blocks, for example not realising they 
should respond or having not read the instruction screen.  They were instructed not to repeat 
the test if they had experienced more than 20 minutes of it before a problem arose, to avoid 
over exposure and inflated scores.  As a result of this, response rate during the first two 
Qualtrics response blocks was low.  Therefore, the first D Prime score (D1) may represent task 
familiarization rather than initial proficiency level.  The following two blocks could give a more 
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accurate baseline.  For simplicity the DPrime scores calculated from the first two blocks have 
been retained. 
 
Asking participants to complete the online BROCANTO training had the advantage of allowing 
them to complete it closer to times of sleep and wake in their own environment, removing the 
need for an additional lab visit.   This was beneficial given the cross campus working and 
recruitment necessitated by the scanner location.  However, the online task reduced the 
researcher’s control e.g over the screen set up, environment and attention to the task.  
Supplying a portable device for this such as an ipad might help improve compliance and 
remove the Qualtirics variability issues. 
 
Using the e-Prime version of BROCANTO necessitated manual time code extraction and 
insertion into SPM.  This introduces a source of human error as well as being time consuming.  
A better approach would have been to transfer BROCANTO to MATLAB, although this could 
not be made available online.   Alternatively, the stimulus both online and in the scanner, and 
all analysis could be transferred into in a free open source programming language such as 
Python. 
 
The BROCANTO words were all presented in black fonts on a white background.  This is an on 
screen reading task more typical of every day experience.  However, for fMRI research it would 
be more typical to have white fonts on a black background as this gives a more controlled 
contrast response to lighting conditions etc and is preferred for Psychophysics studies.  
Transferring to this format should certainly be considered if the study were to be replicated or 
scaled up.  Kepinska at al, (2017 a, b and 2018) presented the stimulus in E-Prime as white 
fonts on a black background. 
 
BROCANTO words may resemble words in English or another language familiar to participants, 
giving them some clues.  For example some participates reported the words like ‘blum’ 
resembled nouns, which starts to introduce meaning.  All participants will be affected by this 
so it should not mask group differences. 
This is a common issue to artificial language research.  Some reported that they assumed the 
shorter words were prepositions.  This could have been controlled for using a ‘balanced chunk 
strength’ design, but this would have in turn compromised its resemblance to natural 
language.  In this study, it is understanding of the grammatical structure that is being 
investigated, so individual words are less important.  Nettersheim et al, (2015), point out that 
the testing session may also include learning.  This is also the case for the methodology in this 
thesis, although this is limited by the removal of feedback during this block. 
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Previous BROCANTO learning studies (Opitz and Friederici, 2003 and 2004, and Hauser et al, 
2012) used a sensorimotor task for control blocks which required a button push to 
pseudowords, interspersed with BROCANTO learning blocks.  They found consistently that 
BROCANTO learning differed from this, which increases the likelihood that the neural response 
can be attributed to learning, without the need to replicate the control task. 
 
2.9.2 Sleep and Timings 
 
The potential variation in sleep habits could be better controlled for in many ways.  For 
example using more in depth actiwatch monitoring, additional measures, and even sleep 
laboratory with EEG.  Controlling activities during wake and asking participants to ensure they 
slept immediately after the final test and completed the initial one immediately on waking are 
the easiest improvements to introduce.  Travel times to and from the fMRI scanner also 
confounded this, so using only on campus participants was a possibility.    
 
2.9.3 Participants  
 
The recruitment approach gave a more diverse sample than possible previous BROCANTO 
studies which used a monolingual German first language, (Opitz and Freiderici, 2003, 2004, 
Hauser, 2007), or Dutch, (Kepinska et al, 2017a, 2017b, 2018).  This introduces more variation 
in language experience.  On the other hand, this also means that the findings that persist will 
be more robust across a diverse population such as in UK Universities.  A limited sample 
presented a risk of previous participants familiarising others with the task, discussing their idea 
of rules etc making it harder to control for awareness. 
 
Using individual DPrime scores as a covariate in the fMRI analysis is one approach to 
controlling for individual variation in abilities.  An alternative or addition could have been to 
use a Language Aptitude Test during screening e.g LLAMA, as combined with BROCANTO by 
Kepinska et al, (2017 a and b).  However, alongside the sleep measures necessary for this 
study, the additional test may have made the study too cumbersome.   It could be considered 
for future studies that look at language learning in more detail. Instead, participant 
randomization for this thesis, should be sufficient to mitigate bias introduced by the different 
language experiences. 
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2.9.4 fMRI Set Up and Implementation 
 
Inside the fMRI scanner, the NATA keypad presented challenges.  It was necessary to brief 
participants thoroughly using pictures and showing them the keys allocated for correct and 
incorrect responses and confidence intervals.  They were asked to demonstrate their 
knowledge of the key allocation correctly before the scan commenced.  Gripping keys that 
were not allocated a response sometimes occurred.  This gave an additional line of data which 
was deleted from the analysis.   
 
While it was possible to cross over the wires of the two NATA pads, the inside thumb button 
prevented this potential error of the correct and incorrect responses getting reversed.  A high 
negative score would indicate that participants had got the hand order signifying 
correct/incorrect sentence the wrong way round.  This did not occur.   
 
Identifying whether the confidence levels had been misunderstood was less easy.  Confusion 
by participants over keys is one possible explanation for ‘non learning’ scores at the level of 
random chance, however apart from one person in the 3pm group, (chapter 4), this was only 
seen at the second scan session in the evening group, (chapter 5)  The keys for each 
participant were kept the same throughout, so any problems would be expected in both 
sessions.  Reminders were also given.   
 
Indicating both the sentence category and confidence at the same time potentially confounds 
the response as it requires two judgments to be made simultaneously.  An option cold have 
been to have a two step response, step one for answer, followed by step two for confidence 
level, however the time between steps could have introduced additional decision making.  
Given that the confidence levels were not to be analysed in this study it would have been 
simpler to remove them, reducing potential source of error.   
 
The need to counter balance the key press order would also have been reduced as only two 
buttons were required.   While this counterbalancing is helpful to control a behavioral study, 
brain lateralization to the opposite hemisphere to the dominant hand means that it would 
have been better to retain the same order for the fMRI studies.  The procedure undertaken 
was recommended to keep in line with the studies of Opitz and Friederici, (2003, 2004) and 
Hauser et al, (2007).   
 
The change over from BROCANTO ‘learning’ session to ‘testing’, confused several participants.  
It was necessary to restart due to non response and it was important for the researchers to be 
vigilant that the key press lights were showing, as well as being alert for sticking keys.  Mostly 
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this happened fairly quickly but they could have introduced additional variability in BROCANTO 
exposure.  This became less of an issue after chapter 4 due to improved briefing, however it 
still occurred.  It was an option for the ‘BROCANTO training’ session with alternating 
observation and response blocks with feedback to be completed outside of the scanner as this 
study did not analyse the fMRI data.  This would have removed this problem.   However, the 
logistics of the CUBIC environment made splitting a task between a scanner and PC 
unpractical, especially with only two researchers present.  The learning data also has the 
potential to address further research questions which are addressed in chapter 8. 
 
The final BROCANTO testing session for the fMRI studies consisted of 140 sentences.  This is 
shorter than the study by Opitz and Friederici, (2004) which tested learning over 150 
sentences, and than the 200 used for the behavioral study in chapter 3.  This means that 
performance in this study could be slightly lower, due to reduced practice effects, although 
fatigue could be lower. 
 
Cognitive tests were undertaken on site at CUBIC.  This means that the conditions were less 
controlled than for the behavioral study in chapter 3.  As they were completed by the same 
researcher acting as second scanner operator, they were fitted around the scanning schedule.  
If possible they were completed after the second shorter scan.  When completed after the 
longer scan participants were likely be more tired.  This together with the distracting novel 
environment, may have accounted for lower performance seen in the fMRI participants than 
those in chapter 3, particularly in the working memory task.   
 
2.9.5 fMRI Processing 
 
Two participants had very large heads, at the limit of the scanners capacity.  While in theory 
this will be addressed during the normalisation transformations to MNI space introduces an 
additional source of variation which could reduce the spatial accuracy.  It also highlights the 
importance of calibrating the scanner according to the participants weight, especially when 
there is wide variation. 
 
The fMRI preprocessing could be improved further, for example more specific parameters for 
interpolation and additional structural scan normalisation.  As the same methodology has 
been applied to all participants they are all subject to similar limitations.  It is possible that 
preprocessing for the second scan is less accurate as the structural was taken during a 
different session to the structural, so requiring different alignment adjustments.  However, the 
coregistration process should be able to resolve this.  A smoothing kernel smaller than 8 could 
have been preferable for visualizing smaller structures such as the hippocampus.  The 8 used is 
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as recommended in the majority of SPM guidance and most commonly implemented.  The ROI 
and connectivity methods revert to unsmoothed where necessary. 
 
Movement parameters were higher in the first group in chapter 4.  Only one participant in the 
morning group in chapter 5, reached a level higher than the voxel size of 3, and they were 
excluded from the corrected analysis, also due to late starting of their pretest and initial scan.  
Including the parameters as a nuisance regressor during the 1st level analysis provided a 
control for those reaching up to 2.  As this was not seen in many participants and mainly 
towards the end of sessions, the potential additional variation is negligible.   
 
2.9.6 fMRI Analysis 
 
Discrepancies between atlases and the need to use the Brodmanns map to correspond to the 
previous studies mean that reporting of regions by name has an element of subjectivity.  MNI 
coordinates are given and should be used to locate the region according to the particular atlas 
required.  This is an issue for all fMRI research. 
 
The BROCANTO task analysis in fMRI would have benefitted from coding so that the events 
could be linked to the accuracy of the participants response as well as the condition of the 
BROCANTO grammar.  This would have enabled continuous analysis of performance and error 
detection over time.  This would have been especially beneficial for definition of the 
psychological variable for the PPI analysis.  Kepinska et al, (2017) used an approach on this 
basis to analyse fMRI activation linked to correct responses over time. 
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3 Chapter 3 - Cognitive Behavioural Study - Using Artificial Language BROCANTO to Study 
Sleep and Learning 
 
3.1 Aims 
 
This thesis chapter will investigate the effect of a period of sleep, and differences in 
presentation and timing of training within the sleep wake cycle on learning the artificial 
grammar BROCANTO, as measured by learning performance.  BROCANTO learning involves 
both procedural rules and declarative similarity, so that they can be studied within the same 
task.  The study in this chapter uses a range of timing manipulations to investigate how the 
learning differs across the sleep wake cycle.  This is a cognitive behavioral study, and the 
findings from previous cognitive studies of declarative and procedural learning across the 
sleep wake cycle will now be considered. 
 
3.1.1 Background - Key Previous Studies 
 
The importance of timing of learning in relation to sleep in differentially facilitating learning 
been demonstrated.  A recent study by Nettersheim et al, (2015), built on this evidence that 
sleep timing affects procedural consolidation.  They found an early performance boost 30 
minutes after the task, followed by decay that could be reinstated with sleep within 4 hours 
of training.  There was no evidence for sleep enhancing performance beyond pre sleep level, 
as well as stabilizing memories.  The effects were the same for morning and evening training 
with equivalent intervals.  This strongly indicates that timing of training within the sleep 
wake cycle has the most influence on procedural learning.   
 
A recent study by Schonauer et al, (2015) also found that procedural learning benefitted 
from sleep immediately after training, and this persisted over a longer timescale.  A 
semantically related and unrelated word and syllable pairs learning task, and motor 
sequence task were compared, with a sleep/wake cycle of up to six days, including sleep 
deprivation and recovery sleep. Only the procedural mirror tracing task showed deficits from 
lack of sleep that persisted despite recovery sleep. The timing of sleep, rather than fatigue 
appears to be more important in affecting performance.  
 
Ability to discover a hidden rule in a sequence learning task demonstrated improvement 
when training was followed by 8 hours of night time sleep rather than 8 hours of day or 
night time wake,  (Robertson, 2009), again indicating a cyclic effect.   This supports the 
findings of Nettersheim et al, (2015) and Schonauer et al, (2015), that timing of learning 
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around sleep appears is the critical factor influencing performance, and there may be a 
cyclic effect. 
 
The timecourse of learning may also vary according to the declarative and procedural model.  
Ullman, (2004) proposes that the declarative system acquires knowledge initially, while the 
rules governing the sequence are acquired more slowly by the procedural system to reach a 
higher level of proficiency, (Ullman, 2004).  Morgan-Short et al, (2014) proposed different 
roles for declarative and procedural learning at different stages of second language 
acquisition.   Declarative processing is more important in early stages of syntax learning, and 
procedural later.  Robertson and Cohen, (2006) agree that declarative and procedural 
memory are stage dependent.  
 
Poldrack et al, (2001) proposed that a transfer occurs from the declarative to procedural 
system with increasing learning proficiency.  Procedural learning tasks show a shift in 
learning beyond the effects of practice, suggesting an active consolidation process over a 
longer time window, which could include different stages, (Press et al, 2005, and 
Hauptmann et al, 2005).  Ferman et al, (2009) showed that this was also the case for 
learning a linguistic rule.  During the time awake, interference may be responsible for 
memory degradation.  This happens as processing continues by consolidation and 
reconsolidation, (Robertson, 2012).   
 
Brown and Robertson, (2007) found evidence that sleep mediates reciprocal interaction 
between the declarative and procedural systems, which may be competitive, (Brown and 
Robertson, 2009). They found that procedural consolidation of a serial reaction time task 
was blocked by a declarative word learning task while awake, and vice versa.  This was not 
seen with an intervening period of sleep, suggesting that sleep brings about a different 
mechanism of memory consolidation.  It could be that processing for each system is treated 
separately, allowing declarative learning to happen (Robertson, 2009).   
 
A key investigation by Holtz et al (2012) sought to characterize the effects of sleep using 
separate declarative and procedural tasks.  They found that retention for the procedural 
task was better immediately before sleep, while for the declarative task it was higher in the 
afternoon, when tested after twenty four hours, but not seven days. 
 
While this is a clear effect, further questions remain and this study can be criticised on a 
number of methodological issues.  It took place in the artificial environment of a sleep 
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laboratory.  The disruption this entails are likely to affect arousal levels and sleep.  Asking 
participants to maintain their typical sleep habits and environment is more ecologically valid. 
This was the case in the study by Schonauer el al, (2015) where participants slept at home, 
although some conditions used sleep deprivation in a sleep laboratory. 
 
The Holtz et al, (2012) sample was restricted to adolescent girls, who may have different 
sleep patterns due to hormonal and other reasons, (Leberge et al, 2001, and Crowley et al, 
2007). Conversely, the sample in the study by Schonauer el al, (2015) were all male.  A mixed 
sex sample of adults age 18 to 40 will give greater understanding of the strength and 
stability of sleep related learning effects in a typical diverse University population. 
 
Holtz et al, (2012) did not use morning training sessions.  This means that all participants had 
time awake before learning and after sleep which may have additional effects on processing 
that cannot be measured by this design.  Further time intervals will now be investigated to 
give a more detailed picture of fluctuations in declarative and procedural learning over an 
entire 24 hour sleep, wake cycle.  This is important because, Landmann et al, (2014) argue 
that ideal memory conditions are a combination of the interaction between sleep, the 
different stages of wakefulness and repeated exposure, so sleep should be considered as 
part of the circadian cycle. Comparing learning in the morning or afternoon, will clarify the 
relative importance of a delay before sleep, its length, and the time of training.   
 
Subsequent studies have found that a period of sleep does not improve task performance 
compared to wake.   On critical examination these are confounded by several issues. 
Kemeny and Lukacs (2016) found that sleep had no effect on three types of task, including 
artificial grammar learning.  In this case participants were instructed to judge whether 
sentences were similar to those previously seen, biasing their response towards the 
declarative system.  They did find some improvement in serial reaction time performance 
linked to time of day, indicating there may be some procedural variation. The 12 hour 
interval used, also may not be long enough for procedural improvements to take effect.    
 
On the other hand, Backhaus et al, (2016) found that daytime sleep of varying length has no 
effect on the trajectory of motor learning, although previously they found it affected 
declarative learning.  The study is confounded by interval length and time of day of the 
learning and testing sessions.  The importance of a standard cycle with sleep taking place at 
night for sleep mediated learning improvement is taken into consideration in the current 
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study design, and  participants will be asked to keep to night time sleep habits, avoiding 
naps.  
 
Importantly, both Holtz, (2012) and Schonauer el al, (2015) used separate tasks for each 
learning type, (word list – declarative, finger tap – procedural), with different motor and 
visual processing requirements.  The declarative memory task is restricted to lists of related 
word pairs in a language already familiar to participants.  The words are meaningful and the 
related procedural system is already in place, so there may be different engagement of 
semantic processes and additional memory strategies employed, (Ferman et al, 2006). 
 
Sleep may have differential effects within declarative and procedural memory consolidation.  
It has been proposed to facilitate the goal, rather than sequence components of procedural 
learning, (Wagner et al, 2004, and Cohen and Robertson, 2007), generating a representation 
of the goal separate from the one to carry out the movement, (Cohen et al, 2005).  Goal 
based improvements have been shown to develop overnight, whereas movement related 
improvements develop during wake, (Cohen and Robertson, and 2006, Robertson, 2009).  
This means that the effects of immediate sleep observed for a sequential motor tapping 
procedural task in the Holtz et al, (2012) study may be different, possibly less for a cognitive 
procedural task like BROCANTO.  
 
3.1.2 Study Rationale 
 
The declarative/procedural model of language learning, (Ullman, 2001) and subsequent 
studies based in it indicate that declarative learning is likely to be higher initially, (Morgan-
Short, 2014), and procedural learning increases over time (Press et al, 2005,  and 
Hauptmann et al, 2005), replacing declarative as the dominant system during memory 
consolidation, (Robertson et al, 2004, Robertson and Cohen, 2006).  Procedural learning is 
also linked to increased proficiency, (Poldrack et al 2002, and Ferman et al, 2009).   
 
Sleep is likely to catalase a further shift towards procedural (Robertson, 2004), especially 
when it occurs immediately after learning for a procedural task, (Holtz et al, 2012, 
Schonauer el al, 2015).   Sleep has also been shown to facilitate the abstraction of a 
grammatical rule to novel stimuli when classification before sleep is based on similarity, 
(Nieuwenhuis, et al, (2013).   
 
This study will test the effect of multiple training schedule manipulations on learning 
performance of an entire artificial grammar.  This has several components and rules, and can 
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engage both declarative (similarity) and procedural (rules) processing, (Opitz and Friederici, 
2003, 2004, and 2007). 
 
The aim is to establish how the conditions affect learning performance, and its trajectory 
over the course of the study.  The findings, together with previous studies can be used to 
estimate the contribution of declarative and procedural processing according to the training 
schedule.  This information will enable the underlying neural processes to be investigated 
further in subsequent fMRI studies, detailed in chapter 4, 5, 6 and 7. 
 
Declarative learning which is earlier and faster, (Morgan-Short, 2014) may have the 
advantage over a shorter interval without sleep.  Procedural learning could be expected to 
benefit from being followed by sleep rather than wake, (Holtz et al, 2012, and Robertson, 
2009).   The longer consolidation interval is may benefit both systems, (Robertson et al 
2009), or particularly procedural learning, (Holtz et al, 2012) 
 
3.2 Study Design 
 
The BROCANTO training schedule manipulations that give rise to the study variables are 
detailed section 2.1.6.  The training sessions were carried out as outlined in section 2.1.9. 
 
3.2.1 Experimental Groups and Conditions (Sleep/Wake Schedule) 
Participants were allocated to one of six groups, see fig 3.2.2.  The BROCANTO training 
sessions are spaced 6 hours apart, give a range of sleep/wake intervals without interfering 
with a normal day/night sleep/wake pattern. Timings of the sessions 9 am, 3 pm and 9 pm 
were chosen to cover first task of the morning, last of the evening and one in between, 
retaining the six hour interval.   The groups could be combined into sleep conditions.  The 
‘immediate sleep’ condition contained 16 participants, 8 with a 12 hour interval and 8 with a 
24 hour interval.  The delayed sleep condition contained 24 participants, 8 each with a 12, 
18 and 24 hour interval.  The no sleep condition contained 8 participants with a 12 hour 
interval.  This gave the independent variables of ‘sleep condition’, ‘group’, and ‘interval’. 
3.2.2 BROCANTO Training Schedule (Declarative and Procedural) 
 
Participants for this behavioural study were required to commit to attending two 
BROCANTO training sessions, lasting approximately two hours in total.  The schedule as 
outlined in 2.1.6 gave rise to a ‘declarative’ weighted training condition and a ‘procedural’ 
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weighted training condition, and the independent variables, ‘declarative’, and ‘procedural’.  
Half the participants were randomly assigned to each condition. 
 
The declarative assigned participants undertook the training blocks split across both 
sessions, with the testing block at the end of the second session, see fig 2.1.10.  Procedural 
assigned participants undertook all the training blocks during the first session, and only the 
testing block in the second session.  This is based on the idea from Ullman’s model, (2001, 
2004), that declarative learning is likely to be higher initially, (Morgan-Short, 2014), and 
procedural learning increases over time (Press et al, 2005, Hauptmann et al, 2005). 
 
3.2.3 DPrime Scores 
 
DPrime scores were calculated as listed in chapter 2, section 2.1.8.  The final DPrime score 
D5 was most often used as the independent variable.  This measures the final learning 
performance reached. 
 
3.2.4 Participants 
 
51 participants were recruited as outlined in chapter 2.  Three were excluded due to 
incorrect key pressing, giving 48 included in the sample for analysis. Therefore, the final 
sample was equally divided into six experimental groups, with an even number in each (8) to 
allow for counterbalancing, see table 3.3.2.   
 
3.2.5 Sleep Measures and Cognitive Tests 
 
These were administered as specified in chapter 2, section 2.2.1.   
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Fig 3.2.1 Summary Table of Variables for the Cognitive Studies 
Variable Name Variable Levels Variable Description Type Subject 
DPrime (D5) – test session score 1 level – D5 Final Learning Performance Score, ability to differentiate correct 
and incorrect BROCANTO grammar, measured at the final test. 
Dependent Within 
Learning Trajectory DPrime 1 – 4, 
(and final score D5) 
5 levels, (D1-5) Learning Performance Score, ability to differentiate correct and 
incorrect BROCANTO grammar  
Dependent Within 
Group 6 levels – 1-6 Each group specified by BROCANTO timings/intervals Independent Between 
Sleep Condition 3 levels 
No Sleep 
Delayed Sleep 
Immediate Sleep 
Groups merged according to sleep/wake,  Independent Between 
Interval 3 levels 
12 hours 
18 hours 
24 hours 
Total length of interval from first to last BROCNATO session Independent Between 
Learning Stage - BROCANTO 
Training Delivery Mode 
2 levels 
‘declarative’, 
‘procedural’ 
Manipulation of BROCANTO block distribution across sessions Independent Between 
Time of Training 3 levels 
9am, 3pm, 9pm 
Start time of BROCANTO training sessions 
18 hour interval has two different training times so acts as control 
Independent Between 
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Fig 3.2.2 Table to Show Participants by Sleep Condition, Interval, Session Time and Learning Stage (Declarative/Procedural), for Cognitive Studies 
 
Condition Group 
Key 
Participants 
by Interval 
Participants 
by Time 
Session 1 
Participants 
by Time 
Session 2 
Declarative 
BROCANTO 
Participants 
Procedural 
BROCANTO 
Participants 
Total 
Participants 
by Condition 
Total 
Participants 
by Interval 
No Sleep 1 12 hours - 8 9 am - 8 9 pm - 8 4 4 8 12 hours - 16 
Immediate 
Sleep 
2 12 hours - 8 9 pm - 8 9 am - 8 4 4 16 
3 24 hours - 8 9 pm - 8 9 pm - 8 4 4 24 hours - 24 
Delayed Sleep 4 24 hours - 16 9 am - 8 9 am - 8 4 4 24 
5 3 pm - 8 3 pm - 8 4 4 
6 18 hours - 8 3 pm - 8 9 am - 8 4 4 18 hours - 8 
Total 
Participants 
    Total 
Declarative 
Participants 24 
Total 
Procedural 
Participants 24 
 Total 
Participants 48 
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3.3 Analysis and Results – Sleep and Cognitive Measures 
 
See appendix 2 for tables of the descriptive statistics discussed throughout this chapter. 
 
3.3.1 Sleep Measures and Cognitive Scores 
 
The sleep measures and cognitive scores were analysed according to group (sleep/interval) 
(6 levels), sleep condition (3 levels) and interval (3 levels), see fig 3.2.2.   
 
Fig 3.3.1 Descriptive Statistics for Sleep Measures and Cognitive Scores Across all Groups,  
 
See fig 3.2.2 for group key, (mean scores according to the standard scoring system for each 
measure) 
 
 
 
3.3.2 Sleep Duration, Quality and Efficiency 
 
Sleep durations were recorded to the nearest half hour (0.5), and the statistics computed 
like this.  Duration was taken as the sleep diary data for the night of the study, e. g the sleep 
period following the first BROCANTO training session.  Converted into hours and minutes, 
the mean was 7 hours, 23 minutes, with a range between 3 hours 18 minutes and 10 hours. 
 
According to the sleep diaries, the mean 7 day sleep duration was 7 hours, 46 minutes, with 
a range between 5 hours 47 minutes and 9 hours 43 minutes and a standard deviation of 
0.92.  This suggests that no major deviations from an average of 7 hours or individuals with a 
mean of less than 4 hours. 
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The sleep efficiency rating was calculated from the Pittsburgh Sleep Inventory (PSQI), 
component 4.  The mean was 88.52%. 
 
16 participants had a PSQI score greater than 5, indicating poor sleep quality, according to 
its scoring criteria.  Of these eight were higher than 6 with 2 of these above 10.  The sleep 
diaries showed that only three had a 7 day mean below 7 hours sleep a night, and these 
were different people to those showing the high PSQI scores.  None had a mean of less than 
5.5 hours, and they showed good or mixed ratings of how well they slept.  One that did give 
lower self ratings of how well they slept was not one of the higher scorers on the PSQI.  This 
indicates that this low PSQI was not linked to major sleep disturbance during the week of 
the study.  Of those with high PSQI scores most either gave a low sleep quality self report 
rating that did not correspond to the other measures or reported problems getting to sleep 
and waking up due to noise, housemates, exam stress, night work etc.   
 
3.3.3 Morning and Evening Preference (MEQ) 
 
The majority of participants showed intermediate MEQ preference and only one in the no 
sleep condition, showed the extreme (definite evening preferences). This indicates there is 
little bias effect due to MEQ preference affecting study slot time choice, and MEQ 
preference does not present a confound to the experimental conditions. 
 
A one way analysis of variance was conducted, for group as the independent variable, and 
each of the standardized sleep questionnaires and sleep diary 7 day mean as the dependent 
variables. With either group or sleep condition as the between subjects factor, this mainly 
showed no significant results, indicating that preferences were distributed randomly and 
would not be considered to confound the score comparisons by condition, see fig 3.3.2.   
 
The p value for group was marginally significant p=0.077.  The LSD multiple comparisons 
showed a significant difference between the delayed sleep 24 hour groups 9am and 3pm 
p=0.015, and the 9am delayed sleep 24 hour group and the 9pm 12 hour immediate sleep 
group, p=0.05.  The means show that the 9am group do have a higher mean MEQ score 
suggesting a higher morning preference, although it remains at the intermediate level 
according to the scoring criteria.  This 9am group contains one participant with an MEQ 
score of 65, identified as an ‘unusual case’, which could have skewed the sample. The 
influence of MEQ will be investigated further in relation to the DPrime Scores, see section 
3.5.6. 
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Fig 3.3.2 Mean MEQ Score By Group With Standard Errors, see fig 3.2.2 for group key 
 
 
The Karolinska alertness (KSS) score difference, between the ratings before and after each 
session, BROCANTO session, 1 f=6.769, p=0.00 and BROCANTO session 2, f=5.024 p =0.001 
did differ significantly by group. 
 
Fig 3.3.3 Mean KSS Difference Scores Session 1 and Session 2 by Group, 
 see fig 3.2.2 for group key 
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The one way ANOVA with KSS Difference 1 as the dependent variable was significant, 
p=0.000, (df=5, f = 6.769).  Post hoc tests showed that the 12 hour no sleep group differed 
from the 24 hour 9 pm group, p=0.040.  The (9 pm, 9 am) 12 hour immediate sleep group 
differed from the (9 pm, 9 pm) 24 hour immediate sleep (p=0), the 9 am 9 am 24 hour 
delayed sleep (p=0.022) and the 3pm 9am 18 hours delayed sleep group (p=0).   
 
The one way ANOVA with KSS Difference 2 as the dependent variable was significant, 
p=0.001, (df=5, f = 5.024).  Post hoc tests showed that the 3 pm 24 hour delayed sleep group 
differed significantly from all the others apart from the 12 hour immediate sleep group.  No 
sleep p=0.015, 9 am 24 hours delayed sleep p=0.002, 9pm 24 hours immediate sleep 
p=0.001, 18 hours delayed sleep 3 pm 9 am p=0.001.  The 12 hour immediate sleep group 
differed from the no sleep group p=0.035, the 9pm immediate sleep 24 hour group p=0.002 
and the 3pm 9am 18 hours delayed sleep group p=0.002.   
 
This analysis was repeated with interval as the between subjects factor.  The KSS total 
difference was significant, f=5.283 p=0.009.  The (9 pm, 9 pm) 24 hour immediate sleep 
group differed from the (3pm, 3pm) 24 hour delayed sleep group, p=0, and so did the (9 am, 
9 am) 24 hour delayed sleep group p=0.041 and the (3 pm, 9 am) 18 hour delayed sleep 
group p=0.   
 
Post hoc tests showed that the 18 hour interval that differs significantly from the others.  A 
high discrepancy (total difference) here is not surprising because there was one afternoon 
and one morning session.  However, it was not expected to be different from to the 12 hour 
interval, where there was also one morning and one evening session. 
 
Fig 3.3.4 Plot of Descriptive Statistics for KSS Difference by Start Time of Session 2  
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Because the KSS Score is measured at a single time, these difference scores were also 
analysed by time for learning session 1 and 2.  The effects for session 1 were not significant.  
Session 2 gave a significant effect, f=5.296, p=0.009, see fig 3.3.4.  Pairwise comparisons show 
that the 3pm group differs from 9 am, p=0.022 and from 9 pm, p=0.002.  The means show 
that this is a negative difference where participants are more fatigued after at 3 pm, see fig 
3.3.4.  Comparison of the score at the start of the second session by time of session shows a 
lower starting fatigue rating at 3 pm than at 9 am or 9 pm, although this is not significant.  
This indicates that performing the task at that time gives a final higher fatigue rating, See fig 
3.4.3.  The scoring is such that, a higher KSS score indicates higher fatigue, and a negative 
rating indicates a higher rating at the second session. 
 
3.3.4 Cognitive Tests 
 
According to the scoring criteria, for the Executive Function component task, Trail Making A, 
completion time greater than 78 seconds is deficient, and for Trail Making B, greater than 
273 seconds.  All participants performed faster, suggesting at least normal function, with 
below the standardised averages (faster) of 29 s for A and 75 s for B.  The maximums do 
exceed this, without reaching deficient levels. It is likely that the minimum executive 
function scores were due to either participants misunderstanding instructions or error with 
the timing measurement, rather than lack of ability as no participant scored badly on all 
measures. 
 
The mean working memory score from the DOT-A test, is 5.375 and minimum 3.5, which 
may be slightly on the low side. 
 
One way ANOVAs were performed, each for the ‘Executive Function’ and ‘Working Memory’ 
scores as the dependent variable and condition, interval and group as the factors.  These 
showed no significant differences, indicating that scores were randomly distributed across 
all the factors, so are unlikely to confound the learning scores. 
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Fig 3.3.5 Descriptive Statistics for Sleep and Cognitive Measures by Sleep Condition 
  
  
 
 
3.4 Analysis and Results - DPrime Learning Scores, Comparisons, Trajectory, Learning Stage 
 
DPrime Learning Scores were calculated across the learning BROCANTO response blocks. 
First of all analysis was performed on the final DPrime score (D5).  The overall man DPrime 
score was 1.18, with a standard deviation of 0.936.  The ‘no sleep’ condition does not have a 
duration. 
 
3.4.1 Analysis of Final DPrime Score (D5) by Group 
 
The means indicate that the 3 pm 24 hours delayed sleep condition (group 5) gives the best 
DPrime performance on final test (D5).  See fig 3.4.1 for a plot of the means by group. 
This is followed by the 9 am 24 hours delayed sleep group.  The 12 hours (9 pm, 9 am) 
immediate sleep group gives the worst score, followed by the 3pm 9am 18 hour delayed 
sleep group.   
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Fig 3.4.1 Final DPrime (D5) Descriptive Statistics by Group, see fig 3.2.2 for group key 
 
           
 
A one way ANOVA with the final DPrime Score as the dependent variable and group as the 
between subjects factor was run.  There was a significant effect of group f=4.746, p=0.002.  
(9 am 9 am, 24 hours).  Delayed sleep differed significantly from (9 am 9 pm, 12 hours, no 
sleep), LSD, p=0.0048, and from (3 pm, 3 pm, 24 hours delayed sleep), LSD, p=0.003.  (9pm, 
9am, 12 hours, immediate sleep), differed significantly from (9am, 9am, 24 hours delayed 
sleep) LSD p= 0.006, and (3 pm, 3 pm, 24 hours, delayed sleep), LSD p=0.000.   (9 pm 9 pm, 
24 hours, immediate sleep) differed from (3pm, 3pm, 24 hours, delayed sleep) LSD p=0.007, 
and with borderline significance from (9 am, 9 am, 24 hours) LSD p=0.096.  (3 pm, 9 am, 18 
hours, delayed sleep), differed from (3 pm, 3 pm, 24 hours, delayed sleep), LSD p=0.001, and 
(9 am, 9 am, 24 hours, delayed sleep), LSD p=0.024.    
 
These results indicate that the manipulations of the BROCANTO training schedule that 
differentiate the groups have an effect on the final DPrime learning performance (D5).  
Further analysis can help clarify the relative importance of the effects of sleep (condition), 
interval and training time. 
 
3.4.2 Analysis by Sleep Condition, Interval and Time of Training 
 
For sleep condition, the DPrime Learning Scores from the final test session (D5) were 
analysed with the groups converged into; a) sleep condition (No sleep, delayed sleep, 
immediate sleep), see fig 3.4.3, and b. by interval, (12, 18 and 24 hours), see fig 3.4.4.   
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A one sample t-tests (2-tailed) comparing the DPrime receptive against a value of 0 was 
performed for each sleep condition.  This indicated that learning occurred at significantly 
above the level of random chance p=0, T sleep condition = 21.462, T DPrime = 8.754.  As 
participants not scoring above random chance were excluded, (see chapter 2 section 2.1.8), 
further analysis is not performed. 
 
3.4.3 Sleep Condition 
 
A one way ANOVA with DPrime (D5) as the dependent variable, and condition as the 
between subjects factor, with 3 levels, no, delayed and immediate sleep, gave a significant 
result p=0.027, (df=2, f=3.931), see fig 3.4.2. 
 
Fig 3.4.2 ANOVA Structure for Analysis of D5 Final DPrime Score by Sleep Condition 
  
 
Fig 3.4.3 Graph to Show Means of Final DPrime D5 and Standard Errors by Sleep Condition 
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Multiple comparisons show the delayed sleep condition differs significantly from immediate 
sleep, LSD p=0.012, see fig 3.4.3.  There is also more variability in this group as indicated by 
the higher standard deviation.  The delayed sleep condition includes 24 and 18 hour sessions 
and session times of 9am and 3pm.  Its difference from no sleep also approaches 
significance, according to the less conservative LSD test, p=0.079.  This result clearly shows 
that time awake after learning is important for improving performance.  The delayed sleep 
condition also differs significantly from immediate sleep, p=0.012. 
 
When the sample is split by interval, the ANOVA by condition shows that the difference 
between the delayed and immediate sleep conditions is seen within the 24 hours interval, 
p=0.036, (df=1, f=4.971).  The means show that the highest performance is with delayed 
sleep at 24 hours.  The split sample analysis was used instead of a two way ANOVA because 
interval can be both within and between subjects according to condition.   This indicates 
that a 24 hour interval as well as time awake after learning benefits performance. 
 
3.4.4 Interval 
 
A one way ANOVA with DPrime as the dependent variable and interval as the between 
groups condition with 3 levels, 12, 18 and 24 hours is significant, p=0.003, (df=2, f =6.595).  
The LSD comparison shows that 12 hours differs significantly from 24, p=0.002, 18 hours 
from 24, p=0.017, and 24 from 12, p=0.002.  The means show higher performance over 24 
hours.  The higher standard deviation also indicates a more variable sample.  This is not 
surprising because, it includes delayed and immediate sleep, 18 and 24 hour intervals.     
 
Fig 3.4.4 Mean DPrime D5 by Interval, Split by Sleep With Standard Errors 
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The means show that the 24 hour interval gives the best score, followed by 18 hours.  The 
scores at 12 hours were fairly similar regardless of presence of sleep.  This gives a strong 
indication that a longer interval benefits learning regardless of sleep. 
 
Because the 12 hour interval includes sleep and non sleep conditions, the analysis was 
repeated with the sample spilt by sleep, see fig 3.4.4.  The means show that performance in 
the no sleep condition at 12 hours is better than for 12 hour with sleep, in this case 
immediate sleep.  It is not possible to have a 12 hour interval with delayed sleep and retain 
normal sleep habits, e.g without introducing sleep deprivation. The non sleep group is 
significant, f =13.697, p=0.008, and so is the sleep group, f= 5.873, p=0.006.  Post hoc tests 
show that the 24 hour interval condition with sleep) significantly differs from 12, p=0.005, 
and 18 hours, p=0.022.   
 
The group comparison data suggest that interval length is not the only factor affecting final 
DPrime score (D5).  Circadian effects such as metabolism and alertness may also affect 
performance, independently of sleep.  To provide a further control for this in addition to 
the measures in fig 2.2.1, effects of time of day were investigating by analysing the final D-
Prime scores (D5) according to learning session start times, see fig 3.4.5. 
 
The descriptive statistics show that learning as evidenced by final DPrime score (D5) is best 
when both sessions are at 3pm and worse for 9pm followed by 9am.  This is not surprising as 
9pm is the immediate rather than delayed sleep condition and has the shortest retention 
interval during wake.  This indicates that time awake before sleep is important in addition to 
total length of interval, and the position of the training session in relation to sleep is likely to 
influence memory consolidation.   The graphs in fig 3.4.5 indicate that the 3pm advantage is 
stronger at the second BROCANTO training session, which indicates a consolidation effect. 
 
It is interesting that final DPrime performance (D5) at the 9pm 24 hour interval is worse than 
at the 9am, 9pm 12 hour interval with no sleep.  This is not due to shorter retention times as 
performance with the other schedules over 24 hours are better.  This effect could suggest 
faster declarative processes taking place (Ullman, 2001).  This will be investigated further in 
section 3.5.9 using the ‘Learning Stage’ variable.
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 Fig 3.4.5 Plot of Mean Final D Prime (D5) Scores by Time of BROCANTO Training Session 
 
Session 1          Session 2 
  
The DPrime scores showed significant effects for time of learning in a 2 way ANOVA with time of session 1 as factor one, and time of session 2 as factor 2.  
Each had 3 levels, 9 am, 3 pm and 9 pm. Time of session 2 was significant, p=0.004, (df=2, f=6.248).  The interaction between time of session 1 and session 2 
was also significant, p=0.029, (df=1, f=5.127), see fig 3.4.5. 
 
The LSD post hoc tests demonstrate that for session 1, 3pm learning differed from 9 pm, p=0.022.  The means show it was better at 3 pm.  The difference 
between 9 am and 9 pm also approached significance with the LSD test, p=0.081.  For session 2, 3pm learning differed from both 9 am and 9 pm learning, 
p=0.001 for both according to the LSD test.  The means show that 3pm learning gave significantly better final DPrime (D5) performance scores.   
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This is not surprising as the delayed sleep with a longer 24 hour retention interval) has 
already been demonstrated to improve performance.  It is interesting that it is better than 
the 9am learning, also with delayed sleep and 24 hour retention interval, which could 
suggest a learning effect for time of day and/or time awake after sleep and before testing.   
This provides further evidence that it is necessary to study learning over a complete 24 hour 
sleep/wake cycle.  This finding points towards training at the midpoint of this sleep 
wake/cycle providing the most effective learning conditions.  
 
3.4.5 Power Calculations 
 
SPSS observed power calculations show that the statistical power is slightly low for the 
analysis by condition 0.678, and within an acceptable range by interval 0.892.   If the 
conditions are divided into sleep and no sleep (e.g, treating immediate and delayed sleep as 
one condition).  Power then drops to 0.885 (no sleep) and 0.846 (sleep), still within 
acceptable limits.  These figures suggest that it will be more difficult to identify significant 
effects if they are present and therefore a lower significance threshold than p<0.05 could be 
acceptable.  No outliers are seen either by interval or condition. 
 
3.4.6 Relationship Between Final DPrime Score and MEQ 
 
A regression analysis of the behavioral data to examine the relationship between MEQ and 
the final DPrime Score (D5) for each group, showed a slightly significant result for the group 
with 9am learning and a 24 hour interval, p=0.039.  This was a negative relation -0.732, 
where higher MEQ was linked to a lower DPrime Score.  This indicates that higher morning 
preference is linked to worse BROCANTO learning performance in the morning.   
 
When split by groups the small sample size of 8, means that extreme scorers could have a 
disproportional effect.   No significant effects were seen for the DPrime MEQ regression by 
sleep condition.  A regression between MEQ and final DPrime score, not split by group 
showed no significant relationship, so MEQ is not a predictor of learning performance, 
independent of time of day.  
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Fig 3.4.6 Regression Plot of D5 Against MEQ by Group, See fig 3.2.2 for group key 
 
 
3.4.7 Relationship Between D5, Executive Function and Working Memory Scores 
 
A regression analysis of the behavioral data to examine the relationship between both the 
Executive Function and Working Memory and the final DPrime Score (D5) for each group.  
No significant effects were seen for either Executive Function or Working Memory scores 
when split by either sleep condition or group.  This was also not significant when performed 
on the sample as a whole, indicating no predictive relationship between DPrime score and 
these cognitive tests.  
 
3.4.8 Analysis of DPrime Scores Across the Learning Trajectory by Group 
 
A plot of the mean DPrime across groups shows n increase at D3 with D4 the highest score 
at D4 and a drop at D5.  A paired sample T test shows that D1 differs from all the others, 
(p=0 for all), indicating learning occurred from the initial level.  D4 also differs significantly 
from D5, p=0.041.   
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Fig 3.4.7 Mean DPrime Scores D1 – 5 All Groups 
  
A repeated measures ANOVA was conducted with group as the between subjects variable, 
with 6 levels, (12 hours no sleep, 12 hours immediate sleep, 24 hours delayed sleep 9 am, 
24 hours immediate sleep 9pm, 24 hours delayed sleep 3pm, 18 hours delayed sleep 3 pm, 
9 am).  The DPrime scores across the sessions, including D5 final score (see fig 3.4.7) were 
the within subjects variable with 5 levels, (D1-5). 
 
This analysis shows a significant effect for group, p=0.006, (df=1, f= f=3.852).  The effect of 
the within subjects factor DPrime was also significant, (p=0.00, df=4 f = 8.805).  Pairwise 
comparisons show that D1 differs significantly from all the others (p=0.00).  The means 
show that it is lower, indicating that learning occurred, with an increase from the 
participants starting capability.  D4 differs from D5 p=0.037 and the means show D4 is 
higher, so scores drop at the final test session without feedback.  This is to be expected and 
could be taken to suggest that the final score reflects retained learning.   
The test of within subjects effects showed that the interaction between DPrime and group 
shows significance, p=0.004, (df=20, f=2.163).   
 
The means show that all groups apart from 4 show a decrease from D4 to D5 (see fig 3.4.8).  
Group 1 (12 hours no sleep) and Group 4 (9 am 9 am 24 hours delayed sleep) peak at D2.  
Group 3 (9 pm 9 pm immediate sleep 24 hours) peaks at D3, Group 2 9 pm 9 am 12 hours 
immediate sleep), 5 (3 pm 3 pm 24 hours delayed sleep) and 6 (3 pm 9 am 18 hours delayed 
sleep) peak at D4.  The earlier D2 peak for the 12 hour intervals could reflect a faster initial 
declarative mechanism, (Morgan-Short, 2014). 
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After D1 the groups maintain their performance level position relative to each other despite 
the within group score variation, apart from (9 am 9 am 24 hours delayed sleep) dipping 
slightly below (9 pm 9 pm 24 hours immediate sleep) at D3. (9 pm 9 pm 24 hours immediate 
sleep) starts off highest and the lowest is (9 pm 9 am 12 hours immediate sleep), (9 am, 9 
pm 12 hours no sleep) remains lowest and (9 pm 9 pm 24 hours immediate sleep) drops to 
third place, see fig 3.4.8. 
 
It seems that factors linked to experimental condition affect the pattern of learning over 
time as well as the performance level reached, however there appears to be no set pattern 
linked to sleep condition or interval.  This will be investigated through further analysis.  The 
groups have more effect in determining performance learning level that learning trajectory.  
 
Fig 3.4.8 Mean DPrime Scores 1-5 Trajectory by Group, see fig 3.2.2 for group key 
 
 
 
The post hoc pairwise comparisons show where the effects of the between subjects factor 
(groups) are significant and reflects the group differences.  Pairwise Comparisons of DPrime 
scores by group (LSD Post hoc test) showed that no sleep 12 hours differed from (3 pm, 3 
pm) 24 hours delayed sleep, p=0.010, (9 pm, 9 am), 12 hour immediate sleep differed from 
24 hour delayed sleep (9 am, 9 am), p=0.014, and from (3 pm, 3 pm) 24 hours delayed sleep 
p= 0.00, 24 hour delayed sleep (9 am, 9 am) differed from 12 hours no sleep. Within the 
delayed sleep condition, 9 am and 3 pm differed significantly, p=0.047.  The (3 pm, 3 pm) 24 
hours delayed sleep condition also differed significantly from 18 hours (3 pm, 9 am) delayed 
sleep, p = 0.00.
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Fig 3.4.9 Mean DPrime Scores Trajectory D1 - D5 By Sleep Condition With Standard Errors 
  
  
 
The graph of the means of the five DPrime scores by sleep condition, (fig 3.4.9) shows 
delayed sleep, which overtakes no sleep at D2 and maintains a higher level throughout 
peaking at D4.  No sleep starts off the highest and peaks at D2.   It is briefly overtaken by 
immediate sleep which peaks at D3, but otherwise has a lower level throughout.  This graph 
suggests that sleep condition does differentially influence the learning trajectory as well as 
score level.  
 
In order to statistically test this, a two way mixed ANOVA was used with condition as the 
first between subjects factor, with 3 levels, no sleep, immediate and delayed sleep, and the 
second within subjects factor as learning with all 5 DPrime values as the levels.  The effect of 
condition was not significant although the pairwise comparison showed that delayed sleep is 
marginally significant compared to immediate sleep, p=0.049.  The within subjects factor, 
DPrime was also non significant, although pairwise comparisons showed that D1 differs 
significantly from D2 p=0.002, D3 p=0.004, D4 p=0.008 and D5, p=0.004.   
 
Immediate sleep contains both a 12 and 24 interval and as shown previously, in section 
3.5.4, scores are lower with the 12 hour interval.  This may confound the score for 
immediate sleep, however when the analysis was repeated split by interval there was no 
significant difference between delayed and immediate sleep at 24 hours.  The ANOVA with 
group as the between subject condition did not differ significantly between immediate 
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sleep at 12 and 24 hours, so it seems any difference is below a statistical threshold.  This 
provides further evidence that sleep influences the learning trajectory. 
 
A one way ANOVA of D5 by sleep condition with D4 as a covariate to control for learning 
trajectory was performed.  The effect of model was significant, p=0.000, (df=3, f=52.101), 
and D4, p=0.000 df=1, f=126.505), but none for condition.  This was repeated with D3 as the 
dependent variable, and D2 as the covariate.  Again significant effects of model, p=0.001, 
(df=3, f=6.188) and D2 p=0.000, (df=1, f=14.892) were seen, but not of condition. 
 
All the above analysis were repeated with the sample split by sleep, and interval as the   
between subjects condition, see fig 3.4.10.   No significant effects were seen for D3 with D2 
as the covariate.  For final DPrime (D5) with D4 as a covariate, the model, p=0.00, (df=3, 
f=55.032) and effect of D4 were significant, p=0.00 (df=1, f=116.640), with effect of interval 
approaching significance p=0.074, (df=2, f= 2.799).  Pairwise comparisons showed the 
difference between 12 and 24 hours approaching significance, p=0.056. 
 
Fig 3.4.10 Mean DPrime Scores D1 to D5 With Standard Errors By Interval Split by Sleep 
 
 
 
The 24 hour interval shows a higher level throughout, see fig 3.2.10, peaking at D4.  This is 
followed by no sleep, 12 hours which peaks at D2.    12 hours with and without sleep follow 
a similar pattern, although with sleep (immediate) is at a lower level.  12 hours with sleep 
(immediate sleep) and 18 hours (delayed sleep) converge at D2 where 12 hours sleep peaks.   
The delayed sleep then overtakes it and peaks at D4 following the pattern of 24 hours but 
at a lower level.  All intervals show a dip at the final DPrime score, indicating that this final 
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performance reflects retention.   These analysis indicate that the experimental 
manipulations affect the learning trajectory, rather than overall level which suggests 
different consolidation processes may be involved over time. 
 
3.4.9 Learning Stage – Declarative and Procedural 
 
The BROCANTO training delivery mode was spread differently across the two sessions to 
either favor declarative or procedural learning, see chapter 2, fig 2.1.9.   This gives an 
independent variable of ‘learning stage’, with 2 levels, ‘declarative’ and ‘procedural’.  Half 
of all participants were assigned to each, split evenly across the groups.  To retain sufficient 
power this was analysed according to sleep condition and interval rather than group.   
 
A one way analysis with the final DPrime score (D5) as the dependent variable, and learning 
stage as the independent variable showed no significant effects. 
Because the BROCANTO learning set up according to declarative and procedural leaning 
stage, mean that the DPrimes were sampled at different points, the learning trajectory is 
also likely to be different.  The means plot seems to support this (see fig 3.4.11), with 
procedural learning showing a higher level trajectory than declarative peaking at D4.  
Declarative peaks at D3, where Procedural drops.  The lines converge at D5. 
 
Fig 3.4.11 Graph to Show Means Plot of DPrime 1-5 Declarative and Procedural Learning 
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A two way ANOVA was run with learning stage as one factor with two levels, (declarative 
and procedural) and condition as the other factor with 3 levels, (no sleep, immediate sleep 
and delayed sleep), and final DPrime score D5 as the dependent variable.  This gave a 
significant result for condition, p=0.026, (df =2, f = 3.978).  The post hoc tests show that this 
difference is between immediate and delayed sleep, p=0.012 (LSD).  The effects of learning 
stage and its interaction with condition were non significant.   
 
When split by sleep, there is a significant effect of learning stage in the no sleep group, 
p=0.049, (df=1, f= 6.039).  The sample sizes are far too small to draw a meaningful 
conclusion.  The means show that declarative learning is higher, although the samples here 
are very small, see figs 3.4.12, and 3.4.13.  With sleep, the effect of condition but not 
learning stage is significant, p=0.017, (df=1, f=6.222).  The interactions were not significant. 
 
For the 24 hour interval, all with sleep, the effect of condition is significant p=0.042, (df=1, 
f=4.718). The effect of learning stage and its interaction with condition are not, see fig 
3.4.12.  The means show that procedural learning is greater at all training times and sleep 
conditions, see appendix A2.19.  At 3 pm when performance is strongest declarative learning 
reaches the level of procedural.  At 9 am procedural overtakes it, although the standard 
error shows this score is more variable.  
 
3.4.12 Graphs to Show Effects of the Learning Stage (Declarative or Procedural) According 
to a) Sleep Condition, and b) Sleep/No Sleep, Means Plots of D5 With Standard Errors. 
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The delayed sleep condition included 12, 18 and 24 intervals and the immediate sleep 
included 12 and 24 hour intervals.  When interval was controlled by splitting the sample for 
interval, the ANOVA performed for 12 hours only showed a significant interaction between 
learning stage and condition, p=0.012, (df=1, f=8.789).  The means show that declarative 
learning is higher with no sleep, and procedural higher with sleep over the shorter 12 hour 
interval.  The effects of learning stage and condition alone are not significant.  However, this 
sample size is too small to draw meaningful conclusions. 
Fig 3.4.13 Graph to Show Means of D5 by Learning Stage and Sleep at 12 Hours 
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3.4.10 Declarative and Procedural Learning of BROCANTO by Sleep Condition and Interval, 
Controlled for DPrime Learning Trajectory 
 
A two way ANOVA was run with condition as the between subject factor with 3 levels, no 
sleep, delayed sleep, immediate sleep, and D5 score as the dependent variable, and D4 as 
the covariate.  For the analysis by condition, the model was significant, p=0.00, (df=6, 
f=30.71), D4 was significant, p=0.00, (df=1, f=135.90).  The effect of learning stage 
(declarative/procedural), was significant p=0.049, (df=1, f=4.130).  The means show that 
scores for declarative learning are higher.  The interaction between learning stage and 
condition borders on significance, p=0.083, (df=2, f=2.646). 
 
The higher scores for declarative BROCANTO training indicate that sleep after declarative 
learning has a larger effect than sleep after procedural learning.  This could indicate a 
restructuring role for sleep during consolidation, (Stickgold and Walker, 2013).  The 
interaction between learning stage and sleep indicates the time between learning and sleep 
modulates the effect.  Immediate sleep affects procedural learning more than declarative, 
which supports the findings of, (Robertson et al, 2009, and Holtz et al, 2012). 
 
Sleep appears to have more effect on declarative and procedural learning than interval.  
Without sleep declarative learning is favoured.   This indicates that a longer interval with 
sleep favours procedural consolidation.  However, the sample size within the no sleep 
group is very small.  There may be some effects of time of day but as there is no interaction 
between sleep condition and learning stage over 24 hours, this seems less likely.  
 
3.5 Discussion 
 
3.5.1 Results Summary 
 
a. Sleep and Cognitive Measures 
For the sleep and cognitive measures, the only significant differences across any 
experimental conditions were seen with MEQ score and the Karolinska rating.  This mainly 
indicates that the measures in fig 2.2.1 are unlikely to confound the influence of the 
experimental conditions on DPrime score, so they provide effective control measures.   
 
The significantly higher MEQ morning preference in the 9am 9pm group compared to the 
12 hours immediate sleep group and 3pm 24 hours delayed sleep group suggests that the 
morning group have their preference favored.  Potentially this could confound the learning 
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score comparison.  The morning session in the 12 hour immediate sleep group reduces the 
likelihood of this.   The 9am group actually scored worse than the 3pm group.  If anything 
the morning group’s higher MEQ preference would be expected to decrease the 
significance of the difference from the 3pm group e.g introducing a false negative rather 
than false positive.  This will be kept in mind when interpreting the results. However, 
regression showed a negative relation between MEQ preference and learning score 
suggesting working within your MEQ preference, does not give an advantage.  MEQ also did 
not differ between the sleep conditions or intervals, so does not confound these 
comparisons. 
 
The Karolinska scale captures sleepiness at the time of measure, so in itself would not 
confound the study conditions.  The significant differences seen are likely to be closely 
linked to time of day effects.  The most important is the increased fatigue seen after the 
second session in the 3 pm 24 hour interval delayed sleep group.  This group and the 12 
hour immediate sleep group show increased fatigue after both sessions, but do not differ 
significantly.  Interestingly the 24 hour immediate sleep shows the opposite to the 3 pm 24 
hour delayed sleep group, and the difference between these groups is significant. 
 
In addition to the lack of significant difference across this would require a regression 
analysis groups and conditions, the regression analysis in section 3.5.7 shows that neither 
the Executive Function nor the Working Memory scores showed any predictive relationship 
with DPrime Learning Scores.  This suggests that individual variation in these measures is 
unlikely to confound the BROCANTO DPrime learning score.  It seems likely that BROCANTO 
learning is measuring different processes, for example memory consolidation through 
declarative and procedural systems. 
 
b. Effect of Study Conditions on Final DPrime Score, D5 
 
A 24 hour interval with a full sleep wake cycle is clearly beneficial for memory consolidation, 
and the timing of training within it also has an effect.   The 3 pm 24 hour group had the best 
learning score and this includes time awake before and after training.  This may present the 
optimal combination of declarative and procedural processing, see fig 3.4.3.  Sleep clearly 
has an important role in declarative and procedural learning because the 12 hour 
immediate sleep condition differed significantly from the 12 hour condition with no sleep, 
according to ‘learning stage’, see fig 3.4.13. 
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Delayed sleep conditions did better than immediate or no sleep, indicating that time awake 
after learning is beneficial.  The 24 hour group did better than the 18 hour group who had 
time awake after learning but not a sustained period of time awake after sleep and before 
the final test.  The 9 am 9 am group had a longer 24 hour interval and no time awake after, 
they did better than the 18 hour group despite this group’s first training session taking 
place at the favorable 3pm slot, indicating that interval length is an important factor.    
 
Better performance over a longer interval strongly suggests active consolidation processes 
are important for BROCANTO learning, which fits with Hauptmann et al’s, (2005) 
observation that this may capture qualitatively different stages of learning.  However, more 
research is needed to link learning styles and stages across a sleep wake cycle.  Procedural 
learning has been shown to be effective at 12 hours, (Press et al, 2005).  Short term working 
memory is less important, otherwise recall might be expected to be better with a shorter 
time interval to forget, (e.g 12 hours).  These processes may involve different engagement 
of declarative and procedural learning processes at different parts of the cycle, (Ferman et 
al, 2009 and Robertson, 2009). 
 
It is not possible with the current conditions to determine whether it is length of interval or 
time awake after sleep that is more important.  As time of day cannot be separated from 
sleep pattern without manipulating the regular 24 hour sleep/wake cycle.  The delayed 
sleep 9am group with a 24 hour interval did worse than those with 3pm learning when 
other variables are the same.  This does suggest that time of day or time awake before 
training has some effect, but it is not possibly to differentiate between these without 
disrupting the participants.  
 
c. DPrime Learning Trajectory 
 
Taken together, this DPrime trajectory by condition and interval suggests that interval 
influences learning pathway, while sleep condition affects final level reached, although 
these variables remain interlinked.  Delayed sleep at 24 hours shows a higher level 
throughout, while it is lower with immediate sleep and 12 hours.  There is a dip at the final 
DPrime score suggesting that this testing reflects final retention.  The no sleep condition 
peaks earlier at D2, as does sleep with a 12 hour interval.  This suggests that different 
processes may be in play (e.g declarative and procedural) over the shorter interval, peaking 
at different points across a longer one. 
 
113 
 
d. Interaction Between Learning Stage and Study Variables 
 
The manipulation to change the BROCANTO learning from declarative to procedural used 
only the training schedule, relying on the assumption that giving all the training initially gives 
a more complete set of learning that can be consolidated procedurally.  The declarative 
version that splits the training across the two sessions.   The idea would be that the material 
encountered during the second session would only be tackled using early declarative 
processes, (Morgan-Short et al, 2014), while that encountered all in the first session would 
have undergone procedural consolidation, (Poldrack et al, 2001).   However, ability to 
consolidate the partial material encountered is a big dependency for performance.   It is also 
confounded as an ‘interval’ effect.    However, the differences between the declarative and 
procedural delivery modes are seen within the same 12 hour interval. 
 
There is a significant interaction between declarative and procedural BROCANTO training 
delivery and sleep/no sleep, with sleep influencing response to both training delivery modes.  
This is seen at 12 hours when declarative mode produces higher scores with no sleep, and 
both declarative and procedural giving lower scores with sleep, (in this case immediate).  
Response to procedural delivery remains higher.  This supports the findings the procedural 
learning benefits from sleep, particularly immediate, (Holtz et al, 2012, and Schroner et al, 
2015). The results indicate that ‘learning stage’ does influence DPrime score, and that 
presence of sleep is the critical factor in raising procedural learning.    When sleep is present 
there are qualitative variations in level and trajectory of learning according the declarative 
and procedural delivery manipulation, although the effect of the learning stage variable is 
not significant.     
 
The overall effect of learning stage across groups and conditions with sleep is not significant.  
This suggests one of the following; either equivalent scores can be reached by both 
declarative and procedural learning, these manipulations do not differentially influence 
learning, or the processes are not significantly affected by sleep condition.  
 
Although it seems likely, from these findings it is not possible to confirm the expectation 
that immediate sleep favors procedural learning over an interval longer than 12 hours.  This 
could be because of additional influences due to time of learning, such as interference from 
additional tasks, (Cohen and Robertson, 2006) and intervals between training and testing, 
before and after sleep, (Ferman at al, 2009, and Landmann et al, 2014).  Also, task 
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manipulation and DPrime score may not be sufficient to capture the learning processes 
involved.   This will be explored in the remainder of this investigation using fMRI imaging.  
 
3.5.2 Conclusion 
 
Learning is better over a 24 hour interval, with delayed sleep.  Time awake after learning and 
after sleep before testing benefit learning.  This is demonstrated by the higher performance 
with 3pm learning  and delayed sleep, however it is not really possible to distinguish time of 
day effects from position of learning relative to sleep in this experiment.    Cognitive tests for 
executive function and working memory are not related to DPrime score, suggesting 
BROCANTO learning does not rely on these processes.  Sleep measures suggesting they do 
not present a confound to the results.    The Karolinska alertness measures show a 
significant decrease in alertness after the second testing session in the group giving the best 
DPrime performance.  This could be investigated further.   
 
The experimental manipulations significantly influence DPrime learning trajectory with the 
3pm delayed sleep condition remaining the highest with the largest peak at D4.  The trend 
for the scores to drop at D5 suggest that this final testing reflects retention, validating use of 
this score as the main comparison measure.   
 
When BROCANTO learning is manipulated to favor declarative or procedural learning, 
condition and interval give a significant result.  The effect of sleep seems to be critical in 
enabling procedural learning.  With sleep, similar scores can be reached with either the 
declarative or procedural delivery mode for BROCANTO training. When D4 score is 
controlled for, declarative learning is significantly higher across sleep conditions.   This 
suggests that the peak at D4 is important for procedural learning and it can be inferred that 
this effect is greater at 24 hours with delayed sleep.  Further studies will use fMRI to 
investigate any differences in neural processing underlying the cognition, during 
consolidation according to position within the sleep/wake cycle.  
 
3.5.3 Critique 
 
Using the same language task to study both declarative and procedural learning makes it 
more difficult to differentiate the cognitive processes than it would be using separate task.  
On the other hand, it means that it is better controlled in that that cognitive processing will 
not be differently affected by task demands.  There have been several studies that have 
studied declarative and procedural learning separately, (Holtz et al, 2012, and Schroner et al, 
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2015), and maintaining a task of equivalent complexity, timing and cognitive demand is 
particularly important for a consolidation timecourse study.  This will be especially beneficial 
for the fMRI investigation. 
 
Training delivery mode producing the ‘learning stage’ variable is not effective in separating 
declarative and procedural learning as it relies on an assumption that procedural learning 
improves over time which is not fully substantiated if these systems interact.  Different 
scoring to DPrime could be used instead, for example correct recognition of ‘correct’ 
BROCANTO sentences representing ‘similarity’ learning, while correct differentiation of 
incorrect sentences indicates grammar rules learning.  Nevertheless, fMRI studies using 
Prime scores can neural processes at different time pints which may indicate different 
learning processes. 
 
In this study, it is not possible to separate time of test from interval, or remove effects of 
interval without introducing sleep deprivation.  For these reasons, it will not be possible to 
say with certainty which effects are due to sleep itself and which are due to daily circadian 
effects.  The analysis that was performed by time of session showed 3pm to be significantly 
better, especially at the second session.   
 
3.5.4 Further Research 
 
This study was not primarily designed to test circadian effects.   The findings of Doyon et al, 
(2009) point to sleep being the more important influence on procedural learning, and the 
studies by Press et al, (2005) and Cohen and Robertson, (2006) showed they had little effect 
on procedural task performance.   Less is known in relation to declarative learning.  If 
circadian effects was a main goal it could have been beneficial to include a 12 noon 
condition.  However, the six training schedules (groups) gave a distribution across the day 
and included key opposite ends of the sleep wake cycle that was feasible within the scope of 
participant recruitment.  Additional 12 noon intervals could be a future investigation. 
As well as scoring analysis, the BROCANTO task could also be adapted further to 
differentiate between procedural and declarative learning, e.g introducing new rule 
manipulation.  An expressive test was tried, although not reported here.  Participants were 
asked to generate novel correct and incorrect sentences, which requires procedural 
grammar proficiency.  The results were found to be non significant.  This test was only given 
once at the end.   It is possible if it was used as a learning tool with a repeat test after a 
specific interval, the procedural learning effect would become apparent.  To test declarative 
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learning participants could be asked to recall memorized words, and explicitly state the 
rules. 
 
Additional analysis could be carried out to look at how the different grammar violations are 
affected by the experimental conditions, which may give further insight into error detection 
processes, and could be especially relevant for fMRI, (Opitz and Friederici, 2002, Takeshima 
et al, 2006, and Petersson et al, 2010).  However, this is a linguistic study outside the central 
topic of this thesis.   A larger investigation could also analyse the confidence interval data to 
give a more detailed picture of individual learning, e.g Opitz and Freiderici, (2007).  
However, as this introduces yet another variable it is unlikely to give significant effects 
according to the experimental conditions with the current sample size, so is perhaps more 
suited to studying individual learning trajectories.   
 
The next step which will be focused on during the remainder of this investigation is to clarify 
variation in the functional neural processes underlying BROCANTO learning according to the 
sleep/wake cycle.  Previous fMRI studies (Opitz and Friederici, 2003, 2004, 2007, and Hauser 
et al, 2012) suggests that there is decreased hippocampal and increased IFG and premotor 
cortex involvement with increased proficiency in BROCANTO rules.  As sleep appears to be 
critical for this, procedural processes might be expected to vary according to the sleep/wake 
cycle even this is not apparent from the DPrime scores.  fMRI will allow this to be tested 
further by investigating the patterns of brain activity.  
 
3.5.5 Findings Summary Against Predictions, (Section 1.4.2) 
 
1) This chapter established that sleep benefits learning performance.  3pm training with a 
24 hour interval is optimal for BROCANTO learning.  This delayed represents a complete 
sleep/wake cycle and gives significantly better performance than the other sleep 
conditions.  Both declarative and procedural delivery mode give best performance under 
these conditions. 
 
2) It showed that declarative training delivery mode is produces favorable performance 
with a 12 hour retention interval and no sleep.    
 
3) With a 24 hour interval and sleep, procedural delivery gives better performance, than 
declarative for both delayed and immediate sleep, although not significant.   Declarative 
and procedural delivery show opposite patterns between ‘no’ and ‘immediate sleep’. 
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 4 Chapter 4 - fMRI Analysis of Brain Activity After One Session of BROCANTO, 3pm Learning 
 
4.1 Aims 
 
Robertson and Cohen, (2006) raise the question regarding whether declarative and procedural 
learning represent separate systems, or stages are of the same process.  BROCANTO training 
combined with fMRI will allow the underlying neural processes to be investigated.  Studying 
variation according to different points in the sleep/wake cycle will capture common processes, and 
different effects according to the experimental conditions, (sleep/wake cycle).  Building on the 
results in chapter 3, the study in this chapter will investigate the time of peak performance, 3pm 
training.   This will give a snapshot of neural processing when the brain is most effective at 
BROCANTO learning, and the declarative and procedural systems are engaged.   Previous fMRI 
studies of BROCANTO grammar learning can inform understanding to the role of key active regions.   
The initial set of these studies will now be considered. 
4.1.1 Background 
 
The studies of Petersson et al, (2010 and Forkstram et al, 2006) support for a role of the Inferior 
Frontal Gyrus (IFG) in artificial grammar processing, especially procedural sequences, increasing over 
time.  Forkstram et al, (2006) also showed declining engagement of medial temporal regions over 
time.  Lieberman, et al, (2004) and Forkstram et al (2006), also linked a cortical striatal network 
procedural learning.  This evidence could reflect differential declarative and procedural processing 
mediated by separate neural pathways.  The relationship to grammar rule processing linked to the 
caudate, (Lieberman et al, 2004) requires further clarification.  This will now be considered 
specifically in relation to the artificial language BROCANTO. 
 
Several previous studies have used neuroimaging techniques to study brain processes underlying 
BROCANTO learning.  These have revealed some brain regions that that can be linked to specific 
cognitive processes, e.g similarity and rules based learning, with different trajectories and 
performance dependency.  These are discussed in relation to the declarative and procedural model 
of learning, (see chapter 1).  This study investigates the processes and brain regions engaged under 
the optimal learning time conditions outlined in chapter 3.  This will then be developed to study how 
they are influenced by position in the sleep, wake cycle. 
4.1.2 Role of Hippocampus and Ventral Premotor Cortex (IFG and BA6) 
 
fMRI studies on BROCANTO learning, Opitz and Friederici, (2004) show a dissociation between 
cognitive processes linked to the role of the left hippocampus and Ventral Pre Motor Cortex, which 
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can be subdivided into IFG and BA6.  These could be considered to reflect the declarative and 
procedural dissociation, (Ullman, 2001).   
 
In a study where the BROCANTO stimulus rule structure was manipulated, the left hippocampus was 
found to play a role in learning based on recognition of words and the relationship between them 
according to their position.  As this learning depends on frequency of a pairing, rather than rules, 
Opitz and Friederici, (2004) classify it as ‘similarity’ based learning.  It could also be considered to 
represent, ‘associative chunking’, (Ullman, 2001), which is a characteristic of the declarative system, 
9see chapter 1, fig 1.2.1).  
Conversely, the left Ventral Pre Motor Cortex did not respond to similarity, and was activated when 
encountering sentences not corresponding to grammar rules currently known to the participant.  
This suggests that it is involved in both detection of incorrect grammar and new rules learning, 
(Opitz and Friederici, 2004).  This is classified as ‘rule learning’, and fits under the ‘procedural 
system’, see chapter 1, fig 1.2.1.  There is a critical, linked role for error detection.  
Opitz and Friederici, (2004) found that the similarity condition modulated left hippocampal activity 
in response to learned relationships between words and according to word changes.  Opitz and 
Friederici, (2007) also showed differential roles for the hippocampus, with the left involved in 
detecting local but not distance violations, whereas the right parrahippocampul gyrus was more 
active in longer distance incorrect grammar.  This did not vary with proficiency which is compatible 
with a role in similarity based learning. High similarity learning scores were related to sensitivity to 
ungrammatical items, (Hauser et al, 2012).   
Subsequent by work, Opitz and Friederici (2007) further differentiated learning within the PVMC.  
They showed that the left Ventral Pre Motor Cortex responded to local rule changes (e.g phrases), 
while the left inferior frontal gyrus responded to longer term dependencies (hierarchical combining 
of phrases).  This difference was more pronounced in learners with stronger performance.   An EEG 
study with patients with lesions to the left ventral pre motor cortex, (Opitz and Kotz, 2012), 
supported these findings, as patients were impaired at learning BROCANTO grammar.  Performance 
with local dependencies was worse than hierarchical, suggesting BA6 is important in acquiring linear 
rather than hierarchical sequences. Right Putamen also responded to local incorrect grammar, (Opitz 
and Friederici, 2007), providing further evidence of the importance of a motor component.    
4.1.2 Brain Region Response Over Time  
Left Thalamus was found to decrease its response over the timecourse of BROCANTO learning, 
although not directly grammar related (Opitz and Friederici, 2003) this could provide a link between 
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the temporal lobe and corticostriatal processing.  Left BA19 activity was found to increase during the 
course of learning, showing the opposite to the left thalamus, (Opitz and Friederici, 2003), and the 
right responded to long distance incorrect grammar, (Opitz and Friederici, 2007).  Petersson et al, 
(2012) suggest that Opitz and Friederici’s, (2003) observation of BA19 engagement, may reflect 
phonetic processing of BROCANTO, so it is less clear which regions are primarily concerned with 
syntax.  This may also why explain the activation of BA19, does not occur with the letter strings 
grammar used by Petersson et al, (2010) which is not phonetic. 
Opitz and Friederici, (2004) found that similarity modulated left hippocampal activity increased 
initially, and otherwise decreased over the course of the learning session, especially for a repeatedly 
encountered relationship.  The left Ventral Pre Motor Cortex activity increased in response to rule 
change and as the session progressed.  This dissociation was supported by their previous findings of 
Opitz and Friederici, (2003) that left hippocampal activity decreased of the timecourse of BROCANTO 
grammar acquisition, while left IFG showed the opposite.  A delayed transfer test after the fMRI 
study confirmed that the grammar rules had been learnt.   
This findings indicates that IFG involvement in grammar rule acquisition is a longer term process 
than the initial hippocampal engagement, (Opitz and Friederici, 2004).  Opitz and Friederici, (2003) 
interpret this to suggest that the IFG takes over once the grammar rules have been learnt, and 
hippocampal involvement is no longer required.  This represents a dynamic interaction between the 
brain regions, and transfer of cognitive process.  This is consistent with theories regarding cortical 
consolidation of hippocampal memories over time, see chapter 1 section 1.2.9. 
Hauser et al, (2012) found that similarity knowledge modulated the main response to grammar of 
right IFG and hippocampus, and bilateral premotor cortex.  On the other hand, rules learning 
modulated activity in the left ventral pre motor cortex only.  They propose that the similarly 
(hippocampal) and rules (IFG) systems work in parallel, and compete.  Hauser et al (2012) proposed 
that similarity based learning involving the hippocampus is initially faster, and the IFG gradually 
takes over.  This happens once a critical level of abstract knowledge about adjacent dependencies is 
reached, until then, the rules based system will not compete successfully against the faster, 
similarity.  This fits with the proposals by, Ferman et al, (2006), and Robertson, (2009). 
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Fig 4.1.1 Schematic Diagram to Show Regions Active According to Rules and Similarity Learning, Based on Hauser et al, (2012) 
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4.1.3 Contribution of Brain Processes to Performance 
 
The study of Opitz and Friederici, (2004), continued until either 85% in 30 consecutive responses 
were correct, or 150 sentences (trials) were completed.  There was no significant difference in 
overall learning performance, between the similarity and rule based conditions.  Therefore, it is not 
necessarily the case that overall performance score reflects the cognitive or neural processes 
involved.   This seems to fit with the results in chapter 3, which show a similar level but different 
trajectory for declarative and procedural BROCANTO mode learning. Changing existing rules did not 
affect similarity performance until a new rule was introduced, when it decreased.   Opitz and 
Friederici, (2004), argue that the underlying brain processes contribute differently, and grammatical 
rules are critical for performance.  This also fits with the explanation that rules learning become 
stronger over time. Further evidence for the critical role of rules comes from the study by Opitz and 
Friederici, (2007) that left IFG activation for longer distance dependencies is associated with 
proficiency level and is seen more in higher performers.  The adjacent Ventral Pre Motor Cortex 
response for local dependencies is not related to performance. 
 
Similarity based hippocampal learning is seen during initial stages, while rule based abstraction is a 
longer term process, (Opitz and Friederici, 2004), linked to proficiency, (Poldrack et al, 2001, Squire 
et al, 2004).  fMRI showed that activation of regions associated with declarative memory such as the 
hippocampus and temporal cortex decreased, as activation in the IFG increased with proficiency.  In 
second language learners, only those that are highly proficient show left inferior frontal activity 
(Opitz, 2003 and Friederici and 2004).  They suggest that this indicates that grammar rules become 
represented in the cortex, independently of the hippocampus as proficiency increases.      
Individual variation in language learning abilities, proficiency trajectory and maximum performance 
level, (Hauser et al, 2012, Kepinska et al, 2017) could mean that some participants reach a higher 
score using hippocampal processing than others would using IFG.  The modulation effects of 
similarity and rules learning on grammar response, reported by Hauser et al, (2012) also depended 
on individual performance in each.  The left premotor cortex response modulated by rules showed 
preference for non grammatical items and was performance related, (Hauser et al, 2012). 
Hauser et al (2012) proposed that the more superficial similarity based learning involving the 
hippocampus is initially faster.  It competes with the rule based learning driven by the pre motor 
cortex which takes over once a critical amount of abstract knowledge is acquired.  They outline a 
mechanism where incoming information is compared against a stored chunk template to assess 
whether it is grammatical, and frequently encountered forms become represented in declarative 
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memory (Opitz and Kotz, (2012).  This is a similar processes to the one proposed by Ullman et al 
(2001), except does not mention differentiation between regular and irregular correct grammar.   
4.1.4 Relation to the Declarative and Procedural Model of Language Learning, (Ullman, 2001) 
 
The findings of Opitz and Friederici, (2007), Hauser et al, (2012), are consistent with the declarative 
and procedural model of language learning, (Ullman, 2001), (section 1.2.3).  Similarity based 
learning, linked to activation of temporal brain regions (hippocampus) can be considered a form of 
declarative learning, (Hauser et al, 2012).  Rule based learning, linked to Ventral Pre Motor cortex 
activation can be considered a key component of procedural skill acquisition.  Within this, left BA6, 
and IFG have different functions.  The local rule sensitivity of BA6 is more basic, and closer to 
‘similarity’ than the longer distance rule involvement of IFG, (Opitz and Friederici, 2007, and Hauser 
et al, 2012).   Therefore, BA6 may represent an earlier stage of procedural learning, and or be 
involved in transfer between the systems.  Hauser et el, (2012) propose that it may have a ‘double 
role’ in both similarity and rules learning, especially when bilaterally active, and a similarity role for 
right IFG.   
 
Hauser, et al (2012) propose a mechanism for interaction between similarity and rules learning 
where incoming information is compared against a template to assess whether it is grammatical.  
Frequently encountered forms become represented in declarative memory, (Opitz and Kotz, 2012).  
Rule based procedural learning driven by the pre motor cortex which takes over once a critical 
amount of abstract knowledge is acquired, (see fig 1.2.2).  If rules learning is essential, while the 
faster declarative isn’t, processing during the initial stages requires further investigation.  The 
BROCANTO studies demonstrates that similarity and rules processes can function independently of 
meaning and have a distinct neural basis. It therefore provides a tool to further investigate the 
underlying neural processes over the timecourse of learning. 
 
4.1.5 Experiment Rationale 
 
From the behavioural results in chapter 2, it was decided to run a group of participants at the peak 
learning conditions, 3pm (Group 1).  This enabled the BROCANTO task to be run at CUBIC, with a UK 
participant population.  Previous BROCANTO fMRI studies were conducted throughout the day, so 
are likely to capture brain activity at different points of the learning cycle.  3pm training was chosen 
for this study, from the results in chapter 3 showing that, the condition with training at 3pm, and a 
24 hour interval, produces the highest scores, so is likely to represent optimal processing.   This 
study can be used to define key regions for further investigation under optimal learning conditions, 
and provide a point of reference for different learning conditions, (see chapter 5).   
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As the participants in the study in this chapter will complete the final testing immediately after one 
session of BROCANTO learning inside the scanner.  They will not have had a period of consolidation, 
either asleep or awake, after their second learning session.  Therefore, they may not have reached 
their total learning capability (final performance), and transfer between systems many not be 
complete.  Instead, the data will represent an intermediate stage of processing, when memory 
systems are functioning optimally within the daily cycles, (see chapter 1).   
 
In order to observe effects that persist regardless of individual variation in language learning ability 
(Dodel et al, 2005, Kepinska et al, 2018, Hauser et al, 2012), analysis will be controlled for learning 
performance, which will also be considered independently.  See appendix A3.1 for a summary of the 
analysis output regions related to previous studies of BROCANTO learning, (Opitz and Friederici, 
2003, 2004, and 2004, Hauser et al, 2012, Kepinska et al, 2017a, b, 2018). 
 
4.1.6 Expected Regional Response to BROCANTO Learning 
 
Key brain regions expected to show changes in activation in response to BROCANTO (Opitz and 
Friederici, 2003, 2004, Hauser et al, 2012) are, the left hippocampus, IFG (BA44/45), and pre motor 
cortex (BA6).  If both declarative and procedural systems are engaged in learning at 3pm, it could be 
expected that all these regions will respond to BROCANTO.   
 
Because there is no period of consolidation between training and the final test, it is possible the IFG 
activation will not yet be seen.  In this case strong declarative learning could correspond to left 
hippocampal activation.  Right IFG, hippocampus and premotor cortex activity could indicate 
modulation by similarity, (Hauser et al, 2012).  Alternatively, if it is the transfer between systems 
that is critical at this point in learning an intermediate region (e.g pre motor cortex) could be 
dominant. The left is linked to simpler rules learning, possibly representing earlier stage procedural 
learning, than the IFG, (Opitz and Friederici, 2007).  Its response to grammar is modulated by 
similarity learning on the right, so bilateral activation could be expected for transitional learning. 
 
Regions such as the Superior Temporal Gyrus, which includes BA39 (Wernicke’s) with a role in 
language meaning would not be expected to be involved by drawing on existing representations, as 
BROCANTO has no meaning.  However, BA39 could be involved in the reading required for the task, 
when it has been found to correlate with IFG, (Hampson et al, 2006).  Recruitment of motor system 
linked regions such as the basal ganglia, could be important for procedural learning, (Ullman, 2001, 
2006), with the thalamus as a key output linked to cortical processing, (Behrens et al, 2003).  
Activation of visual processing regions is also likely, although beyond the scope of this thesis. 
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Fig 4.1.2  Key language Regions Implicated in BROCANTO Learning,  
(on a schematic cortical surface showing Brodmans’ labelling in saggital plane) 
 
 
Medial structures, A Hippocampus, B Thalamus 
Red circles - key language learning areas 
From Zilles and Amunts, (2010)  
Hippocampus and thalamus are part of 
the limbic system and located medially 
towards the centre of the brain.  
Hippocampus is approximately medial 
to BA21, and Thalamus to BA40 
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Fig 4.1.3 Regions Expected to Show a Response to BROCANTO Learning (red – left, green, right) 
Regions identified in MNI coordinates with their right homologue, that can be expected to respond 
to BROCANTO learning, shown in axial plane, from the studies Opitz and Friederici, (2003, and 2007) 
and Hauser et al, (2012). 
 
Left Hippocampus MNI -28 -36 -5 (Opitz and 
Friederici, 2007, conversion from Talerach) 
 
Responds to similarity learning and related 
performance.  Increases initially, then declines 
over time. 
 
Right Hippocampus – linked to incorrect 
grammar recognition, modulated by similarity. 
 
 
Left Inferior Frontal Gyrus, MNI -42 -10 18  
(Opitz and Friederici, 2003, conversion from 
Talerach) 
Responds to longer distance grammar rules in 
higher performers.  Increases over timecourse 
of learning, 
Right Inferior Frontal Gyrus – linked to incorrect 
grammar recognition, modulated by similarity 
 
Left premotor cortex (BA6), MNI -47 -6 35 
(Hauser et al, 2012)  
Responds to local grammar rules, independent 
of performance.  Rsponse is modulated by rules 
learning, which is linked to performance. 
Right premotor cortex, responds to incorrect 
grammar, modulated by similarity  
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4.2 Method 
Participants in this group completed one session in the scanner of the learning and testing, with 
once training session online using Qualtrics, 24 hours before the scan.  All learning sessions took 
place at 3pm, (see chapter 2, fig 2.1.9) 
 
A total of 9 participants were run in this group.  One showed learning performance at the level of 
random chance at the final test score, so was excluded.  
 
4.3 Results and Analysis 
 
4.3.1 BROCANTO Learning Scores  
 
Five D Prime scores were calculated as described in chapter 2, fig 2.1.8. 
 
This was the first time Qualtrics was run with an experimental group.  Two participants partially 
completed it, although both more than 50%.  Their D2 score was calculated on the basis of the final 
two complete blocks.  See appendix 3 for descriptive statistics. 
 
Fig 4.3.1 Graph to Show Mean DPrime Scores for 3pm BROCANTO Training   
 
 
 
A paired sample T Test was run with the within subject DPrime scores, comparing them to previous, 
see fig 4.3.2.  There is a significant effect of DPrime score, as would be expected if learning has 
occurred.  D1 differed significantly from all the others at p>0.05, apart from D2, which was 
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approaching significance, see fig 4.3.2.  This shows that participants were learning after the initial 
blocks, and indicates that D1 can be considered a representative baseline learning measure, despite 
concerns that participants may not have yet fully understood the task.   
Fig 4.3.2 Paired Sample T Tests for the 5 DPrime Scores With 3pm BROCANTO Training 
 t df Sig 2-tailed 
D1 - D2 -2.161 7 0.068 
D1 - D3 -3.321 7 0.013 
D1 - D4*** -4.165 7 0.004 
D1 - D5 -2.443 7 0.045 
D2 - D3 0.154 7 0.882 
D2 - D4 -0.065 7 0.950 
D2 - D5 0.143 7 0.891 
D3 - D4 -0.622 7 0.553 
D3 - D5 0.000 7 1.000 
D4 - D5 0.656 7 0.533 
 
The graph in 4.4.1 shows a sharp increase at D2, this is maintained with slight fluctuation and the 
highest point at D4.  This pattern indicates fast efficient learning.  The difference between D1 and D4 
is most significant, p=0.004.  These represent the lowest and highest learning levels reached.  This is 
to be expected, because feedback is no longer given after D4.  This result shows that learning has 
occurred above the initial level. 
Importantly, there was no significant difference between the final DPrime Score (D5) and 2, 3 and 4.  
As this is the test of retention it shows that participants had all learnt as it did not drop significantly 
below the level during the highest points in training.  For this group, this was at D4, although D2 is 
very close.   The dip at D3 is to be expected as it occurs after the 24 hour retention interval following 
the online qualtrics session.   The lack of significance between D2 and D3 indicates that level is 
retained across the 24 hour interval, suggesting offline consolidation processes are likely to occur. 
4.3.2 Behavioural Results, Sleep Measures and Cognitive Tests 
 
These were compared across all fMRI experimental results, (3pm, 9am and 9pm) BROCANTO training 
groups.  See fig 2.2.1 for summary of measures.  This is presented in full in chapter 5.  The 
distribution in this chapter is not a comparison but demonstrates a mixed distribution of scores 
within the group, (see fig 4.3.4). 
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Fig 4.3.3 Table to Show Distribution of Scores for Sleep Measures 
 PSQI Global MEQ Sleep Diary 7 Day Mean 
Group 1 4<5 
4>5 
Intermediate – 5 
Moderate morning – 1 
Moderate evening – 1 
Definite Evening – 1 
 
1 missing 
3>7 
 
Fig 4.3.4 Descriptive Statistics for Sleep Measures and Cognitive Tests for 3pm BROCANTO Training 
 
 
 
4.4 fMRI Analysis Results 
 
Pre-processing and first level analysis was performed on the data from the BROCANTO testing 
session for each participant, as outlined in section 2.5.1 and appendix A1.3.  As well as inclusion as a 
nuisance covariate, motion parameters were screened for each participant.  Three participants 
showed any reaching or exceeding 2mm from the original position during scan 1, with all below the 
voxel size of 3mm (cubed), which is considered a suitable limit for quality control.  The higher values 
were seen in the z translation towards the end of the scanning session.  As a further quality check, 
the activation response to average effect of condition (F contrast) across the whole brain was 
inspected in SPM to ensure participants had responded to the task, and that the scanner had 
detected this.   
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4.4.1 fMRI Analysis of Main Effect of BROCANTO Grammar 
 
All whole brain analysis was performed in SPM12.  A one sample T tests was run at the 2nd level, to 
identify effects seen on average across the entire population of the group.  The F2 output generated 
at the 1st level, which is the ‘main effect of grammar’, e.g response to difference in correct and 
incorrect grammar in either direction, was entered for this analysis. The comparison identified brain 
regions responding to differences in correct and incorrect grammar significantly differently to the 
remainder of the brain.   These regions can be considered to show learning.   
 
In the design matrix, an ‘F’ contrast of 1 0 was set to visualise the outputs of this analysis, ‘main 
effect of condition (grammar)’ across the whole group.  The MNI coordinates of peak maxima 
(intensity) were mapped.  Unless otherwise stated, all peak maxima reported are significance 
threshold p>0.001, and cluster correction extent threshold 5.  
 
The DPrime scores were entered in participant order as a covariate to regress out their effect from 
the initial output.  An F contrast 0 1 was then specified to extract this effect of performance from the 
analysis. 
 
All results are presented in descending order of F value, except where there are multiple coordinates 
for the same region, according to the atlas.  In this case, left and right are presented consecutively 
and coordinates are reported in descending order of peak intensity within each region. 
 
A montage from the SPM12 data, (fig 4.5.1) shows the main effect of the BROCANTO learning task. 
This shows a shift in activation from right to bilateral, descending through the brain.
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Fig 4.4.1 Distribution of Significant Activation (Red) in Response to BROCANTO Grammar, Main Effect of Task, for 3pm Training 
 
RIFG 
 
LBA6 
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Fig 4.4.2 Table of Regions with Peak MNI Coordinates at 3pm, One Sample T Test  
(main effect of BROCANTO grammar task, and performance covariate) p>0.001, ext threshold 5 
 
Region 
Name/Harvard 
Oxford 
BA Hemisphere Coordinates F P Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Inferior Frontal 
Gyrus 
45 Right 51 32 -1 
48 32 5 
683.72 
77.63 
0.000 
0.000 
0.017 
0.010 
5 
6 
Middle Frontal Gyrus 9 Right 30 32 23 
48 29 26 
312.97 
95.98 
0.000 
0.000 
0.017 
0.000 
5 
13 
Frontal Pole  Left -30 -40 5 303.10 0.000 0.000 17 
Lingual Gyrus 19 Left -12 -70 -16 174.60 0.000 0.017 5 
Fusiform/Occipital 
Fusiform Gyrus 
21 Right 33 -64 -19 145.13 0.000 0.000 17 
Primary Auditory/ 
Heschel’s Gyrus 
 
Left 42 -22 11 
-36 -25 11 
99.43 
126.38 
0.000 
0.000 
0.010 
0.017 
6 
5 
Temporal Fusiform 
Gyrus 
20 Left -42 -28 -16 120.20 0.000 0.004 8 
Occipital Fusiform 
Gyrus 
 Left -21 -73 -16 66.37 0.000 0.010 6 
Angular Gyrus  Right 30 -52 32 63.36 0.000 0.006 7 
Primary Motor/ 
Precentral Gyrus 
 Right 30 -28 53 53.93 0.000 0.010 6 
Superior Frontal 
Gyrus 
6 Left 
Left 
-24 -7 62 
-48 -1 8 
45.97 
41.95 
0.001 
0.001 
0.010 
0.017 
6 
5 
Performance 19 Left -36 -73 -19 67.49 0.000 0.010 6 
Performance 10 Right 33 50 11 89.28 0.000 0.010 6 
Performance  39 Left -30 -76 44 61.63 0.000 0.001 11 
 
Regions present using the performance contrast, as well as the grammar contrast, are coloured blue 
in the table above.   Additional regions seen at p>0.001 were bilateral BA7, left BA11, and right 
BA10.   Regions responding to the performance contrast only are coloured yellow. 
 
It seems from this that the regions largely correspond to those characterised in previous studies, 
Opitz and Friederici, (2003, 2004, and 2007), and Hauser et al, (2012), despite using a different 
analysis tool, SPM12.  The findings can therefore be interpreted according to this previous work, and 
the possible implications of the 3pm learning condition. 
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Fig 4.4.3 Schematic Plot of Key Brodmann’s Areas Responding to the BROCANTO Learning, Main 
Effect of Grammar at 3pm 
 Green are performance contrast only  
 Red are key cognitive areas 
 Blue are sensory and motor areas, L auditory cortex, R primary motor cortex  
 
Schematic image from Zilles and Amunts, (2010) 
 
A. Left      B.Right 
 
4.4.2 Results Summary, Response to Main Effect of Grammar  
For the main effect of grammar, (F2), activation was seen in occipital, parietal and temporal regions, 
indicative of engagement of both declarative and procedural systems, especially on the left.  On the 
right it is more frontal.   
Key significant regions were, Right Inferior Frontal Gyrus (BA45) pars Triangularis region, Left 
Occipital Fusiform Gyrus (BA19) and Left Superior Frontal Gyrus (BA6).  These were largely to be 
expected.  The left BA6 activation fits with the studies of Opitz and Friederici, (2003, 2004).  Opitz 
and Freiderici, (2003) also saw bilateral BA19 activation in response to language progression over 
time. This region may be involved in error detection relating to correct grammar, (Konishi et al, 
2000). 
The right lateralisation of the IFG is closer to the findings of Hauser et al, (2012) who reported it is 
modulated by similarity learning, than the rules based response seen on the left by Opitz and 
Friederici, (2003, 2004).  This could be because rules consolidation has not yet fully occurred as there 
is no interval between the second learning session and final test.  It is critical that BA6 (premotor 
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cortex) response is only seen on the left.  This could imply a task specific transitional role towards 
rules, at this stage and time of learning, (Opitz and Friederici, 2004). 
Right Primary Motor Cortex Activation is present.  This is most likely to be due to the button push 
requirement to complete the task.  It is lateralised in the opposite hemisphere to the dominant 
hand. This would be expected as the motor system crosses hemispheres.  This indicates that the 
button box counterbalancing has not affected the brains response, otherwise it would be expected 
bilaterally.  This lateralisation would also fit with the motor explanation for seeing IFG activation on 
the right. 
Left Primary Auditory Cortex activation is also seen.  This is most likely due to the sound of the 
scanner, although BROCANTO is designed to be pronounceable, so could represent some aspects of 
phonological processing, (Petersson et al, 2010).  Left lateralisation only indicates that this could be 
an explanation.  If it was purely to do with scanner sound, it might be expected bilaterally.  
Significant activation in left BA19 was also present with the performance contrast.   Left BA39 was 
present with this contrast.  This has not been previously reported in response to BROCANTO 
learning, although it was seen in an artificial grammar study by Forkstram et al, (2006) and its 
response correlated with IFG during reading, (Hampson et al, 2006).   Right BA10 activation was also 
seen with this contrast, which could reflect frontal consolidation linked to proficiency, (Takashima et 
al, 2006), or cognitive control impacting on performance, (Bornkessel-Schlesewsky and 
Schleseswsky, 2013). 
4.4.3 Effect of Correct and Incorrect Grammar 
 
The output ‘con4’ output from the 1st level analysis is the contrast for the positive effect of grammar 
(1 -1), where the response to correct grammar is greater than incorrect.  This contrast was reversed 
at the first level (-1 1), to output the negative effect of grammar for each participant, (con5) where 
the response to incorrect grammar is greater than incorrect.  The 2nd level one sample T Test was 
then repeated for each of these contrasts. 
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A one sample T Test was run using the positive effect of grammar contrast, (Con4), where response 
to correct grammar is stronger than to incorrect. This is controlled for performance by using the 
DPrime scores as a covariate. 
Fig 4.4.1 Table of Regions with Peak MNI Coordinates at 3pm, Showing a Greater Response to 
Grammatically Correct than Grammatically Incorrect Sentences 
 p>0.005, ext threshold 5, * are also significant at p>0.001 
Region 
Name/Harvard 
Oxford 
BA Hemisphere Coordinates F P Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Temporal Pole 39 Right 45 8 -28 298.12 0.000 0.000 153* 
Hippocampus 
Parrahippocampal
Gyrus, Anterior 
 Right 36 -10 -25 178.84 0.000 0.014 32* 
Middle Temporal 
Gyrus, Posterior 
23 Right 66 -28 2 70.59 0.000 0.186 8 
Superior Frontal 
Gyrus 
6 Left -15 8 62 57.60 0.000 0.017 30 
Inferior Frontal 
Gyrus, pars 
Opercularis 
44 Left -45 17 23 56.02 0.000 0.011 35 
Temporal Occipital 
Fusiform Cortex 
 Right 36 -49 -10 40.5 0.000 0.186 8 
Inferior Temporal 
Gyrus, Posterior 
21 Left -66 -25 -31 40.38 0.001 0.142 10 
Cingulate Gyrus, 
Anterior 
32 Left -3 35 17 33.91 0.001 0.250 6 
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A one Sample T Test was run where the negative effect of grammar task (con5), where response to 
grammatically incorrect grammar is greater than correct.  This is controlled for performance by using 
the DPrime scores as a covariate. 
Fig 4.4.2 Table of Regions with Peak MNI Coordinates at 3pm, Showing a Greater Response to 
Grammatically Incorrect than Grammatically Correct Sentences 
p>0.005, ext threshold 5, * are also significant at p>0.001 
 
Region 
Name/Harvard 
Oxford 
BA Hemisphere Coordinates F P Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Temporal Pole 38 Right 45 8 -28 298.12 0.000 0.000 153* 
Hippocampus 
Parrahippocampal 
Gyrus 
 Right 36 -10 -25 178.84 0.000 0.014 12* 
Superior Temporal 
Gyrus, Posterior 
22 Right 66 -28 2 70.59 0.000 0.186 8 
Superior Frontal 
Gyrus 
 
6 Left -15 8 62 
 
 
57.60 
 
 
0.000 
 
 
0.017 
 
 
30 
 
 
Inferior Frontal 
Gyrus, Pars 
Opercularis 
44 Left -45 17 23 56.02 0.000 0.011 35* 
Fusiform Cortex  Right 36 -49 -10 40.50 0.001 0.186 8 
Middle Temporal 
Gyrus, Posterior 
21 Left -66 -25 -31 40.38 0.001 0.142 10 
Cingulate Gyrus, 
anterior 
32 Left -3 35 17 33.991 0.001 0.0007 6 
 
4.4.4 Results Summary, Response to Correct and Incorrect Grammar 
These analysis of the grammar contrasts give fewer regions, especially those linked to sensory 
and/or motor function than the main effect of grammar (F2).  It is likely that they are more specific 
to the cognitive aspects of task processing.  
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The response to correct and incorrect grammar is seen in both hemispheres, (see fig 4.4.1 and 4.4.2).  
The response on the right is mainly in temporal regions.  This is unlike the response to the main 
effect of grammar where they are mainly frontal.  On the left the response is frontal, parietal and 
temporal and temporal with the same regions responding to correct and incorrect grammar, apart 
from BA23 which responds to incorrect only.  This suggests that the F2 contrast will give a clearer 
insight into the left hemisphere response than the right. 
 
Left IFG responds to correct and incorrect grammar, which as well as corresponding to its role in 
BROCANTO learning seen in the studies of Opitz and Friederici, (2003, 2004, 2007) corresponds to 
the findings of Poldrak et al, (1999) that it is more active for words and non words, and Konsi et al, 
(2000) that it responds to retrieval success.  The response to incorrect grammar supports the 
findings of Lieberman et al, (2004) and Petersson et al, (2010).  Its correlation with IFG previously 
reported, (Hampson et al, 2006) may be in effect, as a significant IFG response was also seen in both 
these cases.  This response is not yet strong enough to be seen as a main effect, which could suggest 
that its role is still developing, and it cannot be implicated in rules at this stage. 
Left BA6 appear consistently across the correct and incorrect grammar conditions as well as main 
effect of grammar.  This suggests it has a key role at this stage, which could be the more basic local 
rule sensitivity closer to ‘similarity’ learning than the longer distance rule involvement of IFG, 
representing an earlier stage of procedural learning, (Opitz and Friederici, 2007, and Hauser et al, 
2012).  It could be involved in transfer between the systems, or as Hauser et el, (2012) propose have 
a ‘double role’ in both similarity and rules learning.  How this changes over time is a key 
consideration. 
Right hippocampus also responds to correct and incorrect grammar which supports the findings of 
Opitz and Friederici, (2007), who suggest its similarity role has a stronger influence during the 
transfer to ‘rules’ learning,   
The more occipital BA19 is not seen, as it is with the main effect.  This further reinforces a role in 
differentiating correct and incorrect grammar if it won’t respond to either individually, (Konishi et al, 
2000).  Right BA38, 22 and fusiform cortex are only seen with the negative effect of grammar 
(incorrect, con5).  Left BA21 and 32 are seen for both grammar conditions.  Right BA23 is only seen 
with the positive effect of grammar (correct, con4).   
Right BA39 was only seen with then positive effect of grammar (correct, con4).  A role in recognising 
correct grammar fits with its proposed linked to language performance, (Lieberman et al, 2004) or 
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reading correlating with IFG, (Hampson et al, 2006).  The right activation could be due to 
presentation of sentences without meaning.   
Fig 4.4.3 Key Regions Responding to BROCANTO Learning Training at 3pm  
a.  to Show Left (BA44) (red) and Right (BA45) (blue) Inferior Frontal Gyrus 
 
 
 
 
 
b.  to Show Left (red) and Right Hippocampus (blue)  
Left Inferior Frontal 
Gyrus 
Responds to Correct 
Grammar 
Correct  
 
Right Inferior Frontal 
Gyrus 
Responds to Main 
Effect of Grammar 
Correct  
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c.  Left Superior Frontal Gyrus/Premotor Cortex BA6 (red) 
 
Right Hippocampus  
Responds to Correct 
and Incorrect 
Grammar 
Left Hippocampus  
Responds to Main 
Effect of Grammar– 
Performance only 
 
Left Superior Frontal 
Gyrus (BA6) 
Responds to Main 
Effect of Grammar 
Correct  
Incorrect 
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the correct  
– red  
And 
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green 
  
BROCANTO 
Grammar 
Contrasts 
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4.5 Discussion of Results 
4.5.1 Summary of Findings 
 
The findings support previous results using BROCANTO, (Opitz and Friederici, 2003, 2004, 2007, and 
Hauser et al, 2012), demonstrating they translate into analysis with SPM12, and MNI Coordinates.  
There are some variations which could be due to the 3pm timing and Qualtrics training.   
 
BA6 activation is seen robustly throughout this analysis, responding to the BROCANTO task and both 
grammar contrasts, independently of performance.  Typically for language learning (Opitz and 
Friederici, 2003, 2004, 2007 and Hauser et al, 2012), this is seen on the left.  Its function can be 
differentiated from that of the left IFG, which also responds to artificial grammar, (Forkstram et al, 
2006) and rule change, (Opitz and Friederici, 2007).  The findings of this study support the idea of 
different functions for the regions (e.g correct grammar recognition or error detection).   Left IFG 
response is not seen for the F2 main effect contrast, when left BA6 is, suggesting they can function 
independently.  There is some previous evidence that the BA6 response to grammar rules is linked to 
performance, (Opitz and Friederici, 2007, and Yang and Li, 2012).  However, the results of this study 
indicate that it is active regardless of level.  This could be because the 3pm conditions are optimal 
and it is engages throughout the task at this time.   
 
IFG activation is seen on the right as a main effect of grammar.  Hauser et al, (2012) found that this 
was related to sensitivity to nongrammatical items as a function of similarity.   They propose a role in 
‘error detection’.  Left IFG activation is seen in response to the correct grammar condition and 
grammar comparison, but not for the incorrect condition alone.  This indicates that its specialised 
rules function (Opitz and Friederici, 2007), rather than error detection, is in place under this 3pm 
BROCANTO training condition. As it ignores incorrect grammar this suggests it has ‘learnt’ the rules. 
 
The hippocampus showed sensitivity to the correct and incorrect grammar contrasts, on the right.  
Right hippocampus has also previously been found to be sensitive to incorrect grammar and distance 
grammar violations Opitz and Friederici (2007).  The similarity role for the right seems to have a 
stronger influence during the transfer to ‘rules’ learning, than any grammar specific role on the left.  
Here, it responds to either correct or incorrect grammar, but not the main effect.  This indicates that 
it is more involved in similarity learning rather than error detection with 3pm training.  
 
Left BA19 follows a similar trajectory to IFG, during previous BROCANTO studies, implying some 
linguistic rules function, (Opitz and Friederici, 2003).  It also responded significantly to the main 
effect of grammar, but not to correct grammar, unlike the findings of (Konishi et al, 2000).  BA39 and 
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BA19 have been shown to correlate with artificial grammar learning performance, (Forkstram, et al, 
2006), and here it responded, independently of performance, which could suggest a core role such 
as error detection, (Konishi et al, 2000). 
This study does not include any period of consolidation, between the training session inside the 
scanner, and the final test.  Habituation to the task and fatigue effects may be high, contributing to a 
reduced score than may otherwise be seen under this learning condition. Conversely, if a 24 hour 
interval were to be included before the final testing session, the decline between D4 and D5 may be 
sharper as there is a longer time to forget, e.g memory decay, or for interference from additional 
tasks to occur, (Ullman, 20011, Robertson et al, 2012), and sleep may have an important modulating 
role. 
 
4.5.2 Discussion of Analysis  
 
The analysis with ‘grammar’ contrast in either direction, gave a wider range of significant regions, 
including some linked to perceptual and motor function, whereas the negative and positive effect of 
grammar contrasts, gave a narrower range, more specific to grammar processing.   Analysis using the 
directional contrast would be more appropriate for in depth investigation of grammar processing.  
However, the subject of this thesis is the effect of position in the sleep wake cycle on learning.  
Therefore, the main effect of grammar analysis, that more broadly captures the overall brain state 
seems more relevant for the remainder of the investigation. 
 
Including the DPrime scores as a regressor removes a source of individual variation.   This reduces 
the likelihood of observing a performance related IFG and hippocampal response.  Nevertheless, IFG 
was still seen in this case.  Previous studies, (Opitz and Friederici, 2004) have characterised 
performance related response over time in a single BROCANTO session.   The Hauser et al, (2012) 
and Kepinska et al, (2017) studies also looked at individual variation, so the intention is not to 
replicate this.  Analysing short BROCANTO testing sessions independently of performance may give a 
clearer view of the core processes over a longer consolidation period (24 hours).  Using this 
approach, it is still possible to interrogate the effect of performance within the session if required. 
 
4.5.3 Conclusion  
 
BA6 activation is seen robustly throughout the analysis, suggesting it is a key region that is involved 
in all aspects of grammar processing, independently of performance.   Response in the right 
hippocampus is linked to both the effects of correct and incorrect grammar contrasts, but not the 
main effect, e.g grammar  difference, suggesting a similarity based role at this stage.   
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Left IFG is also involved in correct and incorrect grammar processing independently of performance, 
but not the main effect of grammar.  This suggests that under the 3pm conditions the pre learning is 
sufficient to engage it.  The right IFG activation is seen with the non directional grammar contrast in 
this study, rather than on the left.  Hauser et al, (2012) suggest that right IFG activation could be 
linked to similarity learning.   Together, these findings suggest a more specialised grammar role for 
the IFG on the left, where it responds to either correct or incorrect grammar, but not yet difference 
(e.g no error detection). 
 
Because it is left hippocampus that is performance sensitive and key regions respond to rules, 
irrespective of performance, differences in declarative processing may still be driving individual 
differences at this stage. This would fit with an explanation where the procedural system is 
activated, but grammar rules not yet fully consolidated.   In this case, this 3pm group is at an 
intermediate stage of processing that is optimal in terms of declarative and procedural engagement, 
but could still benefit from further consolidation. Elements of similarity and rules based learning 
appear active under these conditions, suggesting they are sufficient to activate the procedural 
system.   However, at this stage with no consolidation, transfer to ‘rules’ is not complete.  
 
4.5.4 Questions for Further Investigation 
 
Investigating the response of hippocampus and IFG over time during the BROCANTO training block 
would give a more detailed view of the trajectory of their involvement over the session the 
timecourse under the 3pm learning conditions.   This has already been studied in detail, although not 
fixed to 3pm (Opitz and Friederici, 2003, 2004).   Instead, the remainder of this thesis will look at 
memory consolidation over a longer timeframe, in relation to the sleep/wake cycle.   As this analysis 
considers the response across the entire BROCANTO testing session, information about the regional 
response timecourse and transfer during a session is missing.  This could perhaps be revisited, but 
first it is the shift between sessions over a consolidation interval that will be considered.  
 
The effect of the consolidation period on transfer between declarative and procedural learning, will 
be explored in the subsequent studies where participants undergo a follow up testing session inside 
the fMRI scanner after 24 hours.  This may be evidenced by greater frontal response.  The question 
of the effect of timing within the sleep/wake cycle will also be addressed by manipulating the time 
of day that the learning sessions take place.  Of key interest is whether this brings about a further 
shift in hippocampal and IFG involvement.  It may also provide clarification of the role of BA6.   
Differences in activation of supporting regions, such as the basal ganglia, thalamus, BA39 and 19, will 
help give some context to the processing. 
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4.5.5 Findings Summary, Against Predictions, (Section 1.4.2) 
 
1) Right IFG activation was seen in response to the grammar contrast in either direction, and not 
hippocampus, which only responded to either correct or incorrect grammar on the right.  
  
2) Left BA6 engagement was seen, with the grammar contrast.  Combined with right IFG activation, 
which is linked to similarity learning, this implicates an intermediate network engaged at the time 
of optimal learning. 
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5 Chapter 5 – fMRI Morning and Evening Group Comparisons, for Two BROCANTO Learning 
Sessions Over 24 Hours Consolidation 
 
5.1 Aims 
 
This study will investigate the effect of a 24 hour consolidation period on the neural processes 
underlying BROCANTO learning, at opposite points in the sleep/wake cycle.  The effect of opposite 
positions within the sleep wake cycle, will be examined by comparing learning in the morning (9am) 
and evening (9pm), around this period of consolidation.  Unlike in chapter 4 when both systems 
were likely to be effective, declarative and procedural engagement is likely to be different in each 
group, with declarative stronger in the morning.  The fMRI will locate the underlying neural activity.  
In this way, it will bring together research on the effect of training time in relation to sleep on 
learning, and fMRI studies of neural processes during BROCANTO learning.   
 
5.1.1 Background 
 
A full sleep/wake cycle has been suggested as important for learning, and ideal memory 
consolidation conditions, with an interaction between sleep and wake, (Landmann et al, and 2014, 
Stickgold and Walker, 2013). Batterink et al, (2014) suggest that completion of a sleep cycle and 
sleep quality have more effect on sleep enabling abstraction of rules from associations than the 
sleep states.  This supports the findings in chapter 3 that 24 hours improves learning performance 
more than time of training.  How sleep relates to processing during wake remaining an important 
question, (Lewis and Durrant, 2011).  Sleep/wake timings relative to learning may also have an 
effect.  In particular procedural learning may benefit from sleep soon after training, (Holtz et al, 
2012, Nettersheim et al, 2015, and Schonauer et al, (2015), and time of sleep in relation to training is 
more important than the actual time of training or sleep, (Nettersheim et al, 2015). This seems to be 
substantiated by the results in chapter 3. 
 
Neural processes involved in grammar consolidation may also be differentially influenced by sleep.  
Striatal mediated motor/procedural processes are more time dependent, and hippocampal (spatial) 
more sleep dependent, (Albouy et al, 2015).  Takashima et al, (2006), found hippocampal activation 
showed a positive linear correlation with slow wave sleep, and a negative correlation with 
recognition after 24 hours, interacting with the Ventro Medial Prefrontal Cortex which gradually 
replaces it.   
 
Consolidation is also important for declarative memory.   Squire et al, (2004) reviewed the role of 
the medial temporal lobe in this, and suggest that its functions may be related to the adjacent to 
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hippocampus.  They suggest it operates with the neocortex to establish and maintain independence 
of long term memory.  fMRI studies also indicate that declarative memories are reorganized by 
sleep, resulting in increased striatal activity, (Marshall and Born, 2007).  Together this points to a 
transfer between declarative to procedural systems and cortical consolidation.   
 
5.1.2 Study Rationale 
 
Chapter 4 established key brain areas engaged at the time of optimal BROCANTO learning at 3pm, as 
demonstrated in chapter 3.  The brain activation indicated some response from regions linked to 
both similarity and rules learning, that may represent an intermediate stage of processing, (see 
chapter 3).  This is likely as the brain response is assessed immediately after the training session, 
without any consolidation period.  This means that BROCANTO acquisition may be at an earlier stage 
than it would be, given a period of consolidation, despite the learning process being at its most 
effective as demonstrated by performance scores in chapter 3. The study in chapter 3, also found 
that a consolidation interval of 24 hours had more influence over learning, compared to 12 or 18 
hours, than manipulating the training times, or the presence of sleep.  
 
In order to study the effect of learning across a full sleep/wake cycle, two fMRI sessions 24 hours 
apart were implemented.  This gives two reverse sleep/wake and training patterns during the 
consolidation period.  Learning at opposite points in the cycle will be compared, see fig 5.4.3.   This 
comparison is equivalent to the morning and evening 24 hour groups in chapter 3, with a different 
ordering of the testing and training and an additional test 24 hours after training, (see fig 5.4.2).  
Studying the furthest points within the cycle will help establish whether completely separate 
processes are seen, or if commonalities remain, (Robertson and Cohen, 2006). 
 
Some differences were seen here between response to procedural and declarative BROCANTO 
delivery modes, although not to overall learning score, between the groups. This indicates that 
different underlying mechanisms can produce a similar score, (see chapter 3).  This supports the 
rationale for continuing to control for variation in individual performance during group comparisons.  
This will allow the core underlying neural processes that persist regardless of level to be studied.  
 
fMRI in chapter 4 showed that the most consistently responding region was left BA6.  This has 
shown to be engaged in more basic rules processing and could be involved in facilitating transfer 
between systems, (Opitz and Friederici, 2007, and Hauser et al, 2012).  Right IFG activation, 
indicating some similarity leaning, (Hauser et al, 2012) was also seen.  Right hippocampus was seen 
with correct and incorrect grammar contrasts, but this was not strong enough to show up as a main 
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effect.   
 
It is likely that more engagement of IFG, especially on the left will occur with the additional 
consolidation period.  It is also likely that the role of the hippocampus and temporal regions will 
decrease, with a transfer from rules to similarly based learning.  However, the sleep/wake conditions 
may influence this differently.  Intermediate regions such as BA6, basal ganglia and thalamus remain 
of key interest, as they could have a critical role in a shift between learning processes. 
 
The thalamus in particular has a role in sleep mediated consolidation processing in relation to the 
hippocampus, (Lewis and Durrant, 2011).  It has been shown to respond to correct and incorrect 
grammar, (Petersson et al, 2010, and Ide and Li, 2011) and decrease its role over the course of a 
BROCANTO training session, (Opitz and Friederici, 2003).  It is a key candidate for sleep mediated 
effects on memory consolidation involving a shift between hippocampal and striato-cortical systems, 
particularly in relation to artificial grammar learning, 
 
5.2 Methods for Schedule Comparison Groups for Two BROCANTO Sessions, Over a 24 Hour Cycle 
 
The methods were as described in chapter 2.  Two groups of participants were recruited. 
 
Fig 5.2.1 Table to show BROCANTO learning schedule for the sleep/wake cycle comparison groups 
 
Group Time Online Interval (h) Time fMRI 1 Interval (h) Time fMRI 2 Participants 
Morning 9am 24 9am 24 9am 8 
Evening 9pm 24 9pm 24 9pm 8 
 
5.2.1 Participants 
 
Before commencing fMRI scanning one participant was excluded due to failure to understand the 
joining instructions, and two for late completion or not reaching D1 in the Qualtrics session, and non 
arrival at the scanner. Eight participants completing all the BROCANTO sessions with a final score 
above random chance, and fMRI scans of sufficient quality for analysis were required for each group.  
For group two, (9am) two participants were excluded due to arrival time, excessive motion or 
technical maintenance issues.  Two replacements were recruited, with 10 scanned in total.  
Equipment and arrival presented fewer issues in the evening as they could be rectified during the 
day.  Nevertheless, four participants were excluded from the evening group, due to failure to reach a 
DPrime score above the level of random chance in the final BROCANTO session, (see fig 2.1.8).   
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5.2.2 fMRI Sessions of BROCANTO for Group Comparison 
 
Participants in both groups each completed two BROCANTO sessions inside the fMRI scanner, in 
addition to the first online training session.  The same allocated counterbalanced key press order 
was maintained throughout.  Each BROCANTO session was 24 hours apart, according to participant’s 
allocated time, morning (9am), and evening, (9pm), (see fig 2.1.9).   As far as possible, scanning was 
ordered to maintain a 24 hour interval.   This was prioritised over exact start time, see fig 2.1.9.  To 
avoid the most extreme seasonal effects, scanning took place in Spring, (March - May) and Autumn 
(September - November).  The order of the BROCANTO task and fMRI sessions within the schedule 
for the comparison groups in this chapter, differs from chapter 3 and requires further explanation.   
 
Fig 5.2.2 Table to Show Intervals Between BROCANTO Sessions in Hours and Minutes 
 
BROCANTO Interval 1 – Online and fMRI Test 1 Interval 2 – fMRI Train and Test 2 
 mean min max mean min max 
Morning 24.18 22.36 25.35 24.08 22.39 24.41 
Evening 24.10 22.04 25.17 24.15 24.06 24.24 
 
All participants are within two hours of a 24 hour interval, between BROCANTO sessions.  There is 
more variation between the 1st online session and first fMRI scan, in the morning group.  This was 
due to scanner set up and transport issues.  The first fMRI BROCANTO session was ‘testing’ to 
establish the retention level 24 hours after the 1st online training.  This was repeated after 24 with 
the start time as closely as possible the same as the initial session start for each participant.  Change 
in neural processing could then be compared across fMRI sessions over 24 hours.  For these 
comparison groups, a five minute resting state was introduced.  This took place at the start of the 
first session, before testing, and at the end of the second session after testing, with 24 hours 
between.  This more complex structure for the fMRI scanning than was used in chapter 4. 
 
Fig 5.2.3 Study Structure for Two fMRI Sessions of BROCANTO 
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Fig 5.2.4 Position of BROCANTO fMRI Sessions Over a 24 Hour Sleep/Wake Cycle 
Session 1 was preceded by an online training session 24 hours before, (see fig 2.1.9) 
 
A: Morning - 9am Sessions      B: Evening - 9pm Sessions 
 
 
  
Start
Session 1
Wake
Sleep
Session 2
Wake
Sleep
End
Start
Session 1
Sleep
Wake
Session 2
Sleep
Wake
End
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5.3 Behavioural Results, Comparison of 9am, and 9pm BROCANTO Learning and a 24 Hour Interval 
 
5.3.1 DPrime Learning Scores 
 
Six DPrime scores were calculated from blocks of BROCANTO, across the study for each participant, 
see table 2.1.12 in chapter 2.  See Appendix A4 for descriptive statistics of DPrime values for the 
morning and evening group. 
 
5.3.2 Comparison of DPrime Testing Scores (D1 and D6) for the Morning and Evening Group 
 
The DPrime BROCANTO scores from the 3pm learning group in chapter 4 were not included in this 
comparison because they only completed one BROCANTO testing session with no consolidation 
interval after the second training.   
 
A two factor repeated measures ANOVA was performed to assess BROCANTO learning and compare 
the groups.  Group was the between subjects factor.  This had 2 levels (morning, 9am and Evening, 
9pm).  Time of measurement was the within subjects factor, with 2 levels, (D1) and (D6).  This 
showed no significant effect of group, or interaction between group and DPrime score at p<0.05.   
The effect of DPrime score was significant, p = 0.032, (df=1, f=5.70).  It can be seen from fig 5.3.1 
that D6 is higher that D1 in both groups, p= 0.032, see appendix A4.3.  This indicates that learning 
had occurred from the participant’s level at the start of the qualtrics BROCANTO session 1.  The 
interaction between DPrime score and group was not significant. 
 
The analysis was then repeated with D3 and D6 which are the D prime scores that correspond to the 
fMRI test session data.  Again, there was no significant effect of group at p<0.05.  Importantly, there 
was a significant effect of DPrime score, p = 0.015, (df=1, f = 7.96) which shows that learning had 
occurred during the consolidation interval between sessions.  The interaction between group and 
score was not significant. 
 
Although not significant, the morning has higher mean scores than the evening (see appendix A4.1 
and A4.2).  This difference is more apparent for D6 at the final session.  The lack of significant 
difference between groups may be due to the high level of individual variation within the groups, as 
demonstrated by the standard errors.  This variation is higher for both groups in the final session, 
indicating that differences in retention occur. 
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5.3.3 BROCANTO Learning Trajectory  
 
It is possible that the two groups reach an equivalent score by a different trajectory so this is now 
tested. The means of the six DPrime scores as specified in fig 2.1.12, were plotted for each group 
over the course of the study, to show the learning trajectory, see fig 5.3.1.   
 
Fig 5.3.1 Graph to Show Means Plots of 6 D Prime Scores for the Morning and Evening Group 
Error Bars are Standard Error of the Mean 
 
 
Although they are the points of greatest divergence between the groups a one way ANOVA showed 
no significant difference for group at p<0.05 at D2 or D4.  A further two factor repeated measures 
ANOVA was run with all six DPrime scores as levels of the within subjects factor.  As before, group 
was the between subjects factor, with 2 levels (morning and evening).   
There was no significant effect of group, or interaction between group and session at p>0.05.  There 
was a significant effect of DPrime score, p=0.003, (df=5, f-= 4.041).  D1 and D3 differed significantly 
from scores 4, 5 and 6.   
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Fig 5.3.2 Pairwise Comparisons of D1 and D3 with D1 to 6 for the Morning and Evening Group 
Which Showed Significant Effects 
 (I) factor1 (J) factor1 Std. Error Sig.b 
1 2 0.481 0.109 
3 0.215 0.562 
4 0.311 0.003 
5 0.217 0.004 
6 0.356 0.032 
3 1 0.215 0.562 
 2 0.404 0.107 
 4 0.271 0.002 
 5 0.117 0.000 
 6 0.256 0.014 
 
D1, D2 and D3 do not significantly differ from each other, indicating little effect of the initial learning 
session and consolidation interval, although participants do not fall below their starting level.  This 
indicates that there is a difference in learning after the first BROCANTO testing session inside the 
scanner and possibly a different cognitive response to the training.  Learning performance is 
significantly higher from the second exposure to the BROCANTO training session onwards.  As there 
is no significant difference between D5 and D6, it seems that the level of learning reached at the end 
of the second training session is retained but not improved over the 24 hour consolidation period.   
 
D3, the first testing session 24 hours after the first online training session does not differ significantly 
from D1 or D2, indicating that while participants are familiar with the task D3 is still representative 
of their baseline performance.  The increase from D3 to D4 could represent a shift from declarative 
to procedural learning, which will be investigated further from the fMRI data.   
 
5.3.4 Comparison of Sleep Measures, Questionnaires and Cognitive Tests, All Groups chapters 4 
and 5, (3pm, morning and evening) 
These psychological measures were completed once for each participant.   Therefore they can be 
compared across all three groups.  A one way ANOVA with group as the independent between 
subjects variable showed no significant differences for the sleep measures, Pittsburgh global score, 
and MEQ rating at p<0.05.  There was a significant difference p=0.024 between the 3pm and the 
evening group for the sleep diary 7 day mean.  There were no significant differences for the study 
sleep night durations for any of the groups.  There were also no significant differences between the 
groups for the cognitive tests DOT-A working memory, and trail making executive function at p<0.05. 
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This scores provide a control measure as described in chapter 2, to show that differences between 
learning scores or functional neural activation between groups are not due to underlying differences 
in sleep patterns or cognitive functions. 
 
Fig 5.3.3 Table to Show Distribution of Scores for Sleep Measures 
This includes 3pm from chapter 4 to show equivalence between all fMRI groups. 
 PSQI Global MEQ Sleep Diary 7 Day Mean and Durations 
3pm 4<5 
4>5 
Intermediate – 5 
Moderate morning – 1 
Moderate evening – 1 
Definite Evening – 1 
 
1 missing 
3>7 
Morning 4<5 
4>5 
Intermediate – 3 
Moderate morning – 3 
Moderate evening – 1 
Definite evening – 1 
 
1 missing 
2<7 
5>7 
Evening 3>5 
5<5 
Intermediate – 5 
Moderate morning - 3 
 
1 missing 
7>7 
 
5.3.5 Sleep Measures  
No participants had a 7 day sleep diary mean of less than 6 hours sleep.  One in the 3pm group had a 
sleep study duration below five hours.  Their DPrime score was above average, so unlikely to present 
an issue.  This could have accounted for the difference between the 3pm group in chapter 4, and the 
9pm group in this chapter, (5), and been considered for exclusion.  On the first study day, two 
participants in the morning group had a sleep duration between 5 and 6 hours.  For the second study 
day for the morning and evening group only, all had a sleep duration above 6.5 hours.   
A 2 way ANOVA was performed for the Karolinska sleepiness ratings with group as the independent 
between participants variable and KSS difference for each session (diff1 and diff2), as the within 
subjects dependent variables.  This did not show any significant effects of group or session.  For 
descriptive statistics for 3pm learning see appendix A3.3.  For descriptive statistics for morning and 
evening sleep measures, see appendix A4.1 and A4.2. 
 
The means show little difference between the groups, supported by the non significant comparisons, 
indicating that they are reasonably well controlled.  The evening group has a slightly higher MEQ 
suggesting a greater morning preference.  They also have a lower PSQI sleep quality rating. 
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Fig 5.3.4 Graph to Show Mean Sleep Measure Scores by Morning and Evening Group 
(Duration is measured on the study nights according to the sleep diaries) 
 
5.3.6 Relationship Between MEQ and DPrime Score, (3pm, 9am and 9pm groups) 
 
A linear regression was performed for each group between the final DPrime (D6) score and MEQ, 
with D6 as the dependent variable.  This was to determine whether there is any link between 
morning and evening preference and score according to time of learning.  No significant 
relationships were seen.  Below is a plot of D6 scores against MEQ for each group.  The three highest 
scorers indicate morning preference. These were split across groups, so unlikely to bias the result.   
Fig 5.3.5 Final DPrime Plot Against MEQ Score by Group 
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5.3.7 Cognitive Scores 
 
Fig 5.3.6 Graph to Show Mean Cognitive Scores by Morning and Evening Group 
 
The means are slightly lower in the evening group, although not significant.  Only 1 participant in the 
3pm group, and 2, (by just 2 seconds) in the evening group scored below average on the trail making 
task A component of the executive function score.  None scored below average on Task B.  Only 1 
participant in the evening group scored below 5 on the DOT-A working memory task, scoring 4.  This 
did not affect the significance of the group comparisons.  It was likely to be due to not 
understanding instructions or distraction, rather than a cognitive deficit as performance on the more 
difficult part B was normal. 
5.3.8 Relationship Between Executive Function (Trail Making Task) and D6, (3pm, 9am, 9pm) 
 
The regression analysis from section 5.3.6 was repeated with the Executive Function, score from the 
trail making test in place of MEQ.  The morning group gave a significant result, p=0.019, (f = 10.239), 
showing increasing DPrime with Executive Function.  This could be due to outliers, or represent 
increased consolidation in brain regions linked to cortical control e,g frontal. 
 
6.375
5.375
13.878
12.55
0
2
4
6
8
10
12
14
16
18
am pm am pm
DOTA Exec
N
u
m
er
ic
al
 S
co
re
Measure
Mean  Cognitive Scores by Group
155 
 
Fig 5.3.6 Final DPrime Plot Against Executing Function Score by Group
 
5.4 fMRI Whole Brain Analysis (SMP 2nd Level) fMRI 2nd Level BROCANTO Training and 
Morning/Evening Learning 
 
To compare the fMRI data at the 2nd level in SPM12, between the morning and evening group across 
the two BROCANTO fMRI test sessions, a full factorial analysis was run using SPM12.  This had two 
factors.  Group was the first, with 2 levels, morning and evening.  BROCANTO session was the second 
factor, with two levels, test session 1 and 2.    
 
At the first level significant activation in response to the difference between correct and incorrect 
grammar in either direction (correct or incorrect) was generated for each participant, (F2).  
This second level analysis compares this to show regions responding differently to this across the 
groups and sessions conditions, and to the interaction between them. 
 
As in chapter 4, learning scores were used as a covariate to control for performance, D3 for session 1 
and D6 for session 2.    This controls significant activation that varies according to performance.  
Therefore, the interaction between morning and evening group and learning session (scan 1 and 2 
over time 24h) shows regions with a significantly different response to this interaction, regardless of 
performance level reached. A contrast is specified to interrogate this effect of performance in 
section 5.4.4.  The main effects of group, (MG) and session, (MS) can be obtained from this factorial 
analysis, in addition to the interaction, see section 5.4.3.   
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Fig 5.4.1 Schematic Representation of Analysis for Group and Session Interaction  
(SPM12 2nd Level Full Factorial) 
               
Region of interest analysis was performed in MARSBAR, for regions showing above threshold 
significant activation in the factorial analysis.  See chapter 2, 2.5.1 for methods.  This allows the 
means contrast parameters for group and learning session to be extracted for further analysis, and 
plotted.  Paired sample tests were used for the within subject factor, (session 1 and 2) and 
independent sample for the between subject factor, (group, am/pm).  These are presented where 
relevant alongside the factorial analysis results for key regions. 
5.4.1 Interaction Between Group and Session 
Results of the group and learning session interaction is now presented.  This shows regions that 
respond significantly differently to the rest of the brain to grammar (either correct or incorrect) that 
changes according to both BROCANTO session and group, controlled for performance.  (E.g shows 
change in response across to training session and time, regardless of individual performance level.)  
F values are reported so the grammar effects can be in either direction.  The additional MARSBAR T 
tests are presented to show where the significant effect lies, (see fig 5.4.2). 
 
Factorial Analysis 
Group and Session 
Interaction
Factor 1
Group - Between
Level 1 
Group 2 (9am)
Level 2
Group 3 (9pm)
Factor 2
Session - Within
Level 1
Session 1
Level 2 
Session 2
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Fig 5.4.2 Table to show coordinates for significant interaction between group and session, controlled for learning performance score, p<0.005  
Name and/or 
Harvard-Oxford  
BA Hemisphere Coordinates F P Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Pairwise Comparison 
of Group by Session, 
Independent T test  
Pairwise Comparison 
of Session by Group, 
Paired T Test 
Sensory 
Association 
 Left -12 -34 53 21.10 0.00 0.031 14 S1 T =0.070, p=0.945S2 
S2 T =4.463, p=0.003 
G2 T = -4.417, p = 0.003 
G3 T = 0.396, p = 0.704 
Thalamus  Right 9 -25 5 17.42 0.00 0.175 5 S1 T =-4.094, p=0.004 
S2 T =1.773, p=.0116 
G2 T= -2.369, p = 0.050 
G3 T = 4.448, p = 0.003 
Lateral Occipital 
Cortex, superior 
39 Left -48 -61 47 15.52 0.001 0.044 12 S1 T =-0.070, p=0.946 
S2 T =3.741, p=0.007 
G2 T = -3.272 p = 0.014 
G3 T = 1.241, p = 0.255 
Superior Frontal 
Gyrus 
6 Left -21 23 62 15.32 0.001 0.175 5 S1 T = -1.148, p=0.271 
S2 T =3.355, p=0.010 
G2 T = -3.91 5 p = 0.006 
G3 T = 1.187, p= 0.274 
Juxtapositional 
Lobule Cortex 
24 Right 9 -10 47 14.71 0.001 0.037 13 S1 T =-1.250, p=0.236 
S2 T = 3.243, p=0.013 
G2 T = -3.363, p = 0.012 
G3 T = 0.08, P = 0.932 
Parrahippocampal 
Gyrus, posterior 
19 Left -15 -37 -10 14.49 0.001 0.076 9 S1 T = 5.390, p=0.000 
S2 T =7.713, p=0.075 
G2 T = 5.431 p = 0.001 
G3 T = -2.107 p = 0.073 
Insula  Right 45 5 -7 13.06 0.001 0.140 6 S1 T =-3.075, p=0.016 
S2 T =2.922, p=0.021 
G2 T = -3.311, p = 0.013 
G3 T = 2.898, p = 0.023 
Postcentral Gyrus  Right 12 -37 59 12.07 0.002 0.092 6 S1 T =0.070, p=0.945 
S2 T =4.463, p=.003 
G2 T = -4.417, p = 0.003 
G3 T = 0.396, p = 0.704 
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Fig 5.4.3 Montage to Show Significant Interaction Between Group and Session.  Image in the Axial Plane Cluster Peak p< 0.005, Extent Threshold 5 
 
 
LBA6 
R Thalamus 
LBA19 
R Insula 
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The distribution in fig 5.4.3 shifts from left (BA6), spreading to bilateral regions, descending through the brain.  The right moves forward, (frontal) while the 
left moves back, (caudal).  Lower in the brain it again switches from right to left with a frontal right area appearing. 
 
Fig 5.4.4 Location of Key Regions Showing Interaction Between Group and Session According to Brodmanns Atlas, Saggital View, Prepared from MNI 
Coordinates Showing Significance in the Interaction Analysis, Using Yale Bioimaging, and Shown on the Canonical Normalised avg305T1 MNI Brain  
 
Left BA39 Left BA6 Left BA19 Right Thalamus Right BA24 Right Insula 
    
  
      
 
The significant interaction clusters had a fairly small size, and were mainly well localised within the Brodmann’s areas and not close to the border.  
Therefore, the ROI cluster specifications direct from the thresholded SPM file were used for the region of interest analysis.   
The Region of Interest Analysis is MARSBAR allows the direction of change underlying the interaction response in key regions to be analysed. 
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5.4.2 Regions of Interest Analysis – Interaction  
 
Left BA6 shows a significant increase in response at the second session in the morning.  The 
response is lower in the evening, showing the opposite pattern, declining from the first to the 
second session.  This region was found to be critical to BROCANTO rule learning and performance in 
the previous studies by Opitz and Friederici, 2003, 2004, 2007 and Hauser et al, 2012).  This is result 
suggests that its engagement increases with learning in the morning.  The decrease in the evening 
could be expected to be replaced by IFG, but this is not in evidence in this analysis. 
Fig 5.4.6 Plots of Mean Contrast Parameters Extracted from the Regions of Interest from the 
Interaction.  Significant clusters are presented on a single participant standard brain. 
X axis is BROCANTO session (1 and 2 for both comparison groups) 
Y axis is mean contrast parameter 
 
Left BA39 shows a similar pattern to left BA6.  Previously it has been found to correlate with   
activation of the left IFG during reading, (Hampson et al, 2006), and to correspond to artificial 
grammar, (Forkstram et al, 2006).  As activation of IFG is not seen it could be that it corresponds 
with BA6 instead during morning processing.  Here, the peak coordinate is in the superior part.  
Activation is much lower in the evening, decreasing at the second session.      
Significant 
p = 0.005, 
amS2, 3.16
0
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Left BA6
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The left Sensory Association is a medial posterior parietal area, showing a similar response pattern 
to left BA39 above.  It is significant for the second session in the morning.  As this thesis is concerned 
with cognitive aspects of learning, it will not be considered in detail. However, it should be 
remembered that cognition will be influenced by sensory and perceptual processing.   
Left BA19 borders the parrahippocampal gyrus.  This shows the reverse patern to BA6.  Its activation 
is highest in the morning at the first session, dropping significantly at the second.  It shows the 
opposite response in the evening.  Opitz and Friederici, (2003) found its activity to increase during 
BROCANTO learning.  Together with the finiding that it is involved in error detection of incorrect 
grammar, (Konisi et al,  2000), the different pattern across the morning and evening might imply 
some rules based learning that is stronger in the evening.  The reduction in the morning could be 
due to competition from the declarative system.   
 
Right BA24 shows the opposite response with a significant increase at the second session in the 
morning.  It is part of the anterior cingulate, which Opitz and Friederici (2007) found to respond to 
correct grammar.  This could indicate that similarity learning increases strongly in the morning with 
Significant, p = 
0.007 amS2, 
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BROCANTO training and stays at a constant low level in the evening, when rules based error 
detection increases. 
  
 
The right insula shows an opposite pattern between the morning and evening.  In the morning, 
activation increases at the second session, while in the evening it decreases.  Overall, activation is 
lower in the evening. Both groups and sessions differ significantly from each other, indicating a 
pivitol role in the interaction between BROCANTO learning over time, and morning and evening 
conditions.  .  This would fit with its implication as a speech and language hub, (Oh et al, 2014).  
Hauser et al, (2012) found modulation of the insula by BROCANTO learning, but on the left.  Opitz 
and Friederici, (2007) found it to respond to incorrect grammar, and Yang and Li, (2012), suggest it 
exerts a top down influence over IFG. 
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Both left and right thalamus show a sharp increase in activity during the second session in the 
morning.  Activation of the right thalamus is much higher during the first BROCANTO training session 
in the evening, then drops dramatically at the second session.  This suggests disengagement, which 
is the key difference from the left.  The morning shows the opposite with an increase in engagement 
with BROCANTO training.   
The left thalamus activation remains similar across both sessions in the evening.  Opitz and 
Friederici, (2003) found that the left thalamus decreased its response to BROCANTO learning with 
improved performance, so this result requires consideration.  The right thalamus and left BA19 show 
opposite response patterns. 
 
 
The left Thalamus cluster (blue) was 
constructed in MARSBAR using the flip 
function from the significant right 
coordinate.  This did not show any 
significant response, but is included to 
help demonstrate the significant response 
on the right. 
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5.4.3 Main Effects of Experimental Conditions, ‘Group’ and BROCANTO ‘Session’  
 
The main effects of group and session were also interrogated from the 2 factor analysis described in 
section 5.4.1 that produced the interaction.  These give main effect of session across both groups, or 
main effect of group across both sessions.   This was controlled for learning performance with 
DPrime as the covariate.  These are set out in detail in Appendix 5.   
The results for the main effect of session are detailed in fig 5.4.7, showing the response to 
BROCANTO learning at 24 hours.  The right and left sensory association, showed a significant 
response, as well as previously showing a significant interaction.  This provides further evidence that 
it is involved in learning over time, as well as sensitive to the effect of morning and evening training. 
BA39 showed significant activation, this time on the right.  In addition, bilateral activation of BA21 
was seen, which was not seen in the interaction, indicating that it involved in BROCANTO learning 
over time, but is not sensitive to morning and evening training. 
For main effect of group, bilateral superior frontal gyrus (includes BA6), and frontal pole showed 
above threshold activation.  Right lateral occipital cortex were seen and temporal regions, BA20 and 
21 had significant activation.  Left sensory association and right primary motor activation were seen.  
This indicates that these regions are sensitive to the effect of morning and evening training 
independent of BROCANTO training over time.  See appendix A4.9 for this output table. 
Right insula, right BA24, left BA39 and left BA19 did not show a significant main effect of group or 
BROCANTO session, despite showing a significant interaction.    This is because the interaction is a 
relative comparison.  
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Fig 5.4.7 Table to show coordinates for significant main effects of BROCANTO training session, controlled for learning performance score, p>0.005 
Region/Name 
Harvard Oxford 
BA Hemisphere Coordinates F P Peak Level P Cluster 
Level 
Cluster 
Size 
Session Direction 
Thalamus  Right 12 -25 5 20.40 0.000 0.092 8 S2>S1 
Sensory Association 
Precentral Gyrus 
 Left 
 
 
-12 -34 59 
 
-15 26 5 
18.53 
 
15.71 
0.000 
 
0.00 
0.008 
 
0.175 
23 
 
5 
S2>S1 
Superior Temporal Gyrus, 
posterior 
Middle Temporal Gyrus 
BA21 Left 
 
-66 -34 5 
 
-66 -16 -13 
-60 -28 -7 
16.68 
 
11.48 
10.5 
0.000 
 
0.002 
0.003 
0.076 
 
0.113 
0.113 
9 
 
7 
7 
S2>S1 
 
S2>S1 
S2>S1 
Middle Temporal Gyrus BA21 Right 45 -28 -7 
51 -43 -1 
 
24.71 
12.86 
0.000 
0.001 
0.092 
0.113 
8 
7 
S2>S1 
Lateral Occipital Cortex, 
Superior 
BA39 Right -48 -64 32 14.34 0.001 0.027 15 S2>S1 
 
For the main effect of session, all regions increased their response across BROCANTO training sessions. 
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5.4.4 Effects of Performance – Contrast for Interaction Analysis 
 
To identify regions responding to the effect of the performance e.g the Final DPrime score covariate, 
a contrast was specified in the interaction analysis in section 5.4.1.  This identified regions sensitive 
to the DPrime performance scores across groups and sessions.  This will show if there are regions 
where the response depends on BROCANTO proficiency, but are not core to BROCANTO learning, 
and or related to session or group.   
 
Right parrahippocampus, activation was seen, and left IFG.  This represents a shift from left to right, 
compared to learning, described in chapter 4.  Right BA10 activation was seen, as was the case with 
3pm learning, in response to the performance covariate. 
 
Fig 5.4.8 Table to show coordinates for significant main effects of performance across groups and 
sessions, p<0.001, Ext 5  
Region 
Harvard Oxford 
BA Hemisphere Coordinates F P 
Peak 
Level 
P 
Cluster 
Level 
Cluster 
Size 
Temporal Pole  Left -42 -1 -28 31.49 0.000 0.003 17 
Parra Hippocampal 
Gyrus, posterior 
 Right 30 -25 -19 27.66 0.000 0.013 11 
Central Opercular Cortex  Left -36 -1 17 24.36 0.000 0.055 6 
Central Opercular Cortex  Right 39 -10 23 27.50 0.000 0.022 9 
Fusiform/Lateral 
Occipital Cortex 
 Right 51 -73 -7 
60 -61 26 
22.16 
18.48 
0.000 
0.000 
0.077 
0.040 
5 
Inferior Frontal Gyrus 
pars Opercularis 
44 Left -54 17 14 21.79 0.000 0.055 6 
Middle Temporal Gyrus  Left 69 -49 8 19.70 0.000 0.030 8 
Visual 
Association/Lingual 
Gyrus 
 Right 0 -85 -1 18.97 0.000 0.005 15 
Visual Association/ 
Occipital Pole 
Cingulate Gyrus 
 Left 
Left 
-18 -94 17 
-15 -46 -1 
18.72 
15.56 
0.000 
0.000 
0.040 
0.055 
7 
6 
Frontal Pole 10 Right 21 68 -7 
42 26 50 
17.81 
18.48 
0.000 
0.000 
0.077 
0.077 
5 
5 
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Fig 5.4.9 Montage to Show Regions Responding to Performance Contrast Only (irrespective of 
group or session), p<0.005, extent threshold 5 
 
A performance contrast looking across the sessions for the morning showed global activation, while 
the evening group showed minimal activation.   
5.4.5 Regions of Interest Analysis – Regions Responding to Performance 
The parra-hippocampus (hippocampus in chapter 4), and IFG responded to performance here, and in 
previous literature.  To explore this further, a region of interest analysis was perfumed on them 
bilaterally.  The coordinates for left IFG were taken from this analysis, -54 17 14, (BA44).  Right IFG 
(BA45) was taken from the significant coordinate with 3pm learning, 51 32 -1.  Right parra-
hippocampus was taken from the performance related coordinate seen above, 30 -25 -19.  For left, a 
region was constructed, centred on the peak coordinate 28 -36 -5, (Opitz and Friederici, 2003) as a 
sphere with a 6 mm radius.
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Fig 5.4.10 Plots of Contrast Parameters for Bilateral IFG and Parra Hippocampus, from the factorial interaction SPM 
 
The results for the IFG, T comparisons were not significant.   However, for both the left and right hemisphere, the morning and evening groups show 
opposite patterns across BROCANTO training sessions.  In the morning it decreases across sessions, increases in the evening.  In the left hemisphere the first 
session in the morning shows the largest response, while in the right this is seen at the second session in the evening, (opposite).  
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The T tests did not show any significant differences.  Both groups show an increase at the second session, which is larger in the morning. 
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5.4.6 Comparisons of Session 1 and 2 to show the effect of BROCANTO learning over time for each 
group (morning and evening), see appendix A4.10 and A4.11. 
Two one factorial comparisons were, one for each group, (morning and evening).  This had 
BROCANTO session as the factor with two levels, (1 and 2).  The findings will be discussed in relation 
to the interaction results.  These give a more detailed picture of the regional response.  The main 
effect was analysed for these comparisons.  Reported regions showed significance at p<0.005. 
 
For the morning group, the following regions showed a differential response across sessions; 
Bilateral BA39 and Precentral Gyrus, Left BA21, Sensory Association, and Caudate, Right Thalamus 
and BA6.  The means are plotted from contrast parameters extracted from MARSBAR. 
Fig 5.4.12 Graph to Show Key Regions Responding Differently at BROCANTO Session 1 and 2, in the 
Morning 
 
In the session difference for the morning group, the left caudate and right thalamus show an 
opposite pattern, with left caudate increasing at session 2 and right thalamus decreasing.  Right BA6 
and 39 also show opposite patterns, with right BA6 increasing at the second session and BA39 
decreasing.  This is the reverse of the similar response of right BA39 and left BA6 seen with the 
interaction.  The greatest change is in right BA6 at session 2. 
For the evening group right BA6 and subcallosal cortex showed a significant difference, increasing at 
the second session, (see appendix A4.11).  While right BA6 responds to session difference for both 
groups, it is the left that responds to the interaction.   
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Fig 5.4.13 Regions Showing Significant Differential Response to BROCANTO Session p<0.005 in the 
Morning 
a. Right Thalamus and Left Caudate 
 
 
 
b.  Right BA39 and BA6  
 
5.4.7 Comparisons to Show Morning and Evening Differences for Each BROCANTO Learning Session 
The analysis is section 5.4.6 was repeated, this time for each session with group as the one subject 
factor with two levels, (morning and evening). 
For session 1, the following regions responded differently according to group; left BA19, right BA31, 
6 and Insula.  The right BA6 response is as seen in the 1 factor session analysis in section 5.4.6 for 
both groups.  The left BA19 response is as seen in the 2 factor interaction in section 5.4.1. 
Right BA39 
 
Right BA6 
 
 
Right BA6 
Right BA6 
 
Right BA6 
 
 
Right BA6 
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For session 2, Left BA6, Primary Motor Cortex, Juxtapositional Lobule, BA7, BA39, Sensory 
Association, Superior Parietal Lobule, Precentral Gyrus, show a response for the effect of group.  On 
the right, it is Frontal Pole, BA38, BA8, BA31.   
It is of interest that it is at the second session where left BA6 shows a group difference, for both 
sessions, the right shows a group difference.  It is also of note that the BA39 group response is on 
the left at the second session, while in the morning, the session difference is bilateral.  These results 
indicate that the response in both hemispheres of these regions should be considered. 
Both the morning and evening group show a right BA6 response.  The morning shows Left IFG 
involvement and the evening left BA6. This indicates rules based learning may be present, differently 
between the groups, (See Discussion 5.6).    The two groups also show differences in visual regions, 
with more sensory and less visual engagement in the evening 
Fig 5.4.14 to show left IFG activation in the morning for the grammar contrast for BROCANTO 
Training Session 1 (D3) (One sample T Test – Morning group only – not significant in comparisons 
or interaction) 
 
Bilateral BA21 shows a main effect of group and session.  A region of interest analysis was 
performed on the coordinates seen for left BA21 -66 -16 -13, and right BA21, 51 -43-1, from the 
main effect of session in the interaction analysis.  The left showed a significant session effect in the 
morning, T = -3.107, p = 0.017.  This is an increase compared to session 1.  The evening started with a 
higher activation than the morning, but showed a similar pattern across sessions.   
The right showed an increase across sessions in both groups, with the evening starting at a lower 
level for both.  The group difference was significant for both sessions, session 1 T=3.888, p=0.004, 
and session 2 T=3.269, p=0.009.  The session effect was significant in the morning, T = -3.598, 
p=0.009. 
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Fig 5.4.15 Interaction response at Bilateral BA21 (group and session differences, but not interaction were significant)       
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5.4.8 Effect of MEQ on Neural Function During BROCANTO Learning Task 
 
The relationship between MEQ preference and BROCANTO learning score is discussed in section 
5.3.5.  In order to investigate whether individual variation in morning and evening preference 
influenced neural function during the BROCANTO learning task, MEQ Scores were included in the 
SPM analysis as a covariate, as well as performance.  The same 2nd level factorial analysis for 
interaction between group and session was run as described in section 5.4.1.  The interaction output 
was similar to the performance only covariate, apart from additional BA39 bilateral activation, and 
no response in the insula.  A contrast for MEQ at p<0.005, extent threshold 5, showed that the left 
primary visual, left sensory association and left BA10 are sensitive to the MEQ score.  This suggests 
that frontal memory consolidation may be sensitive to morning and evening preference. 
 
Fig 5.4.17 Regions Showing a Significant Response to the MEQ Contrast 
Region Name/ 
Harvard Oxford 
BA Hemisphere Coordinates T P Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Sensory Association  Left -9 -34 56 4.01 0.000 0.141 8 
 10 Left -21 50 14 
-33 38 26 
4.01 
3.72 
0.000 
0.000 
0.019 
0.067 
23 
13 
Primary Visual  Left -3 -70 20 3.63 0.001 0.199 6 
  
 
 
 
 
The crosshair is positioned at LBA10, 
the other region visible is Left 
Primary Visual.  The MEQ response 
seems to be highly specific with only 
this cognitive region and left 
lateralised sensory and visual areas 
active.  This is a T contrast so the 
response is directional, e.g greater 
for correct grammar.   
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5.5 Results Summary 
 
5.5.1 BROCANTO Learning – DPrime Scores 
 
DPrime Scores are not significant between groups.  However, there is a significant change between 
D3 and D4, which represents the switch between testing after the first consolidate period, to a 
training block with feedback.  This indicates that learning has occurred but is not yet fully 
consolidated at the first test session corresponding to fMRI data session 1. 
 
5.5.2 fMRI Interaction Between BROCANTO Training Session and Group, (Morning/Evening) 
 
The 2 factor interaction between the group and session reveals some key regions that are sensitive 
to difference in both factors, including left BA6, 19 and 39 and right thalamus.  Region of interest 
analysis shows that the pattern is mainly an increase between session 1 and 2 in the morning group 
(and a decrease across sessions in the evening).   Left BA19 shows the opposite pattern, increasing 
across sessions in the evening, and decreasing in the morning.  The decrease of the right thalamus 
across sessions in the evening is significant, which is in line with observations for its disconnection 
from the cortex at sleep onset (Spoormaker at al, 2010, Magnin et al, 2010). 
 
5.5.3 fMRI Main Effects from the Interaction Analysis 
 
The main effects of BROCANTO session from this interaction analysis show regions that change in 
response according to BROCANTO session and therefore can be considered to have ‘learnt’.  Bilateral 
BA21 is the key region that does not also show an interaction.  This appears to be an increase across 
sessions for both groups.  This is greater in the morning especially on the left.  Right thalamus and 
BA39 also appear as well as in the interaction, indicating a strong role in BROCANTO learning.  Right 
BA21 also responds to the main effect of group.  Otherwise, this analysis mainly shows right frontal 
and visual regions, as well as primary motor cortex. 
 
5.5.4 fMRI Differences Between BROCANTO Training Sessions 
 
The response across sessions is very different between the groups.   The evening group shows only 
right BA6 increasing.  It is a much more varied between sessions for the morning group, with a 
number of regions responding.  Importantly, the left caudate increases across sessions while the 
right thalamus shows the opposite.  
 
5.5.5 fMRI Differences Between Groups (Morning and Evening) 
 
The one factor analysis shows that the morning group engages the left IFG, and the evening left BA6 
at the first BROCANTO session.   This does suggest some processing at this stage, possibly linked to 
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rules.  However, this does not show up as a difference across BROCANTO sessions, or at the second 
session which suggests it is not increased by consolidation or engaged during retention over this 24 
hour interval.  This could be because IFG engagement is linked to proficiency which is controlled for 
by the performance covariate in this comparison. 
 
The varied response of region BA6 bilaterally to group and session reinforces the idea that it has a 
key role in BROCANTO learning and its response to morning and evening conditions.  This could be 
thorough acting as a ‘hub’, (Cole et al, 2012), with possible interactions beyond learning processes. 
 
5.5.6 fMRI Performance Covariate 
 
The left IFG and right hippocampus show activation across groups and sessions according to the 
performance contrast.  This supports the view that they are involved in BROCANTO learning, (Opitz 
and Friederici, 2003, 2004, 2007, and Hauser et al, 2012), and this varies according to performance.   
Left IFG is seen at the first test session in the morning only, which does suggest its role declines over 
the consolidation period and procedural processes may not be fully effective during the morning or 
evening BROCANTO training schedules.  Interestingly, this decline was not seen in the non learners 
that were excluded, but the sample is too small to draw a conclusion.    
 
5.5.7 fMRI MEQ Covariate 
 
Morning and evening preference does not affect DPrime performance according to whether 
participants are assigned to morning or evening BROCANTO training.  However, left BA10 shows a 
specific response to a contrast for the MEQ score covariate.  BA10 is the frontal cortex and has been 
implicated in executive function, (Gour et al, 2001) and awareness, (Willingham et al, 2002).   A 
regression shows a significant relationship between Executive function scores and DPrime level for 
the morning group only so there is a possibility that this could be linked to BA10 processing.  Right 
BA10 is also sensitive to the performance covariate, which also suggests it may be linked to 
individual variation.  This analysis could also be repeated with working memory in future studies. 
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Fig 5.5.1 Summary Table of Response of Key Regions According to Morning/Evening Group and 
BROCANTO Training Session Analysis. (M.E indicates main effect of interaction) 
Region Session Factor Group Factor Interaction 
Left BA6 Highest group 2 session 2 Group 3 session 1 not 
group 2. 
Yes – group 2 and 3 
opposite across sessions 
session 
Right BA6 Decrease at session 2 in 
the morning.  Increase at 
session 2 in the evening 
Present at session 1 in 
both groups  
No 
Left IFG  Group 2 session 1, not 
group 3. 
No – performance 
contrast 
Right IFG    
Left 
Hippocampus 
No No  No  
Right 
Hippocampus 
No No No – performance 
contrast 
Left Thalamus No No No 
Right 
Thalamus 
increases across sessions 
in group 2 M.E 
 Yes – group 2 and 3 
opposite pattern across 
sessions, drops across 
sessions in group 2, 
increases in group 3 
Left BA39 Increase at session 2 in 
the morning 
 
Responds differently 
according to group at 
session 2 
Yes, increases at session 
2 in the morning, 
opposite pattern in the 
evening. 
Right BA39 Decrease at session 2 in 
the morning M.E 
 No  
Left BA19  Present in group 3 at 
session 1.  Responds 
differently according to 
group at session 1 
Yes, drops across 
sessions in group 2, 
group 3 opposite 
pattern –  
Right BA19   No 
 
181 
 
5.6 Discussion 
 
5.6.1 Key Results 
 
These results show that the brain responds differently to BROCANTO training in the morning and the 
evening.   This is not reflected in the DPrime learning scores.  This could be either due to high 
individual variation and small group size, or that it is possible to maintain performance using 
different neural processes, as indicated in chapter 3.  There were outlying high scorers, but these 
were distributed across the groups, so should not have obscured a significant difference.  Although 
their neural response may have confounded the fMRI results for performance for this small sample. 
 
BA6 is a key region responding to group and BROCANTO training session, and the interaction, (see fig 
5.4.2).  Its function in local rule dependencies identified by Opitz and Friederici, (2003, 2004, 2007, 
and Hauser et al, 2012) may be critical to the task. Even at the start is session one, the evening group 
relies on it, while the morning group engages left IFG.  The response on the right varies across 
sessions in the evening, while the left does not.  This indicates left BA6 engagement may 
compensate for reduced cortical activation, to allow the task to be performed.   
 
The right thalamus shows a sharp decline across sessions in the evening in the interaction between 
group and session, (see fig 5.4.6).  It responds to main effect of session so seems to be clearly linked 
to BROCANTO processing, (see fig 5.4.7).  it also responds to the one factor morning session 
comparison, declining across sessions.  Caudate engagement is also not seen in the evening session, 
while it is in the one factor morning session comparison, (see figs 5.4.12 and 5.4.13).  Its role as in 
intermediate between declarative and procedural processing, (Ullman, 2006) and response to the 
sleep/wake cycle requires further investigation. 
 
IFG does not respond to the interaction or session comparisons.  Left IFG activation is seen in 
response to the performance covariate (fig 5.4.8).  Although not significant, the ROI analysis shows 
left IFG engagement decreases across sessions in the morning.  This could be because with the 
performance covariate control in place, only its morning starting level is seen.  The IFG relationship 
with the insula which does show a significant interaction might also be an explanation, (Yang and Li, 
2012).  The right IFG engagement seen in chapter 4 at 3pm does not appear, suggesting its role in 
similarity learning, (Hauser et al, 2012) is not taking place.  Temporal BA21 could be acting instead, 
this increases across sessions for both groups, (see fig 5.4.15).  Its response is stronger in the 
morning, but there is no significant interaction, so appears to be mainly a learning effect. 
 
The hippocampus does not show significant activation in response to the comparisons, although 
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right parra-hippocampus activation is present with the performance contrast.   Although not 
significant, the region of interest analysis shows its activation increases across sessions and a lot 
more in the morning, (see fig 5.4.10).   This indicates that it has not already declined as a result of 
the first online training session, and a transfer to rules processing.  This may be the case for the left 
as its early and declining engagement in BROCANTO has been established, (Hauser et al, 2012 and 
Morgan-Short et al, 2014).  It may simply be too small a structure and the effect to unstable to show 
significance, although the performance response on the right demonstrates that it can be located by 
SPM.   A small volume correction is a possible solution to enhance its signal to noise ratio.   
 
It is also possible that hippocampus and IFG engagement is not seen as neither morning or evening 
condition is optimal for BROCANTO learning.  It appears regions such as BA6 and thalamus may play 
a core processing mechanism, that enables BROCANTO learning above the level of random chance.   
How this affects long term consolidation is unknown, and the non learners at the second session in 
the evening, suggest the processing available then may produce less effective consolidation in some 
people.   This is tentatively supported by analysis of the non learners, not reported here. 
 
Left BA19 shows the opposite pattern across the sessions between groups of to all the other regions 
showing a significant interaction, (see fig 5.4.6). This supports the findings of Opitz and Friederici, 
(2003) that it shows an opposite response to the thalamus.    The greatest response is at the second 
session in the evening, suggests its role could be critical to learning at this time. Activation changes 
of regions such as BA19 and 39 seem to be more representative of core learning processes such as 
recognition of incorrect grammar, BA19, (Konishi et al, 2000) and reading, BA39, (Hampson et al, 
2006), that are influenced by time and stage of training. 
 
Sensory processing differs across groups, as shown by the interaction response of the sensory 
association area.  This may influence task supporting mechanisms, and in turn be influenced by the 
learning response.  It is outside the scope of the present thesis but could be an interesting future 
investigation for example combined with psycho- physics measures of visual processing.   
 
5.6.2 Alternative and Future Investigations 
 
The current study considers complete sessions of BROCANTO testing over a 24 hour interval.   
Analysing the training response blocks could give more timecourse information during learning.  
Such analysis was originally conducted by Opitz and Friederici, (2003).  A learning shift does seem to 
happen at D4 according to the scores, see fig 5.3.1, so a more detailed analysis of changes across this 
learning block could be informative.   
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The fMRI analysis in this chapter used a General Linear Model which assumes that each subject 
makes the same contribution.  This is appropriate as individual variation is not of interest.  However, 
it may affect the accuracy of the results.   This variance could also be included in a random effects 
analysis.   An alternative is a conjunction analysis, which uses fixed effects, excluding this variation to 
identify activations common to all subjects, (Friston et al 1999, and Heller et al, 2007).  It analyses 
each participant’s response, assigning it to the group proportionally according to how many showed 
the effect.  This could be especially suitable for studying a mixed ability population.  
 
The morning and evening groups do not allow the 12 hour interval with and without sleep to be 
studied as it was in chapter 3.  It was attempted for participants to complete the final testing at 9pm 
the same day as completing the first testing session and learning that morning.  Participants in a trail 
sample reported fatigue, and it was considered that this was likely to obscure learning.  The 
population was also becoming saturated for recruitment.  Also, to recruit and complete the 12 hour 
immediate sleep group for direct comparison with this one was not feasible within the scope of this 
thesis, given the travel requirements and funding.  
 
5.6.3 Focus for Further Analysis (see Chapters 6 and 7) 
 
These factorial analysis shows regions that respond differently according to the experimental 
conditions.  This is helpful to study declarative and procedural learning if they are functionally 
segregated processes.  The declarative and procedural model, (Ullman, 2004) and a variety of 
supporting evidence point towards interacting systems, (Robertson et al, 2012, and Ashby and 
Crossley, 2010).  This will not be fully captured by the factorial analysis performed. 
 
Likewise, performance sensitive regions such as hippocampus and IFG may exert their effects 
through interactions with other regions that could have a more core performance independent role 
in BROCANTO learning, such as BA6 or in this study that modulate morning and evening effects, (see 
1.3.8).  Therefore, connectivity methods to investigate functional relationships between key regions 
under the experimental conditions provide a route for further investigation.  
 
The results in this chapter suggest a set of key regions essential for BROCANTO learning that adapt 
their response to the experimental conditions.  The relationships between them will now be 
investigated (chapters 7), using connectivity methods.  The brain state before BROCANTO learning, 
or persistence of the effects after task completion are still unknown.  This may differ according to 
the morning/evening conditions, potentially influencing the learning response.  This will be 
addressed by analysing resting state data before and after the task for each group, in chapter 6. 
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5.6.4 Findings Summary, Against Predictions, (Section 1.4.2) 
 
1) The hippocampus did not show any activation response to change across group or session or 
interaction.  Right hippocampus responded to the performance contrast.  This suggests other 
regions are more important in BROCANTO learning under these conditions. 
   
2) IFG involvement is also not seen in the comparisons or interaction, indicating that this type of 
procedural learning does not vary according to the sleep/wake conditions or with consolidation, 
independently of performance.  It is however responsive to the performance contrast. 
 
3) Left BA6 and right thalamus do respond to the interaction between sleep/wake cycle group and 
BROCANTO training session.  Left BA6 shows an opposite pattern between morning and evening, 
with a large increase across sessions in the morning, and a small decrease in the evening.  This 
suggests it may be essential for BROCANTO processing and is maintained in the evening, while other 
regions decline.  Right thalamus shows the same pattern across sessions, with the large decrease in 
the evening.  It may represent a modulatory processing region which is released with consolidation 
in the evening. 
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6 Chapter 6 – Resting State Comparisons, Morning, Evening, and Pre, Post BROCANTO Task 
6.1 Aims 
Chapters 4 and 5 have established key brain regions responding differently to the BROCANTO task 
according to the manipulations of training session 1 or 2 over a 24 hour interval, and time of training 
session according to the sleep/wake cycle (group).   This chapter will investigate the second variable 
(group), without the BROCANTO task.  Resting state before the first session will show neural activity 
according to the training conditions before the task starts.  Resting state after training will show how 
this is different 24 hours after training, reflecting either consolidation or post processing.   
Connectivity analysis is used, as with no task variables present within the session, the comparisons 
that can be made are the relative responses of different brain regions to each other.  Application of 
such analysis methods to resting state data relevant to learning will now be considered.   
6.1.1 Background 
Resting state brain activity is measured in the absence of any task.  Spontaneous fluctuations are 
seen with key patterns that appear consistently across people and conditions.   Guerra-Carillo et al, 
(2014) suggest that resting state functional connectivity reflects a history of co-activation between 
brain regions.  It is therefore appropriate to study in relation to plasticity and learning.  There is also 
considerable research into how this intrinsic brain activity behaves during sleep and varies according 
to daily rhythms, and the sleep wake cycle. It is therefore relevant to the question of this thesis 
regarding the effect of position of training within the sleep/wake cycle on learning. See chapter 2, 
section 2.6 for methods outline. 
6.1.2 Default Network 
At rest, multiple spatially distributed but functionally linked brain regions continuously share 
information, together forming an interconnected resting state community, (van den Heuvel and 
Hulshoff Pol, 2010).  Graph theory has shown a high level of connectedness with short travel 
distance between nodes, giving resting state networks high levels of local and global efficiency, (van 
den Heuvel and Hulshoff Pol, 2010).  The connectivity distribution is not random, with some regions 
having more connections than others, acting as ‘hubs’, (van den Heuvel and Hulshoff Pol, 2010).  This 
resting state functional connectivity has also been related to the underlying anatomy and physiology 
via diffusion tensor imaging, for example in the thalamocortical system, (Zhang et al, 2009). 
Resting state studies have established several networks that have a high degree of connectivity 
during rest, these include motor, visual and the default network, (van den Heuvel and Hulshoff Pol, 
2010).  This refers to a network’ of regions showing deactivation in absence of task, (Raichele, 2015, 
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and Fox and Raichele 2007).  A network showing a decrease in activity during all types of task, has 
been described as the ‘task independent resting state network’, (Miall and Robinson, 2006).   The 
low frequency signal strength at rest is equivalent to the magnitude evoked by a typical behavioural 
response.  Part of this network is the sensori-motor circuit, including the primary motor cortex (M1).  
The posterior cingulate and adjacent precuneus are nearly always involved, (Raichele, 2015).   
6.1.3 Sleep 
Sleep could be considered an extension of resting state as no directed cognitive processing or 
actions are performed.  In addition the brain is disengaged from interference the external world, 
including sensory input, (Robertson et al, 2012). Prior et al, (2009) argue that BOLD fluctuations in 
the executive control system and default network maintain the functional integrity of the brain 
during the transition from wake to sleep, rather than reflecting unconstrained cognition.  It is 
therefore possible that their function and behaviour will fluctuate according to the circadian cycle. 
On the other hand, while some functional connectivity is maintained, a combination of fMRI 
connectivity analysis and EEG show that neural state activity linked to sleep is not static and may 
contribute to sleep stage and sleep/wake transitions.  Reduction in thalamocortical activity has been 
observed in the transition from wake to light sleep using graph theory analysis, (Spoormaker at al, 
2010), with disconnection of the thalamus from the cortex at sleep onset, (Spoormaker at al, 2010, 
and Magnin et al, 2010).  Diffusion tensor imaging, shows that nearly all incoming information to the 
cortex is routed through the thalamus, (Behrens et al, 2003), which fits with disconnection from 
further input at sleep onset.    
Neural processes, including engagement of the default network vary according to sleep stage.  
Horovitz et al (2009), found reduced involvement of the frontal cortex during deep sleep only. This is 
supported by Gais et al, (2002) and Schabus et al, (2004), who showed that functional connectivity 
with default regions is reduced during transition to deep sleep. A PPI analysis showed that that 
default network connectivity becomes stronger during sleep spindles, returning to a morning like 
pattern as sleep progresses.   
Long range connections decrease during deep sleep, (Spoormaker et al, 2010), and local increase 
during light sleep.  This local clustering corresponds to more random large scale functional cortical 
network connectivity, which becomes more regular in slow wave sleep, as longer range connections 
decrease.  This study by Horovitz et al, (2009) supports this, showing that the primary sensory and 
association cortices increase connectivity during light sleep, and disconnect during deep sleep, 
especially over a longer range.    
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The purpose of intrinsic brain activation during rest is a topic of discussion.   A role for monitoring 
the external world has been proposed, together with memory consolidation, (Miall and Robertson, 
2006).  Maintained and increased local connections during sleep (Spoormaker, et al 2010, and 
Horovitz et al, 2009) suggest that preserving brain integrity may be more important (Prior et al, 
2009).   
Andrade et al, (2011) found that the medial temporal lobe functional connectivity with the 
neocortex reduces during sleep.  This suggests separation of declarative processing which could 
serve to enhance procedural learning, (Robertson, 2009).  Long range disconnection (Spoormaker, et 
al 2010, and Horovitz et al, 2009) also fits with the Diekelmann and Born’s, (2010) proposal of 
memory reprocessing during slow wave sleep.   Sleep studies inside the fMRI scanner are limited by 
its loud noise and different sleep measures are used, so it is helpful to consider them alongside 
studies during wake.   
Resting state network activity correlated with self-reported mind wandering during practised tasks, 
(Mason et al, 2007). Default network activity during rest and a visual processing task was virtually 
identical, increasing during a cognitive task, (Grecius et al, 2003).  Mason at al, (2007) further 
suggest a graduated relationship between resting activity and cognitive engagement.  These findings 
further support a role for intrinsic resting activity in cognitive processing. 
Resting state connectivity is not static and connectivity strength between nodes of the default 
network varies.   A sliding window correlation procedure shows dynamic changes across seconds and 
minutes, which could be related to modulation of cognitive state, (Chang and Glover, 2010).   Some 
resting research has attempted to study different states during waking rest.  For example, Xu et al, 
(2014) compared resting state networks during rest with eyes open and closed, representing 
processing of internal state and the external world, respectively.  Eyes closed showed higher global 
efficiency, suggesting less integration.   Visual, auditory, somatosensory and default networks were 
more engaged.  These systems were attenuated with eyes open, and synchronisation with the visual 
system increased, suggesting directed attention.  How waking resting state changes according to the 
sleep wake cycle is a key consideration.   
 Shannon et al, (2012) began to investigate this. They recommend that time of day should be 
considered in interpreting and performing resting state studies, especially in terms of linking 
functional and structural connectivity because some functional connections e.g posterior parietal 
and medial temporal may only be apparent at night.  As proposed for sleep stages, (Spoormaker, et 
al 2010, Horovitz et al, 2009), local networks appear temporarily stable while long range connections 
are unstable across the day.  Park et al, (2012) using independent component analysis, showed that 
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the default mode network was highly stable at three intervals across 24 hours, while the 
hippocampal network fluctuated between morning and evening, before and after sleep.  This further 
implicates hippocampal processing as susceptible to position in the sleep wake cycle. 
Blautzik et al, (2013) characterised resting state connectivity patterns across four sessions, 2.5 hours 
apart over eight hours.  This was controlled for individual circadian rhythms and local time, and 
analysed by modelling an independent component analysis over time.  A network associated with 
executive function was found to be most stable across the day, while two sub systems of the default 
mode network, and a network extending across sensori-motor regions showed highly rhythmic 
fluctuation patterns.   
Shannon et al, (2012) found differences of bilateral medial temporal regions (including hippocampus 
and limbic) during scanning sessions 1 hour after usual wake time, and 2 hours before usual 
bedtime.  These showed local connections in the morning, and connections to parietal and frontal 
regions involved in memory retrieval during the evening.  In the morning local correlations were with 
the temporal pole, and negative bilateral correlations with the striatum.  These became positive in 
the evening, together with prefrontal cortex, angular and supermarginal gyri, cingulate and 
retrosplenial cortex connectivity.   
This study documents a systematic change in resting state with the morning and evening variable, 
rather than stochastic (random) variability (Shannon et al, 2012).  They propose that this reflects 
aspects of daily memory consolidation, where medial temporal lobe connectivity increases through 
the day and fades as memory is consolidated over night. This medial temporal region, (Squire et al, 
2004), and posterior parietal regions have been linked with memory retrieval (Konisi et al, 2000).  
Changes in basal ganglia connectivity have been implicated in procedural learning, (Debas, et al, 
2010, Mattfeld and Stark, 2011), such as motor sequencing.  This evidence indicates that declarative 
learning would be favoured in the morning and procedural immediately before sleep, (see chapter 
3). 
Other aspects of cognition that could influence BROCANTO learning have also been linked to resting 
state connectivity changes.  Fluid intelligence and working memory have been has been related to 
fronto pariatal resting connectivity, (Cole et al, 2012). Frontal cortex connectivity with distributed 
temporal, parietal and occipital regions has been found to predict intelligence scores in the absence 
of any explicit cognitive demand, (Song et al, 2008).  Some of the activity in M1 in the default 
network, may be due to motor preparation but it also contributes to off line acquisition of motor 
skills, with intrinsic components processed off line during waking rest, and extrinsic requiring sleep 
(Cohen et al, 2005).  This is especially relevant to procedural motor sequence learning and may 
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relate to the differential acquisition of goal and movement according to sleep, (Cohen and 
Robertson, 2007). 
Resting state functional connectivity can also be influenced by cognitive processing such as learning.  
There is some evidence that it can change according to sensory, motor and cognitive plasticity, 
(Guerra-Carrillo et al, 2015).   The endpoint resting state gives a snapshot of post task processing and 
possibly functional plasticity.  Nevertheless, it does not demonstrate the timecourse of consolidation 
or the relationship between task and rest. 
Previous motor learning can influence activity in the following resting state.  This could indicate 
memory consolidation continuing beyond the end of the task, (Albert at al, 2009a).  Independent 
component analysis showed modulation of the fronto parietal network resting state by motor 
learning, but not performance.  Seed based analysis also showed significant interactions in the 
inferior and middle frontal gyrus, and cerebellar lobule, and between the pre central gyrus, middle 
frontal gyrus and inferior frontal cortex, the angular gyrus and hippocampus, and the precentral, 
middle frontal gyrus and inferior frontal cortex. Post task resting state change persisted across a four 
minute intervening task, (Albert at al, 2009a). 
Albert et al, (2009 b), propose that these resting networks involved in sensorimotor learning are the 
also engaged in memory consolidation, possibly via replay.  They suggest that prior sensory motor 
learning influences two distinct circuits in the resting brain, a sleep dependent fronto parietal 
network, and a wake dependent (cerebellar) network.   Consolidation, possibly occurs by a 
mechanism of replay during wake and delayed replay during sleep, (Albert et al, 2009 b).   This could 
be translated to declarative and procedural aspects of BROCANTO learning with the procedural 
linked to fronto parietal sleep dependent consolidation and declarative to wake dependent 
consolidation, linked to instability of hippocampal networks across the day. 
Developing from this, Vahdat et al, (2011) used a novel method to separate motor learning from 
associated perceptual function.  They found change in resting state connectivity of sensory motor 
networks after motor learning task using a robotic arm. Negative connectivity changes linked to 
motor learning were seen between right cerebellar cortex, left M1 and supplementary motor area 
(BA6), and superior parietal Lobule, (SPL), conterlaterally rather than ipsilaterally.  This is consistent 
with an inhibitory relationship, which increased from pre to post learning.  The default network and 
a task positive network did not show significant change in functional connectivity relating to either 
motor or perceptual aspects of learning, suggesting the effect is task specific, and could reflect a 
distributed pattern of sensori motor plasticity 
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Sami et al, (2014) compared resting state activity at three time points over six hours during the day, 
before and after a motor sequence learning task, presented under explicit and implicit conditions.  
Independent component analysis and duel regression identified a cerebellar, thalamus, basal ganglia 
network (Including right putamen and left IFG) engaged initially in both groups.   This peaked at 0.5 
hours after the task for both the implicit and explicit conditions.   
There was a dummy task in between the learning task and the first resting scan for both conditions.  
This involved watching point of light displays of whole human body movements.  This was intended 
to ensure both groups have a similar state before the resting scans.  Previously, Albert et al, (2009) 
showed that post task changes can persist over an intervening task.  However, the motion task used 
by Sami et al, (2014) could have biased the result towards, by engaging a similar thalamic/basal 
ganglia circuit. 
Sami et al, (2014) suggest that common networks are engaged initially, to different levels, then 
evolve differently for the two learning conditions, over the six hours.  Engagement of motor regions 
could be considered more representative of procedural learning.  This occurred over the longer 
timescale, enhanced by the explicit learning condition.  At this time, engagement of the 
hippocampus and medial temporal lobe was improved in the implicit group, especially right 
hippocampus at the final stage.  A network including bilateral premotor cortex (BA6) and superior 
and inferior parietal lobules was more engaged in this group after six hours.   
Hippocampal connectivity to striatum at rest has also been found to remain altered by a visual 
motor learning task after 24 hours, (Urner et al, 2013).  This study used a PPI analysis to identify 
learning dependent changes that were greater than those seen after 24 hours in participants 
without learning.  Dynamic casual modelling showed this to be a dynamic bidirectional connection. 
This reflected a memory consolidation model, so the resting state changes could be a marker for 
experience based plasticity. 
Gregory et al (2014) also established learning related changes in resting state networks.  They 
studied this before and after two learning sessions 24 hours apart, at 3pm.   Connectivity with the 
motor cortex, M1 seed was analysed, with a within subjects ANOVA to find the pre and post session 
interaction.  Only participants showing task related improvements had increased connectivity post 
task, and this depended on sleep.  They suggest that this represents a process of ‘tagging’ to select 
salient memories for consolidation.  This requires exploration through studying connections beyond 
the motor network, for example using alternative seed regions such as hippocampus.   
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Resting state changes connectivity changes have been shown to persist four weeks after working 
memory training, (Takeuchi et al, 2013).  With training, connectivity decreased between the pre 
frontal cortex and precuneus, unrelated to performance. Mckey et al, (2013) also found that resting 
state functional connectivity could not be used as a measure of learning success, suggesting 
different processes occur.  Guerra-Carrillo et al, (2015) argue that the effects of sleep and stress on 
plasticity of resting state networks should be taken into account when evaluating cognitive effects. 
Cognitive effort could influence post task resting state.  Fluctuations occurring within a cognitively 
demanding task have been shown to have a greater recovery period, and the BOLD response does 
not subside even after task completion, (Barnes et al, 2009).  Scan duration could also influence 
reliability of resting state connectivity.  Van Dijk et al, (2010) investigated this and found that five 
minutes gave sufficiently reliable data.  This will be used in the current study. 
6.1.4 BROCANTO Resting State Study – Rationale  
 
Resting state data before the task may give insight to the state of the brain before commencing 
learning, according to the sleep/wake cycle conditions.  This represents the neural state 24 hours 
after an online session of BROCANTO, when declarative processes are likely to have been engaged, 
(Morgan-Short 2014). It could indicate whether the brain is predisposed to engage particular 
networks characteristic of different types of learning, (e.g declarative and procedural).  Resting state 
data after task, could indicate how this affects memory consolidation. 
1. Intrinsic neural activity might be expected to vary according to the sleep/wake cycle conditions, 
(Blautzik et al, 2013), affecting the response to learning, (Shannon et al 2012).   
2. It is possible that hipppocampal connectivity is unstable, (Albert et al, 2009b).  It is likely to be 
seen in the morning, reducing in the evening, (Shannon et al, 2012, and Park et al, 2012).   
3. Thalamic disconnection from the cortex could be expected in the evening, (Horovitz et al, 2009). 
4. Increased frontal parietal connectivity is linked to consolidation of motor and possibly procedural 
learning, (Albert et al, 2009a and b).  This could be expected post task, and may vary according to 
the experimental conditions. 
5. After the 24 hour interval, increased engagement of the sensorimotor networks during rest could 
provide evidence of procedural skill acquisition, (Sami et al, 2014).  Hippocampal engagement 
would be expected to have declined at this time. 
6. There may be a more generalised shift from long range towards local connectivity in the evening, 
(Spoormaker et al, 2010, and Shannon et al, 2012), suggesting more independent processing of 
systems (e.g declarative and procedural), (Robinson et al, 2009).  This could vary according to the 
seed, with stronger local hippocampal connectivity in the morning, (Shannon et al, 2012). 
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6.2 Methods 
The resting state analysis was performed in the Conn toolbox as outlined in chapter 2, section 2.7.   
As it was the first time this was done, only the defined ROI for left BA6 was imported, not the right.  
The 2nd level ANOVA comparison was performed as set out in fig 2.7.2.  (See appendix A1.4). 
6.2.1 Participants 
The resting state data was processed for the same participants as in chapter 5, apart from one 
substitution due to a corrupted file.  The substituted participant was originally excluded because the 
scanner stopped during their task, but their resting state data was intact.  
6.2.2 Presentation of Results Output 
The comparison outputs from the Conn analysis are presented as two sided, height threshold 
p>0.05, p uncorrected, cluster threshold, p<0.05 p cluster size p-FDR corrected.  The individual 
group/pre/post analysis are presented two sided, height threshold p<0.001, p uncorrected, cluster 
threshold 0.05 cluster size p-FDR corrected.  Left BA6 is presented with height threshold p>0.05.   
Beta values and extracted means of the pre/post task differences describe the direction of the 
connectivity relationship (+ or -), according to the 2nd level ANOVA comparisons of the experimental 
conditions.  This study used the format: am/pm (positive beta value = am > pm, negative beta = 
pm>am), pre/post (positive beta = pre>post, negative beta =post>pre).   Beta values for individual 
sessions (e.g am session 1) without comparisons, describe the direct relationship with the seed. 
The overall connectivity profile is summarised for each seed under each condition.  Key targets 
presence or not, targets common to several or specific to particulars seed or condition are identified.  
Cross mapping identifies key relationships between seeds as targets to each other.    For the slice 
images, the crosshair is centred on the target peak MNI coordinates.   Colour maps are: orange/red – 
positive betas, blue/purple – negative betas.   
Mean contrast paramaters calculated from the values extracted by REX are plotted for the 
interactions, (pre/post comparisons) and for the group (am/pm) comparisons pre and post task, are 
also presented as graphs.  See chapter 2, fig 2.7.3 for outputs explanation. Means plots of pre/post 
differences are presented with morning group (am) – yellow, and evening group (pm) - blue. 
6.2.3 Results Resting State Changes According to Morning and Evening 
The first three possible resting state changes are listed in section 6.1.4, involve differences according 
the group variable (morning and evening), and its interaction with the session variable (pre/post 
BROCANTO training.  To examine this the morning>evening group comparison, a contrast was 
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analysed for each seed bilaterally.  These comparisons are presented in the tables in figs 6.3.16, 
6.3.21, 6.3.25, 6.3.32, together with the interaction contrast outputs.   
The hippocampal and thalamic seeds are of key interest, and the analysis shows they differ between 
the morning and evening group, pre-task.  Left BA6 does also, but IFG does not at this threshold.    
Individual seed connectivity profiles for hippocampus and thalamus, provide more detailed 
information about the relationship between seeds and targets and the state of the brain under the 
sleep/wake cycle conditions before learning begins.  These profiles will now be considered, followed 
by the comparisons. 
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6.3 Results 
6.3.1 Individual Connectivity Profiles Pre Task, Hippocampus and Thalamus Seeds 
a. Hippocampus 
Left Hippocampus Seed Pre Task in the morning, shows connections mainly with the right 
hemisphere, including positive connections to the right thalamus, (fig 6.3.2), and locally to the right 
hippocampus.  There are negative connections to left BA6, (see fig 6.3.3), and right IFG (BA44), 
(cluster size 121, t=-7.86, beta = -0.25, p FDR=0.000141), and right BA39.  In addition, positive 
connections are seen with posterior (ventral), bilateral BA7 and left BA38, and negative with frontal 
parietal (dorsal), right BA8, 9 and 40.   Right BA10 shows a positive connection, and left negative. 
Left hippocampus Seed Pre Task, in the evening, there are slightly fewer connections than are seen, 
both left and right.  The negative connection with right IFG (BA44) remains, (cluster size 51, beta = -
0.23, t = -9.37, p-FDR = 0.00005) and right BA39 becomes positive.  The left BA6 connection is 
missing.  The right BA9 and left supermarginal gyrus connections remain.  There is a negative 
connection to bilateral BA11, and only the negative BA10 with the left target instead.  The negative 
BA38 connection is on the right.  There are no BA7, 8 or 40 connections.  Instead, there are negative 
connections with left BA21, right primary motor and right insula.  This suggests a reduction in dorsal 
frontal connectivity from left hippocampus in the evening. 
Right Hippocampus Seed, Pre Task in the morning, fewer more local connections are present than 
for the left seed.  Positive to left hippocampus, (cluster size 573, p-FDR = 0.00016, t=13.82, beta 
=0.32), and negative to right lateral occipital cortex, supermarginal gyrus and cingulate. 
Right Hippocampus Seed, Pre Task in the evening, shows fewer connections than for the left in the 
evening.  The positive connection with the left hippocampus remains, (cluster size 1022, beta = 0.34, 
t = 16.07, p-FDR = 0.000013).  Similar to the response seen for the left seed, there are negative 
connections with bilateral IFG, (left BA45),  (cluster size 201, beta = -0.27, t= -9.92, p-FDR = 
0.000013), and (right BA44), (cluster size = 160, beta =-0.19, t = -11.77, p-FDR = 0.000014), this time 
bilateral, and a negative connection to left BA10.
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Fig 6.3.1 Distribution of Left Hippocampus Connectivity Pre Task, Morning and Evening - Saggital 
Pre Task Left Hippo Seed – Morning (am)  Pre Task Left Hippo Seed, Evening (pm) 
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Images to Show Connectivity from Hippocampus at Rest from Individual Sessions 
Fig 6.3.2 Left Hippocampus Seed and Right Thalamus Target (Orange), Pre-Task in the Morning 
Left Hippocampus Seed Connection With Right 
Thalamus Target Pre Task in the Morning, 
Saggital Section MNI 12, -34, 2, cluster size = 
25, beta = 0.23, t = 9.35, p-FDR = 0.000079 
 
 
 
Fig 6.3.3 Left Hippocampus Connections with BA6 (Blue), Pre Task 
 
 
 
Left Hippocampus Seed Connection with Left 
BA6 Target Pre Task in the Morning, Axial 
Section MNI, -14, 10, 64, (cluster size = 0.23, 
beta = -0.21, p-FDR = 0.000147) 
Left Hippocampus Seed Connection with Right 
BA6 Target Post Task in the Evening, Axial 
Section MNI 36, 4, 50, (cluster size 146, beta =-
0.26, t = -9.84, p-FDR = 0.000053).  No pre task 
connection.  
 
Fig 6.3.4 Left Hippocampus Seed Connection to IFG Post Task 
 
  
Left Hippocampus Seed Negative Connection 
to Left IFG (BA45) Post Task in the Morning,  
Coronal Section MNI -50, 20, 2, (cluster size 54, 
beta =-0.26, t=-6.95, p FDR = 0.000254,) 
This is a shift from right to left IFG post task 
Left Hippocampus Seed Negative Connection 
to Bilateral IFG (BA44) Post Task in the Evening 
Coronal Section, MNI -48, 16, 26 (cluster size 
30, beta = -0.19, t = -7.43, p FDR = 0.000155) 
and right BA44 (cluster size = , beta = -0.22, t = -
12.85, P-FDR = 0.000029) 
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If the connection is reversed to look at the hippocampus as a target of the IFG seed, then the 
connections remain negative.  These seed/target relationships are discussed further in section 6.3.8.  
Fig 6.3.5 IFG Seed Connectivity With Hippocampus (Pre Task) 
  
Left IFG Seed Connection to Left 
Hippocampus Target, Pre Task in the 
Evening, Saggital Section MNI -32, -16, -16, 
(cluster size = 110, beta = -0.25, t=-10.81) 
Right IFG Seed Connection to Bilateral 
Hippocampus Pre Task in the Evening, MNI, 30, -
34, 2 Coronal Section (left cluster size = .136, beta 
= -0.25, t=-9.43, p-FDR=0.000079, right cluster size 
= 79, beta = -0.23, t=11.85, p-FDR = 0.000047). 
 
6.3.3 Thalamus Seed Pre Task Connectivity Profiles 
 
Pre task left thalamus seed connections in the morning, are a mix of left and right, positive and 
negative.  There are bilateral connections with BA39. There are positive connections with right 
hippocampus, (6.3.7), and left IFG (BA45), (6.3.8), and a negative connection with left putamen 
(cluster size = 29, beat = -0.2, t = -9.53, p-FDR = 0.000039).  In addition, there are negative 
connections with left BA22, right BA8 and cingulate.  
Pre task, left thalamus seed in the evening, there is a mixed connectivity response.  There is a 
connection to bilateral BA19, which is not seen in the morning, and a positive connection to left 
BA39, which in the morning pre task is negative.  The connection to right IFG (BA45) becomes 
negative, (see fig 6.3.8).   Additionally, there are negative connections to right BA9 and left BA10, 
suggesting frontal disengagement in the evening. 
Pre task for the right thalamus seed in the morning, no connectivity is seen at this threshold. 
Pre task, right thalamus seed in the evening, there are fewer connections than from the left seed, 
mainly negative.  There are negative connections to right BA19, and left Insula, and right visual 
association area.  Again, this suggests decoupling in the evening.  There is also a large bilateral 
cluster including left thalamus, cluster size 2766, beta = 0.5, t = 22.88, p-FDR = 0.00, which is the only 
positive beta, indicating two-directional local information flow. 
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Fig 6.3.6 Right Thalams Seed Distribution, Showing Negative Connections Post Task in the Evening, Indicating Disconnection From Targets  
(Blue- Disinhibition) 
Am (Pre Task)         Pm 
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Fig 6.3.7 Connections Between Thalamus Seed and Hippocampus Target - Morning 
 
 
Left Thalamus Seed Connection with Right 
Hippocampus, Target, Pre Task in the 
Morning, Saggital Section MNI 24, -34, 2, 
(cluster size = 25, beta = 0.2, t = 8.26, p-FDR = 
0.000096).  This is NOT seen post task 
Right Thalamus Seed Connection to Right 
Hippocampus Target, Post Task in the Morning, 
Saggital Section MNI 34, -32, -8 (cluster size = 54, 
beta = 0.22, t = 11.69, p-FDR = 0.000033).  NOT 
seen pre task, or in the evening 
 
Fig 6.3.8 Images to Show Connections Between Thalamus and IFG 
 
 
Left Thalamus Seed and Left IFG target, Pre 
Task in the Morning, coronal section, MNI -44, 
2, 22, (cluster size = 56, beta = 0.19, t = 9.54, p-
FDR – 0.000054) 
 
Left Thalamus Seed and Right IFG target 
(BA45), Pre Task in the Evening, coronal 
section, MNI 48, 20, 4 (cluster size = 66, beta = -
0.16, t = -11.86, p-FDR = 0.000015). This is also 
seen post task. 
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This Connection is seen in reverse post task in the evening from the right IFG seed to left thalamus 
target.  These relationships are discussed in section 6.3.8. 
Fig 6.3.9 Right IFG Seed Connection to Left 
Thalamus Target, Post Task in the Evening 
Coronal Section, MNI -18, -34, 4, (cluster size = 
461, beta = -0.26, t =-12.19, p-FDR=0.000029). 
This is not seen pre task. 
 
 
Fig 6.3.10 Left IFG Seed Connectivity Distribution, Showing Interaction Between Group (am/pm) 
and pre/post BROCANTO Task 
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Fig 6.3.11 Table to Show Hippocampal Seed Connectivity in Responding to Change Between the Sleep/Wake Cycle (am/pm) Group Conditions and Their 
Interaction with Pre/Post BROCANTO Task (Bold Appear in Session Comparisons for the Seed, Not Interactions) 
 
  Left Hippocampus Seed Right Hippocampus Seed 
Pre/Post 
Task 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting Region 
BA 
 x y z size      Beta T P-FDR 
Pre  LBA19 -30 -58 -2 1621 -0.21 -6.01 0.0001 R Precentral Gyrus 18 -16 56 1083 -0.24 -3.87 0.0000 
Pre  R lingual gyrus 6 -58 -2 874 -0.2 -4.56 0.0004 
caudate/putamen/ 
insula -2 8 14 1674 0.21 6.46 0.0001 
Pre                 RBA44 48 14 10 1211 0.24 5.42 0.0001 
Post    no             L Precuneus Cortex -24 -50 10 2235 0.24 4.61 0.0008 
Post                  RBA44 46 20 8 917 -0.22 -3.99 0.0013 
Inter RBA19 12 -90 40 1295 0.28 5.52 0.0002 L Visual association -30 -94 -20 1101 0.29 4.94 0.0002 
Inter 
Ltemporal 
Occipital 
Fusiform 
Cortex -26 -62 -20 804 0.28 4.1 0.0011 R PrimAuditory 16 -34 70 2271 0.27 5.55 0.0001 
Inter                 LBA47 -30 32 -8 1246 -0.28 -9.99 0.0000 
 
 
 
N.B Interaction plots are pre/post task difference by group, in the direction pre>post, so a negative beta indicates a larger post task effect. 
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The positive interaction beta values indicate that the association between left hippocampus seed, and right BA19 target is greater pre than post task in 
evening.  In the morning, it is greater post than pre task. 
See fig 2.7.3, (chapter 2), for explanation of REX output graphs 
Fig 6.3.12 Left Hippocampus Seed Connectivity With Right BA19 Target, (interaction between group and pre/post task and am/pm comparison pre task) 
Left Hippocampus 
Interaction Between 
Group and Pre/Post 
Task Connectivity With 
Right BA19, Saggital 
Section,  
Shows a greater effect 
in the evening 
 
 
  
MNI 12 -90 40 Graphs: yellow = am, blue = pm (cluster size = 1295, beta 0.28, t = 4.1, p-
FDR 0.001077)  
(cluster size 885, p FDR 0.000151, t=8.77, 
beta 0.18) 
 
The caudate target connectivity (fig 6.3.13) could suggests predisposition towards hippocampal declarative engagement with the intermediate learning 
network (Sami et al, 2014), at the start of learning, that varies according to the sleep wake cycle, and is stronger in the morning.  This is supported by the 
hippocampus seed pre task morning individual session data, (see section 6.3.1). The basal ganglia are implicated in procedural sequence learning, and these 
connections suggest this is in contact with hippocampal processing in the morning, There are also IFG connections with the caudate in the morning, (see fig 
6.6.6). 
-141.08
127.79
-300.00
-200.00
-100.00
0.00
100.00
200.00
M
e
an
 C
o
n
tr
as
t 
P
ar
am
at
e
rs
 P
re
/P
o
st
 D
if
f
A. Interaction
-66.23
81.70
-100.00
-50.00
0.00
50.00
100.00
150.00
M
e
an
 C
o
n
tr
as
t 
P
ar
am
e
te
rs
B. Group Comparison 
Pre Task
203 
 
The left hippocampus connection to BA47 target indicates that IFG disengages from declarative hippocampal processing at rest in the evening both before 
and after learning.  In the morning group there is a smaller positive association. 
Fig 6.3.13 Right Hippocampus Seed Connectivity 
Right Hippocampus Connectivity 
With Bilateral Caudate/Putamen/ 
Insula, in the Group Comparison, Pre 
Task Coronal Section 
(MNI, -2, 8, 14, cluster size 1674, beta 
= 0.21, t = 6.46, p-FDR = 0.000045) 
 
Right Hippocampus Connection to Left 
BA47, Sensitive to Group and Pre/Post 
Task Interaction Axial Section 
(MNI, -30, 32, -8, cluster size = 1101, 
beta =-0.28, t = 9.69, p-FDR = 0.0) 
 
 
 
This connectivity change between right hippocampus seed and right IFG target suggests decoupling of the IFG from the declarative hippocampus in the 
evening group.  This is seen pre and post task, suggesting it is not the result of leaning, and instead is due to position in the sleep wake cycle.   
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Fig 6.3.14 Right Hippocampus Seed Connection to Right IFG Target 
Right Hippocampus Seed 
Connection to Right IFG 
Target in the Group 
Comparison  
Saggital Section Pre Task   
(MNI, 48, 14, 10) 
Means plots with error bars 
 
   
 Graphs: yellow = am, blue = pm cluster size = 1211, p-FDR = 0.000136, 
t=5.42, beta =0.24 
cluster size = 917, p FDR = 0.000807, t = 
4.61, beta =0.24 
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Fig 6.3.15 Table to Show Thalamus Seed Connectivity in Responding to Change Between the Sleep/Wake Cycle Conditions and Their Interaction With 
BROCANTO Pre/Post BROCANTO Training (Bold Appear in the Pre/Post Task Comparisons for the Seed, Not Interactions) 
 
Thalamus  Left Thalamus Seed Right Thalamus Seed 
Pre/Post 
Task 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting Region 
BA 
 x y z size      Beta T P-FDR 
Pre L Insular -32 -28 4 1646 
-
0.22 -5.73 0.0000 L Postcentral Gyrus -62 -14 44 1694 -0.2 -8.68 0.0000 
Pre RBA9 12 44 26 889 -0.2 -4.78 0.0000                 
Post 
L paracingulate 
gyrus -14 8 38 1041 0.21 5.76 0.0001 L parrahippocampal -20 -38 -20 1391 -0.23 -6.83 0.0000 
Post R Frontal Pole 48 38 32 1021 0.26 4.49 0.0005 LBA6 -8 -2 52 1869 0.2 6.69 0.0000 
Post                 RBA6 58 10 38 1080 0.22 6.75 0.0000 
Inter 
bilateral lingual 
gyrus and 
hippo l -2 -32 -14 3782 -0.3 -6.6 0.0002 L fusiform -24 -46 -16 1724 0.3 6.62 0.0000 
Inter RBA44 60 14 28 1244 0.31 6.87 0.0002                 
Inter LBA10 -6 58 16 1096 0.29 4.8 0.0003                 
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The means indicate that this engagement is greater post task in morning group and pre task in evening group.  This is not shown in any of the other analysis.  
See fig 2.7.3 for output explanation. 
Fig 6.3.16 Left Thalamus Seed Connectivity With Right IFG Target, Interaction 
Left Thalamus Seed Connectivity With 
Right IFG (BA44) Target, Responding to 
the Interaction Between Group and 
Pre/Post Task 
Axial Section MNI 60 14 28 
  
 Graphs: yellow = am, blue = pm (cluster size = 1244, beta 0.31 t=6.87, p-FDR = 0.00018) 
 
For the left thalamus seed, the positive beta for the interaction at the left BA10 target suggests the pre/post comparison is greater in morning, and the 
means indicate a greater effect post task.  Left BA10 is also seen in the pre/post comparison in the morning, (cluster size = 1016, beta = -0.22, t= -8.29, p-
FDR = 0.000128).  The negative beta suggests greater association post task.  There is no positive post task link from left thalamus to BA10 in the evening.  
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Fig 6.3.17 Left Thalamus Seed Connection with Left BA6 Target, Interaction  
Left Thalamus Seed Connection with Left 
BA6 Target, Showing Interaction Between 
Group and Pre/Post Task 
Saggital Section, MNI -8, 58, 16  
cluster size = 1096, beta 0.29, t=4.8, p-FDR 
= 0.000283 Graph: yellow = am, blue = pm 
  
 
 
The right thalamus seed connection with bilateral BA6 strengthens post task in the morning, and shows the opposite in the evening, indicating 
disengagement between the regions.   This suggests an effect relating to BROCANTO learning that is sensitive to sleep/wake cycle position. 
Fig 6.3.18 Right Thalamus Seed and Bilateral BA6 Target, Responding to am/pm Group Difference Post Task 
Right Thalamus Seed and 
Bilateral BA6 Target, 
Responding to Group 
Difference Post Task, Coronal 
Section Centred on Left BA6  
Coronal Section 
MNI -8, -2, 52 
   
See figs 6.3.26 and 6.3.27 for 
IFG seed connectivity with 
BA6 target. 
Graphs: Y axis is mean contrast 
parameters 
yellow = am, blue = pm 
left cluster size = 1869, beta =0.2, 
t=6.69, p-FDR = 0.000010 
right cluster size = 1080, beta =0.22, t = 
6.75, p-FDR = 0.000010 
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Fig 6.3.19 Table to Show IFG Seed Connectivity in Responding to Change Between the Sleep/Wake Cycle Conditions (am/pm Group) and Their 
Interaction with Pre/Post BROCANTO Training (Bold Appear in Session Comparisons for the Seed, Not Interactions) 
 
  Left IFG Seed Right IFG Seed 
Pre/Post 
Task 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Pre nothing                 nothing           
Post L fusiform -50 -46 -22 1226 0.27 4.83 0.0003 occipital pole 4 -88 38 4265 -0.23 -6.29 0.0000 
Post LBA40 -44 -32 40 2660 0.3 5.21 0.0002 LBA7 -12 -70 52 1273 0.26 4.28 0.0008 
Post LBA6 -20 -20 76 966 -0.23 -5.93 0.0001 thalamus 4 -32 2 977 0.24 6.29 0.0000 
Post RBA6 30 -20 58 1764 -0.22 -6.34 0.0001 RBA21 54 -2 -22 1038 0.23 5.07 0.0002 
Inter 
L Postcentral 
Gyrus -20 -44 44 1323 0.3 4.38 0.0009 LBA19 -30 -82 -20 3348 0.29 7.15 0.0000 
  L Insula -36 -14 8 886 -0.3 -4.1 0.0011                 
  LBA6 -12 -10 52 3759 -0.3 -5.85 0.0001                 
 
From the means for the connection from left IFG seed to BA6 showing an interaction response, it can be seen that the pre/post task difference is higher pre 
task in morning, and post task in evening.  This does suggest post task disengagement in the morning, and stronger association post task in the evening.  
The Bilateral BA6 response to the left IFG seed in response to morning, evening difference post task supports this showing disengagement in the morning. 
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 Fig 6.3.20 Left IFG Seed Connectivity to Left BA6 Target, Interaction 
Left IFG Seed Connectivity to Left BA6 Target, Showing 
Interaction Between Group and Pre/Post Task  
Axial Section 
 
MNI -12 -10 52 (cluster size = 3759, beta -0.3, t=-5.85, p-
FDR = 0.0001262) 
Graph: yellow = am, blue = pm 
  
  
 
Fig 6.3.21 Left IFG Seed Connectivity to Right BA6 Target, Morning/Evening Group Difference Post Task 
Left IFG Seed Connectivity to 
Right BA6 Target, Showing 
Morning/Evening Difference 
Post Task 
Axial Section 
MNI 30, -20, 56 
 
 
 
 
Graphs: y axis: mean contrast 
parameters 
X axis: yellow = am, blue = pm (cluster size = 966, t=-5.93, beta =-0.23, 
p-FDR = 0.000074) 
(cluster size = 1764, beta =-0.22, t= -6.34, 
P FDR = 0.000073) 
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The right IFG shows a connection with left BA19 that varies according to the interaction between groups and pre/post task.  The positive beta suggests that 
the pre and post task comparison difference is greater in morning.  The means suggest that the association is positive pre task in the morning and greater in 
post task in the evening.  BA19 target does not respond to the other comparisons for this seed. 
Fig 6.3.22 Right IFG Seed Connectivity With Left BA19 Target, Interaction 
Right IFG Seed Connectivity With Left BA19 Target, 
Showing Interaction Between Group and Pre/Post 
Task, Saggital Sections,  
MNI -30 -82 -20, (cluster size = 3348, beta 0.29, 
t=7.15, p-FDR = 0.000005) 
Graphs: yellow = am, blue = pm 
 
  
 
The means show a positive association between right IFG seed and bilateral thalamus target in the morning, and dissociation post task in the evening.  This 
could represent descent to sleep and disengagement from the intermediate processing network.   
Fig 6.3.23 Right IFG Seed Connection to Bilateral Thalamus Target, am/pm Group Comparison Post Task 
Right IFG Seed Connection to Bilateral Thalamus 
Target, Responding to Group Comparison Post Task 
Coronal Section, MNI, 4, -32, 2 (cluster size = 977, 
beta =0.24, t = 6.29, p-FDR = 0.000040) 
Graph: yellow = am, blue = pm 
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Left BA6 seed changes its connectivity between morning and evening with the IFG, both pre and post task, showing an interaction effect. The pre/post task 
difference is negative in the morning suggesting a greater effect post task, and positive in the evening suggesting a post task reduction. 
Fig 6.3.24 Left BA6 Seed Connectivity With Left IFG (BA44) Target, Interaction 
Left BA6 Seed Connectivity With Left IFG (BA44) 
Target Showing Interaction Between Group and Pre 
Post Task  
 
Axial Section MNI -50 22 20, (cluster size = 291, beta 
= -0.24, t = -5.47, p=FDR = 0.000187) 
Graph: yellow = am, blue = pm 
  
 The group comparison shows that the left BA6 seed connectivity with right BA44 target is reversed from morning post task engagement to evening 
disengagement.  In the morning there is post task engagement, and in the evening, disengagement.  The pre task connectivity also shows the opposite. 
 
Fig 6.3.25 Left BA6 Seed Connectivity With Right BA6 Target, Responding to the Group Comparison, Pre and Post Task 
 
    
Pre Task, MNI 54 20 32 
Coronal Section 
(cluster size 212, beta = -0.21, t = -3.75, p-
FDR = 0.0021) 
Post Task MNI 48 16 10 
Coronal Section 
(cluster size = 290, beta = 0.24, t = 3.76, p-
FDR = 0.0031) 
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Fig 6.3.26 Table to Show Left BA6 Seed Connectivity in Responding to Change Between the 
Sleep/Wake Cycle (am/pm Group) Conditions and Their Interaction with Pre/Post BROCANTO 
Training 
(Bold Appear in Session Comparisons for the Seed, Not Interactions) 
  Left BA6 Seed 
Pre/Post 
Task 
Connecting Region BA  x y z size      Beta T P-FDR 
Pre 
L lingual gyrus and 
cerebellum -2 -68 -14 608 0.18 5.34 0.0003 
Pre 
L juxtapositional 
lobuel cortex -14 4 50 449 0.18 4.72 0.0005 
Pre L Insula (13) -26 20 10 299 0.19 5.36 0.0003 
Pre R planum polare 46 2 -10 233 -0.21 -4.53 0.0006 
Pre R BA 44 54 20 32 212 -0.21 -3.75 0.0022 
Post  R lingual gyrus 4 -70 -16 4751 -20 -8.13 0.0000 
Post  R Prim auditory  64 -14 2 1025 0.22 5.04 0.0004 
Post  R temporal pole 30 10 -22 827 0.19 7.69 0.0000 
Post  L BA38 -30 8 -22 729 0.23 5.45 0.0003 
Post  R BA44 48 16 10 290 0.24 3.76 0.0032 
Post  R BA10 18 52 20 269 0.2 3.41 0.0047 
Post  R BA40 36 -32 16 230 0.2 4.6 0.0007 
Post  R middle frontal gyrus 52 28 34 221 0.24 3.2 0.0064 
Inter R Vis Assoc  18 -58 4 4815 0.3 7.72 0.0000 
Inter L frontal pole -8 40 -32 885 -0.29 -5.96 0.0001 
Inter R middle frontal gyrus 54 22 32 705 -0.34 -4.23 0.0011 
Inter R frontal orbital cortex 28 8 -20 690 -0.29 -4.99 0.0003 
Inter R supermarginal gyrus 42 -40 20 622 0.29 4.94 0.0003 
Inter L BA44 -50 22 20 291 -0.32 -3.18 0.0066 
Inter L BA22 -50 10 -10 221 -0.24 -5.47 0.0002 
 
The results for the imported region left BA6, were less significant than for the other seeds regions 
from the Conn Atlas.  They were therefore all reported as two sided, height threshold p>0.05, p 
uncorrected, cluster threshold, p<0.05 p cluster size p-FDR uncorrected.  The largest cluster sizes of 
connecting regions are bigger and more frequent than for the other seeds which could suggest high 
local connectivity. 
6.3.4 IFG and BA6, Pre/Post Task Comparisons 
Left BA6 shows far more connecting regions in the group and pre/post task comparisons, than the 
individual session.  This suggests that it is highly responsive to the group and pre/post task 
conditions. There are more frontal connections from BA6 seen post task.    
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6.3.5 Left IFG Seed, Pre/Post Task Comparison  
The post task response for IFG and BA6 are likely to be linked to learning, (Albert et al, 2009 a and b), 
and require further exploration from the pre and post task comparisons.  It turns out that the 
connection between BA6 and IFG is also responsive to the pre/post task comparisons.   
For left IFG seed left BA6 is a key target.  The left insula is another (not shown), which is also 
sensitive to the interaction.   These responses seem to be a fairly specific learning as the other 
targets in these comparisons for both morning and evening group, including for the right seed are 
mainly sensory areas. 
For the connection from left IFG seed to left BA6 target, the positive beta indicates that the 
connection is stronger pre task, and disengages post task in the morning. The left insula target shows 
a similar pattern. 
Fig 6.3.27 Left IFG Seed Connectivity to Left BA6 Target Pre/Post Task Comparison in the Morning 
Axial Sections (LBA6, MNI -12 -10 52, cluster size = 2551, beta = 0.21, t=6.4, p-FDR = 0.00734) 
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6.3.6 Left BA6 Seed, Pre/Post Task Comparison  
The left BA6 seed shows a connection with the right IFG (BA44) target in the pre/post task 
comparison in the evening, The positive beta indicates a greater association with the seed pre task. 
Fig 6.3.28 Left BA6 Seed Connectivity to Right BA44 (IFG) Target, Pre/Post Task Comparison in the 
Evening 
Coronal Sections, MNI, 62, 16, 8, (cluster size = 300, beta = 0.21, t =  5.71, p=FDR = 0.00109) 
 
Fig 6.3.29 Left IFG Seed Connection With Right Caudate 
  
Left IFG Seed Connection With Right Caudate 
Target Pre Task in the Morning, Axial Section, 
MNI 16, 4, 20 (cluster size = 27, beta = 0.19, t = 
8.38 p-FDR = 0.000103) 
Left IFG Seed Connection With Right 
Caudate Target Pre Task in the Evening, 
Axial Section MNI 16, -8, 20, (cluster size = 
50, beta = 0.19, t=8.94, p-FDR=0.000101) 
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6.3.7 Individual Connectivity Profiles Post Task, IFG 
The connectivity profile for the individual post task sessions for the right and left IFG seed in the 
morning and evening can indicate regional processing related to the IFG signal post task, following 
24 hours of consolidation.  This could indicate procedural learning, especially if fronto-pariatal and 
motor regions are engaged, (Gregory et al, 2013, and Albert at al, 2009 a). The pre/post comparisons 
indicates when these have changed according to the position around the BROCANTO test session. 
For both left and right IFG seeds, in morning and evening, the amount of connections was reduced 
post task, compared to pre.   
Post task in the morning, for the left IFG seed, qualitatively compared to pre task, there are more 
positive connections than negative, and right only become bilateral.  There is a bilateral connection 
to BA39.  The connection to BA6 remains negative, BA6, (see fig 6.3.32).  There is a positive 
connection to right IFG (BA44), cluster size = 41, beta = 0.34, t = 7.6, p-FDR = 0.000140.   
The fusiform and BA23 connections become left only and the fusiform becomes positive.  BA8 
switches to the left and becomes positive.  Negative cortical connections present in the morning are 
not seen.   Additionally, there are positive connections to BA9, and 40, occipital pole, frontal pole, 
and superior frontal gyrus.   There are negative connections to middle frontal gyrus and BA31.   
Importantly the connections to right caudate and bilateral thalamus that are seen pre task in the 
morning are not present post task, (cluster size = 27, beta = 0.19, t = 8.38 p-FDR = 0.000103), and 
bilateral thalamus/caudate, (cluster size = 26 beta = 0.36, t = 10.71, p-FDR = 0.000054).   
Post task, the left IFG seed in the evening, there are more negative than positive compared to pre 
task, opposite to in the morning. There is a connection to right BA19 which has changed to positive 
from the morning, and none to BA39.  The positive connection to left BA6 (fig 6.3.32) is maintained 
and there is a new connection with left insula.   The association with the parrahippocampus has 
switched from right to left.   
The connection to BA23 becomes bilateral and is negative, and BA21 switches to the right and is 
positive. Primary sensory switches to the right and is negative. 
There are additional negative connections to right BA7 and BA10 and left BA32.  There is no caudate 
connection, and positive with right superior frontal gyrus and lateral occipital cortex.  The other 
regions listed for pre task did not appear. 
Post task for the right IFG seed in the morning, this shows the least connectivity for IFG seeds in any 
of the sessions.  There is again a positive connection to left IFG (BA44) (cluster size = 84, beta = 0.25, 
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t=9.84, p-FDR = 0.000048).  There is a negative connection to right BA19, (cluster size = 62, beta = -
0.27, t = -8.69, p-FDR = 0.000062).  There is a positive bilateral connection to BA46. There is a 
negative connection to left fusiform only, and to right BA40, which this time is negative, and the 
negative connection to left BA21 is retained.  There is a connection to right cuneal cortex (negative) 
and frontal pole (positive), and left supermarginal gyrus (positive). 
As in the morning the positive connections with the right caudate, (cluster size = 50, beta = 0.19, 
t=8.94, p-FDR=0.000101) and left caudate/thalamus/pallidum, (cluster size = 276, 0.26, t=11.28, p-
FDR=0.000085) seen pre task are not present. 
Post task right IFG seed in the evening, existing connections change hemisphere as well as 
(negative/positive) direction, suggesting it is not simply post task decoupling, although most new 
connections are negative and on the left. 
The connection to BA19 (cluster size = 64, beta = -0.24, t=-6.86, p-FDR = 0.000257) shifts to the right 
and BA10 to the left, remaining positive.   The connection to right BA40 becomes positive.  There are 
additional negative connections to bilateral BA21, right BA8, and left BA31, and positive to right 
BA38. 
There are negative connections to left thalamus, (cluster size = 461, beta = -0.26, t =-12.19, p-
FDR=0.000029), left parrahippocamus (cluster size 104, beta = -0.24, t = -12.82, p-FDR = 0.000029), 
and negative cortical connections to left occipital fusiform gyrus, frontal pole, superior frontal gyrus, 
and bilateral parracingulate.  Connections to BA6 and 39 disappear, along with the others seen pre 
task.  Taken together, this does indicate a decoupling of IFG post task in the evening.     This could 
favour procedural learning if it is mediated independently through this structure.  
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Fig 6.3.30 Left IFG Connectivity Distribution Post Task, Sagittal Section 
Am       Pm 
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   Fig 6.3.31 Left IFG Seed Connectivity to BA6 Target in the Individual Sessions 
  
Left IFG Seed Connection to Right BA6 Target, 
Pre Task in the Morning, Axial section, MNI 30, 
4, 56, (cluster size = 24, beta = -0.21, t = -7.39, 
p-FDR = 0.000181) 
Left IFG Seed Connection to Bilateral BA6 
Target, Post Task in the Morning, Axial Section, 
MNI 30, -20, 70) 
(left cluster size =198, beta = -0.25, t = -11.48, 
p-FDR = 0.000036, right cluster size = 79, beta = 
-0.19, t = -9.08, p-FDR = 0.000084)  
 
 
Left IFG Seed Connection to Left BA6 Target, 
Pre Task in the Evening, Axial Section, MNI,  
-36, 4, 58 (cluster size = 85, beta = 0.37, t = 
8.72, p-FDR = 0.000101) 
 
Left IFG Seed Connection to Left BA6 Target, 
Post Task in the Evening Axial Section, MNI -44, 
-2, 44, (cluster size = 76, beta = 0.54, t =7.2, p-
FDR =0.000222) 
 
This indicates no pre/post task related changes, but a switch from negative to positive between 
morning and evening. 
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Left BA6 connectivity is much more responsive to the comparisons than connectivity during the 
individual sessions.  Therefore these are not listed in detail.  There are however positive connections 
with the thalamus that do not change.  
Fig 6.3.32 Connectivity Profiles Left BA6 Seed for Individual Pre/Post Task Scans Sessions 
 
 
 
Left BA6 Seed to left thalamus, pre task, in 
the morning, Axial Section, MNI -14, -34, 8, 
(cluster size, 7071, beta =0.23 , t = 15.32 , p-
FDR = 0.000004).   This is also seen post task 
in the morning. 
Left BA6 Seed to left thalamus, pre task, in the 
evening, Saggital Section, MNI -12, -40, 9, (cluster 
size = 10037, beta = 0.19, t =10.08, p-FDR = 
0.000038 MNI -14, -34, 8).   This is also seen pre 
task in the evening. 
 
A negative connection from left BA6 Seed to left IFG (BA45) also appears post task in the evening. 
 
  Fig 6.3.33 Left BA6 Seed Connection to Left IFG, Post Task in the Evening 
 
Left BA6 Seed Connection to Left IFG (BA45) 
target, Post Task in the Evening Only,  
Axial Section, MNI -60, 22, 8, (cluster size 1268, 
beta = -0.16, t = -9.56, p-FDR = 0.000038) 
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Fig 6.3.34 Association Between Seed ROIs as Targets, During Rest According to Bivariate Correlation GLM Analysis, font Orange = + beta, Blue = - beta 
Left Seed (yellow) ROI BA6   Thalamus IFG (44/45) Hippocampus 
Target BA6 A.M Pre/Post Compare (R) 
A.M post (R) 
P.M pre (R) 
A.M post (R) 
P.M post (L) 
Interaction (L) 
A.M pre/post Compare (L) 
Post Group Compare (L, R) 
A.M pre (R) 
A.M Post (L and R) 
P.M Pre (L) 
P.M Post (L) 
A.M Pre (L) 
 
 
Target Thalamus A.M pre (R) 
P.M pre (R) 
P.M post (R) no A.M Pre (R) 
Target IFG Interaction (L) 
P.M pre/post Compare (R) 
Pre Group Compare (R) 
Post Group Compare (R) 
P.M Post (L) 
Interaction (R) 
A.M Pre (L) 
P.M Pre (R) 
P.M Post (R) 
A.M Post (R) 
P.M Post (R) 
A.M Pre (R) 
A.M Post (L) 
P.M Pre (R) 
P.M Post (L and R) 
Target Hippocampus 
(Parra) 
no A.M Pre (R) Pre A.M (L, R Parra) 
Post A.M (L parra) 
Pre P.M (L hippo R parra) 
Post P.M (L parra) 
A.M Pre (R) 
A.M Post Parra (R) 
P.M post Parra (R)  
Right Seed (blue) 
Target 
BA6  Post Group Compare (L) 
Post Group Compare (R) 
A.M post (L) 
Pre P.M (R) A.M Post Task 
Target Thalamus  P.M post (L) P.M Post (L) No 
Target IFG  A.M Post (L) 
P.M pre (L and R) 
P.M post (R) 
A.M Pre (L) 
A.M Post (L) 
P.M Pre (L) 
Pre Group compare 
(R) 
Post Group compare 
(R) 
A.M post (L) 
P.M pre (R and L) 
P.M post (R) 
Target Hippocampus 
(Parra) 
 A.M Post (R) P.M Pre (R) 
P.M Post (L) 
A.M pre (L) 
P.M pre (L) 
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6.3.8 Relationship Between Seeds as Targets for Each Other  
Summary 
Table 6.3.35 shows the analysis where the seed regions appear as targets to each other. This 
indicates the relationships between these regions at rest under each condition, and how they 
respond to the group and session comparisons and interactions.  This section provides more detailed 
information about the response patterns of connections, allowing key functional pathways to be 
identified.   
Left Hemisphere Seeds 
Connection with the left seeds and the key targets at rest is more extensive than for the right seeds.  
This is particularly apparent for connections to BA6.  There are connections between each of the 
four seed regions.  However, the links are not necessarily reciprocal, (e.g left hippocampus seed links 
with the left BA6 target and not the reverse, left thalamus seed has bilateral connections to IFG 
target, but left IFG seed does not to thalamus target).   IFG connectivity is most responsive to the 
comparisons. 
Right Hemisphere Seeds 
The right hippocampus seed does connect with targets in the thalamus or BA6.  The right thalamus 
and IFG show some connection to all of the other seeds as targets.  Only the thalamus/BA6, and 
hippocampus/IFG connections respond to the comparisons. 
Connectivity to Right BA6 was not studied, although it receives connections it as a target from the 
other left seeds, which are mainly negative.  There is also a positive connection to it from right IFG 
pre task in the evening, and a negative group comparison post task with the connection from right 
thalamus seed, suggesting a greater effect in the evening group.   
Hippocampus and IFG 
Direct links between left hippocampus seed and the IFG are seen in the individual sessions, but not 
the comparisons.  Notably, the link from left hippocampus to IFG is only seen post task, left in the 
morning, and bilateral in the evening, (see figs 6.3.4 and 6.3.5).  In reciprocation, the left IFG links to 
the left parrahippocampus post task in both group.  Pre task there is a bilateral parrahippocampal 
connection in both groups.  These connections are all negative. 
With the right hemisphere seeds, there are also links between the hippocampus and IFG.   This 
connection with right IFG varies in the group comparison both pre and post task.  This is positive 
suggesting a greater effect pre task.  In the morning a connection with left IFG is seen post task.  In 
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the evening the connection is seen bilaterally pre task, and on the right post task.  These connections 
are negative. 
The right IFG links to the hippocampus in the evening group and switches from right to left post task.  
This may seem counter to the idea of reduction of hippocampal involvement over the course of 
learning, however as the connections are negative it seems that a process of disengagement 
between hippocampus and IFG may be important as learning progresses.  This is particularly seen 
post task, with left hippocampus for both left and right IFG seeds.  Only the right hippocampus seed 
shows a negative connection with right IFG post task in the evening.  This will be investigated further 
during the task (see chapter 7).    
BA6 and IFG 
The connection between IFG and BA6 in both seed/target direction is highly responsive to the effect 
of group and pre/post task, showing a significant response to their interaction.  The left IFG seed 
shows a negative connection with left BA6 target for the interaction, and the same is seen with the 
seed and target reversed.  Post task in the evening the connection is negative.  The other 
connections from the left BA6 seed are with the right IFG.  This shows a positive pre/post task 
difference in the evening, suggesting a greater effect pre task.  There is a negative group comparison 
pre task suggesting a greater effect in the evening group.  In the post group comparison it is positive 
suggesting a greater effect in the morning.   
The left IFG seed shows a positive pre/post comparison with left BA6 target, suggesting a greater 
effect pre task.  There is a negative group comparison post task for both left and right targets, 
suggesting a greater effect in the evening.  Pre task in the morning there is a negative connection 
with right BA6 and post task bilaterally.  In the evening there are positive connections with left BA6 
both pre and post task. 
The right IFG seed shows much less connectivity than the left.  There is a positive connection with 
right BA6 post task only, with no response to the comparisons.  This suggest the connection between 
BA6 and IFG (left seeds), is highly responsive to the experimental conditions.  This will be explored 
further during the BROCANTO task in chapter 7. 
IFG and Thalamus 
The left thalamus seed connects with IFG target, showing an interaction between group and pre and 
post task on the right.  There are negative connections both pre and post task in the evening.  There 
is also a positive connection pre task with the left target in the morning.  This is not reciprocated 
with the left IFG seed showing no links to the thalamus.   The right thalamus seed also shows a 
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connection with IFG, this is negative with the left in the morning and with the right in the evening, 
post task.  Pre task in the evening there is a positive bilateral connection.  This indicates that 
thalamic disengagement in the evening is linked to task processing.  Post task rest at session 1 would 
be required to determine whether this was due to task post processing alone, or longer term 
consolidation. 
Thalamus and Hippocampus 
The connection between thalamus and hippocampus does not respond to comparisons, but there is 
connectivity in the individual groups and sessions, both as a target and a seed.  The connections are 
positive and in the morning for the left seeds, and right targets (contralateral).  There is a positive 
connection from the both the left and right thalamus seed to right hippocampus in the morning, this 
is pre task for the left and post for the right.  This is not reciprocated with the right hippocampus 
seed.  These results suggest that the hippocampus may receive a unilateral input from the thalamus, 
at rest, and not send information to it. 
BA6 and Hippocampus 
The left hippocampus seed shows negative connections with BA6 target.  In the morning, this is pre 
task and with the left, and the reverse in the evening.  This is not reciprocated from the left BA6 
seed, or seen with the right hippocampus seed.  The right hippocampus seed also does not show a 
connection with BA6 as a target.  This BA6 is an output, not an input to the hippocampus. 
BA6 and Thalamus 
Left BA6 seed shows a positive connection with left thalamus pre task in the morning.  The left 
thalamus seed shows a negative connection with BA6 target, post task.  This is with the right in the 
morning and the left in the evening.  The right thalamus also shows a connection with BA6 target 
that is responsive to the group comparisons.  This is with the left post task and positive, suggesting a 
greater effect in the morning.  It is also seen post task and negative suggesting a greater effect in the 
evening.  There is a positive connection post task with the left in the morning.  This suggests that 
thalamus and BA6 may modulate each other. 
Local Connectivity 
All the seeds exhibit local connectivity with their opposite hemisphere counterparts.  These are 
mainly positive and post task.  The left BA6 shows a connection to right BA6 that is sensitive to the 
pre/post comparison in the morning, which is positive.  There is a negative connection pre task.  In 
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the evening the post task connection is also negative.  This does not suggest increased local 
connectivity in the evening as proposed by, (Spoormaker et al, and 2010, and Shannon et al, 2012). 
The right hippocampus seed shows positive connections to the left pre task in both groups.  For the 
hippocampus seeds, opposite hemispheres are connected positively, pre task in the morning.  Post 
task this spreads to the parrahippocampus. 
Fig 6.3.35 Hippocampus Seed Connection to Opposite Hemisphere Hippocampus Target, Pre Task 
in the Morning 
Hippocampus Seed Positive Connection to 
Opposite Hippocampus Target, Pre Task in 
the Morning,  
A. Left Seed to Right Target, (cluster size 686 
t=11.48, beta = 0.39, p-FDR= p=0.000040), 
Axial Section MNI 28, -16, -10 
B. Right Seed to Left Target, (cluster size = 
573, beta = 0.32, t= 13.82 p-FDR = 
0.000016), Coronal Section MNI -26, -14, -20 
 
 
  
A B 
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6.4 Discussion 
6.4.1 Results Summary 
The four seeds show connectivity patterns as major common targets of each other.  Key 
relationships between them can be identified, and differentiated according to whether they change 
in response to the group (morning/evening) and pre/post task variables through the comparisons.  
The individual sessions show the direction of the relationships between target and seed, regardless 
of whether they respond to change. 
Only the left hemisphere seeds generate a response to the interaction between the group and 
pre/post task variables, and response to the other comparisons are mainly from left hemisphere 
seeds.  This suggest the responses may represent some specific left lateralised processes, for 
example memory consolidation.  The right hemisphere seeds only generate a response to group 
(morning evening) comparisons.  This suggests its differences are not linked to task processing.   
Importantly, there is a relationship between the IFG and hippocampus in either direction.  However, 
this does not change according to the comparisons of experimental conditions.  The connections are 
mainly negative.  Those seen post task could be BROCANTO learning related, but this requires 
further investigation in relation to the BROCANTO task. 
The thalamus appears as an input, rather than outgoing target for hippocampus and IFG.   The left 
Thalamus seed and left IFG target responds to the interaction.  It this could indicate a time of day 
dependent role in BROCANTO learning, such as the network proposed by Sami et al, (2014).  
 IFG also connects with the caudate.  This is mainly seen pre task in the morning.  In chapter 5 
caudate responded to pre/post task comparison, so it seems this connection may be modulated by 
BROCANTO learning but only in the morning.  Right hipocampus also shows a connection to the 
caudate pre task in the morning, Sami et al, (2014) found basal ganglia involvement to peak 0.5 
hours after the task.  As the BROCANTO testing session immediately before the post task rest takes 
around 20 minutes it would be expected to be seen post task, so its absence may be due to 
consolidation effects over the preceding interval.  Ullman (2001, 2006) implicate the basal ganglia in 
procedural learning, so their connectivity with the thalamus and IFG is of interest and will  be 
considered during the task in chapter 7. 
Left BA6 shows mainly responds to pre/post task change, apart from its connection to left insula 
which is group change sensitive.  This suggests that it is engagement is specific to task processing.  
This fits with findings by Opitz and Friederici, (2004) for it’s role in BROCANTO processing.  
Particularly its changing response from pre to post task, indicates that it may continue to engage in 
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processing during rest.   This clearly indicates involvement of BA6 in offline consolidation.  This also 
appears to be sensitive to position in the sleep wake cycle.  Observing this BA6 activity during rest 
also suggests that its response in chapters 4 and 5 is not an artefact of the button pushing 
requirements of the task.    
Developing from this, the relationship between BA6 and IFG is highly responsive to the group and 
session comparisons, especially the left seeds. This supports the idea that communication between 
these structures is engaged in BROCANTO processing, changing across sessions.  This is also 
responsive to position in the sleep/wake cycle.   
How responses to the task are mediated between a combination of these structures during 
BROCANTO task is a key question for connectivity analysis to be discussed in chapter 7.  For example, 
the IFG/hippocampus connection is fairly unresponsive to pre/post BROCANTO task processing, 
despite the structures being assigned a critical role in BROCANTO learning, (Opitz and Friederici, 
2003, 2004), and sleep/wake cycle dependent competitive interactions between declarative and 
procedural learning, (Robinson et al, 2009).  It is quite possible that this is mediated through third 
party structures such as BA6 and thalamus, so it is connections with these regions that show a 
differential response during rest. 
A negative connection that appears between left BA6 and left BA45 (triangularis), post task in the 
evening could indicate independent post task processing in these structures, supporting the claims 
of (Friederici, 2006) of a functional dissociation.   In this case it is the triangluaris that disconnects 
which has been linked to semantics, Friederici, (2012).   
Differences in local and long range connectivity at rest have been identified as important in resting 
state changes according to the sleep/wake cycle, (Spoormaker et al, 2010).  Local, (e.g left and right 
cross hemisphere connections) are most common in BA6 with the left seed, and changes are only 
seen in the pre/post task comparison for the morning group.   It should be kept in mind that due to 
the way conn outputs clusters this target may cross hemispheres even when the MNI peak is 
lateralised.  Hippocampus connectivity with the parrahippocampus is another example of local 
connectivity.  Positive links from left hippocampus to right parrahippocampus are seen post task in 
both morning and evening.   
6.4.2 Common Targets (see Appendix 5.1 for Table) 
ROIs showing significant interaction in the factorial analysis in chapter 5 (5.4) are also common 
targets of the seeds.   The right insula has previously been implicated in cognitive control, switching 
between resting state and the central executive network using Grainger causality analysis, 
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(Sridharen et al, 2008).  In the factorial analysis it showed significant group and session interaction.  
It appears as a target of the right hippocampus in the evening, which could indicate altered 
switching in the evening.   A meta analysis of fMRI studies showed involvement of the left insula in 
expressive language tasks, (Oh et al, 2014).  It appears as a target of left IFG, responding to group 
and pre/post comparisons.  It shows a positive pre post task difference in connectivity with left BA6 
in the morning.  There are no links with the thalamus, indicating that if it does have a network 
switching role, it is independent of the thalamus. 
BA19 is key and is a target of all seeds, in the left hemisphere and for IFG and thalamus on the right.  
It responds to group and pre/post task comparison and interactions, especially with the left 
hippocampus seed.  It has been suggested to have in a role in error detection, (Konishi et al, 2000) 
and could be important in the transition from declarative and procedural learning by acting as a 
target of the hippocampus.  BA39 is a key output target for left hemisphere seeds, apart from for 
thalamus.  It does show different responses in the individual sessions, but no change in response 
according to the comparisons.  This perhaps indicates a task processing rather than learning role, 
(Hampson et al, 2006). 
BA10 is a frequent target of all the seeds and shows interaction between group and pre/post task 
with the thalamus on the left.  This could be a route for offline frontal memory consolidation, 
(Diekelmann and Born, 2011 and O’Reilly et al, 2011) that varies according to the sleep/wake cycle, 
possibly linked to its implicated role in attentional control, (Gour et al, 2011), and awareness 
mediated sequence learning, (Willingham et al, 2002).   BA10 shows a highly specific response to 
MEQ score in chapter 5 (5.4.8), so may also be linked to individual variation.   
6.4.3 Possible Improvements to Study 
Park et al (2012) suggest that their time sensitive resting state study could be improved by 
controlling for factors influencing circadian rhythms such as metabolism, light exposure and length 
of sleep.  This could equally apply here and throughout this investigation, however as discussed in 
Chapter 2, the aim was to retain participants normal habits and environments as far as possible.   
Shannon et al, (2012) noted that observed resting state changes were not linked to metabolism, 
measured by oxygen or glucose consumption, as studied by PET, so this may be less important.  
However, blood flow may be affected by circadian rhythms.  Further research is needed regarding 
how this affects the BOLD signal, although variations should be controlled for by measures to 
improve signal to noise such as heart response function, (Chang et al, 2009). 
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It could have been beneficial to study resting state after the first BROCANTO scanning session, and 
immediately before the second.  This would give four resting periods in total to compare, and would 
be similar to the approach by Gregory et al, (2013), and give more information about consolidation 
after 24 hours, independent of post task processing.  Only undertaking the BROCANTO testing inside 
the scanner, and the learning session outside so each fMRI session was shorter could have allowed 
the additional rest date to be collected.  However, the cross campus working and the layout at 
CUBIC did not favour multiple sessions of this kind.  For the resting state it would have been helpful 
to collect resting state data before the first session online BROCANTO session. Other additions to 
establish for example how long resting state changes persisted, or the effects of intervening 
‘dummy’ tasks, would also require additional scanning and participant disruption. 
While best efforts were made to control for head movement through screening the participants 
motion parameters, and the inbuilt correction in the Conn toolbox, additional motion parameter 
regressor covariates could be included, and denoising parameters for grey and white matter 
segmentation, could be further adjusted for additional control.  Visual inspection of all stages of the 
pre-processing in conn indicated that that functional scans were all reasonably well aligned.  It 
should also be kept in mind that the global signal adjustment used by conn can increase the chance 
of correlations appearing negative, although the default network anti-correlation has been found to 
persist regardless of whether global signal regression is performed (Fox et al, 2009, and Chi et al, 
2012). 
6.4.4 Suggestions for Future Studies 
MEQ preference, and PSQI measured sleep quality Pittsburgh and the sleep diaries could potentially 
affect resting state, independently from task. MEQ or PSQI scores could be included as covariates in 
this study, without further design modification.   
The default network has received considerable attention in the literature (Fox et al, 2007, and 
Raichele et al, 2015).  The Conn toolbox includes a present ROI for this network.  This could be used 
to study its connectivity in the different resting states.  However, it is the behaviour of the key seeds 
in relation to this network that is the priority for this investigation.  Instead, targets are considered in 
terms of whether they maybe nodes of the default network. 
Network analysis such as graph theory which available within the Conn toolbox, could also be used 
to differentiate local and longer range connections (Van Dijk  et al, 2009, and Spoormaker et al, 
2009). This may be especially relevant for time of day dependent resting state changes, (Spoormaker 
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et al, 2010).  It can also be used to identify highly interconnected regions which function as ‘hubs’, 
(Van Dijk at al, 2009), which is a likely to role for BA6 which and could be examined in more detail.   
The key point regarding how resting state differences relate to processing during task requires first 
connectivity analysis of the BROCANTO task functional data.  This is the subject for chapter 7, using 
PPI.  While this type of analysis does compare task to a baseline signal within the event related scan, 
the separate rest block investigated in this chapter, give a different picture of the pre existing resting 
state fluctuation, and post processing subsidence over a substantial time window.  This is beneficial 
because of the variation within resting state, (Chang and Glover, 2010). It is also not known how long 
task related changes persist, which may be different according to the process and pathway, 
(Takeuchi et al, 2013, and Urner at al, 2013).   
A follow on analysis would be to combine the rest and task, and use regression to measure whether 
the initial rest state predicts performance during the task, and vice versa.  Both would need to use 
the GLM correlation analysis as there is no task in the resting state sessions to perform PPI.  
Alternatively, PPI could be used for both to look at modulatory interactions between two ROIs, for 
example IFG and BA6. 
There is evidence that the default network shows task related reductions in connectivity at higher 
frequencies of the fMRI signal, (0.17-0.25Hz).  Also, resting state coherence is high at medium 
frequencies in limbic and temporal areas, while connectivity at <0.08 Hz is greater in frontal 
structures, (Salvador et al, 2008).  Frequency based connectivity has also been proposed as a way to 
study directionality of information flow linked to cognitive processing across the brain, (e.g 
feedforward and feedback), as well as showing rhythmicity, with alpha and beta oscillations 
involving reciprocal cortico-thalamic loops (Siegel at al, 2012).  Little is known about how this 
frequency depended connectivity varies according to the sleep/wake cycle.  Conducting frequency 
based analysis on this data could be an innovative and important step.   
The new versions of the conn tool box, (e.g 18a) allows analysis using a specified frequency band 
filter.  Alternatively, the fMRI scanner could be set up for the novel power spectrum sequence.  
While the spectral range is different to the one measured by EEG.  Performing this in fMRI could help 
to bring outputs form the two methods closer and help integrate the extensive EEG literature on 
sleep with the spatial resolution of fMRI, so is a relevant future research direction.  
Resting state connectivity pre task clearly varies according to the sleep wake condition, suggesting a 
sleep/wake cycle difference in the absence of task.  There are also different effects post task.  Key 
connections between IFG and BA6 are highly responsive to the experimental conditions, and 
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differences are likely to be learning related.  To understand this further, post task processing in 
particular, needs to be considered alongside connectivity during the BROCANTO task.  This is the 
subject of the following chapter, (chapter 7). 
6.4.5 Findings Summary, Against Aims Predictions, (Section 1.4.2) 
1) The right thalamus in particular shows negative connectivity in pre task in the evening.  The post 
task connection between right thalamus and bilateral BA6, and from right IFG to bilateral thalamus 
switches from positive to negative in the evening. 
2) There is hippocampal connectivity with IFG, but it does not respond to the experimental 
conditions.  This suggests response to the experimental conditions at rest is modulated by other 
regions. 
3) The thalamus appears as a target rather than input for hippocampus and IFG.  The input to 
hippocampus is only seen post task in the evening.  Thalamus input to IFG responds to the 
interaction on the left.  This suggests that it could perform a modulatory role between hippocampus 
and IFG processing at rest which is reduced in the evening. 
4) Left BA6 connectivity changes pre/post task, and the connection between BA6 and IFG is highly 
responsive to the experimental conditions, suggesting a key role.   
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Chapter 7 – Connectivity Response to the BROCANTO Task and Position in the Sleep Wake Cycle 
A Psycho Physiological Interaction, (PPI) Analysis 
7.1 Aims 
This chapter will investigate the connectivity response of the key seeds during the BROCANTO 
testing sessions, (1 and 2, see chapter 5 fig 5.4.2).  A PPI analysis will identify targets that show a 
relationship to the seed and the task.  The second level comparisons can then demonstrate how they 
change according to the experimental conditions.  The relationships between key nodes in 
declarative (hippocampus) and procedural (IFG) learning will be examined, together with how they 
are mediated across other key nodes, e.g BA6 and thalamus.  The response of connections showing 
changes pre and post task in chapter 6 will be characterised during the task itself.  This will begin to 
establish the networks linked to key nodes, (seeds) engaged BROCANTO processing, and how this is 
affected by a consolidation period (session), and position of training within the sleep/wake cycle 
(group). The dorsal/ventral stream model, (Friederici, 2012), gives a connected view of speech and 
language processing, and the findings from this study could usefully be explained in this context.  
 
7.1.1 Background 
Previous connectivity studies on learning have identified a hippocampal network that is related to 
grammar chunk strength, (Liberman et al, 2004), familiarity, (Gour et al, 2011), rate of learning, 
(Mattfield and Stark, 2011), and is affected by sleep, (Takashima et al, 2006 and Thielen et al, 2015).   
There is also a grammar sensitive response via the caudate, (Lieberman et al, 2004), through a 
cortico-striatal pathway.  The IFG may exert a top down influence via the caudate, (Yang and Li, 
2012).  These networks may be interlinked as connections between globus pallidus, IFG, thalamus, 
insula and hippocampus have been implicated in sequential ordering tasks, (Tinaz et al, 2006). There 
is some evidence for role in learning, as coupling between the hippocampal and cortico-striatal 
networks increases at the height of learning, then decreases, (Forkstram et al, 2006).   This fits with 
the proposal regarding transfer from the declarative to procedural system, (Ullman, 20044, 2006).  
Crucially, a network consisting of the IFG, putamen, insula, pre central gyrus and supplementary 
motor area (BA6) has been identified in second language learning using a PPI analysis, (Dodel et al, 
2005).  
Engagement of these striatal-cortical and hippocampal connections in sequence learning, has also 
been found to be identically affected by sleep, (van Kesteren et al, 2010, Albouy et al, 2015). These 
sleep related effects could be mediated by a transient connection between hippocampus, thalamus 
and cortex.   An increase in thalamic engagement accompanied by a decrease in hippocampal 
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activation, suggesting a shift in processing to the cortex.  This response is strengthened by 
immediate sleep, (Thielen et al, 2015).  This could also be the case for learning of BROCANTO 
Grammar, and the processes would apply to rules learning. 
Since the original studies of brain activation during BROCANTO learning, (Opitz and Friederici, 2003, 
2004, 2007 and Hauser et al, 2012), further investigations have used connectivity analysis methods 
to map networks involved in BROCANTO learning, and investigate the relationships between 
previously identified regions (hippocampus and IFG) within them.  This provides some more specific 
background for the studies in this chapter which also considers the effect of the sleep/wake cycle. 
Initially, a model free, data driven independent component analysis was used to identify regions 
showing a synchronous co-activation during the BROCANTO task, (Kepinska et al, 2017b).   This was 
likely to include but not be limited to, the regions responding to the task, regardless of their 
interaction with each other that were shown in the previous studies using the general linear modal, 
(see chapter 4).  See appendix A3.1 for table, cross mapping Kepinska’s (2017b) results to those of 
Opitz and Friederici, 2003, 2004, 2007, and Hauser et al 2012 using Brodmann’s atlas. 
Kepinska, (2017b) classified regions with synchronous activity during the BROCANTO into networks.  
These were specified as Task Positive (BROCANTO language), Default Mode, Working Memory, 
Visual, Cerebellar and Emotional.  These were further related to high and average language learning 
ability using the LLAMA test.  Low scorers are not included.   This biases the sample but may be 
typical of a University population, which was also used throughout the investigation in this thesis. 
A stronger contribution to the task positive network from syntax related areas, particularly bilateral 
frontal areas including the IFG pars operularis, as well as stronger connectivity within 
 the working memory networks was linked to higher language learning ability. Bilateral activation of 
the caudate nuclei was seen, and Kepinska at al, (2018) propose a role for it in memory, and 
language control in this task positive network.  The insula was also linked to this network.  It is 
believed to be involved in higher order aspects of speech and language production, with direct links 
to IFG, (Oh et al, 2014, Sridharan et al, 2008).   
The Premotor Cortex (e.g BA6) proposed to have a key role in BROCANTO learning, such as structural 
sequential processing, and local dependencies, (Friederici, 2006), which is more general than the 
more language specific IFG, (Opitz and Friederici, 2003, 2004, Friederici et al, 2006).   It responded to 
the Independent Component Analysis, along with bilateral thalamus.  Kepinska et al, (2017b) 
classified them part of the ‘working memory network’.  Reliance on it would be expected to decline 
during BROCANTO learning, (Opitz and Friederici, 2003, 2004). 
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Kepinska et al, (2017b) found greater engagement of the right central opercular/secondary 
somatosensory cortex linked to higher initial language learning ability.  This includes BA6 and IFG.  
This also classify this as ‘working memory’, and suggest this processing is linked to fluid intelligence, 
critical for rule learning during the task.  They also found links between frontal parietal regions and 
the visual word form area, which they classify as ‘working’ memory and propose reflect word 
recognition aspects of BROCANTO learning.   
Bilateral Hippocampal involvement is presented as a component of the, ‘default mode network’.   
Engagement of this network decreases in higher language learning ability, (Kepinska et al, 2017b), 
suggesting that decreased hippocampal engagement is linked to proficiency which fits with an 
explanation of transfer from declarative to procedural learning, (see chapter 4). A further visual 
network was identified.  This may respond more to the sleep/wake cycle conditions than the 
BROCANTO learning sessions.  Sensory processing regions were also activated in chapter 5, (5.4.11), 
but this is beyond the scope of this thesis. 
Kepinska et al, 2017b) also identified a cerebellar network.  However, it does not change according 
to language ability.  The key connections to thalamus and basal ganglia are also engaged in both the 
working memory and task networks (caudate instead of pallidum).  Therefore, the cerebellar 
network can be considered an additional modulatory rather than core mechanism.  An emotional 
network was also characterised.  This is also more likely to be influence by individual response to the 
scanner environment and task difficulty so a more unstable indicator of the effects of the 
experimental variables.  As this thesis is primarily concerned with the effect of BROCANTO learning, 
these are less relevant. 
Kepinska et al, (2017b) propose that the identified networks reflect multiple cognitive processes 
during language learning, some of which alter according to proficiency, (ability and level).  This could 
be underpinned by different memory processes e.g ‘rules’ and ‘similarity’, (Opitz and Friederici, 
2004), (see fig 1.2.5).  Average scoring participants show stronger functional connectivity of the right 
occipital fusiform gyrus, indicating that they are using a different strategy.  It could also be inferred 
that higher scoring participants’ greater IFG connectivity indicates that they emphasise rules.   
Reductions in contribution across the working memory and default networks can also be explained 
in terms of memory systems. Higher scoring participants seem better able to detach from the 
default network, which is more engaged in the average group.  In addition to the possible 
contribution of a hippocampal based similarity process, default network engagement could also 
reflect a higher degree of mind wandering, (Mason et al, 2007), which creates reduced task focus 
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and less efficient selective processing, so detachment would improve task processing.  This would be 
reflected by increasingly selective IFG engagement (Opitz and Friederici, 2004). 
Kepinska et al, (2018) investigated this specific connectivity during BROCANTO learning using a 
Physiological Psychological Interaction (PPI) analysis, (see chapter 2).  This convolves the signal 
linked to the BROCANTO task with the signal of an identified seed region.  Regression analysis 
identifies target regions showing synchronous activation that is predictive by the seed/task 
convolved signal.  This requires a more predefined hypothesis regarding key relationships, than the 
independent component analysis.  
Kepinska et al, (2018) ran two PPI analysis using bilateral hippocampus and IFG (BA44) as the seed 
regions.  These were run across the whole training session to build static a connectivity map.  They 
also considered learning dynamically over time during the entire training session.  The connection 
between IFG and hippocampus could be expected to decrease with learning due to decline of 
hippocampal (declarative) involvement. 
The results do not directly support this prediction, as neither seed appeared as a significant target of 
the other, suggesting they do not interact.  Kepinska et a, (2018) propose that this lack of a direct 
link supports the view of Opitz and Friederici (2003, 204, 2007) of two separate systems for IFG 
(parietal) based procedural rule learning, and hippocampal (temporal) based similarity declarative 
learning.  They recognise that a hippocampal IFG link may appear at a later stage of learning, as IFG 
proficiency is not yet reached.  It should also be noted that no change in IFG activation independent 
of performance was seen across the two sessions over 24 hours in chapter 5, (see 5.2.1 and 5.4.6), 
which suggests it is not core to BROCANTO processing compared to the whole brain. 
Strength of the bilateral hippocampus connections to the visual occipital lobes was a predictor of 
BROCANTO performance, (Kepinska et al, 20128).   This could be associated with efficient task 
processing, rather than learning.  Bilateral IFG connectivity also increased over time during the 
training session.  These connections were mainly on the right with the posterior cingulate and 
tempero parietal areas, including supplementary motor cortex, (BA6).  This is independent of task 
performance and suggests an important role for right hemisphere connectivity which is supported 
by the right IFG activation seen in chapter 5.   
7.1.2 Study Rationale 
This study will investigate connectivity effects that change over a 24 hour period of consolidation.  
This should clarify whether a link between IFG and hippocampus develops over this longer time 
frame, or whether they continue to act independently.  Static connectivity maps from the two 
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BROCANTO test sessions will be compared, to investigate the effects of consolidation.   Learning 
over time within the sessions will not be considered, as this has been investigated in previous 
studies, (Opitz and Friederici, 2003, 2004, Kepinska et al 2018).  Training sessions take place at either 
9am or 9pm (see chapter 5).  Therefore, connectivity changes according to BROCANTO training 
position within in the sleep wake cycle can be compared.  Connecting target regions responding to 
the interaction between the experimental conditions can also be investigated.   
The Independent Component Analysis, (Kepinska et al, 2017b), network classification into working 
memory, task positive and default mode network, does not necessarily separate rule and similarity 
processes, and functional networks may overlap.  The PPI analysis gives a picture of connectivity 
relationships more specific to the BROCANTO task, at the first level.  This approach will be used, with 
second level comparisons to compare the experimental conditions and establish the interaction.  
Additional seeds of BA6 and thalamus are included to identify intermediate relationships between 
IFG and Hippocampus, not identified by the PPI analysis of Kepinska et al, (2018) and that may be 
core to performance independent BROCANTO learning, (see chapter 5).  
Shifts in the seed connectivity profiles according to learning session and morning/evening group are 
of central relevance to this thesis.  The second level comparisons provide an additional way to study 
this.  Kepinska’s studies collected their data throughout the working day, so time of day effects could 
obscure connections that are sensitive to this, such as between hippocampus and IFG.  Kepinska et 
al, (2017b) also collected their resting state data interleaved with the task.  The separate runs and 
analysis for task (chapter 7) and rest (chapter 6) in this investigation may help clarify the 
contributions of the ‘task’ and ‘default’ networks, and how they are affected by the sleep wake cycle 
manipulation. 
Individual variation in learning performance will be controlled for by regressing out the DPrime 
scores, as in chapter 5.   This will reveal the distribution of the critical activation predicted by the 
task that persists regardless of proficiency, provided a score above random chance has been 
reached.  This will demonstrate the core processes, without the individual variation studied by 
Kepinska et al, (2017 a and b).   It is possible that higher proficiency learners for example do not 
require a hippocampal - IFG connection, which could be another reason it was not seen by Kepinska 
et al, (2018). IFG  processing could be taking place independently, but its regional activation was only 
seen with the performance contrast in chapter 5, (see 5.4.4). 
Involvement of other components of the task positive network identified by Kepinska et al, (2017b) 
may shift more towards the response seen in stronger learners during the second BROCANTO 
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session (within subjects condition).  The performance control will help establish which are essential 
to learning.    Kepinska et al, (2018) found connectivity in response to the BROCANTO task between 
the left IFG seed and left parietal target, as the only response present regardless of learning 
performance, although the entire connectivity profile of the seed did change with performance.   
Therefore, left IFG/parietal connectivity could be expected in both sessions in this study, with a 
possible increase at session 2.   It should be noted that the connectivity profile can change even 
when the seed region does not show a significantly different response to the whole brain.  Bilateral 
caudate engagement is classed as part of the task positive network, (Kepinska et al, 2017b), and its 
connectivity with IFG may change across sessions, especially as chapter 5 and 6 suggest it is 
responsive in the morning. 
Some engagement of the working memory network will be retained despite the performance 
control, if it is BROCANTO task critical, (Kepinska et al, 2017b).   This could be expected to decline 
from the first to the second training session.   Kepinska et al (2017b) classify bilateral thalamic 
engagement as part of this working memory network.  The thalamus is a key output of the caudate 
and may play an intermediately role during the task, as proposed by Sami et al during rest, which is 
also sensitive to the sleep/wake cycle manipulation,(see chapter 6), especially its link to the cortex 
which varies according to learning and sleep, (Thielen et al, 2015).   
Kepinska et al (2017b) classed the hippocampus as part of the default network.  However, it has a 
key role in similarity based learning, (Opitz and Friederici, 2003, 2004, 2007). This study will examine 
its target relationships to establish whether it simply disengages over the course of the task or shows 
a more task specific connectivity profile.  Hippocampus does not show a stand alone response to 
BROCANTO, independent of performance in chapter 5.  Kepinska et al, (2018) found a different 
connectivity distribution between the right and left hippocampus seed which was more dispersed on 
the right.  The right also responded performance, and correct and incorrect grammar in chapter 4, so 
it needs to be studied bilaterally.   
Kepinska et al, (2018) also found mainly local connections from the hippocampus seed in 
neighbouring occipital/temporal areas, which suggests that longer range connections may be 
mediated differently.  A possibility is that the ventral premotor regions (BA6) act as a hub (Cole et al, 
2012) and coordinate the majority of the BROCANTO learning response, including any systems 
transfer.  This could be more important in the core connectivity response to BROCANTO learning, 
than the IFG or hippocampus, especially if their response is transitory and proficiency dependent.   
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BA6 was shown to be highly responsive to BROCANTO learning, showing interaction between 
learning sessions and groups in chapter 5, and its connection with IFG also responds at rest (chapter 
6).  Kepinska et al, (2018) found its connectivity with right IFG changed over the timecourse of 
BROCANTO learning. As a ‘hub’ it could be expected to be highly interconnected core learning 
mechanism, shows a stronger relationship with IFG could be expected at the second session.  The 
insula may also show a highly interconnected ‘hub’ like response, (Oh et al, 2014).  
The thalamus connectivity profile is likely to be critical for facilitation of motor sequence related 
learning as well as showing reduced cortical connectivity at night (see chapter 6).  Right thalamus 
shows interaction between learning session and morning/evening group in chapter 5, and it has 
been found to respond to BROCANTO learning level, (Opitz and Friederici, 2003).  Kepinska et al, 
(2017b) classify it as part of a ‘working memory’ network.  Its resting state data suggests it could play 
an intemediatory role in connections from the hippocampus, and it disconnects in the evening even 
before the task begins.  How its relationship with IFG, changes across sessions is of key interest.  No 
links were seen in Kepinska’s (2018) PPI study with either hippocampus or IFG seed, which suggests 
its role could be mediated via BA6, which would fit with the proposals of Sami et al, (2014). 
7.1.3 Summary 
As individual learning performance is controlled for in this study, high engagement of the task 
positive network (e.g IFG connectivity) can be taken to represent a core mechanism of ‘procedural 
/rules based processing’, appear under the sleep/wake cycle conditions that favour it and be 
retained or strengthened across the consolidation period.  This is likely to be accompanied by a 
decline of engagement in default and working memory components such as hippocampus and 
thalamus.    BA6 may act as an intermediate ‘hub’ through responsive connectivity with IFG, and 
thalamus may mediate hippocampal connectivity in accordance with the sleep/wake cycle.  
The schema in 7.1.1. suggests that the change across sessions is characterised by an increase 
connectivity between procedural linked regions.   The change across groups is characterised by a 
decrease in connectivity, especially from the hippocampus and thalamus to the cortex, and a 
maintenance of connectivity between key procedural regions BA6 and IFG.
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Fig 7.1.1 Schematic Representation of Predicted Connectivity Relationship Changes Between Key Regions According to A Consolidation (BROCANTO 
session 1/2) and B Sleep Wake Cycle position, (Morning/Evening) 
A B  
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7.2 Methods 
The methods and PPI analysis were performed as set out in chapter 2, section 2.8. The 2nd level 
ANOVA comparison was performed as set out in fig 2.7.2. 
7.2.1 Participants 
These were as described in chapter 6.2.1. 
7.2.2 Presentation of Results Output 
The comparison and individual session outputs are presented as two sided, height threshold p>0.05, 
p uncorrected, cluster threshold, p<0.05 p cluster size, p-FDR un corrected.  In the tables (7.3.2, 
7.3.8, 7.3.13, 7.3.21)* indicates the cluster remains with p correction applied.  The figures display is 
as outlined in chapter 6, section 6.6.2.  Also see chapter 2, fig 2.7.3 for beta outputs explanation. 
7.3 Results - Seed Connectivity 
The second level BROCANTO session comparison allows regions the show a change in response 
across the two BROCANTO training sessions to be identified.   This comparison is used initially as it 
shows targets that demonstrate a consolidation effect across sessions, which is of primary interest in 
relation to the BROCANTO task.  The interaction shows those that additionally respond to the 
sleep/wake cycle conditions.   These are detailed in the tables (figs7.3.2, 7.3.8, 7.3.13 and 7.3.21). 
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Fig 7.3.1 Hippocampus Seed Response Distribution According to the BROCANTO Session 
Comparisons, Sagittal Sections 
 Left Right 
AM 
  
PM  
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Fig 7.3.2 Table to Show Hippocampus Seed Connectivity Response to Change Between the BROCANTO Training Sessions (1 and 2) and Their Interaction 
with the Sleep/Wake Cycle (am/pm Group) – Bold also appear as Group Comparison for the Seed 
a. Session difference in the morning 
  Left Hippocampus Seed Right Hippocampus Seed 
Group 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
am 
L Prim 
Auditory * -50 -14 2 1181 0.42 6.37 0.0019 R BA39 40 -56 50 943 -0.54 -7.95 0.0003 
am R BA47 28 26 -8 369 -0.39 -4.91 0.0019 
R Inferior 
temporal gyrus 46 -40 -8 861 0.35 8.94 0.0003 
am L Parahip  -14 -32 -8 303 -0.58 -4.95 0.0019 L Parahip (36) -30 -22 -28 695 0.45 5 0.0024 
am                 L Visual Assoc  -2 -98 14 620 0.34 8.02 0.0003 
am                 L BA7 -26 -56 40 598 -0.56 -4.75 0.0003 
am                 L BA6 -48 8 28 307 -0.42 -4.73 0.0003 
am                 
R Precuneus 
cortex 30 -46 14 258 0.23 5.55 0.0015 
am                 R BA10 10 64 -10 244 0.37 7.04 0.0005 
 
The hippocampus does not show connectivity at targets with p corrected, apart from a connection from left hippocampus to left auditory cortex in the 
session comparison in the morning.  This is likely to reflect habituation to the scanner noise, although it is interesting that this is not seen in the evening.    
For both hippocampus seeds, more targets respond to change across sessions than they do for group.  The hippocampus shows more targets responding to 
change across sessions in the morning with the right seed than the left.  This indicates that these regions are engaged in BROCANTO processing as part of a 
wider network.  Both seeds in the evening show more targets responding to change across sessions in the evening, than in the morning, although these are 
all low threshold clusters, so the response in the morning is stronger and more localised.  
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Fig 7.3.2 Table to Show Hippocampus Seed Connectivity in Responding to Change Between the BROCANTO Training Sessions (1 and 2) and Their 
Interaction with the Sleep/Wake Cycle Conditions, (am/pm Group) – Bold also appear as Group Comparison for the Seed 
b. Session difference in the evening and interaction 
  Left Hippocampus Seed Right Hippocampus Seed 
Group 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
pm R BA47  36 44 -20 383 -0.59 -7.14 0.0007 R BA47 46 26 -20 789 0.52 6.06 0.0013 
pm R BA47  54 22 -12 288 0.56 6.86 0.0007 L PrimMotor  -32 -26 70 769 0.61 5.52 0.0044 
pm L BA7 -12 -46 50 689 0.55 3.97 0.0065 L Putamen  -18 16 -8 505 -0.67 -5.18 0.0018 
pm 
L post central 
gyrus -38 -28 70 659 -0.87 -3.42 0.0111 amygdala/hippo 0 -26 -16 503 0.71 6.56 0.0011 
pm 
L supermarginal 
gyrus -50 -46 20 595 0.40 8.99 0.0005 L BA10 -32 44 20 407 0.61 5.52 0.0015 
pm L Amygdala  -26 -2 -20 527 0.61 5.14 0.0022 L frontal pole -38 44 -20 246 -0.48 -5.48 0.0015 
pm L BA7 -18 -62 34 523 -0.58 -4.33 0.0052 L BA40 -60 -38 26 229 0.42 8.17 0.0008 
pm L Insula -32 10 2 482 -0.31 -3.03 0.0191 L insula -38 -32 -4 369 0.51 4.66 0.0029 
pm 
R supermarginal 
gyrus 68 -46 16 343 0.50 5.68 0.0018 R BA22 66 -32 4 347 0.42 6.56 0.0011 
pm L PrimMotor  -54 -14 32 267 -0.39 -4.22 0.0052 R BA32 0 32 26 256 -0.41 -4.34 0.0038 
pm Thalamus 0 -16 16 240 -0.47 -7.02 0.0007                 
Inter 
L lateral 
occipoital cortex -20 -58 28 516 0.96 3.53 0.0033 L Primsensory  -32 -32 70 532 0.9 3.3 0.0052 
Inter R BA38 40 22 -22 504 -0.84 5.03 0.0003 L Caudate  -6 16 -14 405 0.93 4.4 0.0015 
Inter thal/caudate 0 -16 16 357 0.83 5.57 0.0002 R BA10 30 50 -10 328 -0.73 -3.42 0.0052 
Inter                 R Hippocampus  28 -16 -22 299 0.9 3.3 0.0052 
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Fig 7.3.3 Left Hippocampus Seed With Bilateral Thalamus Target, Interaction 
Left hippocampus seed with a bilateral 
brain stem target, including the thalamus, 
responded to the interaction between 
group and session, Coronal Section, MNI 0, 
-16, 16 cluster size 357, beta = 0.83, t = 
5.57, p-FDR=0.0002 
Graph: yellow = am, blue = pm 
  
 
For the left hippocampus seed, showing an interaction response with the thalamus target, the means show that the session difference is positive for the 
morning group, so session one is greater, and negative in the evening, suggesting a reduction at the second session.  The bilateral thalamus responds to the 
group comparison for both BROCANTO sessions.  This shows a switch form negative to positive in the morning, and the opposite in the evening, with a 
greater effect in the evening.    The session comparison difference is seen in the evening, with a negative beta, suggesting disengagement. 
 
Fig 7.3.4 Left Hippocampus Seed and Thalamus Target Session Comparison in the Evening 
 
Left Hippocampus Seed and Thalamus Target 
Session Comparison in the Evening,  Axial 
Section MNI 0, -16, 16 
cluster size 240, beta =-0.47, t =-7.02 p-FDR = 
0.000702 
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Right Hippocampus Seed connections to left BA6 that reduces at the second session in the morning.  Similar is seen for right BA39 target. 
Fig 7.3.5 Right Hippocampus Seed and Left BA6 Target Session Comparison in the Morning 
Right Hippocampus Seed and Left BA6 Target 
Session Comparison in the Morning, Saggital 
Section MNI -48, 8, 28 
cluster size = 307, beta = -0.42, t = -4.73, 
p=0.00238 
 
 
 
Right BA47 is a frontal target of both right and left hippocampus seeds.  It borders the IFG, and does not respond to any of the other seeds.  It responds to 
session, but not group comparisons.  In the morning, it appears as a target of just the left hippocampus seed.  In the evening, it appears as a target of 
bilateral hippocampus seeds.  It has a double peak in the evening with the left seed, one positive, one negative so could benefit from further investigation 
for example using MPVA, (Deuker et al, 2013).  For the evening the betas are opposite between the left and right seed, strengthening on the right and 
wakening on the left.  The right hippocampus seed also connects with frontal region right BA10, showing interaction between session and group. 
The left hippocampus seed connects with the left caudate, showing an interaction response between group and session. The means show that the session 
difference is positive in the morning and negative in the evening, e.g the connection decreases across sessions in the morning and increases in the evening.  
In the evening there is a connection to left putamen that increases across sessions. 
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Fig 7.3.6 Left Hippocampus Connectivity to Right BA47 Target 
Left Hippocampus Seed and Right BA47 
Target Session Comparison in the Morning,   
Axial Section MNI 28, 26, -8 
cluster size 369, beta =-0.39, t = -4.91 p-FDR 
= 0.0019 
 
Left Hippocampus Seed Connectivity 
to Right BA47 Target, Showing a 
Difference Across Sessions in the 
Evening 
Axial Section 
MNI 36, 44, -20 
cluster size 383, beta = -0.59, t = -
7.14, p-FDR = 0.00072 
 
 
Fig 7.3.7 Right Hippocampus Seed Connectivity With Basal Ganglia Targets 
Right hippocampus seed with 
a left caudate target, 
including the thalamus, 
responded to the interaction 
between group and session,  
Axial Section, MNI -6, 16, -14 
cluster size = 405, beta = 0.93, 
t = 4.40, p-FDR = 0.00150 
Graph: yellow = am, blue = pm 
 
 
 
 
Right hippocampus seed 
with a left putamen target, 
responding to the session 
comparison in the evening,  
Axial Section MNI -18, 16, -
8 cluster size = 505, beta =-
0.67, t = -5.18, p-FDR = 
0.0018 
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Fig 7.3.8 Table to Show Thalamus Seed Connectivity in Responding to Change Between the BROCANTO Training Sessions (1 and 2) and Their Interaction 
with the Sleep/Wake Cycle (am/pm Group) Conditions 
  Left Thalamus Seed Right Thalamus Seed 
Group 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
am R BA9* 16 62 26 1096 0.83 7.93 0.0006 L BA6* -2 4 62 4229 -0.45 -15.05 0.0000 
am L frontal pole* -32 56 28 982 0.77 6.64 0.0008 
precuneus 
cortex* 24 -52 22 803 0.55 8.78 0.0002 
am L BA23* -8 -46 20 355 -0.59 -4.16 0.0049 R BA10 28 58 16 370 0.78 6.61 0.0006 
am L BA19 -36 -74 10 270 -0.4 -4.90 0.0023 L BA10 -14 64 26 255 0.9 4.23 0.0048 
am L Fusiform  -54 -56 -4 263 -0.6 -3.59 0.0088 R BA31 4 -50 44 227 0.63 3.79 0.0068 
am R BA6 40 -4 44 254 -0.45 -4.94 0.0023 L BA10 -24 56 -2 225 0.62 9.41 0.0001 
am 
R pallidum 
putamen 
amygdala 16 -10 -10 249 0.64 5.44 0.0019                 
pm LBA6 -20 -4 62 489 0.59 4.66 0.0031 L BA6 -14 -4 70 460 0.65 3.66 0.0081 
pm 
L superior 
pariatal lobule -24 -50 46 434 0.64 3.80 0.0068 L BA7 -12 -62 50 815 0.79 4.9 0.0041 
pm R SensoryAssoc 24 -40 52 274 0.55 7.34 0.0006 R BA9 34 28 34 360 0.75 7.28 0.0011 
                  L BA8 -12 28 40 326 -0.67 -3.67 0.0080 
                  L BA7 -20 -58 62 228 0.73 3.76 0.0081 
                  L BA46 -36 38 4 825 0.5 6.52 0.0011 
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Left Thalamus Seed Right Thalamus Seed 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Interaction        
L superior 
frontal gyrus* -12 2 62 1474 -0.83 -5.64 0.0001 
R BA8 42 22 50 414 1.11 4.12 0.0010 R PrimSensory*  30 -40 70 1128 -0.9 -5.52 0.0003 
R BA44 36 14 16 333 0.55 4.60 0.0006 
middle frontal 
gyrus -24 26 26 662 -0.67 -4.51 0.0011 
 LBA6*  -2  -2  52  2165  -0.81  -5.99  0.0001 
superior 
pariatal lobule -24 -56 64 505 -0.98 -4.4 0.0011 
                L BA39 -42 -70 26 414 1.07 3.63 0.0031 
                R BA24 6 4 32 375 -0.66 -4.9 0.0007 
                L BA8 -44 22 50 330 1.14 4.21 0.0013 
                L parrahippo -24 -20 -40 289 0.86 3.52 0.0034 
                R BA19 34 -86 -14 264 1.2 4.08 0.0014 
 
The thalamus shows some key targets at the with p corrected at the targets marked *, in the morning session comparison only.  Notably the left there is a 
large strong connection from the left seed to the contralateral right hemisphere frontal region B9. The right seed has a corrected connection to 
contralateral left BA6.  In the evening session comparison there is far less frontal connection for both hemispheres.    
The left thalamus shows fewer targets responding to the group comparisons than the right.  Notably, there is a strong response at left BA6 which Is the only 
one seen at the second session.  This suggests that the left thalamus-left BA6 link is specifically involved in consolidation and sensitive to the sleep/wake 
cycle, although it does not appear in the interaction. 
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Fig 7.3.9* Left Thalamus Seed Connection to Left BA6 Target, Interaction 
Left thalamus seed with a connection to 
left BA6 target, responded to the 
interaction between group and session, 
Coronal Section, cluster size =2165, beta = 
-0.81, t = -5.98, p-FDR =0.0001, MNI -2, -
2,52 
Graph: yellow = am, blue = pm 
 
 
 
 
The left thalamus seed shows a negative interaction at the left BA6 target.  This suggests that the session difference is greater in the evening group.  The 
means show that this is negative in the morning, so the effect increases across sessions, and positive in the evening indicating a decrease across sessions. 
The evening group shows a positive session comparison, which supports a decrease across sessions in the evening.   
The Right Thalamus seed shows a connection to left BA6 that responds to session difference in both morning and evening, but not an interaction.  
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Fig 7.3 10 Right Thalamus* Seed Connectivity to Left BA6 Target, Session Comparisons  
Right Thalamus Seed Connectivity to Left 
BA6 Target, Showing a Difference Across 
Sessions in the Morning* 
cluster size 4229, beta = -0.45, t = -15.05, p-
FDR = 0.000012 
Axial Section, MNI -4, 2, 62 
 
Right Thalamus Seed Connectivity to 
Left BA6 Target, Showing a Difference 
Across Sessions in the Evening 
cluster size 460, beta = 0.65, t = 3.66, p-
FDR = 0.008087 
Axial Section, MNI -14, -4, 70 
 
 
There is a positive interaction with the left thalamus seed and right IFG target (BA44).   This suggests that the session comparison is greater in the morning, 
and the means show that in the morning it is positive, so reduces at the second session, and negative in the evening, so increases.  This target only appears 
as this interaction and not in the group and session comparisons. 
Fig 7.3.11 Left Thalamus Seed Connection to Left IFG Target, Interaction 
Left thalamus seed with a connection to 
left IFG (BA44) target, responded to the 
interaction between group and session, 
Coronal Section, cluster size = 333, beta = 
0.55, t= 4.60, p-FDR=0.00061,  
MNI 36, 14, 16 
Graph: yellow = am, blue = pm 
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Fig 7.3.12 IFG Seed Response Distribution According to the BROCANTO Session Comparisons, 
Sagittal 
 AM PM 
Left 
  
Right 
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Fig 7.3.13 Table to Show IFG Seed Connectivity in Response to Change Between the BROCANTO Training Sessions (1 and 2) and Interaction with the 
Sleep/Wake Cycle (am/pm Group) 
  Left IFG Seed Right IFG Seed 
Group 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
am R Fusiform * 60 -44 -14 223 0.5 3.82 0.0065 R Fusiform * 52 -46 8 1212 -0.65 -6.68 0.0013 
am L Fusiform  -42 -52 14 2708 -0.43 -14.72 0.0000 L BA44* -50 16 20 929 0.48 5.51 0.0013 
am fusiform 28 -52 -26 311 0.5 4.49 0.0041 L BA31* -8 -44 50 5599 -0.49 -10.44 0.0002 
am angular gyrus* 66 -54 16 903 -0.42 -6.74 0.0008 L BA40 -38 -40 44 688 0.65 5.55 0.0013 
am L BA39 -60 -44 26 302 -0.49 -3.82 0.0065  R BA39* 30 -58 44 785 0.6 5.85 0.0013 
am cingulate gyrus* 4 -32 16 854 -0.34 -11.24 0.0001 R VisualAssoc  24 -88 -10 516 0.58 4.85 0.0020 
am 
lateral occipital 
cortex * 16 -68 68 1197 0.58 6.06 0.0010 L BA6 -2 10 56 422 0.46 4.62 0.0024 
am L PrimMotor  -44 -20 64 354 -0.53 -4.14 0.0050 R BA6 12 2 74 302 -0.62 -5.89 0.0013 
am L BA46 -38 46 14 588 0.52 6.6 0.0008 R BA9 28 46 32 374 -0.6 -5.47 0.0013 
am R BA9 52 28 32 603 0.55 5.93 0.0010 R BA9 48 32 28 395 0.72 7.3 0.0011 
am 
l putamen 
caudate thal -20 -2 8 441 0.35 6.59 0.0008 caudate/putamen 6 22 2 573 0.67 5.09 0.0016 
am R BA22 48 -16 -4 212 -0.46 -7.04 0.0008 R Insula  36 -2 14 261 0.36 5.1 0.0016 
am L lingual gyrus -2 -80 -26 337 0.63 4.16 0.0050 L lingual gyrus -8 -28 -4 306 -0.56 -5.95 0.0013 
am R BA20 40 -22 -28 260 -0.37 -4.91 0.0028 L BA20 -38 -4 -32 280 0.32 5.93 0.0013 
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  Left IFG Seed Right IFG Seed 
Group 
Connecting Region 
BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
pm 
pre and post central 
gyrus -18 -26 50 823 0.5 3.93 0.0057 R frontal pole 6 58 -28 304 -0.33 -5.83 0.0013 
pm R BA20 40 -14 -28 489 -0.4 -4.07 0.0054 R Insula  42 14 -2 987 0.48 5.46 0.0014 
pm R Insula  46 -8 2 330 0.65 4.99 0.0032 L PrimMotor  -38 -28 58 269 0.53 4.06 0.0048 
pm cingulate gyrus 18 -38 38 300 -0.32 -6.42 0.0029 R BA8 24 32 40 245 -0.43 -5.81 0.0013 
pm R Primsensory 58 -20 46 277 0.57 4.13 0.0047  LBA40  -56  -28  34  614  0.44  4.78  0.0024 
Inter L PrinMotor  * -32 -28 70 1700 -0.86 -4.26 0.0013 L Prim Visual * -12 -74 10 3437 -0.81 -4.51 0.0016 
Inter R GlobPal  18 4 -2 971 0.66 6.65 0.0001 R Fusiform  52 -70 -16 509 0.82 4.05 0.0020 
Inter R BA7 0 -58 46 922 0.93 4.9 0.0006 R BA31 0 -44 46 467 -0.73 -4.46 0.0016 
Inter L BA10 -32 50 14 696 0.72 4.89 0.0006 R BA7 30 -62 38 350 0.95 3.01 0.0094 
Inter middle frontal gyrus 18 4 38 607 0.73 4.31 0.0013 L BA7 -32 -50 56 466 0.94 3.99 0.0020 
Inter heschels gyrus 70 -20 -2 515 -0.95 -3.68 0.0026 L BA20 -44 -2 -32 356 0.5 4.8 0.0016 
Inter L BA22 -50 -34 8 412 -0.62 -4.03 0.0018 R Fusiform  54 -44 -14 306 0.86 4.13 0.0020 
Inter paracingulate gyrus 12 26 40 364 0.72 3.89 0.0021 R BA8 4 32 40 285 1.01 3.49 0.0041 
Inter R BA6 34 -10 50 329 -0.62 -3.66 0.0026 R BA9 46 32 28 285 0.99 3.78 0.0026 
 
As well as showing more connecting targets than the other seeds, the IFG showed more targets responding with p corrected, particularly in the morning.  
This indicates more engaged BROCANTO task specific processing, relating to consolidation.  This IFG connectivity is sensitive to both change across 
BROCANTO sessions, and the morning/evening comparisons, with the highest number of regions showing interaction.  The number of responses across the 
BROCANTO sessions is reduced for both hemispheres in the evening.   This fits with the idea that either the IFG acts more independently at this time, or a 
shift towards IFG processing happens more quickly.  This is in evidence in the individual sessions, especially at the first BROCANTO testing session.  The 
targets are throughout the brain in the morning, including the caudate.   The more posterior regions seen in the morning are missing in the evening, with a 
smaller distribution which also suggests more localised processing. 
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The left IFG seed shows a negative interaction at right BA6.  The negative betas indicate that the session comparison is greater in the evening, the negative 
mean session comparison for the morning suggests that the effect is greater during the second session, while the positive mean for the evening indicates 
the opposite.    Left BA6 does not respond to the session comparisons.   
 
Fig 7.3.14 Left IFG Seed Connection to Right BA6 Target, Interaction 
Left IFG seed with a connection to right 
BA6 target, responded to the interaction 
between group and session, Coronal 
Section, MNI 34, -10, 50 cluster size 329, 
beta = -0.62, t = -3.66, p-FDR = 0.00275 
Graph: yellow = am, blue = pm 
 
 
 
Both left and right BA6 respond to the group comparison at the second session, with the left IFG seed. The positive betas suggest a greater effect in the 
morning.  The centre of activation is more ventral medial at the right target. 
 
Fig 7.3.15 IFG Seed and Bilateral BA6 Target Group Comparison Session 1 
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IFG Seed and Bilateral BA6 Target Session Comparison in the 
Morning, left cluster size = 464, beta = 0.45, t =4.23, p-FDR = 
0.00138, right BA6, cluster size = 432, beta =0.31, t = 3.97, p-
FDR = 0.0019.  Coronal Section Left MNI -24, -20, 76, Right 
MNI 34, -8, 52 
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Fig 7.3.16 IFG Seed Connectivity to BA6 Target Across Sessions, Morning and Evening 
 
The right IFG seed also shows a response with the left BA6 and right targets that responds to the session comparison in the morning.  The positive beta 
suggests the effect is greater at the first session.   This is also seen for the group comparison at the second session. 
Fig 7.3.17* IFG Seed Connectivity to BA6 Target Group Comparisons 
Right IFG Seed Connectivity to Left BA6 
Target, Showing a Difference Across 
Sessions in the Morning 
Coronal Section 
cluster size = 929, beta = 0.48, t = 5.51, p-
FDR = 0.0013 
MNI -50, 16, 20 
 
Left IFG Seed Connectivity to 
Bilateral BA6 Target, Showing a 
Group Difference at the Second 
Session 
Left*, cluster size = 464, beta = 0.45 
t =4.23, p-FDR = 0.00138, MNI -24, -
20, 76 Right, 34, -8, 52 
Coronal Section 
 
 
Right IFG Seed Connectivity Bilateral BA6 
Targets, Showing a Difference Across Sessions 
in the Morning 
left BA6, cluster size 422, beta = 0.46 t = 4.62, 
p-FDR = 0.0024 and right BA6, cluster size =302 
, beta = -0.62, t =-5.89 , p-FDR = 0.0013.   Axial 
Section MNI -2, 0, 56 
 
Left IFG Seed Connectivity to Right 
BA6 Target, Showing a Difference 
Across Sessions in the Evening 
Axial Section, size = 350, beta = 
0.51 t = 5.19, p-FDR = 0.0032.   
MNI 36, -8, 52 
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There is a positive interaction response with left IFG seed in the right globus pallidus target, the means suggest that the effect is reduced at the second 
session in the morning, and increased in the evening, opposite to what is seen at right BA6 during the interaction.  The right globus pallidus also responds to 
the left IFG seed in the group comparison for the first session.  The negative beta and means suggest the effect is greater in the morning. 
 
Fig 7.3.18 Left IFG Seed Connectivity to Right Globus Pallidus Target, Interaction 
 
Left IFG Seed Connectivity to Right Globus 
Pallidus Target, Showing an Interaction 
Between Group and Session 
cluster size = 607, beta = 0.73, t = 4.31, p-FDR = 
0.0013.  Coronal Section 
MNI 18, 4, -2 
Graph: yellow = am, blue = pm 
  
  
Fig 7.3.19 Left IFG Seed Connectivity to Right Globus Pallidus Target, Group Difference at the First Session 
 
Left IFG Seed Connectivity to Right Globus 
Pallidus Target, Showing a Group Difference at 
the First Session 
Coronal Section, cluster size 584, beta =0.37, t = 
4.33, p-FDR = 0.00138.   
MNI 18, 4, -2 
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The caudate and putamen also responds to both task and session comparisons, but not the interactions.  These clusters may also include thalamus and/or 
globus pallidus, in smaller proportions to the caudate and putamen. 
For the left IFG seed, the session comparison for the morning, there is a connection with left caudate, putamen thalamus.  The positive beta suggest that 
the effect is greater at session 1. 
This is also seen for the group comparison for the first session with the right seed, left caudate/putamen/pallidum.  The positive beta suggests the effect 
may be stronger in the morning, and this is supported by the means showing a positive relation to the seed in the morning and negative in the evening. 
Fig 7.3.20 IFG Connectivity With Basal Ganglia Targets 
Left IFG Seed Connectivity to Left 
Caudate/Putamen Target, Showing a 
Difference Across Sessions in the Morning 
cluster size 441, beta =0.35 t = 6.59, p-FDR = 
0.00082 
Axial Section 
MNI -20, -2, 8 
 
 
 
Right IFG Seed Connectivity to Left 
Caudate Putamen, Showing a Group 
Difference at the First Session 
cluster size 297, beta = 0.45 t = 3.8 p-
FDR = 0.0021 
Axial Section 
MNI -8, 2, 2 
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Fig 7.3.21 Table to Show BA6 Seed Connectivity in Responding to Change Between the BROCANTO Training Sessions (1 and 2) and Their Interaction with 
the Sleep/Wake Cycle Conditions (am/pm Group) 
  Left BA6 Seed Right BA6 Seed 
Group 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
am R BA8* 36 22 46 1379 0.21 6.74 0.0010 L BA31* -8 -44 38 1387 -0.32 -4.29 0.0036 
am R BA9 12 50 38 539 -0.3 -5.04 0.0027 L Caudate -26 -28 10 597 0.14 6.03 0.0012 
am R PrimSensory  36 -28 46 472 0.22 4.38 0.0040 R PrimSensory  36 -22 40 254 -0.16 -5.04 0.0020 
am L BA44 -44 4 8 379 -0.23 -7.06 0.0010 
R middle frontal 
gyrus 18 26 32 413 0.13 5.87 0.0012 
am L BA23 -2 -52 20 325 0.27 5.48 0.0020 R BA22 64 -28 4 316 0.2 4.3 0.0036 
am R BA19 12 -50 -4 317 -0.3 -5.04 0.0027 L BA32 -6 44 -4 297 -0.26 -6.17 0.0012 
am 
L subcalcerine 
cortex -24 -64 14 283 -0.19 -4.51 0.0038 R Insula  34 14 -14 265 -0.2 -6.35 0.0012 
am L BA6 -12 -8 74 258 -0.27 -7.28 0.0010                 
am R BA11 0 26 -26 210 -0.27 -5.5 0.0020                 
 
BA6 shows stronger connectivity in the morning with a strong (p-uncorrected) frontal target from the left and medial from the right.  There is a reduction in 
number of targets responding to change between sessions in the evening, with more on the left than the right.  There are also far more targets responding 
to the interaction between group and session from the left seed.  In the evening, the responsive connections with the left seed are mainly frontal, and the 
right more posterior.  This suggests directional information flow.   The response in the morning is spread throughout the brain for both seeds.  
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  Left BA6 Seed Right BA6 Seed 
Group 
Connecting Region 
BA 
 x y z size      Beta T P-FDR 
Connecting 
Region BA 
 x y z size      Beta T P-FDR 
pm RBA6 4 8 56 279 025 4.55 0.002925 RBA6 18 -4 64 864 0.17 6.84 0.0009 
pm 
L lateral occipital 
cortex -30 -74 16 546 0.19 5.14 0.0019 L BA30 -6 -40 14 464 -0.17 -6.62 0.0009 
pm 
L temporal 
fusiform cortex -42 -40 -14 546 -0.25 -11.99 0.0001 
L inferior 
temporal 
gyrus -60 -8 
-
34 285 0.13 4.71 0.0026 
pm L BA44 -50 14 14 451 0.35 4.21 0.0040 R BA39 30 -80 34 272 -0.2 -4.87 0.0026 
pm R Thalamus  16 -16 -2 396 0.29 5.43 0.0016 L VisualAssoc  -6 -74 32 252 -0.31 -4.88 0.0026 
pm L BA10 -4 70 4 379 -0.27 -7.28 0.0008                 
pm L BA32 -6 14 44 293 0.26 4.59 0.0029                 
pm 
R temporal 
fusiform cortex 40 -40 -10 231 -0.23 -6 0.0014                 
pm L Insular -30 -22 20 230 0.17 5.62 0.0016                 
pm L BA7* -2 -62 58 1214 -0.28 -6.63 0.0010                 
Inter L BA6 -6 4 70 799 -0.43 -4.84 0.0005 
L Planum 
temporale -36 -34 8 548 0.22 7.3 0.0000 
Inter R BA9 24 50 34 792 0.42 5.53 0.0002 R BA6 34 -10 58 447 -0.24 -4.49 0.0013 
Inter  cingulate gyrus 16 -50 34 742 0.48 3.66 0.0028 R BA19 24 -86 28 270 0.31 3.68 0.0031 
Inter L BA44 -48 14 10 583 -0.44 -4.88 0.0005                 
Inter L BA10 -26 62 14 464 0.52 5.53 0.0002                 
Inter R BA10 6 64 2 401 0.55 4.69 0.0005                 
Inter L BA11 -8 50 -20 398 -0.37 -5.64 0.0002                 
Inter 
temporal fusiform 
+ parrahip -42 -40 -14 299 0.31 6.59 0.0001                 
Inter post central gyrus -18 -44 50 248 0.31 3.98 0.0017                 
Inter L BA6 -42 -4 46 244 -0.38 -3.98 0.0017                 
 
259 
 
The left seed BA6 seed shows an interaction response with left IFG (BA44). The negative beta suggests that the session difference is greater in the evening.  
The means show that it is positive here which indicates a reduction at the second session, while it is positive in the morning suggesting an increase at the 
second session.  A response is also seen with the left BA6 seed in the group comparisons at session 1.   
Fig 7.3.22 Left BA6 Seed Connectivity to Left IFG Target, Interaction 
Left BA6 Seed Connectivity to Left IFG Target, 
Showing an Interaction Between Group and 
Session 
Coronal section, cluster size = 799, beta = -
0.44, t = -4.88, p-FDR = 0.000485 
MNI -48, 14, 10 
Graph: yellow = am, blue = pm  
 
 
This connection from left BA6 to left IFG is also seen in the left BA6 seed session comparison in the morning.  The negative beta suggests the effect is 
greater at the second session.  This is also present in the session comparison in the evening.  This time, the beta is positive suggesting a decrease at the 
second session. The negative beta suggests the effect is greater in the evening.  The connection also responds to the group comparison for both sessions. 
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Fig 7.3.23 Left BA6 Seed Connectivity With Left IFG Target, Session Comparisons in Morning and Evening 
Left BA6 seed with left IFG target, 
responded to the session comparison in the 
morning, cluster size 379, beta = -0.23, t=-
7.06, p-FDR = 0.000982 
Axial Section, MNI -44, 4, 8 
 
 
Left BA6 seed with left IFG target, 
responded to the session comparison in 
the evening, cluster size = 451, beta = 
0.35, t =4.21, p-FDR = 0.00399 
Axial Section, MNI -50, 14, 14 
 
 
 
The connection from left IFG seed to left BA6 target also responds to the group comparisons.   At session 1, this is negative indicating a greater effect in the 
evening, and the reverse at the second session.  BA10 can also be seen in these images, showing the reverse pattern to the IFG. 
Fig 7.3.24 Left BA6 Seed Connectivity With Left IFG Target, Group Comparisons For Each Session 
Left BA6 seed with left IFG target, 
responded to the group comparison at 
session 1  
cluster size = 622, beta = -0.23, t =-5.08, p-
FDR = 0.000292 
Axial Section, MNI -48, 15, 10 
 
 
 
Left BA6 seed with left IFG target, 
responded to the group comparison at 
session 2  
cluster size = 444, beta = 0.22, t=4.85, p-
FDR = 0.000583 
Axial Section, MNI -48, 14, 10 
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The right thalamus responds to the left BA6 seed session comparison in the evening.  The positive beta suggests the connection is stronger at session 1. 
Fig 7.3.25 Right BA6 Seed Connectivity to Right Thalamus Target, Showing a Difference in the Evening Group 
Left BA6 Seed Connectivity to Right 
Thalamus Target, Showing a Session 
Difference in the Evening 
Saggital Section, cluster size 396, beta = 
0.29, 5.43, p-FDR= 0.0016).  MNI 16, -16, -2 
 
 
 
There is a response to the right BA6 seed in the left caudate/putamen, to the session comparison in the morning.  The positive beta suggests that the effect 
is greater in the first session. 
Fig 7.3.26 Right BA6 Seed Connectivity to Left Caudate Putamen Target, Session Difference in the Morning Group 
Right BA6 Seed Connectivity to Left Caudate 
Putamen Target, Showing a Session Difference 
in the Morning 
cluster size = 597, beta = 0.14, t = 0.12, p-FDR = 
0.0012 
Axial section, MNI -26, -28, 10 
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7.4 Connectivity Relationships  
Fig 7.4.1 Predictive Relationship Between Key ROIs in Response to BROCANTO Task According to PPI Analysis,  
(ROIs Show Significant Interaction in Chapter 5) Font Orange = + beta, Blue = - beta 
Source Left Seed   
ROI BA6   Thalamus IFG (44/45) Hippocampus 
BA6 P.M  Session Compare(R) 
P.M  Session 1 (R) 
P.M Session 2 (R) 
 
Interaction (L) 
A.M Session Compare (R) 
P.M Session Compare (L) 
Group Compare Session 1 (L) 
Group Compare Session 2 (R) 
A.M  Session 1 (L and R) 
A.M Session 2 (R) 
P.M Session 1 (L) 
P.M Session 2 (L) 
Interaction (R) 
P.M Session Compare (R) 
Group Compare Session 2 (L and R) 
P.M Session 2 (R) 
 
P.M Session 1 (R) 
P.M Session 2 (L) 
 
Thalamus P.M  Session Compare (R) 
P.M  Session 2 (R) 
 
No No Interaction (bilateral) 
P.M Session compare (bi) 
Group compare session 2 (L) 
PM Session 2 (L) 
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IFG Interaction (L) 
A.M Session Compare (L) 
P.M Session Compare  (L) 
Group Compare Session 1 (L) 
Group Compare Session 2 (L) 
A.M Session 1 (L) 
P.M Session 1 (L) 
P.M Session 2 (L) 
Interaction (R) No AM Session 2 (R) 
Hippocampus 
(Parra) 
No No A.M  Session 2 (parra L) 
P.M Session 2 (L parra) 
 No 
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Source Right Seed 
ROI BA6   Thalamus IFG (44/45) Hippocampus 
BA6 P.M Session 1 (L) A.M Session Compare (L) 
P.M Session Compare (L) 
A.M  Session 1 (L) 
P.M Session 1 (L) 
P.M Session 2 (L) 
 
A.M Session Compare (L and R) 
P.M Session 1 (L and R) 
A.M Session 1 (L and R) 
 
A.M Session Compare (L) 
A.M Session 1 (L) 
A.M Session 2 (L) 
P.M Session 2 (L) 
Thalamus A.M Session 2 (L and R) No P.M Session Compare (R) 
Group  Compare Session 1 (L) 
A.M Session 1 (R) 
P.M Session 2 (R) 
No 
IFG No P.M Session 1 (L) A.M Session Compare (L) 
A.M Session 2 (L) 
No 
 
Hippocampus 
(Parra) 
No No A.M Session 1 (L Parra) 
 
A.M Session Compare (L parra) 
A.M Session 2 (L parra) 
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  7.4.2 Connectivity Distribution of Left Hippocampus Seed Response Centred on Thalamus Target, Showing Interaction Between Group and Session 
           
 
This shows a positive interaction in the left posterior region, descending to the bilateral thalamus with a positive interaction on the medial ventral right, 
(possibly caudate). 
 
266 
 
Fig 7.4.3 Connectivity Distribution of Left Thalamus Seed Response Centred on A Left BA6 Target, B 
Left IFG Target, Showing Interaction Between Group and Session, Axial Sections 
        Left Thalamus Seed 
       
 
A Left BA6 Target        B Left IFG Target 
 
   
The left seed shows a dorsal frontal negative interaction that becomes medial and bilateral as the 
brain descends when a right frontal lateral positive connnection appears.  The negative connection 
becomes right lateralised and the positive becomes more posterior as the slices descend.  The right 
seed shows a more ventral distribution with a right medial frontal negative interaction and a medial 
right positive that moves more frontal and lateral as the brain descends.  This shows how BA6 is 
ventral to IFG, which is more frontal and medial. 
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Fig 7.4.4 Connectivity Distribution of A Left BA6 Seed Response Centred on Left IFG Target, and B 
Left IFG Seed Centred on Right BA6 Target, Showing Interaction Between Group and Session –  
Coronal Sections 
A Left BA6 Seed     B Left IFG Seed 
      
A Left IFG Target      B Right BA6 Target 
   
Fig 7.4.5 Schematic Diagram of Input and Outputs of Key Connections of Seed Regions Circuit 
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7.4.1 Relationship Between Seeds and Key ROI Targets (see table 7.4.1) 
This section examines key relationships between the seeds, with a view to directional information 
flow (functional connectivity) between them, e.g in terms of inputs and outputs, and how they 
respond to the experimental conditions. Most of the seeds connect with each other as targets.  
There is however less reciprocation than for the resting state in chapter 6.  This could be expected 
for the more rigorous predictive regression analysis (PPI), which reflects a more directed targeted 
response predicted by the task than the correlational associations in chapter 6.  The key relationship 
pairings response to the experimental conditions will now be characterised: 
a. Hippocampus and IFG (See fig 7.4.6 for schematic diagram of hippocampal connections) 
The left hippocampus is not a target of any of the seeds.  However, as the hippocampus seed it does 
show some connections to the other seeds as targets. The right hippocampus shows no links with 
the other seeds, either as a seed or target, apart from a connection from right hippocampus seed to 
BA6 target on the left only, (see 2.4.1 c).   This suggests that the hippocampus primarily acts as an 
INPUT, which could indicate declarative initiation, (see fig 1.2.3) 
There is little connectivity between hippocampus and IFG, although unlike Kepinska et al’s (2018) 
study there is a negative relationship between left hippocampus seed and right IFG target in the 
second session for the morning group.  This suggests that some disengagement from hippocampal 
processing happens in the right IFG over the course of learning, but only in the morning.  This could 
relate to the right IFG interaction response seen in chapter 5.  This is not reciprocated from the left 
IFG seed.  There is no connection from the right hippocampus seed to IFG.   
The left IFG shows a positive connection with the left parrahippocampus at the second session in 
both groups.  The right IFG shows a negative connection with the left parrahippocampus at the first 
session in the morning and a connection with the right parrahippocmapus at session 2 in the 
evening.  This shows IFG input into temporal processing, which is possibly feedback into the 
declarative system), (see fig 1.2.2) 
Left BA6 and Left Thalamus seeds do not connect with the hippocampus.   
b. Hippocampus and Thalamus 
The left hippocampus connects bilaterally with the thalamus target.  This shows a positive 
interaction between group and session, (see fig 7.3.3), with a greater session difference in the 
morning.  There is a negative session difference in the evening group, suggesting a greater effect at 
the second session.   There is a negative group difference in the second session suggesting the 
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evening group has a larger effect, and a positive connection in the second session in the evening 
group which drives the interaction.  There is also no connection between the right hippocampus 
seed and thalamus, and right thalamus seed and hippocampus.  This suggests that the that the left 
hippocampus input to the thalamus strengthens with consolidation in the evening. 
The thalamus seeds show no hippocampal connectivity, suggesting that the thalamus receives 
information from the hippocampus and doesn’t send to it, and the input from the hippocampus is 
most strongly positive at the second session in the evening.   This suggests local (possibly separate 
declarative) processing in the evening as the thalamus and hippocampus are closely located in the 
centre of the brain. 
c. Hippocampus and BA6 
The left seed, hippocampus connects with BA6, in the evening only.  This is a positive connection 
with the contralateral right at session 1 and ipsilateral left at session 2.  The right hippocampus seed 
connects with contralateral left BA6 target only, and this is sensitive to effect of session.  It is 
negative at the first session in the morning, and positive at the second, which is the same time there 
is a negative connection to right IFG.  This suggests a specific connection from hippocampal 
processing to left BA6 that is established in the second session, but only in the morning for the right 
hippocampus seed (see fig 7.3.5), and only in the evening for the left.   This connection does not 
respond to the group comparisons so input from left hippocampus to left BA6 is a consolidation 
effect only seen in the morning, which could indicate a declarative link to the procedural system, 
(see fig 1.3.2).  BA6 Seed does not connect to the hippocampus.   
Fig 7.4.6 Schematic of Hippocampus Connectivity According to the Experimental Conditions 
(all L unless specified)  
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d. BA6 and IFG  
(see fig 7.4.7 for schematic representation of the bilateral connection between IFG and BA6). 
The connection between IFG and BA6 is clearly important for mediating the effect of sleep/wake 
cycle position on BROCANTO consolidation.  It is highly connected and responsive to the 
experimental conditions.  BA6 more frequently appears as a target to the other four seeds, than the 
connections with these regions as targets that it generates.    
The left BA6 seed connections to left IFG target are an exception and this link is highly responsive to 
the experimental conditions.  This shows a negative interaction suggesting a greater session effect in 
the evening, (see fig 7.3.22 and 7.4.4).  There is a negative group comparison at the second session, 
suggesting a greater effect in the evening.  There is a positive session comparison in the morning, 
suggesting a greater effect at the first session.  The opposite is seen in the evening.  The session 
comparison for both groups is negative, indicating a greater effect at the second session.  For both 
groups the connection is negative in the first session.  It is also negative at the second session in the 
evening.  Combined this indicates that the connection becoming more negative in the evening at the 
second session is the important effect. Left IFG shows a connection with Left BA6 that changes 
according to the group comparison at the second session, (see fig 7.3.17*).  This is a key 
connection as it withstands the p correction. 
The right BA6 seed does not connect to the IFG, so right BA6 is an OUTPUT of IFG. 
The left IFG shows most connectivity with right BA6, there is a group and session interaction.  This is 
positive, indicating that the session difference is greater in the morning, (see fig 7.3.14 and 7.4.4).  
The positive beta of the significant response in the group comparison supports this.  There is a 
negative connection in the evening group at the second session.   
Like the left, the right IFG shows the most connections under the experimental conditions with BA6.  
These are all sensitive to the effect of session.  The connection to the left BA6 seed is positive at the 
first session in both morning and evening.   The connection to the right in the 1st session switches 
from negative in the morning, to positive in the evening.   The session comparison for the morning 
also shows a positive effect for the left target and negative for the right.  This indicates differential 
processing across hemispheres.  Right IFG is an INPUT to BA6 that responds to BROCANTO 
consolidation.   The Left IFG Left BA6 connection is reciprocal and shows an interaction between 
morning/evening and consolidation 
 
271 
 
Fig 7.4.7 Connections Between Bilateral IFG and BA6 According to the Experimental Conditions 
 
 
e. Thalamus and IFG (see fig 7.4.8, thalamus and IFG cross hemisphere connections) 
The IFG has extensive connections with the thalamus, which crosses hemispheres between seeds 
and targets.  The group comparison shows a positive effect at session 1 with the right IFG seed and 
left thalamus target, indicating the greater effect in the morning.  This also shows a positive session 
comparison in the evening indicating a greater effect at session 1.  This is supported by a negative 
connection seen at session 2 in the evening, which indicates decoupling from IFG, which fits with 
the findings of Thielen et al, (2015), and with thalamus disconnection in the evening, see chapter 6, 
(6.3.3).    The morning group shows a positive connection at session 1.  The left IFG seed does not 
connect to the thalamus target, and the left thalamus does not connect to left IFG. These 
connections indicate that learning by localisation in IFG across sessions could be mediated through 
the thalamus, possibly as an intermediary (Sami et al, 2014) in a way that is sensitive to time of day, 
decoupling in the evening.    
The left thalamus seed shows an interaction between group and session that is positive in the 
contralateral right IFG target, (see fig 7.3.11), suggesting a greater session difference in the morning.  
It does not show any connectivity in the individual groups and sessions.  There is a negative 
connection between right thalamus seed and left IFG target at the first session in the evening.   
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Fig 7.4.8 Thalamus and IFG Connectivity with Contralateral Hemisphere  
 
 
f. BA6 and Thalamus (see fig 7.4.9) 
This is clearly a complex relationship, possibly between two hubs which respond to both 
experimental conditions.  Both left and right thalamus show extensive connectivity with BA6.   The 
left thalamus seed, connects with both left and right BA6 target, and it is sensitive to both group and 
session differences. The left thalamus shows a negative interaction with left BA6, (see fig 7.3.9*) 
suggesting a greater session comparison effect in the evening.  This withstands the p-correction.  It 
shows a positive session comparison in the evening, suggesting a stronger effect at session 1, and a 
positive group comparison at session 1, suggesting a greater effect in the morning.   For the evening 
group there is a positive connection at session 1 and a negative at session 2.  This suggests a decline 
in connectivity as a result of consolidation in the evening.    
For the right BA6 target, the pattern is nearly opposite.   There is a positive session comparison in 
the morning, and a negative group comparison at session 2. At session 1 in the morning there is a 
negative connection (also to left BA6), with the connection to the right target seen only in the 
evening becoming positive.   
The right thalamus seed only connects to the left BA6 is the target.  This is sensitive to session rather 
than group differences, indicating that right thalamus input to left BA6 is a consolidation effect.  This 
connection survives the p-correction showing that it is strong and key to the PPI analysis, (see fig 
7.3.10*) 
The connectivity from right thalamus to left BA6 appears to be reinforced at session 2.  The session 
comparison is negative for both morning and evening group, indicating a larger effect at the second 
session, (see fig 7.3.10*).  A negative connection is seen for the first session in the morning and this 
LIFG
GLI
FG  
RIFG 
LT RT 
LIFG to R Thalamus Interaction  
Left Thalamus to R IFG Interaction 
RIFG to L Thalamus  
+ am  
Pm   S1      S2 
S 
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must be even greater in the second session or disappear.  For the evening group, there is a positive 
connection for both sessions, so this must be greater in the second session to give a negative 
comparison. 
Connections from BA6 to thalamus are sensitive to session, indicating a consolidation effect.  This is 
different in the morning and evening but this does not show up as a group comparison effect.  The 
left BA6 seed shows a positive session comparison at the right thalamus target, and a negative 
connection at session 2, (see fig 7.3.25).  The right shows a positive connection to bilateral thalamus 
at the second session in the morning only. This detailed response indicates that signalling between 
these regions is key to any sleep/wake cycle related consolidation response to BROCANTO learning. 
Fig 7.4.9 Schematic Representation of Connectivity Between Thalamus and BA6 According to the 
Experimental Conditions 
 
 
7.4.2 Local Connectivity 
As described by Shannon et al, (2012) morning and evening can influence whether regions show 
more local or long range connectivity. It seems to be more common for the right seeds to connect 
locally with their opposite hemisphere counterpart, with the exception of Left BA6.   This shows a 
positive session comparison in the evening at the right target, with a negative connection at session 
one and positive at session 2.  The right seed has a positive connection with the left target at session 
1 in the evening. IFG and Hippocampus also show some of this local connectivity. 
 
 
  
LBA6                  R Thal (am) 
 Am S1    S2 
S2 am                    pm 
RBA6     L Thal (pm) 
 
LBA6  R Thal  
Pm S1         S2 
RBA6   L Thal (S2 am) 
S2 am 
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7.4.10 Local Connectivity Seed Regions to Their Opposite Hemisphere Target 
 
Left BA6 Seed Connectivity to Right BA6 Target, 
Showing a Session Difference in the Evening 
Saggital Section 
cluster size = 279, beta =0.25, t=4.55, p-FDR = 0.0029 
MNI 4, 8, 56 
 
 
 
The right IFG seed shows a connection to the left IFG target that responds to session comparison in 
the morning, which is positive suggesting a greater effect at the first session.  There is a negative 
connection at the second session in the morning suggesting that the left IFG functions independently 
of the right following consolidation in the morning.   
Right IFG Seed Connectivity to Left IFG Target, 
Showing a Session Difference in the Morning 
cluster size = 929, beta = 0.48, t = 5.51, p-FDR = 
0.0013 Saggital Section, MNI -50, 16, 20   
 
 
The right hippocampus also shows local connectivity to the contralateral left hemisphere 
parrahippocampus that is sensitive to session comparison in the morning.  It shows a negative 
connection at the second session in the morning.  
Right Hippocampus Seed Connectivity to Left 
Parrahippocampus Target, Showing a Session 
Difference in the Morning 
Axial Section, MNI -30, -22, -28 
 
 
Left Parrahippocmapus target also responds to the group and session interaction with the right 
thalamus seed. The positive beta suggests that the session comparison is greater in the morning, 
Right Thalamus Seed Connectivity to Left 
Parahippocampus, Showing Interaction Between 
Group and Session 
cluster size = 346, beta = -0.44, t =3.43, p-FDR = 
0.004042 Saggital Section, MNI -18, 4, -2  
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7.4.7 Common Target Response from Regions Showing Significant Interaction in Chapter 5  
See appendix A5.2 for summary table of connections from the seeds to the other regions showing a 
significant interaction response in chapter 5.  These regions frequently appear as common targets to 
the four seeds, suggesting that they may operate with them as part of a wider network.  The insula 
shows a particularly responsive connection with bilateral IFG.  There is a connection to right insula, 
for example there is a session response in the evening with left and right IFG seeds, suggesting it 
may receive converging input. The insula has been linked to word recognition (Konishi et al, 2000) 
and language production, (Oh et al, 2014) which suggests a role in the declarative/procedural 
interface.  
Fig 7.4.11 Schematic of Connectivity Map of the Network Context for BROCANTO Consolidation  
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7. 5 Discussion 
7.5.1 Summary of Results  
Most of the key regions implicated in BROCANTO learning connect with each other, (see fig 7.4.5), 
varying according to the sleep/wake cycle conditions.  This analysis showed fewer targets, than the 
correlational analysis in chapter 6.  It was necessary to reduce the cluster threshold and remove the 
cluster correction to show the current findings.  the IFG connectivity to occipital cortical regions and 
the cingulate survives the correction.  This corresponds to that reported by Kepinska et al, (2018).   
Notably, the connection from left IFG to left BA6 (see fig 7.3.17*) withstands the p correction, this is 
part of a connection to bilateral BA6.  It is stronger at the second session in the morning, suggesting 
a consolidation effect with delayed sleep after learning.  A few BA6 frontal connections also survive 
the correction.  The left thalamus connection to left BA6 responding to the interaction, and right 
thalamus connection to left BA6 (see fig 7.3.9 and 7.3.10*) withstands the correction.   
The IFG shows the strongest BROCANTO task related connectivity of all the seeds.  This is for both 
left and right seeds and much stronger in the morning. The connection between IFG and BA6 is 
reciprocal in both directions and shows the greatest response to group and session of all the seeds.  
This suggests that functional connectivity between IFG and BA6 plays a key role in BROCANTO 
learning according to the experimental conditions. 
A Key question is whether the hippocampus functions separately from the IFG.  According to Opitz 
and Friederici, (2003 and 2004) this happens over the course of learning, and according to Kepinska 
et al, (2018)’s PPI study this is the case for learners with average or above proficiency.   In this 
investigation, the hippocampus seed connectivity profile is mainly independent of the IFG seed, 
apart from disengagement at the second session in the morning, which is consistent with a decline in 
hippocampal/declarative processing with consolidation, (Thielen et al, 2015).  This could be an 
example of segregation for specialist processing, (Kepinska et al, 2018).   
There is however, a connection between the bilateral hippocampus seeds and right BA47.   This 
varies in the session comparison for both groups.  This area borders the IFG and is more frontal to it.   
It has been linked to semantic processing, (Poldrack et al, 1999 and Freiderici, 2012), detecting 
chunk strength over the longer term, (Forkstram, 2006), and responding during continuous reading,   
(Hampson et al, 2006).  The second two are more relevant to BROCANTO, as it has no semantics.  It 
has also been implicated in executive control, (Gour, 2001).  Kepinska et al, (2018) did find high IFG 
connectivity with neighbouring frontal regions which was stronger according to task performance, so 
it is possible that this also represents converging IFG and hippocampus processing. The IFG seeds do 
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not connect to BA47, although they could still receive information from it, further analysis with a 
BA47 seed would be necessary to determine this. 
BA6 and the thalamus could also act as intermediate regions.  The left hippocampus seed connects 
to the thalamus, but not the other way round, suggesting that the thalamus may modulate its input 
to BA6 and IFG.  As well as the IFG/BA6 connection (see fig 7.3.9*), the left and right thalamus 
connections to left BA6 (see fig 7.3.9* and 7.3.10*) withstand the p correction.  Importantly, this 
responds to the interaction of group and session, further strengthening the idea that the thalamus 
plays a modulatory role, supporting the PPI analysis findings of Thielen et al, (2015).   
The connectivity pattern suggests that left BA6 is the key hub, (Cole et al, 2012) which is more 
connected to both IFG and thalamus in the morning.  Left BA6 also receives input for the 
hippocampus only in the morning from the right in the evening for the left.   This appears to be 
mainly a consolidation effect.  These connections may determine key in differences in BROCANTO 
learning according to the experimental conditions, which will be discussed further in chapter 8.   
All seeds also connect to basal ganglia targets (caudate, putamen, globus pallidus), showing a session 
difference, suggesting a consolidation effect.   This supports the proposal of Sami et al, (2014) that a 
thalamo-cortical network may represent a key intermediate learning network, that is sensitive to 
sleep/wake cycle conditions.  This will be considered further in relation to Ullman (2004)’s proposal 
that this is responsible for procedural learning, in chapter 8.  As the thalamus is the output of the 
basal ganglia it is reasonable to focus on its response, recognising that it is likely to be linked to the 
other basal ganglia structures. 
It is notable that in fig 7.4.1 it is the connections between (thalamus and hippocampus), (thalamus 
and BA6), (thalamus and IFG) and (BA6 and IFG), (and the reverse) that show an interaction 
response.   This provides further evidence that these are the key relationships in mediating the 
variation in the response to BROCANTO learning according to the experimental conditions.   The 
thalamus connection to BA6 declines at the second session in the evening, suggesting that thalamic 
cortical disengagement, (disinhibition), (Spoormaker at al, 2010, Magnin et al, 2010) is also evident 
in response to the task.   The other connections increase across sessions.   This changing connectivity 
between IFG and BA6 may affect the role of the IFG in top down processing, (Sour et al, 2008, Yang 
and Li, 2012, Friederici, 2012).  This will be discussed further in chapter 8.  
While the hippocampus connectivity response to the task is weak, it is stronger in the morning.  BA6 
appears to be the key region in the evening, and IFG in the morning. This suggests that rules based 
learning is in evidence in the evening, (Opitz and Friederici, 2004), with the BA6 processing focused 
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on local dependency in grammar, (Friederici, 2006).   As BA6 also shows less connectivity in the 
evening, processing capacity may be reduced at this time.   Therefore, if it has a ‘hub’ role in general 
intelligence, (Cole et al, 2012), evening learning may be more sensitive to differences in individual 
ability, which would explain the number of non learners at the second session in the evening.   
Fig 7.5.1 Table to Show Key Connections Showing Interaction Response 
Seed Target Stronger Group Stronger Session 
Hippocampus Thalamus morning 2 
Thalamus IFG morning 1 
Thalamus* BA6 evening 1 
BA6 IFG evening 2 
IFG BA6 morning 2 
 
As the seeds mainly connect to each other, it seems likely they operate together in response to the 
task, (see fig 7.4.11).   It would be interesting to trace the pathways from the seeds through these 
regions according to the experimental conditions.  Examining the seed to voxel response in both 
directions gives an indication of key inputs and outputs within this network of the defined seeds.   
Their common targets suggest the context of a wider network throughout the brain, especially with 
more posterior regions (BA19 and 39), and frontal regions such as BA10.  The connectivity results 
presented in this chapter will be discussed further in relation to the factorial analysis results in 
chapter 5, and how this relates to the declarative and procedural, (Ullman, 2001) and dorsal/ventral 
stream (Hickok and Poeppel, 2004, and 2007), models of language processing in chapter 8. 
7.5.2 Possible Improvements to the Study 
Analysing the correct/incorrect grammar condition, is a possible additional connectivity 
investigation.  For this, the responses could be coded so that each as correct and incorrect, and this 
used as the comparison condition.   This would be helpful to give a result according to performance 
level, or to examine error detection.  However, this introduces another variable ‘performance’ which 
is beyond the scope of the current study’s focus on the sleep/wake cycle.  Individual performance 
has also been investigated previously, (Hauser et al, 2012, and Kepinska et al, 2017 a and 2017b). 
The block design for the BROCANTO training session, comparing response and observation blocks 
could be analysed to investigate connectivity changes over time within the course of a session.   This 
would help to link the task and resting state data and clarify the response.  It would be interesting to 
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compare networks engaged during this learning phase with the test session after 24 hours to look at 
the difference in consolidation.  This could also be compared with pre and post task resting state. 
The gPPI function in conn would allow ROIs to be studied in collaboration with each other.  However, 
this introduces issues of multiple comparisons.  Different physiological properties of the regions also 
make comparisons of their timeseries inaccurate. An alternative is to convolve the signal of another 
ROI with the task HRF as well as the seed ROI.  This combined response, for example would 
determine whether IFG seed activity is modulated by the thalamus according to the experimental 
conditions, and is a future consideration. 
 7.5.3 Future Studies 
The connectivity pathways from the seeds could be mapped under the experimental conditions.  
Additional seeds e.g BA19, 39 and 10 could also be studied to give a more whole brain view of 
connectivity.  Alternatively, graph theory could further characterise the wider interconnected 
networks that most likely include these regions. This could also identify key ‘hubs’, (Smith, 2012).  
There is an issue also of nodes being part of multiple overlapping networks, (Smith, 2012).  Kepinska 
et al, (2017b’s) classification of the hippocampus as default mode network and thalamus as working 
memory suggests that this may apply to BROCANTO learning.  In practise they may both contribute 
to the ‘task positive’ network as well as link it to the other systems.  Improving understanding of the 
networks involved in BROCANTO learning is clearly a key step. 
Modification of the EPI scanner acquisition sequences to accelerated very short TR, is a potential 
way to differentiate functionally (temporally) independent networks, (Smith 2012).  Potentially this 
could be applied to study for example the behaviour of the IFG or hippocampal networks, separately 
over the course of learning, in either or both groups.  This is confounded by the time lag of the BOLD 
signal in fMRI, so could not identify very rapid transient responses, e.g early hippocampal 
engagement.  
These results don’t say anything about processing happening independently within regions.  Further 
investigations such as multivoxel pattern analysis (MVPA) would be needed to investigate this 
(Deuker et al, 2013). The multidimensional response of key regions BA6 and IFG, and possibly insula 
are likely candidates.  Local connectivity with the seeds opposite hemisphere counterpart can give 
some indication.  For BA6 this is stronger in the evening.  A two way route through a structure such 
as BA6 could relate to the dorsal/ventral stream model, (Hickok and Poeppel, 2004 and 2007).  This 
will be considered further in chapter 8, along with additional methods towards developing a 
mechanistic account of BROCANTO learning, and how this is affected by the sleep/wake cycle. 
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7.5.4 Findings Summary, Against Predictions, (Section 1.4.2) 
1) Hippocampus seed connectivity is mainly independent of IFG, apart from a disengagement with 
consolidation in the morning.  The hippocampus seed mainly acts as an input to key BROCANTO 
processing regions, rather than appearing as a target which does suggest an initiating role for its 
processing, (e.g declarative).  The hippocampus inputs to BA6 switches hemispheres between 
morning and evening. 
2) IFG showed the strongest connectivity, from both right and left seeds.  This was greater in the 
morning.   There is a decline at the second session in the morning, suggesting that independent IFG 
processing is a consolidation effect.   
3) The thalamus receives input from hippocampus.  Its connection with BA6 is one of the strongest.  
This connection responds to the interaction between group and session.  As expected, it declines at 
the second session in the evening.  This pattern indicates a key modulatory role for the thalamus. 
4) BA6 is strongly connected to IFG and thalamus, and this is stronger in the morning.   The 
connection between BA6 and IFG is the most responsive to the experimental conditions, showing an 
interaction response.  If BA6 is essential to BROCANTO learning it is expected to be highly connected 
and responsive to the experimental conditions.  BA6 connectivity remains high in the evening, when 
from other seed regions it declines.   The BA6/IFG connection switches from an output to an input. 
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8 Chapter 8 - Discussion  
 
8.1 Introduction 
Previous fMRI evidence has characterised similarity and rules processes to BROCANTO learning, 
(Opitz and Friederici, 2003, 2004, 2007, Hauser et al, 2007) which can be mapped to the declarative 
and procedural model of language, (Ullman, 2001, 2004), (see fig 1.2.1, section 1.2.8).  These 
processes are also affected by the sleep/wake cycle, (see section 1.2.9, fig 1.2.6).  The studies 
presented in this thesis have provided further support for these findings, and move towards 
characterising the underlying neural processing and mechanisms of key changes.  This will now be 
reviewed and discussed in relation to implications for the declarative and procedural model and 
theories of language learning, leading to recommendations for future studies. 
8.1.1 Overview of Key Findings 
 
a. Cognitive (Chapter 3) 
The behavioural study in chapter 3 showed the effect of sleep and training schedule manipulations 
on BROCANTO learning performance.  A 24 hour consolidation period produced significantly better 
performance than 12 or 18 hour retention intervals.  The 18 hour interval includes mixed times as a 
control measure.  This suggests that a complete sleep wake cycle is more beneficial to learning than 
the particular training schedule within it.  Interval length also influences learning trajectory with 
performance peaking earlier when it is shorter.  This may represent declarative consolidation as a 
faster, earlier learning route, (Ullman, 2001, Morgan-Short, 2014).  This fits with the finding that at 
12 hours, declarative training mode gives better performance without sleep, as declarative 
processing is shorter and earlier, (Morgan-Short, 2014, Hauser et al, 2012). 
Within the sleep wake cycle, it is beneficial to have time awake before and after learning, so two 
training sessions 24 hours apart at 3pm give the best performance.  Both declarative and procedural 
delivery modes give higher scores with this schedule.  When the groups were merged into ‘sleep 
conditions’, immediate and delayed sleep differed significantly with delayed giving a better learning 
performance.  For both of these conditions procedural training mode gives a higher score than 
declarative, but with delayed sleep, scores for both are higher overall.  It seems that longer 
consolidation time is associated with ‘procedural mode’ and benefits learning level, (proficiency).  An 
18 hour interval with training and testing at different times does not differ significantly, suggesting 
that the cycle is more important than training times, (Stickgold and Walker, and 2013, Landmann et 
al, 2014).   
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b. Regional Neural Response, 3pm (Chapter 4) 
The fMRI evidence in chapter 4 demonstrates the neural response at one BROCANTO testing session 
at the time of peak learning, 3pm, delayed sleep condition.  For the effect of grammar in either 
direction, BA6 is a key activated region.   This could have a role in rules learning/execution and error 
detection, (Opitz and Friederici, 2007), and has been characterised as a ‘hub’ in general intelligence, 
(Cole et al, 2012).   It’s engagement could suggest predominantly rules based learning, as would be 
expected over time in higher proficiency learners (Opitz and Friederici, 2003).  However, right IFG 
activation is also seen, which Hauser et al (2012) have implicated in similarity learning of BROCANTO.  
Left IFG is also activated when correct and incorrect grammar contrasts are looked at separately, but 
its lack of response to difference suggests it is not fully engaging in rules learning at this stage. 
Right hippocampus activation is seen if correct and incorrect grammar are looked at separately, 
suggesting that similarity learning is present but is not different to the rest of the brain for detecting 
difference between correct and incorrect grammar.  Left hippocampus engagement is seen with the 
performance contrast only.  It seems that the hippocampus has a performance related role, and the 
response to correct and incorrect grammar, but not difference supports a role in similarity 
processing rather than rules (Opitz and Friederici, 2003, and 2004).   
Hauser et al’s, (2012) suggestion that right IFG is involved in similarity learning could account for its 
presence at 3pm without the left, or hippocampal activation. Its engagement for detection of 
grammar difference and correct and incorrect grammar recognition, combined with the right 
hippocampal activation makes it seems likely that similarity learning is in effect.   The left BA6 
response to grammar difference has been implicated in grammar rule dependencies, (Friederici et al, 
2006). The right IFG response to grammar difference could signify similarity, or rules processing that 
has not yet been consolidated in left IFG. 
At 3pm it seems some aspects of both declarative and procedural learning take place, and at this 
point declarative may be reducing and rules not yet fully engaged.   This could represent a 
transitional phase of BROCANTO learning.   The DPrime score performance controls used in the 
analysis makes it seem more likely to reflect a core, rather than transitional processing mechanism. 
c. Sleep/Wake Cycle Comparison, Morning and Evening, (Chapter 5) 
Chapter 5 introduced an additional 24 hour consolidation period between two BROCANTO fMRI 
testing sessions.  To further investigate modulation by sleep/wake conditions, position of training 
within the sleep wake cycle was also manipulated.  Training sessions were at opposite points in the 
cycle, at either 9am (delayed sleep) or 9pm (immediate sleep), (see fig 2.1.9 and 5.2.4).  The final 
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DPrime score at the testing session 24 hours after the end of learning did not differ significantly for 
either group from the last DPrime before the interval, (D5), indicating that learning was retained but 
not improved during consolidation, (see fig 5.3.1). 
Key regions showing a significant response to grammar difference, and the interaction between 
change across training sessions over 24 hours, and morning and evening learning were; left BA6, 
BA19, BA39 and Sensory Association, and right Thalamus, BA24/Cingulate, and Insula, (see fig 5.4.2).  
Further IFG engagement might have been expected with the additional 24 hours consolidation in 
these groups.    However, IFG and hippocampus do not respond when performance is controlled for.  
It is possible that the extreme opposite points of the cycle used for the sleep/wake conditions in this 
investigation, do not favour their engagement.  The findings do show that BROCANTO learning 
independent of performance level, can occur without engagement of IFG mediated rules and 
hippocampal mediated similarity processing, (Opitz and Friederici, 2004).    
Left IFG and temporal regions do respond the performance contrast across groups and sessions.  
This indicates a proficiency related, rather than core essential role for BROCANTO learning, 
(Poldrack, 2001, Friederici et al, 2002, and Fernan et al, 2009).  Left IFG engagement is seen in group 
analysis for the morning condition, (not comparisons), and declines across the two sessions.  This 
could reflect consolidation and a learning related role, while engagement of core execution 
processes, (e.g mediated by BA6) become be more important for maintaining the learning across 
sessions, which is what the DPrime trajectory shows, (see fig 5.3.1). 
The left BA6 response is characterised by a large increase across sessions in the morning, and a 
smaller decrease in the evening. Right BA6 appears as a main effect of the session comparison for 
both morning and evening group, (see appendix A4.10 and A4.11) increasing at the second session 
for both, (see fig 5.4.12).   Left BA6 appears as a main effect of the group comparison at the second 
session, (see appendix A4.13).  This suggests there could be a counterbalancing mechanism between 
hemispheres, with a consolidation effect in both hemispheres that responds to sleep/wake 
conditions on the left.  This suggests a core intermediate role for BA6, supporting the findings of 
Friederici, (2006), and Hauser et al, (2012) who suggest it is linked to grammar rules learning. 
More and varied brain regions responses are seen in response to the BROCANTO session difference 
in the morning than the evening, (see fig 5.4.12).  These comparisons indicate brain engagement is 
more holistic in the morning and processing is more restricted and specialised in the evening.     
Conversely, to BA6, the right thalamus response to the interaction is characterised by decreased 
activation across sessions in the evening, (see fig 5.4.6).  Thalamus, BA19 and 39 show a reduction, in 
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the session comparison in the morning.   At the same time, caudate and BA6 activation increase 
across sessions, (see figs 5.4.12 and 5.4.13).  This suggests a consolidation transfer to premotor and 
basal ganglia regions, fitting with Ullman’s, (2001, 2006) explanation of learning transferal to the 
procedural system over time.   Here, it seems this can happen independently of proficiency. 
Left BA10 also shows a specific response to MEQ, (see section 5.4.8), which suggests that 
morning/evening preference may bring about individual variation in frontal cortex consolidation, 
although this does not make a significant difference to BROCANTO learning at the group level, and 
the MEQ score distribution is randomised in this study.  MEQ could be subject of a separate 
investigation. 
d. Resting State 
Chapter 6 allowed the effect of the sleep/wake cycle manipulation variable, (group) to be examined 
independently of the task, especially comparing the pre task resting session. At this stage, 
participants have undertaken one BROCANTO training session and 24 hours consolidation period, 
according to their sleep/wake cycle condition (group).  The post task resting state allowed 
processing following a consolidation period, and persisting beyond the end of the task, to be 
studied.  A correlational analysis identified regions showing a synchronous relationship with a 
defined seed during these conditions, which could also be compared, (see fig 2.6.1). 
Four seeds of key regions implicated in BROCANTO learning were used, (hippocampus, thalamus, 
IFG, BA6).  More connectivity was seen for the left seeds.  This is sensitive to group, pre/post 
comparisons and interactions.  The right hemisphere seeds mainly respond to the group 
comparisons.  This suggests that changes due to consolidation mainly occur on the left, while the 
right hemisphere are influenced by the sleep/wake conditions.  This could explain the interaction 
response seen at right IFG in the factorial interaction analysis in chapter 5.  
Hippocampal connectivity has been shown to be less stable at rest through the day than fronto 
parietal networks, (Albert et al, 2009b).  The hippocampal response is stronger in the morning, 
fading at night, (Shannon et al, 2012). In chapter 6 its connections mainly respond to the 
morning/evening comparison pre task, which also suggest less engagement in the evening which 
may be independent of task processing.   
There is a negative relationship between IFG and hippocampus. For the left hippocampus seed, this 
was not sensitive to comparisons, and reduces post task on right.  A negative connection from the 
right hippocampus to right IFG was only seen post tasks in evening, suggesting they disconnect 
during the evening post task, following a period of consolidation. This could indicate independent 
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processing within IFG or a separation of similarity and rules.  Individual sessions also show a negative 
connection post task in morning and evening, suggesting hippocampus separates from IFG during 
post processing, (see fig 6.3.4. and 6.3.5).  In the evening the left IFG to hippocampus negative 
connection is also seen pre task, suggesting this separation is not simply due to post task processing, 
and is represents a brain state in the evening. 
The hippocampus also shows a connection with the striatum (caudate) pre task, in the morning at 
rest.  Striatal coupling with the temporal lobe has been found to vary with the timecourse of 
learning, (Forkstram et al, 2006).  It has also been linked to procedural learning, and positive 
connection with the hippocampus suggests links between declarative and procedural processing in 
the morning.  Urner et al, (2013) also found this connection to be bidirectional, changing dynamically 
with learning.  Its response during the task could represent engagement of the procedural system 
even before the task begins, (Ullman, 2004, and 2006) and will be discussed in relation to the 
findings of chapter 7. 
Thalamus connectivity from the cortex is reduced in the evening, (see fig 6.3.6).   At rest, there is a 
positive connection from the left thalamus to right hippocampus, pre and post task in the morning, 
(fig 6.3.7).  The left hippocampus also reciprocates the connection to right thalamus pre task in the 
morning.   This connection doesn’t respond to the comparisons.   This could suggest that the 
thalamus may be predisposed at rest to act as an intermediatory for hippocampal processing in the 
morning. 
At rest the left IFG responds to the effect of group and pre/post task. Both left and right IFG only 
respond to the group variable post task, suggesting the process is task and possibly learning related.   
The left IFG connection to left BA6 responds to the interaction, (see fig 6.3.21), and bilateral BA6 
also responds as a target in the group difference post task.   This is also reciprocated with the 
connection from left BA6 seed to left IFG target also responding to the interaction.  The left BA6 
seed response is mainly sensitive to pre/post task difference, rather than group.  This evidence 
suggests that the IFG/BA6 connection may be key in task related consolidation at rest that is 
sensitive to the group variable.      
e. PPI Task Analysis 
In the PPI analysis in chapter 7, identifies target regions showing a predictive relationship with the 
seed region and the BROCANTO task.  The IFG showed the strongest connectivity response that is 
sensitive to the group and session comparisons, indicating that it is a key processing region.  BA6 
also shows strong connectivity. The response of the IFG during task and rest supports the findings of 
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a PPi analysis by Kepinska et al, (2018), who also found IFG connectivity to occipital regions.  The 
results in chapter 7 show additional parietal e.g BA6 and frontal areas, that are also seen at rest, (see 
chapter 6). 
Comparison of the experimental conditions allows the response of key connections to consolidation 
and sleep/wake cycle position to be established.  The effect of BROCANTO session was important in 
this analysis, as this shows regions corresponding to the task and seed that change according across 
the retention interval, indicating a consolidation effect.  The BA6 and thalamus connection is 
especially responsive to session, and declines at the second session in the morning.  The 
contralateral hemisphere shows the opposite response.  The right IFG and BA6 connection is also 
linked to consolidation but not sleep/wake cycle. This could be a core feedback mechanism that 
persists under all sleep/wake conditions. 
Connections between (thalamus and hippocampus), (thalamus and BA6) and (IFG and BA6), were all 
stronger in the morning.  The connection from BA6 seed to IFG target was stronger in the evening 
with IFG reversed to the right.  This suggests that processing in the evening is more BA6 led.  BA6 
local connectivity was also stronger in the evening.  Therefore, BA6 processing is more prominent in 
the evening because it is maintained, while other processing declines.  This fits with the declarative 
and procedural learning trajectories in chapter 3. 
Fig 8.1.1 Schematic Representation of Core Region Network in BROCANTO Processing 
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Cross comparison of the analysis for each seed showed that all four were in relationship with each 
other in at least one direction, responding to the condition comparisons, when controlled for 
learning performance.  This indicates they may operate as a core BROCANTO learning network.  
Engagement of thalamocortical loops, hippocampus and premotor cortex, in artificial grammar 
learning fit with the findings of, (Petersson et al, 2010).  The pattern of reciprocation between seeds 
and targets allows inputs and outputs within this to be identified, (see fig 7.4.5).   Relationships 
between these regions provides further support that they may represent a core processing network, 
located centrally in the brain, (see fig 8.1.2).  Regions identified in chapter 5 showing a group and 
session interaction, are also common targets, forming a wider network including frontal regions such 
as BA10 and posterior such as BA19, (see fig 7.4.11).   
The results in chapter 5 and 7 suggest that engagement of these key regions and the direction of 
information flow in this network varies according to the experimental conditions.  Key connections 
showing interaction between the experimental conditions are identified and presented as inputs and 
outputs in fig 7.5.1.  A schematic representation of the functional neural circuit is provided below, 
(fig 8.1.2), showing connections responding to the interaction.   Connectivity between BA6 and IFG 
responding to the interaction is also seen at rest, in chapter 6.  This suggests that it is predisposed to 
respond as a smaller amount of input would be needed to generate a significant response. 
Fig 8.1.2 Schematic of Key Connections Showing Interaction Between Group and Session, in the PPI 
Analysis, Regions are Treated as Bilateral, Arrow Labels Indicate Strongest Session, (chapter 7) 
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8.1.2 Thesis Summary Findings Against Aims, by Chapter 
a. Chapter 3 - Aim: This chapter aims to establish; which sleep wake cycle position and interval is 
optimal for BROCANTO learning, and which conditions favour declarative or procedural training 
delivery mode.   
Findings: A 24 hour full sleep wake cycle with time awake between sleep and training, before and 
after sleep, (3 pm training), was found to be optimal for both declarative and procedural BROCANTO 
training delivery mode.  Declarative delivery produces better performance with no sleep.  It is 
possible to demonstrate equivalent performance scores with a different trajectory, indicating 
different processes are involved. 
b. Chapter 4 – Aim: This chapter aims to investigate the brain regions engaged in optimal 
BROCANTO learning sleep/wake conditions, (3 pm) that are independent of performance level.  
Hippocampus engagement could be considered to represent declarative ‘similarity’ learning, and 
IFG, procedural, ‘rules’. 
Findings: Hippocampal processing was only seen with performance.  Right IFG, left BA6 and right 
thalamus respond to difference in correct and incorrect BROCANTO grammar, indicating they have 
learnt.  This may represent an intermediate stage of processing, between declarative and 
procedural. 
c. Chapter 5 – Aim: This study will identify regions that respond to correct and incorrect BROCANTO 
grammar difference, (independent of performance level), that show a consolidation effect across 
two sessions 24 hours apart, and are influenced by training position at opposite points in the 
sleep/wake cycle.  
Findings: Left BA6 and right thalamus are key regions responding to the interaction between 
sleep/wake cycle group and BROCANTO training session, indicating they are differentially involved in 
consolidation.  The left BA6 response is characterised by a large increase across sessions in the 
morning, and the thalamus by a large decrease across sessions in the evening. 
e. Chapter 6 – Aim: The aim is to establish whether the brain is differently predisposed to a 
particular type of learning, and shows post task consolidation differences in the morning and 
evening, in connectivity at rest.   
Findings: The connection between IFG and BA6 is highly responsive to the experimental conditions 
at rest, indicating that they may mediate consolidation at rest that is responsive to the sleep/wake 
cycle.   The hippocampus connectivity with IFG at rest does not respond to the experimental 
conditions, suggesting that linked declarative and procedural processing are unaffected. The 
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thalamus may also play a modulatory role in sleep/wake cycle sensitive consolidation, especially 
through its links between hippocampus and IFG, which reduce in the evening.  
f. Chapter 7 – Aim: This chapter aims to establish relationships between brain regions during the 
BROCANTO task.  This will give insight into direct links between declarative and procedural 
processing, identify how this may be mediated by other regions, and indicate which connections that 
change according to the BROCANTO task, also respond to the sleep/wake cycle conditions.   
Findings: The key BROCANTO processing regions demonstrated connectivity relationships with each 
other.  The hippocampus main acts as an input, supporting declarative initiation, and is fairly 
independent of IFG, suggesting other regions play a mediating role.  BA6 and thalamus are the most 
likely as their connections with each other and IFG are strong and responsive to the experimental 
conditions, both consolidation and sleep/wake cycle.  The input output relationship between IFG 
and BA6 changes in the evening with BA6 becoming the input at night when IFG and thalamic 
connectivity decline.   
g. Findings Conclusion Summary 
The investigation has identified key regions involved in BROCANTO consolidation that change 
according to BROCANTO consolidation and the sleep/wake cycle position.  It has also demonstrated 
relationships between them that are sensitive to these conditions, during task processing and rest.  
Hippocampus and IFG processing are fairly independent, so declarative and procedural interaction is 
most likely mediated elsewhere. Where hippocampal input is seen, it is as an input that is stronger in 
the morning and decreases across sessions.  BA6 is a key region mediating BROCANTO consolidation 
across sleep/wake conditions.   Its engagement is maintained at night, when other processing 
declines so may be an essential mechanism.  Its connection with IFG is highly responsive to the 
experimental conditions, and this is also seen at rest.  The thalamus is also a key modulating region, 
with its input decreasing across sessions and in the evening.  This could reflect procedural learning 
where BA6 and IFG becoming independent of hippocampal input via the thalamus.  There are 
hemisphere shifts particularly in BA6 and thalamus processing and connectivity according to the 
experimental conditions. This could imply directional information flow.  The relation of these 
findings to models of language learning, limitations and future research directions will now be 
examined. 
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8.2 Results in Relation to the Declarative and Procedural Model of Language Learning  
(See fig 8.2.1 for a schematic diagram of the relationship between the core BROCANTO neural 
circuit in relation to the declarative and procedural model) 
This circuit suggests that the hippocampus primarily functions as an input via the thalamus, and this 
is a consolidation effect that is stronger in the morning.  This does indicate declarative initiation, of 
learning, (Morgan-Short, 2014).   The thalamus also appears to modulate the link between 
hippocampus and IFG, not shown in this diagram as it is a negative effect at the second session in 
the morning.  This also fits with accounts of reduction of declarative hippocampal input as a learning 
effect, which reduces as procedural processes take over with consolidation and proficiency, (Opitz 
and Friederici, 2003, and 2004).  It may be that a positive connection has occurred previously, but is 
not captured by this analysis.   
It is also notable that the right hippocampus seed responds to the interaction at the caudate, and 
session at the putamen, both suggesting a greater effect in the evening at the second session 
(decrease).  This is supported by the individual connections from left and right hippocampus seeds, 
showing that it is a positive connection at the second session in the evening.  This could represent a 
shift towards procedural learning, independently from the hippocampus, according to Ullman, 
(2004).    The IFG also shows a relationship with the basal ganglia structures as does the thalamus 
which is stronger in the morning.  This is counter to the suggestions from behavioural studies that 
procedural learning is stronger with immediate sleep, (Holtz et al, 2012, see chapter 4).    
Alternatively, Sami et al, (2014) present this cortical striatal pathway as a network that changes with 
proficiency.   This may be influenced by direct IFG top down processing, (Yang and Li, 2012), 
although the connection from thalamus to IFG suggests modulation of IFG by thalamus.  Right BA6 
also shows a connection to the caudate in the morning which reduces with consolidation.  This could 
suggest that BA6 takes over from the basal ganglia with more advanced learning, and the shift to the 
right fits with a role for the right BA6 in receiving feedback from IFG. 
It appears from the results in this thesis, that BA6 activation is critical to BROCANTO learning.  This 
may represent core processing independent of the experimental conditions and performance, acting 
as a ‘hub’, (Cole et al, 2012).  Nevertheless, its relationship with the wider network differs according 
to the experimental conditions, including connections with IFG.  This could reflect a different IFG 
relationship with a core processing circuit, rather than a dichotomy between a declarative and 
procedural network.  Also, as IFG also connects directly with the basal ganglia and thalamus BA6 
does not provide the only processing route, which also indicates that is has a modulatory, ‘hub’ role.  
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Chapter 5 results indicate that BA6 can function independently of left IFG, at least without affecting 
performance.  However, the PPI analysis revealed a connection between IFG and BA6, especially on 
the left that is highly sensitive to consolidation and the training schedule.  This suggests that both 
regions have key role and communicate flexibly according to conditions.  From previous studies, it 
seems likely that this connection will strengthen with performance over time, (Friederici, 2007).  The 
current, performance controlled study, can only confirm BA6 as a core learning process. 
Sequence learning, is often studied, in relation to procedural learning, using simple motor tasks, 
(Holz et al, 2012).  Tinaz et al, (2006) applied connectivity analysis to a sequential picture ordering 
task.  They found that the bilateral globus pallidus output of the basal ganglia responded specifically 
to sequences, and connected with cortical regions.  Key connections included hippocampus, left IFG, 
thalamus and insula, which were also implicated in BROCANTO learning in chapters 5 and 7.  The 
Hippocampus and parrahippocampus were additionally activated maybe due to encoding relational 
features, ‘similarity’, alternatively due to event ordering.  This study demonstrates sequence 
learning as an underpinning process of the declarative and procedural system.  
Pulvermuller and Fadiga, (2010), suggested that grammar emerges from the motor system, which 
also contains topographically specific semantic circuits for action words.  This explanation fits with a 
crucial role for IFG (BA44) and its links with premotor cortex BA6, and the critical role for sequence 
processing, (Robertson, 2009, and Nemeth et al, 2011).  This motor system component could be 
linked to speech production and the procedural system (Ullman, 2001).  
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Fig 8.2.1 The Core Neural Circuit Engaged in BROCANTO Learning in Relation to the Declarative and Procedural Model of Language Learning  
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8.3 Results in Relation to the Dorsal and Ventral Stream Model of Language and Speech 
Production 
IFG has been implicated in ‘top down’ processing in the dorsal, ventral stream model, (Friederici, 
2012).  This could link to differential rules processing, for example hypothesis driven, abstraction and 
explicit rules testing, rather than more automatic implicit action, (Sun et al, 2004).  Yang and Li, 
(2012) suggest that IFG is involved in explicit top down processing via the insula, and Saur et al, 
(2008) suggest that premotor cortex (BA6) may also be involved in hierarchical dependencies 
processed by IFG via its link to the temporal lobe.  The findings in chapter 7 suggest IFG processing 
would be stronger in the morning, with BA6 driven automatic processing in the evening.   
A useful step, previous to this investigation, would be to relate Kepinsa et al’s (2017b) BROCANTO 
processing networks, to the dorsal and ventral stream model and develop it further to include 
second language acquisition. This would generate more specific questions suitable for testing with 
modern connectivity methods than the segregated approach of the declarative and procedural 
model. Syntactic processing in the ventral stream is most closely linked to the sequential aspects of 
language learning.  Early stage syntactic processing starts in the anterior temporal lobe. The circular 
information flow suggests transformation of declarative similarity to procedural sequential rules, as 
it passes through the dorsal stream.  This process is primarily feed forward, but it is conceivable that 
it could be cyclical, where feedback from the frontal cortex stimulates declarative rules knowledge, 
(see section 1.3.9).  
The connectivity analysis in chapter 7 suggests that it is not necessary to engage the entire circuit to 
process artificial grammar, and especially in relation to the IFG connectivity profile it, is likely to be 
more activated in the morning, with more isolated local processing in the evening, led by BA6.  
Hippocampal inhibition and thalamic disengagement is a feature of evening processing.  Fig 8.1.1 has 
begun to explain the key connections in BROCANTO learning in terms of a circular stream, which 
could be related to the dorsal and ventral stream model, (see fig 1.3.4). 
8.4 Relation to Previous Research, Wider Context 
As most of the key regions show a response to group and session variables, it is possible that global 
sleep/wake cycle position changes such as reduced connectivity in the evening.   This could be driven 
by example by thalamic disengagement, resulting in disinhibition of procedural system, impacting on 
the BROCANTO task network.  The resting state pre task data gives some indication of differences 
without the task.  Comparing connectivity response to words and sequences, an unrelated control 
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task such as visual processing, reactions to lighting level, (e.g combined with psychophysics) could 
help to clarify this.   
This investigation treated learning as discrete system of processes.  However, it clearly occurs within 
the highly connected environment of the brain.  Even within models of segregated processing, 
(Ullman, 2004), the procedural system is closely linked to motor learning and key processes such as 
sequence learning may underpin a variety of functions.  BA6 appears to be a critical node, 
functioning regardless of sleep/wake factors either independently, or recruiting more specialised 
language regions where possible, and may well relate to cognitive functions beyond language. The 
varied connectivity targets seen in chapter 7 also support this hub role.   
Hippocampal engagement shows a link to BA47 in the morning, which may represent convergence 
with IFG.  BA47 has been linked to continuous reading, (Hampson et al, 2006), along with BA39, 
(Hampson et al, 2006 and Forkstram et al 2006) which is also a hippocampal target.    Variation in 
this reading related processing may be does not appear to affect performance at BROCANTO 
grammar differentiation.   This suggests that other factors may be involved, for example 
performance maintenance via the core network.  BA39 and BA47 may provide alternative processing 
mechanisms, favoured under different learning conditions, especially because BA39 responds to the 
interaction between group and session in chapter 5. 
Takashima et al, (2006), proposed that sleep facilitates an initial role for the hippocampus, replaced 
over time by the ventromedial prefrontal cortex and limbic system, during memory consolidation. 
The connectivity analysis does suggest a decline in hippocampal engagement with consolidation at 
rest, which would fit with the observation of this process occurring over a few weeks, (Takeshima et 
al, 2006), and sleep sensitive role proposed by Thielen et al, (2012). 
An analysis of functional connectivity data from the human connectome project, (Smith et al, 2015), 
identified a general intelligence factor including years of education, income and life satisfaction.  
This linked to a specific pattern of connectivity which they present as mode of positive brain 
function.  This approach gives some broad context to brain connectivity, but says little about specific 
cognitive processes.  It would however, allow for the inclusion of a sleep measures such as 
Pittsburgh and MEQ, to give an overview of effects, providing useful context.   
Cole et al, (2012) showed that the lateral prefrontal cortex has a selective connectivity relationship 
with the fronto partial network according to difference in individual intelligence, as well as high 
global connectivity. Contrary to this, Smith et al, (2015) did not find it to be the strongest node.  This 
may be because the broad based behavioural measures reduced the effect.  This investigation 
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showed that fronto-pariatal connections are key in BROCANTO learning, and stronger in the 
morning.   
8.5.1 Limitations of Current Study and Alternatives 
 
From the combination of previous studies undertaken on BROCANTO learning, (Opitz and Friederici, 
2003, 2004, 2007, Hauser et al, 2012, Morgan-Short et al, 2014, Kepinska et al, 2017 a and b and 
2018), it would be helpful to perform some meta analysis to establish the number of trails and 
length of BROCANTO training required to produce saturation learning in an average population, and 
separate this from the effects of consolidation.  This could be used to standardise studies, enhance 
their comparability and underpin further investigations.  Within the current investigation 
improvements could also be introduced.   
Even though, BROCANTO has a limited grammar and vocabulary, compared to learning a natural 
language, the maximum of 48 hours consolidation used in this investigation is still relatively short for 
second language acquisition.  As reported by Hauser et al, (2012), Kepinska et al, (2017a and b) it is 
subject to individual variation.  This means that there will be differences in saturation points and 
proficiency levels reached over time.  As a result, the neural processes sampled by the fMRI in this 
investigation may miss earlier shorter term processing (e.g transient declarative), or maximum 
learning level following consolidation, (saturation).  A larger participant sample, studied over a 
longer timeframe, with multiple testing points, combined with the LLAMA, could further identify the 
optimal training required to reach saturation.  
Another reason transient processing may not be captured is that it is difficult to combine high spatial 
and temporal resolution in neuroimaging, rapid transfer between declarative and procedural 
learning e.g encountering a new grammar sentence (BROCANTO Trial), for a few seconds will not be 
identified by the fMRI analysis.  In particular, rapid signalling between declarative and procedural 
linked regions is not captured by the existing studies, combination with EEG, use of MEG or time 
window sensitive dynamic fMRI analysis methods, (Chang and Glover, 2010).  The BOLD signal delay 
of 600 ms is close to the trail length, so there is a lag in fMRI event data. 
Some neural processes related to rules processing, for example involving the caudate are feedback 
dependent, (Grahn et al, 2008), so studying the BROCANTO ‘training’ rather than the ‘test blocks’ 
could be valuable. This would help differentiate task response decision making from sentence 
observation.  The response accuracy could also be included in analysis of this and/or the testing 
blocks to study performance.  This could help identify a shift between systems, if procedural learning 
is linked to proficiency, (Opitz and Friederici, 2004, and Opitz and Hoffman, 2015). However, it is also 
vulnerable to individual variation, (Hauser et al, 2012, and Kepinska et al, 2017a) which may obscure 
296 
 
this finding.  This is the reason why the performance control was used in this thesis.  Alternatively, all 
participants could be trained until BORNCANTO learning saturation point, if it can be identified. 
The connectivity analysis in chapters 6 and 7, indicates some likes between declarative 
(hippocampal/temporal) and procedural, (thalamocortical, striatal/premotor cortex) processing. It 
would be possible to introduce temporal information, to help clarify the interface between the 
declarative and procedural systems, and critically, attempt to identify whether a shift, gradual 
transfer, or cyclical interaction, between processing systems is taking place, (Ferman et al, 2009).   
This could also provide a move towards clarifying the difference between processing and long term 
memory consolidation, for example where and when declarative chunking and storage occurs, and 
whether this is necessary for language acquisition, (e.g always precedes it).  
Analysing connectivity in the 3pm group in chapter 4 may clarify the relationship between 
hippocampus and IFG.  At this time of peak learning it would be expected to be stronger.   However, 
as only one group was run with a different BROCANTO training and testing schedule, it is not directly 
comparable to the analysis in 7, so an additional session per participant would be required.  
Alternatively, removal of the pre learn condition to compare the first fMRI test session, after 1 
learning session only under different conditions, before introducing the consolidation variable.  As 
discussed in chapter 3, a 12 midday condition could also be included, but as evidence suggests 
relative intervals between training, sleep and wake, within a cycle are more important than time of 
training, this may not be necessary. 
The studies in this investigation do not give any information about what happens during sleep, or 
the difference between sleep and no sleep.  An additional comparison of an immediate sleep and no 
sleep group over 12 hours may give some indication of the effect of sleep on these earlier processes 
over a shorter time frame, which may be more likely to engage the hippocampus.  The reasons for 
not including this are discussed in section 5.6.2.  Alternatively, additional sleep monitoring such as 
actiwatch and sleep lab EEG could be included, these are discussed in chapter 3. This could be used 
to differentiate effects of REM and slow wave sleep, (see fig 1.2.3), and ultimately, related to the 
BROCANTO scoring and fMRI data taken during wake.    
 
Physiological variables linked to the sleep/wake cycle could also be further controlled or 
manipulated.  For example, Psychophysics measures could be introduced to investigate response to 
light as an additional variable.  Metabolism and blood flow may also undergo circadian fluctuation, 
and influence the BOLD signal.  Additional monitoring and noise reduction during fMRI signal 
processing could be introduced to observe and mitigate for this.  Psychological measures additional 
to the sleep diary could be introduced to study daily habits an activity, as part of a wider study. 
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The observation that there is a decrease in Karolinska alertness rating after the second session under 
the conditions of best learning performance (see fig 3.3.3), could be investigated further, for 
example analysing correlations between alertness change and DPrime performance and including 
these as covariates in the fMRI analysis, as for MEQ in chapter 5.  These could also be added to the 
connectivity analysis to regress out the variation or look at their effect on the response.  Alertness 
may decrease connectivity changes e.g through increased reliance on default mode network, (see 
chapter 6), and is linked to performance level. 
To give a more in depth study of grammar processing, BROCANTO scoring could be further analysed.  
The grammar contrasts used in chapter 4 are one example.   Including a word learning task, and 
manipulating delivery to explicitly state rules, could also further differentiate declarative and 
procedural learning processes.  Response to the different types of rule violation could also be 
studied.  Additionally, directional T contrasts could be analysed in place of ’F’ in chapter 4 and 5 to 
test hypothesis more specifically related to grammar.   This would have been appropriate for 
research questions directed towards understanding language learning processes, but are beyond the 
scope of this study in combination with the sleep/wake cycle condition. 
The fMRI studies in this thesis look at the neural response to correct and incorrect sentence 
observations only.  Further first level conditions could be added to study for example ‘hits’, ‘false 
alarms’ and ‘error detection’, (see chapter 2, 2.1.8).  This could help differentiate more specific roles 
for key regions such as, recognition of correct rules and error detection.  This would be especially 
beneficial combined timecourse analysis, or with an MVPA analysis to look at the multifaceted 
response of BA19 or BA6.  However, the outcomes will be more susceptible to individual 
performance variation and is slightly beyond the morning/evening group comparisons that are the 
focus of this investigation.  
This study design involves up to three BROCANTO training sessions over two 24 hour consolidation 
periods (48 hours).  These multiple stages make it suitable for Bayesian analysis.  This introduces 
probability modulated for by past history.   It could be applied to DPrime scores across the 
trajectory, For example, the D1 or D2 scores could be used as prior history to predict future 
performance.  Applied to the fMRI data, it could be used to investigate changes in regional activation 
across the two sessions in chapter 5, e.g effect of session 2 depending on priors session 1, which 
could also be controlled for individual differences.    
 
These methods would be especially relevant to study learning that is also susceptible to individual 
experience and ability and for detecting non linear effects such as a shift of insight from declarative 
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to procedural processing, (Ullman, 2001), which could be facilitated by sleep induced ‘insight’, 
(Stickgold and Walker, 2013).  They could be extended the connectivity data, using pre task state at 
rest to predict the neural response during the task, and the first fMRI test session to predict the 
second.  This could be also investigated using a regression approach for key regions of interest, and 
developed to study how the resting state can predict task performance. 
 
8.5.2 Recommendations for Further Research 
 
As discussed, learning is not a stationary process, and may not be linear, if sleep facilitates a shift, 
(Stickgold and Walker, 2013). Identifying a tipping point from similarity to rules in terms of neural 
network engagement remains a key question. It is apparent from chapter 3 that this cannot be 
detected from behavioural performance measures.    A sliding window dynamic correlation method 
could then be applied to the fMRI data, in order to study learning over time during the learning 
block, (Smith, 2012), especially if this the learning can reach saturation.   Technically, this would be 
most effective taking into account coherence to reduce the issue of sliding windows falsely showing 
fluctuations due to incomplete cycle sampling, (Chang and Glover, 2010).  
Power spectrum fMRI analysis could be a useful tool.  This has been discussed in chapter 6 in relation 
to resting state, and could also be applied to task processing, using a PPI or correlational analysis.  It 
would be especially relevant to investigate the sleep/wake cycle conditions.  Attempts have begun 
to link this to neurotransmission, (Singh, 2012), although the accuracy of this is debatable.   There is 
an argument for relating this to alertness levels at the time of task processing.  
 
The analysis of the four seeds using PPI shows effective connectivity, and the seed/target 
reciprocation can give some indication of direction.  Another approach available within Conn is the 
ROI to ROI (Region of Interest) connectivity.   This controls for multiple comparisons and examines 
connectivity between key seeds, to give a schematic output.  The significant values give an indication 
of connection strength.   This was attempted between 4 bilateral seeds, (although not reported due 
to space).   It confirmed that the IFG-BA6 connection responds to the group and session interaction 
and switches from negative to positive at the second session in the evening group.  The second 
session in the morning shows the most connectivity which is (hippocampus and BA6) and (thalamus 
and BA6).  Right and left IFG are active, linked to each other, but independent of other nodes.  This 
also confirms a hub role for BA6.    It does not however quantify anything about direction of 
connections, for this, further methods are required.  
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As outlined in section 2.6.4, effective connectivity does not measure dynamics or direction of 
synchronous relationships between nodes.  Alternative methods such as Dynamic Causal Modelling 
(DCM) are needed to give a mechanistic account of a process.  This technique can provide 
information about connectivity direction and strength, helping to identify the ‘driver’ regions, 
(Friston, 2002). 
DCM requires a hypothesis regarding a small pre defined network, of node regions showing a 
significant response in all the participants analysed, during the BROCANTO task.  This can present an 
issue when this varies according to the experimental conditions.  The network response to the task, 
but not the additional consolidation or group comparisons, (unseen factors) could be investigated, 
(Smith, 2012).   This would need to be performed for each group/session individually to find the best 
model for each.  As DCM requires a significant response in the node regions it may be necessary to 
start looking at this in the 3pm group to define the relationship, where most systems engagement is 
in evidence, (e.g IFG).   
The PPI analysis in chapter 7 allows a hypothesis that can be tested using DCM to be developed.  This 
requires a priori specification of regions of interest ‘nodes’ giving a significant response and likely to 
interact as a network, (Friston, 2002).  The connections showing interaction in chapter 8 (see fig 
8.2.1), can be used to define a suitable network, (see fig 8.5.1). 
Fig 8.5.1 Schematic Representation of Connections Showing an Interaction Response, to 
Investigate Using a DCM, (regions are treated as bilateral). 
(am/pm, indicates hypothesised driver region, receiving thalamic input at that time) 
 
 
The hippocampus is not include as a node because it does not show significance in any of the whole 
brain analysis with the F contrast.  Its connections also do not survive the p correction in chapter 7.  
It seems it provides input to the thalamus, (fig 7.4.5), so may influence indirectly via the thalamus.  
In this way, the thalamus may provide a route to link hippocampal declarative processing, (and in 
Thalamus
IFG
(am)
BA6
(pm)
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the shorter term working memory) to the procedural system.  It also fits with less stable 
hippocampal connectivity being seen throughout the day, (Albert et al, 2009 b). 
The thalamus inputs into IFG and BA6, and these connections show an interaction.   The cross 
hemisphere processing indicates a directional information flow. The thalamus also receives input 
form IFG, (see fig 7.4.5).  The bidirectional IFG and BA6 connection, appears key.  This IFG/BA6 
connection appears to switch roles between morning and evening, so the connectivity direction can 
be expected to change from morning, driven by IFG to BA6 (top down, input to BA6) and evening 
BA6 to IFG, (bottom up).  However, there is also a hemisphere change in this am/pm circuit, which 
may represent a change in the circular direction of information flow.  This could represent a 
feedback mechanism which becomes dominant in preparation for consolidation during sleep, 
modulated by thalamic disengagement.   
The responses of key connections in section 7.4 could be modelled to develop a simulation to 
visualise the response change according to the experimental conditions.  A more abstract cognitive 
theoretical model could also be developed to show changes in declarative and procedural processing 
according to the experimental condition. Session 2 could be considered procedural, to create a 
theoretical learning model.  This relies on an assumption that there is a linear transfer from 
declarative to procedural learning, whereas Ullman’s model (2001), developments of it (Ferman et 
al, 2009), and the supporting evidence suggest a cyclical process with interaction and feedback, (see 
section 1.2.6 and fig 1.2.2), which is closer to the dorsal and ventral stream account.  
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8.6 Conclusion 
This investigation has confirmed the importance of a complete sleep/wake cycle on learning, using 
the example of an artificial language.  It has established a key processing role for the premotor 
cortex BA6.  In combination with previous studies it has been possible to identify a core circuit of 
corresponding regions, engaged in BROCANTO processing, independently of performance level.  This 
changes across sessions over 24 hours which indicates consolidation and is influenced by position in 
the sleep/wake cycle.    A key connection is between IFG and BA6, which responds to the interaction 
between sleep/wake cycle position and consolidation, both during the BROCANTO task and at rest 
was identified.   This is modulated by the thalamus which in turn receives transitory hippocampal 
input which is stronger in the morning.  These findings can be related to the declarative and 
procedural model of learning, and allow a hypothesis to be developed to investigate BROCANTO 
learning using DCM.  This would be an important step towards developing a mechanistic account of 
learning differences across the sleep/wake cycle, which may be related to the dorsal and ventral 
stream model of language. 
 
This research has high potential impact because changing timing of studies for school children has 
been a topic of public debate. To apply the findings to this, different age groups would need to be 
tested as they have different sleep/wake cycles and responses to the adults used in this study.  
There are also discussions about improving the evidence base for electronic sleep monitoring, which 
could eventually incorporate cognitive cycle data. 
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Appendix – 1 - Methods (Chapter 2) 
Fig A1.1 BROCANTO Structure, a Training Sessions for Qualtrics and Inside the fMRI Scanner 
  
 2 
 
NB. Timings in Qualtrics are 8000 ms display per sentence. 
b. Learning Observation Set – Grammatical sentences x 10 
  
c. BROCANTO Learning Set Requiring Responses With Feedback Grammatical x 10 Non-Grammatical x 10 (x20 Randomised Sentences) 
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Fig A1.2 Table to Classify BROCANTO Grammar Violations  
Type of Violation Explanation Example in English 
Major (MV) This would include word class repetition, 2 
nouns or 2 verbs together 
Cat dog, run walk 
(although go do is slang 
but seems correct?) 
Phrase (PV) A sentence must have a noun phrase and a 
verb phrase.  This is the minimum.  Correct is 
noun phrase (adjective, noun), verb phrase 
(verb, ad- verb), noun phrase  
Incorrect is noun phrase, noun phrase, verb 
phrase 
 
A noun phrase must have either a 
determiner (includes articles) and a noun, or 
determiner, adjective, noun 
 
A verb phrase can be just a verb (minimum) 
 
I the cat see 
The cat boy see 
Agreement (AV) Putting right words together,  ‘tall lady’ is correct, ‘the 
tall lady’, ‘an tall lady’ is 
incorrect in Brocanto, 
unlike English 
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Fig A1.3 Screenshots for SPM Preprocessing 
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SPM 1st Level Analysis 
 
 
 7 
 
 
 8 
 
Con Tool Box Set Up for Resting State Bivariate Correlation Analysis – (Chapter 6) 
Fig A1.3  Structural 
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Structural Per 
Participant 
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Set Up - Functional  
 
 
 
1st Level SPM MAT 
file Selected for Each 
Session 
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Set Up – ROIs and Imported ROIs 
 
 
ROIs Imported 
from Saved 
Clusters from SPM 
Factorial Analysis 
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Set Up – Resting State Conditions (Within Subject) 
 
 
 
Pre and Post Conditions 
Allow 2 Sessions to be 
Specified per Participant  
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Set Up - Resting State 1st Level Covariates 
 
  
Motion Paramaters 
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Set Up -  Resting State 2nd Level Covariates 
 
 
Participants Allocated to 
Group 2(am) 3 (pm) 
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Resting State 1st Level Analysis 
 
 
Weighted GLM  
 
Bivariate 
Corrolation 
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Resting State 2nd Level Analysis 
 
 
  
These Comparisons Show the Relationship of Seed ROI 
Interaction Between Group and Session Where Group 2 is 
Greater than 3 and Session 1 (pre) Greater than Session 2 (post) 
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Conn Toolbox Set Up BROCANTO Task PPI Analysis (for Chapter 7) 
Fig A1.4 BROCANTO Task PPI MATfile Import 
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BROCANTO Task PPI Set Up – Structural 
 
 
 
Normalised 
Structural Per 
Participant 
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BROCANTO Task PPI Set Up – Functional  
 
 
 
 
1st Level SPM MAT 
file Selected for Each 
Session 
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Set Up BROCANTO Task PPI -  Imported ROIs 
 
 
 
 
ROIs Imported 
from Saved 
Clusters from SPM 
Factorial Analysis 
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Set Up BROCANTO Task PPI Conditions (Within Subject) for Functional fMRI Data in Conn 
 
 
 
 
 
Performance Conditions  
Per Participant Per 
Session Pre and Post Conditions 
Allow 2 Sessions to be 
Specified per Participant  
Correct and Incorrect 
BROCANTO Sentence 
Timecode 
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Set Up BROCANTO PPI Task 1st Level Covariates 
  
Motion Paramaters 
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BROCANTO Task PPI Denoising Pipeline 
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BROCANTO Task PPI 2nd Level Covariates 
 
  
Participants Allocated to 
Group 2(am) 3 (pm) 
DPrime Test  Scores Added 
as Performance Covariate 
Per Participant 
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1st Level BROCANTO Task PPI Analysis Seed to Voxel 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
PPI Bivariate 
Regression 
Convolved HRF 
and 
Psychological 
Task Timeseries  
Bilateral Selected ROI 
Timeseries  
Physiological Variable 
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1st Level Analysis BORCANTO Task PPI - Run 
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2nd Level Analysis BROCANTO Task PPI  
 
These Comparisons Show the Relationship of Seed ROI 
Interaction Between Group and Session Where Group 2 is 
Greater than 3 and Session 1 (pre) Greater than Session 2 (post) 
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Appendix 2 – Behavioural Statistics (for Chapter 3) 
Fig A2.1 Descriptive Statistics for Sleep Measures Across all Groups and Conditions 
 
 
 
N Minimum Maximum Mean Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error Statistic Std. Error 
PITTSBURGH 48 1 12 4.88 0.323 0.794 0.343 0.915 0.674 
MEQ 48 28 65 48.33 1.126 -0.215 0.343 -0.122 0.674 
SD7DAYMEAN 44 5.79 9.71 7.7609 .013890 -0.041 0.357 -0.220 0.702 
SDSLEEPDURATION 47 0.00 10.00 5.8232 0.48489 -0.978 0.347 -0.607 0.681 
 
Fig A2.2 Descriptive statistics for cognitive scores across all groups and conditions 
 
Minimum Maximum Mean Skewness Kurtosis 
Statistic Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error Statistic 
Std. 
Error 
Executive 
Function 
3.36 115.72 25.300 3.286 2.254 0.343 5.579 0.674 
 
Working Memory 
(DOT-A) 
3.5         8.0       5.375 0.14 0.772 0.343 0.365 0.674 
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Fig A2.3 Mean KSS Difference Scores BROCNATO Session 1 and BROCANTO Session 2 by Group With Standard Errors 
Group   
KSS1 Diff 
Mean (blue) 
KSS1 
S.E  
KSS2 
Mean 
(red) 
KSS2 
S.E 
1 12 hours no sleep 9am 9pm -0.167 0.703 -0.214 0.625 
2 
12 hours immediate sleep 9pm 
9am -2.125 0.441 -2.188 0.574 
3 
9pm 9pm 24 hours immediate 
sleep 2 0.707 0.625 0.532 
4 9am 9am 24 hours delayed sleep 0.125 0.742 -0.5 0.423 
5 3pm 3pm 24 hours delayed sleep -1.875 0.766 -2.5 0.85 
6 3pm 9am 18 hours delayed sleep 1.75 0.675 0.75 0.648 
 
Fig A2.4 Descriptive Statistics for Karolinska Alertness Rating Difference and Start Rating at BROCANTO Session 2  
   
 KSS2 Difference KSSPre2  
timesesion2 Mean Std. Error Mean Std.Error N 
9.00 -0.646 0.347 4.21 0.350 24 
15.00 -2.500 0.752 4.13 0.752 8 
21.00 0.233 0.580 4.57 0.597 15 
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Fig A2.5 Table of Descriptive Statistics for Sleep and Cognitive Measures by Sleep Condition  
 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
No Sleep           
Executive Function 8 7.46 84.60 25.805 9.572 27.073 1.786 0.752 3.018 1.481 
DOT-A Working Memory 8 3.5 7.5 5.875 0.549 1.552 -0.301 0.752 -1.731 1.481 
KSS1 difference 6 -2.00 2.00 -0.167 0.703 1.722 0.026 0.845 -2.367 1.741 
KSS2 difference 7 -2.00 2.00 -0.214 0.625 1.655 0.142 0.794 -1.914 1.587 
PITTSBURGH GLOBAL SCORE 8 1 12 5.63 1.322 3.739 0.567 0.752 -0.590 1.481 
MEQ 8 28 59 48.00 3.606 10.198 -1.113 0.752 1.026 1.481 
Sleep Diary 7 DAY MEAN 6 7.17 9.71 8.312 0.452 1.107 0.362 0.845 -2.169 1.741 
Pittsburgh Component 4 – Efficiency 8 66.67 100.00 86.344 3.558 10.063 -0.861 0.752 1.537 1.481 
Delayed Sleep           
Executive Function 24 3.36 115.72 26.705 5.160 25.277 2.418 0.472 6.601 0.918 
DOT-A Working Memory 24 4.0 8.0 5.313 0.195 0.953 1.042 0.472 1.658 0.918 
KSS1difference 24 -5.00 6.00 0.000 0.507 2.485 0.167 0.472 0.348 0.918 
KSS2difference 24 -5.50 4.00 -0.750 0.460 2.255 -0.064 0.472 -0.086 0.918 
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PITTSBURGH 24 2 9 4.71 0.432 2.116 0.449 0.472 -0.863 0.918 
MEQ 24 37 65 49.63 1.458 7.143 0.328 0.472 -0.488 0.918 
Sleep Diary7 DAY MEAN 23 5.79 9.25 7.638 0.216 1.035 -0.207 0.481 -0.872 0.935 
Pittsburgh Component 4 - Efficiency 24 70.59 100.00 89.354 1.690 8.279 -0.479 0.472 0.163 0.918 
Sleep Diary Duration 24 0 10.00 7.143 0.431 2.101 -1.906 0.472 5.062 0.918 
Immediate Sleep           
Executive Function 16 7.13 76.84 22.940 4.278 17.112 2.275 0.564 6.358 1.091 
DOT-A Working Memory 16 4.5 6.5 5.219 0.158 0.632 0.387 0.564 -0.696 1.091 
KSS1 difference 16 -4.00 5.00 -0.063 0.668 2.670 0.485 0.564 -0.692 1.091 
KSS2 difference 16 -5.00 3.00 -0.781 0.524 2.097 -0.092 0.564 -0.187 1.091 
PITTSBURGH 16 2 7 4.75 0.348 1.390 -0.170 0.564 -0.162 1.091 
MEQ 16 33 60 46.56 1.904 7.615 -0.013 0.564 -0.773 1.091 
Sleep Diary 7 DAY MEAN 15 6.86 8.71 7.729 0.1488 0.576 -0.135 0.580 -1.006 1.121 
Pittsburgh Component 4 - Efficiency 16 76.19 100.00 88.348 1.678 6.710 -0.324 0.564 -0.586 1.091 
Sleep Diary Duration 15 0 9.00 6.817 0.610 2.361 -2.089 0.580 4.482 1.121 
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Fig A2.6 Final DPrime (D5) Descriptive Statistics by Group 
Group Mean Std. Error 
95% Confidence Interval 
Lower 
Bound Upper Bound 
1. 9am, 9pm 12 no sleep 0.891 0.280 0.326 1.456 
2. 9pm, 9am, 12 immediate sleep 0.565 0.280 0.000 1.130 
3. 9pm, 9pm, 24 immediate sleep 1.025 0.280 0.460 1.590 
4. 9am, 9am 24 delayed sleep 1.699 0.280 1.134 2.264 
5. 3pm, 3pm 24 delayed sleep 2.148 0.280 1.583 2.712 
6. 3pm, 9am 18 delayed sleep 0.770 0.280 0.205 1.335 
     
 
Fig A2.7 Mean MEQ Score By Group With Standard Errors 
Group   Mean S.E  
1 12 hours no sleep 9am 9pm 48.00 3.606  
2 12 hours immediate sleep 9pm 9am 43.63 2.672 
3 9pm 9pm 24 hours immediate sleep 49.50 2.435 
4 9am 9am 24 hours delayed sleep 54.63 2.584 
5 3pm 3pm 24 hours delayed sleep 45.25 1.645 
6 3pm 9am 18 hours delayed sleep 49.00 2.283 
 
Fig A2.8 Descriptive Statistics– DPrime Receptive by Condition  
CONDITION Mean Std. Deviation Std.Error N 
NO SLEEP  0.891 0.681 0.241 8 
IMMEDIATE SLEEP   
0.795 
 
0.588 
            
                    0.147  
 
16 
DELAYED SLEEP  1.539 1.076 0.220 24 
Total 1.183 0.936  48 
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Fig A2.9  Multiple Comparisons – DPrime by Sleep Condition 
 
 
(I) CONDITION (J) CONDITION 
Mean Difference 
(I-J) Std. Error Sig. 
95% Confidence Interval 
 
Lower Bound Upper Bound 
LSD NO SLEEP  IMMEDIATE SLEEP 9PM 9AM 0.096 0.382 0.802 -0.674 0.866 
DELAYED SLEEP 3PM 3PM -0.648 0.360 0.079 -1.373 0.078 
IMMEDIATE SLEEP NO SLEEP 9AM 9PM -0.096 0.382 0.802 -0.867 0.674 
DELAYED SLEEP 3PM 3PM -0.744 0.285 0.012 -1.318 -0.170 
DELAYED SLEEP  NO SLEEP 9AM 9PM 0.648 0.360 0.079 -0.078 1.373 
IMMEDIATE SLEEP 9PM 9AM 0.744* 0.285 0.012 0.170 1.318 
Bonferroni NO SLEEP  IMMEDIATE SLEEP 9PM 9AM 0.096 0.382 1.000 -0.854 1.047 
DELAYED SLEEP 3PM 3PM -0.648 0.360 0.237 -1.544 0.249 
IMMEDIATE SLEEP  NO SLEEP 9AM 9PM -0.096 0.382 1.000 -1.047 0.854 
DELAYED SLEEP 3PM 3PM -0.744 0.285 0.037 -1.452 -0.035 
DELAYED SLEEP  NO SLEEP 9AM 9PM 0.648 0.360 0.237 -0.249 1.544 
IMMEDIATE SLEEP 9PM 9AM 0.744 0.285 0.037 0.035 1.452 
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Fig A2.10 Descriptive Statistics – DPrime by Time of Session 
Dependent Variable:   d' (Dprime)   
timesession1 timesesion2 Mean Std. Deviation N 
9.00 9.00 1.699 0.743 8 
21.00 0.891 0.681 8 
Total 1.295 0.805 16 
15.00 9.00 0.770 0.707 8 
15.00 2.148 1.274 8 
Total 1.459 1.223 16 
21.00 9.00 0.565 0.437 8 
21.00 1.025 0.656 8 
Total 0.795 0.588 16 
Total 9.00 1.0112 0.795 24 
15.00 2.148 1.274 8 
21.00 0.958 0.649 16 
Total 1.183 0.936 48 
 
Fig A2.11 Descriptive Statistics for DPrime Scores for Each Sleep Condition, Split by Interval 
 
 
 
 
 
 
 
 
interval CONDITION Mean Std. Deviation N 
12.00 NO SLEEP  0.891 0.681 8 
IMMEDIATE SLEEP 0.565 0.437 8 
Total 0.728 0.578 16 
18.00 DELAYED SLEEP  0.770 0.707 8 
Total 0.770 0.707 8 
24.00 IMMEDIATE SLEEP  1.025 0.656 8 
DELAYED SLEEP  1.923 1.034 16 
Total 1.624 1.007 24 
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Fig A2.12 Descriptive Statistics – D-Prime Receptive by Interval, Split by Sleep 
Sleep interval 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
No 12.00  8 0.20 2.20 0.891 0.241 0.681 1.088 0.752 0.809 1.481 
Yes 12.00  8 0.15 1.45 0.565 0.155 0.437 1.411 0.752 1.517 1.481 
18.00  8 0.12 1.83 0.770 0.250 0.707 0.593 0.752 -1.757 1.481 
24.00  24 0.08 4.07 1.624 0.206 1.007 0.701 0.472 0.175 0.918 
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Fig A2.13 Multiple Comparisons – DPrime Receptive Performance by Interval (Conditions With Sleep) 
 
(I) interval (J) interval 
Mean Difference 
(I-J) Std. Error Sig. 
95% Confidence Interval 
 
Lower Bound Upper Bound 
LSD 12.00 18.00 -0.042 .36432 0.909 -0.776 0.692 
24.00 -0.896* .27155 0.002 -1.443 -0.349 
18.00 12.00 0.042 .36432 0.909 -0.692 0.776 
24.00 -0.854 .34349 0.017 -1.546 -0.162 
24.00 12.00 0.896 .27155 0.002 0.349 1.443 
18.00 0.854 .34349 0.017 0.162 1.546 
Bonferroni 12.00 18.00 -0.042 .36432 1.000 -0.948 0.864 
24.00 -0.896* .27155 0.006 -1.571 -0.220 
18.00 12.00 0.042 .36432 1.000 -0.864 0.948 
24.00 -0.854 .34349 0.050 -1.708 0.00 
24.00 12.00 0.896 .27155 0.006 0.220 1.571 
18.00 0.854 .34349 0.050 -0.000 1.708 
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Fig A2.14 Pairwise Comparisons of DPrime Scores by Group (LSD Post hoc test) 
(I) Group (J) Group 
Mean 
Difference  
(I-J) Std. Error Sig.b 
95% Confidence 
Interval for Difference 
Lower 
Bound 
Upper 
Bound 
9am, 9pm 12 
no sleep 
9pm, 9am, 12 immediate sleep 0.443 0.388 0.260 -0.340 1.225 
9pm, 9pm, 24 immediate sleep -0.254 0.388 0.516 -1.036 0.528 
9am, 9am 24 delayed sleep -0.549 0.388 0.164 -1.331 0.233 
3pm, 3pm 24 delayed sleep -1.048* 0.388 0.010 -1.830 -0.265 
3pm, 9am 18 delayed sleep 0.189 0.388 0.629 -0.594 0.971 
9pm, 9am, 12 
immediate 
sleep 
9am, 9pm 12 no sleep -0.443 0.388 0.260 -1.225 0.340 
9pm, 9pm, 24 immediate sleep -0.697 0.388 0.080 -1.479 0.086 
9am, 9am 24 delayed sleep -0.992* 0.388 0.014 -1.774 -0.209 
3pm, 3pm 24 delayed sleep -1.491* 0.388 0.000 -2.273 -0.708 
3pm, 9am 18 delayed sleep -0.254 0.388 0.516 -1.036 0.528 
9pm, 9pm, 24 
immediate 
sleep 
9am, 9pm 12 no sleep 0.254 0.388 0.516 -0.528 1.036 
9pm, 9am, 12 immediate sleep 0.697 0.388 0.080 -0.086 1.479 
9am, 9am 24 delayed sleep -0.295 0.388 0.451 -1.077 0.487 
3pm, 3pm 24 delayed sleep -0.794* 0.388 0.047 -1.576 -0.011 
3pm, 9am 18 delayed sleep 0.443 0.388 0.260 -0.340 1.225 
9am, 9am 24 
delayed sleep 
9am, 9pm 12 no sleep 0.549 0.388 0.164 -0.233 1.331 
9pm, 9am, 12 immediate sleep 0.992* 0.388 0.014 0.209 1.774 
9pm, 9pm, 24 immediate sleep 0.295 0.388 0.451 -0.487 1.077 
3pm, 3pm 24 delayed sleep -0.499 0.388 0.205 -1.281 0.284 
3pm, 9am 18 delayed sleep 0.738 0.388 0.064 -0.045 1.520 
3pm, 3pm 24 
delayed sleep 
9am, 9pm 12 no sleep 1.048* 0.388 0.010 0.265 1.830 
9pm, 9am, 12 immediate sleep 1.491* 0.388 0.000 0.708 2.273 
9pm, 9pm, 24 immediate sleep 0.794* 0.388 0.047 0.011 1.576 
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9am, 9am 24 delayed sleep 0.499 0.388 0.205 -0.284 1.281 
3pm, 9am 18 delayed sleep 1.237* 0.388 0.003 0.454 2.019 
3pm, 9am 18 
delayed sleep 
9am, 9pm 12 no sleep -0.189 0.388 0.629 -0.971 0.594 
9pm, 9am, 12 immediate sleep 0.254 0.388 0.516 -0.528 1.036 
9pm, 9pm, 24 immediate sleep -0.443 0.388 0.260 -1.225 0.340 
9am, 9am 24 delayed sleep -0.738 0.388 0.064 -1.520 0.045 
3pm, 3pm 24 delayed sleep -1.237* 0.388 0.003 -2.019 -0.454 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments). 
 
             
Fig A2.15 Table of Means and Standard Errors for Declarative and Procedural Learning 
With and Without Sleep at 12 Hours 
Sleep interval LEARNINGSTAGE  Mean 
Std. 
Error 
No 12.00 DECALRATIVE  1.343 0.260 
PROCEDURAL  0.440 0.260 
Yes 12.00 DECALRATIVE  0.335 0.195 
PROCEDURAL  0.795 0.195 
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Fig A2.16 Descriptive Statistics for D1-5 by 
Group 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
D1 Overall 48 -0.54 2.36 0.667 0.091 0.634 0.417 0.343 0.075 0.674 
D2 48 -0.32 5.23 1.238 0.160 1.109 1.525 0.343 3.840 0.674 
D3 48 -0.18 5.49 1.280 0.163 1.130 1.590 0.343 3.686 0.674 
D4 48 -0.51 8.49 1.425 0.213 1.476 2.797 0.343 11.158 0.674 
D5 48 0.08 4.07 1.183 0.135 0.936 1.062 0.343 0.936 0.674 
D1 Group 1 - 9am 9pm 12 hours no sleep 8 0.00 1.57 0.725  0.204 0.578 -0.071 0.752 -1.483 1.481 
D2 8 0.50 1.73 1.179 0.147 0.415 -0.507 0.752 -0.703 1.481 
D3 8 0.26 1.84 0.936 0.204 0.576 0.540 0.752 -0.721 1.481 
D4 8 0.46 1.75 1.045 0.150 0.424 0.080 0.752 -0.060 1.481 
D5 8 0.20 2.20 0.891 0.241 0.681 1.088 0.752 0.809 1.481 
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D1 Group 2 - 9pm 9am 12 hours immediate sleep 8 -0.54 1.01 0.329 0.204 0.576 -0.233 0.752 -1.540 1.481 
D2 8 -0.32 1.71 0.576 0.268 0.759 0.472 0.752 -1.240 1.481 
D3 8 0.00 1.07 0.486 0.128 0.362 0.537 0.752 -0.454 1.481 
D4 8 0.21 1.95 0.606 0.210 0.595 2.066 0.752 4.254 1.481 
D5 8 0.15 1.45 0.565 0.155 0.437 1.411 0.752 1.517 1.481 
 
D1 Group 3 - 9pm  9pm 24 hours immediate sleep 8 -0.09 1.84 0.934 0.250 0.708 -0.032 0.752 -1.521 1.481 
D2 8 0.09 2.46 1.274 0.279 0.791 0.080 0.752 -0.868 1.481 
D3 8 -0.18 4.42 1.614 0.486 1.376 1.155 0.752 2.166 1.481 
D4 8 0.10 2.12 1.200 0.253 0.716 -0.683 0.752 -0.491 1.481 
D5 8 0.08 2.05 1.025 0.232 0.656 0.058 0.752 -0.657 1.481 
 
D1 Group 4 - 9am 9am 24 hours delayed sleep 8 -0.51 1.80 0.721 0.274 0.774 0.012 0.752 -0.520 1.481 
D2 8 0.23 4.72 1.824 0.521 1.474 0.998 0.752 1.126 1.481 
D3 8 0.90 2.34 1.585 0.187 0.530 0.168 0.752 -1.489 1.481 
D4 8 0.80 2.61 1.693 0.262 0.740 0.046 0.752 -2.378 1.481 
D5 8 0.92 2.90 1.699 0.263 0.743 0.580 0.752 -1.229 1.481 
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D1 Group 5 - 3pm 3pm 24 hours delayed sleep 8 0.00 0.97 0.598 0.132 0.374 -0.945 0.752 -0.882 1.481 
D2  8 0.52 5.23 1.955 0.526 1.487 1.697  0.752 3.725 1.481 
D3 8 0.44 5.49 2.265 0.586 1.659 0.945 0.752 1.028 1.481 
D4 8 0.42 8.49 3.050 0.957 2.707 1.348 0.752 1.438 1.481 
D5 8 0.30 4.07 2.148 0.450 1.274 0.094 0.752 -0.856 1.481 
D1 Group 6 - 3pm 3pm 18 hours delayed sleep 8 -0.13 2.36 0.696 0.266 0.752 1.727 0.752 3.908 1.481 
D2 8 -0.27 1.93 0.617 0.269 0.760 0.619 0.752 -0.444 1.481 
D3 8 -0.06 1.84 0.795 0.299 0.846 0.315 0.752 -2.195 1.481 
D4 8 -0.51 2.95 0.954 0.414 1.170 0.647 0.752 -0.615 1.481 
D5 8 0.12 1.83 0.770 0.250 0.707 0.593 0.752 -1.757 1.481 
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Fig A2.17 Descriptive Statistics DPrime 1-5 by Sleep Condition 
Overall 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D1 No Sleep 8 0.00 1.57 0.725 0.204 0.578 -0.071 0.752 -1.483 1.481 
D2 8 0.50 1.73 1.179 0.147 0.415 -0.507 0.752 -0.703 1.481 
D3 8 0.26 1.84 0.936 0.204 0.576 0.540 0.752 -0.721 1.481 
D4 8 0.46 1.75 1.045 0.150 0.424 0.080 0.752 -0.060 1.481 
D5 8 0.20 2.20 0.891 0.241 0.681 1.088 0.752 0.809 1.481 
D1 Immediate Sleep 16 -0.54 1.84 0.631 0.174 0.697 0.174 0.564 -0.719 1.091 
D2 16 -0.32 2.46 0.925 0.208 0.831 0.218 0.564 -0.931 1.091 
D3 16 -0.18 4.42 1.050 0.283 1.133 1.928 0.564 4.640 1.091 
D4 16 0.10 2.12 0.903 0.176 0.706 0.424 0.564 -1.390 1.091 
D5 16 0.08 2.05 0.795 0.147 0.588 0.694 0.564 -0.465 1.091 
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D1 Delayed Sleep 24 -0.51 2.36 0.672 0.129 0.632 0.811 0.472 1.367 0.918 
D2 24 -0.27 5.23 1.465 0.280 1.374 1.330 0.472 1.998 0.918 
D3 24 -0.06 5.49 1.548 0.251 1.231 1.361 0.472 3.404 0.918 
D4 24 -0.51 8.49 1.899 0.387 1.898 2.075 0.472 5.822 0.918 
D5 24 0.12 4.07 1.539 0.220 1.076 0.613 0.472 -0.119 0.918 
 
Fig A2.18 Descriptive Statistics DPrime 1-5 by Interval Split by Sleep 
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D1 No Sleep 12 h 8 0.00 1.57 0.725 0.204 0.578 -0.071 0.752 -1.483 1.481 
D2 8 0.50 1.73 1.179 0.147 0.415 -0.507 0.752 -0.703 1.481 
D3 8 0.26 1.84 0.936            0.204 0.576 0.540 0.752 -0.721 1.481 
D4 8 0.46 1.75 1.045 0.150 0.424 0.080 0.752 -0.060 1.481 
D5 8 0.20 2.20 0.891 0.241 0.681 1.088 0.752 0.809 1.481 
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D1 Sleep 12 h 8 -0.54 1.01 0.329 0.204 0.576 0-.233 0.752 -1.540 1.481 
D2 8 -0.32 1.71 0.576 0.268 0.759 0.472 0.752 -1.240 1.481 
D3 8 0.00 1.07 0.486 0.128 0.362 0.537 0.752 -0.454 1.481 
D4 8 0.21 1.95 0.606 0.210 0.595 2.066 0.752 4.254 1.481 
D5 8 0.15 1.45 0.565 0.155 0.437 1.411 0.752 1.517 1.481 
D1 Sleep 18 h 8 -0.13 2.36 0.696 0.266 0.752 1.727 0.752 3.908 1.481 
D2 8 -0.27 1.93 0.618 0.269 0.760 0.619 0.752 -0.444 1.481 
D3 8 -0.06 1.84 0.795 0.299 0.846 0.315 0.752 -2.195 1.481 
D4 8 -0.51 2.95 0.954 0.414 1.170 0.647 0.752 -0.615 1.481 
D5 8 0.12 1.83 0.770 0.250 0.707 0.593 0.752 -1.757 1.481 
D1 Sleep 24 h 24 -0.51 1.84 0.751 0.129 0.630 0.158 0.472 -0.477 0.918 
D2 24 0.09 5.23 1.684 0.259 1.271 1.374 0.472 2.292 0.918 
D3 24 -0.18 5.49 1.821 0.258 1.266 1.289 0.472 2.280 0.918 
D4 24 0.10 8.49 1.981 0.365 1.787 2.477 0.472 7.558 0.918 
D5 24 0.08 4.07 1.624 0.206 1.007 0.701 0.472 0.175 0.918 
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Fig A2.19 Descriptive Statistics DPime 1-5 by Learning Stage  
Declarative 
Learning 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D1 24 -0.54 1.73 0.659 0.128 0.629 -0.114 0.472 -0.464 0.918 
D2 24 -0.17 2.03 0.934 0.140 0.686 0.034 0.472 -1.230 0.918 
D3 24 -0.18 4.42 1.202 0.223 1.094 1.271 0.472 2.197 0.918 
D4 24 -0.51 3.00 1.108 0.181 0.887 0.627 0.472 0.268 0.918 
D5 24 0.08 2.97 1.121 0.167 0.820 0.798 0.472 0.118 0.918 
 
b) Procedural Learning 
N 
Minimu
m Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D1 24 -0.13 2.36 0.675 0.133 0.652 0.918 0.472 0.762 0.918 
D2 24 -0.32 5.23 1.541 0.278 1.361 1.216 0.472 1.903 0.918 
D3 24 0.00 5.49 1.359 0.241 1.183 1.924 0.472 5.485 0.918 
D4 24 0.19 8.49 1.742 0.380 1.859 2.492 0.472 7.450 .918 
D5 24 0.17 4.07 1.245 0.215 1.054 1.139 0.472 1.027 0.918 
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Fig A2.19 Descriptive Statistics DPime 1-5 by Learning Stage Split by a) Sleep, b) Condition and c) Interval 
a) Sleep 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D5 No Sleep Declarative 4 0.72 2.20 1.343 0.335 0.670 0.699 1.014 -1.507 2.619 
D5 No Sleep Procedural 4 0.20 0.82 0.440 0.150 0.300 0.698 1.014 -2.114 2.619 
D5 Sleep Declarative 20 0.08 2.97 1.077 0.191 0.855 0.924 0.512 0.334 0.992 
D5 Sleep Procedural 20 0.17 4.07 1.406 0.241 1.080 0.930 0.512 0.625 0.992 
b) Condition 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D5 No Sleep Declarative 4 0.72 2.20 1.343 0.335 0.670 0.699 1.014 -1.507 2.619 
D5 No Sleep Procedural 4 0.20    0 .82 0.440 0.150 0.230 0.698 1.014 -2.114 2.619 
D5 Immediate Sleep Declarative 8 0.08 1.32 0.610 0.169 0.479 0.442 0.752 -1.719 1.481 
 
D5 Immediate Sleep Procedural 8 0.26 2.05 0.980 0.233 0.659 0.537 0.752 -1.203 1.481 
D5 Delayed Sleep Declarative 12 0.12 2.97 1.388 0.266 0.923 0.495 0.637 -0.530 1.232 
D5 Delayed Sleep Procedural 12   0.17 4.07 1.689 0.356 1.232 0.538 0.637 -0.237 1.232 
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c) Interval 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
D5 12 hours no sleep declarative 4 0.72 2.20 1.342 0.335 0.670 0.699 1.014 -1.507 2.619 
D5 12 hours no sleep procedural 4 0.20 0.82 0.440 0.150 0.300 0.698 1.014 -2.114 2.619 
D5 12 hours sleep declarative 4 0.15 0.57 0.335 0.088 0.176 0.798 1.014 1.332 2.619 
D5 12 hours sleep procedural 4 0.26 1.45 0.795 0.262 0.524 0.506 1.014 -1.415 2.619 
 
D5 18 hours sleep declarative 4 0.12 1.83 0.720 0.386 0.772 1.541 1.014 2.268 2.619 
D5 18 hours sleep procedural 4 0.17 1.58 0.820 0.375 0.751 0.081 1.014 -5.535 2.619 
D5 24 hours sleep declarative 12 0.08 2.97 1.443 0.241 0.836 0.693 0.637  0.396 1.232 
D5 24 hours sleep procedural 12 0.30 4.07 1.804 0.336 1.163 0.520 0.637 -0.160 1.232 
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Fig A2.20 Descriptive Statistics for Final DPrime (D5) by Learning Stage and Sleep Condition 
LEARNINGSTAGE CONDITION Mean Std. Error 
95% Confidence Interval 
Lower Bound Upper Bound 
INITIAL LEARN 
DECALRATIVE 
NO SLEEP 1.343 0.439 0.457 2.228 
IMMEDIATE SLEEP 0.610   0.310 -0.016 1.236 
DELAYED SLEEP 1.388 0.253 0.877 1.900 
FINAL LEARN 
PROCEDURAL 
NO SLEEP 0.440 0.439 -0.446 1.326 
IMMEDIATE SLEEP 0.980 0.310 0.354 1.606 
DELAYED SLEEP 1.689 0.253 1.178 2.200 
Fig A2.21 Descriptive Statistics for Final DPrime (D5) by Learning Stage and Sleep Condition, Split by Sleep 
 
Sleep 
Learn 
Stage 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
  Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
no Dec D5 4 0.72 2.20 1.3425 0.33527 0.67054 0.699 1.014 -1.507 2.619 
no Pro D5 4 0.20 0.82 0.4400 0.14989 0.29978 0.698 1.014 -2.114 2.619 
Immediate Dec D5 8 0.08 1.32 0.6100 0.16937 0.47905 0.442 0.752 -1.719 1.481 
Immediate Dec D5 8 0.26 2.05 0.9800 0.23299 0.65900 0.537 0.752 -1.203 1.481 
Delayed Dec D5 12 0.12 2.97 1.3883 0.26648 0.92313 0.495 0.637 -0.530 1.232 
Delayed Pro D5 12 0.17 4.07 1.6892 0.35577 1.23241 0.538 0.637 -0.237 1.232 
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Appendix 3 (Chapter 4) 
Fig A3.1 Table of Peak Coordinates from Previous Studies Using BROCANTO, converted from 
Talarach to MNI space 
Regions in bold were NOT seen in the current SPM analysis, regardless of laterality 
x y z Area Source 
-22 -15 -25 Left Anteriour Hippocampus Opitz et al 2004 
-28 -32 0 Left Posterior Hippocampus Opitz et al 2003 
34 -18 -22 Right Hippocampus 
Hauser et al, 
2012 
-45 1 16 Left Ventral Premotor Cortex (BA6) Opitz et al 2004 
-38 -10 42 Left Premotor Cortex (BA6) 
Hauser et al, 
2012 
49 -1 35 Right Premotor Cortex (RBA6) 
Hauser et al, 
2012 
-19 -15 3 Left Thalamus BA29/30 Opitz et al 2003 
     
-53 -33 -7 Left Mid Temporal Gyrus BA22 Opitz et al 2003 
-54 7 -9 Left Temporal Pole (BA10) Opitz et al 2003 
-42 10 18 Left inferior frontal gyrys BA44 Opitz et al 2003 
-56 6 12 LBA44 
Hauser et al, 
2012 
62 12 11 Right intrapariatal gyrus BA7 
Hauser et al, 
2012 
27 -76 40 Right intrapariatal gyrus BA7 Opitz et al 2003 
-40 -85 28 Left Middle Occipital Gyrus BA19 Opitz et al 2003 
-39 -69 -3 Left Middle Occipital Gyrus BA19 
Hauser et al, 
2012 
25 -90 30 Right Middle Occipital Gyrus BA19 Opitz et al 2003 
21 -74 32 Right Middle Occipital Gyrus BA19 
Hauser et al, 
2012 
-29 -82 4 Left Inferior Occipital Gyrus BA18 Opitz et al 2003 
52 -53 38 Right Inferior Pariatal BA39 
Hauser et al, 
2012 (not BA40) 
22 -59 8 RBA23 Posterior cingulate 
Hauser et al, 
2012 
-9 -45 24 Retro Splenal Cortex BA23 Opitz et al 2003 
5 4 35 RBA32 (Cingulate) 
Hauser et al, 
2012 
40 -38 -23 Right Fusiform Gyrus BA20 
Hauser et al, 
2012 
-38 22 -1 Left Insula BA13  
Hauser et al, 
2012 
36 19 -37 Left Precentral Gyrus (BA38) 
Hauser et al, 
2012 
-47 -8 9 Left primary motor  
Hauser et al, 
2012 
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Fig A3.2 Scheme of BROCANTO training in the fMRI scanner for 3pm1 with 1 Scan Per Participant 
 
 
Fig A3.3 Table to Show Descriptive Statistics DPrime Scores for – 3pm Learning 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic Std. Error Statistic 
Std. 
Error 
D1 8 -0.03 1.59 0.430 0.195 0.551 1.541 0.752 2.336 1.481 
D2 8 0.48 3.74 1.508 0.406 1.14856 1.227 0.752 0.769 1.481 
D3 8 0.15 2.11 1.424 0.271 .76720 -1.230 0.752 -0.231 1.481 
D4 8 0.84 2.59 1.542 0.198 .56099 0.676 0.752 0.645 1.481 
D5 8 0.60 3.43 1.424 0.327 .92352 1.657 0.752 3.172 1.481 
 
Fig A3.4 Table to Show Paired Sample T Test Significance for the 5 DPrime Scores Across the 3pm 
Learning Trajectory 
 
Sig. (2-tailed), 
p<0.01 in yellow 
Mean Std. Deviation Std. Error Mean  
D1 - D2 -1.078 1.410 0.499 0.068 
D1 - D3 -0.994 0.846 0.299 0.013 
D1 - D4 -1.113 0.755 0.267 0.004 
D1 - D5 -0.994 1.151 0.407 0.045 
D2 - D3 0.084 1.537 0.543 0.882 
D2 - D4 0.035 1.534 0.543 0.950 
D2 - D5 0.084 1.661 0.587 0.891 
D3 - D4 -0.119 0.540 0.191 0.553 
D3 - D5 0.000 0.940 0.332 1.000 
D4 - D5 0.119 0.512 0.181 0.533 
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Fig A3.5 Table to Show Descriptive Statistics for the Sleep Measures and Cognitive Tests for 3pm 
Learning  
 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
PITTSBURGH 8 4.00 11.00 6.250 2.252 1.589 0.752 2.451 1.481 
MEQ 8 26.00 59.00 47.125 10.260 -1.328 0.752 2.070 1.481 
SLEEP_DIARY 7 5.00 8.07 6.813 1.086 -0.889 0.794 -0.028 1.587 
DOTA 8 4.50 6.50 5.500 0.802 0.000 0.752 -1.478 1.481 
Exec 8 8.58 44.70 21.335 12.507 1.121 0.752 0.313 1.481 
KSSdiff1 7 -3.00 2.00 0.714 1.799 -1.809 0.794 3.448 1.587 
 
Appendix 4 (Chapter 5) 
 
Fig A4.1 Table to Show Descriptive Statistics for DPrimes 1-6 for the Morning Group 
 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
D1 8 -0.68 2.11 0.656 0.323 0.914 0.132 0.752 -0.516 1.481 
D2 8 -1.37 3.19 0.819 0.491 1.387 0.200 0.752 0.416 1.481 
D3 8 -0.02 1.66 0.688 0.207 0.584 0.294 0.752 -0.775 1.481 
D4 8 0.73 2.30 1.560 0.193 0.545 -0.139 0.752 -1.019 1.481 
D5 8 0.63 2.36 1.453 0.232 0.655 0.137 0.752 -1.500 1.481 
D6 8 0.26 4.55 1.491 0.482 1.364 1.861 0.752 4.197 1.481 
 
Fig A4.2 Table to Show Descriptive Statistics for DPrimes 1-6 for the Evening Group 
 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
D1 8 -0.90 1.44 0.389 0.279 0.788 -0.217 .752 -0.792 1.481 
D2 8 -0.22 7.04 1.87 0.893 2.526 1.402 .752 1.594 1.481 
D3 8 0-.42 1.89 0.613 0.286 0.809 0.318 .752 -1.075 1.481 
D4 8 0.57 6.01 1.745 0.621 1.756 2.623 .752 7.136 1.481 
D5 8 0.16 2.51 1.096 0.280 0.792 1.020 .752 0.163 1.481 
D6 8 0.37 3.41 1.255 0.353 0.998 1.675 .752 2.952 1.481 
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Fig A4.3 Pairwise Comparisons of D1 to 6 for the Morning and Evening Group 
 
 
(I) factor1 (J) factor1 
Mean Difference 
(I-J) Std. Error Sig.b 
95% Confidence Interval for 
Difference 
Lower Bound Upper Bound 
1 2 -0.823 0.481 0.109 -1.854 0.209 
3 -0.0128 0.215 0.562 -0.588 0.333 
4 -1.130* 0.311 0.003 -1.796 -0.464 
5 -0.752* 0.217 0.004 -1.217 -0.287 
6 -0.851* 0.356 0.032 -1.615 -0.086 
2 1 0.823 .481 0.109 -0.209 1.854 
3 0.695 0.404 0.107 -0.171 1.561 
4 -0.308 0.304 0.329 -0.960 0.345 
5 0.071 0.394 0.860 -0.775 0.917 
6 -0.028 0.436 0.949 -0.963 0.906 
3 1 0.128 0.215 0.562 -0.333 0.588 
 2 0-.695 0.404 0.107 -1.561 0.171 
 4 -1.003* 0.271 0.002 -1.584 -0.421 
 5 -0.624* 0.117 0.000 -0.876 -0.372 
 6 -0.723* 0.256 0.014 -1.273 -0.174 
4 1 1.130* 0.311 0.003 0.464 1.796 
2 0.308 0.304 0.329 -0.345 0.960 
3 1.003* 0.271 0.002 0.421 1.584 
5 0.378 0.216 0.102 -0.086 .842 
6 0.279 0.259 0.298 -0.275 0.834 
5 1 0.752* 0.217 0.004 0.287 1.217 
2 -0.071 0.394 0.860 -0.917 0.775 
3 0.624* 0.117 0.000 0.372 0.876 
4 -0.378 0.216 0.102 -0.842 0.086 
6 -0.099 0.259 0.709 -0.655 0.457 
6 1 0.851* 0.356 0.032 0.086 1.615 
2 0.028 0.436 0.949 -0.906 0.963 
3 0.723* 0.256 0.014 0.174 1.273 
4 -0.279 0.259 0.298 0.834 0.275 
5 0.099 0.259 0.709 -0.457 0.655 
Significant values at p> 0.05 are in bold  
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments). 
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Fig A4.5 Table to Show Descriptive Statistics for Sleep Measures and Cognitive Scores Morning 
Group  
 
Descriptive Statistics 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
PITTSB
URGH 
8 1.00 13.00 6.250 1.386 3.919 0.434 0.752 -0.431 1.481 
MEQ 8 25.00 65.00 50.500 5.021 14.203 -1.089 0.752 0.063 1.481 
SLEEP 
DIARY 
7 6.79 8.86 7.450 0.321 0.850 1.058 0.794 -0.750 1.587 
DOTA 8 5.00 8.00 6.375 0.375 1.061 -0.045 0.752 -0.940 1.481 
Exec 8 4.21 26.87 13.878 2.340 6.788 0.616 0.752 1.474 1.481 
 
 
 
Fig A4.6 Table to Show Descriptive Statistics for Sleep Measures and Cognitive Scores Evening 
Group 
 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
PITTS- 
BURGH 
8 0.00 8.00 4.000 0.845 2.390 0.084 0.752 0.686 1.481 
MEQ 8 43.00 64.00 55.750 2.596 7.344 -0.523 0.752 -0.487 1.481 
SLEEP  
DIARY 
7 7.36 9.00 7.963 0.230 0.607 0.957 0.794 -0.137 1.587 
DOTA 8 4.00 7.50 5.375 0.363 1.026 1.106 0.752 2.690 1.481 
Exec 7 -8.40 32.37 12.550 4.501 11.910 -0.194 0.794 2.651 1.587 
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Fig A4.7 Table to Show Descriptive Statistics for Karolinska (KSS)  Morning Group 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
KSS1 8 3.00 7.00 4.250 0.526 1.488 1.171 0.752 0.268 1.481 
KSS2 8 3.00 8.00 5.500 0.655 1.852 0.270 0.752 -1.181 1.481 
KSSdiff1 8 0.00 3.00 1.250 0.412 1.165 0.090 0.752 -1.613 1.481 
KSS3 8 3.00 7.00 4.750 0.559 1.581 0.542 0.752 -1.024 1.481 
KSS4 7 2.00 7.00 4.429 0.571 1.512 0.190 0.794 1.641 1.587 
KSSdiff2 7 -3.00 1.00 -0.429 0.528 1.397 -0.974 0.794 1.007 1.587 
 
Fig A4.8 Table to Show Descriptive Statistics for Karolinska Scores (KSS) Evening Group 
 
N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic 
Std. 
Error Statistic Statistic 
Std. 
Error Statistic 
Std. 
Error 
KSS1 8 2.00 8.00 4.250 0.674 1.909 1.007 0.752 1.085 1.481 
KSS2 8 2.00 8.00 5.500 0.756 2.138 -0.643 0.752 -0.905 1.481 
KSSdiff1 8 -1.00 2.00 1.250 0.412 1.165 -1.355 0.752 0.620 1.481 
KSS3 8 1.00 7.00 4.125 0.743 2.100 0.276 0.752 -0.716 1.481 
KSS4 8 1.00 8.00 4.750 0.861 2.435 -0.089 0.752 -1.197 1.481 
KSSdiff2 8 0.00 2.00 0.625 0.263 0.744 0.824 0.752 -.0152 1.481 
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Fig A4.9 Table to Show Coordinates for Significant Main Effects of Group from the Interaction Analysis, Controlled for Learning Performance Score, 
p>0.005 
 
 
Region Name 
Harvard Oxford 
BA Hemisphere Coordinates F P Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Group 
Direction 
Session 
Direction 
Primary Motor 
Postcentral Gyrus 
 Right -15 -31 80 26.51 0.000 0.000 106 G3>G2 S1>S2 
Frontal Pole  Left -3 47 53 23.32 0.000 0.027 15 G3>G2 S2>S1 
Frontal Pole  Right 30 38 50 16.18 0.000 0.031 14 G3>G2 S2>S1 
Superior Frontal Gyrus  
 
BA9 
Left -24 23 62 
-18 14 71 
-24 32 56 
19.43 
16.61 
14.23 
0.000 
0.000 
0.001 
0.037 
0.175 
0.175 
13 
5 
5 
G3>G2 S2>S1 
Superior Frontal Gyrus  Right 9 2 77 23.15 0.000 0.000 91 G2>G3 S1>S2 
Postcentral Gyrus BA7 Right 
Right 
12 -43 80 
12 -70 65 
23.15 
15.96 
0.000 
0.000 
0.001 
0.175 
37 G3>G2 S1>S2 
Inferior Temporal Gyrus, posterior BA20 Right 63 -31 -25 17.79 0.000 0.113 7 G3>G2 S1>S2 
Middle Temporal Gyrus, anterior BA21 Right 54 -4 -25 17.09 0.000 0.113 7 G3>G2 S1>S2 
Visual Association 
Occipital Pole 
 Left 
Left 
-12 -100 -10 
-27 -91 -19 
16.40 
14.89 
0.000 
0.001 
0.076 
0.092 
9 
8 
G3>G2 S1>S2 
Lateral Occipital Cortex, Superior  Right 12 -70 65 15.96 0.000 0.175 5 G3>G2 S1>S2 
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Fig A4.10 Table to Show Coordinates for Significant Main Effects with Direction of BROCANTO 
Sessions 1 and 2, 1 Factor Comparison for the Morning Group, p<0.005, Ext 5 
 
Region/ 
Harvard 
Oxford 
BA H Coordinates F P Peak 
Level 
P 
Cluster 
Level 
Cluster 
Size 
Direction 
Session 
Superior 
Temporal 
Gyrus 
21 Left -66 -34 5 23.37 0.000 0.114 6 1>2 
 Thalamus Right 9 -25 5 22.69 0.000 0.058 9 1>2 
Lateral 
Occipital 
Cortex 
39 Left 
Right 
-45 -61 50 
48 -61 32 
21.46 
15.70 
0.000 
0.002 
0.002 
0.007 
30 
21 
1>2 
1>2 
Sensory 
Association/ 
Postcentral 
Gyrus 
 Left -15 -37 59 21.46 0.000 0.022 14 1>2 
Caudate  Left -18 23 2 17.01 0.001 0.146 5 1>2 
Precentral 
Gyrus 
 Left -36 -1 29 13.01 0.003 0.149 5 1>2 
Precentral 
Gyrus 
6 Right 51 5 44 16.32 0.001 0.146 5 2>1 
 
Fig A4.11 Table to Show Coordinates for Significant Main Effects with Direction of BROCANTO 
Sessions 1 and 2, 1 Factor Comparison for the Evening Group, p<0.005, Ext 5 
 
Region BA Hemisphere Coordinates F P 
Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Direction 
Session 
Superior 
Frontal 
Gyrus 
6 Right 24 11 59 20.33 0.001 0.047 9 2>1 
Subcallosal 
Cortex 
 Right 6 8 -4 16.47 0.001 0.047 9 2>1 
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Fig A4.12 Table to show coordinates for significant main effects with direction for the morning and 
evening group, 1 factor comparison for BROCANTO session 1 p<0.005, Ext 5 
 
Region BA Hemisphere Coordinates F P 
Peak 
Level 
P Cluster 
Level 
Cluster 
Size 
Direction 
Session 
Cingulate 
Gyrus 
31 Right 12 -31 38 
 
35.62 0.000 
 
0.081 
 
7 2>3 
Insula  Right 45 5 -7 20.31 0.001 0.104 6 2>3 
Lingual 
Gyrus 
19 Left -18 -40 -7 16.93 0.001 0.051 9 3>2 
Precentral 
Gyrus 
6 Right 30 -7 62 15.53 0.002 0.134 5 2>3 
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Fig A4.13 Table to Show Coordinates for Significant Main Effects with Direction for the Morning 
and Evening Group, 1 Factor Comparison for BROCANTO Session 2 p<0.005, Ext 5 
Region BA Hemisphere Co-
ordinates 
F P 
Peak 
Level 
P 
Cluster 
Level 
Cluster 
Size 
Direction 
Session 
Frontal Pole  Right 18 50 44 44.83 0.000 0.014 16 3>2 
Superior Frontal 
Gyrus 
6 Left -15 -10 77 21.14 0.000 0.016 15 3>2 
 
Primary Motor 
Cortex 
Postcentral 
Gyrus 
 Left -12 -37 80 
 
28.94 
 
0.000 
 
0.035 
 
11 
 
3>2 
 
Juxtapositional 
Lobule Cortex 
 Left -3 -10 74 26.35 0.000 0.001 34 3>2 
Temporal Pole 38 Right 57 17 -10 27.31 0.000 0.107 6 2>3 
Superior Pariatal 
Lobule 
7 Left -27 -49 59 24.04 0.000 0.011 17 3>2 
Precentral Gyrus  Left -30 -22 44 19.21 0.000 0.084 7 3>2 
Visual 
Association 
 Right 9 -64 2 21.48 0.000 0.067 8 2>3 
Lateral Occipital 
Cortex 
39 Left -48 -61 50 19.13 0.001 0.067 8 3>2 
Sensory 
Association/ 
Postcentral 
Gyrus 
 Left -15 -37 59 18.49 0.001 0.016 15 3>2 
Superior Frontal 
Gyrus 
8 Right -24 23 62 16.5 0.001 0.084 7 3>2 
Primary Sensory/ 
Postcentral 
Gyrus 
31 Right 9 -37 74 
24 -37 77 
13.66 
9.997 
0.003 
0.001 
 
0.029 
0.054 
12 
9 
3>2 
Superior Parietal 
Lobule 
 Left -15 -52 74 17.55 0.001 0.107 6 3>2 
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Fig A4.14 to Show Descriptive Statistics for Region of Interest Analysis for Regions Showing Significance Interaction of Group and Scan Session in the 
Factorial Analysis, for the Morning Group 
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
ba6scan1 8 0.05 2.04 0.570 0.235 0.664 1.879 0.752 3.734 1.481 
ba6scan2 8 0.43 6.52 3.160 0.739 2.089 0.362 0.752 -1.094 1.481 
LBA191 8 0.55 1.37 1.001 0.122 0.345 -0.325 0.752 -1.921 1.481 
LBA192 8 0.03 0.58 0.216 0.065 0.183 1.231 0.752 1.309 1.481 
LBA391 8 0.16 1.79 0.574 0.231 0.654 1.488 0.752 0.492 1.481 
LBA392 8 0.29 5.11 3.071 0.711 2.012 -0.576 0.752 -2.022 1.481 
Lsensory1 8 0.06 0.73 0.336 0.077 0.219 0.633 0.752 0.271 1.481 
Lsensory2 8 0.23 4.80 2.521 0.499 1.412 -0.048 0.752 0.036 1.481 
RBA241 8 0.09 0.60 0.293 0.051 0.146 1.189 0.752 2.901 1.481 
RBA242 8 0.39 4.24 2.021 0.503 1.423 0.468 0.752 -1.226 1.481 
Rinsula1 8 0.08 0.44 0.250 0.045 0.128 0.100 0.752 -1.471 1.481 
RinsulaL 8 0.23 4.02 1.681 0.443 1.254 0.686 0.752 0.440 1.481 
rthalamus1 8 0.02 0.25 0.082 0.027 0.077 1.622 0.752 3.342 1.481 
rthalamus2 8 0.04 3.06 1.075 0.414 1.171 0.820 0.752 -1.096 1.481 
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Fig A4.15 to Show Descriptive Statistics for Region of Interest Analysis for Regions Showing Significance Interaction of Group and Scan Session in the 
Factorial Analysis, for the Evening Group 
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
ba6scan1 8 0.16 2.48 0.986 0.275 0.779 0.928 0.752 0.657 1.481 
ba6scan2 8 0.06 1.96 0.572 0.223 0.623 1.888 0.752 3.651 1.481 
LBA191 8 0.02 0.61 0.237 0.075 0.212 0.942 0.752 -0.369 1.481 
LBA192 8 0.03 2.08 0.820 0.286 0.809 0.700 0.752 -1.368 1.481 
LBA391 8 0.00 1.25 0.593 0.150 0.423 0.106 0.752 -0.797 1.481 
LBA392 8 0.00 0.98 0.376 0.116 0.327 0.988 0.752 0.433 1.481 
Lsensory1 8 0.08 0.83 0.327 0.096 0.270 1.344 0.752 0.489 1.481 
Lsensory2 8 0.12 0.48 0.283 0.049 0.138 0.493 0.752 -1.183 1.481 
RBA241 8 0.25 0.50 0.368 0.031 0.087 0.394 0.752 -0.696 1.481 
RBA242 8 0.06 0.77 0.362 0.092 0.261 0.513 0.752 -0.992 1.481 
Rinsula1 8 0.11 1.44 0.846 0.189 0.533 0-.091 0.752 -2.041 1.481 
RinsulaL 8 0.15 0.63 0.376 0.058 0.165 0.111 0.752 -0.981 1.481 
rthalamus1 8 0.12 3.24 1.344 0.307 0.868 1.453 0.752 4.343 1.481 
rthalamus2 8 0.08 0.90 0.323 0.093 0.263 1.792 0.752 3.197 1.481 
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Fig A4.16 to Show Statistical Comparison for Region of Interest Analysis for Regions Likely to Play a Role in the effect of the Sleep Wake Cycle on 
BROCANTO Learning, Not Showing Significance Interaction of Group and Scan Session in the SPM Factorial Analysis.  Paired Sample T Test to compare 
sessions for each group and independent sample T Test to compare groups for each session.  Significance, 2 tailed, equal variance not assumed. 
Region  Coordinates Source Between  Within Interaction Independent T test 
(Group by Session) 
Paired T Test,  
(Session by Group) 
   F P F P F P   
Thalamus Left -9 -25 5 Reverse of 
Interaction 
1.448 0.249 2.556 0.132 2.349 0.148 S1 T =-0.668 , p=.0517 
S2 T =1.430, 
p=0.189 
G2 T =-1.597, p = 0.154 
G3 T = -0.167, p=0.872 
Inferior Frontal 
Gyrus, BA44 Left 
-54 17 14 Performance 
(G2 and 3) 
0.771 0.395 0.115 0.739 2.41 0.166 S1 T =1.951, p=0.084 
S2 T=-0.227, p=0.824 
G2 T =0.640, p = 0.542 
G3 T = -1.880, p=0.102 
Inferior Frontal 
Gyrus, BA45 Right 
51 32 -1 Group 1 0.005 0.945 0.295 0.595 0.201 6.601 S1 T =-0.252, p=0.804 
S2 T =0.591, p=0.564 
G2 T = 0.067, p = 0.949 
G3 T =0.709, p=0.502 
Hippocampus 
(parra) Right 
30 -25 -19 Performance 
Group 2 + 3 
1.509 0.240 0.646 0.435 0.149 0.705 S1 T=1.766, p 0.107 
S2 T=0.841, p=0.425 
G2 T = -0.607, p = 0.563 
G3 T =-1.065 , p=0.322 
BA21 Left -66 -16 -13 
 
Group + 
Session (2+3) 
0.064 0.804 17.217 0.001 0.807 0.384 S1 T=-1.219, p=0.249 
S2 T=0.589, p=0.565 
G2 T = -3.107, p = 0.017 
G3 T=-2.786, p=0.027 
BA21 Right 51 -43-1 
 
Group + 
Session (2+3) 
19.195 0.001 19.164 0.001 5.084 0.004 S1 T=3.888, p=0.004 
S2 T=3.269, p=0.009 
G2 T =   -3.598, p=0.009 
G3 T = -2.735, p=0.029 
BA46 Left -39 38 20 Left and Right 
Handed 
comparison 
2.564 0.132 0.065 0.802 0.024 0.8880 S1 T=1.192, p=0.256 
S2 T=1.054, p=0.321 
G2 T =0.226, p = 0.828 
G3 T = 0.119, p=0.909 
BA38 Right 57 17 -10 Group 2 scan 
2 
2.942 0.108 8.889 0.010 4.008 0.065 S1 T=-1.106, p=0.290 
S2 T=1.924, p=0.085 
G2 T = -2.745, p=0.029 
G3 T =-1.168, p=0.281 
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Fig A4.17 to Show Descriptive Statistics for Region of Interest Analysis for Key Regions Not Showing Significance Interaction of Group and Scan Session in 
the Factorial Analysis, for the Morning Group 
 
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
ba6scan1 8 0.05 2.04 0.570 0.235 0.664 1.879 0.752 3.734 1.481 
ba6scan2 8 0.43 6.52 3.160 0.739 2.089 0.362 0.752 -1.094 1.481 
rthalamus1 8 0.02 0.25 0.082 0.027 0.077 1.622 0.752 3.342 1.481 
rthalamus2 8 0.04 3.06 1.075 0.414 1.171 0.820 0.752 -1.096 1.481 
LBA391 8 0.16 1.79 0.574 0.231 0.654 1.488 0.752 0.492 1.481 
LBA392 8 0.29 5.11 3.071 0.711 2.012 -0.576 0.752 -2.022 1.481 
RBA241 8 0.09 0.60 0.294 0.051 0.146 1.189 0.752 2.901 1.481 
RBA242 8 0.39 4.24 2.021 0.503 1.424 0.468 0.752 -1.226 1.481 
LBA191 8 0.55 1.37 1.009 0.122 0.345 -0.325 0.752 -1.921 1.481 
LBA192 8 0.03 0.58 0.216 0.065 0.183 1.231 0.752 1.309 1.481 
Rinsula1 8 0.08 0.44 0.250 0.045 0.128 0.100 0.752 -1.471 1.481 
RinsulaL 8 0.23 4.02 1.682 0.443 1.254 0.686 0.752 0.440 1.481 
Lsensory1 8 0.06 0.73 0.336 0.077 0.219 0.633 0.752 0.271 1.481 
Lsensory2 8 0.23 4.80 2.521 0.499 1.412 -0.048 0.752 0.036 1.481 
LIFG1 8 0.10 1.66 0.609 0.193 0.545 0.993 0.752 0.621 1.481 
LIFG2 8 0.05 2.09 0.43 0.240 0.677 2.694 0.752 7.425 1.481 
RBA101 8 0.00 0.44 0.107 0.059 0.167 1.417 0.752 1.010 1.481 
RBA102 8 0.00 2.85 0.357 0.357 1.009 2.828 0.752 8.000 1.481 
LThalamus1 8 0.02 0.73 0.274 0.077 0.217 1.411 0.752 2.599 1.481 
LThalamus2 8 0.02 3.56 1.043 0.445 1.260 1.333 0.752  1.079 1.481 
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Fig A4.18 to Show Descriptive Statistics for Region of Interest Analysis for Key Regions Not Showing Significance Interaction of Group and Scan Session in 
the Factorial Analysis, for the Evening Group 
 
 
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
ba6scan1 8 0.16 2.48 0.986 0.275 0.779 0.928 0.752 0.657 1.481 
ba6scan2 8 0.06 1.96 0.572 0.223 0.630 1.888 0.752 3.651 1.481 
rthalamus1 8 0.12 3.24 1.344 0.307 0.868 1.453 0.752 4.343 1.481 
rthalamus2 8 0.08 0.90 0.323 0.093 0.263 1.792 0.752 3.197 1.481 
LBA391 8 0.00 1.25 0.593 0.150 0.423 0.106 0.752 -0.797 1.481 
LBA392 8 0.00 0.98 0.376 0.116 0.327 0.988 0.752 0.433 1.481 
RBA241 8 0.25 0.50 0.368 0.031 0.087 0.394 0.752 -0.696 1.481 
RBA242 8 0.06 0.77 0.362 0.092 0.261 0.513 0.752 -0.992 1.481 
LBA191 8 0.02 0.61 0.237 0.076 0.212 0.942 0.752 -0.369 1.481 
LBA192 8 0.03 2.08 0.820 0.286 0.809 0.700 0.752 -1.368 1.481 
Rinsula1 8 0.11 1.44 0.846 0.189 0.533 -0.091 0.752 -2.041 1.481 
RinsulaL 8 0.15 0.63 0.376 0.058 0.165 0.111 0.752 -0.981 1.481 
Lsensory1 8 0.08 0.83 0.327 0.096 0.270 1.344 0.752 0.489 1.481 
Lsensory2 8 0.12 0.48 0.283 0.049 0.138 0.493 0.752 -1.183 1.481 
LIFG1 8 0.05 0.61 0.211 0.067 0.190 1.511 0.752 2.216 1.481 
LIFG2 8 0.11 1.24 0.496 0.153 0.432 0.907 0.752 -0.736 1.481 
RBA101 8 0.00 1.38 0.256 0.164 0.463 2.571 0.752 6.867 1.481 
RBA102 8 0.00 0.83 0.229 0.100 0.282 1.541 0.752 2.428 1.481 
LThalamus1 8 0.04 1.03 0.366 0.115 0.326 1.360 0.752 1.920 1.481 
LThalamus2 8 0.02 1.09 0.382 0.140 0.395 0.901 0.752 -0.381 1.481 
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Fig A4.19 to Show Statistical Comparison for Main Effect of Session (1 and 2, Within Subject) in the Morning 
Region  Coordinates F P Peak P Cluster Cluster Size T Test Comparisons, Session 
1 and 2 
Left BA21 -66 -34 5 23.37 0.000 0.114 6  
Right Thalamus 9 -25 5 22.69 0.000 0.058 9 T = 3.441, p = 0.001 
Left BA39 -45 -61 50 22.65 0.000 0.002 30  
Right BA39 48 -61 32 15.70 0.000 0.007 21 T = 2.743, p = 0.029 
Left Sensory Association -15 -37 59 21.46 0.000 0.022 14  
Left Caudate -18 23 2 17.01 0.001 0.146 5 T = 3.441, p = 0.001 
Right BA6 51 5 44 16.32 0.001 0.001 5 T = 2.913, p = 0.023 
 
Fig A4.20 to Show Descriptive Statistics for Region of Interest Analysis for the Morning Group, Session Comparisons  
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
Lcaudate1 8 0.02 0.51 0.180 0.059 0.166 1.254 0.752 0.833 1.481 
Lcudate2 8 0.33 2.54 1.209 0.250 0.708 0.858 0.752 0.698 1.481 
RBA61 8 0.02 0.99 0.228 0.111 0.315 2.629 0.752 7.173 1.481 
RBA62 8 0.24 8.07 3.196 1.053 2.977 0.654 0.752 -1.232 1.481 
RBA391 8 0.69 4.36 1.994 0.412 1.166 1.107 0.752 1.953 1.481 
RBA392 8 0.04 2.51 0.604 0.325 0.920 1.722 0.752 1.964 1.481 
RThalamus1 8 0.02 0.46 0.199 0.063 0.178 0.821 0.752 -0.974 1.481 
RThalamus2 8 0.25 2.69 1.326 0.336 0.949 0.368 0.752 -1.636 1.481 
RBA6pm1 8 0.07 2.97 0.884 0.343 0.971 1.748 0.752 2.792 1.481 
RBA6pm2 8 0.03 5.61 1.202 0.653 1.848 2.456 0.752 6.321 1.481 
 64 
 
Fig A4.21 to Show Descriptive Statistics for Region of Interest Analysis for the Evening Group 
 
 
 
N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Statistic Std. Error Statistic Std. Error 
RBA6scan1 8 0.44 6.40 2.27 0.800 2.264 1.333 0.752 0.188 1.48 
RBA6scan2 8 0.17 .76 0.35 0.071 0.120 1.490 0.752 1.595 1.48 
RBA46scan1 8 0.03 9.79 2.47 1.220 3.452 1.630 0.752 2.368 1.48 
RBA46scan2 8 0.00 1.30 0.38 0.158 0.447 1.564 0.752 1.825 1.48 
LBA44scan1 8 0.41 7.01 2.74 0.864 2.444 1.060 0.752 -0.277 1.48 
LBA44scan2 8 0.18 0.57 0.36 0.041 0.116 0.447 0.752 1.186 1.48 
RBA44scan1 8 0.39 5.91 2.61 0.609 1.723 0.696 0.752 1.169 1.48 
RBA44scan2 8 0.23 0.58 0.35 0.045 0.129 1.161 0.752 -.0137 1.48 
LBA39scan1 8 0.78 5.73 2.54 0.611 1.727 0.793 0.752 0.002 1.48 
LBA39scan2 8 0.06 0.76 0.51 0.083 0.235 -0.977 0.752 0.717 1.48 
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Appendix 5 – (for Chapter 6) Regions Showing Significant Interaction in Chapter 5 Acting as Common Targets in the Resting State 
Fig A5.1 Correlational Association Between Key ROIs During Rest According to Bivariate GLM Analysis, (ROIs Show Significant Interaction in Chapter 5), 
 Source Left Seed, Orange = + beta, Blue = - beta 
ROI BA6   Thalamus IFG (44/45) Hippocampus 
BA39 no A.M Pre (L and R) 
P.M Pre (L) 
A.M Pre (L) 
A.M Post (L, R) 
P.M Post (L) 
A.M Pre (R) 
A.M Post (L) 
P.M Pre (R) 
P.M Post (R)  
BA19 P.M Pre/Post Compare (L) P.M pre/post compare (R) 
A.M Post (L) 
P.M Pre (L and R) 
A.M Pre (L) 
P.M Post (R) 
Interaction (R) 
P.M pre/post compare (R) 
Pre Group Compare (L) 
BA24 no no no no 
Insula Pre Group Compare (L) no Interaction (L) 
A.M pre/post compare (L) 
P.M Post (L) 
P.M Pre (R) 
P.M Post (L) 
 
Right Seed 
ROI BA6   Thalamus IFG (44/45) Hippocampus 
BA39  P.M Pre (L) Pre P.M (L, R)  no 
BA19  P.M Pre (L, R) 
 
Interaction (L) 
A.M Post (R) 
P.M pre (L) 
P.M Post (R) 
no 
BA24  no no no 
Insula  P.M pre (L) no P.M post (L) 
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Appendix 6 (for Chapter 7) 
Fig A6.1 Regions Showing Significant Interaction in Chapter 5 Acting as Common Targets in the BROCANTO Task PPI Analysis (ROIs Show Significant 
Interaction in Chapter 5) Orange = + beta, Blue = - beta  
Source Left Seed  ROI BA6   Thalamus IFG (44/45) Hippocampus 
BA39 No A.M Session 2 (R) A.M  Session Compare (L) No 
BA19 A.M Session Compare (R) 
A.M Session 2 (L) 
 
A.M Session Compare (L) 
Group 2 Session 1 (L) 
Group 2 Session 2 (L) 
A.M Session 2 (R) No 
BA24 A.M Session 1 (L) No  No No 
Insula A.M Session 1 (L) 
P.M Session 1 (R) 
 
No P.M  Session Compare (R) 
Group Compare Session 1 (R) 
A.M Session 1 (R) 
A.M Session 2 (R) 
P.M Session Compare (L) 
A.M Session 2 (L) 
 
 
Source Right Seed ROI BA6   Thalamus IFG (44/45) Hippocampus 
BA39 P.M Session Compare (R) 
P.M Session 1 (R) 
 
Interaction (L) 
Group Compare Session 1 (L) 
Group Compare Session 2 (L) 
A.M Session 1 (R) 
A.M Session Compare (L)* 
 
 A.M Session Compare (R) 
A.M Session 1 (R) 
BA19 Interaction  (R) 
Group Compare Session 1 (R) 
P.M Session 1 (R) 
Interaction (L) 
Group Compare Session 1 (R) 
Group Compare Session 2 (R) 
A.M Session 2 (L) 
P.M Session 2 (R) 
 
A.M Session 2 (L) 
 
BA24 No Interaction (R) 
Group Compare Session 1 (R) 
 No 
Insula Group  Compare  Session 1 (R) 
Group Compare Session 2 (L) 
A.M Session 1 (L) 
 
P.M Session 2 (L) A.M Session Compare( R) 
P.M Session Compare (R) 
A.M Session 1 (R) 
A.M Session 2 (R) 
A.M Session 1 (R) 
A.M Session 2 (R) 
P.M Session Compare (L) 
P.M Session 2 (L) 
 
 
