We present a WENO-TVD scheme for the simulation of atmospheric phenomena. The scheme considers a spatial discretization via a second-order TVD flux based upon a flux-centered limiter approach, which makes use of high-order accurate extrapolated values arising from a WENO reconstruction procedure. Time discretization is performed with a third order RK-TVD scheme, and splitting is used for the inclusion of source terms. We present a comprehensive performance study of the method in atmospheric applications involving advective and convective motion. We present a set of tests for space-dependent linear advection, where we assess convergence and robustness with respect to the parameters of the scheme. We apply the method to approximate the 2D Euler equations in a series of tests for atmospheric convection.
Introduction
Advection and convection, understood as the class of phenomena related to fluid flow motion or transport is a concept covering different relevant situations in atmospheric modelling. The convention in the literature is to use the term advection when a quantity experiences motion due to the presence of an acting velocity field, which is most often related to horizontal motion, while convection refers to motion caused by thermodynamic considerations, primarily occurring in the vertical direction. In this article we are concerned with the development of an accurate scheme able to handle both types of motion. Models which describe such behavior are, in a first step, linear scalar advection models, including space-dependent velocity fields and, in a more elaborated formulation, the set of Euler equations for gas dynamics, parameterized in scales that are typical of atmospheric phenomena. Achieving an accurate and physically meaningful numerical approximation of such models is undoubtedly, a challenging task. During the last decades, a method which has gained popularity among the atmospheric modelling community is the finite volume (FV) framework [1, 2] . In a computationally efficient way, it preserves many aspects of the underlying physics (as conservation for instance), while allowing formulations that are able to achieve a high level of accuracy, which is fundamental for numerical weather prediction. In the FV context there is a considerable amount of available methods oriented to the solution of hyperbolic system of conservation laws. We are concerned with a particular class of those methods, the so-called WENO (weighted essentially non-oscillatory methods), which is a class of methods allowing the generation of high-resolution approximations in space via a polynomial reconstruction procedure from cell averages [3, 4] ; this technique is combined with suitable fluxes and time marching procedures in order to generate a method of global high-order of accuracy. Moreover, at every step, by adequately enforcing the concept of total variation diminishing (TVD), the method avoids the production of spurious oscillations and preserves monotonicity. This article addresses every step in the construction of the above described scheme. Once the WENO reconstruction of the variables is performed, high-order extrapolated values are available for calculation of numerical fluxes across the cell interfaces. Based upon [5] , we make use of a second-order TVD flux based on a centered limiter (FLIC) approach [6] ; we highlight the use of the centered approach instead of classical upwinding considerations [7] . After the spatial discretization routine is completed, the scheme moves forward in time via a Runge-Kutta TVD method [8] with ensures stability, preservation of the spatial accuracy and avoids the generation of new extremal values. An important part of this work is devoted to the numerical validation of the proposed scheme. We first address 2D models of space-dependent advection where several features of the scheme are tested, to then study convective phenomena based upon the Euler equations, with a set of well-known tests for atmospheric modelling. The performance of the scheme is assessed in terms of accuracy, its ability to preserve monotonicity in the presence of sharp solutions, its robustness with respect to flux parameters, correct front locations and energy conservation.
The article is structured as follows. In section 2 we present the full numerical WENO-TVD scheme. In section 3 we develop a comprehensive study of the method for advective models, while section 4 is devoted to the analysis of convective phenomena. Final remarks are discussed in section 5.
A numerical scheme for the system of balance laws
In this section we present a finite volume scheme for a two-dimensional system of balance laws of the form
where Q is a vector of conserved variables, F and H are physical fluxes, and S is a source term. We first indicate that our strategy will be based in a splitting scheme, as it is suggested in [9] given the flux choice that we will make. Thus, we will first establish a numerical scheme for the system of conservation laws
to be combined with a procedure for the resolution of the source term dynamics
In order to approximate eq. (2) we begin by meshing the spatial domain Ω x,z into uniform control volumes
] of size ∆x ∆z; inside every control volume we average with respect to x and z leading to the semi-discrete scheme
2 where
We approximate the expressions in (6) by conventional Gaussian quadrature formulas
where x G p and z G p are prescribed Gauss points with corresponding weights w x G p and w z G p respectively. The computation of (7) is performed via a high-resolution approach that makes use of a WENO reconstruction procedure; after this step is completed, a polynomial of prescribed order is obtained at every cell, and therefore, at every cell interface, accurate flux calculations can be performed by taking extrapolated boundary values.
We briefly describe the WENO reconstruction procedure that is used in this article; we opted for the technique described in [10, 11] in its third order (quadratic reconstruction) version. This technique makes extensive use of the structure of the reconstruction procedure in one dimension, adding some additional mixed terms ("cross terms") that are efficiently computed by reduced stencils. It is an optimal and easy way to implement the algorithm for achieving high-order reconstructions in 2 and 3 dimensions; it also defines an unique polynomial in every cell, which is particularly useful when space dependent source terms such as viscosity are considered. At a given time t (the subscript indicating time is omitted throughout this derivation), given the set of averaged values {Q i, j } for the whole domain, at every cell, the reconstruction procedure seeks a quadratic expansion upon a linear combination of Legendre polynomials rescaled in local coordinates (
Except for the last term in (8) , every coefficient can be computed by performing a dimension-bydimension reconstruction, which we now illustrate. We assign the subscript "0" to the cell where we are computing the coefficients, other values indicating location and direction with respect to Q 0 (note that the notation is coherent with the fact that the first coefficient in the expansion Q 0 , holds Q 0 = Q i j , i.e., the centered value). Next, for this particular problem we define three stencils
and in every stencil we compute a polynomial of the form
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The coefficients are given by
For every polynomial we calculate a smoothness indicator defined as
leading to the following WENO weights:
where is a parameter introduced in order to avoid division by zero; usually = 10 −12 . The scheme is rather insensitive to the parameter r, which we set r = 5. The parameter λ is usually computed in an optimal way to increase the accuracy of the reconstruction at certain points; we opt for a centered approach instead, thus λ (1) = λ (3) = 1, while λ (2) = 100. The 1D reconstructed polynomial is given by
Next, a 1D reconstruction in the z direction is performed in a totally analogous way. Finally, we address the computation of the mixed term Q xz , which is calculated in a 2D fashion. Keeping the same convention regarding location subscripts as in 1D, [10] considers 4 formulas for the cross term upon taking all the moments around the cell. The expressions for the cross term are:
and the corresponding smoothness indicators are given by
Note that in the first part of the reconstruction, when the weights were computed, a larger suboptimal weight was assigned to the central stencil, which is a way to ensure stability and robustness of the algorithm by sacrificing additional order in the approximation (for more details, see [12] ). However, for this term, the numerators assigned to the corresponding α's remains the same for every expression. The computation of this term concludes the reconstruction procedure, and now 4
we have at our disposal one polynomial per cell that can be used to calculate values at the boundaries or inside the cell. The next step in our numerical scheme consists of the calculation of the numerical fluxes (7), which will use extrapolated boundary values of the reconstructed polynomials. Rather than the use of the classical WENO scheme (as in [3] or [4] ), which performs this calculation via a first order flux, we opt for the WENO-TVD approach described in [5] . We make use of the 2D extension of the flux-limiter-centred scheme (FLIC) approach presented in [6, 1] , which is a second-order, centered and non-oscillatory flux. In our case, it consists of a flux-limited version of a generalized Lax Wendroff flux, using as a low-order flux the GFORCE (generalized first order centred) flux [13] , which can be interpreted as a convex combination of Lax-Friedrichs and Lax-Wendroff-type of fluxes:
where
The parameter ω varies between 0 and 1, and is chosen in a compatible manner with the CFL number in order to ensure monotonicity. We have omitted the formulas for the remaining cell boundaries, but they can be derived in a straightforward manner. Also note that even though the formulas are written along the boundary 'i + 1/2, j', the use of the Gaussian quadrature formula will replace the axes' j' by Gauss points and therefore this subscript must be understood in that sense. It is important to notice that so far we are deriving expressions for the semi-discrete approximation of the system of conservation laws, however, the fluxes include the parameter ∆t which arises from the averaging operators that originate these fluxes. Thus, in the spatial discretization of the system, the time stepping enters just as a parameter. At the end of the derivation of the scheme, when we present the time discretization of eq. (4), ∆t will be considered as "marching parameter" in the sense that its inclusion in the formulas will generate an updated state in time.
is a flux limiter; a slight variation of the usual limiters has to be considered in this context since we use a centered flux instead of an upwind approach (the reader can refer to [1, Ch 13.] for more details); in our case we mainly use the SUPERBEE limiter, which on its centered version reads:
5 where c corresponds to the Courant number which depends on the problem. The limiter depends on the flow parameter r, which will be defined upon a physical quantity e of the system. Once e has been obtained from the discretized variables, left and right flow parameters are given by
and finally,
The above described procedure starts with a set of averaged values and ends with a numerical approximation of the space operators involved in eq. (2) . The resulting scheme is still continuous in time, and we conclude this section by discretizing this operator in a manner that is consistent with the choices that we have made in the generation of the space discretization operator. At a given starting time t n , we begin by considering the semi-discrete scheme
bringing the system to a final state t n+1 with a time stepping ∆t. In order to preserve highorder and non-oscillatory properties in time, we consider the well-known family of explicit TVD Runge-Kutta schemes [8] , in particular its third order version
We end this section with the inclusion of the source term. The source term appearing in eq. (3), in the simplest case will not depend on space nor space derivatives, and therefore it can be averaged in space and solved in the same manner as the above presented time discretization, by replacing
If we denote by the L(∆t) the fully discrete operator that brings the system of conservation laws (2) ∆t units ahead in time, and by S(∆t) the fully discrete operator that updates the source term (3) in ∆t units, we preserve, at least, second order accuracy in time by implementing a Strang splitting [14] in the form
If the source term does depends either on space or space derivatives, such a viscosity for instance, the averaging procedure will require the evaluation of the source term integral
Proceeding in the same way as we did for the fluxes, we approximate this integral by a suitable double Gaussian quadrature,
where we make use of the same reconstruction procedure previously described in order to obtain values of Q inside every cell.
Advective tests: Linear advection with space-dependent coefficients
In this section we implement three different test cases based on the equation
which describes the evolution of a scalar quantity Q through a 2D domain Ω, holding suitable initial and boundary conditions. The tests for this equation aims to recover the theoretically expected second-order for the convergence rate of the scheme, to study variations on the weighting parameter ω in the flux and effects of the limiter choice for sharp initial conditions. Test settings varies from one test to the other; though, one common aspect is the computation of the time stepping ∆t, which once mesh parameters, ∆x and ∆z, and the background flow (a, b) have been specified, is computed via
with CFL the classical Courant number which by default is set to CFL = 0.45, consistently chosen for a value of ω = 0.5 (there is a direct relation between the weighting parameter and the CFL number in order to preserve monotonicity of the scheme; see [13] for precise details). A last common aspect the choice of flow parameter r, which is computed by taking e = Q in eqs.
.
2D Linear advection with constant coefficients
The first case that we consider is a 2D linear advection equation with constant coefficients.
2 , and an initial profile given by
together with periodic boundary conditions. We advect the initial profile for 10 periods, i.e., final time of the simulation is t = 10 [s]. Results for the convergence rates are shown in table 1; expected second-order for smooth solutions is achieved in L 1 and L ∞ discrete norms, while an additional order is obtained for the L 1 norm, which is given by the fact that we are using a third order reconstruction in space. 
Swirling flow
The second test that we present is a more stringent case, proposed in [15] . We make use of the setting proposed in [16] : the velocity field is given by
Again, Ω is set to be the unit square, and the initial condition is taken as
Note that the velocity field vanishes at the boundary of the domain. Setting final time T = 5, we expect a maximal flow deformation at T/2 while, ideally, Q(x, z, T ) = Q(x, z, 0). Figure 1 shows both exact initial (final) profile and maximal flow deformation at T/2 with ∆x = ∆z = 0.005; the scheme preserves positivity of the initial profile at any time during simulation. Again, table 2 shows that second order of accuracy is reached as expected, although the convergence requires a larger number of elements; this is most likely due to the highly deformational nature of the flow. In this test we also include a study with low and high resolution simulations (∆x = 0.01 and ∆x = 0.005 respectively), where we try different values for the weighting parameter in the GFORCE flux, ω. Although the GFORCE flux used as low-order term in the FLIC approach is a first-order flux, (excepting for the case ω = 1 which corresponds to a Lax-Wendroff flux), increasing ω yields to a flux that has a behavior similar to a second-order flux; this is observed in figures 2 and 3, where noticeable increase on the accuracy of the final state is detected when 8 switching to larger values of ω . Note that in every case the monotonicity of the solution is preserved. There is an additional cost related with the increase of accuracy and preserving monotonicity at the same time, which is a decrease on the time stepping. For instance, according to [13] , if ω is between 0.5 and 1,
which implies that, for instance, when ω = 0.75, then CFL ≤ 0.17.
Doswell frontogenesis
We conclude the advection tests with a kinematic frontogenesis problem, originally presented in [17] . It is a standard test in atmospheric modelling, and allows us to assess the performance of the scheme in the treatment of sharp fronts; numerical experiments with this test case in the context of this article can be found in [18, 19] . For this test, we set the domain Ω = [−5, 5] 2 , and the flow is given by
Initial condition for this test is given by 
The parameter δ is related with the thickness of the front zone. We first present numerical experiments with a value of δ = 1, in order to generate a smooth solution and verify the convergence rates; table 3 shows that consistent convergence rates are obtained with the proposed scheme in both L ∞ and L 1 norms. For this case, final state profiles can be observed in figure 4 . A second is study is performed with sharp fronts, taking δ = 10 −6 . Figure 5 illustrates the capapcity of the scheme in tracking sharp fronts; it can be observed that no spurious oscillations are generated, despite the sharpness of the solution. Moreover, the scheme proves to be very robust with respect to the choice of the limiter, which is interesting as a common situation in the choice of limiters is that it highly depends on the problem. 
Convective tests: the Euler equations
Throughout this section we consider a single model in order to study convective phenomena. Our starting point corresponds to the set of equations describing the evolution in time of a 2D dry air atmosphere [20, 16, 1] . Imposing conservation of mass, momentum and energy, and considering effects of gravity, together with neglecting friction and rotation effects, leads to a set of 2D inviscid primitive equations for the atmosphere written in conservative form
In this system of equations ρ is the density of the fluid, u is the velocity in the x-direction, w is the velocity in the z-direction, P is the pressure and θ is the potential temperature, which relates to the usual thermodynamic temperature T via 
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The system is closed by the equation of state for an ideal gas 
the expression for the total energy of the system (internal+kinetic+potential) is given by
which will be used as flow parameter in the limiter computation. For all the simulations in this section, the parameter ω is set to 0.5, and once ∆x and ∆z (although always ∆x = ∆z) have been specified, the time stepping is selected according to
with CFL = 0.4 and where s x and s z are maximum characteristic speeds in the x and z direction respectively,
where c s = ∂ ρ P is the speed of sound in the fluid. In this section we study four test cases for the above presented set of equations. They all consist of hydrostatically balanced initial conditions plus a potential temperature perturbation. The first three cases are initialized with reference states for a neutral atmosphere, i.e.,
and the density ρ is initialized via the hydrostatic balance equation
together with the ideal gas law
both evaluated at the reference state θ =θ. The potential temperature perturbation, together with the initial velocity field and boundary conditions are specified for each problem.
Convective bubble in a neutral atmosphere
This first test case, that has been previously addressed in [21, 22, 23] (among others), studies the behavior of a hot temperature bubble placed in a hydrostatically balanced neutral atmosphere at rest. As the perturbation is warmer than the background state, a buoyancy force will push it upwards and, as it starts rising, because of the same buoyancy effect, it will start experiencing a deformation that will eventually develop into a mushroom-type of cloud. We use the scale and settings used in [24] . The domain is Ω = [−10000, 10000] × [0, 10000], with ∆x = ∆z = 125[m] and the potential temperature perturbation is given by
Simulation time has been set to 1000 [s], allowing the bubble to rise without hitting the top boundary; reflecting solid wall boundary conditions have been considered around the whole domain.
It can be seen in figure 6 that the proposed scheme manages to reproduce the correct physical solution of the test; the bubbles rises from its initial state experiencing deformation that finally generates a mushroom cloud. Note that symmetry is preserved during the simulation, no spurious oscillations are detected and the final front location is essentially the same as shown in [24] , also matching in the vertical velocity, as shown in figure 7 . It has to be remarked that most of the numerical models used to approximate such experiment need to include a damping effect in order to obtain a grid converged solution, which is not our case. We also assess the performance of the scheme in this test by the energy plot in figure 8 ; it illustrates the quantities present in eq. (55) (we consider the the quantity ρe rather than e), and it can be seen the rise of the kinetic energy of the system initially at rest together with a decrease of the internal and potential energy contributions to the system, all this with a constant total energy, as it is expected for a closed system without physical dissipation mechanisms.
Interaction between hot and cold bubbles in a neutral atmosphere
We turn our attention to a variation of the previously presented case. Similar tests have being previously performed in [21] ; we have modified it in order to consider the same scales as in our first case, but also to include some kinetic effects to test symmetry. The perturbation in the potential temperature contains a hot but also a cold bubble; the expressions are given by
We also expect in this case that the hot bubble will rise, but on the other hand the cold bubble should fall, and as they are placed along the same vertical axis, they will collide and interact The results reflect the proper physical solution, the rise of the hot bubble together with the fall of the cold bubble until the collision is produced, and the consequent eddy generation due to the interaction of the perturbations. The rotational behavior can be also noticed in the velocity plots, where eddies are also formed. The final state at 1000[s] is symmetric with respect to the axis x = 0, which is coherent with the initial horizontal velocity. No spurious oscillations are observed. The energy plot in figure 12 shows an increment in the kinetic energy of the system, interaction between internal and potential energy, but shows almost no artificial diffusion for the total energy of the system.
Density current
The third case is a popular test case in atmospheric modelling (see [25, 23, 26, 27] ); in the domain Ω = [0, 20000] × [0, 6000], with a system initially at rest, a cold bubble perturbation is added to the reference state,
With solid boundary conditions, the cold bubble drops until it hits the boundary, generating horizontal shear displacement, end eventually developing Kevin-Helmholtz rotors. Final simulation time is t = 900[s]. It has been previously reported in [25, 23] that most numerical methods require to take into account viscosity effects in order to generate a grid-convergent solution; nevertheless, there exists methods that manage to accurately simulate this test case with a inviscid [28] . When a viscous stress term is included in the scheme, a reconstruction step has to be included in the source term approximation and second spatial derivatives are computed from the reconstructed polynomials. In our case, we include simulations for the inviscid model, but we also add a viscous source term V to the r.h.s. of the system (50), with
We first study the effect of resolution in both inviscid and viscous simulations. In figures 13 and 14 it can be seen final time results for variable resolution. In both cases, there is a clear convergent behavior of the solution, and increasing resolution provides a better insight into the development of Kevin-Helmhotlz rotors; at the highest tested resolution, with ∆x = ∆z = 50[m], it can be clearly appreciated the generation of three rotors, which is similar to the results obtained in the aforementioned references for this test case for viscous simulations (including the diffused aspect of the eddy nearest to the front). Table 4 shows the extreme values obtained for both simulations at high-resolution, which are in accordance to the range of values previously obtained by other authors; in particular, the front location, which is a relevant quantity in this test case, coincides the results published in [23, 25, 27] . The energy plots shown in figure 15 and 16 are qualitatively comparable to the one presented in [26] (even though is not exactly the same density current test case), exhibiting a sustained increment in the kinetic energy of the system, while both internal and potential energy decrease throughout the simulation. There are some differences though, when it comes to analyze the conservation of the total energy: the inviscid system is completely conservative, while the inclusion of diffusion alters this property and decreases in time. . After vertical integration of the gradient, a positively stratified reference state for the potential temperature is obtained, and density is initialized via hydrostatic balance. We add a warm potential temperature perturbation bubble of the form
Simulation time is set to t = 600[s], we use solid wall boundary conditions at the top and the bottom of the domain, and open boundary conditions for the lateral extremes. We execute model [29] ; since the temperature increases with altitude, a mitigation of the buoyancy is expected while horizontal spreading of the perturbation occurs. High-resolution experiments exhibits the same behavior, although there is a variation in the extremal values as it can be seen in table 5. In both cases symmetry with respect to x = 0 is preserved. Regarding energy conservation, figure  18 shows that total energy is preserved while potential, internal and kinetic energy oscillate with respect the initial state. 
Summary and outlook
We have presented a second-order, non-oscillatory scheme for the resolution of relevant advective and convective atmospheric phenomena. The method makes use of a WENO reconstruction procedure for accurate extrapolation of boundary and inner cell values, together with a centered-limited approach for the flux calculation. Even though, for this class of problems, schemes based on upwinding considerations are usually preferred over centered approaches, the proposed scheme performs well in an extensive set of test problems. The theoretically expected second order was reached whenever an analytic solution was available, and in its absence the scheme proved to be grid-convergent with a performance similar to the currently available algorithms. The accuracy of the method can be numerically increased by switching the flux parameter ω, with a cost associated to the time stepping in order to preserve monotonicity. The scheme also showed robustness with respect to the limiter choice in a sharp front, which also illustrates the robustness of the reconstruction procedure. In the convective experiments, the scheme managed to reproduce the correct physical behavior, while tracking fronts in the correct position and without generating spurious oscillations. It has also showed robustness with respect of the inclusion of viscosity: unless it is physically relevant, the current evidence seems to indicate that the method is able to perform in a consistent way without the need of viscosity, which is a consequence of the continuous enforcement of the non-oscillatory character of the scheme, present in both time and spatial discretizations.
We point some open issues to address. The removal of the splitting approach, by trying to incorporate source terms effects into the flux calculation could make the method far more efficient. In the splitting, context, other alternatives for viscosity calculation should be explored, as in the current scheme additional reconstruction steps (one of the most expensive parts of the code) are required. Nevertheless, we conclude that the studied scheme possess a great level of applicability in the atmospheric modelling framework; further enhancements on its formulation and performance could increase its potential as a robust, high-resolution method.
