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Abstract: Central limit theorems (CLTs) for high-dimensional random vectors with
dimension possibly growing with the sample size have received a lot of attention in
the recent times. Chernozhukov et al. (2017b) proved a Berry–Esseen type result for
high-dimensional averages for the class of hyperrectangles and they proved that the
rate of convergence can be upper bounded by n−1/6 upto a polynomial factor of log p
(where n represents the sample size and p denotes the dimension). Convergence to zero
of the bound requires log7 p = o(n). We improve upon their result which only requires
log4 p = o(n) (in the best case). This improvement is made possible by a sharper
dimension-free anti-concentration inequality for Gaussian process on a compact metric
space. In addition, we prove two non-uniform variants of the high-dimensional CLT
based on the large deviation and non-uniform CLT results for random variables in a
Banach space by Bentkus, Racˇkauskas, and Paulauskas. We show the importance of
our results in the context of post-selection inference in linear regression.
Keywords and phrases: Orlicz norms; Nonuniform CLT; Crame´r type large devia-
tion; Anti-concentration; Post-selection Inference.
1. Introduction
In modern statistical applications like high dimensional estimation and multiple hypothesis
testing problems, the dimension of the data is often much larger than the sample size. As
can be expected from the classical asymptotic theory, the central limit theorem plays a very
pivotal role for inference. In this paper, we prove three variants of the high-dimensional
central limit theorem. The setting we use is as follows. Consider independent mean zero
random vectors X1, . . . ,Xn ∈ Rp with covariance matrices Σi := E[XiX⊤i ] ∈ Rp×p. Here p
is allowed to be larger than n. Define the scaled average
Sn :=
X1 + · · ·+Xn√
n
∈ Rp.
1
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Let Yi (for 1 ≤ i ≤ n) represent a multivariate Gaussian random vector with mean zero and
variance-covariance matrix Σi. Define the corresponding scaled average as
Un,0 :=
Y1 + . . .+ Yn√
n
∈ Rp.
The problem of central limit theorem is the comparison of the probabilities P(Sn ∈ A) and
P(Un,0 ∈ A) for A ⊆ Rp. When p is fixed (or only grows atmost sublinearly in n) which
we refer to as multivariate setting, classical results show the rate O(p7/4/n1/2); see Sazonov
(1981), Sazonov and Ulyanov (1982) and Bentkus (2004). This problem (when p diverges
with n) which we refer to as high-dimensional setting, has received significant interest
in the recent times. The series of papers Chernozhukov et al. (2013, 2015, 2017b) have
studied this problem extensively under general conditions on the random vectors when
the sets A are sparsely convex sets and in particular hyperrectangles. The main result
of Chernozhukov et al. (2017b) bounds the difference |P [Sn ∈ A]− P [Un,0 ∈ A]| uniformly
over A ∈ Are as a function of n and p. HereAre is the class of all hyperrectangles. Proposition
2.1 of Chernozhukov et al. (2017b) implies that
sup
A∈Are
|P (Sn ∈ A)− P (Un,0 ∈ A)| ≤ C
(
log7(pn)
n
)1/6
, (1)
under certain moment assumptions and a constant C depending on the distribution of the
random vectors Xi, 1 ≤ i ≤ n. In their earlier papers, Chernozhukov et al. (2013, 2015) a
special sub-class of sets Am ⊂ Are were considered, where Am is the class of all sets A of the
form A = {x ∈ Rp : x(j) ≤ a for all 1 ≤ j ≤ p}. Here and throughout, we use the notation
x(j) for a vector x ∈ Rp to represent the j-th coordinate of x. Since the dependence on
the sample size, n−1/6, in bound (1) is larger than the dependence n−1/2 that appears in
multivariate Berry–Esseen bounds, the result (1) does not provide useful information when
the probability P(Un,0 ∈ A) is smaller. This leads naturally to the question of a non-uniform
version of (1). In particular, an interesting question is to find quantitative upper bound on∣∣∣∣ P (Sn ∈ Ac)P (Un,0 ∈ Ac) − 1
∣∣∣∣ , (2)
as a function of p and n. In this paper we consider a special class of sets of the form
A = {x ∈ Rp : −a ≤ x(j) ≤ a for all 1 ≤ j ≤ p}, (3)
and find an upper bound on (2). Note that sets of the form (3) are l∞ balls. Another variant
of non-uniform CLT is to consider how the difference
∣∣P (‖Sn‖∞ ≤ r)− P (‖Un,0‖∞ ≤ r)∣∣
scales with r for r ≥ 0. To this end we prove upper bounds on
sup
r≥0
rm |P (‖Sn‖∞ ≤ r)− P (‖Y ‖∞ ≤ r)| , (4)
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for some m ≥ 0.
The first problem (2) is well-studied in the classical central limit theorem under the name
“Crame´r-type large deviation”. We refer to the encyclopedic work Saulis and Statulevicˇius
(1991) for a review of the extensive literature on Crame´r-type large deviation for sums of
independent random variables along with extensions to multivariate random vectors. The
classical result for univariate (p = 1) random variables is of the form
P(Sn ≥ x)
P(Un,0 ≥ x) = exp
(
Cx3
6Σ3/2n1/2
)[
1 + C
(
x+ 1√
n
)]
, (5)
for 0 ≤ x = O(n1/6). (Here C is a constant depending on the distribution of X1.) See Theo-
rem 5.23 (and Section 5.8) of Petrov (1995) for a precise statement. The second problem (4)
is usually referred to as a “non-uniform CLT”. A result of this kind is also useful in proving
convergence of moments. The classical result for univariate random variables of type (4) is
given by
|P(Sn ≤ x)− P(Un,0 ≤ x)| ≤ C(r)(1 + |x|)−r
(
E[|X1|3]
Σ3/2n1/2
+
E[|X1|r]
Σr/2n(r−2)/2
)
, (6)
for all x ∈ R, r ≥ 3 and for some constant C(r) depending only on r. See Theorem 5.15
of Petrov (1995) for a precise statement. Section 5.5 of Petrov (1995) provides various
results in this direction. Also, see Sazonov (1981) for results related to random vectors. The
classical results (5) and (6) provide rates that scale like n−1/2 (as a function of n) in the
non-uniform versions of CLT as does the classical Berry–Esseen bound. In light of the fact
that the Berry–Esseen type result (1) in high-dimensional setting is available only with the
rate n−1/6, we only derive rates in large deviation and non-uniform CLT with a scaling of
order n−1/6 as a function of the sample size n.
It is well-known (Bentkus, 1985) that the rate n−1/6 is optimal in the central limit the-
orem for Banach spaces and the space (Rp, ‖·‖∞) with p diverging behaves like an infinite-
dimensional space. In this respect it is of particular interest to look back at the rich literature
on the CLTs for Banach space valued random variables. These old and well-known large
deviation and non-uniform CLTs for Banach space play a central role in the derivation of
ours presented here. The basic setting for these results is as follows: Suppose X1, . . . ,Xn
are i.i.d. random variables taking values in a Banach space B such that E[X1] = 0 and
Y is a mean zero B-valued Gaussian random variable with the same the covariance (op-
erator) as X1. The problem as before is the study of closeness of the distributions of ‖Y ‖
and ‖Sn‖ where ‖·‖ is a Banach space norm. Several results on this problem are avail-
able in Bentkus et al. (2000), Paulauskas and Racˇkauskas (2012). For a historical account
of these results, see Paulauskas and Racˇkauskas (2012, p.142). The papers Bentkus (1987),
Bentkus and Racˇkauskas (1990) and Paulauskas and Racˇkauskas (1991) are of particular
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interest to us since they provide bounds on (2) and (4) for Banach space valued random
variables. One of the contributions of our work is to make the constants explicit in terms of
the dimension. In Bentkus (1987) and Bentkus and Racˇkauskas (1990) the problem of the
convergence of ratio P (‖Sn‖ > r) /P (‖Y ‖ > r) to 1 was considered. In Bentkus (1987) it is
proved that under some conditions
P (‖Sn‖ > r) =
(
1 + θM2(r + 1)n
−1/6
)
P (‖Y ‖ > r) ,
for 0 ≤ r ≤ −1 + M1n1/6 where |θ| ≤ 1, M1 and M2 are constants depending on the
distribution of X1. The non-uniform version of central limit theorem is also available for
the Banach spaces from Paulauskas and Racˇkauskas (1991). Understanding the implication
of these results for the high-dimensional case is the main focus of our paper.
1.1. Our contributions
As described in the introduction, we study the non-uniform variants of high dimensional
central limit theorem. In the process we prove a sharper version of anti-concentration in-
equality for centered Gaussians. We assume that the X1, . . . ,Xn ∈ Rp are independent
random vectors with mean 0 and covariance matrices Σi = E[XiX
⊤
i ] ∈ Rp×p. Let Y1, . . . , Yn
be centered Gaussian random vectors in Rp satisfying E[YiY
⊤
i ] = Σi for 1 ≤ i ≤ n. Our re-
sults are intended for the case where log(p) grows sublinearly in the sample size n, although
we do not explicitly make an assumption that log(p) grows with n. Define for m ≥ 0
∆(m)n := sup
r≥0
rm |P(‖Sn‖∞ ≤ r)− P(‖Un,0‖∞ ≤ r)| .
(i) One of the main ingredients of central limit theorems (both uniform and non-uniform
versions) is an anti-concentration inequality which bounds P(r−ε ≤ ‖Un,0‖∞ ≤ r+ε)
over all r ≥ 0 and ε > 0. We prove that for any ε > 0, m ≥ 0
sup
r≥0
rm P(r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ ΦAC,mε,
where ΦAC,m = O(µ
m+1) (assuming σmax and σmin are of constant order) and µ
denotes the median of ‖Un,0‖. Quantities σ2max and σ2min are given by the maximum
and minimum variances of Un,0(j), 1 ≤ j ≤ p. This provides a refinement of Lemma 3.1
of Bentkus and Racˇkauskas (1990) with exact constants. Chernozhukov et al. (2017b)
(based on the result of Nazarov (2003)) prove the above result for m = 0 case with
ΦAC,0 = C
√
log(ep) and since µ is atmost of the order
√
log(ep), our result is sharper.
(ii) If the random vectors Xi satisfy ‖Xi(j)‖ψα ≤ Kp < ∞ for all 1 ≤ i ≤ n, 1 ≤ j ≤ p,
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then
∆(0)n ≤ ΘΦAC,0
(
log4(ep)
n
)1/6
+

0, if α > 1,Θα((log(ep))5/4+3/α/n)12/α, if α ∈ (0, 1],
for some constant Θ depending on the distribution of X1, . . . ,Xn and can be bounded
in terms of Kp and Θα only depends on Kp, α. Proposition 2.1 of Chernozhukov et al.
(2017b) for α = 1 proves that ∆
(0)
n ≤ C(log7(pn)/n)1/6 which requires log(pn) =
o(n1/7). In contrast if ΦAC,0 = O(1) then our result only requires log(ep) = o(n
1/4)
which is the weakest requirement till date.
(iii) Under the same assumptions in (ii), we have for m ≥ 0
∆(m)n ≤ ΘΦAC,m
(
log4(epn)
n
)1/6
+

0, if α > 1,Θα,m((log(epn))5/4+3/α/n)(m+1)/3, if α ∈ (0, 1].
More generally, for any function φ(·) satisfying φ(x+ y) ≤ φ(x)φ(y) our methods can
be used to obtain bounds for
∆(φ)n := sup
r≥0
φ(r) |P(‖Sn‖ ≤ r)− P(‖Un,0‖ ≤ r)| .
These results were inspired by the analogues in Banach space CLT works such as Paulauskas and Racˇkauskas
(1991).
(iv) We derive Crame´r-type large deviation for the l∞ norm in the high dimensional CLT
set up. We assume that X1, . . . ,Xn are independent and identically distributed and
that E [exp {H ‖X1‖∞}] < ∞ for some H > 0. Under these assumptions, we prove
that
P (‖Sn‖∞ > r) = (1 + 2M1(r + 1)n−1/6)P (‖Y ‖∞ > r)
for any r ≤ −1 +M2n1/6. Here M1 and M2 are dimension free constants depending
on the distributions of X1 and Y which can be bounded by a polynomial of log p,
under certain tail assumptions on the coordinates of X1. The proof is motivated by
the techniques of Bentkus (1987) and is modified for the high dimensional set up. The
constants M1 and M2 are also made explicit in Theorem 4.1.
1.2. Organization of the paper
The paper is organized as follows. In Section 2, we define some useful notations. Section 3 is
dedicated for our main results. In this section, we state the anti-concentration inequalities
and prove refined uniform as well as non-uniform central limit theorems. In Section 3.3
we present an application of our refined results for post-selection inference where the anti-
concentration constant ΦAC,0 can be of order much smaller than
√
log(ep). In section 5,
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the sketches of the proofs of the main theorems are given. Finally, we conclude with a
brief summary and future directions in Section 6. Proofs of all the results are given in the
appendix.
2. Preliminaries
2.1. Notations
As discussed earlier, we shall consider independent random vectors X1, . . . ,Xn ∈ Rp with
mean zero and covariance matrices Σi, 1 ≤ i ≤ n. Let Y1, . . . , Yn ∈ Rp denote Gaussian
random vectors with mean and covariance matching that of Xi, 1 ≤ i ≤ n. The l∞ norm on
R
p is denoted by ‖·‖. We also need the following notations throughout the paper.
Sn := n
−1/2 (X1 +X2 + . . . +Xn) ,
Un,k := n
−1/2(X1 + . . . +Xk + Yk+1 + . . .+ Yn) for 0 ≤ k ≤ n.
Note that Un,n = Sn and hence proving the closeness (in distribution) of Un,k and Un,0 for
all k ensures closeness of Sn and Un,0. In this regard, define
δn,m := sup
r≥0
max
1≤k≤n
rm|P(‖Un,k‖ ≤ r)− P(‖Un,0‖ ≤ r)|. (7)
Finally define for 1 ≤ i ≤ n the signed measure ζi by
ζi(A) := P(Xi ∈ A)− P(Yi ∈ A) for A ⊆ Rp.
Based on this signed measure, |ζi| denotes the variation of measure ζi. It is clear from the
definition of Yi’s that∫
dζi(x) =
∫
x(j)dζi(x) =
∫
x(j)x(k)dζj(x) = 0 for 1 ≤ i ≤ n, 1 ≤ j, k ≤ p. (8)
Define the “weak” third pseudo-moment as
Ln :=
1
n
n∑
i=1
max
1≤j≤p
∫
|x(j)|3|ζi|(dx),
and the truncated “strong” second pseudo-moment as
Mn(φ) :=
1
n
n∑
i=1
∫
‖x‖21{‖x‖ > n1/2φ/ log(ep)}|ζi|(dx) for φ > 0. (9)
These are called pseudo-moments since they are defined with respect to the variation mea-
sure and becomes zero if the distributions of Xi’s and Yi’s are the same. Most of the results
in classical multivariate setting (of Sazonov and Ulyanov (1982)) and in Banach spaces
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(of Paulauskas and Racˇkauskas (1991)) are derived in terms of pseudo-moments. We will
present our results also in terms of the pseudo-moments defined above.
The quantity Mn(φ) defined above is close to the one defined in Chernozhukov et al.
(2017b) except that they have used marginal third moment instead of second psuedo-
moment.
Further, set for 1 ≤ i ≤ n,
µi := median(‖Yi‖) and σ2i := max
1≤j≤p
Var(Yi(j)).
Define the weighted “weak” third moment as
L¯n,0 :=
1
n
n∑
i=1
(µi + σi) max
1≤j≤p
∫
|x(j)|3|ζi|(dx), (10)
and for m > 0,
L¯n,m :=
1
n
n∑
i=1
[
µm+1i + σ
m+1
i ((m+ 1)/e)
(m+1)/2
]
max
1≤j≤p
∫
|x(j)|3|ζi|(dx).
It is clear that L¯n,0 is at most of order
√
log(ep) and L¯n,m is at most of order (
√
log(ep))m+1
(assuming σi’s are all of order 1). More precisely, we have
L¯n,m ≤ ΘmLnσm+1max (log(ep))(m+1)/2, for all m ≥ 0. (11)
Here Θm is a constant depending only on m ≥ 0
2.2. Tail of Gaussian Processes and Anti-concentration Inequality
In this section, we prove various inequalities regarding the distribution function of the
maximum of a Gaussian process on a compact metric space. These inequalities will lead
to the sharper versions of anti-concentration inequalities and is crucial for the large de-
viation result derived later. The following result is an improved version of Lemma 3.1 in
Bentkus and Racˇkauskas (1990) where implicit constants were used. In the proof, we make
use of a result from Gine´ (1976). In the following version the constants are made explicit
and dimension-free which can be bounded by polynomials in log p.
Theorem 2.1. Let Y be a sample continuous centered Gaussian process on a compact
metric space S such that σ2min ≤ E
[
Y 2(s)
] ≤ σ2max for all s ∈ S. Let µ denote the median
of ‖Y ‖. Then the following are true:
1. For all r ≥ 0,
P (‖Y ‖ ≥ r) ≥ 1
6
exp
(
− r
2
σ2max
)
.
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2. For all r, ε ≥ 0,
P (‖Y ‖ ≥ r − ε) ≤ 20 exp (Φ4(r + 1)ε) P (‖Y ‖ ≥ r) , (12)
where Φ4 is given by
Φ4 := 1+
56(µ + 1.5σmax)(µ+ 4.1σmax)
σ2maxσ
2
min
+
32π (2.6σmin + µ)
2 (σ2min + 32σminµ+ 12µ2)
σ6min
.
3. For all r ≥ 0 and ε > 0,
P (r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ Φ2ε(r + 1)P (‖Y ‖ ≥ r − ε) , (13)
where
Φ2 := max
{
51(µ + 4.1σmax)
σ2min
,
32π(µ + 2.6σmin)
2
σ4min
}
Observe that the set {1, . . . , p} is compact and discrete. So the result can be used in the
high dimension case. One of the advantages of Theorem 2.1 is that it is dimension-free and
the dependence on the “complexity” of S appears only through the median of ‖Y ‖. The
following anti-concentration inequalities for ‖Y ‖ can be derived as immediate corollaries of
Theorem 2.1.
Theorem 2.2. Fix m ≥ 0. Under the assumptions of Theorem 2.1, we have for all ε ≥ 0
sup
r≥0
rm P(r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ ΦAC,mε,
where
ΦAC,m := Cm
(µ+ σmax)
m+1σ2max + (1 + σmax)
2σm+2max
σ4min
,
with Θm representing a constant that depends only on m.
The rate obtained by Theorem 2.2, for any m ≥ 0, is expected to be optimal since if the
coordinates of Y are independent then the discussion following Corollary 2.7 of Gine´ (1976)
and Example 2 of Chernozhukov et al. (2013) imply that the density of ‖Y ‖ at points of
order
√
log p is lower bounded in rate by
√
log p. Hence in this case for any m ≥ 0 as ε→ 0
the rate is lower bounded by µm+1.
Remark 2.1 (Comparison with Chernozhukov et al. (2015)) Theorem 3 of Chernozhukov et al.
(2015) implies the anti-concentration for ‖Y ‖ and provides a dimension-free bound depend-
ing on the median of ‖Y ‖ only under the additional assumption of σmax = σmin. For the
general case, their bound has an additional term of log(1/ε) and so makes their bound
weaker than the one from Theorem 2.2. In terms of the proof technique, we note that the
techniques of both works are the same for r ≤ 3(µ + σmax). For the case r ≥ 3(µ + σmax),
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Chernozhukov et al. (2015) apply the Gaussian concentration inequality which leads to the
extra log(1/ε) factor while we apply inequality (13) which leads to the sharper version
above. Theorem 2.2 is the first result on dimension-free anti-concentration inequality for
‖Y ‖ and answers the open question raised in Remark A.1 of Chernozhukov et al. (2017b).
Additionally our result readily applies to Gaussian processes on compact metric spaces. The
results of Nazarov (2003) imply an anti-concentration inequality that explicitly depends on
the dimension as
√
log p. Nazarov’s result as proved in Chernozhukov et al. (2017a) cannot
lead to a rate better than
√
log(p) since the covariance structure of Y is completely ignored
in the proof. ⋄
2.3. Smooth Approximation of the Maximum
Starting point of almost any Berry-Esseen type result is a smoothing inequality. In our
scenario, we need a smooth approximation of P(‖Sn‖ ≤ r) where, recall, ‖ · ‖ denotes
the l∞-norm. Theorem 1 of Bentkus (1990) provides an infinitely differentiable (in Sn)
approximation of this probability with sharp bounds on the derivatives. However to get
better rates of convergence in the central limit theorem a certain stability property of the
derivatives is needed. This property is exactly the reason why Chernozhukov et al. (2017b)
were able to get better rates than those implied by Banach space CLTs; see Banerjee et al.
(2018) for details. The smooth approximation along with the its properties is summarized
in the following result. Define the “softmax” function as
Fβ(z) :=
1
β
log
2p∑
j=1
exp (βz(j)) for z ∈ R2p.
Also define
g0(t) :=


1, if t ≤ 0,
30
∫ 1
t s
2(1− s)2ds, if 0 < t < 1,
0, if t ≥ 1.
Lemma 2.1. Fix r ≥ 0, ε > 0 and set β = 2 log(2p)/ε. Consider the function ϕ : Rp → [0, 1]
as
ϕ(x) = ϕr,ε(x) = g0
(
2(Fβ(zx − r12p)− ε/2)
ε
)
,
where zx = (x
⊤ : −x⊤)⊤ and 12p is the vector of 1’s of dimension 2p. This function ϕ(·)
satisfies the following properties.
1. It upper bounds indicator of the l∞-ball, that is,
ϕ(x) =

1, if ‖x‖ ≤ r for all 1 ≤ j ≤ p,0, if ‖x‖ > r + ε for some 1 ≤ j ≤ p.
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2. There exists functions Dj(·),Djk(·) and Djkl(·) for 1 ≤ j, k, l ≤ p as well as constant
C0 > 0 such that
|∂jϕ(x)| ≤ Dj(x), |∂jkϕ(x)| ≤ Djk(x), |∂jklϕ(x)| ≤ Djkl(x),
and for all x ∈ Rp,
p∑
j=1
Dj(x) ≤ C0ε−1,
p∑
j,k=1
Djk(x) ≤ C2ε−2,
p∑
j,k,l=1
Djkl(x) ≤ C3ε−3,
where C2 := C0 log(ep) and C3 := C0 log
2(ep).
3. The functions Dj ,Djk,Djkl also satisfy a ratio stability property: there exists universal
constant C > 0 such that for all x,w ∈ Rp,
e−C log(ep)‖w‖∞/ε ≤ Dj(x+ w)
Dj(x)
,
Djk(x+ w)
Djk(x)
,
Djkl(x+ w)
Djkl(x)
≤ e−C log(ep)‖w‖∞/ε.
The smooth approximation result above is the bottleneck in attaining faster rates in
CLT than those presented in the present paper. The log4(ep) dependence in the uniform
and non-uniform CLTs presented in Subsection 1.1 comes only from the log(ep) factors in
the bounds of derivatives and stability property of smooth approximation.
The approximating functions in Lemma 2.1 are constructed to work for any high-
dimensional distribution; the error of Fβ(z) and maxj z(j) is at most log(2p)/β over all
vectors z and this can be smaller if z comes from a specific distribution. This universality
can be seen clearly in the construction of Bentkus (1990) who defines the ε approximation
of ‖ · ‖ based on
fε(x) = E [‖x+ εη‖] ,
where η ∼ Np(0, Ip). However one can replace η by other random vectors taking into account
the dependence of Un,0. A specific choice that we conjecture works, is
fε(x) = E[‖x+ εUn,0‖].
Since ‖ · ‖ is Lipschitz, we get that |‖x‖ − fε(x)| ≤ εE[‖Un,0‖] = εO(µ). Since Un,0 and
Sn share the same dependence structure, we only need to bound the derivatives of fε
at Sn + εUn,0 which would lead to better rates in CLT using the proofs in the current
manuscript.
3. Main Results
3.1. Uniform and Non-uniform CLTs
We are now ready to state the main results of this paper. The proofs of all the results in this
section are given in the supplementary material. The sketches of these proofs are presented,
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for readers’ convenience, in Section 5. Recall the notation δn,m from (7) in Section 2.1. The
quantity Ln denotes the “weak” third pseudo-moment and if Ln = 0 then δn,0 = δn,m = 0
for any m ≥ 0. For this reason, we assume Ln > 0. Let ΦAC,m denote the anti-concentration
constants in Theorem 2.2 for random vector Un,0.
Theorem 3.1. For independent random vectors X1, . . . ,Xn ∈ Rp, we have
δn,0 ≤ 4ΦAC,0εn + 2C0 log(ep)Mn(εn)
ε2n
+
log1/3(ep)L¯n,0
n1/3L
4/3
n (2e5CC0)1/3
,
where εn = (2e
2CC0 log
2(ep)Ln)
1/3/n1/6. FunctionMn(·) and quantity L¯n,0 are defined in (9)
and (10), respectively.
Theorem 3.1 is qualitatively the same as Theorem 2.1 of Chernozhukov et al. (2017b)
for l∞-balls. More importantly, note that if ΦAC,0 ≍
√
log(ep) then Theorem 3.1 has a
dominating term of order (log7(ep)/n)1/6 and hence the result above is as good as Theorem
2.1 of Chernozhukov et al. (2017b). Recently, Koike (2019, Proposition 2.3) proved for sub-
Gaussian random variables a rate of (log6(ep)/n)1/6 for δn,0 which could also be weaker
than our result depending on ΦAC,0. It is, however, possible that the methods in that paper
could sharpen our result. We refrained from using their proof techniques for simplicity.
Usually the last terms in the bound of δn,0 are of lower order compared to the first term.
From inequality (11), we obtain that
log1/3(ep)L¯n,0
n1/3L
4/3
n (2e5CC0)1/3
= O
(
(log(ep))5/6
(nLn)1/3
)
= O
(
(log(ep))5/2
nLn
)1/3
,
which is dominated by the first term which is at least of order (log4(ep)/n)1/6. Further the
quantityMn(εn) is exactly what appears in the classic Lindeberg condition. If E[‖Xi‖2] <∞
for 1 ≤ i ≤ n then Mn(εn) → 0 as n → ∞ but the rate of convergence can be arbitrar-
ily small. Later in the section, we provide explicit bounds for ε−2n Mn(εn) for sub-Weibull
random vectors.
As an extension of Theorem 3.1, we have the following non-uniform version of CLT. Since
the statement is exact with explicit constants, it is cumbersome. The corollary that follows
for sub-Weibull random vectors may be much easy to parse through.
Theorem 3.2. Fix m ≥ 0. Then under the assumptions of Theorem 3.1, we have for any
rn,m ∈ (0,∞),
δn,m ≤ 22m2/3+8m/3+1εm+1n ΦAC,0 + (22m/3+1 + 2)ΦAC,mεn
+
2C0 log(ep)r
m
n,mMn(2
2m/3εn)
ε2n
+
rmn,mL¯n,m
Ln2meC
(
log(ep)
n(22m+1e2CC0Ln)
)(m+1)/3
+ sup
r≥rn,m
max
0≤k≤n
rmP(‖Un,k‖ ≥ r).
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Here εn is same as the one defined in Theorem 3.1.
Remark 3.1 (Comments on the Proof Technique) The proof of the uniform and non-
uniform CLTs in Banach space literature are based on Lindeberg method and smooth ap-
proximation (except for the stability property of derivatives); see, for example, Paulauskas and Racˇkauskas
(1991) and Bentkus et al. (2000). Motivated by the proof technique of Chernozhukov et al.
(2017b) who introduced the stability property, we combine Lindeberg method with a minor
twist from the proof of Chernozhukov et al. (2017b); see Section 5 for more details. ⋄
3.2. Corollaries for Sub-Weibull Random Vectors
In this section, we provide simplified results under the assumption that the coordinates of
random vectors X1, . . . ,Xn are sub-Weibull. We note at this point that Theorems 3.1 and 3.2
cannot always lead to n−1/6 dependence on n as shown in Proposition 2.1 of Chernozhukov et al.
(2017b). In a previous version of the current paper Banerjee et al. (2018), we proved results
that always obtain n−1/6 dependence on n but with worse dependence on log(ep).
Recall that Mn(εn) and L¯n,m are defined in terms of the variation measures ζj which
we bound using the sum of the measures for simplicity. To state the simplified results, we
introduce Orlicz norms.
Definition 3.1. Let X be a real-valued random variable and ψ : [0,∞) 7→ [0,∞) be a
non-decreasing function with ψ(0) = 0. Then, we define
‖X‖ψ = inf
{
c > 0 : Eψ
( |X|
c
)
≤ 1
}
,
where the infimum over the empty set is taken to be ∞.
It follows from Jensen’s inequality, that when ψ is a non-decreasing, convex function,
‖·‖ψ is a norm on the set of random variables X for which ‖X‖ψ < ∞. Such norms are
referred to as Orlicz norms. The commonly used Orlicz norms are derived from
ψα(x) := exp(x
α)− 1,
for α ≥ 1, which are obviously increasing and convex. For 0 < α < 1, ψα is not convex, and
‖X‖ψα is not a norm, but a quasinorm. A random variable X is called sub-exponential if
‖X‖ψ1 <∞, and a random variable X is called sub-Gaussian if ‖X‖ψ2 <∞.
Recall that X(j) represents the j-th coordinate of X ∈ Rp and set
σ2max := max
1≤j≤p
Var(Un,0(j)), and σ
2
min := min
1≤j≤p
Var(Un,0(j)).
Throughout the following corollaries, Θ stands for a universal constant that does not de-
pend on p, n or any of the other distributional properties. Θ with subscripts (such as Θα)
represents constants that only depend on those subscripts.
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Corollary 3.1 (Uniform CLT). Suppose that there exists a constant 1 ≤ Kp <∞ such that
max
1≤i≤n
max
1≤j≤p
‖Xi(j)‖ψα ≤ Kp, (14)
for some 0 < α ≤ 2. Assume further that
n ≥ ΘK3pL−1n (2e log(ep))1+3/α. (15)
Then
1. for 1 < α ≤ 2,
δn,0 ≤ ΘΦAC,0
(
L2n log
4(ep)
n
)1/6
+Θα(K
3
p/Ln)
α/(α−1)
(
log4(ep)
n
)1/(α−1)
.
2. For 0 < α ≤ 1,
δn,0 ≤ ΘΦAC,0
(
L2n log
4(ep)
n
)1/6
+Θα
K3p
Ln
(
K3p(log(ep))
5/4+3/α
nLn
)12/α
.
The same size requirement (15) in Corollary 3.1 is trivial in that for the bounds to
converge to zero, the sample size n has to satisfy (15).
Remark 3.2 (Even more simplified rates) The bounds in Corollary 3.1 are still finite
sample and show explicit dependence on Ln,Kp and other distributional constants. Note
that ΦAC,0 can be bounded only in terms of the median of ‖Un,0‖, σmax, σmin and Kp can
be much bigger than σmax. If max{Kp, σmax, L−1n } = O(1) then the bounds in Corollary 3.1
can simply be written as
δn,0 . ΦAC,0
(
log4(ep)
n
)1/6
+

0, if α > 1,((log(ep))5/4+3/α/n)12/α, if α ∈ (0, 1],
where . represents inequality upto a constant multiple. ⋄
The following corollary is a non-uniform extension of Corollary 3.1.
Corollary 3.2 (Non-uniform CLT). Fix m ≥ 0. Under the assumptions of Corollary 3.1,
we have
1. For 1 < α ≤ 2,
δn,m ≤ ΘmΦAC,m
(
L2n log
4(ep)
n
)1/6
+Θα,m
(
K
(2m+1)α
p log
4(epn)
nL
(m+1)α/3
n
)1/(α−1)
+ΘmK
m
p σ
m+1
max
(
log4(epn)
nLn
)(m+1)/3
+Θm
Km+2p
σ2maxn
2/3
.
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2. For 0 < α ≤ 1,
δn,m ≤ ΘmΦAC,m
(
L2n log
4(ep)
n
)1/6
+Θα,m
K3+mp
Ln
(
K3p (log(epn))
5/4+3/α
nLn
)12/α+2m
+ΘmK
m
p σ
m+1
max
(
(log(epn))1+3/α
nLn
)(m+1)/3
+Θm
Km+2p
σ2maxn
2/3
.
Remark 3.3 (Even more simplified rates) The bounds in Corollary 3.2 are finite sam-
ple and show explicit dependence on Ln,Kp, σmax and other distributionals constants. If
max{Kp, σmax, L−1n } = O(1) then the bounds in Corollary 3.1 can simply be written as
δn,m . ΦAC,m
(
log4(ep)
n
)1/6
+

0, if α > 1,((log(ep))5/4+3/α/n)(m+1)/3, if α ∈ (0, 1],
where . represents inequality upto a constant multiple. ⋄
Remark 3.4 (Convergence of Moments) Theorems 3.1 and 3.2 are useful in proving
convergence of m-th moment of ‖Sn‖ to that ‖Y ‖ at an n−1/6 rate (up to factors depending
on log(ep)). To prove an explicit bound, note that for m ≥ 1:
|E [‖Sn‖m]− E [‖Y ‖m]| =
∣∣∣∣
∫ ∞
0
mrm−1 (P (‖Sn‖ ≥ r)− P (‖Y ‖ ≥ r)) dr
∣∣∣∣
≤ m
∫ 1
0
∆n(r)dr +
∫ ∞
1
m
r2
∆(m+1)n dr
≤ m sup
r≥0
∆n(r) +m∆
(m+1)
n
≤ m
[
∆(0)n +∆
(m+1)
n
]
,
The second term in the right hand side above can be bounded using Theorem 3.2. ⋄
3.3. Application to Post-selection Inference
Our results for uniform and non-uniform CLT depend on a dimension-free anti-concentration
constant and this, in some applications, can lead to a far less dependence on dimension than
previous results in the literature. In this section, we use the “many approximate means”
(MAM) framework of Belloni et al. (2018) for post-selection inference (PoSI). In this PoSI
problem, we show scenarios where ΦAC,0 (or µ) grows almost like a constant.
The MAM framework is as follows. Suppose we have a parameter θ0 = (θ0(1), . . . , θ0(p))
⊤ ∈
R
p and an estimator θˆ = (θˆ(1), . . . , θˆ(p))⊤ ∈ Rp of parameter θ0 that has an approximate
linear form:
n1/2(θˆ − θ0) = 1√
n
n∑
i=1
ψ(Zi) +Rn, (16)
Banerjee et al./Crame´r-type large deviation in high dimensions 15
where ψ(·) = (ψ1(·), . . . , ψp(·))⊤ ∈ Rp and Rn = (Rn(1), . . . , Rn(p))⊤ ∈ Rp. Here Z1, . . . , Zn
are independent random variables based on which θˆ is constructed. The function ψj(·), 1 ≤
j ≤ p represents the influence function for estimator θˆ(j). An estimator θˆ satisfying (16) is
called asymptotically linear and most M -estimators (commonly used) satisfy this assump-
tion. Based on the linear approximation (16) and the anti-concentration result Theorem 2.2,
we have the following result. Define
∆¯n(r) :=
∣∣∣P(√n ‖θˆ − θ0‖ ≤ r)− P(‖Y ψ‖ ≤ r)∣∣∣ ,
where
Y ψ ∼ Np
(
0,
1
n
n∑
i=1
E
[
ψ(Zi)ψ
⊤(Zi)
])
.
Let ΦψAC,m denote the anti-concentration constant from Theorem 2.2 for Y
ψ. Set
Sψn :=
1√
n
n∑
i=1
ψ(Zi).
Proposition 3.1. For any δ > 0 and m ≥ 0, we have
rm∆¯n(r) ≤ 2
[
(5/4)m∆ψn,m + 5
mΦψAC,0δ
m+1
]
+ΦψAC,mδ + r
m
P(‖Rn‖ > δ),
where
∆ψn,m := sup
r≥0
rm|P(‖Sψn ‖ ≤ r)− P(‖Y ψ‖ ≤ r)|.
This result is a slight generalization of Theorem 2.1 of Belloni et al. (2018) for l∞-balls.
To derive a proper non-uniform CLT result from Proposition 3.1, one needs to choose δ
depending on r and apriori bound moments of ‖Rn‖. For the case m = 0 (which we focus
on from now), the result reduces to
∆¯n(r) ≤ ∆ψn,m +ΦψAC,0δ + P(‖Rn‖ > δ).
For the right hand side to converge to zero, we need ∆ψn,m = o(1) and ‖Rn‖ = Op(rn) with
rn → 0 such that rnΦψAC,0 = o(1) as n, p→∞.
We now describe the framework of post-selection inference. Suppose Zi := (X
⊤
i , Yi)
⊤ ∈
R
d × R for 1 ≤ i ≤ n represent regression data with d-dimensional covariates Xi. For any
subset M ⊂ {1, 2, . . . , d}, let Xi,M denote a subvector of Xi with indices in M . Based on a
loss function ℓ(·, ·) define the regression “slope” estimator βˆM as
βˆM := argmin
θ∈R|M|
1
n
n∑
i=1
ℓ(X⊤i,Mθ, Yi).
Banerjee et al./Crame´r-type large deviation in high dimensions 16
The target for the estimator βˆM is given by
βM := argmin
θ∈R|M|
1
n
n∑
i=1
E
[
ℓ(X⊤i,Mθ, Yi)
]
.
Some examples of loss functions are related to linear regression ℓ(u, v) = (u− v)2/2, logistic
regression ℓ(u, v) = uv − log(1 + eu), Poisson regression ℓ(u, v) = uv − exp(u).
As is often done in practical data analysis, suppose we choose a model Mˆ based on the
data {Zi : 1 ≤ i ≤ n}. The problem of post-selection inference refers to the statistical
inference for the (random) target βMˆ . In particular, PoSI problem asks for construction of
confidence regions {RˆM : M ⊆ {1, 2, . . . , d}} (depending on α ∈ [0, 1]) such that
lim inf
n→∞
P
(
βMˆ ∈ RˆMˆ
)
≥ 1− α, (17)
holds for any randomly selected model Mˆ . It was proved in Kuchibhotla et al. (2018b,
Theorem 3.1) that the PoSI problem (17) is equivalent to
lim inf
n→∞
P
(⋂
M
{
βM ∈ RˆM
})
≥ 1− α,
where the intersection is taken over all M ⊆ {1, 2, . . . , d}. A straightforward construction
of such simultaneous confidence regions can be based on finding quantiles of the statistic
max
M
max
1≤j≤|M |
∣∣∣∣∣
√
n(βˆM (j) − βM (j))
σˆM (j)
∣∣∣∣∣ , (18)
where v(j), for a vector v, represents the j-th coordinate of v and σˆM (j) represents an
estimator of the standard deviation of
√
n(βˆM (j)−βM (j)). In order to apply Proposition 3.1
for finding quantiles of the statistic (18), we need to prove a linear approximation result
such as (16). For a wide collection of loss functions ℓ(·, ·) that are twice differentiable, it
was proved in Kuchibhotla et al. (2018a) and Kuchibhotla (2018) that for any 1 ≤ k ≤ d,
max
|M |≤k
∥∥∥∥∥βˆM − βM + 1n
n∑
i=1
Ω−1M Xi,Mℓ
′(X⊤i,MβM , Yi)
∥∥∥∥∥
2
= Op
(
k log(ed/k)
n
)
,
where
ΩM :=
1
n
n∑
i=1
E
[
ℓ′′(X⊤i,MβM , Yi)Xi,MX
⊤
i,M
]
.
This result is proved under certain tail assumptions on the observations. For the case of
linear regression (ℓ(u, v) = (u− v)2/2), this result becomes
max
|M |≤k
∥∥∥∥∥βˆM − βM + 1n
n∑
i=1
Ω−1M Xi,M (Yi −X⊤i,MβM )
∥∥∥∥∥
2
= Op
(
k log(ed/k)
n
)
,
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where ΩM := n
−1
∑n
i=1 E[Xi,MX
⊤
i,M ]. This holds both for the case of random and fixed
covariates. For linear regression with fixed covariates, we have
βˆM − βM =
(
1
n
n∑
i=1
xi,Mx
⊤
i,M
)−1
1
n
n∑
i=1
xi,M (Yi − E[Yi]) = 1
n
n∑
i=1
Ω−1M xi,M(Yi − E[Yi]),
where we write xi to note fixed covariates and the variance of n
1/2(βˆM − βM ) is given by
Var
(√
n(βˆM − βM )
)
:=
1
n
n∑
i=1
(
Ω−1M xi,M
) (
Ω−1M xi,M
)⊤
Var(Yi). (19)
Let
µPoSI := Median
(
max
|M |≤k
max
1≤j≤|M |
∣∣∣∣∣ 1√n
n∑
i=1
ψj,M (xi, Yi)
∣∣∣∣∣
)
,
where
ψj,M(xi, Yi) =
(Yi − E[Yi])(Ω−1M xi,M)(j)
σM (j)
,
with σM (j) representing the j-th diagonal element of the variance matrix (19). Define
∆PoSI := sup
r≥0
∣∣∣∣∣P
(
max
|M |≤k
max
1≤j≤|M |
∣∣∣∣∣ 1√n
n∑
i=1
ψj,M(xi, Yi)
∣∣∣∣∣ ≤ r
)
− P
(
max
|M |≤k
max
1≤j≤|M |
|Gj,M | ≤ r
)∣∣∣∣∣ ,
where (Gj,M )j,M has a multivariate normal distribution such that
Cov(Gj,M , Gj′,M ′) = Cov
(
1√
n
n∑
i=1
ψj,M(xi, Yi),
1√
n
n∑
i=1
ψj′,M ′(xi, Yi)
)
.
Note that µPoSI is important for our rates for CLTs and we know that if Yi’s are sub-Gaussian
then µPoSI = O(
√
k log(ed/k)). Using this bound we get that
∆PoSI = O
(
k7 log7(ed/k)
n
)1/6
, (20)
and this requries k log(ed/k) = o(n1/7). Using Theorem 3.1, we can get a better requirement
on k if we have better bounds for µPoSI. It was proved in Berk et al. (2013) that if the
covariates are orthogonal, that is,
1
n
n∑
i=1
xix
⊤
i = Id, (21)
then µPoSI = O(
√
log(d)) for any 1 ≤ k ≤ d. This result was further improved by Bachoc et al.
(2018, Theorem 3.3) that if there exists a κ ∈ [0, 1) such that for all |M | ≤ k
(1− κ)‖θ‖22 ≤
1
n
n∑
i=1
(x⊤i,Mθ)
2 ≤ (1 + κ)‖θ‖22 for all θ ∈ R|M |, (22)
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holds then
µPoSI ≤
√
2 log(2d) +C(κ)κ
√
2k log(6d/k),
for a function C(·) satisfying C(δ) → 1 as δ → 0. Condition (22) is called the restricted
isometry property and is (trivially) satisfied with κ = 0 if the covariates are orthogonal (21).
Hence if κ
√
s converges to zero then also µPoSI = O(
√
log(d)). The two results about µPoSI
are proved under the assumption of Gaussian response (Yi
ind.∼ N(µi, σ2), 1 ≤ i ≤ n) but
can be proved under more general conditions as shown in Section 4.6.2 of Kuchibhotla et al.
(2018b).
Theorem 3.1 implies that
∆PoSI = O
(
µPoSI
(
k4 log4(ed/k)
n
)1/6)
,
and under the restricted isometry condition (22) with κ
√
s→ 0, we get that
∆PoSI = O
(√
log(ed)
(
k4 log4(ed/k)
n
)1/6)
.
This result only requires k(log(ed))7/4 = o(n1/4) which is much weaker than that implied
by (20). To get a better perspective take k = d and for this case, we obtain
∆PoSI = O
(
d4 log3(d)
n
)1/6
, (23)
which converges to zero if d4 = o(n/ log3 n). On the other hand, the Berry-Esseen bound
(Bentkus (2004)) for the linear regression estimator on the full model Mfull = {1, 2, . . . , d}
requires d3.5 = o(n) which is close to the requirement from (23).
4. Crame´r-type Large Deviations
The following theorem proves a Crame´r-type large deviation result for ‖Sn‖. A version of this
result appeared in Bentkus (1987, Theorem 1) for the case of Banach space valued random
variables. In the following result, we make the dependences on distributional constants
precise. For this result, we assume that the observations X1, . . . ,Xn are independent and
identically distributed. We write the variation measure as ζ instead of indexing it by 1 ≤
i ≤ n. Set C1 = C0, C2 = C0 log(ep), C3 = C0 log2(ep) and for each m ≥ 3, let
νm :=
∫
Rp
‖x‖m|ζ|(dx).
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Theorem 4.1. (Crame´r-type large deviation) Suppose there exists H > 0 such that
β :=
∫
Rp
exp (H ‖x‖) |ζ|(dx) <∞. (24)
Then for all n ≥ n⋆ and r + 1 ≤ n1/6/R we have∣∣∣∣∣P (‖Sn‖ ≥ r)P (‖Y ‖ ≥ r) − 1
∣∣∣∣∣ ≤ 2M(r + 1)n−1/6.
Here n⋆ := (4e log(n))6(MG)2, R := 2eG4/3M1/3, with
M := max
{√
2,
(
60eΦ2 + 20
√
2eν3C3
)4/3
,
(
2
√
2C3Φ2ν3
)2/3
,
(
480βν3
H3
+ 5
√
2Φ2C3ν3B
)4/7}
,
and G := Φ4(4BM
−1/4 + 1) with B := 2(σ−2max + 1)/H.
Theorem 4.1 is written specifically for n ≥ n⋆ and the result of this type actually holds for
all n ≥ 1 as shown in Lemma F.2.1 in Section F.2, but with n−1/8. The following corollary
is obtained for sub-Weibull random vectors.
Corollary 4.1. Suppose that there exists a constant 1 ≤ Kp <∞, such that
max
1≤j≤p
‖X(j)‖ψα ≤ Kp (25)
for some 1 ≤ α ≤ 2, where X = (X(1), . . . ,X(p)). Then, there exist positive constants
Θ1,Θ2 and Θ3 possibly depending on α, σmin and σmax, such that∣∣∣∣∣P (‖Sn‖ ≥ r)P (‖Y ‖ ≥ r) − 1
∣∣∣∣∣ ≤ Θ1K4p(log p)4/α+8/3(r + 1)n−1/6
for all n ≥ Θ2K8p(log p)28/3+8/α(log n)6 and r + 1 ≤ Θ3K−4/3p (log p)−32/9−4/(3α)n1/6
Since the pseudo-moments depend on the Gaussian distribution, it is not possible take
advantage of (25) even if α ≥ 2.
Remark 4.1 In particular, Corollary 4.1 implies the following bounds for sub-Gaussian
and sub-exponential random vectors. Under the assumption (25) with α = 2, we get for all
n ≥ Θ2K8p(log p)40/3(log n)6 and r + 1 ≤ Θ3K−4/3p (log p)−38/9n1/6,∣∣∣∣∣P (‖Sn‖ ≥ r)P (‖Y ‖ ≥ r) − 1
∣∣∣∣∣ ≤ Θ1K4p (log p)
14/3(r + 1)
n1/6
.
Banerjee et al./Crame´r-type large deviation in high dimensions 20
Similarly, under the assumption (25) with α = 1, we get for all n ≥ Θ2K8p(log p)52/3(log n)6
and r + 1 ≤ Θ3K−4/3p (log p)−44/9n1/6,∣∣∣∣∣P (‖Sn‖ ≥ r)P (‖Y ‖ ≥ r) − 1
∣∣∣∣∣ ≤ Θ1K4p (log p)
20/3(r + 1)
n1/6
.
⋄
5. Sketch of proofs of Theorems 3.1, 3.2 and 4.1
We now give the sketch of the proofs of Theorems 3.1, 3.2 and 4.1, the main results of the
paper. All the proofs rely on Lindeberg method and we first provide a description of this
method. Recall the definition δn,m from (7). The fundamental idea is to bound δn,m by a
Lindeberg replacement scheme. The first step is to relate δn,m, which involves expectations
of non-smooth (indicator) functions to expectations of smooth functions which is done by
the following smoothing lemma from Paulauskas and Racˇkauskas (2012). Define
∆n(r) := |P(‖Sn‖ ≤ r)− P(‖Un,0‖ ≤ r)|.
Lemma 5.1. (Lemma 5.1.1 in Paulauskas and Racˇkauskas (2012)) Let ϕ1(x) := ϕr,ε(x)
and ϕ2(x) = ϕr−ε,ε(x) (these functions exist by Lemma 2.1). Then for any n ≥ 1,
∆n(r) ≤ max
j=1,2
|E [ϕj(Sn)− ϕj(Un,0)]|+ P (r − ε ≤ ‖Un,0‖ ≤ r + ε) .
Now to bound ∆n(r), it is enough to bound maxj=1,2 |E [ϕj(Sn)− ϕj(Y )]|. This is done
by a replacement scheme as follows. To begin with, we introduce the following notation.
Un,k := n
−1/2 (X1 +X2 + . . . +Xk + Yk+1 + Yk+2 + . . .+ Yn) ,
Wn,k := n
−1/2 (X1 +X2 + . . . +Xk−1 + Yk+1 + . . .+ Yn) ,
∆n,k(r) := |P (‖Un,k‖ ≤ r)− P (‖Un,0‖ ≤ r)| .
Now the task of bounding ∆n(r) is reduced to bounding max1≤k≤n∆n,k(r). We write from
Lemma 5.1,
∆n,k(r) ≤ max
j=1,2
|E [ϕj(Un,k)− ϕj(Un,0)]|+ P [r − ε ≤ ‖Un,0‖ ≤ r + ε] . (26)
For convenience, we use ϕ for ϕ1 and ϕ2 both. Observe that
|E [ϕ(Un,k)− ϕ(Un,0)]| ≤
k∑
j=1
|E [ϕ(Un,j−1)− ϕ(Un,j)]|
≤
k∑
j=1
∣∣∣∣
∫
E
[
ϕ
(
Wn,j + n
−1/2x
)]
ζj(dx)
∣∣∣∣ .
(27)
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The last step follows from the following two observations: Un,j = Wn,j + n
−1/2Xj and
Un,j−1 =Wn,j + n
−1/2Yj. Now by Taylor series expansion we have
ϕ
(
Wn,j + n
−1/2x
)
= ϕ(Wn,j) + n
−1/2x⊤∇ϕ(Wn,j) + 1
2n
x⊤∇2ϕ(Wn,j)x+Remn(Wn,j, x)
where Remn(Wn,j, x) is a remainder term. Since E[Xj ] = E[Yj] = 0 and E[XjX
⊤
j ] =
E[YjY
⊤
j ], we have∫
E [ϕ (Wn,j)] ζj(dx) =
∫
E
[
n−1/2x⊤∇ϕ(Wn,j)
]
ζj(dx) =
∫
E
[
1
2n
x⊤∇2ϕ(Wn,j)x
]
ζj(dx) = 0.
Now observe that∣∣∣∣
∫
E [Remn(Wn,j, x)] ζj(dx)
∣∣∣∣ ≤
∫
E [|Remn(Wn,j, x)|] |ζj| dx. (28)
5.1. Sketch of the proof of Theorem 4.1
The proof of Theorem 4.1 relies upon Lindeberg method and a refined induction argument.
The starting point for the proof of the large deviation result is (28). To control the right
hand side of (28) we split it into two parts depending on ‖x‖ is large or small. The case when
‖x‖ is large the integral is bounded using (24) and Markov’s inequality by the following
quantity:
C3n
−1/2ε−3ν3
6
48β
Φ0H3n
P [‖Y ‖ ≥ r] . (29)
The integral corresponding to the case when ‖x‖ is small is bounded by
C3n
−1/2ε−3ν3
6
P
[
a¯n(r) ≤ ‖Wn,j‖ ≤ b¯n(r)
]
(30)
for some suitably chosen a¯n(r) and b¯n(r). Observe that
P
[
a¯n(r) ≤ ‖Wn,j‖ ≤ b¯n(r)
] ≤ P [‖Wn,j‖ ≥ a¯n(r)]
and Wn,j
d
= ((n− 1)/n)1/2 Un−1,j. Thus we get
∆n(r) ≤ P (r − ε ≤ ‖Y ‖ ≤ r + ε) (31)
+
C3ε
−3n−1/2
6
[
ν3 max
0≤k≤n
P (an(r) ≤ ‖Un−1,k‖ ≤ bn(r)) + 48β
Φ0H3n
P (‖Y ‖ ≥ r)
]
,
for some an(r) and bn(r). Our next task is to bound the right hand side of (31) in term of
P [‖Y ‖ ≥ r]. We now inductively use a bound on P [Un−1,j ≥ an(r)] in terms of P [‖Y ‖ ≥ r]
to get a bound for (31). Finally bounding P [r − ε ≤ ‖Y ‖ ≤ r + ε] in terms of P [‖Y ‖ ≥ r]
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using Theorem 2.1 and summing this with the bounds for (29) and (30) we obtain the
following result. For any 1 ≤ k ≤ n,
P (‖Un,k‖ > r) = P (‖Y ‖ > r)
(
1 + θΠT 1/4n,r
)
, (32)
for all r ∈ R satisfying Φ44
(
2B +Π1/4
)4
Tn,r ≤ 1. Here |θ| < 1, Tn,r = (r + 1)3n−1/2,
B = 2(Φ1 + 1)/H and
Π = max
{
1,
(
16eβC3
Φ0H3
)4/7
, 2e
[
Φ2Φ3 +
ν3C3Φ3
3
]}
.
One can find the details in Lemma F.2.1. Since T
1/4
n,r = (r + 1)3/4n−1/8, Lemma F.2.1 gives
a large deviation with rate n−1/8. However this rate can be modified to rate n−1/6 by a
more refined induction argument. This is done in detail in the final part of the proof of
Theorem 4.1.
5.2. Sketch of the proof of Theoresms 3.1 and 3.2
We now give a sketch for Theorems 3.1 and 3.2. Like Theorem 4.1, this proof is also based
on the Lindeberg method. To begin with, recall
δn,m := sup
1≤k≤n
sup
r>0
rm |P (‖Un,k‖ ≤ r)− P (‖Y ‖ ≤ r)| = max
1≤k≤n
sup
r≥0
rm∆n,k(r).
Recall from (26) that
∆n,k(r) ≤ max
j=1,2
|E [ϕj(Un,k)− ϕj(Y )]|+ P [r − ε ≤ ‖Y ‖ ≤ r + ε]
where ϕ1(·) and ϕ2(·) have been defined in the sketch of proof of Theorem 4.1. Here also
with slight abuse of notation, we shall refer both ϕ1(·) and ϕ2(·) by ϕ(·).
We at first bound |E [ϕ(Un,k)− ϕ(Y )]|. Similar to (27), we at first write
|E [ϕ(Un,k)− ϕ(Y )]| ≤
k∑
j=1
∣∣∣∣
∫
E
[
ϕ
(
Wn,j + n
− 1
2x
)]
ζj(x)dx
∣∣∣∣ =:
k∑
j=1
|Ij | ,
where
Ij =
∫
E
[
ϕ
(
Wn,j + n
− 1
2x
)]
ζj(x)dx.
From (28), we have
|Ij| =
∣∣∣∣
∫
E [Remn(Wn,j, x)] ζj(dx)
∣∣∣∣
≤ E
[∫
‖x‖≤n1/2ε/ log(ep)
|Remn(Wn,j, x)||ζj |(dx)
]
+ E
[∫
‖x‖>n1/2ε/ log(ep)
|Remn(Wn,j, x)||ζj |(dx)
]
=: Ij1 + Ij2
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Using the derivative bounds and stability properties in Lemma 2.1, we prove that
k∑
j=1
Ij1 ≤ e
C
2n3/2
∑
1≤j≤k
max
j1
∫
|x(j1)|3|ζj|(dx)
∑
j1,j2,j3
E[Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε}].
We now relate the bound above to P(r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε) for 1 ≤ j ≤ k using
the stability property of the derivative bounds in Lemma 2.1. Note that Un,j−1 has the
same number of summands as that of Sn. These steps avoid recursion (as was used in the
previous version of the paper) and represent the main deviation from the Banach space
proofs in Paulauskas and Racˇkauskas (1991).
6. Summary and Future Directions
In this paper, we proved non-uniform central limit theorems and large deviations for scaled
averages of independent high-dimensional random vectors based on dimension-free anti-
concentration inequalities. We further illustrated the usefulness of these results in the con-
text of post-selection inference for linear regression. All the proofs are based on Lindeberg
method which was an integral tool in Banach space CLTs. Using the stability property intro-
duced in Chernozhukov et al. (2017b), we obtained refinements for uniform as well as non-
uniform CLTs. It should be mentioned here that we credit Bentkus (1987), Bentkus and Racˇkauskas
(1990) for the proof of Theorem 4.1. In comparison to Chernozhukov et al. (2017b), we men-
tion that our setting is restrictive in the sense we consider l∞ balls while Chernozhukov et al.
(2017b) consider general sparsely convex sets.
In this work, we have presented the results in the simpler setting with independent
random vectors and l∞ balls. Extensions of these to dependent random vectors (in partic-
ular martingales) form an interestng future direction. Apart from the application in PoSI,
other areas of interest in terms of applications are bootstrap and high-dimensional vectors
with a specified group structure. Our results imply CLTs and large deviations to empiri-
cal processes which forms an interesting direction. See Norvaiˇsa and Paulauskas (1991) and
Chernozhukov et al. (2014) for some results.
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Appendix A: Proof of Theorem 2.1 and Theorem 2.2
A.1. A preliminary lemma
We start with a lemma about anti-concentration. A similar version of this lemma can be
found in Gine´ (1976).
Lemma A.1 (Lemma 2.5 of Gine´ (1976)). Let Z be a centered sample continuous Gaussian
process on a compact metric space S such that E
[
Z2(s)
] ≥ σ2 > 0 for every s ∈ S. Then,
for ε ≤ σ/2 and λ > 0,
P
(
λ− ε ≤ sup
s∈S
|Z(s)| ≤ λ+ ε
)
≤ 2εK(λ).
where
K(λ) := 2σ−1(2.6 + λ/σ).
Proof. We shall actually prove that
P
(
λ− ε ≤ sup
s∈S
Z(s) ≤ λ+ ε
)
≤ εK(λ). (33)
After proving (33) the result follows since{
λ− ε ≤ sup
s∈S
|Z(s)| ≤ λ+ ε
}
⊆
{
λ− ε ≤ sup
s∈S
Z(s) ≤ λ+ ε
}
∪
{
λ− ε ≤ sup
s∈S
−Z(s) ≤ λ+ ε
}
.
Now observe that
P
(
λ− ε ≤ sup
s∈S
Z(s) ≤ λ+ ε
)
= P
(
−ε ≤ sup
s∈S
(Z(s)− λ) ≤ ε
)
= P (∪s∈S {−ε ≤ (Z(s)− λ)} ∩ (∩s∈S {(Z(s)− λ) ≤ ε}))
≤ P
(⋃
s∈S
{
− ε
σ
≤ Z(s)− λ
σ(s)
}
∩
⋂
s∈S
{
Z(s)− λ
σ(s)
≤ ε
σ
})
= P
(
− ε
σ
≤ sup
s∈S
Z(s)− λ
σ(s)
≤ ε
σ
)
= P
(
λ− ε
σ
≤ sup
s∈S
Z(s)− λ
σ(s)
+
λ
σ
≤ ε+ λ
σ
)
Observe that the process ((Z(s)− λ) /σ(s) + λ/σ) has non negative mean and variance
identical to 1. So from the arguments from Gine´ (1976), we have
P
(
λ− ε ≤ sup
s∈S
Z(s) ≤ λ+ ε
)
≤
∫ σ−1(λ+ε)
σ−1(λ−ε)
f(x)dx
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where
f(x) ≤
{
2.6, if x ≤ 1,
x+ x−1, otherwiswe.
Now consider the following two cases (1) λ ≤ σ/2, (2) σ/2 ≤ λ. In case (1), σ−1(λ+ ε) ≤ 1
so, using f(x) ≤ 2.6, we have ∫ σ−1(λ+ε)
σ−1(λ−ε)
f(x)dx ≤ 5.2σ−1ε.
In case (2), we have f(x) ≤ 2.6 + x and so,∫ σ−1(λ+ε)
σ−1(λ−ε)
f(x)dx ≤ 5.2σ−1ε+ 1
2σ2
[
(λ+ ε)2 − (λ− ε)2
]
= 5.2σ−1ε+
2λε
σ2
= εK(λ).
This completes the proof.
A.2. Proof of Theorem 2.1
Proof of part (1): Let t0 ∈ S be the index such that
σ2max = Var(Y (t0)) = sup
t∈S
Var (Y (t)) .
It is clear that
P (‖Y ‖ ≥ r) ≥ P (|Y (t0)| ≥ r) .
Since Y (t0) ∼ N(0, σ2max), by Mill’s ratio (Gordon, 1941) we get that:
P (|Y (t0)| ≥ r) = P
( |Y (t0)|
σmax
≥ r
σmax
)
≥ (r/σmax)
1 + (r/σmax)2
1√
2π
exp
(
− r
2
2σ2max
)
.
If r ≥ σmax, then we claim that
(r/σmax)
1 + (r/σmax)2
1√
2π
exp
(
− r
2
2σ2max
)
≥ 1
2
√
2π
exp
(
− r
2
σ2max
)
. (34)
Since r/σmax ≥ 1, we have:
exp
(
r2
2σ2max
)
≥ 1 + r
2
2σ2max
≥ 1 + (r/σmax)
2
2r/σmax
,
proving (34). Thus, for r ≥ σmax,
P (|Y (t0)| ≥ r) ≥ 1
2
√
2π
exp
(
− r
2
σ2max
)
.
If r ≤ σmax, then
P (|Y (t0)| ≥ r) ≥ P (|Y (t0)| ≥ σmax) = 2Q(−1) > 1
4
≥ 1
4
exp
(
− r
2
σ2max
)
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where Q(·) is the distribution function of a standard Gaussian random variable. Therefore,
for all r ≥ 0,
P (‖Y ‖ ≥ r) ≥ min
{
1
4
,
1
2
√
2π
}
exp
(
− r
2
σ2max
)
=
1
2
√
2π
exp
(
− r
2
σ2max
)
.
Since 1/(2
√
2π) > 1/6, the result follows.
Proof of part (2): Let Q(x) = P [Z ≤ x] where Z is a standard Gaussian random variable
and we define Ψ(x) = 1−Q(x). Ehrhard’s inequality implies that for all convex Borel sets
A,C ⊂ B,
Q−1 [P [Y ∈ αA+ βC]] ≥ αQ−1 [P [Y ∈ A]] + βQ−1 [P [Y ∈ C]] (35)
when α, β ≥ 0 and α + β = 1. See, for example, Lata la (2002, Theorem 3.1) and Borell
(2003, Section 3). Denote q(r) := Q−1 [P [‖Y ‖ ≤ r]]. We now show that q(·) is a concave
function. Fix α, β > 0 such that α+ β = 1 and any r, s ∈ R+. From the definition of q(·)
q(αr + βs) = Q−1 [P [‖Y ‖ ≤ αr + βs]] .
Observe that if x ∈ αB‖·‖(0, r) + βB‖·‖(0, s), then ‖x‖ ≤ αr + βs from triangle inequality.
Hence
q(αr + βs) ≥ Q−1 [P [Y ∈ αB‖·‖(0, r) + βB‖·‖(0, s)]] .
Now the concavity of q(·) follows from (35). Let µ be the median of ‖Y ‖ or equivalently
q(µ) = 0. Set d1 = 4σ
−1
min(2.6 + µσ
−1
min). From Lemma A.1, we get that,
P (µ− δ ≤ ‖Y ‖ ≤ µ+ δ) ≤ d1δ, for all δ ≤ σmin/2. (36)
In order to prove (12) we at first prove that it is enough to assume the following five
conditions:
(i) ε ≤ r/4. (ii) µ+ ε ≤ r − ε. (iii) µ ≤ r − ε. (iv) q(r − ε) ≥ 1. (v) µ+ 1/(3d1) ≤ r.
From the proof of part (1), we have P [‖Y ‖ ≥ r] ≥ (2√2π)−1 exp (−r2/σ2max) for all
r > 0. Here σmax is the maximum variance of the coordinates. Now we verify the conditions
one by one.
Condition (i): Suppose ε > r/4. Then
P [‖Y ‖ ≥ r − ε] ≤ 1 ≤ 2
√
2π exp
(
r2
σ2max
)
P [‖Y ‖ ≥ r]
≤ 2
√
2π exp
(
4rε
σ2max
)
P [‖Y ‖ ≥ r] .
(37)
Condition (ii): Suppose ε ≤ r/4 and µ + ε > r − ε. We divide this case in the following
two sub cases. Observe that in this case r ≤ 2µ.
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Sub case (a): Here we assume ε ≥ 1/(6d1). In this case, we have
εr ≥ r
6d1
≥ r
2
12d1µ
⇒ r
2
σ2max
≤
(
12d1µ
σ2max
)
εr ≤ c2ε(r + 1),
for c2 = 12d1µσ
−2
max. So,
P (‖Y ‖ ≥ r − ε) ≤ 1 ≤ 2
√
2π exp
(
r2
σ2max
)
P (‖Y ‖ ≥ r)
≤ 2
√
2π exp (c2ε(r + 1))P (‖Y ‖ ≥ r) .
(38)
Sub case (b): Here we assume ε < 1/(6d1). As a consequence, we have
r ≤ µ+ 2ε ≤ µ+ 1
3d1
.
Now noting that 2σ−1min ≤ 3d1, we get from (36) that
P
[
µ ≤ ‖Y ‖ ≤ µ+ 1
3d1
]
≤ 1
3
.
As a consequence,
P [‖Y ‖ ≥ r] = 1− P (‖Y ‖ ≤ r)
≥ 1− P (‖Y ‖ ≤ µ)− P (µ ≤ ‖Y ‖ ≤ µ+ 1/(3d1)) ≥ 1− 1
2
− 1
3
=
1
6
.
So
P [‖Y ‖ ≥ r − ε] ≤ 1 ≤ 6P [‖Y ‖ ≥ r] ≤ 6 exp (ε(r + 1)) P (‖Y ‖ ≥ r) . (39)
Condition (iii): If (iii) fails then (ii) fails which is covered above.
Condition (iv): If (iv) fails then, q(r − ε) ≤ 1. Let r˜ := q−1(1). We have r ≤ r˜ + ε and
using ε ≤ r/4, we get r ≤ 4r˜/3. From Lemma 3.1 of Ledoux and Talagrand (2011), we get
P
(‖Y ‖ ≥ µ+ σmaxΨ−1(Ψ(1)/2)) ≤ Ψ(1) = P (‖Y ‖ ≥ r˜) .
The last equality above follows from the definition of r˜. Thus, r˜ ≤ µ + 1.5σmax. We now
divide the case in two sub cases.
Sub case (a): Here we assume ε ≥ 1/(10d˜), where d˜ := 4σ−1min(2.6+ r˜σ−1min). In this case we
have
r2
σ2max
≤ r
σ2max
(
4r˜
3
)
≤ rε
(
14r˜d˜
σ2max
)
≤ c3ε(r + 1),
for c3 := 14σ
−2
maxr˜d˜. So
P [‖Y ‖ ≥ r − ε] ≤ 1 ≤ 2
√
2π exp
(
r2
σ2max
)
P [‖Y ‖ ≥ r]
≤ 2
√
2π exp (c3ε(r + 1))P [‖Y ‖ ≥ r] .
(40)
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Sub case (b): If ε ≤ 1/(10d˜), then we have
P [‖Y ‖ ≥ r] ≥ 1− P (‖Y ‖ ≤ r˜)− P
(
r˜ ≤ ‖Y ‖ ≤ r˜ + 1/(10d˜)
)
≥ Ψ(1)− 0.1 ≥ 0.05.
So
P [‖Y ‖ ≥ r − ε] ≤ 1 ≤ 20P [‖Y ‖ ≥ r] ≤ 20 exp (rε)P (‖Y ‖ ≥ r) . (41)
Condition (v): If condition (v) fails, then
r ≤ µ+ 1/(3d1).
Since 2σ−1min ≤ 3d1, we get 1/(3d1) ≤ σmin/2 and so, by the bound (36), we get
P (‖Y ‖ ≤ r) ≤ P
(
‖Y ‖ ≤ µ+ 1
3d1
)
= P (‖Y ‖ ≤ µ) + P
(
µ ≤ ‖Y ‖ ≤ µ+ 1
3d1
)
=
1
2
+ P
(
µ ≤ ‖Y ‖ ≤ µ+ 1
3d1
)
≤ 1
2
+
1
3
.
Thus, 6P (‖Y ‖ ≥ r) ≥ 1 and so,
P (‖Y ‖ ≥ r − ε) ≤ 1 ≤ 6P (‖Y ‖ ≥ r) ≤ 6 exp (rε)P (‖Y ‖ ≥ r) . (42)
Combining inequalities (37), (38), (39), (40), (41) and (42), we get
P (‖Y ‖ ≥ r − ε) ≤ 20 exp (Φ4ε(r + 1))P (‖Y ‖ ≥ r) , (43)
where
Φ4 := max
{
1,
56(µ + 1.5σmax)(µ + 4.1σmax)
σ2maxσ
2
min
,
4
σ2max
}
Now that the result is proved if one of conditions (i) − (v) fail, we proceed to proving the
result under all the conditions (i)−(v). Take α = ε(r − µ)−1 and β = 1−α. From condition
(iii) we have 0 ≤ α ≤ 1. Observe that αµ+ βr = r − ε. Since q is concave, we have
q(r − ε) = q(αµ + βr) ≥ αq(µ) + βq(r) = βq(r) ⇒ q(r) ≤ β−1q(r − ε).
Using this inequality along with the definition of q(·), we get that
P (‖Y ‖ ≥ r − ε) = Ψ (q(r − ε))
=
P (‖Y ‖ ≥ r)
Ψ(q(r))
Ψ(q(r − ε)) ≤ Ψ(q(r − ε))
Ψ(β−1q((r − ε)))P (‖Y ‖ ≥ r) .
Note from Mill’s ratio (Gordon, 1941) that for t ≥ 1,
1
2t
1√
2π
exp
(
− t
2
2
)
≤ t
1 + t2
1√
2π
exp
(
− t
2
2
)
≤ Ψ(t) ≤ 1
t
1√
2π
exp
(
− t
2
2
)
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From condition (iv), q(r − ε) ≥ 1 and so, β−1q(r − ε) ≥ 1. As a consequence
Ψ(q(r − ε))
Ψ (β−1q(r − ε)) ≤
2
β
exp
(−q2(r − ε)/2)
exp (−β−2q(r − ε)2/2) =
2
β
exp
(
q2(r − ε)
2
(
1
β2
− 1
))
. (44)
Now we prove that β ≥ 1/2. We have
β − 1
2
=
1
2
− ε
r − µ =
r − µ− 2ε
2(r − µ) ≥ 0
from condition (ii) and (iii). Plugging this in (44) we have
Ψ(q(r − ε))
Ψ (β−1q(r − ε)) ≤ 4 exp
(
q2(r − ε)
2
(
1
β2
− 1
))
. (45)
So it is enough to bound
exp
(
q2(r − ε)
2
(
1
β2
− 1
))
.
From condition (iii) we know r− ε ≥ µ. Since q is a concave function, µ > 0 and q(µ) = 0,
we have
q(r − ε) ≤ q′(µ)(r − ε) ≤ q′(µ)r. (46)
Since Q(q(r)) = P (‖Y ‖ ≤ r) , we get that
Q′(q(r))q′(r) =
d
dr
P (‖Y ‖ ≤ r)
Substituting r = µ in this equation, we get
1√
2π
q′(µ) = lim
δ→0
1
2δ
P (µ− δ ≤ ‖Y ‖ ≤ µ+ δ) ≤ d1
2
,
where the last inequality follows from inequality (36). This implies that q′(µ) ≤ √2πd1/2.
Thus using (46), we obtain
q2(r − ε)
(
1
β2
− 1
)
≤ 1
2
πd21r
2
(
1− β2
β2
)
≤ 2πd21r2
(
1− β2)
= 2πd21r
2
(
1− 1− ε
2
(r − µ)2 + 2
ε
r − µ
)
≤ 4πd21rε
(
r
r − µ
)
.
Note from condition (v) that
r
r − µ = 1 +
µ
r − µ ≤ 1 + 3d1µ.
Thus,
q2(r − ε)
2
(
1
β2
− 1
)
≤ 2πd21(1 + 3d1µ)ε(r + 1).
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Plugging this in (45), we have
P [‖Y ‖ ≥ r − ε] ≤ 4 exp (2πd21(1 + 3d1µ)(r + 1)ε)P [‖Y ‖ ≥ r] .
Combining this with inequality (43) that holds if one of conditions (i) − (v) fail, we get
P (‖Y ‖ ≥ r − ε) ≤ 20 exp (Φ4(r + 1)ε)P (‖Y ‖ ≥ r) ,
where Φ4 is redefined as
Φ4 := max
{
1,
56(µ + 1.5σmax)(µ + 4.1σmax)
σ2maxσ
2
min
, 2πd21(1 + 3d1µ),
4
σ2max
}
.
Since
1 + 3d1µ = 1 + 12σ
−1
min(2.6 + µσ
−1
min)µ ≤ 1 + 32σ−1minµ+ 12µ2σ−2min,
the result follows.
Proof of part (3): We follow the notation from the proof of part (2) and consider two
cases:
(i) q(r − ε) ≤ 1, and (ii) q(r − ε) ≥ 1.
Under case (i), P(‖Y ‖ ≥ r−ε) ≥ Ψ(1) and r−ε ≤ r˜ ≤ µ+1.5σmax. Here r˜ = q−1(1). Recall
the function K(·) from Lemma A.1. Also, from Lemma A.1, it follows that for ε ≤ σmin/4,
P (r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ P ((r − ε)− 2ε ≤ ‖Y ‖ ≤ (r − ε) + 2ε)
≤ K(r − ε)4ε ≤ 4K(µ + 1.5σmax)ε(r + 1)
≤ 4K(µ+ 1.5σmax)ε(r + 1)P (‖Y ‖ ≥ r − ε)
Ψ(1)
.
Thus, for r satisfying q(r − ε) ≤ 1 and ε ≤ σmin/4,
P (r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ 4K(µ + 1.5σmax)
Ψ(1)
ε(r + 1)P (‖Y ‖ ≥ r − ε) . (47)
If ε ≥ σmin/4, then
P (r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ P (‖Y ‖ ≥ r − ε) ≤ 4ε(r + 1)
σmin
P (‖Y ‖ ≥ r − ε) . (48)
In order to verify (13) under case (ii), note that for any z ≥ 0,
Q(q(z)) = P (‖Y ‖ ≤ z) ⇒ Q′(q(z))q′(z) = p(z),
where p(z) represents the density of ‖Y ‖. Since Q represents the distribution function of a
standard normal random variable, we get
p(z) =
q′(z)√
2π
exp
(
−q
2(z)
2
)
.
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So,
P (‖Y ‖ ≥ r − ε) =
∫ ∞
r−ε
q′(z)√
2π
exp
(
−q
2(z)
2
)
dz
=
∫ ∞
q(r−ε)
1√
2π
exp
(
−y
2
2
)
dy
≥ 1
2
√
2π q(r − ε) exp
(
−q
2(r − ε)
2
)
,
where the last inequality follows from Mill’s ratio and the fact that under case (ii), q(r−ε) ≥
1. Since q(·) is increasing,
q(r − ε) ≥ 1 ⇒ r − ε ≥ q−1(1) ≥ q−1(0) = µ.
Since q(·) is concave, this implies that q′(r − ε) ≤ q′(µ). Thus, for all z ≥ r − ε,
p(z)
q′(µ)
=
q′(z)√
2πq′(µ)
exp
(
−q
2(z)
2
)
≤ 1√
2π
exp
(
−q
2(z)
2
)
≤ 2q(r − ε)P (‖Y ‖ ≥ r − ε) .
Summarizing the inequalities above, we obtain
p(z) ≤ 2q′(µ)q(r − ε)P (‖Y ‖ ≥ r − ε) .
Using concavity of q(·) and the fact q(µ) = 0, we get q(z) ≤ q′(µ)(z − µ) ≤ q′(µ)z and so,
p(z) ≤ 2 (q′(µ))2 zP (‖Y ‖ ≥ r − ε) , for all z ≥ r − ε.
Observe now that
P (r − ε ≤ ‖Y ‖ ≤ r + ε) =
∫ r+ε
r−ε
p(z)dz ≤ 2 (q′(µ))2 P (‖Y ‖ ≥ r − ε) (2rε)
≤ 4 (q′(µ))2 ε(r + 1)P (‖Y ‖ ≥ r − ε) (49)
Combining inequalities (47), (48) and (49), we get for all r ≥ 0 and ε ≥ 0,
P (r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ max
{
4K(µ+ 1.5σmax)
Ψ(1)
,
4
σmin
, 4(q′(µ))2
}
ε(r+1)P (‖Y ‖ ≥ r − ε) .
Since q′(µ) =
√
2πp(µ) ≤ √2πK(µ), and using the form of K(λ) from Lemma A.1 the result
follows.
Banerjee et al./Crame´r-type large deviation in high dimensions 34
A.3. Proof of Theorem 2.2
Note that it is enough to prove
lim sup
ε→0
rmP(r − ε ≤ ‖Y ‖ ≤ r + ε)
ε
≤ ΦAC,m for all m ≥ 0, r ≥ 0. (50)
Take ε ≤ min{σmin/2, µ/4}. By Lemma S.1.1, we get
P(r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ 4ε
σ2min
(2.6σmin + r).
If r ≤ 3(µ+ σmax) then for any m ≥ 0
rmP(r − ε ≤ ‖Y ‖ ≤ r + ε)
ε
≤ 3
m+1(µ+ σmax)
m(2σmax + µ)
σ2min
≤ 3
m+1(µ + 2σmax)
m+1
σ2min
.
(51)
If r > 3(µ+ σmax), then from ε ≤ min{σmin/2, µ/4} we get that
r − ε− µ ≥ r/3 + 2r/3 − 5µ/4
> r/3 + 2µ + 2σmax − 5µ/4 > r/3 + 3(µ+ σmax)/4.
Therefore,
P(‖Y ‖ ≥ r − ε) = P(‖Y ‖ − µ ≥ r − ε− µ)
≤ P(‖Y ‖ − µ ≥ r/3 + 3(µ + σmax)/4)
≤ 2 exp
(
−(r/3 + 3(µ + σmax)/4)
2
2σ2max
)
,
where the last inequality follows from Lemma 3.1 of Ledoux and Talagrand (2011). We
know from Theorem 2.1 part (3) that
P(r − ε ≤ ‖Y ‖ ≤ r + ε) ≤ Φ2ε(r + 1)P(‖Y ‖ ≥ r − ε),
and hence
rmP(r − ε ≤ ‖Y ‖ ≤ r + ε)
ε
≤ rmΦ2(r + 1)P (‖Y ‖ − µ ≥ r/3 + 3(µ + σmax)/4)
≤ 2Φ2rm(r + 1) exp
(
− r
2
18σ2max
)
exp
(
−9(µ+ σmax)
2
32σ2max
)
≤ 2
[
Φ2 exp
(
−9(µ+ σmax)
2
32σ2max
)]
×
[
rm(r + 1) exp
(
− r
2
18σ2max
)]
.
Since Φ2 ≤ Cmax{(µ+σmax)/σ2min, (µ+σmax)2/σ4min} for some universal constant 0 < C <
∞, we get that
Φ2 exp
(
−9(µ + σmax)
2
32σ2max
)
≤ Cσ
2
max(1 + σmin)
σ4min
,
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for some other universal constant C > 0. Further a similar argument implies
rm(r + 1) exp
(
− r
2
18σ2max
)
≤ Cm(σmmax + σm+1max ),
for some constant 0 < Cm <∞ depending only on m. Therefore if r > 3(µ + σmax) then
rmP(r − ε ≤ ‖Y ‖ ≤ r + ε)
ε
≤ Cmσ
m+2
max (1 + σmax)
2
σ4min
,
for some constant Cm > 0 depending only on m. Combining this inequality with (51), we
get
rmP(r − ε ≤ ‖Y ‖ ≤ r + ε)
ε
≤ max
{
3m+1(µ + 2σmax)
m+1
σ2min
, Cm
σm+2max (1 + σmax)
2
σ4min
}
,
for ε ≤ min{σmin/2, µ/4}. This completes the proof of (50) and of the result.
Appendix B: Proof of Lemma 2.1
Define for any x ∈ Rp, zx = (x⊤ : −x⊤)⊤. The softmax function satisfies
max
j
|x(j)| ≤ Fβ(zx) ≤ max
j
|x(j)| + log(2p)
β
for any z ∈ Rp.
Thus if |x(j)| ≤ r for all 1 ≤ j ≤ p then
Fβ(zx − r12p) ≤ max
1≤j≤p
max{x(j) − r,−x(j) − r}+ log(2p)
β
≤ log(2p)
β
=
ε
2
,
and hence Fβ(zx − r12p)− ε/2 ≤ 0 which in turn implies that
ϕ(x) = 1 since g0(t) = 1 for t ≤ 0.
On the other hand if |x(j)| > r + ε for some 1 ≤ j ≤ p then
Fβ(zx − r12p) ≥ max
1≤j≤p
max{x(j) − r,−x(j) − r} > ε ⇒ 2
ε
(
Fβ(zx − r12p)− ε
2
)
≥ 1,
which in turn implies that
ϕ(x) = 0 since g0(t) = 0 for t ≥ 1.
This completes the proof of first statement. The remaining two statements can be easily
verified by direct calculation. See Chernozhukov et al. (2013, Appendix A) for details.
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Appendix C: Proofs of Theorems 3.1 and 3.2
C.1. Preliminary Result
Define
∆n,m(r) = max
1≤k≤n
rm|P(‖Un,k‖ ≤ r)− P(‖Un,0‖ ≤ r)|.
In this section, we prove a general bound for ∆n,m(r) for a fixed r. The uniform and non-
uniform CLTs follow by massaging this result.
Lemma C.1. Fix r, ε > 0 and m ≥ 0 such that r ≥ 4ε if m > 0. Then
∆n,m(r) ≤ e
2CC3ε
−3 [2ΦAC,mε+ 4
mδn,m]Ln
n1/2
+
eCC3ε
−3rm
2n3/2
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P(‖Yj‖ > n1/2ε/ log(ep))
+ C2ε
−2rmMn(ε) + ΦAC,mε,
where C2 := C0 log(ep) and C3 := C0 log
2(ep).
Proof. By the use of smoothing lemma, we get
∆n,m(r) ≤ max
1≤k≤n
max
j=1,2
rm|E [ϕj(Un,k)− ϕj(Un,0)] |+ rmP (r − ε ≤ ‖Un,0‖ ≤ r + ε) , (52)
where ϕ1(x) = ϕr,ε(x) and ϕ2(x) = ϕr−ε,ε(x). From now we write ϕ to represent either ϕ1
or ϕ2. It is clear that for any 1 ≤ k ≤ n, we have
|E[ϕ(Un,k)− ϕ(Un,0)]| ≤
k∑
j=1
|E [ϕ(Un,j)− ϕ(Un,j−1)]|
≤
k∑
j=1
∣∣∣E [ϕ(Wn,j + n−1/2Xj)− ϕ(Wn,j + n−1/2Yj)]∣∣∣
≤
k∑
j=1
∣∣∣∣
∫
E[ϕ(Wn,j + n
−1/2x)dζj(x)]
∣∣∣∣ .
By Taylor series expansion, we get that
ϕ(Wn,j + n
−1/2x) = ϕ(Wn,j) + n
−1/2x⊤∇ϕ(Wn,j) + 1
2n
x⊤∇2ϕ(Wn,j)x+Remn(Wn,j, x).
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Combining above inequalities with Equation (8)
|E[ϕ(Un,k)− ϕ(Un,0)]| ≤
k∑
j=1
∣∣∣∣
∫
E [Remn(Wn,j, x)] dζj(x)
∣∣∣∣
≤
k∑
j=1
∣∣∣∣E
∫
1{x ∈ E}Remn(Wn,j , x)dζj(x)
∣∣∣∣
+
k∑
j=1
∣∣∣∣E
∫
1{x ∈ Ec}Remn(Wn,j, x)dζj(x)
∣∣∣∣ = I+ II,
(53)
where E := {‖x‖∞ ≤ n1/2ε/log(ep)} . To bound I, observe that
Remn(Wn,j, x) =
1
2
p∑
j1,j2,j3=1
x(j1)x(j2)x(j3)
n3/2
∫ 1
0
(1− t)2∂j1,j2,j3ϕ(Wn,j + tn−1/2x)dt.
Noting the support of ϕ is {r−ε ≤ ‖x‖ ≤ r+ε}, |∂j1,j2,j3ϕ(Wn,j+tn−1/2x)| ≤ Dj1j2j3(Wn,j+
tn−1/2x) and the stability property of Dj1j2j3 we get that
|Remn(Wn,j, x)|1{x ∈ E}
≤ 1
2n3/2
p∑
j1,j2,j3=1
|x(j1)x(j2)x(j3)|
∫ 1
0
Dj1j2j3(Wn,j + tn
−1/2x)1{|‖Wn,j + tn−1/2x‖ − r| ≤ ε, x ∈ E}dt
≤ e
C
2n3/2
p∑
j1,j2,j3=1
|x(j1)x(j2)x(j3)|Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ ε+ ε/ log(ep), x ∈ E},
which implies that
I ≤ e
C
2n3/2
∑
1≤j≤k,
1≤j1,j2,j3≤p
∫
x∈E
|x(j1)x(j2)x(j3)||ζj |(dx)E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε}]
≤ e
C
2n3/2
∑
1≤j≤k,
1≤j1,j2,j3≤p
max
1≤j4≤p
∫
|x(j4)|3|ζj|(dx)E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε}]
≤ e
C
2n3/2
∑
1≤j≤k
max
1≤j1≤p
∫
|x(j1)|3|ζj |(dx)
∑
1≤j1,j2,j3≤p
E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε}] .
We will now relate the right hand side in terms of ∆n,m(r). Observe that for any 1 ≤ j ≤ k,
E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε}] = E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε, Yj ∈ E}]
+ E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε, Yj ∈ Ec}] .
If Yj ∈ E and r − 2ε ≤ ‖Wn,j‖ ≤ r + 2ε then r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε, and
e−CDj1j2j3(Wn,j + n
−1/2Yj) ≤ Dj1j2j3(Wn,k) ≤ eCDj1j2j3(Wn,j + n−1/2Yj).
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Since Wn,j + n
−1/2Yj = Un,j−1, we get
E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε, Yj ∈ E}]
≤ eCE [Dj1j2j3(Un,j−1)1{r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε}]
≤ eCE [Dj1j2j3(Un,j−1)1{r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε}]
Summing over 1 ≤ j1, j2, j3 ≤ p we get∑
1≤j1,j2,j3≤p
E [Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε, Yj ∈ E}]
≤ eC
∑
1≤j1,j2,j3≤p
E [Dj1j2j3(Un,j−1)1{r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε}]
≤ eCmax
z
∑
1≤j1,j2,j3≤p
Dj1j2j3(z)P (r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε)
≤ eCC3ε−3P (r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε) .
The probability on the right hand side can be approximated by P(r−3ε ≤ ‖Un,0‖ ≤ r+3ε)
using the definition of δn,m:
P(r − 3ε ≤ ‖Un,j−1‖ ≤ r + 3ε) ≤ P (r − 3ε ≤ ‖Un,0‖ ≤ r + 3ε)
+ δn,m[(r − 3ε)−m + (r + 3ε)−m]
≤ 3ΦAC,mε
rm
+
2δn,m
(r − 3ε)m ≤
3ΦAC,mε
rm
+
4m2δn,m
rm
.
To bound E[Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε, Yj ∈ Ec}], we note that∑
1≤j1,j2,j3≤p
E[Dj1j2j3(Wn,j)1{|‖Wn,j‖ − r| ≤ 2ε, Yj ∈ Ec}]
≤ max
z
∑
1≤j1,j2,j3≤p
Dj1j2j3(z)P(Yj ∈ Ec) ≤ C3ε−3P(Yj ∈ Ec).
Combining the bounds above, we get
I ≤ e
2CC3ε
−3
n3/2
[
2ΦAC,mε
rm
+
4mδn,m
rm
] ∑
1≤j≤k
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)
+
eCC3ε
−3
2n3/2
∑
1≤j≤k
max
1≤j1≤p
∫
|x(j1)|3|ζj |(dx)P(Yj ∈ Ec).
We now bound II in (53). For this, we use the bound
|Remn(Wn,j, x)| ≤ C2ε
−2‖x‖2
n
,
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and get
II ≤
k∑
j=1
E
[∫
C2ε
−2‖x‖2
n
1{x ∈ Ec}|ζj |(dx)
]
≤ C2ε
−2
n
k∑
j=1
∫
‖x‖21{x ∈ Ec}|ζj |(dx).
Collecting the bounds above and recalling the smoothing inequality (52), we get
∆n,m(r) ≤ e
2CC3ε
−3 [2ΦAC,mε+ 4
mδn,m]
n3/2
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj |(dx)
+
eCC3ε
−3rm
2n3/2
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj |(dx)P(Yj ∈ Ec)
+
C2ε
−2rm
n
n∑
j=1
∫
‖x‖21{x ∈ Ec}|ζj |(dx) + ΦAC,mε.
The result is proved.
C.2. Proof of Theorem 3.1
From Lemma C.1, we get
∆n,m(r) ≤ e
2CC3ε
−3 [2ΦAC,0ε+ δn,m]Ln
n1/2
+
eCC3ε
−3
2n3/2
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P(‖Yj‖ > n1/2ε/ log(ep))
+ C2ε
−2Mn(ε) + ΦAC,0ε.
Since δn,m = supr≥0∆n,m(r), we get
δn,m ≤ e
2CC3ε
−3 [2ΦAC,0ε+ δn,m]Ln
n1/2
+ C2ε
−2Mn(ε) + ΦAC,0ε
+
eCC3ε
−3
2n3/2
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj |(dx)P(‖Yj‖ > n1/2ε/ log(ep)).
Choosing ε = εn such that
e2CC3ε
−3
n Ln
n1/2
=
1
2
⇔ εn =
(
2e2CC3Ln
n1/2
)1/3
,
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we get
δn,m ≤ δn,m
2
+
2e2CC3ΦAC,0ε
−2
n Ln
n1/2
+ C2ε
−2
n Mn(εn) + ΦAC,0εn
+
1
4eCnLn
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P
(
‖Yj‖ > n1/2εn/ log(ep)
)
≤ 1
2
δn,m +ΦAC,0εn + C2ε
−2
n Mn(εn) + ΦAC,0εn
+
1
4eCnLn
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P
(
‖Yj‖ > n1/2εn/ log(ep)
)
.
Simplifying this inequality, we get
δn,m ≤ 4ΦAC,0εn + 2C2ε−2n Mn(εn)
+
1
2eCnLn
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj |(dx)P
(
‖Yj‖ > n1/2εn/ log(ep)
)
.
(54)
To bound the last term, consider two cases:
(i)
n1/2εn
log(ep)
≤ 2µj and (ii) n
1/2εn
log(ep)
> 2µj .
1. In case (i), we have
1 ≤ 2µj log
1/3(ep)
n1/3(2e2CC0Ln)1/3
.
This implies that
P(‖Yj‖ > n1/2εn/ log(ep)) ≤ 1 ≤ 2µj log
1/3(ep)
n1/3(2e2CC0Ln)1/3
.
2. In case (ii), we have
n1/2εn
log(ep)
≥ n
1/2εn
2 log(ep)
+ µj,
and so using ex ≥ √2x (or equivalently e2x ≥ 2x), we get
P
(
‖Yj‖ > n1/2εn/ log(ep)
)
≤ P
(
‖Yj‖ ≥ µj + n
1/2εn
2 log(ep)
)
≤ exp
(
− nε
2
n
8 log2(ep)σ2j
)
≤ exp
(
−n
2/3(2e2CC0Ln)
2/3
8σ2j log
2/3(ep)
)
≤ 2−1/2
(
8σ2j log
2/3(ep)
n2/3(2e2CC0Ln)2/3
)1/2
≤ 2σj log
1/3(ep)
n1/3(2e2CC0Ln)1/3
.
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Here the second inequality follows from Lemma 3.1 of Ledoux and Talagrand (2011).
Combining cases (i) and (ii), we get
P
(
‖Yj‖ > n1/2εn/ log(ep)
)
≤ 2(µj + σj) log
1/3(ep)
n1/3(2e2CC0Ln)1/3
for all 1 ≤ j ≤ n,
and hence
1
2eCnLn
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P
(
‖Yj‖ > n1/2εn/ log(ep)
)
≤ 1
2eCnLn
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)2(µj + σj) log
1/3(ep)
n1/3(2e2CC0Ln)1/3
≤ log
1/3(ep)
n1/3Ln(2e5CC0Ln)1/3

 1
n
n∑
j=1
(µj + σj) max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)

 .
Substituting this bound in (54), we have
δn,m ≤ 4ΦAC,0εn + 2C2ε−2n Mn(εn)
+
log1/3(ep)
n1/3Ln(2e5CC0Ln)1/3

 1
n
n∑
j=1
(µj + σj) max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)


Thus the result follows.
C.3. Proof of Theorem 3.2
Define
εn,m :=
(
22m+1e2CC0 log
2(ep)Ln
n1/2
)1/3
= 22m/3εn.
Fix ε, rn,m > 0. Recall
δn,m = sup
r≥0
∆n,m(r) = max
{
sup
r≤4εn,m
∆n,m(r), sup
4εn,m<r<rn,m
∆n,m(r), sup
r≥rn,m
∆n,m(r)
}
.
Define r⋆ as the maximizing radius, that is, δn,m = ∆n,m(r
⋆). If r⋆ < 4εn,m, then
δn,m = sup
0≤r<4εn,m
∆n,m(r).
We now prove that for 0 ≤ r ≤ 4εn,m
∆n,m(r) ≤ ∆n,m(4εn,m) + 22m+1εm+1n,m ΦAC,0. (55)
Banerjee et al./Crame´r-type large deviation in high dimensions 42
Firstly note that ∆n,m(r) ≤ 4mεmn,m∆n,0(r). Thus it is enough to prove that ∆n,0(r) ≤
∆n,0(4εn,m) + 2ΦAC,0εn,m. Recall that
∆n,0(r) = max
1≤k≤n
|P(‖Un,k‖ ≤ r)− P(‖Un,0‖ ≤ r)|.
For any 1 ≤ k ≤ n if P(‖Un,k‖ ≤ r) ≤ P(‖Un,0‖ ≤ r) then by monotonocity of r 7→
P(‖Un,0‖ ≤ r) it follows that
P(‖Un,k‖ ≤ r) ≤ P(‖Un,0‖ ≤ r) ≤ P(‖Un,0‖ ≤ 4εn,m) ≤ 2εn,mΦAC,0.
Under this case ∆n,0(r) ≤ 2εn,mΦAC,0. If, otherwise, P(‖Un,k‖ ≤ r) > P(‖Un,0‖ ≤ r) then
∆n,0(r) ≤ max
1≤k≤n
P(‖Un,k‖ ≤ r)− P(‖Un,0‖ ≤ r)
≤ max
1≤k≤n
P(‖Un,k‖ ≤ 4εn,m)− P(‖Un,0‖ ≤ 4εn,m) + P(r ≤ ‖Un,0‖ ≤ 4εn,m)
≤ ∆n,0(4εn,m) + 2εn,mΦAC,0.
This completes the proof of (55). Therefore,
δn,m = sup
0≤r<4εn,m
∆n,m(r) ≤ (4εn,m)m max
0≤r<4εn,m
∆n,0(r)
≤ ∆n,m(4εn,m) + 22m+1εm+1n,m ΦAC,0.
(56)
where εn is the quantity defined in Theorem 3.1. If 4εn,m ≤ r⋆ < rn,m, then we have
δn,m = sup
4εn,m≤r<rn,m
∆n,m(r),
and hence Lemma C.1 implies
δn,m ≤
e2CC3ε
−3
n,m [2ΦAC,mεn,m + 4
mδn,m]Ln
n1/2
+
eCC3ε
−3
n,mr
m
n,m
2n3/2
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P(‖Yj‖ > n1/2εn,m/ log(ep))
+ C2ε
−2
n,mr
m
n,mMn(εn,m) + ΦAC,mεn,m.
The choice of εn,m is made so that e
2CC3ε
−3
n,m/n
1/2 = 2−2m−1/Ln and hence
δn,m ≤ 2ΦAC,mεn,m + 4
mδn,m
22m+1
+ C2ε
−2
n,mr
m
n,mMn(εn,m) + ΦAC,mεn,m
+
rmn,m
Ln4m+1eC
1
n
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P(‖Yj‖ > n1/2εn,m/ log(ep)).
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Simplifying this inequality, we get
δn,m ≤ 2(1 + 4−m)ΦAC,mεn,m + 2C2ε−2n,mrmn,mMn(εn,m)
+
2rmn,m
Ln4m+1eC
1
n
n∑
j=1
max
1≤j1≤p
∫
|x(j1)|3|ζj|(dx)P(‖Yj‖ > n1/2εn,m/ log(ep)).
Following the proof of Theorem 3.1, we obtain
P(‖Yj‖ > n1/2εn,m/ log(ep)) ≤
(
2µj log(ep)
n1/2εn,m
)m+1
+
(
m+ 1
2e
)(m+1)/2(8σ2j log2(ep)
nε2n,m
)(m+1)/2
≤
(
2µj log(ep)
n1/2εn,m
)m+1
+
(
4(m+ 1)
e
)(m+1)/2 (σj log(ep)
n1/2εn,m
)m+1
≤
[
(2µj)
m+1 + (σj
√
4(m+ 1)/e)m+1
]( log(ep)
n1/2εn,m
)m+1
≤ 2m+1
[
µm+1j + σ
m+1
j
(
m+ 1
e
)(m+1)/2]( log1/3(ep)
n1/3(22m+1e2CC0Ln)1/3
)m+1
.
Therefore, if 4εn,m ≤ r⋆ ≤ rn,m then
δn,m ≤ 2(1 + 4−m)ΦAC,mεn,m + 2C2ε−2n,mrmn,mMn(εn,m)
+
rmn,mL¯n,m
Ln2meC
(
log(ep)
n(22m+1e2CC0Ln)
)(m+1)/3 (57)
Finally, if r⋆ ≥ rn,m, then
δn,m ≤ sup
r≥rn,m
max
1≤k≤n
rm|P(‖Un,k‖ ≥ r)− P (‖Un,0‖ ≥ r) |
≤ sup
r≥rn,m
max
0≤k≤n
rmP(‖Un,k‖ ≥ r).
(58)
Combining the cases (56), (57) and (58), we get
δn,m ≤ 22m2/3+8m/3+1εm+1n ΦAC,0 + (22m/3+1 + 2)ΦAC,mεn
+
2C0 log(ep)r
m
n,mMn(2
2m/3εn)
ε2n
+
rmn,mL¯n,m
Ln2meC
(
log(ep)
n(22m+1e2CC0Ln)
)(m+1)/3
+ sup
r≥rn,m
max
0≤k≤n
rmP(‖Un,k‖ ≥ r).
Appendix D: Proofs of Corollaries 3.1 and 3.2
The following result provides a dimension-free bound on δn,0 and shows bounds on Mn(εn).
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Proposition D.1. If the random vectors X1, . . . ,Xn ∈ Rp satisfy
1
n
n∑
i=1
E [‖Xi‖q] ≤ qq/αBqp,n, for all q ≥ 2,
for some 0 < α ≤ 2 and 0 < Bp,n <∞, then for
n ≥
(
23/α−1e3/α−2C
C0Ln
)
×max{Bp,n, Cp,n}3 log(ep), (59)
where Cp,n := 8πe
1/e(µ(n) + σ(n)), µ(n) := max1≤i≤n µi and σ(n) := max1≤i≤n σi, we obtain
δn,0 ≤ 3e2C/3C1/30 (L1/3n + 6L−2/3n )
ΦAC,0 log
2/3(ep)
n1/6
+
log1/3(ep)L¯n
n1/3Ln(2e5CC0Ln)1/3
+
(
2C0n
L2n log(ep)
)1/3 [
CαB
2
p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
+ C2C2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
2/3
4C2p,ne
)]
.
for some constant Cα depending only on α.
Proof. To start with, note that
Mn(εn) ≤ 1
n
n∑
i=1
E
[
‖Xi‖21{‖Xi‖ > n1/2εn/ log(ep)}+ ‖Yi‖21{‖Yi‖ > n1/2εn/ log(ep)}
]
.
For any t > 0 note that for any q > 0,
1
n
n∑
i=1
E
[‖Xi‖21{‖Xi‖ > t}] ≤ 1
n
n∑
i=1
E[‖Xi‖q+2]
tq
≤ (q + 2)
(q+2)/αBq+2p,n
tq
≤ B
2
p,n(q + 2)
(q+2)/α
(t/Bp,n)q
.
If t/Bp,n ≥ (2e)1/α, then taking q = (t/Bp,n)α/e− 2 we get
1
n
n∑
i=1
E
[‖Xi‖21{‖Xi‖ > t}] ≤ t2 exp
(
−(t/Bp,n)
α
αe
)
≤ CαB2p,n exp
(
−(t/Bp,n)
α
2αe
)
,
for some constant Cα depending only on α.
Assumption (59) implies that t = n1/2εn/ log(ep) = (2ne
2CC0Ln/ log(ep))
1/3 satisfies
t/Bp,n ≥ (2e)1/α and hence
1
n
n∑
i=1
E
[
‖Xi‖21{‖Xi‖ > n1/2εn/ log(ep)}
]
≤ CαB2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
.
(60)
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Next, note that for every t > 0, we have from Lemma 3.1 of Ledoux and Talagrand
(2011)
P
(∣∣||Yi|| − µi∣∣ > t) ≤ 2 exp
(
− t
2
2σ2i
)
.
Hence, for every q > 0, we have:
E
[∣∣||Yi|| − µi∣∣q] ≤ 2
∫ ∞
0
qtq−1 exp
(
− t
2
2σ2i
)
dt
= qσi
√
2π E|N(0, σ2i )|q−1
≤ qσi
√
2π
(
σie
1/e
√
q − 1
)q−1
≤
√
2πe(q−1)/eσqi q
(q+1)/2
≤
√
2πe(q−1)/e(2σi)
qqq/2.
Hence,
1
n
n∑
i=1
E [||Yi||q] ≤
√
2π22qeq/eqq/2
1
n
n∑
i=1
(µqi + σ
q
i )
≤ Cqp,nqq/2,
Hence, by assumption (59), we have
1
n
n∑
i=1
E
[
‖Yi‖21{‖Yi‖ > n1/2εn/ log(ep)}
]
≤ C2C2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
2/3
4C2p,ne
)
(62)
for some universal constant C2 . Combining (60) and (62), we have:
Mn(εn)
≤ CαB2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
+ C2C2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
2/3
4C2p,ne
)
.
Proposition D.1 now follows from Theorem 3.1.
The following preliminary lemma is required for the proofs.
Lemma D.1. Let X = (X(1), . . . ,X(p)) be an Rp valued random variable. Suppose that
there exists a constant 0 ≤ Kp <∞, such that
max
1≤j≤p
‖X(j)‖ψα ≤ Kp
for some α ≥ 0. Then, for all q ≥ 1, we have:
E ‖X‖q∞ ≤ Kqp
(
21/q
(
6q
eα
)1/α
+ 21/α(log p)1/α
)q
. (65)
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Moreover, for α ≥ 1, we have
E exp
[
‖X‖∞
31/α(log 2)(1−α)/αKp
(
1 + (log p)1/α
)
]
≤ 2. (66)
Proof. We prove (66) first. Fix 1 ≤ j ≤ p. Since ‖X(j)‖ψα ≤ Kp and ψα is increasing, we
have
Eψα
( |X(j)|
Kp
)
≤ 1.
Hence, by an application of Markov’s inequality, we have for all t ≥ 0 :
P
(
|X(j)| ≥ Kpt1/α
)
≤ Eψα (|X(j)|/Kp) + 1
ψα
(
t1/α
)
+ 1
≤ 2e−t. (67)
It follows from (67) and an union bound, that for all t ≥ 0,
P
(
‖X‖∞ ≥ Kp(t+ log p)1/α
)
≤ 2e−t.
Since α ≥ 1, (t+ log p)1/α ≤ t1/α + (log p)1/α. Hence, for all t ≥ 0,
P
(
‖X‖∞ −Kp(log p)1/α ≥ Kpt1/α
)
≤ 2e−t. (68)
Define
W :=
(
‖X‖∞ −Kp(log p)1/α
)
+
.
Then it follows from (68), that for all t ≥ 0,
P
(
W ≥ Kpt1/α
)
≤ 2e−t. (69)
Hence, we have from (69),
E
[
exp
(
Wα
3Kαp
)
− 1
]
=
∫ ∞
0
P
(
exp
(
Wα
3Kαp
)
− 1 ≥ t
)
dt
=
∫ ∞
0
P
(
W ≥ Kp (3 log(1 + t))1/α
)
dt
≤ 2
∫ ∞
0
(1 + t)−3dt = 1.
Hence, ‖W‖ψα ≤ 31/αKp. Consequently,
‖‖X‖∞‖ψα ≤ ‖W‖ψα +
∥∥∥Kp(log p)1/α∥∥∥
ψα
≤ 31/αKp +Kp(log p)1/α(log 2)−1/α
≤ 31/αKp
(
1 + (log p)1/α
)
.
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Hence, from Problem 5 of Chapter 2.2 of van der Vaart and Wellner (1996),
‖‖X‖∞‖ψ1 ≤ ‖‖X‖∞‖ψα (log 2)(1−α)/α ≤ 31/α(log 2)(1−α)/αKp
(
1 + (log p)1/α
)
.
This proves (66). For proving (65), note that we have by a similar argument as before, but
using the additional fact that (t+ log p)1/α ≤ 21/αt1/α + 21/α(log p)1/α for α ≥ 0,
P
(
W˜ ≥ 21/αKpt1/α
)
≤ 2e−t,
where W˜ :=
(‖X‖∞ − 21/αKp(log p)1/α)+. Hence, we have:
E
[
exp
(
W˜α
6Kαp
)
− 1
]
≤ 1, (76)
It is easy to see that for all x ≥ 0 and v1, v2 ≥ 0, we have:
xv1 exp
(
− x
v2
)
≤ vv11 vv22 exp(−v1).
Using (D) with x =
(
W˜/(61/αKp)
)α
, v1 = q/α and v2 = 1, we have:
W˜ q
6q/αKqp
exp
(
− W˜
α
6Kαp
)
≤
( q
eα
)q/α
. (77)
It follows from (77) and (76), that
EW˜ q ≤ 2Kqp
(
6q
eα
)q/α
.
Consequently, we have
(E ‖X‖q∞)1/q ≤
(
EW˜ q
)1/q
+ 21/αKp(log p)
1/α
≤ Kp
(
21/q
(
6q
eα
)1/α
+ 21/α(log p)1/α
)
.
This proves (65) and completes the proof of Lemma D.1.
D.1. Proof of Corollary 3.1
It follows from assumption (14) and Lemma D.1 that for any q ≥ 1:
max
1≤i≤n
E‖Xi‖q ≤ Kqp
(
21/q
(
6q
e/α
)1/α
+ (2 log p)1/α
)q
≤ qq/α
[
Kp
(
2
(
6
e/α
)1/α
+ (2 log p)1/α
)]q
.
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Define Bp,n := Kp
(
2 (6α/e)1/α + (2 log p)1/α
)
. Note that Bp,n ≤ Kp
(
5 + (2 log p)1/α
) ≤
21/αD1Kp(log p)
1/α for some universal constant D1. Now, note that for any m ≥ 0, we
have: (
2C0n
L2n log(ep)
)1/3
CαB
2
p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
≤ CαB2p,n
(
2C0n
L2n log(ep)
)1/3 [B3p,n(2αe)3/α log(ep)
2ne2CC0Ln
]m
sup
x≥0
xm exp(−xα/3).
We now consider two cases:
1. In the first case, assume that 1 < α ≤ 2. Taking m = 2+α3(α−1) , we have for some
constant Dα depending only on α:(
2C0n
L2n log(ep)
)1/3
CαB
2
p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
≤ DαK3α/(α−1)p
(
log4(ep)
n
) 1
α−1
.
2. Now, assume 0 < α ≤ 1. Take any s > 1 + (3/α) and let m = 2+α(s−1)/3α(s−1)−3 . Then, for
some constant Dα,s depending only on α and s, we have:(
2C0n
L2n log(ep)
)1/3
CαB
2
p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
≤ Dα,sK3α(s−1)/2p
(
logs(ep)
n
) 3
α(s−1)−3
.
One can take, for example, s = 5/4 + 3/α to get:
(
2C0n
L2n log(ep)
)1/3
CαB
2
p,n exp
(
−(2ne
2CC0Ln/ log(ep))
α/3
2Bαp,nαe
)
≤ HαK
3α
8
+ 9
2
p
(
log
5
4
+ 3
α (ep)
n
) 12
α
for some constant Hα depending only on α.
Next, note that Cp,n ≤ D2
√
log p for some constant D2 = O(σmax). For any m ≥ 1, we have:
(
2C0n
L2n log(ep)
)1/3
C2C2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
2/3
4C2p,ne
)
≤ C2C2p,n
(
2C0n
L2n log(ep)
)1/3 [C3p,n(4e)3/2 log(ep)
2ne2CC0Ln
]m
sup
x≥0
xm exp(−x2/3).
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Taking m = 4/3, we have for some constant D:
(
2C0n
L2n log(ep)
)1/3
C2C2p,n exp
(
−(2ne
2CC0Ln/ log(ep))
2/3
4C2p,ne
)
≤ D log
4(ep)
n
.
Note that assumption (59) boils down to n ≥ AαK3p(log(ep))1+3/α for some constant Aα
depending only on α. Substituting these bounds in Proposition D.1, Corollary 3.1 follows.
D.2. Proof of Corollary 3.2
To begin with, note that:
max
1≤i≤n
max
1≤j≤p
max{‖Xi(j)‖ψα , ‖Yi(j)‖ψα} ≤ max{Kp,Wασmax} =: Jp,α.
Also, let Γn,p := max1≤j≤p n
−1
∑n
i=1 E
[
Y 2i (j)
]
. By Theorem 3.4 of Kuchibhotla and Chakrabortty
(2018) we have for any t ≥ 0, with probability at least 1− 3e−t,
‖Un,k‖ ≤ 7
√
Γn,p(t+ log p) + n
− 1
2VαJp,α log
1/α(2n)(t+ log p)1/α
∗
, (85)
where α∗ := min{α, 1} and Vα > 0 is some constant depending only on α. Clearly,√
t+ log p ≤ √t+√log p, and since the function x 7→ x1/α∗ is convex, we have:
(t+ log p)1/α
∗ ≤ 2(1/α∗)−1
(
t1/α
∗
+ (log p)1/α
∗
)
.
It thus follows from (85) that with probability at least 1− 3e−t we have:
‖Un,k‖ ≤ Sn,p
√
log p+ Tp,αn
− 1
2 log1/α(2n)(log p)1/α
∗
+Sn,p
√
t+ Tp,αn
− 1
2 log1/α(2n)t1/α
∗
,
where Sn,p = 7
√
Γn,p and Tp,α = 2
(1/α∗)−1VαJp,α. Define:
rn,m = 4
√
2
(
Sn,p
√
log(epn) + Tp,αn
− 1
2 log1/α(2n)(log(epn))1/α
∗
)
.
Then, rn,m ≥ 2Sn,p
√
log p+ 2Tp,αn
− 1
2 log1/α(2n)(log p)1/α
∗
, and t = tr,n,p,α is such that
Sn,p
√
t+ Tp,αn
− 1
2 log1/α(2n)t1/α
∗ ≤ r
2
.
From now on we write
rn,m = Θσmax
√
log(epn) + ΘαKpn
−1/2(log(2n))1/α(log(epn))1/α
∗
.
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Under the assumptions
sup
r≥rn,m
max
0≤k≤n
rmP(‖Un,k‖ ≥ r) ≤ Θmσ
m
max
epn
+Θm
Km+2p (log(2n))
(m+2)/α
n(m+2)/2 log(epn)σ2max
≤ Θmσ
m
max
epn
+Θm
Km+2p (log(2n))
(m+2)/α−1
n(m+2)/2σ2max
≤ Θm
Km+2p
σ2maxn
2/3
.
Since L¯n,m ≤ Θmσm+1max Ln(log(ep))(m+1)/2 , we have
rmn,mL¯n,m
Ln
(
log(ep)
nLn
)(m+1)/3
≤ σ2m+1max (log(epn))m/2
(
log(ep)
nLn
)(m+1)/3
+ σm+1max (log(ep))
(m+1)/2Kmp n
−m/2(log(2n))m/α(log(ep))m/α
∗
(
log(ep)
nLn
)(m+1)/3
≤ σ2m+1max
(
(log(epn))(8m+5)/(2m+2)
nLn
)(m+1)/3
+ σm+1max K
m
p (log(2n))
m/α
(
(log(epn))(6m+5mα
∗+5α∗)/(5mα∗+2α∗)
nLn
)(5m+2)/6
≤ Kmp σm+1max
(
(log(epn))1+3/α
∗
nLn
)(m+1)/3
.
Next observe that
εm+1n ΦAC,0 ≤ ΦAC,0
(
L2n log
4(ep)
n
)(m+1)/6
≤ ΦAC,m
(
L2n log
4(ep)
n
)1/6
= ΘΦAC,mεn,m.
It is now enough to bound log(ep)rmn,mε
−2
n Mn(2
2m/3εn). From the definition of rn,m, we have
log(ep)rmn,mε
−2
n Mn(2
2m/3εn) ≤ Θm log(ep)σmmax(log(epn))m/2
[
ε−2n Mn(εn)
]
+Θmα log(ep)K
m
p n
−m/2(log(2n))m/α(log(epn))m/α
∗ [
ε−2n Mn(εn)
]
.
From the assumptions
Mn(εn) ≤ Θα,qK2+3qp (log(ep))(2+3q)/α+q(nLn)−q,
and so for any q ≥ 0
ε−2n Mn(εn) ≤ Θα,qK2+3qp n1/3L−2/3n (log(ep))−4/3(log(ep))(2+3q)/α+q(nLn)−q
= Θα,qK
2+3q
p L
−2/3−q
n (log(ep))
(2+3q)/α+q−4/3n−q+1/3.
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This implies that
log(ep)rmn,mε
−2
n Mn(2
2m/3εn)
≤ Θm log(ep)σmmax(log(epn))m/2Θα,qK2+3qp L−2/3−qn (log(ep))(2+3q)/α+q−4/3n−q+1/3
+Θmα log(ep)K
m
p n
−m/2(log(2n))m/α(log(epn))m/α
∗
Θα,qK
2+3q
p L
−2/3−q
n (log(ep))
(2+3q)/α+q−4/3n−q+1/3
≤ ΘmΘα,qσmmax(Kp/L1/3n )2+3q(log(epn))(2+3q)/α+q−1/3+m/2n−q+1/3
+ΘmαΘα,qΘα,mK
m
p (Kp/L
1/3
n )
2+3q(log(epn))(2+3q)/α+q−1/3+m/α
∗
n−q+1/3
≤ Θα,q,mKmp (Kp/L1/3n )2+3q(log(epn))(2+3q)/α+q−1/3+m/α
∗
n−q+1/3.
If 1 < α ≤ 2, then take
q =
2 + (m+ 1)α
3(α − 1) ⇒ q −
1
3
=
3 +mα
3(α− 1) .
This implies for 1 < α ≤ 2
log(ep)rmn,mε
−2
n Mn(2
2m/3εn) ≤ Θα,q,mKmp (Kp/L1/3n )(m+1)α/(α−1)
(
log4(epn)
n
)(3+mα)/(3α−3)
≤ Θα,q,mKmp (Kp/L1/3n )(m+1)α/(α−1)
(
log4(epn)
n
)1/(α−1)
.
If 0 < α ≤ 1, then take q such that
q − 1
3
=
12
α
+ 2m.
This implies for 0 < α ≤ 1
log(ep)rmn,mε
−2
n Mn(2
2m/3εn) ≤ Θα,q,mKmp (Kp/L1/3n )3+6m+36/α
(
(log(epn))5/4+3/α
n
)12/α+2m
.
Combining these bounds with Theorem 3.2, we get Corollary 3.2.
Appendix E: Proof of Proposition 3.1
Consider the event
E := {‖Rn‖ ≤ δ} .
Observe that for any r > 0
P(
√
n‖θˆ − θ0‖ ≤ r) = P
(
‖Sψn +Rn‖ ≤ r
)
= P
(
{‖Sψn +Rn‖ ≤ r} ∩ E
)
+ P
(
{‖Sψn +Rn‖ ≤ r} ∩ Ec
)
.
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It now follows that
P(‖Sψn ‖ ≤ r − δ) ≤ P
(
{‖Sψn +Rn‖ ≤ r} ∩ E
)
≤ P(‖Sψn ‖ ≤ r + δ),
and
P
(
{‖Sψn +Rn‖ ≤ r} ∩ Ec
)
≤ P(‖Rn‖ > δ).
This implies that∣∣∣P(√n‖θˆ − θ0‖ ≤ r)− P(‖Y ψ‖ ≤ r)∣∣∣ ≤ |P(‖Sψn ‖ ≤ r − δ)− P(‖Y ψ‖ ≤ r − δ)|
+ |P(‖Sψn ‖ ≤ r + δ)− P(‖Y ψ‖ ≤ r + δ)|
+ P(r − δ ≤ ‖Y ψ‖ ≤ r + δ)
+ P(‖Rn‖ > δ).
If r − δ ≤ 4δ then following the proof of Theorem 3.2 we obtain
|P(‖Sψn ‖ ≤ r − δ)− P(‖Y ψ‖ ≤ r − δ)| ≤ |P(‖Sψn ‖ ≤ 4δ) − P(‖Y ψ‖ ≤ 4δ)| + 2ΦψAC,0δ
≤ ∆
ψ
n,m
(4δ)m
+
ΦψAC,0(4δ)
m+1
2(4δ)m
.
Since r ≤ 5δ, we have (4δ)−m ≤ (4r/5)−m and hence
|P(‖Sψn ‖ ≤ r − δ)− P(‖Y ψ‖ ≤ r − δ)| ≤
(5/4)m∆ψn,m + 5m2Φ
ψ
AC,0δ
m+1
rm
.
If r − δ > 4δ then r − δ > 4r/5 and hence
|P(‖Sψn ‖ ≤ r − δ) − P(‖Y ψ‖ ≤ r − δ)| ≤
∆ψn,m
(r − δ)m ≤
(5/4)m∆ψn,m
rm
.
Thus for all r ≥ 0,
|P(‖Sψn ‖ ≤ r − δ)− P(‖Y ψ‖ ≤ r − δ)| ≤
(5/4)m∆ψn,m + 5m2Φ
ψ
AC,0δ
m+1
rm
.
Since r + δ > r, it follows that
|P(‖Sψn ‖ ≤ r + δ)− P(‖Y ψ‖ ≤ r + δ)| ≤
∆ψn,m
rm
.
Combining these inequalities, we get
rm
∣∣∣P(√n‖θˆ − θ0‖ ≤ r)− P(‖Y ψ‖ ≤ r)∣∣∣ ≤ 2 [(5/4)m∆ψn,m + 5mΦψAC,0δm+1]+ΦψAC,mδ
+ rmP(‖Rn‖ > δ).
This completes the proof.
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Appendix F: Proof of Theorem 4.1
We will require the following notations in the proof of Theorem 4.1.
Un,k := n
−1/2 (X1 +X2 + . . . +Xk + Yk+1 + Yk+2 + . . .+ Yn) ,
Wn,k := n
−1/2 (X1 +X2 + . . . +Xk−1 + Yk+1 + . . .+ Yn) ,
∆n,k(r) := |P (‖Un,k‖ ≤ r)− P (‖Y ‖ ≤ r)| .
Below, we state an elementary fact about Taylor series expansion.
Lemma F.1. For any thrice differentiable function f : Rp → R, we have
f(y + xn−1/2)− f(y)− n−1/2x⊤∇f(y)− 1
2n
x⊤∇2f(y)x = Remn(x, y),
where
|Remn(x, y)| ≤ min
{
‖x‖3
6n3/2
sup
0≤θ≤1
∥∥∥D3f(y + xθn−1/2)∥∥∥
1
,
‖x‖2
n
sup
0≤θ≤1
∥∥∥D2f(y + xθn−1/2)∥∥∥
1
}
.
Proof. The proof follows directly from the mean value theorem and the definition of D2,D3.
As sketched in Section 5, the proof of Theorem 4.1 proceeds through several steps, the
details of which are described in this section.
F.1. First Step: Proving (31)
Lemma F.1.1. Set B = 2(Φ1 + 1)/H and fn(r) = B(r
2 + log n)n−1/2. Then, for all
ε > 0, r ≥ 0 and n ≥ 2, we have:
∆n(r) ≤ P (r − ε ≤ ‖Y ‖ ≤ r + ε)
+
C3ε
−3n−1/2
6
[
ν3 max
0≤k≤n
P (an(r) ≤ ‖Un−1,k‖ ≤ bn(r)) + 48β
Φ0H3n
P (‖Y ‖ ≥ r)
]
.
Here,
an(r) = r − ε− fn(r), and bn(r) = e1/n (r + ε+ fn(r)) .
Proof. Note that
∆n(r) ≤ max
0≤k≤n
∆n,k(r),
and so, it suffices to control ∆n,k(r). Towards this, let ϕ1(x) := ϕr,ε(x) and ϕ2(x) =
ϕr−ε,ε(x). Note that, these functions exist by Lemma 2.1. By Lemma 5.1, we get:
∆n,k(r) ≤ max
j=1,2
|E [ϕj(Un,k)− ϕj(Y )]|+ P (r − ε ≤ ‖Y ‖ ≤ r + ε) .
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For convenience, let ϕ denote either ϕ1 or ϕ2. Also, for 1 ≤ k ≤ n, define
Ik :=
∣∣∣E [ϕ(Wn,k + n−1/2Xk)− ϕ(Wn,k + n−1/2Yk)]∣∣∣ ,
G := L(X)− L(Y ).
It is clear that
I := |E [ϕ(Un,k)− ϕ(Y )]| ≤
k∑
j=1
Ij , and Ij =
∫
E
[
ϕ
(
Wn,j + n
−1/2x
)]
ζ(dx).
By a Taylor series expansion, we have
ϕ
(
Wn,j + n
−1/2x
)
= ϕ(Wn,j) + n
−1/2x⊤∇ϕ(Wn,j) + 1
2n
x⊤∇2ϕ(Wn,j)x+Remn(Wn,j, x),
where the remainder Remn(Wn,j, x) satisfies the bounds
|Remn(Wn,j, x)| ≤ C3n
−3/2
6
‖x‖3 1{r − ε− n−1/2 ‖x‖ ≤ ‖Wn,j‖ ≤ r + ε+ n−1/2 ‖x‖}
|Remn(Wn,j, x)| ≤ C2n−1 ‖x‖2 1{r − ε− n−1/2 ‖x‖ ≤ ‖Wn,j‖ ≤ r + ε+ n−1/2 ‖x‖}.
Noting that E [X] = E [Y ] = 0 and E
[
XX⊤
]
= E
[
Y Y ⊤
]
along with the Taylor series
expansion, we get
|Ij | =
∣∣∣∣
∫
E [Remn(Wn,j , x)] ζ(dx)
∣∣∣∣
≤
∫
‖x‖≤n1/2fn(r)
E [|Remn(Wn,j, x)|] |ζ|(dx) +
∫
‖x‖≥n1/2fn(r)
E [|Remn(Wn,j, x)|] |ζ|(dx)
≤ 1
6
∫
‖x‖≤n1/2fn(r)
C3ε
−3n−3/2 ‖x‖3 P (r − ε− fn(r) ≤ ‖Wn,j‖ ≤ r + ε+ fn(r)) |ζ|(dx)
+
1
6
∫
‖x‖>n1/2fn(r)
C3ε
−3n−3/2 ‖x‖3 |ζ|(dx)
≤ C3ε
−3n−3/2ν3
6
P (an(r) ≤ ‖Wn,j‖ ≤ r + ε+ fn(r))
+
C3ε
−3n−3/2
6
∫
‖x‖>n1/2fn(r)
‖x‖3 exp(H ‖x‖ /2)
exp
(
Hn1/2fn(r)/2
) |ζ|(dx).
For the second term above, note that
(H ‖x‖ /2)3
3!
≤ exp (H ‖x‖ /2) ⇒ ‖x‖3 ≤ 8(3!)
H3
exp (H ‖x‖ /2) .
Also note that
Hn1/2fn(r)
2
=
n1/2(Φ1 + 1)(r
2 + log n)√
n
= (Φ1 + 1)(r
2 + log n).
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This implies that∫
‖x‖>n1/2fn(r)
‖x‖3 exp(H ‖x‖ /2)
exp
(
Hn1/2fn(r)/2
) |ζ|(dx)
≤ 8(3!)
H3
exp
(
−Hn
1/2fn(r)
2
)∫
exp (H ‖x‖) |ζ|(dx)
≤ 48β
H3
exp
(−(Φ1 + 1)(r2 + log n)) ≤ 48β
Φ0H3n1+Φ1
P (‖Y ‖ ≥ r) .
Thus,
∆n(r) ≤ P (r − ε ≤ ‖Y ‖ ≤ r + ε)
+
C3ε
−3n−1/2
6
[
ν3 max
0≤k≤n
P (an(r) ≤ ‖Wn,k‖ ≤ r + ε+ fn(r)) + 48β
Φ0H3n
P (‖Y ‖ ≥ r)
]
.
Note that Wn,k is identically distributed as ((n− 1)/n)1/2 Un−1,k. Therefore, for every 0 ≤
k ≤ n− 1, we have
P (an(r) ≤ ‖Wn,k‖ ≤ r + ε+ fn(r))
= P
((
n− 1
n
)1/2
an(r) ≤ ‖Un−1,k‖ ≤
(
n− 1
n
)1/2
(r + ε+ fn(r))
)
≤ P
(
an(r) ≤ ‖Un−1,k‖ ≤
(
n− 1
n
)1/2
(r + ε+ fn(r))
)
≤ P
(
an(r) ≤ ‖Un−1,k‖ ≤ e1/n(r + ε+ fn(r))
)
.
The last step holds since(
n
n− 1
)1/2
=
(
1− 1
n
)−1/2
≤ exp (1/n) .
Lemma F.1.1 now follows.
F.2. Second Step: Proving (32)
Lemma F.2.1. Let Tn,r = (r + 1)
3n−1/2 and
Π = max
{
1,
(
16eβC3
Φ0H3
)4/7
,
(
2e
[
Φ2Φ3 +
ν3C3Φ3
3
])4/3}
.
Then for all n ≥ 1 and 0 ≤ k ≤ n,
P (‖Un,k‖ > r) = P (‖Y ‖ > r)
(
1 + θΠT 1/4n,r
)
holds for all r ∈ R satisfying Φ44
(
2B +Π1/4
)4
Tn,r ≤ 1. Here θ is a number bounded in
absolute value by 1.
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Proof. The proof for r < 0 is trivial so we assume that r > 0. The proof is done by induction
on n.
The case n = 1: Here T1,r = (r + 1)
3 and T1,rΠ ≤ 1, which implies that (r + 1)3Π ≤ 1.
Hence r < 0, and we are done.
We now assume that the result is true for all l ≤ n − 1 and our aim is to prove the bound
for l = n.
The induction step: We have for any u satisfying Φ44
(
2B +Π1/4
)4
(u+ 1)3 ≤ (n− 1)1/2,
P [‖Un−1,k‖ > u] = P [‖Y ‖ > u]
(
1 + θΠT
1/4
n−1,u
)
≤ 2Π3/4P [‖Y ‖ > u] .
(86)
The last step follows due to the fact |θ| < 1, and ΠTn−1,u < 1, hence θΠT 1/4n−1,u ≤ Π3/4.
Now fix r and let ε := (Tn,rΠ)
1/4(r + 1)−1. Then we know from Lemma F.1.1 that
∆n,r ≤ P (r − ε < ‖Y ‖ < r + ε)
+
C3ε
−3n−1/2
6
[
48β
Φ0H3n
P (‖Y ‖ > r) + ν3 max
0≤k≤n−1
P (‖Un−1,k‖ > an(r))
] (87)
From Lemma F.4.1 with s = 0 we have fn(r) ≤ 2BT 1/4n,r /(r + 1). Since
T
1/4
n,r
r + 1
=
(Tn,rΠ)
1/4
Π1/4(r + 1)
= εΠ−1/4,
we have r − ε− fn(r) ≥ r − c′ε where c′ = 2BΠ−1/4 + 1. Now
P [‖Un−1,k‖ > an(r)] ≤ P
[‖Un−1,k‖ > r − c′ε] . (88)
By Lemma F.4.2, Φ44
(
2B +Π1/4
)4
(r − c′ε + 1)3 ≤ (n − 1)1/2 and so, from the induction
hypothesis (86), we have:
P
[‖Un−1,k‖ > r − c′ε] ≤ 2Π3/4P [‖Y ‖ > r − c′ε] (89)
Now from Theorem 2.1, we know
P (r − ε < ‖Y ‖ < r + ε) ≤ Φ2ε(r + 1)P (‖Y ‖ > r − ε)
and
P (‖Y ‖ > r − ε) ≤ Φ3 exp {Φ4(r + 1)ε}P (‖Y ‖ > r) . (90)
Combining these bounds, we have
P (r − ε < ‖Y ‖ < r + ε) ≤ Φ2Φ3ε(r + 1) exp {Φ4(r + 1)ε}P (‖Y ‖ > r) .
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Also, note that from (90), we get
P
(‖Y ‖ ≥ r − c′ε) ≤ Φ3 exp (Φ4c′ε(r + 1))P (‖Y ‖ ≥ r) .
This implies using (88) and (89)
P (‖Un−1,k‖ > an(r)) ≤ 2Π3/4Φ3 exp
(
Φ4c
′ε(r + 1)
)
P (‖Y ‖ ≥ r) .
Plugging this bound in (87), we have
∆n(r) ≤ Φ2Φ3ε(r + 1) exp {Φ4(r + 1)ε}P (‖Y ‖ ≥ r)
+
C3ε
−3n−
1
2
6
[
48β
Φ0H3n
P (‖Y ‖ ≥ r) + 2ν3Π3/4Φ3 exp
(
Φ4c
′ε(r + 1)
)
P [‖Y ‖ ≥ r]
]
= P (‖Y ‖ ≥ r) exp (Φ4c′ε(r + 1))
[
Φ2Φ3ε(r + 1) +
8βC3ε
−3
Φ0H3n3/2
+
ν3C3Φ3Π
3/4ε−3
3n1/2
]
.
Substituting the definition of ε, we get
ε(r + 1) = (Tn,rΠ)
1/4, and ε−3n−1/2 =
(r + 1)3n−1/2
(Tn,rΠ)3/4
=
Tn,r
(Tn,rΠ)3/4
=
T
1/4
n,r
Π3/4
.
Thus,
Φ2Φ3ε(r + 1) +
8βC3ε
−3
Φ0H3n3/2
+
ν3C3Φ3Π
3/4ε−3
3n1/2
= Φ2Φ3(Tn,rΠ)
1/4 +
8βC3T
1/4
n,r
Φ0H3Π3/4n
+
ν3C3Φ3(Tn,rΠ)
1/4
3Π1/4
,
and so, using the assumption Φ4c
′(Tn,rΠ)
1/4 ≤ 1, we have:
∆n(r) ≤ P(‖Y ‖ ≥ r) exp
(
Φ4c
′(Tn,rΠ)
1/4
)[
Φ2Φ3(Tn,rΠ)
1/4 +
8βC3 (Tn,rΠ)
1/4
Φ0H3Πn
+
ν3C3Φ3(Tn,rΠ)
1/4
3Π1/4
]
≤ e(Tn,rΠ)1/4P (‖Y ‖ ≥ r)
[
Φ2Φ3 +
8βC3
Φ0H3Π
+
ν3C3Φ3
3Π1/4
]
= ΠT 1/4n,r P (‖Y ‖ ≥ r)
e
Π3/4
[
Φ2Φ3 +
8βC3
Φ0H3Π
+
ν3C3Φ3
3
]
.
From the definition of Π, we get
8eβC3
Π7/4Φ0H3
≤ 1/2, and e
Π3/4
[
Φ2Φ3 +
ν3C3Φ3
3
]
≤ 1/2.
This implies that for all n ≥ 1 and r ≥ 0 satisfying Φ44(2B +Π1/4)4Tn,r ≤ 1,
∆n(r) ≤ ΠT 1/4n,r P (‖Y ‖ ≥ r) .
The proof of Lemma F.2.1 is now complete.
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F.3. Third Step: Proving Theorem 4.1
We are now ready to prove Theorem 4.1. To start with, let l = [log n]. Clearly, 0 ≤ l ≤ n2
for all n ≥ 1. Hence, by Lemma F.1.1, we have for n ≥ 3, 0 ≤ s ≤ l, ε > 0 and r ≥ 0:
∆n−l+s(r) ≤ P (r − ε ≤ ‖Y ‖ ≤ r + ε)
+
8C3βε
−3
Φ0H3(n− l + s)3/2
P(‖Y ‖ ≥ r)
+
ν3C3ε
−3
6(n − l + s)1/2 max0≤k≤n−l+s−1P (an−l+s(r) ≤ ‖Un−l+s−1,k‖ ≤ bn−l+s(r)) .
(91)
Since n− l + s ≥ n− l ≥ n2 and n−1 ≤ T 2n,r, we have:
8C3βε
−3
Φ0H3(n− l + s)3/2
P(‖Y ‖ ≥ r) ≤ 16
√
2C3βε
−3T 2n,r
Φ0H3n1/2
P(‖Y ‖ ≥ r). (92)
To deal with the last term in (91), define
An(r) := r − ε− 2fn(r) and Bn(r) := e2/n (r + ε+ 2fn(r)) . (93)
By Lemma F.4.1, we have An(r) ≤ an−l+s(r) and Bn(r) ≥ bn−l+s(r). Hence, using n−l+s ≥
n/2, we get:
ν3C3ε
−3
6(n − l + s)1/2 max0≤k≤n−l+s−1P (an−l+s(r) ≤ ‖Un−l+s−1,k‖ ≤ bn−l+s(r))
=
√
2ν3C3ε
−3
6n1/2
max
0≤k≤n−l+s−1
P (An(r) ≤ ‖Un−l+s−1,k‖ ≤ Bn(r)) .
(94)
Combining (92) and (94) into (91), we get:
∆n−l+s(r) ≤ P (r − ε ≤ ‖Y ‖ ≤ r + ε)
+
16
√
2C3βε
−3T 2n,r
Φ0H3n1/2
P(‖Y ‖ ≥ r)
+
√
2ν3C3ε
−3
6n1/2
max
0≤k≤n−l+s−1
P (An(r) ≤ ‖Un−l+s−1,k‖ ≤ Bn(r)) .
(95)
for all ε > 0. Next, for each M˜ , define:
α(s) =
1− 4−s−1
3
, εs,M˜ =
M˜1/4T
α(s)
n,r
r + 1
, (96)
and the interval
Is,M˜ =
(
−∞,−1 +G−4/3
M˜
M˜−1/3n1/6e−2s/n − 2sfn(r)−
s∑
i=1
εi,M˜
)
,
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where GM˜ := Φ4(4BM˜
−1/4 + 1). We shall prove in Lemma F.3.1 that:
∆n(r) ≤MTα(l)n,r P(‖Y ‖ ≥ r)
for all n ≥ 3 and r ∈ Il,M . Now, note that:
T−1/3n,r T
α(l)
n,r = T
−4−l−1/3
n,r ≤ T−4
− log(n)/3
n,r ≤
(
n1/2
)4− log(n)/3
=
(
n1/6
)n− log(4)
≤ n1/6n ≤ 2.
This shows that T
α(l)
n,r ≤ 2T 1/3n,r . Hence, we have for all n ≥ 3 and r ∈ Il,M :
∆n(r) ≤ 2MT 1/3n,r P (‖Y ‖ ≥ r) = 2M(r + 1)n−1/6P (‖Y ‖ ≥ r)
Next, we aim at finding c such that
(
−∞,−1 + cG−4/3M M−1/3n1/6
)
⊆ Il,M for all large n
and r + 1 ≤ G−4/3M M−1/3n1/6 . Note that,
(
−∞,−1 + cG−4/3M M−1/3n1/6
)
⊆ Il,M if and
only if
c ≤ e−2l/n − 2lfn(r)n−1/6G4/3M M1/3 − n−1/6G4/3M M1/3
l∑
i=1
εi,M .
Since l ≤ n/2, we have e−2l/n ≥ e−1. Next,
2lfn(r)n
−1/6G
4/3
M M
1/3 = 2lB(r2 + log(n))M1/3G
4/3
M n
−2/3
≤ 2lB log(n)(r + 1)2M1/3G4/3M n−2/3
≤ 2B log2(n)(r + 1)2M1/3G4/3M n−2/3
≤ 2B log2(n)G−4/3M M−1/3n−1/3
≤ 2BM−1/4 log2(n)G−1M n−
1
3 ≤ log2(n)n− 13 /2.
Note that in the last step, we used the fact that GM ≥ 4BM−1/4. Finally, we have:
n−1/6G
4/3
M M
1/3
l∑
i=1
εi,M =
G
4/3
M M
7/12n−1/6
r + 1
l∑
i=1
Tα(i)n,r ≤
G
4/3
M M
7/12n−1/6
r + 1
log(n)T 1/4n,r
≤ G4/3M (MTn,r)1/4n−
1
6 log(n)M1/3 ≤ G1/3M n−1/6 log(n)M1/3.
In the first inequality, we used the fact that T
α(i)
n,r ≤ T 1/4n,r for all 1 ≤ i ≤ l, and in the last
step, we used the fact (MTn,r)
1/4 ≤ G−1M . Thus, we have:
e−2l/n−2lfn(r)n−1/6G4/3M M1/3−n−
1
6G
4/3
M M
1
3
l∑
i=1
εi,M ≥ e−1− log
2(n)
2n1/3
−G
1/3
M log(n)M
1/3
n1/6
,
whenever r + 1 ≤ G−
4
3
M M
− 1
3n1/6. It turns out that if n ≥ (4e log(n))6(MGM )2, then
e−1 − log
2(n)
2n1/3
−G1/3M n−1/6 log(n)M1/3 ≥ (2e)−1.
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Hence, we conclude that if n ≥ (4e log(n))6(MGM )2 and r + 1 ≤ G−4/3M M−1/3n1/6, then(
−∞,−1 + (2e)−1G−4/3M M−1/3n1/6
)
⊆ Il,M .
Hence, for n ≥ (4e log(n))6(MGM )2 and r+ 1 ≤ (2e)−1G−4/3M M−1/3n1/6, we have r ∈ Il,M ,
which implies that:
∆n(r) ≤ 2M(r + 1)n−1/6P (‖Y ‖ ≥ r) .
This implies that: ∣∣∣∣∣P (‖Sn‖ ≥ r)P (‖Y ‖ ≥ r) − 1
∣∣∣∣∣ ≤ 2M(r + 1)n−1/6
for all n ≥ (4e log(n))6(MG2)2 and r + 1 ≤ (2e)−1G−4/32 M−1/3n1/6. Theorem 4.1 now
follows.
Lemma F.3.1. For all n ≥ 3 and 0 ≤ s ≤ l, we have:
∆n−l+s(r) ≤MTα(s)n,r P (‖Y ‖ ≥ r)
for all r ∈ Is,M .
Proof. We prove Lemma F.3.1 by induction on s. For s = 0, the claim becomes:
∆n−l(r) ≤MT 1/4n,r P (‖Y ‖ ≥ r)
for all n ≥ 3, l ≥ 0, r ≤ −1 + G−4/3M M−1/3n1/6. Towards showing this, let M0 :=
√
2Π ,
where recall that
Π = max
{
1,
(
16eβC3
Φ0H3
)4/7
,
(
2e
[
Φ2Φ3 +
ν3C3Φ3
3
])4/3}
.
Now, suppose that we have r + 1 ≤ G−4/3M M−1/3n1/6 . It is clear that
M0 ≤M ⇒ Φ4(4BM−1/40 + 1)M1/40 ≤ Φ4(4BM−1/4 + 1)M1/4
⇒ G−4/3M M−1/3 ≤ G−4/3M0 M
−1/3
0 .
Thus, r+1 ≤ G−4/3M0 M
−1/3
0 n
1/6. This implies that Tn−l,r ≤
√
2
(
Φ4(4BM
−1/4
0 + 1)
)−4
M−10 ,
and hence,
Φ44(4BM
−1/4
0 + 1)
4Tn−l,rM02
− 1
2 = Φ44(4BM
−1/4
0 + 1)
4Tn−l,rΠ ≤ 1.
Since 2BΠ−1/4 ≤ 4BM−1/40 , we get Φ44(2BΠ−1/4 + 1)4Tn−l,rΠ ≤ 1. Hence, from the last
step in the proof of Lemma F.2.1 we have:
∆n−l(r) ≤ ΠT 1/4n−l,rP (‖Y ‖ ≥ r)
= Π(r + 1)3/4(n− l)−1/8P (‖Y ‖ ≥ r)
≤ 21/8Π(r + 1)3/4n−1/8P (‖Y ‖ ≥ r)
≤ MT 1/4n,r P(‖Y ‖ ≥ r).
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This completes the base case s = 0.
We now assume that the claim holds for 0, . . . , s − 1, and aim at proving the claim for
s. We set ε = εs,M in (95). Whenever we write expressions like An(r) or Bn(r), we will
implicitly assume that ε = εs,M . Let n ≥ 3, l ≥ s and r ∈ Is,M . Recall An(r) and Bn(r)
from (93). Now, note that:
P (An(r) ≤ ‖Un−l+s−1,k‖ ≤ Bn(r))
= P (‖Un−l+s−1,k‖ ≥ An(r))− P (‖Y ‖ ≥ An(r)) + P (An(r) ≤ ‖Y ‖ ≤ Bn(r))
− [P (‖Un−l+s−1,k‖ > Bn(r))− P (‖Y ‖ > Bn(r))]
≤ ∆n−l+s−1(An(r)) + ∆n−l+s−1(Bn(r)) + P (An(r) ≤ ‖Y ‖ ≤ Bn(r)) .
Let us now prove that Bn(r) ∈ Is−1,M . Since r ∈ Is,M , we have:
r ≤ −1 +G−4/3M M−1/3n1/6e−2s/n − 2sfn(r)−
s∑
i=1
εi,M
=⇒ r + εs,M + 2fn(r) ≤ −1 +G−4/3M M−1/3n1/6e−2s/n − 2(s− 1)fn(r)−
s−1∑
i=1
εi,M
=⇒ e2/n (r + εs,M + 2fn(r)) ≤ −e2/n +G−4/3M M−1/3n1/6e−2(s−1)/n − 2(s− 1)fn(r)e2/n − e2/n
s−1∑
i=1
εi,M .
Since e2/n > 1, we have:
Bn(r) ≤ −1 +G−4/3M M−1/3n1/6e−2(s−1)/n − 2(s− 1)fn(r)−
s−1∑
i=1
εi,M .
This shows that Bn(r) ∈ Is−1,M . Hence, An(r) ∈ Is−1,M too.
Hence, by induction hypothesis, we have:
∆n−l+s−1(An(r)) + ∆n−l+s−1(Bn(r)) ≤ 2MTα(s−1)n,r P(‖Y ‖ ≥ An(r)),
and hence, we have:
P (An(r) ≤ ‖Un−l+s−1,k‖ ≤ Bn(r)) ≤ P (An(r) ≤ ‖Y ‖ ≤ Bn(r))+2MTα(s−1)n,r P (‖Y ‖ ≥ An(r)) .
(97)
Now, we have:
An(r) = r− εs,M − 2fn(r) ≥ r− εs,M − 4BT
α(s)
n,r
r + 1
= r− (4BM−1/4+1)εs,M =: αn(r), (98)
Bn(r) = e
2/n(r+εs,M+2fn(r)) ≤ e2/n
(
r + εs,M +
4BT
α(s)
n,r
r + 1
)
= e2/n
(
r + (4BM−1/4 + 1)εs,M
)
=: βn(r).
(99)
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Hence, we have from (97):
P (An(r) ≤ ‖Un−l+s−1,k‖ ≤ Bn(r)) ≤ P (αn(r) ≤ ‖Y ‖ ≤ βn(r))+2MTα(s−1)n,r P (‖Y ‖ ≥ αn(r)) .
(100)
We now prove that βn(r) − αn(r) ≤ RMεs,M , where RM := 5 + 12BM−1/4. For this, first
observe that for n ≥ 3,
βn(r)− αn(r) ≤ r
(
e2/n − 1
)
+
(
e2/3 + 1
)
(4BM−1/4 + 1)εs,M ,
Now, we have using α(s) ≤ 1/3 and r ≤ r + 1 ≤ (n1/2/M)1/3:
r
(
e2/n − 1)
εs,M
=
r(r + 1)
(
e2/n − 1)
M1/4T
α(s)
n,r
=
r(r + 1)
(
e2/n − 1)
M1/4(r + 1)3α(s)n−α(s)/2
=
r
(
e2/n − 1)
M1/4(r + 1)3α(s)−1n−α(s)/2
= nα(s)/2
(
e2/n − 1
)(r(r + 1)4−s−1
M1/4
)
≤ n1/6
(
e2/n − 1
)(r(r + 1)4−s−1
M1/4
)
≤ n
1/6
(
e2/n − 1)
M1/4
(
n1/2
M
)(1+4−s−1)/3
≤M−1/4n1/6
(
e2/n − 1
)
n5/24
≤ n9/24
(
e2/n − 1
)
≤ 2 (since n ≥ 3).
Thus, we proved that: βn(r) − αn(r) ≤ (2 + 3(4BM−1/4 + 1))εs,M = RMεs,M . Hence, by
Theorem 2.1, we have:
P (αn(r) ≤ ‖Y ‖ ≤ βn(r)) (101)
≤ Φ2
(
βn(r)− αn(r)
2
)(
αn(r) + βn(r)
2
+ 1
)
P (‖Y ‖ ≥ αn(r))
≤ 1
2
Φ2RMεs,M
(
αn(r) + βn(r)
2
+ 1
)
P (‖Y ‖ ≥ αn(r)) .
Now, from Lemma F.4.3, we have for n ≥ 3,
αn(r) + βn(r)
2
+ 1 ≤ 3
2
(r + 1).
Hence, we have from (100) and (101):
P (An(r) ≤ ‖Un−l+s−1,k‖ ≤ Bn(r)) ≤
(
3
4
Φ2RMεs,M(r + 1) + 2MT
α(s−1)
n,r
)
P (‖Y ‖ ≥ αn(r)) ,
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for all 0 ≤ k ≤ n− l + s− 1. Plugging this in (95), we get:
∆n−l+s(r) ≤ P (r − εs,M ≤ ‖Y ‖ ≤ r + εs,M )
+
16
√
2C3βε
−3
s,MT
2
n,r
Φ0H3n1/2
P(‖Y ‖ ≥ r)
+
√
2ν3C3ε
−3
s,M
6n1/2
(
3
4
Φ2RMεs,M (r + 1) + 2MT
α(s−1)
n,r
)
P (‖Y ‖ ≥ αn(r)) .
Now, from Theorem 2.1, we have:
P (r − εs,M ≤ ‖Y ‖ ≤ r + εs,M) ≤ Φ2Φ3εs,M (r + 1) exp (Φ4(r + 1)εs,M )P (‖Y ‖ ≥ r) ,
P (‖Y ‖ ≥ αn(r)) ≤ Φ3 exp
(
Φ4(r + 1)(4BM
−1/4 + 1)εs,M
)
P (‖Y ‖ ≥ r) .
Hence, we have:
∆n−l+s(r) ≤ P (‖Y ‖ ≥ r) Λ(r), (102)
where
Λ(r) := Φ2Φ3εs,M (r + 1) exp (Φ4(r + 1)εs,M ) +
16
√
2C3βε
−3
s,MT
2
n,r
Φ0H3n1/2
+
√
2ν3C3ε
−3
s,M
6n1/2
(
3
4
Φ2RMεs,M(r + 1) + 2MT
α(s−1)
n,r
)
Φ3 exp
(
Φ4(r + 1)(4BM
−1/4 + 1)εs,M
)
.
Now, recall that εs,M (r + 1) =M
1
4T
α(s)
n,r . Also, we have:
ε−3s,Mn
−1/2 =
(r + 1)3n−1/2
M3/4T
3α(s)
n,r
≤ (r + 1)
3n−1/2
M3/4Tn,r
=M−3/4.
Hence using the definition of α(s) from (96),(
ε−3s,Mn
−1/2
)
MTα(s−1)n,r =M
1/4T 1−3α(s)+α(s−1)n,r =M
1/4Tα(s)n,r .
Thus, we get from (102)
Λ(r) ≤ Φ2Φ3M1/4Tα(s)n,r exp (Φ4(r + 1)εs,M ) +
16
√
2C3βM
−3/4T
α(s)
n,r
Φ0H3
+
√
2ν3C3
6
(
3
4
M−1/2Φ2RMT
α(s)
n,r + 2M
1/4Tα(s)n,r
)
Φ3 exp
(
Φ4(r + 1)(4BM
−1/4 + 1)εs,M
)
=M1/4Tα(s)n,r
[
Φ2Φ3 exp (Φ4(r + 1)εs,M ) +
16
√
2C3βM
−1
Φ0H3
+
√
2ν3C3
6
(
3
4
M−3/4Φ2RM + 2
)
Φ3 exp
(
Φ4(r + 1)(4BM
−1/4 + 1)εs,M
) ]
.
(103)
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Note that r ∈ Is,M implies r + 1 ≤ G−
4
3
M M
− 1
3n1/6 and so (r + 1)
3
4 ≤ G−1M M−
1
4n
1
8 . Hence,
we have:
GMεs,M(r + 1) = GMM
1
4Tα(s)n,r ≤ GMM
1
4T
1
4
n,r = GMM
1
4 (r + 1)
3
4n−
1
8 ≤ 1.
This shows that exp
(
Φ4(r + 1)(4BM
−1/4 + 1)εs,M
) ≤ e, and so, exp (Φ4(r + 1)εs,M ) ≤ e.
Thus, we have from (102) and (103):
∆n−l+s(r) ≤ M1/4Tα(s)n,r P (‖Y ‖ ≥ r)
[
Φ2Φ3e+
16
√
2C3β
Φ0H3M
+
√
2ν3C3
6
(
3Φ2RM
4M3/4
+ 2
)
Φ3e
]
≤ MTα(s)n,r P (‖Y ‖ ≥ r) .
Now note that
Φ2Φ3e+
16
√
2C3β
Φ0H3M
+
√
2ν3C3
6
(
3Φ2RM
4M3/4
+ 2
)
Φ3e
=
(
Φ2Φ3e+
√
2ν3C3Φ3e
3
)
+
5
√
2ν3C3Φ2
8
M−3/4 +
(
16
√
2C3β
Φ0H3
+
3ν3C3Φ2B√
2
)
M−1.
So, from the definition of M ,
M1/4
[
Φ2Φ3e+
16
√
2C3β
Φ0H3M
+
√
2ν3C3
6
(
3Φ2RM
4M3/4
+ 2
)
Φ3e
]
≤M.
This proves the Lemma F.3.1.
F.4. Some preliminary facts used in the proof of Theorem 4.1
In this subsection, we prove some preliminary facts used in the proof of Theorem 4.1.
Lemma F.4.1. Let B := 2(Φ1 + 1)/H, fn(r) := B(r
2 + log n)n−1/2, Tn,r := (r + 1)
3n−1/2
and α(s) =
(
1− 4−s−1) /3. Then, for all n ≥ 1 and s ≥ 0, we have
fn(r) ≤ 2BTα(s)n,r /(r + 1).
Moreover, letting l = [log n], we have for any n ≥ 1 and 0 ≤ s ≤ l:
fn−l+s(r) ≤ 2fn(r).
Proof. Note that
(r + 1)fn(r)
T
α(s)
n,r
=
B(r + 1)(r2 + log n)
n1/2T
α(s)
n,r
=
Bn(1−4
−s−1)/6(r + 1)(r2 + log n)
n1/2(r + 1)(1−4
−s−1)
=
B(r2 + log n)(r + 1)4
−s−1
n(2+4−s−1)/6
=
B(r2 + log n)
n1/3
(
(r + 1)
n1/6
)4−s−1
≤ 2B,
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since (r + 1)n−1/6 = T
1/3
n,r ≤ 1. This proves the first part of Lemma F.4.1.
For the second part of Lemma F.4.1, note that
fn−l+s(r) = B(n− l + s)−
1
2 (r2 + log(n− l + s))
≤ B
√
2n−
1
2 (r2 + log n)
≤ 2fn(r).
The proof of Lemma F.4.1 is now complete.
Lemma F.4.2. If Φ44
(
2B +Π1/4
)4
Tn,r ≤ 1, then Φ44
(
2B +Π1/4
)4
(r−cε+1)3 ≤ (n−1)1/2
for any c ≥ 1 and ε = (Tn,rΠ)1/4(r + 1)−1.
Proof. By our assumption, we have
Φ44
(
2B +Π1/4
)4
(r + 1)3 ≤ n1/2.
Now, note that
Φ44
(
2B +Π1/4
)4
(r − cε+ 1)3(n− 1)−1/2
=
1
(r + 1)3n−1/2
Φ44
(
2B +Π1/4
)4
(r + 1)3n−1/2(r − cε+ 1)3(n− 1)−1/2
≤ 1
(r + 1)3n−1/2
(r − cε+ 1)3(n− 1)−1/2
=
(
r − cε+ 1
r + 1
)3( n
n− 1
)1/2
=
(
1− cε
r + 1
)3(
1 +
1
n− 1
)1/2
.
In order to prove Lemma F.4.2, it is thus, enough to prove that(
1− cε
r + 1
)
≤
(
1− 1
n
)1/6
.
Now, [
1−
(
1− 1
n
)1/6]
≤ 1
n
∀ n ∈ N.
So it is enough to prove that
1
n
≤ cε
r + 1
=
c(Tn,rΠ)
1/4
(r + 1)2
=
c(r + 1)3/4n−1/8
(r + 1)2
Π1/4 ,
which is equivalent to showing that
(r + 1)5/4 ≤ n7/8cΠ1/4.
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Now, we know that
(r + 1) ≤ n1/6 =⇒ (r + 1)5/4 ≤ n5/24 ≤ n21/24 ≤ n7/8cΠ1/4 ∀ n ≥ 1.
Here the last inequality follows as Π ≥ 1. This completes the proof of Lemma F.4.2.
Lemma F.4.3. For all n ≥ 3, s ≥ 0 and r ∈ Is,M , we have:
αn(r) + βn(r)
2
≤ 3r + 1
2
,
where αn(r) and βn(r) are as in (98) and (99) respectively.
Proof. Since r ∈ Is,M , r + 1 ≤ G−4/3M M−1/3n1/6. Hence, we have:
εs,M =
T
α(s)
n,r M1/4
r + 1
=
(r + 1)3α(s)n−α(s)/2M1/4
r + 1
≤ G
−4α(s)
M M
−α(s)+1/4
r + 1
≤ 1
(r + 1)GM
.
Hence, (
4BM−1/4 + 1
)
εs,M =
GMεs,M
Φ4
≤ 1
r + 1
≤ 1. (110)
Therefore, we have from (110):
αn(r) + βn(r)
2
=
r
2
(
e2/n + 1
)
+
1
2
(
4BM−1/4 + 1
)
εs,M
(
e2/n − 1
)
≤ 3r
2
+
e2/n − 1
2
≤ 3r + 1
2
.
Lemma F.4.3 is thus proved.
Appendix G: Proof of Corollary 4.1
The notation Θ from now on denotes a constant depending only on σmin and σmax and can
be different in different lines. The proof of Corollary 4.1 follow by noting the following:
Φ2 ≤ Θ log p,
Φ4 ≤ Θ(log p)2,
µ ≤ Θ
√
log p,
H ≥ ΘK−1p (log p)−1/α,
Cj ≤ Θ(log p)j−1, j = 1, 2, 3,
ν3 ≤ ΘK3p(log p)3/α.
Substituting these in Theorems 4.1 the results follow.
