In this paper, we evaluate the economic benefits that arise from allowing for long memory in forecasting the covariance matrix of returns over both short and long horizons, using the asset allocation framework of Engle and Colacito (2006) . In particular, we compare the statistical and economic performance of four multivariate long memory volatility models (the long memory EWMA, long memory EWMA-DCC, FIGARCH-DCC and component GARCH-DCC models) with that of two short memory models (the short memory EWMA and GARCH-DCC models). We report two main findings. First, for longer horizon forecasts, long memory models produce forecasts of the covariance matrix that are statistically more accurate and informative, and economically more useful than those produced by short memory models. Second, the two parsimonious long memory EWMA models outperform the other models -both short memory and long memory -at all forecast horizons. These results apply to both low and high dimensional covariance matrices and both low and high correlation assets, and are robust to the choice of estimation window.
Introduction
It is well established that the covariance matrix of short horizon financial asset returns is both time varying and highly persistent. A number of multivariate conditional volatility models, including the multivariate RiskMetrics EWMA model, multivariate GARCH models and multivariate Stochastic Volatility models, have been developed to capture these features.
These models are now routinely used in many areas of applied finance, including asset allocation, risk management and option pricing. Recent evidence suggests that there are significant economic benefits to exploiting the forecasts of multivariate conditional volatility models relative to using the unconditional covariance matrix (see, for example, Engle and Colacito, 2006) . In the vast majority of conditional volatility models used in practice, the elements of the conditional covariance matrix are specified as weighted averages of the squares and cross-products of past return innovations with weights that decline geometrically, so that shocks to individual variances and covariances dissipate rapidly. However, there is a mounting body of empirical evidence that suggests that although volatility is almost certainly stationary, the autocorrelation functions of the squares and cross-products of returns decline more slowly than the geometric decay rate of the EWMA, GARCH and Stochastic Volatility models, and hence volatility shocks are more persistent than these models imply (see, for example, Taylor, 1986; Ding et al., 1993; Andersen et al., 2001 ). This 'long memory' feature is important not only for the measurement of current volatility, but also for forecasts of future volatility, especially over longer horizons. In particular, in the GARCH and Stochastic Volatility frameworks, forecasts of future volatility converge to the unconditional volatility at an exponential rate as the forecast horizon increases. In the EWMA framework, in contrast, a volatility shock has a permanent effect on forecast volatility at all horizons, and so forecasts of future volatility do not converge at all despite the fact that it is a short memory model. If volatility is indeed a long memory process, as the empirical evidence suggests, the short memory EWMA, GARCH and Stochastic Volatility models are misspecified. Moreover, the errors in forecasting the elements of the covariance matrix that arise from this misspecification are compounded as the forecast horizon increases.
The empirical evidence on volatility dynamics has prompted the development of long memory models of conditional volatility, and in the univariate context a number of approaches have been proposed. The FIGARCH model of Baillie et al. (1996) introduces long memory through a fractional difference operator, which gives rise to a slow hyperbolic decay for the weights on lagged squared return innovations while still yielding a strictly 3 stationary process. The Hyperbolic GARCH (HYGARCH) model of Davidson (2004) is a generalisation that nests the GARCH, FIGARCH and IGARCH (or EWMA) models, allowing for a more flexible dynamic structure than the FIGARCH model and facilitating tests of short versus long memory in volatility dynamics. The Stochastic Volatility framework has been extended to allow for long memory by Breidt et al. (1998) , who incorporate an ARFIMA process in the standard discrete time Stochastic Volatility model.
Long memory can also be induced using a component structure for volatility dynamics. For example, the Component GARCH (CGARCH) model of Engle and Lee (1999) assumes that volatility is the sum of a highly persistent long run component and a mean-reverting short run component, each of which follows a short memory GARCH process. Zumbach (2006) introduces a long memory model in which the dynamic process for volatility is defined as the logarithmically weighted sum of standard EWMA processes at different geometric time horizons. Like the short memory EWMA model of JP Morgan (1994) on which it is based, the long memory EWMA model has a highly parsimonious specification, which facilitates its implementation in practice.
In the multivariate context, long memory volatility modelling poses significant computational challenges, especially so for the high dimensional covariance matrices that are typically encountered in asset allocation and risk management. Indeed, so far the literature on long memory multivariate volatility modelling has generally restricted itself to the analysis of low dimensional covariance matrices, and has provided only limited evidence on the relative benefits from allowing for long memory in the multivariate setting. For example, Teyssiere (1998) estimates the covariance matrix for three foreign exchange return series using both an unrestricted multivariate FIGARCH model and a FIGARCH model implemented with the Constant Conditional Correlation (CCC) structure of Bollerslev (1990) . Similarly, Niguez and Rubin (2006) model the covariance matrix of five foreign exchange series using an Orthogonal HYGARCH model, which combines the univariate HYGARCH long memory volatility model of Davidson (2004) with the multivariate Orthogonal GARCH framework of Alexander (2001) . They show that the Orthogonal HYGARCH model outperforms the standard Orthogonal GARCH model in terms of 1-day forecasts of the covariance matrix. Zumbach (2009b) develops a multivariate version of the univariate long memory EWMA model, in which elements of the covariance matrix are estimated as the averages of the squares and cross products of past returns with predetermined logarithmically decaying weights. 4 In this paper, we evaluate the economic benefits that arise from allowing for long memory in forecasting the covariance matrix of returns over both short and long horizons, using the asset allocation framework of Engle and Colacito (2006) . In so doing, we compare the performance of a number of long memory and short memory multivariate volatility models.
While many alternative volatility models have been developed in the literature, our choice reflects the need for parsimonious models that can be used to forecast high dimensional covariance matrices. We employ four long memory volatility models: the multivariate long memory EWMA model of Zumbach (2009b) , and three multivariate long memory implemented using the Dynamic Conditional Correlation (DCC) framework of Engle (2002) .
These are the univariate long memory univariate EWMA model of Zumbach (2006) , the component GARCH model of Engle and Lee (1999) and the FIGARCH model of Baillie et al. (1996) . We compare the four multivariate long memory models with two multivariate short memory models. These are the very widely used RiskMetrics EWMA model of JP Morgan (1994) , and the DCC model implemented with the univariate GARCH model.
We use the six multivariate conditional volatility models to forecast the covariance matrices for the same three sets of assets employed by Engle and Colacito (2006) . These comprise a high correlation bivariate system (the S&P500 and DJIA indices), a low correlation bivariate system (the S&P500 and 10-year Treasury bond futures), and a moderate correlation high dimensional system (21 international stock indices and 13 international bond indices). We additionally consider another high dimensional system, namely the components of the DJIA index. The analysis is conducted using data over the period 1 January 1988 to 31 December 2009, and considers forecast horizons up to three months. For the two bivariate systems, we first evaluate the forecasts of the models using a range of statistical criteria that measure the accuracy, bias and informational content of the models' forecasts over varying time horizons.
For all four systems, we then employ Engle and Colacito's (2006) approach to assess the economic value of the forecast covariance matrices in an asset allocation setting. We report two main findings. The first is that for longer horizon forecasts, multivariate long memory models generally produce forecasts of the covariance matrix that are both statistically more accurate and informative, and economically more useful than those produced by short memory volatility models. The second is that the two long memory models that are based on the Zumbach (2006) univariate model outperform the other models -both short memory and 5 long memory -at all forecast horizons. These results apply to all four datasets and are robust to the choice of estimation window.
The remainder of this paper is organised as follows. Section 2 provides details of the six multivariate conditional volatility models used in the empirical analysis. Section 3 describes the methods applied to evaluate forecast performance for the six models. The data are summarised in Section 4. In Section 5, we report the empirical results of our analysis, while Section 6 offers some concluding comments and some suggestions for future research.
Multivariate Long Memory Conditional Volatility Models
Motivated by the need for parsimonious models that can be used to forecast high dimensional covariance matrices, we first consider two simple multivariate long memory conditional volatility models based on the univariate long memory volatility model of Zumbach (2006) .
The first is the multivariate long memory EWMA (LM-EWMA) model of Zumbach (2009b) , which is a simple multivariate extension of the univariate long memory EWMA model in which both the variances and covariances are governed by the same long memory process, and is thus the long memory analogue of the short memory multivariate RiskMetrics EWMA model of JP Morgan (1994) . In the second, we employ the Dynamic Conditional Correlation framework of Engle (2002) to model the dynamic processes of the correlations directly, using the univariate long memory EWMA model for the individual variances. This is the long memory EWMA-DCC (LM-EWMA-DCC) model. We compare the two long memory EWMA models with the multivariate FIGARCH(1,d,1) and component GARCH(1,1) (CGARCH) long memory models, both implemented using the DCC framework. To evaluate the relative benefits of allowing for long memory in forecasting the covariance matrix, we compare the four long memory multivariate models with two short memory multivariate volatility models. These are the multivariate RiskMetrics EWMA model of JP Morgan (1994) and the GARCH(1,1) model implemented using the DCC framework. In this section, we give details of each of these six models.
2.1
The Multivariate LM-EWMA Model Zumbach (2009b) considers the class of conditional covariance matrices that are the weighted sum of the cross products of past returns:
with ( ) 1 i . In the RiskMetrics EWMA model of JP Morgan (1994), the weights () i decay geometrically, yielding a short memory process for the elements of the variancecovariance matrix. The long memory conditional covariance matrix is defined as the weighted average of K standard (short memory) multivariate EWMA processes:
where
The decay factor k of the k th EWMA process is defined by a characteristic time k such . The conditional covariance matrix is therefore parsimoniously defined as a process with just three parameters:
1 (the shortest time scale at which volatility is measured, i.e. the lower cut-off), K (the upper cut-off, which increases exponentially with the number of components K), and 0 (the logarithmic decay factor). For the univariate case, Zumbach (2006) sets the optimal 7 parameter values at 0 1560 days = 6 years, 1 4 days and K 512 days, which is equivalent to 15 K .
The EWMA process in (4) can also be expressed as
Hence the LM-EWMA model can be written in the form of (2): H with positive weights, will also be positive definite. Since the LM-EWMA covariance matrix is the sum of EWMA processes over increasing time horizons, forecasts of the covariance matrix are straightforward to obtain using a recursive procedure (see Zumbach (2006) for details of the univariate case). The 1-step-ahead forecast of the covariance matrix is already given by (7). Under the assumption of serially uncorrelated returns, the h-step cumulative forecast of the covariance matrix given the information set t F at time t is equal to:
with the weights , hi given by 
2.2
The Multivariate LM-EWMA-DCC Model
In the Dynamic Conditional Correlation (DCC) model of Engle (2002) , the conditional covariance matrix is decomposed as follows: The h-step-ahead conditional covariance matrix is given by
The forecast of each volatility in th D is estimated using the recursive procedure as in (8) for the univariate case. Since t R is a non-linear process, the h-step forecast of t R cannot be computed using a recursive procedure. However, assuming for simplicity that Engle and Shephard (2001) show that the forecasts of th Q and th R are given by
and
2.3
The FIGARCH(1,d,1)-DCC Model Baillie et al. (1996) propose the Fractionally Integrated GARCH (FIGARCH) model, in which long memory is introduced through a fractional difference operator, d. This model incorporates a slow hyperbolic decay for lagged squared innovations in the conditional variance while still letting the cumulative impulse response weights tend to zero, thus yielding a strictly stationary process. In the FIGARCH(1,d,1) model, the conditional volatility is modelled as: Baillie et al. (1996) 
10 and the h-step ahead forecast by
To implement the FIGARCH(1,d,1) model in the multivariate context, we use the DCC approach described above, with the same forecast functions for th Q and th R .
The CGARCH(1,1)-DCC Model
An alternative way to capture the long memory feature is through a component structure for volatility. Engle and Lee (1999) 
The RiskMetrics EWMA Model
The short memory RiskMetrics EWMA covariance matrix is defined by
where is the decay factor 01 . The larger the value of , the higher the persistence of the covariance matrix process and the lower the response of volatility to return shocks. It is straightforward to show that the h-step cumulative forecast of the EWMA model is given by 1:
(See, for example, JP Morgan, 1994). In the empirical analysis, we set to the values suggested by JP Morgan (1994) of 0.94 and 0.97 for daily and weekly forecasts, respectively.
The GARCH(1,1)-DCC Model
The short memory GARCH(1,1) model of Bollerslev (1990) is given by
The parameter determines the speed at which the conditional variance responds to new information, while the parameter determines how fast the conditional variance reverts to its long run average. In the GARCH(1,1) model, the weights on past squared errors decline at an exponential rate. The 1-step ahead forecast of the GARCH(1,1) model is given by
and the h-step ahead forecast by
12 where 2 is the unconditional variance. In order to implement the GARCH(1,1) model in the multivariate context, we again use the DCC approach described above, with the same forecast functions for th Q and th R .
Forecast Performance Measurement
We evaluate the forecast performance of the six conditional volatility models using a range of statistical and economic measures. We first measure the accuracy, bias and information content of the models' forecasts for each element of the covariance matrix using the squares and cross-products of daily returns as proxies for the actual variances and covariances.
Forecast accuracy is evaluated using the Root Mean Squared Error (RMSE), the Mean Absolute Error (MAE) and the Heteroscedasticity-adjusted MSE (HMSE) of Bollerslev and Ghysels (1996) . These are given by 
The Heteroscedasticity-adjusted MSE (HMSE) of Bollerslev and Ghysels (1996) As noted by Engle and Colacito (2006) , the statistical evaluation of covariance matrix forecasts on an element-by-element basis has a number of drawbacks, particularly for high dimensional systems. In particular, direct comparisons between two covariance matrices are 13 difficult because the distance between them is not well specified. Indeed, the statistical approaches described above implicitly assume that all elements of the covariance matrix are equally important (in the sense that the same error in each element is equally costly in economic terms), but there is no a priori reason why this should necessarily be the case.
Moreover, the use of low frequency realized volatility as a proxy for true volatility introduces considerable noise that inflates the forecast errors of the conditional volatility forecasts, substantially reducing their explanatory power. This has prompted tests of covariance matrix forecast performance based instead on economic loss criteria. Such tests have shown that conditional volatility models perform better when performance is measured using an economic loss function than when based on traditional statistical measures (see, for example, West et al., 1993 , Engle et al., 1996 .
In this paper, we employ the economic loss function developed by Engle and Colacito (2006) , who study the usefulness of forecasts of the conditional covariance matrix in an asset allocation framework. Assume that an investor allocates a fraction t w of his wealth to n risky assets and the remainder H is the covariance matrix at time t+1, μ is the vector of expected returns, f t r is the risk-free rate and * p is the target return. As μ is assumed to be constant, the optimal weight of each asset changes over time as a result of changes in the covariance matrix. Since the true covariance matrix 1 t H is unobserved, the optimisation problem is solved using a forecast of 1 t H obtained from a multivariate conditional volatility model, to yield an approximation to the true optimal portfolio. The investor chooses among competing forecasts of the conditional covariance matrix on the basis of the volatility of the resulting portfolio. Engle and Colacito (2006) show that the lowest volatility of the investor's portfolio is obtained when the forecast covariance matrix is equal to the true covariance matrix, irrespective of both the expected excess return vector μ and the target return for example, the expected returns are identical, which yields the global minimum variance portfolio. To obtain a single summary vector of expected returns, we construct prior probabilities for different vectors of expected returns using the sample data and the quasi-Bayesian approach introduced by Engle and Colacito (2006) . We use these probabilities as weights to estimate a single weighted average vector of expected returns. In the empirical study, we assume a target excess return equal to 1.
matrix, the null hypothesis of equal variances is simply a test that the mean of u is equal to zero. Engle and Colacito note that because k t u is itself heteroscedastic, a more efficient estimator can be obtained by dividing u by the true variance. Since the true covariance matrix is unknown and there are two estimators being compared, they suggest using the geometric mean of the two variance estimators as the denominator. The improved loss differential is given by
We apply the Diebold and Mariano tests to both the u and v series. We also conduct joint tests for all vectors of expected returns.
Data Description
The empirical analysis employs the same datasets as those in Engle and Colacito (2006) . We first study the forecast performance of the six conditional volatility models in two bivariate systems. The low correlation system uses daily data for the S&P500 and 10-year Treasury bond futures, while the high correlation system uses daily data for the S&P500 and Dow
Jones Industrial Average (DJIA) indices. All data are from Datastream and cover the period 01 January 1988 to 31 December 2009. Returns are calculated as the log price difference over consecutive days. We exclude from the sample all days on which any of the markets was closed, yielding 5548 observations for each dataset. As the futures contracts require no initial investment, the futures returns can be interpreted as excess spot returns. The returns of the S&P500 and DJIA indices are converted to excess returns by subtracting the daily 1-month T-Bill rate.
2 Table I reports descriptive statistics of the four return series. The sample correlation of the stock and bond futures is very close to zero, while for the S&P500 and DJIA indices, it is close to one. For all four series, returns are negatively skewed and leptokurtic.
[Insert Table I here] Figure 1 plots the sample autocorrelations for returns, absolute returns and squared returns for the four series. While the autocorrelations of returns are not significantly different from zero at any lag, the autocorrelations of absolute returns and squared returns are highly persistent and still significant at up to 100 lags. The autocorrelations of absolute returns are also consistently higher than those of squared returns, a feature first identified by Taylor (1986) .
The slowly decaying autocorrelation functions of absolute returns and squared returns suggest the presence of long memory in volatility.
[Insert Figure 1 here] Formal tests are conducted to confirm the visual evidence on long memory, the results of which are also reported in Table I . The parametric FIGARCH model is estimated for the whole sample, and the estimated fractional difference operators range from 0.35 to 0.49. We also apply two semi-parametric tests of long memory. These are the narrow band log periodogram (GPH) estimator of Geweke and Porter-Hudak (1983) and the broad band log 16 periodogram (MS) estimator of Moulines and Soulier (1999 [Insert Table III here] For each series, the whole sample is divided into an initial estimation period of 252
observations (one year for the daily return series and five years for the weekly return series), and a forecast period of 5296, 895 and 4749 observations for the two bivariate portfolios, the international stock and bond portfolio and the DJIA component portfolio, respectively. The initial estimation period is used to estimate each model to generate out-of-sample forecasts of the covariance matrix for observation 253. The estimation window is then rolled forward one observation, the models re-estimated, and forecasts made for observation 254, and so on until the end of the sample is reached. We initially estimate the conditional covariance matrix using all of the multivariate models described in Section 2, except the FIGARCH(1,d,1)-DCC model. This model is excluded owing to the prohibitively short estimation period. In Section 5.4, we employ longer estimation periods and consider all six models. [Insert Table IV here] The results of the Mincer-Zarnowitz regressions for the two bivariate systems are summarised in Table V. The table reports the estimated coefficients of the regression, the Rsquared statistic and the p-value for each element of the covariance matrix for the null hypothesis of conditional unbiasedness. The unbiasedness hypothesis cannot be rejected at conventional significance levels for any of the stock variance forecasts, nor for the covariance forecasts in the S&P500-DJIA system for the LM-EWMA and LM-EWMA-DCC models, but it is rejected in all other cases. In the cases that the unbiasedness hypothesis cannot be rejected, the LM-EWMA and LM-EWMA-DCC models have slope coefficients that are very close to unity. The EWMA model, though evidently not as efficient, performs slightly better in terms of explanatory power, as measured by the R-squared statistic. The CGARCH-DCC model performs rather badly, indeed only marginally better than the GARCH-DCC model.
Empirical Results

Low Dimensional Systems: The Stock-Bond and S&P500-DJIA Portfolios
Statistical Evaluation
[Insert Table V here]
Economic Evaluation
We use the forecasts of the covariance matrix to construct the minimum variance portfolios subject to a target excess return of 1. The relative conditional volatilities of portfolios constructed using the different conditional covariance matrix estimators and all possible 19 vectors of expected returns are compared in Table VI . The pairs of Bayesian prior weighted returns are obtained from non-overlapping consecutive subsamples of 63 days (3 months) from the full datasets. Engle and Colacito (2006) show that by considering unconditional mean-adjusted returns, one can obtain a consistent estimator of the true conditional portfolio variance. The lowest conditional volatility, corresponding to the best covariance matrix estimate, is normalised to 100. The 'Const' portfolio is the fixed weight portfolio constructed with the ex-post constant unconditional covariance matrix. It is clear that the conditional covariance matrices generally outperform the unconditional covariance matrix, highlighting the economic value of volatility timing strategies. The results are favourable for the two LM-EWMA models. For both the low correlation Stock-Bond portfolio and the high correlation S&P500-DJIA portfolio, the LM-EWMA model consistently yields the lowest portfolio volatility. Incorporating long memory into the EWMA structure therefore appears to improve the forecasts of the conditional covariance matrix in a way that is economically valuable.
Among the DCC models, the LM-EWMA-DCC model again dominates. Although the CGARCH model is designed to capture long memory volatility, its high degree of parameterization evidently hinders its performance. It is also interesting to note that the simple EWMA model outperforms more sophisticated models such as the GARCH-DCC and CGARCH-DCC models, and is even superior to the LM-EWMA-DCC models in most cases.
[Insert Table VI here] In practice, investors may be more concerned with out-of-sample realized volatility than conditional volatility. This is reported in Table VII for each model for the two bivariate portfolios. Here, the results are similar, with the LM-EWMA model consistently yielding the lowest out-of-sample portfolio volatility.
[Insert 
High Dimensional Systems: The International Stock and Bond and the DJIA Portfolios
Economic Evaluation
In practice, a portfolio may comprise hundreds of assets and consequently an investor may want to examine the forecast performance of different conditional volatility models in a higher dimensional framework. In an asset allocation problem, the investor needs to estimate both the expected returns and the covariance matrix. However, since there are a prohibitively large number of possible expected return vectors for the high dimensional portfolios, we study the value of covariance matrix forecasts in two restricted cases. First, we form global minimum variance portfolios, where all expected returns are assumed to be equal. Note that the correctly specified covariance matrix will produce portfolios with the lowest volatility for any particular vector of expected returns, including the case that they are all equal. The results are reported in Table X . For the multivariate portfolios, we assume a risk free rate of 4%. Consistent with previous findings, in the international stock and bond portfolio, the LM-EWMA model yields the lowest conditional and out of sample volatilities. Owing to its simplicity, the simple EWMA model also performs very well, indeed better than the long memory LM-EWMA-DCC and CGARCH-DCC models. The short memory GARCH-DCC model is the least successful model. However, the results for the DJIA portfolio are markedly different in that the DCC models tend to outperform the non-DCC models. Indeed, the superiority of the LM-EWMA model deteriorates significantly, although it still renders better 21 forecasts than the EWMA model. Consistent with the results for the bivariate portfolios, the LM-EWMA-DCC model always produces the best portfolios among the DCC models.
[Insert Table X These results show consistently that incorporating long memory in volatility dynamics improves the forecasts of the covariance matrix. The LM-EWMA model generally outperforms the EWMA model, while the LM-EWMA-DCC model always yields the best results among the DCC models. Our results also reveal an important difference in the relative forecasting power of the DCC and non-DCC models in low dimensional and high dimensional systems, respectively. In particular, the greater flexibility that arises from separately estimating volatility and correlation is evidently beneficial in the high dimensional case. This deserves attention for future research.
Longer Horizon Forecasts
Practical problems often require forecasts over longer horizons than the 1-step ahead forecasts considered above. In this section, we evaluate the forecast performance of different conditional volatility models, both statistically and economically, for horizons of up to three months. Table XII reports the RMSE of different conditional volatility models for 1-week, 1-month and 1-quarter ahead forecasts. The benchmarks are the true variances and covariances, 22 proxied by the sum of squares and cross products of daily returns over the forecast horizons.
The long memory volatility models generally outperform the short memory models, with the LM-EWMA and LM-EWMA-DCC models consistently yielding the smallest forecast error, although the standard EWMA model again proves itself a simple yet statistically accurate model. The MAE results are similar and are hence not reported.
[Insert Table XII here]
The Mincer-Zarnowitz regression is implemented for the longer horizons in Table XIII .
Compared to the 1-step ahead forecasts, the forecasts for longer horizons have higher information content, which may be attributable to the use of more accurate proxies of the true variances and covariances. Again, the two LM-EWMA models dominate the other short and long memory conditional volatility models at all forecast horizons. They are the only two models that generally yield conditionally unbiased forecasts for the elements of the covariance matrix. To save space, only results for the LM-EWMA model and the two short memory EWMA and GARCH-DCC models are reported in Table XIII. [Insert Table XIII here]
The economic usefulness of alternative covariance matrix estimators is assessed for both low and high dimensional portfolios over longer investment horizons. We let the investor rebalance his portfolios weekly, monthly and quarterly. These rebalancing frequencies would cover the situations of most investors in practice, at least approximately, from a day trader to a mutual fund. Table XIV gives the out-of-sample performance of the weekly rebalanced bivariate portfolios. Results for the conditional volatilities are similar. The gains from using the conditional volatility models for a trader who rebalances weekly, as compared to those for a day trader, are smaller. The two LM-EWMA models still outperform both the short memory models and the long memory CGARCH-DCC, though the gains, again, are lower.
Among the two LM-EWMA models, neither dominates. The LM-EWMA model tends to perform better when the hypothetical vectors of expected returns are close to the unconditional mean and in the overall returns (which use the Bayesian priors as the weighting factors).
[Insert Table XIV here]   23 For the monthly and quarterly rebalanced portfolios, the results are similar. The two long memory EWMA models consistently produce better forecasts than the short memory and constant volatility models. The short memory conditional volatility models either rapidly revert to the unconditional volatility at an exponential rate or, in the case of the EWMA model, do not converge at all, and consequently have relatively uninteresting long-run forecasts. With slowly decaying autocorrelations, the long memory volatility models are able to better exploit past information and consequently yield more accurate forecasts over longer horizons. The outperformance of the two long memory EWMA models in the monthly and quarterly rebalanced portfolios confirms this intuition. To save space, only the out-of-sample results for the quarterly rebalanced portfolios are reported.
[Insert Table XV here] Results for the two high dimensional portfolios are consistent with those for the two low dimensional portfolios. Under the global minimum variance strategy, the LM-EWMA and LM-EWMA-DCC models generally yield the most favourable results over horizons of up to three months (Table XVI) [Insert Table XVI here]
Additional Robustness Tests
Forecast performance is potentially affected by the size of the rolling window used to estimate the conditional volatility models. Therefore, we re-evaluate the forecast performance of the multivariate conditional volatility models using estimation windows of two years, five years and ten years of daily returns. In the cases of 5-year and 10-year rolling windows, we also estimate the conditional covariance matrix using the FIGARCH-DCC model. We do not estimate the FIGARCH-DCC model with 1-year and 2-year rolling windows since the estimation of the FIGARCH model requires a prohibitively high upper lag cut-off. Following 24 standard practice in the literature, we set the truncation lag for the FIGARCH model equal to 1000.
The outperformance of the two parsimonious long memory EWMA models reported above is found to be insensitive to the choice of estimation window length, in the both low dimension and high dimension cases. To save space, Table XVII reports only the economic evaluation for the two bivariate portfolios with a 5-year estimation window. The two long memory LM-EWMA and LM-EWMA-DCC models consistently produce forecasts that are more accurate and informative, and more economically useful than other short and long memory models.
The simple EWMA model, although not as good as the LM-EWMA model, generally outperforms the more sophisticated GARCH model. The long memory FIGARCH model is the worst performing model, which may be attributable to the complexity of its specification.
Although not reported, the use of longer forecast horizons (one week, one month and one quarter) yields very similar conclusions.
[Insert Table XVII here]
Conclusion
In this paper, we evaluate the economic benefits that arise from allowing for long memory in forecasting the covariance matrix of returns over both short and long horizons, using the asset allocation framework of Engle and Colacito (2006) . In so doing, we compare the performance of a number of long memory and short memory multivariate volatility models.
Incorporating long memory property improves forecasts of the conditional covariance matrix.
In particular, we find that long memory volatility models dominate short memory and unconditional models on the basis of both statistical and economic criteria, especially at longer horizons. Moreover, the relatively parsimonious long memory EWMA models outperform the more complex multivariate long memory GARCH models. dynamic structure on all elements of the covariance matrix, which facilitates their implementation in high dimensional systems, but it comes at a cost in terms of estimation error. In a high dimensional system, employing a potentially less correctly specified but more flexible DCC structure may yield better results. Also, some of the eigenvalues of the high dimensional covariance matrix are inevitably very small, and so the inverse of the covariance matrix used in the asset allocation is likely to be ill-conditioned (see, for example, Zumbach, 2009a) . This may partly explain the poor performance of the LM-EWMA model in large systems. It would be interesting to investigate this issue in greater detail.
The use of the long memory conditional covariance matrix produces optimal portfolios with lower realised volatility than the static unconditional covariance matrix. However, since our aim is simply to evaluate the forecasts of alternative conditional covariance matrices, and to choose the estimator that produces the lowest portfolio volatility, we do not explicitly consider realised portfolio returns. In particular, it does not follow that the portfolio with the lowest volatility is necessarily the best portfolio in terms of portfolio performance measures such as the Sharpe ratio. Thus it would also be of interest to investigate further the economic value of long memory volatility timing in the asset allocation framework, allowing for differences in return as well as risk, and for the effect of transaction costs. -7 .02*** -9.81*** -9.79*** -9.56*** -13.68*** (-37.75***) (-40.43***) (-36.79***) (-38.16***) (-32.09***) GARCH DCC 7.02*** 1.77* -1.52 -1.00 0.86 (37.75***) (26.10***) (-4.10***) (1.28) (11.10***) LM-EWMA 9.81*** -1.77* -8.79*** -7.58*** -6.57*** (40.43***) (-26.10***) (-27 .93***) (-28.70***) (-12.43***) LM-EWMA DCC 9.79*** 1.52 8.79*** 2.54** 7.18*** (36.79***) (4.10***) (27.93***) (6.32***) (13.77***) CGARCH DCC 9.56*** 1.00 7.58*** -2.54** 3.82*** (38.16***) (-1.28) (28.70***) (-6.32***) (11.92***) Constant 13.68*** -0.86 6.57*** -7.18*** -3.82*** (32.09***) (-11.10***) (12.43***) (-13.77***) (-11.92***) The table reports out-of-sample volatilities for the weekly rebalanced bivariate portfolios, constructed with the objective of minimizing variance subject to the target excess return of 1. Each row in the table reports the results for the pair of expected returns in the corresponding first two columns. The overall returns are the pair of weighted returns using the Bayesian prior probabilities. The lowest volatility in each row is normalised to 100. 
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5-Year Estimation Window
The table reports out-of-sample volatilities for the minimum variance bivariate portfolios, constructed using 5-year estimation window and subject to the excess target return of 1. Each row in the table reports the results for the pair of expected returns in the corresponding first two columns. The overall returns are the pair of weighted returns using the Bayesian prior probabilities. The lowest volatility in each row is normalised to 100. 
