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0.1 Abstract
Brain-computer interfaces (BCI) provide a valuable new input modality
within human-computer interaction systems, but like other body-based in-
puts, the system recognition of input commands is far from perfect. This
raises important questions, such as: What level of control should such an
interface be able to provide? What is the relationship between actual and
perceived control? And in the case of applications for entertainment in which
fun is an important part of user experience, should we even aim for perfect
control, or is the optimum elsewhere? In this experiment the user plays a
simple game in which a hamster has to be guided to the exit of a maze, in
which the amount of control the user has over the hamster is varied. The
variation of control through confusion matrices makes it possible to simu-
late the experience of using a BCI, while using the traditional keyboard for
input. After each session the user filled out a short questionnaire on fun and
perceived control. Analysis of the data showed that the perceived control of
the user could largely be explained by the amount of control in the respec-
tive session. As expected, user frustration decreases with increasing control.
Moreover, the results indicate that the relation between fun and control is
not linear. Although in the beginning fun does increase with improved con-
trol, the level of fun drops again just before perfect control is reached. This
poses new insights for developers of games wanting to incorporate some form
of BCI in their game: for creating a fun game, unreliable input can be used
to create a challenge for the user.
0.1.1 Statement of Relevance
Utilizing unreliable input from natural behaviour of users in human-computer
interaction is a widespread research topic. This study shows that unreliable
input can be used to create games that are fun to play.
0.2 Introduction
Recent developments in interfaces show that there is a need for less arti-
ficial means of control. The most prominent examples of the moment are
the Nintendo Wii and the Microsoft Kinect, both gesture interfaces. But
speech, eye gaze, and other physiological measures are also promising a more
intuitive way of interaction. By allowing the user to apply knowledge from
previous interactions, for example from interacting with the real world or
from interacting with comparable systems, the interface is easy to learn,
easy to remember, and easy to use, which are key aspects for usable systems
[12, 4, 13]. Brain activity as input modality also has a lot of potential in
this area, as it can provide some insight in the intention of the user, with-
out depending on external expression. Unfortunately, most of the current
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systems are still in the phase of proving that using brain activity for control
is even possible, and are therefore not making full use of the intuitiveness
this input could provide.
One thing these physiology-based inputs have in common is that the
interpretation of the input is often problematic. This is mainly because of
the noisiness and ambiguity of the input, but also because of the problem of
intentionality [7, 16, 9]. In the case of video-based gesture input, it can be
difficult to discern the gestures the user is making when the lighting is bad,
or when there is little contrast with the background. Input can change over
time, for example as the user becomes more fatigues and is less expressive, or
as the sun sets. Besides, there can also be a large variability between users,
such as between children and elderly, or men and women. As an example
of ambiguity: when somebody waves their hand, it could mean ’good bye’,
’hello’, or even ’no’. And then there is the problem of intentionality. Not all
actions will have a purposeful intention related to it. What if the user was
not waving at the system, but waving to get rid of a mosquito passing by?
Or in the case of an eye tracker, the user will already look at the system
simply to take in information. In that case, not every eye gaze is meant as
an input command. Especially when the system is always on, there will be
times when the user is not purposefully interacting with the system. This
type of problem is also referred to as the Midas touch problem.
In the case of brain-computer interfaces, each of these problems is even
worse than what we have encountered with the other aforementioned input
modalities. First there is the problem of measuring the brain activity. As-
suming the technology should be usable at home, this eliminates systems
that require a lot of space or protected rooms. For the general population,
undergoing surgery to get electrodes implanted is also not a viable option, as
the surgery, but also long-term implantation of these electrodes, are still too
risky. Finally, there is the issue of response time. If a system is to be used
for direct control, the response time should be minimal. This means that
systems that depend on indirect measures such as increased blood flow in
more active brain areas will be considered too slow for this purpose. What
the general home-user then is left with is electroencephalography – EEG.
Unfortunately this measurement is highly sensitive to noise, both from the
environment and from the user’s body. It has a good temporal resolution,
but because it uses electrodes on the outside of the head, it is difficult to de-
termine where the measured activity really originates. Even if all this would
have been perfect, the brain is a very complex system, and specific areas
may activate for different reasons. As an example, certain areas of the brain
are involved in making gestures. These areas may also activate, however,
when the user is imagining to make that gesture, or when the user is looking
at somebody else making that gesture. The problem of intentionality also
still remains, as the user’s brain may be responding to something that is not
at all related to this particular part of the interaction with the system. As
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a result, the interpretation of such physiological input modalities may never
be perfect, and at the moment, brain input seems to be the least perfect of
all.
In most studies concerning user control, the input itself is considered
to be near perfect, although mistakes may still be made because the user
is distracted, unskilled, or is unsure about what to do. The general solu-
tions that are provided to solve problems caused by imperfect control are
therefore generally in the range of: make sure that the system is responsive
(small delays for feedback or updated system status), that the feedback is
easily understood, and include an undo button [13]. There are very little
guidelines for interfaces where the control input itself may be a critical is-
sue. How many mistakes can be made before a system becomes unusable, or
maybe even sooner: unacceptable? One could argue that it is not the actual
control that matters, only the user perception, but how do these two relate?
And do we even need to aim for perfect control? Especially in the case of
entertainment applications, some imperfections may add to the challenge of
the task, keeping the user in a state of flow while they deal with the problem
[14].
0.3 Related Work
0.3.1 Control in BCI
Ware et al. (2010) have evaluated the level of acceptable and desirable ac-
curacy in a 4-class SSVEP-based brain-computer interface, with five partici-
pants, by incrementally decreasing the accuracy of the interface. They found
that accuracy level of at least 77% were accepted and desired [22]. These
results are based on a very limited number of participants, but it may be an
initial indication of the level of control a BCI should aim towards.
There are many different measures of performance of the interpretation
by the system. Accuracy is the easiest one to understand, as it is simply the
percentage of correct interpretations. The opposite is the error rate. Often
more complex measures are calculated, as accuracy and error are dependent
on the number of classes and the ratio between samples from the different
classes. E.g. in the case of the interpretation of moving either left or right,
a random choice should yield a 50% accuracy on average, but in the case of
left, right, forward, and back, the random classifier would only achieve 25%.
This means that performance of 75% accuracy in a 2-class system is very
different from the same accuracy in a 4-class system. In the same line, if the
user moves to the left 70% of the time, and the system would be a simple
classifier that always selects the class with the highest prior probability (the
class which has been used most in the past), it could already achieve an
accuracy of 70%, where if the classes would be equal, the result would have
been 50%.
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To address this problem, various performance measures have been de-
signed. One of these is the receiver operating characteristic (ROC) which
displays the ratio between the true positive rate (the fraction of correctly
detected target movements) and the false positive rate (detecting a target
movement). The related area under the curve (AUC) value of the ROC that
gives the probability that target event (e.g. movement to the left) has a
higher confidence than a non-target event (all other events) [8]. While the
ROC and AUC-ROC give reliable measure of performance when the prior
probabilities of the events are unequal, they are inherently binary, i.e. they
measure the performance for discerning only two classes. A performance
measure for multiple classes that has been gaining popularity in the BCI
field is the information transfer rate (ITR), which measures the amount of
information expressed in in bits that can be communicated through an un-
reliable channel per unit of time. In this case, the unreliable channels is
the BCI, and the user is supposed to use an optimal encoding strategy for
its message. Current, non-invasive brain-computer interfaces (BCIs) have a
ITRs of up to 10–25 bits per minute [24].
The advantage of measuring performance with the ITR is that, when
calculated based on mutual information (MUI) [5], it is insensitive to unequal
prior event probabilities, and incorporates both the precision of and the time
needed to detect an event: The more time you take for a selection, the more
data the system can gather about the input you are trying to provide, the
higher the resulting interpretation accuracy. But while a higher accuracy
will increase the throughput, it will generally take more time which reduces
the ITR in turn. Therefore this measure gives a good indication of the
trade-off between time and accuracy.
Because the ITR incorporates both the speed of communication, and the
amount of information a single event contains, it might measure a quality
that is as much related to the ability of the user to express its intent as
possible with an objective measure. Similarly, the difficulty index ID in Fitt’s
law is also a measure of information, measured in bits . The assumption
of using an optimal encoding strategy made in the ITR might be difficult
to achieve in practise however. Most BCI based spelling applications do
not use text prediction, and based on context the optimal predictions might
change. But while an optimal encoding in the decoder might not always be
feasible, some environments might forgiving enough to let the user exploit
alternative control strategies to optimize their information throughput. For
example, an unreliable command to turn left might be replaced with turning
right for a longer period when time and space permit.
0.3.2 Dealing with Errors in BCIs
One example of how to deal with the Midas touch problem in BCI is the
LF-ASD, which is an added layer of control by which the BCI control can
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be turned on or off [3].
In most cases, it is better for the system not to take action on an input
than to take the wrong action. For example, in the case of a P300 speller,
to correct an incorrect character, one selection is needed to delete it, and
another selection to then select the correct one. Now there are dynamic
P300 spellers that do not make a selection until the confidence level for a
specific option is above a certain threshold [18].
Such systems not only act when the certainty is high enough, but also
use repeated inputs to increase the certainty for a specific selection. This
last feature is part of many potential-based BCIs, as these features are very
sensitive to noise and difficult to detect based on one repeat (single-trial).
Systems based on other types of brain activity features could also make use
of these same principles, by looking at the confidence levels of the classifier,
or by combining successive classifications until a certain threshold is reached.
Perception of BCI Control
In a comparison of user experience between actual and imaginary move-
ment control of a BCI game, users had better control with actual movement,
which also resulted in higher alertness. Imaginary movement was perceived
as more challenging [21].
Another study where 14 participants played a BCI game repeatedly over
a period of five weeks, using three different mental task pairs during each
session, indicates that the user preference for certain mental tasks is primar-
ily based on the correct recognition of the tasks by the system, and secondly
on the ease of task execution [15].
Detecting the user’s loss of control, or perception of errors whether they
occur on the user or system side, could allow for new ways of dealing with
errors, to improve the usability of any system. Such an application has been
developed and demonstrated by Zander and Jatzev [25].
Quek et al. [17] developed a simulation tool for control in applications
using a BCI but without the need of needing a user and an EEG cap con-
nected to the system. Various factors, such as error rate, non stationarities
due to a changing state of mind, noise and delay are incorporated in their
models.
Control is an important construct in evaluating input methods that are
unreliable. When evaluating games or virtual environments on user expe-
rience, which can be presence in virtual worlds [23] or user experience of
BCIs [20] one has to not only look at the absolute performance, but also
at the qualitative aspects of the input channel, such as the learning curve,
obtrusiveness an intuitiveness.
0.3.3 Perception of Control
From psychology, it is known that people tend to overestimate their ability
to control events; this effect is called the illusion of control. In a laboratory
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study, participants had a varying control over a pair of lights. Even when
their actual control was none at all, the participants indicated they had some
level of control [2]. Ellen Langer demonstrated that this illusion of control
is stronger when certain factors are present, such as competition, individual
choice, familiarity with the action or elements part of the action, and level
of involvement [11]. Thompson et al propose that this perception is already
created simply from the intention to create a particular outcome (turn on
the left light), and a possible connection between the action executed (press
a button) and the outcome (left or right light on). If the expected outcome
is positive, people tend to overestimate their level of control, whereas if the
outcome is negative, people tend to downplay their amount of control [19].
0.4 Methods
For this experiment we had a professional game studio develop a Flash R©
based game that is accessible through the internet. We varied the amount
of control the users had in the game and asked them through a questionnaire
what their experiences were during the game. In the following sections we
will elaborate on the workings of the game, how we varied the amount of
control and what data we recorded.
0.4.1 Experimental Design
Participants started a round in a randomly chosen condition. In total there
were 15 different conditions, each with a different amount of control. After
finishing a round, a new condition is randomly chosen for the next round.
Participants in this experiment finished at least one round, and there was
no maximum number of rounds set. Users were given instructions on the
control of the game, what they were supposed to do in the game as well as
with the questionnaire.
0.4.2 Game
In the game used for the experiment, participants controlled a hamster by
pressing the four arrow keys on the keyboard. The game setting is an evil
laboratory where experiments on hamster are carried out on computer-brain
interfacing with the goal to control hamsters. Users can take control over
one hamster to lead it to freedom. A screenshot of the game can be seen in
Figure 1
The amount of control of the user over the hamster varies randomly
across rounds (see section 0.4.3). One round in the game consists of four
sequential levels, shaped in the context of the evil laboratory. Respectively
a cage, a labyrinth, an office room and the block where the laboratory is
situated have to be escaped from. Each level is a maze with dead ends
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Figure 1: A screenshot of the game that was used for the experiment.
and some occasional obstacles. Touching the obstacles causes the player to
‘die’ and to be transported back to where they started in that level. When
the user finishes a level, immediately the next level is presented. After the
last level a questionnaire is presented (see section 0.4.5). After filling in the
questionnaire, the users could play another round, most probably with a
different amount of control. After five rounds their the total amount of time
they took to rescue five hamsters was recorded and compared to the times
that were already in de database to provide the user with a rank. This was
supposed to motivate the participants to play again. If a certain round was
too hard, the user had the opportunity to press a button ‘skip round’ to
skip the current round an go directly to the questionnaire. After the start
of a level, it took one minute for this button to become active.
0.4.3 Levels of control
The level of control in the game was manipulated by using specific control
schemes for each of the conditions consisting of different levels of control.
The events that are used to control the game consist of directives to move
in one of four directions, or not to move at all, resulting in five possible events
at each evaluation of the game loop. When the user has perfect control —
which is usually the case with button-based input — each directive of the
user is directly translated in the corresponding action. With unreliable
controllers, such as a BCI, it is possible that a different, unintended action
is performed. For each directive, action pair, the probability of making this
mistake can be denoted, which results in a so-called confusion matrix. The
behaviour of an imperfect BCI with discrete output can be fully described
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by this confusion matrix.
The 15 conditions in the game are specified with a confusion matrix.
We have chosen to start with the simple assumption that each class (four
directives for movement, or no action) is detected correctly with the same
probability (accuracy), and that all mistakes are equally likely:
Ca =

a e e e e
e a e e e
e e a e e
e e e a e
e e e e a
 , (1)
where a is the percentage of correctly detected events, and e = 1−a5−1 is the
rate for a specific confusion. Rows of Ca correspond to a specific directive
(the ground truth) and sum to one, the columns correspond with a specific
detection.
The specific accuracies are chosen such that the MUI of the confusion
matrices Ca is distributed evenly with 15 points over the whole possible
range. Given the rate of events, the ITR can be calculated from the MUI.
The accuracies of the different throughputs with regular increases is displays
in Figure 2. The logarithmic relation between the accuracy and MUI results
in relatively few conditions with low accuracies.
The MUI in bits is calculated as follows, with a discrete variable Y for
the different directives, and discrete variable X for the different detections:
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log2
p(x, y)
p1(x) p2(y)
, (2)
where p(x, y) = Cax,y is the joint probability distribution function of X and
Y , and p1(x) and p2(y) are the marginal probability distribution functions
of X and Y respectively. Note that the marginal probability distributions
are assumed to be uniform. This is the same assumption used in [24] for
ITR calculation.
In summary, we constructed 15 levels of control based on the equally
spaced MUI of control schemes with equal probabilities of correct detection,
and equal probabilities for each confusion.
0.4.4 Participants
Participants to the experiments were invited to play the game through vari-
ous means (e-mail, social media and mouth-to-mouth). Based on IP adresses
200 unique participants started a round. 351 rounds in total were started.
212 (60,4%) of these runs were continued through the four levels and filled
in the questionnaire. 12 played the game for the desired 5 rounds and got a
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Figure 2: The relation between the MUI and the accuracy for a five-class
confusion matrix with the same probability for all correctly detected events,
and the same probability of each pair of mistaking one event for another.
high score ranking. The fastest to finish did this in a time of 21 minutes en
42 seconds, the slowest in 35 minutes and 3 seconds.
0.4.5 Questionnaire
The questionnaire was presented to the user within the flash game, before
they could continue with another round of the game. The questionnaire was
made up of three open questions and six VAS items. Two open questions
were meant to gather basic demographics, namely age and gender. The
third question was for general remarks and additions.
The six VAS items were meant to measure the amount of fun, engage-
ment and control the users experienced in the game. Table X shows the
items for each construct. The way users answered the VAS was through
a visual slider ranging from 0 to 100, initialised at 50. One click on the
scale put the slider on the designated point, also indicated by the changing
number right below the scale. Users could correct their answers until the
clicked on the ’next’ button, to go to the next three items.
0.5 Results
In this section we will look at the results from the questionnaire data. First
we will report the data on the perceived control, to assert that our method of
varying the amount of control is also experienced by the user in the correct
way. In the section thereafter we will analyse the relationship between the
amount of control induced by the confusion matrices on the amount of fun
the user experiences.
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Figure 3: Linear regression of Perceived Control vs. Control
0.5.1 Perceived control
First we cleaned up the data from obviously erroneous data. This included
removing partly filled in questionnaires. Looking at the cleaned question-
naire data, first we constructed the scale ’perceived control’. This scale was
made up out of two items, ”I had te feeling the hamster did what I wanted
it to do.” and ”I had the feeling the computer was following my commands.”
A reliability analysis of the proposed scale resulted in a Cronbach’s Alpha
of 0.885 which made this scale a proper measurement of how much control
the particpants experienced in the game. To validate if we indeed varied the
amount of control as we intended a linear regression was carried out. This
revealed a significant linear trend explaining 50% of the variance in the data
(R2 = 0.499, p < 0.001) as can be seen in Figure 3.
Another item, frustration, further validates our method of influencing
control. Linear regression showed a significant negative trend (R2 = 0.133, p <
0.001), shown in Figure 4.
0.5.2 Fun - Control
To validate our most important hypothesis, control positively influences fun,
up to a certain point where fun is decreasing because the challenge is be-
coming less, we look at the questionnaire data for fun and compare it to
the amount of control. To assess whether a linear model or another model
would explain our data better, we first performed a linear regression. This
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Figure 4: Linear regression of Frustration vs. Control
Models for curve fitting
Model R2 AIC delta(AIC)
1th order (linear) 0.291 977.683 n/a
2nd order (quadratic) 0.336 969.434 -8.249
3rd order (cubic) 0.349 968.305 -1.129
4th order 0.356 968.170 -0.135
Table 1: 1th through 4th order models with respective R2, AIC and the
change in AIC from the lower order polynomial.
showed a significant trend (R2 = 0.291, p < 0.001) through the data. Sec-
ond, third and higher order polynomials were also tested. The third order
polynomial, which can be seen alongside the first order (linear) polynomial
in Figure 4, proved to provide the best fit with an explained variance in the
data of 34.9% (R2 = 0.349, p < 0.001) taking into account that higher order
polynomials yield a slightly higher R2 but also require sacrificing another
degree of freedom for every incrementation of the order. Another measure
for this which takes the added complexity of higher order polynomials into
account is the Akaikes Information Criterion (AIC) [1]. The gain of less
information loss is resembled in a lower AIC. While the difference in the
AIC for the second and third order polynomial is substantial, the difference
between the third and fourth order is only marginal compared to the former.
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Figure 5: Fun - Control
.
The third order polynomial as well as the means of the data points show a
clear downwards tendency from the linear trend after the mui=2.05/acc=96.73%
point. This supports our hypothesis that control is needed for fun, upto a
certain point, after which fun decreases. Another interesting fact is that the
condition in which movement is completely random (20% accuracy, mui=0)
participants apparently found it relatively fun to play the game. When some
control is given in the condition next to it (mui=0.17/41,22% accuracy) this
effect is gone.
0.6 Discussion and Conclusions
The results from this study showed that it is possible to influence the amount
of control the user has in a game that has a 4 class, 2 dimensional control
of navigation. This is supported by the fact that user reporting the amount
of control they experienced showed strong relation to the amount of control
they were given. We hypothesized an illusion of control; an overestimation
of control on the near perfect side of control. We did however not see this in
our data. Also an underestimation of control on the low side of control, we
did not see in our data. A possible explanation for this might be that in our
study, users are given a certain amount of control defined by the confusion
matrix in a session. This given amount of control is something they cannot
12
alter by increasing their effort. Whereas with a BCI users can alter their
amount of control, to a certain extent by the effort they put in. In this
case the effort put in by the user is highly dependent on the motivation they
have, which in itself is of influence on the performance of at least P300-based
BCIs [10].
The second part of our analysis showed that the amount of control largely
explains the amount of fun one experiences. Although fun is dependent
upon the amount of control, at a certain point an optimum is reached. Our
analysis showed that in our experiment after 96.73% of accuracy the fun
decreases. This could be explained by the concept of flow [6], where chal-
lenge is related to skills in which an optimum exists where a state of flow is
achieved. In this state of flow the skills of the user and the challenge asked
from the user are both high and in balance. If the skill increases, the user
would shift into boredom, if on the other hand the challenge increases, the
user shifts into anxiety or frustration. This is relatable to the results we
see in our data. Users have a certain skill of controlling the hamster and
have a varying amount of control (the challenge), up to a certain point this
challenge is more suited to their skill, until the optimum is reached. After
this the fun decreases and general user experience shifts into boredom . This
explanation is also supported by some user comments, for example: “This is
the third time I played this game, and the hamster listened quite well. Espe-
cially if your first hamster vere never (sic) obeyed anything, a well-listening
hamster is almost boring.” This mechanishm of shiftin towards boredom
most probably is the reason the amount of fun participants experienced is
decreasing after the optimum.
Like in almost all of HCI research, the results in this study, especially the
point for the highest amount of fun, are based on just this game we used
to experiment with. Using another game would probably yield another op-
timum at a different amount of control. Probably even using other level
layouts would alter this result. However, we show that this effect is appar-
ent in this particular setting.
Still, the game can be quite challenging, even with perfect control, when
there is a motivation to finish as quickly as possible. In games that are
simpler, for example, that only use 2 classes for navigation, or are less chal-
lenging in gameplay, the optimum probably shifts to the lower end of the
control scale. Games with some kind of BCI control often only have one
dimension of control, so the previous is especially applicable to these kind
of games.
At the other end of the scale, the concept still holds: user reported be-
ing frustrated through the respective item in the questionnaire, as well as
through the open question while playing the game with a low amount of
control, for example: “I haven’t quite forgiven hamsters after the last game
even though this one was better.” and “Frustration thy name is hamster.
You know he was perfectly happy in his cage...”. This is also what is often
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seen in BCIs, if the recognition accuracy is too low, the BCI is just a frustra-
tion to the user. It might give the user false hope which leads to frustration.
Until now, no perfect BCI exists. However, according to our findings a per-
fect BCI should also not be needed when incorporated into a game. Turning
the shortcomings of a BCI into a challenge for the user, a challenge outside
of the game itself, might be a possible way to create a fun game.
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