This monograph is a state-of-the-art presentation of algorithms for solving a class of optimization problems that are benign in the sense that their objective functions are reasonably smooth, unconstrained, and defined over a relatively small number of variables (say up to a hundred). However, the problems are extremely challenging from an algorithmic standpoint, because gradient vectors and higher derivatives of an objective function cannot be supplied and evaluation of the latter is often expensive and/or corrupted by noise (making accurate finite-difference derivative estimation prohibitive).
length. These two parts are followed by a brief third part on a "Review of other topics." We will consider each part in turn.
Part I brings together the mathematical machinery used to formulate derivativefree algorithms in Part II. The material is nicely organized and well presented. Much of it is of interest in its own right and also a nice application of interpolation techniques that students often encounter for the first time in an introductory course on numerical analysis. The reader is introduced to the theory of positive linear independence, in particular, positive spanning sets and positive bases upon which directional direct-search methods rely to ensure descent; the key notion of "poisedness" of a set of sample points for linear interpolation/regression; and the connection between linear interpolation and simplex gradient estimation. Subsequent chapters consider nonlinear polynomial interpolation (used to form quadratic interpolation models within derivative-free algorithms). In particular, they describe polynomial bases (Lagrange, Newton) and give a comprehensive discussion of the quality of an interpolation set (well-poisedness, Λ-poisedness, condition number as a measure of poisedness, derivation of error bounds, etc.). These topics are considered in three consecutive chapters for different types of interpolation sets: fully determined, overdetermined (polynomial regression), and underdetermined. The concluding chapter of Part I addresses the key topic of modifying an interpolation set to improve its quality, i.e., ensure well-poisedness, and it presents particular algorithms for this purpose.
Part II utilizes the "mathematical toolkit" of Part I to formulate and analyze specific derivative-free optimization algorithms. Two main classes of algorithms are discussed, namely, direct-search methods and trust-region methods, and a brief chapter on implicit-filtering, or line search methods based on simplex gradients, is sandwiched in between. Direct search is considered in two consecutive chapters. The first describes algorithms based on classical coordinate-search and a directional direct-search framework-a typical iteration involves a scatter/mesh search step, a poll step using a positive basis, and an internal parameter update-and considers their global convergence for both continuously differentiable and nonsmooth cases. The second chapter of the pair addresses simplicial direct-search and gives a comprehensive theoretical discussion of the Nelder-Mead algorithm and recent modifications that are designed to guarantee convergence. The discussion of the other main class of methods-trust-region algorithms based on derivative-free linear and quadratic models-is the centerpiece of the monograph. Two key algorithmic frameworks are formulated along with a proof of their global convergence to firstorder and second-order critical points. They provide the basis for several practical algorithms-the "DFO" approach, Powell's methods, and wedge methods-that are presented in the concluding chapter.
Finally, Part III is a brief review of other topics, including the use of surrogate models and extensions of algorithms discussed in Part II when constraints are present. A useful list of available software (pertaining to the chapters of Part II) is given in an appendix.
The book suffers from certain weaknesses as follows. The exercises at the end of each chapter are mostly elaborations of theory developed within its body. (It might have been better to embed them directly within the text.) This shortcoming diminishes the book's usefulness as a textbook for an introductory course. The handful of practical examples given in the introductory chapter are "atypical of applications of derivative-free optimization but are easy to understand" (p. 3). The book provides few numerical illustrations-compare, for example, the discussion of derivative-free algorithms in Kelley [2] -and no implementational details, i.e., its focus is not on the "algorithmic engineering" side of the subject. The elegant theory of unidimensional derivative-free algorithms is also not covered in this monograph. It can be found in the classic work of Brent [1] and is relevant, for example, when designing a line search for use within the simplex gradient-based approach. Finally, note that derivative-free algorithms can be employed as heuristic techniques for solving non-differentiable optimization problems, and recall from Rademacher's theorem that a Lipschitz continuous objective function has a Fréchet derivative almost everywhere. The important intersection between derivative-free optimization and non-differentiable optimization is not adequately addressed.
In conclusion, and on a more personal note, we view the monograph under review as emblematic of the emerging discipline of algorithmic science & engineering within scientific computing-more specifically, its theoretical algorithmic science mode-as delineated in Nazareth [3] . In meeting their main goals (quoted in the third paragraph above), the authors have succeeded admirably. Their book is a gracefully-written, well-organized, and timely contribution to an important area at the current forefront of differentiable optimization research. It provides useful guidance to practitioners on the merits and demerits of a range of choices of algorithms when derivative information cannot be supplied, and its state-of-the-art survey will motivate researchers on new directions to pursue. It also provides useful theoretical advice for developers of mathematical software, for example, the numerical recipes collection of Press et al. [5] and its subsequent editions.
