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CHARGE FLUCTUATIONS ANDDEPHASING IN COULOMB
COUPLED CONDUCTORS
MARKUS BU¨TTIKER
De´partement de Physique The´orique, Universite´ de Gene`ve,
CH-1211 Gene`ve 4, Switzerland
It is shown that the dephasing rate in Coulomb coupled mesoscopic struc-
tures is determined by charge relaxation resistances. The charge relaxation
resistance together with the capacitance determines the RC-time of the
mesoscopic structure and at small frequencies determines the voltage fluc-
tuation spectrum. Self-consistent expressions are presented which give the
charge relaxation resistance and consequently the dephasing rate in terms
of the diagonal and off-diagonal elements of a generalized Wigner-Smith
delay-time matrix. Dephasing rates are discussed both for the equilibrium
state and in the transport state in which charge fluctuations are generated
by shot noise. A number of different geometries are discussed. This article
is to appear in Quantum Mesoscopic Phenomena and Mesoscopic Devices,
edited by I. O. Kulik and R. Ellialtioglu, (Kluwer, unpublished).
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1. Introduction
It is the purpose of this work to provide a self-consistent discussion of charge
and potential fluctuations in Coulomb coupled mesoscopic conductors and
to apply the results to evaluate dephasing rates of Coulomb coupled conduc-
tors. Charge and potential fluctuation spectra are important in a number of
problems: the theory of dynamical (frequency-dependent) conductance of
mesoscopic systems can be developed from a fluctuation theory [1] (the dy-
namical conductance is then obtained from the fluctuation dissipation the-
orem and the Kramers-Kronig relations); already in the white noise limit,
shot noise outside the ohmic range, is renormalized by charge fluctuations
[2]; furthermore, the currents induced into gates capacitively coupled to a
conductor, or a tunneling microscope tip (used as a small movable gate)
depend on the charge fluctuations of the mesoscopic conductor [3]. At low
temperatures, the dephasing rates, which give the time over which a quasi-
particle retains phase memory, are determined by potential fluctuations. It
is clearly desirable to have a theory of charge fluctuations which works in
all these situations.
The theory of fluctuations in mesoscopic conductors, has been predom-
inantly concerned with current fluctuations [4, 5, 6, 7], and correlations of
currents at different terminals of a multiprobe conductor [7, 8, 9]. For an
extended review of shot noise in mesoscopic conductors, we refer the reader
to Ref. [10]. As the above mentioned rare examples [1, 2, 3] demonstrate,
the theory can, however, be extended to treat charge and potential fluc-
tuations. In contrast to fluctuations in the total current at a contact of
a mesoscopic sample, a discussion of charge fluctuations is more difficult,
since it necessitates a treatment of interactions.
To emphasize the need for a self-consistent treatment of charge fluctu-
ations, consider the conductor shown in Fig. 1. A quantum point contact
[11, 12] is capacitively coupled to a second mesoscopic conductor which
might represent a gate or a small quantum chaotic cavity coupled only via
a single lead to an electron reservoir [3]. The currents to the right and left
of the quantum point contact (QPC) are I1 and I2 and the current that
flows from the cavity to its electron reservoir is denoted by I0. We want to
assume that the QPC and the cavity are so close to one another that every
electrical field line which emanates from the cavity ends either again on
the cavity or on the QPC. There exists then a volume which encloses these
two conductors with the property that the net electric flux through the
surface of this volume is zero. According to Gauss, the net electric charge
inside this volume is thus zero. Hence any charge fluctuation Q1 on the
cavity must be counter-balanced by a charge fluctuation Q2 on the QPC
such that the total charge is preserved, Q1 +Q2 = 0. Hence the charge on
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Figure 1. Cavity with a charge deficit −Q in the proximity of a quantum point con-
tact with an excess charge Q. The dipolar nature of the charge distribution ensures the
conservation of currents I0, I1 and I2 flowing into this structure. After [3] .
the cavity Q1 ≡ −Q is totally correlated with the excess charge Q2 ≡ Q on
the QPC. The excess charge is dipolar with a charge accumulation on one
of the conductors and a charge depletion on the other conductor. It is the
conservation (and complete correlation) of the excess charges on the two
conductors which ensures the conservation of currents,
I0(t) + I1(t) + I2(t) = 0. (1)
This conservation holds at any instant of time. A fluctuation theory based
on independent particles, cannot describe the correlations in the charge
fluctuations which are necessary to establish Eq. (1). In an independent
particle approach the number of particles in the cavity would be indepen-
dent of the number of particles on the QPC. Thus an approach which takes
the Coulomb interactions into account is necessary to establish such a basic
property like current conservation.
Dephasing rates in disordered conductors are mostly discussed in con-
nection with weak localization [13, 14, 15]. Weak localization is a quantum
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effect which arises from the interference of time-reversed particle trajec-
tories and which survives ensemble averaging. The calculations of the de-
phasing rate for this effect is performed by first ensemble averaging such
that the dynamics is effectively diffusive. This permits a treatment of the
Coulomb interactions for a sample that is uniform on the scale of the elas-
tic scattering length: screening is treated with the help of a frequency and
wave-vector dependent dielectric constant. The charge-fluctuations are es-
sentially electron-hole pairs which leave the total charge on the conductor
invariant.
In contrast, the dephasing rates discussed here, cannot be applied to
weak localization. The main effect which is investigated comes from car-
riers which leave or enter the conductor. These carriers thus change the
total charge on the conductor. It is clear that for the rates considered here
the connections of the sample to the outside world, the properties of its
contacts, play an important role. This is again in contrast to dephasing
rates determined by electron-hole pair excitations. Both approaches have
in common that the charge excitations considered are dipolar: here we place
the electron on one conductor and the hole on the other conductor.
The experiments we have in mind are provided in recent works by Buks
et al. [16] and by Sprinzak et al. [17]. In these experiments, the effect of a
current carrying QPC on a Coulomb coupled nearby phase-coherent system
is investigated. The dephasing rate which is measured is proportional to the
voltage applied to the QPC. In addition to the discussion provided in the
experimental works, dephasing in Coulomb coupled structures, has found
attention in a number of theoretical works [18, 19, 20]. Widely different
approaches have been used, but the point of view provided here, which
emphasizes the correlations of the charge fluctuations on the two conductors
and the need for a self-consistent discussion, seems novel. A brief discussion
of the results of our work is presented in Ref. [21] for the geometry of the
experiment of Sprinzak et al. [17]. Different and closely related aspects of
the work presented here are discussed in two conference proceedings [22, 23].
The experiment [17] is also discussed in Ref. [24] but without an attempt
to provide a self-consistent discussion of charge fluctuations.
2. The mesoscopic capacitor (macroscopic backgate)
The simplest system for which it is instructive to investigate the fluctuations
of charge is a mesoscopic capacitor [1]. Fig. 2 shows a cavity capacitively
coupled to a backgate and connected via a single lead to an electron reser-
voir. In a first step we will treat the gate as a macroscopic conductor. We
assume that the electrostatic potential on the cavity can be described be
a single parameter U . The theory presented below is not limited to this
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Figure 2. Mesoscopic capacitor connected via a single lead to an electron reservoir and
capacitively coupled to a gate. V1 and V2 are the potentials applied to the contacts, U is
the electrostatic potential of the cavity. After [35].
simplifying assumption but can be extended to treat the microscopic land-
scape [25]. In the presence of an oscillating potential at the reservoir with
Fourier amplitude V1(ω) or a potential V2(ω) at the gate, the electrostatic
potential on the cavity oscillates with an amplitude U(ω). These poten-
tial oscillations are connected to the charge oscillations Q(ω) on the cavity
via Q(ω) = C(U(ω) − V2(ω)). Here C is the geometrical capacitance cou-
pling the charge on the cavity to that on the gate. The resulting dynamic
conductance, that relates the ac-current through this structure to a small
ac-voltage applied between the reservoir and the backgate is [1]
G(ω) =
−iωCµ
1− iωRqCµ . (2)
In Eq. (2) we have retained only the pole in the complex frequency-plane
with the smallest imaginary part. The dynamic conductance of the meso-
scopic capacitor is, like that of a macroscopic capacitor, determined by an
RC-time. But instead of only purely classical quantities, we obtain now
expressions that contain quantum corrections due to the phase-coherent
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electron motion in the cavity. It turns out that the RC-time can be ex-
pressed with the help of the Wigner-Smith time-delay matrix [26]
N = 1
2pii
s†
ds
dE
. (3)
Here s is the scattering matrix which relates the incident current amplitudes
in the lead connecting the cavity to the reservoir 1 to the out-going current
amplitudes in this lead (see also Appendix A). The sum of the diagonal
elements of this matrix determines the density of states [27]
N = TrN = 1
2pii
Tr[s†
ds
dE
] (4)
and gives rise to a ”quantum capacitance” e2N which in series with the
geometrical capacitance determines the electrochemical capacitance [1]
C−1µ = C
−1 + (e2N)−1. (5)
The resistance which counts is the charge relaxation resistance [1]
Rq =
h
2e2
Tr[N †N ]
[TrN ]2 . (6)
For simplicity we have given these results, Eqs. (3 - 6), only in the zero
temperature limit. It is instructive to consider a basis in which the scatter-
ing matrix is diagonal. Since we have only reflection, all eigenvalues of the
scattering matrix are of the form exp(iζn) where ζn is the phase which a
carrier accumulates from the entrance to the cavity through multiple scat-
tering inside the cavity until it finally exits the cavity. Thus the density of
states can also be expressed as
N = (1/2pi)
∑
n
(dζn/dE) (7)
and is seen to be proportional to the total Wigner time delay carriers ex-
perience in the cavity. The time delay for channel n is [28] τn = h¯dζn/dE.
Similarly we can express the charge relaxation resistance in terms of the
energy derivatives of phases and we obtain in the zero-temperature limit,
Rq =
h
2e2
∑
n(dζn/dE)
2
[
∑
n dζn/dE]
2
. (8)
Rq is thus determined by the sum of the squares of the delay times divided
by the square of the sum of the delay times.
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We now briefly discuss these results. First, our Eq. (5) for the electro-
chemical capacitance predicts that it is not a purely geometrical quantity
but that it depends on the density of states of the cavity. This effect is well
known from investigations of the capacitance of the quantized Hall effect.
More recent work investigates the mesoscopic capacitance of quantum dots
and wires and is often termed capacitance spectroscopy. In addition to de-
scribing the average behavior, our results can also be used to investigate
the fluctuations in the capacitance. Similar to the universal conductance
fluctuations there are capacitance fluctuations in mesoscopic samples due
to the fluctuation of the density of states. Such effects can be expected to
be most pronounced if the contact permits just the transmission of a single
channel. Then it is necessary not only to investigate the fluctuations of the
mean square fluctuations but the entire distribution function. Such an in-
vestigation was carried out by Gopar et al. [29] in the single channel limit
and by Brouwer and the author [30], and Brouwer et al. [31] for chaotic
cavities with quantum point contacts which are wide open (many chan-
nel limit). Since in experiments [32] the Coulomb energy e2/C is typically
much larger than the level separation ∆ these fluctuations are small. A
very interesting prediction which follows from the density of states depen-
dence of the electrochemical capacitance is that for a sample of the form of
a loop with an Aharonov-Bohm flux through the hole of the loop, the ca-
pacitance should exhibit Aharonov-Bohm oscillations [33]. Aharonov-Bohm
oscillations in the capacitance of small rings have recently been measured
by Deblock et al. [34].
Next let us discuss briefly the charge relaxation resistance Rq. An over-
view of charge relaxation resistances in mesoscopic systems is presented in
Ref. [35]. First we note that the resistance unit is not the resistance quan-
tum h/e2 but h/2e2. The factor two arises since the cavity is coupled to
one reservoir only. Thus only half the energy is dissipated as compared to
dc-transport through a two terminal conductor. Second, we note that in
the single channel limit, Eq. (8) is universal and given just by h/2e2. This
is astonishing since if we imagine that a barrier is inserted into the lead
connecting the cavity to the reservoir one would expect a charge relaxation
resistance that increases as the transparency of the barrier is lowered. In-
deed, if there is a barrier with transmission probability T per channel in
the lead connecting the cavity and the reservoir, then in the large channel
limit, for TM ≫ 1, Rq is [36],
Rq = (h/e
2)(1/TM). (9)
In the large channel-number limit, Eq. (8) is proportional to 1/M , where
M is the number of scattering channels, and proportional to 1/T . Thus in
the large channel limit Eq. (8) behaves as expected.
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Let us next consider the fluctuation spectra of the current, charge and
potential. Ref. [1] gives a derivation of these spectra using a dynamic fluc-
tuation theory of mesoscopic conductors. The current fluctuation spectra
must, however, in any case, be connected to the dynamical conductance
via the fluctuation-dissipation theorem. This gives for the current noise
spectrum [1],
SII(ω) = 2kT
ω2C2µRq
1 + ω2R2qC
2
µ
. (10)
Since the charge on the cavity is the time-derivative of the current, we find
for the fluctuation spectrum of the total charge on the cavity,
SQQ(ω) = 2kT
C2µRq
1 + ω2R2qC
2
µ
, (11)
and since the charge is related via the geometrical capacitance to the po-
tential, Q(ω) = CU(ω) we find
SUU (ω) = 2kT
C2µ
C2
Rq
1 + ω2R2qC
2
µ
. (12)
Let us pause here and consider two limiting cases. First, if the charging en-
ergy is unimportant, the geometrical capacitance becomes very large, and
the electrochemical capacitance is essentially determined by the quantum
capacitance Cµ ≃ e2N . In this case the spectrum for the voltage fluctua-
tions, Eq. (12), tends to zero. There is no screening of the charge pile-up.
In the opposite limit, when the geometrical capacitance tends to zero, the
quantum capacitance becomes unimportant and Cµ ≃ C. In this case, both
the current fluctuation spectrum and the charge fluctuation spectrum be-
come very small. Charging of the cavity is now energetically very expensive,
and we can neither drive a current through the structure nor can we pile-up
charge. In this limit, the spectrum of the potential fluctuations as a function
of the geometrical capacitance reaches its maximum amplitude, whereas its
width in frequency becomes increasingly narrow.
The reason that in the small capacitance (charge neutral limit) both
the current and the charge fluctuation spectrum tend to zero, whereas the
voltage fluctuation spectrum stays finite, is also due to electron-hole pair
excitations. If simultaneously an electron and hole enter the cavity, the total
charge remains unchanged, there is no net current generated but there are
nevertheless potential fluctuations.
Let us next consider the dephasing of a carrier in the mesoscopic cavity
due to the potential fluctuations. We follow Ref. [20] and relate the phase
CHARGE FLUCTUATIONS ..... 9
φ of a carrier to the fluctuations in the potential via, ih¯dφ/dt = eU(t).
Integrating this equation, defines for t≫ RC a dephasing rate
Γφ =
〈(φ(t) − φ(0))2〉
t
=
1
t
e2
h¯2
〈
∫ t
0
dt′(U(t′)− U(0))2〉 (13)
which is related to the zero-frequency limit of the the voltage fluctuation
spectrum via,
Γφ = (e
2/2h¯2)SUU (0). (14)
Thus up to fundamental constants, the dephasing rate is determined by the
white noise limit of the potential fluctuation spectrum. Using Eq. (12) for
the mesoscopic capacitor considered, we thus obtain,
Γφ = (e
2/h¯2)kT (C2µ/C
2)Rq. (15)
This result expresses the dephasing rate in terms of electrical quantities.
The dephasing rate is essentially determined by the charge relaxation resis-
tance Rq and a ratio of capacitances. We have already noticed, that in the
free-electron limit, the voltage fluctuation spectrum vanishes, since Cµ/C
tends to zero. Consequently, in this limit there is no phase-breaking. In the
charge neutral limit, the dephasing rate is determined by the charge relax-
ation resistance alone, since C2µ/C
2 tends to 1. It is this later limit, that
describes most often the physical situation which we encounter in meso-
scopic conductors. The charging energy Ec = e
2/2C is typically an order of
magnitude larger than the level spacing [32]. Thus the dephasing rate is es-
sentially determined by the charge relaxation resistance. Consequently, the
knowledge we have gained on charge relaxation resistances can immediately
be applied to the dephasing time.
We re-emphasize that the dephasing rate, as given by Eqs. (13, 15), can-
not be compared with a weak localization dephasing time. We considered
here only a uniform potential inside the cavity, and a uniform potential does
not affect a weak localization loop, since both the backward and forward
trajectories experience the same potential. Eqs. (13, 15) are sample specific
results and as has been pointed out before are due to carriers entering or
leaving the sample.
We must leave it as an open question, to what extent the dephasing
time introduced above is physically meaningful. For small conductors, Rq
is not well defined by its average nor its mean square fluctuations, but
must be characterized by an entire distribution. Thus for small samples, it
is similarly only meaningful to define a distribution of dephasing rates. But
if the dephasing rate can only be characterized in terms of a distribution
function, it becomes a less useful object. In principle, rather than defining a
rate, it is desirable to evaluate the quantity of interest, such as the density
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of states of the cavity, the conductance which we consider next, directly,
without relying on the concept of a dephasing rate.
3. Role of external impedance
The fluctuations in a mesoscopic conductor depend not only on the conduc-
tor itself, but also on the impedance of the external circuit. The considera-
tions given above apply only for the case of vanishing external impedance.
Let us now briefly discuss the case where the external impedance Zext(ω)
does not vanish. The entire circuit can be described by writing two Langevin
equations [1, 7] for the mesoscopic conductor and for the external circuit.
For the mesoscopic conductor we have
∆I(ω) = G(ω)V (ω) + δI(ω). (16)
Here G(ω) is determined by Eq. (2), V (ω) is the voltage drop between
reservoir and gate, and δI(ω) are the current fluctuations for infinite impe-
dance with a spectrum determined by Eq. (10). The fluctuating current in
the external circuit is
∆I(ω) = −Z−1ext(ω)V (ω) + δIext(ω), (17)
where δIext(ω) has a spectrum Sext(ω) = 2kT/Zext(ω). Consider the im-
portant case where the external impedance is just a dc-resistance Rext.
The resulting current-, charge-, and voltage-fluctuation spectrum can be
found by replacing in Eqs. (10-12), the charge relaxation resistance Rq by
Rq +Rext. An external resistive impedance leads to an increase in the RC-
time. As a consequence the dephasing rate is given by
Γφ = (e
2/h¯2)kT (C2µ/C
2)(Rq +Rext). (18)
A finite external resistive impedance increases the voltage fluctuations and
shortens the dephasing time. The impedance conditions of the external
circuit are thus important if we want to make a quantitative comparison
with experiment. Below, we now return to investigate charge fluctuations
and dephasing rates for the case of zero-impedance external circuits.
4. Equilibrium dephasing in multilead systems
Consider next a mesoscopic conductor that is connected to two or more
reservoirs and capacitively coupled to a backgate. As an example, Fig. 3
shows a chaotic cavity which is connected via two point contacts with M1
and M2 open channels to two reservoirs and capacitively coupled to a back
gate. The equilibrium charge fluctuations in this conductor correspond to a
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Figure 3. Two probe conductor connected to two electron-reservoirs and capacitively
coupled to a gate. After Ref. [35].
situation in which all the potentials at all contacts are at equilibrium. Thus
for the determination of the equilibrium charge fluctuations (and for a zero
impedance external circuit), it is irrelevant whether we consider the leads
connected to different reservoirs or consider all the leads of the conductor
connected to the same reservoir. But if all the leads are connected to the
same reservoir it is evident that the theory presented above for the case of a
single lead also applies to a conductor with many leads. All that is necessary
is to use the full scattering matrix in the evaluation of the density of states
and of the charge relaxation resistance. Therefore, for the discussion of
equilibrium charge relaxation resistances we only need to distinguish the
dimension of the scattering matrix (number of quantum channels) but not
the number of leads.
Following is a summary of what is known on charge relaxation resis-
tances for various mesoscopic systems (see also Ref. [35] for an overview):
For a capacitor with a single channel lead the charge relaxation resis-
tance is universal and given by Rq = h/2e
2. For a nearly charge neutral
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cavity such that Cµ = C, Eq. (15) gives
Γφ = (4pi
2/h)kT. (19)
For a chaotic cavity connected via two perfect single channel leads to a
reservoir the charge relaxation resistance Rq must be characterized by a
distribution (which based on Dyson’s circular ensemble can be given ana-
lytically [3]). Consequently, the dephasing rate is also given by a distribution
function P (Γφ/Γ0). Here Γ0 = (4pi
2/h)kT . For the orthogonal ensemble the
symmetry parameter is β = 1 and for the unitary ensemble it is β = 2. For
these two symmetry classes, Ref. [3] finds a distribution function which is
non-zero only between Γφ/Γ0 = 1/4 and Γφ/Γ0 = 1/2 and is given by
P (Γφ/Γ0) =
{
4, β = 1,
30(1 − 2Γφ/Γ0)
√
4Γφ/Γ0 − 1, β = 2. (20)
For a chaotic cavity (see Fig. 3) coupled to leads with many channels
M = M1 + M2, Rq becomes well defined and exhibits only small fluc-
tuations around its average [30]. Here N is the total number of channels of
all contacts andM1 andM2 are the number of channels for a chaotic cavity
coupled by contacts withM1 andM2 channels to reservoirs. On the ensem-
ble average Rq = (h/e
2)(M1+M2)
−1. Note that the conductances of the two
quantum point contacts add in parallel. This is in contrast to the (ensemble
averaged) conductance of the cavity which is G−1 = (h/e2)(M−11 +M
−1
2 )
and corresponds to the series addition of the resistances of the contacts.
Thus whether or not the effect discussed here contributes to the dephas-
ing rate in a chaotic cavity is easy to test experimentally: Whereas for two
very unequal contacts M1 ≪M2 the resistance is dominated by the smaller
contact, (i. e. it is determined by M1), the charge relaxation resistance and
thus the dephasing rate discussed here is dominated by the larger contact
M2.
For a perfect ballistic one-channel wire [37] connecting two reservoirs,
and capacitively coupled to a gate, the charge relaxation resistance is
Rq = h/4e
2. For a two dimensional wire subject to a high magnetic field,
such that the only extended states at the Fermi energy are edge states, and
for a geometry in which a gate couples to one edge state [38], the charge
relaxation resistance is [39] Rq = h/2e
2. If more than one edge state con-
tributes to transport, Rq depends on the density of states of the different
edge channels. Of much interest is the charge relaxation resistance of a
quantum point contact and we discuss it now in some detail.
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5. Charge relaxation resistance of a quantum point contact
We consider a quantum point contact (QPC) formed with the help of gates
such that it connects two two-dimensional electron gases [11, 12]. Here we
treat these gates as macroscopic. For simplicity, we consider a symmetric
contact: We assume that the electrostatic potential is symmetric for elec-
trons approaching the contact from the left or from the right. This implies
that the two gates are located symmetrically. We can combine the capac-
itances of the conduction channel to the two gates and consider a single
gate as schematically shown in Fig. 1. For a symmetric scattering potential
the scattering matrix (in a basis in which the transmission and reflection
matrices are diagonal) is for the n-th channel of the form
sn(E) =
( −i√Rn exp(iφn) √Tn exp(iφn)√
Tn exp(iφn) −i
√
Rn exp(iφn)
)
, (21)
where Tn and Rn = 1−Tn are the transmission and reflection probabilities
and φn is the phase accumulated by a carrier during reflection or trans-
mission at the QPC. For the eigenvalues exp(iζn±) of this matrix a little
algebra shows that the derivatives with respect to energy of the eigenphases
ζn± are given by
dζn±
dE
=
dφn
dE
± 1
2T
1/2
n R
1/2
n
dTn
dE
. (22)
For the density of states, Eq. (4), this leads to N = (1/2pi)
∑
n(dζn+ +
dζn−) = (1/pi)
∑
n dφn/dE, and for the charge relaxation resistance, Eq.
(6), we find
Rq =
h
4e2
∑
n
[
(dφndE )
2 + 14TnRn (
dTn
dE )
2
]
[
∑
n
dφn
dE ]
2
. (23)
If only a few channels are open the potential has in the center of the
conduction channel the form of a saddle [40]:
V (x, y) = V0 +
1
2
mω2yy
2 − 1
2
mω2xx
2, (24)
where V0 is the electrostatic potential at the saddle and the curvatures of
the potential are parametrized by ωx and ωy. The resulting transmission
probabilities have the form of Fermi functions T (E) ≡ f(E) = 1/(eβ(E−µ)+
1) (with a negative temperature β = −2pi/h¯ωx and µ = h¯ωy(n + 1/2) +
V0). As a function of energy (gate voltage) the conductance rises step-like
[11, 12]. The energy derivative of the transmission probability
dTn/dE = −βf(1− f) = (2pi/h¯ωx)Tn(1− Tn) (25)
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Figure 4. Charge relaxation resistance Rq of a saddle QPC in units of h/4e
2 for
ωy/ωx = 2 and a screeining length of mωxλ
2/h¯ = 25 as a function of EF − V0 in
units of h¯ωx (full line). The broken line shows the conductance of the QPC. After Ref.
[42] .
is itself proportional to the transmission probability times the reflection
probability. We note that such a relation holds not only for the saddle
point model of a QPC but also for instance for the adiabatic model of
Glazman et al. [41]. As a consequence
1
4TnRn
(dTn/dE)
2 = (
pi
h¯ωx
)2TnRn (26)
is proportional to TnRn. Thus we can re-write the charge relaxation resis-
tance of a saddle QPC as
Rq =
h
4e2
∑
n
[
(dφndE )
2 + ( pih¯ωxTnRn)
2
]
[
∑
n
dφn
dE ]
2
. (27)
To obtain the density of states of the n-th eigenchannel, we use the
relation between density and phase (action) and Nn = (1/pi)dφn/dE. We
evaluate the phase semi-classically. The spatial region of interest for which
we have to find the density of states is the region over which the electron
density in the contact is not screened completely. We denote this length by
λ. The density of states is then found from Nn = 1/h
∫ λ
−λ
dpn
dE dx where pn
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is the classically allowed momentum. A simple calculation gives a density
of states [3]
Nn(E) =
4
hωx
asinh


√
1
2
mω2x
E − Enλ

 , (28)
for energies E exceeding the channel threshold En and gives a density of
states
Nn(E) =
4
hωx
acosh


√
1
2
mω2x
En − Eλ

 , (29)
for energies in the interval En − (1/2)mω2xλ ≤ E < En below the channel
threshold. Electrons with energies less than En− 12mω2xλ are reflected before
reaching the region of interest, and thus do not contribute to the DOS. The
resulting density of states has a logarithmic singularity at the threshold
En = h¯ωy(n +
1
2) + V0 of the n-th quantum channel. (A fully quantum
mechanical calculation gives a density of states which exhibits also a peak
at the threshold but which is not singular). The charge relaxation resistance
for a saddle QPC is shown in Fig. 4 for a set of parameters given in the figure
caption. The charge relaxation resistance exhibits a sharp spike at each
opening of a quantum channel. Physically this implies that the relaxation
of charge, determined by the RC-time is very rapid at the opening of a
quantum channel.
6. Charge Fluctuations and the Scattering Matrix
We now present an approach which can be used to determine the fluc-
tuations of the charge on Coulomb coupled conductors not only in the
equilibrium state of the conductors but also if one or both conductors are
in a transport state. First, we are concerned with the fluctuations of the
total charge. Later on we will also derive expressions which permit the
investigation of the local charge fluctuations.
We have already pointed out in the preceding discussion, the fact that
interaction effects are very important for the discussion of charge and poten-
tial fluctuations. For a moment, however, we now consider non-interacting
carriers and only later on we introduce screening. First we want to derive
an operator for the total charge on a mesoscopic conductor. To this end we
use the continuity equation and integrate it over the total volume of the
conductor. This gives a relation between the charge in this volume and the
particle currents entering this volume,
∑
α
Iˆα(ω) = iωeNˆ (ω), (30)
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where Iˆα(ω) is the current operator in lead α (see Appendix A) and eNˆ is
the operator of the charge in the mesoscopic conductor. From the current
operator (see Appendix A) we obtain [3] for the density operator
Nˆ (ω) = h¯
∑
αβγ
∑
mn
∫
dEaˆ†βm(E)Nβγmn(E,E + h¯ω)aˆγn(E + h¯ω), (31)
whrere aˆ†βm(E) (and aˆβm(E)) creates (annihilates) an incoming particle
with energy E in lead β and channel m and where the diagonal and non-
diagonal density of states elements Nβγmn are
Nβγmn(E,E′) = 1
2pii(E − E′)
∑
α
[
δmnδαβδαγ −
∑
k
s†αβmk(E)sαγkn(E
′)
]
.
(32)
In particular, in the zero-frequency limit, we find [3] (in matrix notation),
Nβγ(E) = 1
2pii
∑
α
s†αβ(E)
dsαγ(E)
dE
, (33)
Eq. (33) is nothing but the multi-lead generalization of Eq. (3). Note that
here we have implicitly assumed that the integration volume also enters the
scattering matrices used: The integration volume intersects the leads of the
conductor and we define the scattering matrix in such a way that it relates
incoming and outgoing waves at these intersections. Proceeding as for the
case of current fluctuations [6, 7, 10] we find for the fluctuation spectrum
of the total charge
SNN (ω) = h
∑
γδ
∫
dE Tr[N †γδ(E,E + h¯ω)Nδγ(E + h¯ω,E)]Fγδ(E,ω) (34)
where the trace is over quantum channels and
Fγδ(E,ω) = (fγ(E) [1− fδ(E + h¯ω)] + [1− fγ(E)] fδ(E + h¯ω)) , (35)
is a combination of frequency-dependent Fermi functions. Eq. (34) is, in
the absence of interactions, the general fluctuation spectrum of the charge
on a mesoscopic conductor. The true charge on a mesoscopic conductor
cannot be found from an analysis of free-particle fluctuations. As we have
pointed out the charge operator and the fluctuation spectra depend on the
integration volume. Screening is necessary, if only to eliminate this depen-
dence. In some particular cases, the volume of integration can be physically
motivated, for instance in the case of a cavity connected to contacts, the
main effect we are interested in comes from the charging of the cavity itself
and thus we limit the integration volume to that of the cavity.
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Our next goal is to find the true charge, i. e. the charge that can build up
on a mesoscopic conductor in the presence of interaction. Let us consider the
low-frequency limit. Then the charge and the potential for the conductor
shown in Fig. 2 are, on the one hand, related by Q = CU . Now we write this
equation in operator form with a charge operator Qˆ and a potential operator
Uˆ . We thus have Qˆ = CUˆ . On the other hand, the charge on the mesoscopic
conductor can also be expressed in terms of the charge eNˆ injected from
the reservoir (in response of an increase of the the reservoir voltage or due
to a fluctuation), and a screened charge e2NUˆ which is the charge due to
the response of the electrostatic potential to the injected charge. Here N is
the average density of states. Thus in terms of the operators, we have
Qˆ = CUˆ = eNˆ − e2NUˆ. (36)
This equation now permits us to express Uˆ in terms of the capacitance and
the operator for the bare injected charges, Uˆ = e(C + e2N)−1Nˆ and gives
Qˆ =
CeNˆ
(C + e2N)
= e
Cµ
e2
Nˆ
N
(37)
for the operator of the true charge. Here Cµ is the electrochemical capac-
itance, Eq. (5). Eq. (37) states that a charge injected into the conductor
due to the population of incident states in an energy interval dE is not the
bare charge eNdE but only eNdE/N(e2/Cµ) = CµdE/e.
Next we can use these expression to evaluate the (zero-frequency) fluc-
tuation spectrum of the charge. We find
SQQ(0) =
C2µ
e2
SNN (0)
N2
. (38)
Comparison with Eq. (11) gives us an expression for the charge relaxation
resistance in terms of the fluctuation spectrum of the bare charges,
Rq =
1
2kTe2
SNN (0)
N2
. (39)
At equilibrium the particle fluctuation spectrum is SNN (0) = 2kThTr(Nˆ †Nˆ )
and we recover for Rq the expression, Eq. (6).
As an example let us again consider the QPC as specified by the scat-
tering matrix, Eq. (21). For the elements of the density of states matrix,
Eq. (33), a little algebra leads to
N11 = N22 = 1
2pi
dφn
dE
, (40)
N12 = N21 = 1
4pi
1√
RnTn
dTn
dE
. (41)
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With these density of states elements, we can determine the particle fluc-
tuation spectrum, Eq. (34) in the white-noise limit, and Rq with the help
of Eq. (39). That leads again to Rq as given by Eq. (23) and Eq. (27).
7. The mesoscopic capacitor: mesoscopic gate
Consider next the case of a system in which all components are meso-
scopic. An example is the conductor shown in Fig. 1. A mesoscopic cavity
is connected (via a single lead) to a reservoir and in proximity to a QPC.
These two conductors can again be viewed as the two plates of a small ca-
pacitor. We assume that each electric field line emanating from the cavity
ends up either again on the cavity or on the QPC. Now the fluctuations
of the charge Q1 on the cavity and the charge Q2 on the QPC are re-
lated to the electrostatic potentials U1 and U2 on these two conductors via
Q1 = C(U1 − U2) and Q2 = C(U2 − U1). Note, overall there is no charge
accumulation, Q1 + Q1 = 0. We now present a discussion of the fluctua-
tions of the charge fluctuations of this conductor, generalizing the approach
outlined above.
The charge on conductor i can also be written in terms of the bare
fluctuating charges eNˆi, counteracted by a screening charge eNiedUˆi,
Qˆ1 = C(Uˆ1 − Uˆ2) = eNˆ1 − e2N1Uˆ1, (42)
Qˆ2 = C(Uˆ2 − Uˆ1) = eNˆ2 − e2N2Uˆ2. (43)
Note that the charge conservation immediately leads to Qˆ2 = −Qˆ1. We
have a dipole and Qˆ is the charge operator of the dipole. We solve these
equations for Uˆ1 and Uˆ2. Using Di ≡ e2Ni for the density of states we find
that the effective interaction Gij between the two systems is
G =
Cµ
D1D2C
(
C +D2 C
C C +D1
)
. (44)
The electrochemical capacitance is the series capacitance of the geometrical
contribution and the quantum contribution of the two conductors [1],
C−1µ = C
−1 + (e2N1)
−1 + (e2N2)
−1. (45)
With Eq. (44) we find for the potential operators
Uˆi = e
∑
j
GijNˆj. (46)
In the low frequency limit of interest here the elements of the density of
states matrix N (i)γδ are specified by Eq. (33). Using Eqs. (46) and (34) we
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find that at equilibrium the low frequency fluctuations of the potential in
conductor 1 are given by
SU1U1(0) = 2kT
(
Cµ
C
)2 ((C +D2
D2
)2
R(1)q +
(
C
D1
)2
R(2)q
)
(47)
with R
(i)
q determined by Eq. (6) using the scattering matrix of conductor
i. Similarly,
SU2U2(0) = 2kT
(
Cµ
C
)2 (( C
D2
)2
R(1)q +
(
C +D1
D1
)2
R(2)q
)
. (48)
The voltage fluctuations are correlated,
SU1U2(0) = 2kT
(
Cµ
C
)2 ((C +D2)C
D22
R(1)q +
(C +D1)C
D21
R(2)q
)
. (49)
With the help of these spectra we also obtain the spectrum SUU(0) of the
potential difference U = U1 − U2, which is simply given by
SUU (0) = 2kT
(
Cµ
C
)2 (
R(1)q +R
(2)
q
)
. (50)
The charge relaxation resistances of the individual systems add [1]. In the
non-interacting limit (infinite capacitance C) the spectra, Eqs. (47-49), all
tend to the same limit,
SUiUj (0) = 2kT
1
(D1 +D2)2
(
D21R
(1)
q +D
2
2R
(2)
q
)
, (51)
whereas the spectrum of the voltage difference SUU vanishes. In the physi-
cally more important, charge neutral limit, we have for the auto-correlation
spectra
SUiUi(0) = 2kTR
(i)
q (52)
and the correlation spectrum Eq. (49) vanishes. The fluctuation spectrum
of the voltage difference is given by Eq. (50) with Cµ/C = 1, i. e. it is
determined just by the sum of the two charge relaxation resistances. With
the help of these spectra, we can now find the dephasing rates in the two
conductors. A carrier in conductor 1 is subject to the fluctuating potential
U1 and a carrier in conductor 2 sees the fluctuating potential U2. Thus the
dephasing rates [21] are Γ
(i)
φ = e
2/h¯2〈∫ dt′(Ui(t′) − Ui(0))2〉. The fluctu-
ation spectra SU1U1 and SU2U2 each contain two contributions which are
additive. For instance, the first term in SU1U1 represents a contribution to
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the fluctuation spectrum which can be viewed as being predominantly due
to fluctuations in the conductor 1 itself, whereas the second term is due
to the presence of the second conductor. We can separate the dephasing
rate of each conductor into two contributions, Γiφ = Γ
i1
φ + Γ
i2
φ where the
first (upper) index i indicates the conductor and the second upper index
indicates whether this rate is due to the conductor itself (index ii) or due to
the presence of the other conductor (index ij with i 6= j). We thus obtain
the following dephasing rates
Γ11φ =
e2
h2
kT
(
Cµ
C
)2 (C +D2
D2
)2
R(1)q , (53)
Γ12φ =
e2
h2
kT
(
Cµ
D1
)2
R(2)q , (54)
Γ21φ =
e2
h2
kT
(
Cµ
D2
)2
R(1)q , (55)
Γ22φ =
e2
h2
kT
(
Cµ
C
)2 (C +D1
D1
)2
R(2)q . (56)
In the large capacitance limit, this gives for the dephasing rates,
Γ11φ =
e2
h2
kT
(
D1
D1 +D2
)2
R(1)q , (57)
Γ12φ =
e2
h2
kT
(
D2
D1 +D2
)2
R(2)q . (58)
In this limit the rates depend on the ratio of the density of states of the
two conductors. In contrast, in the zero-capacitance limit, Eq. (54) gives
for the dephasing rate,
Γ11φ =
e2
h2
kTR(1)q (59)
whereas Γ12φ becomes proportional C
2 and thus vanishes in the charge-
neutral limit. In the important case that C is small compared to the quan-
tum capacitance (the Coulomb energy is large compared to the level spac-
ing) we find
Γ12φ =
e2
h2
kT
(
C
D1
)2
R(2)q . (60)
We have seen that for a single mesoscopic conductor, coupled to a back gate,
the treatment of the single lead case, can immediately be generalized to the
case of a many lead conductor. Similarly, the case of two coupled mesoscopic
conductors, each of them connected via several leads to different reservoirs,
is in fact contained in the expressions given above. We only need to use the
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Figure 5. Quantum point contact coupled to a quantum dot either in position A or B.
After Ref. [21].
full scattering matrix of each conductor to evaluate the density of states
and the charge relaxation resistance. This is true only for the equilibrium
fluctuations. The non-equilibrium situation requires special thought.
8. Nonequilibrium charge fluctuations and dephasing
Let us consider two mesoscopic conductors as above but let us consider
the case that one of these conductors, say conductor 2, is connected to two
reservoirs. An example of such a conductor is shown in Fig. 5. One of the
conductors, a quantum dot or chaotic cavity, is located either in position A
(to be discussed below) or in position B (to be discussed later on). A second
conductor consists of a wire patterned into a two dimensional electron gas.
It contains a quantum point contact (QPC). The sample is subject to a
high magnetic field which generates edge states (indicated by lines with
arrows). In situation A it is the charge on the quantum dot and the charge
in the center of the QPC which are Coulomb coupled. In situation B the
charge on the quantum dot is Coulomb coupled with the charge on the edge
state far away from the QPC.
Let us now consider the case, where conductor 2 (the wire with the
QPC) is brought into a transport state. For simplicity, we consider a voltage
eV ≫ kT so large that the thermal noise in this conductor can be neglected.
To investigate the effect which the presence of conductor 2 has on conductor
1, we can thus take conductor 2 to be in the zero-temperature limit. Even
at zero temperature, there is noise generated in conductor 2 which is shot
noise due to the granularity of the charge [10]. We are interested in the
charge fluctuations of this conductor and reconsider Eq. (34). In the zero-
temperature limit, Eq. (34) is now evaluated with a Fermi function for
contact 1 of this conductor at an electrochemical potential µ1 and a Fermi
function for contact 2 at an electrochemical potential µ2. To be definite, we
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take µ1 > µ2 such that a voltage eV = µ1−µ2 is established. The resulting
bare particle number fluctuation spectrum, Eq. (34), is now determined only
by a subset of the density of states matrix elements and is proportional to
the applied voltage,
S
(2)
NN (0) = 2hTr[(N (2)21 )†N (2)21 ]e|V |. (61)
The upper index (2) is to indicate that this spectrum and the matrix el-
ements are evaluated for conductor 2. Eq. (61) is valid to linear order in
the applied voltage only. To linear order in the applied voltage, we can
also in the presence of transport use Eqs. (42) and (43), since screening is
determined by the equilibrium density of states N evaluated at the Fermi
energy. The nonequilibrium particle density fluctuation spectrum leads to
a novel resistance
R(2)v =
h
e2
Tr
(
(N (2)21 )†N (2)21
)
N2
. (62)
Formally we can define this novel resistance via Rv = e
2SNN (0)/2eV . With
this resistance we now find for the voltage fluctuation spectra
SU1U1(0) = 2
(
Cµ
C
)2 ((C +D2
D2
)2
R(1)q kT +
(
C
D1
)2
R(2)v e|V |
)
(63)
with R
(i)
q determined by Eq. (6). For the voltage fluctuation spectrum in
conductor 2 we find,
SU2U2(0) = 2
(
Cµ
C
)2 (( C
D2
)2
R(1)q kT +
(
C +D1
D1
)2
R(2)v e|V |
)
. (64)
The voltage fluctuations are correlated,
SU1U2(0) = 2
(
Cµ
C
)2 ((C +D2)C
D22
R(1)q kT +
(C +D1)
D21
R(2)v e|V |
)
. (65)
With the help of these spectra we also obtain the spectrum SUU(0) of the
potential difference U = U1 − U2, which is simply given by
SUU (0) = 2
(
Cµ
C
)2 (
R(1)q kT +R
(2)
v e|V |
)
. (66)
Whereas the dephasing rate Γ11φ remains unchanged and is given by Eq.
(54) the dephasing rate Γ12φ is now determined by RveV and is given by
Γ12φ =
e2
h¯2
(
Cµ
D1
)2
R(2)v e|V | (67)
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In the large capacitance limit (Cµ/D1)
2 approaches (D2/D1 +D2)
2 whereas
in the small capacitance limit (Cµ/D1)
2 tends to (C/D1)
2.
9. The resistance Rv of a Quantum Point Contact
We now discuss Rv for the specific example of a QPC. The calculation ap-
plies to the geometry of Fig. 1 or to the geometry of Fig. 5 with the quantum
dot in position A. Using the density matrix elements for a symmetric QPC
given by Eqs. (41), we find [3]
Rv =
h
e2
∑
n
1
4RnTn
(
dTn
dE
)2
[
∑
n(dφn/dE)]
2
=
h
e2
(
pi
h¯ωx
)2
∑
n TnRn
[
∑
n(dφn/dE)]
2
, (68)
where we have made use of the fact that the transmission probabilities have
the form of Fermi functions, see Eq. (26). Note that the resistance Rv is
proportional to the shot noise power S(0) = 2(e2/h)
∑
n TnRneV .
This statement is in contrast to the experimental papers [16, 17] and
to theoretical works [19] where arguments are presented which lead to a
dephasing rate proportional to (∆T )2 /4TR. The arguments which are
advanced take the factor TR as being due to the shot noise and ∆T as the
change in the transmission probability due to the variation of the charge
on the QPC. According to these arguments, the dephasing rate is inversely
proportional to the shot noise power S. Of course we are not forbidden
to relate TR to the zero temperature current noise spectrum. But this
identification breaks down, if we are not strictly at zero temperature, if
the channels of the QPC do not open in a well separated way (and several
channels contribute) etc. More importantly, as the quantum dot is moved
from position A in Fig. 5 to position B the resulting dephasing rate is, as we
will see, unambiguously proportional to the shot noise. Clearly arguments
which hold that the dephasing rate is inversely proportional to the shot
noise in configuration A but proportional to the shot noise in configuration
B lead to a paradox.
Also Eq. (68) is valid for a saddle point constriction, the adiabatic model
of Glazman et al. [41] leads to the same conclusion. Thus it stands to reason
that Eq. (26) is in fact much more general than the simple model used
indicates.
To evaluate Eq. (68) further, Ref. [3] calculates the phase derivatives
dφn/dE semi-classically in WKB approximation. The resulting resistance
Rv is shown in Fig. 6. Application of a magnetic field changes Rv only
qualitatively (see Ref. [21]).
Without screening Rv would exhibit a bell shaped behavior as a function
of energy, i. e. it would be proportional to Tn(1 − Tn) in the energy range
in which the n-th transmission channel is partially open. Screening, which
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Figure 6. Rv (solid line) for a saddle QPC in units of h/e
2 and G (dashed line) in units
of e2/h as a function of EF − V0 in units of h¯ωx with ωy/ωx = 2 and a screening length
mωxλ
2/h¯ = 25. Rv and G are for spinless electrons. After Ref. [42].
in Rv is inversely proportional to the density of states squared, generates
the dip at the threshold of the new quantum channel at the energy which
corresponds to Tn = 1/2. In the semi-classical evaluation used here the
density of states is singular at this point. Quantum corrections will reduce
the density of states and will tend to diminish the dip shown in Fig. 6. It
is interesting to note that the experiment [16] does indeed show a double
hump behavior of the dephasing rate.
10. Local Charge Fluctuations
Thus far we discussed situations in which the total charge fluctuation deter-
mine the potential fluctuations and the dephasing rates. Many additional
geometries, however, require a discussion not only of the total charge fluc-
tuations, but a consideration of the local charge.
To describe the charge distribution due to carriers in an energy interval
dE in our conductor, we consider the Fermi-field [7]
Ψˆ(r, t) =
∑
αm
∫
dE(1/hvαm(E))
1/2ψαm(r, E)aˆαm(E)exp(−iEt/h¯), (69)
which annihilates an electron at point r and time t. The Fermi field Eq.
(69) is built up from all scattering states ψαm(r, E) which have unit incident
amplitude in contact α in channel m. The operator aˆαm(E) annihilates an
incident carrier in reservoir α in channel m. vαm is the velocity in the
incident channel m in reservoir α. The local carrier density at point r and
time t is determined by nˆ(r, t) = Ψˆ†(r, t)Ψˆ(r, t). We will investigate the
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density operator in the frequency domain, nˆ(r, ω). Using the Fermi-field we
find,
nˆ(r, ω) =
∑
αmβn
∫
dE(1/hvαm(E))
1/2(1/hvβn(E + h¯ω))
1/2
ψ∗αm(r, E)ψβn(r, E + h¯ω)aˆ
†
αm(E)aˆβn(E + h¯ω). (70)
This equation defines a density matrix operator with elements
nγδmn(r, E,E + h¯ω) = h
−1(vγm(E)vδn(E + h¯ω))
−1/2
ψ∗γm(r, E)ψδn(r, E + h¯ω). (71)
It is now very convenient and instructive to consider an expression for the
density operator not in terms of wave functions but more directly in terms
of the scattering matrix. In the zero-frequency limit, in matrix form, we can
connect the scattering states and the scattering matrix with the density of
states matrix [25],
nβγ(α, r) = −(1/4pii)[s†αβ(δsαγ/δeU(r)) − (δs†αβ/δeU(r))sαγ ]. (72)
All quantities in this expression are evaluated at the energy E. The matrix
elements of Eq. (71) are connected to the matrices nβγ(α, r) via
nγδ(r) =
∑
α
nβγ(α, r) (73)
The price we have to pay to gain local information is to use functional
derivatives of the scattering matrix with respect to the local potential.
Eq. (73) was given in Ref. [25] without proof. Appendix B outlines how
this result is obtained. We are not interested in the microscopic local charge
fluctuations but we will consider the fluctuating charge in a certain volume
Ω. To make the problem treatable, we will make the assumption that in the
volume of interest the potential can be described by a single variable. Thus
the quantities of interest are obtained by integrating the density operator
Eq. (73) over a volume Ω,
Nβγ =
∫
Ω
d3rnβγ(r). (74)
With the help of the charge density matrix the low frequency limit of the
bare charge fluctuations can be obtained [1, 3, 21]. It is again given by Eq.
(34) but now with the local density of states matrix: the elements of Nγδ
are in the zero-frequency limit of interest here given by Eq. (74). Thus we
are now in a position to find the local charge fluctuations in any volume
element of interest.
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11. Charge Fluctuations of an Edge State
Consider the conductor shown in Fig. 5 but with conductor 1 located at
B. Now the charge fluctuations on the quantum dot couple to the charge
fluctuations on the edge state. To simplify the problem, we assume that
the relevant charge fluctuations in conductor 2 are of importance only near
the quantum dot (in the region ΩB of Fig. 5). The rest of the conductor is
treated as charge neutral.
The scattering matrix of the QPC alone can be described by r ≡ s11 =
s22 = −iR1/2 and t ≡ s21 = s12 = T 1/2 where T = 1−R is the transmission
probability through the QPC. Here the indices 1 and 2 label the reservoirs
(see Fig. 5). We can entirely neglect the phase accumulated by carriers
traversing the QPC. However, a carrier traversing the region underneath
the gate acquires a phase φ(U) which depends on the electrostatic potential
U in this region. Since we consider only the charge pile up in this region all
additional phases in the scattering problem are here without importance.
The total scattering matrix of the QPC and the traversal of the region Ω
is then simply
s =
(
r t
teiφ reiφ
)
. (75)
If the polarity of the magnetic field is reversed the scattering matrix is
given by sαβ(B) = sβα(−B), i. e. in the reversed magnetic field it is only
the second column of the scattering matrix which contains the phase φ(U).
In what follows, the dependence of the scattering matrix on the phase φ is
crucial. We emphasize that the approach presented here can be generalized
by considering all the phases of the problem and by considering these phases
and the amplitudes to depend on the entire electrostatic potential landscape
[25]. In the evaluation of the density of states matrix elements , we make use
of the fact that dφ/edU = −dφ/dE in the WKB-limit. However, dφ/dE =
2piN where N is just the density of states of the edge state underneath the
gate (in region ΩB of Fig. 5). Simple algebra gives [21, 42] N11 = T N ,
N21 = N ∗12 = r∗tN, (76)
and N22 = RN2. Using only the zero-frequency limit of the elements of the
charge operator determined above gives,
SNN (ω) = hN
2
[
T 2
∫
dE F11(E,ω) + T R
∫
dE F12(E,ω)
+T R
∫
dE F21(E,ω) +R2
∫
dE F22(E,ω)
]
, (77)
which in the zero-frequency limit is,
SNN (ω) = 2hN
2
[
T
∫
dE f1(1− f1) + T R
∫
dE (f1 − f2)2
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+
∫
dE Rf2(1− f2)
]
. (78)
The first term represents the equilibrium noise which is transmitted from
contact 1 through the QPC into the edge channel adjacent to the quantum
dot. The last term is the equilibrium noise of reservoir 2 which is fed into
this edge state through reflection at the QPC. The middle term is the non-
equilibrium, (two particle) shot noise contribution. In the zero temperature
limit, the equilibrium noise terms do not contribute, and the shot noise
term is proportional to the applied voltage and given by
SNN (0) = 2hN
2RT e|V |. (79)
To proceed, we can again consider Eqs. (42) and (43). The charge operator
dQˆ1 describes as before the charge fluctuations on the quantum dot, dQˆ2
the charge fluctuations on the edge state in proximity to the quantum dot.
Now Nˆ2 is the bare particle fluctuation operator on the edge state, and N2
and Uˆ2 are the density of states of the edge state in ΩB and the potential
operator in the region ΩB . The potential fluctuations in conductor 1 are
again given by Eq. (63) but with a resistance R
(2)
v which is [21]
R(2)v = (h/e
2)RT . (80)
For a single edge state the resistance Rv is independent of the density of
states. The resistance Rv is again proportional to the shot noise generated
by the QPC. It is maximal for a semi-transparent QPC, T = R = 1/2. The
resulting dephasing rate is [21]
Γ12φ =
e2
h¯2
(
Cµ
D1
)2
R(2)v eV = 4pi
2
(
Cµ
D1
)2
RT e|V |. (81)
Suppose now that the quantum dot is at resonance. Then its density of
states is given by D1 = 2e
2/(piΓ) where Γ denotes the width of the quantum
level due to decay of carriers into the leads. We then obtain
Γ12φ = pi
4Γ2
(
Cµ
e2
)2
RT e|V |. (82)
In the limit e2/C >> piΓ/2 and e2/C ≫ N−12 the capacitance Cµ can
be replaced by the geometrical capacitance C. In the opposite limit, if
e2/C << piΓ/2 and e2/C << N−12 we find a dephasing rate
Γ12φ = pi
4(N2Γ)
2RT e|V |. (83)
The limit described by Eq. (82) is realistic for mesoscopic samples.
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The dephasing rate given by Eq. (82) is inversely proportional to the
square of the coupling constant e2/C. It vanishes as this coupling constant
tends to infinity, since charge fluctuations become energetically prohibitive.
In contrast, a perturbation treatment which considers only the bare charge
fluctuations would lead to a result that is proportional to the square of the
coupling constant. Second, the rate given by Eq. (82) is proportional to the
square of the width of the resonance in the quantum dot.
Ref. [21] presents two additional results. First if there are more than
two edge states which contribute to transport the charge resistance Rv is
modified. As an example, consider the case, where one of the edge states is
transmitted perfectly through the conductor. Transport in this edge state
(in the zero-temperature limit) generates no current noise. But it can con-
tribute to screening if the two edge states are not to far apart near the gate.
If both edge states see the same potential U2, the resistance Rv becomes,
Rv =
h
e2
(
N2
N1 +N2
)2
T Re|V |, (84)
where N1 is the density of states of the outer edge state in ΩB and N2 is
the density of states of the the inner only partially transmitted edge state
in region ΩB. Eq. (84) is valid if there is no population equilibration (due
to elastic or inelastic scattering) among the two edge channels between
the QPC and the dot. Thus in the presence of additional edge states, the
resistance Rv is reduced below that of a single edge state.
Another result given in Ref. [21] is of experimental interest [17]. If a
voltage probe is inserted between the QPC and the quantum dot in position
B, and if the voltage probe is such that every carrier enters it, it acts as
a complete phase randomizer [43]. Ref. [21] shows that for a single edge
state Rv and thus the dephasing rate, remains unchanged by the presence
of the voltage probe, if the voltage probe is ideal. An ideal voltmeter has
infinite impedance. To derive this result, it is necessary to know the ac-
conductance matrix of the conductor, since the voltage at the probe is now
a time-dependent fluctuating quantity. Its Fourier amplitude acts thus like
an ac-voltage applied at this contact. Ref. [21] only stated the result, for a
more detailed discussion we must refer the reader to Ref. [23].
12. Discussion
In this work we have discussed the relationship between the dephasing rate
and quantities which determine the RC-time in Coulomb coupled struc-
tures. The RC-time reflects a collective behavior of the electrons in these
two conductors. In fact, as we have pointed out, as far as the total charge
is concerned, the Coulomb interaction, imposes, via the requirement of
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charge neutrality over large distances, a complete correlation between the
charge fluctuations on the two conductors. The RC-time is determined by
an electrochemical capacitance and at equilibrium by a charge relaxation
resistance Rq and in the presence of transport by a resistance Rv.
We have emphasized the simple case, where each conductor is only de-
scribed by one potential. There is then only one dipole whose fluctuations
govern the charge dynamics of the coupled conductors. The theory is not
limited to such a simplified discussion. A formal expression for the elec-
trochemical capacitance [44] and for the equilibrium charge relaxation re-
sistance [25] using the microscopic potential landscape have already been
derived. However, for the geometries which do not allow for any geometrical
symmetries, such general expressions are difficult to evaluate. More fruit-
ful is an approach, which proceeds like the discussion of ac-conductance,
by dividing the sample into a limited series of volumes whose potentials
and charges are related by a geometrical capacitance matrix. In such a dis-
crete potential model it is then possible with some finite algebraic effort, to
present a theory which contains not only the dynamics of one fluctuating
dipole, but that of a number of dipoles.
We conclude by mentioning that recently progress has also been made
to extend the theory presented here to normal-superconducting, hybrid
structures [45, 46]. This is interesting since charge and particle fluctuations
due to the presence of electron and hole quasi-particles are not simply
proportional to one another as in a normal conductor.
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Appendix A: The current operator
In this appendix we recall some results form the scattering theory of electri-
cal conduction which are needed in the main part of this work. We consider
a conductor and assume that its internal electrostatic potential is fixed at
its static equilibrium value. The reservoirs are represented as perfect con-
ductors which permit a sequence of transverse states with threshold energy
below the Fermi energy. These states form the quantum channels which
permit the definition of in-going and outgoing particle fluxes. The current
operator in such a reservoir is,
Iˆα(ω) = e
∫
dE[aˆ†α(E)aˆα(E + h¯ω)− bˆ†α(E)bˆα(E + h¯ω)] (85)
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where aˆ†α(E) creates an incoming particle flux in reservoir α. aˆα(E) is anMα
component vector: one component for each transverse channel with thresh-
old below the Fermi energy. bˆ†α(E) creates out-going fluxes in lead α. Eq.
(85) is just the Fourier transform in frequency-space of the time-dependent
occupation number of the incoming currents minus the occupation number
of the outgoing currents. The operators aˆα(E) and bˆα(E) are not indepen-
dent but related by a unitary transformation [7]:
bˆα =
∑
β
sαβ aˆβ . (86)
Here sαβ is the scattering matrix with dimensions Mα ×Mβ which relates
the incoming (current) amplitudes to the outgoing current amplitudes. Us-
ing Eq. (86) to eliminate the occupation numbers of the outgoing channels
in terms of the ingoing channels yields a current operator [7]
Iˆα(ω) = e
∫
dE
∑
βγ
aˆ†β(E)Aβγ(α,E,E + h¯ω)aˆγ(E + h¯ω). (87)
with a current matrix
Aδγ(α,E,E
′) = δαδδαγ1α − s†αδ(E)sαγ(E′). (88)
Here 1α is the unit matrix with dimensions Mα ×Mα. The properties of
the current matrix are discussed in detail in Ref. [7].
Appendix B: Scattering matrix expression for local densities
To derive Eq. (73), we start from the Schro¨dinger equation for carriers in
an electrostatic potential U(r). The scattering state ψδ(r, E) is an exact
solution of this equation. Now we add a small complex valued potential
−iΓ(r) to the real electrostatic potential U(r). The complex valued poten-
tial is non-vanishing only in a small region around r. The complex valued
potential changes the scattering state ψδ(r, E) due to absorption at r into a
state Ψδ(r, E,Γ(r)). Now we proceed by multiplying the Schro¨dinger equa-
tion for Ψδ(r, E,Γ(r)) by Ψ
∗
γ(r, E,Γ(r)). Next we consider the Schro¨dinger
equation for the state Ψ∗γ(r, E,Γ(r)). The potential has a small positive
imaginary part at r, and thus a total potential eU(r) + iΓ(r). We multiply
this equation with Ψδ(r, E,Γ(r)). Subtraction of the two equations gained
in this manner from one another gives
−(h¯2/2m)[Ψ∗γ∆2Ψδ −Ψδ∆2Ψ∗γ ] = −2iΓ(r)Ψ∗γΨδ. (89)
The left hand side of this equation is, apart from a factor ih¯ just the diver-
gence of the local current density j˜γδ(r). Thus we can also write
h¯∇j˜γδ(r) = −2Γ(r)Ψ∗γΨδ. (90)
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The current-matrix elements which are related to the scattering matrix
correspond to a carrier flux not at some definite energy but to the current
in some small energy interval, jγδ(E
′, E, r) = (1/hvγ(E
′))1/2(1/hvδ(E))
1/2
j˜γδ(E
′, E, r)dE′dE. Using this (for E = E′) and integrating the resulting
equation over the volume of the conductor, gives
∑
α
dIγδ(α) = 2
∫
d3r(1/hvγ)
1/2(1/hvδ)
1/2Γ(r)Ψ∗γΨδ. (91)
where we have taken currents which enter the volume to be positive. Here
we have used the freedom in the integration volume to make it large enough
such that the surface of the volume intersects the reservoirs. If these inter-
sections coincide with the intersections which are used to define the scat-
tering matrices, we can use the expressions which relate the currents to the
scattering matrix elements
∑
α
Aγδ(α,Γ) = 2
∫
d3r(1/hvγ)
1/2(1/hvδ)
1/2Γ(r)Ψ∗γΨδ. (92)
Now we take on both sides the functional derivative with respect to Γ. At
Γ = 0, on the right hand side, this derivative gives us back the original
scattering states which exist in the absence of absorption,
(1/h)
∑
α
δAγδ(α)/δΓ(r)|Γ=0 = (4pi/h2)(vγvδ)−1/2ψ∗γψδ. (93)
It remains to re-write the functional derivative δAγδ(α)/δΓ(r) in terms of
functional derivatives with respect to the potential. To do this we note
that in the presence of absorption the scattering matrix s is a functional of
eU(r)−iΓ(r) and the scattering matrices s† are a functional of eU(r)+iΓ(r).
It follows that
δAγδ(α)/δΓ(r) = i(δs
∗
αγ/eδU(r))sαδ − s∗αγ(δsαδ/δU(r)) (94)
and hence ∑
α
nγδ(α, r) = (1/h)(vγvδ)
−1/2ψ∗γψδ. (95)
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