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Abstract
We present a novel approach to geolocalising panoramic images on a 2-
D cartographic map based on learning a low dimensional embedded space,
which allows a comparison between an image captured at a location and
local neighbourhoods of the map. The representation is not sufficiently
discriminatory to allow localisation from a single image, but when con-
catenated along a route, localisation converges quickly, with over 90%
accuracy being achieved for routes of around 200m in length when using
Google Street View and Open Street Map data. The method generalises a
previous fixed semantic feature based approach and achieves significantly
higher localisation accuracy and faster convergence.
1 Introduction
We consider the problem of geolocalising ground panoramic images on a 2-D
cartographic map without using GPS, i.e. determining the geographic coordi-
nates at which the images where captured. As illustrated in Figure 1, we seek
to do this by linking the semantic information on the map to the content in
the image, hence localising the latter. This is akin to the human skill of inter-
preting maps for way-finding using detailed survey maps or the ubiquitous You
Are Here schematic maps found in cities and tourist attractions. It contrasts
with previous works on image geolocalisation and the related problem of visual
place recognition, which are based on matching the location image with a large
database of georeferenced images, either ground or aerial (see Section 2).
The motivation for using maps as the reference source, in preference to
georeferenced images, is multifold. Comprehensive map data covering large
areas is readily available, contrasting with the difficulty in obtaining sufficient
ground images. Although large amounts of aerial imagery is available (in fact, it
is often used to generate maps), using it or ground images for localisation means
having to overcome the invariance challenges faced when matching images taken
at the same location at different times. In contrast, maps provide a semantic
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Figure 1: Images (centre) in different viewing directions within a panorama (left)
captured at the location circled on the map (right), where the arrow indicates
the heading direction (top left centre image). The junction, buildings and park
area on the map are visible in the images, illustrating the features we seek to
leverage for geolocalisation.
representation which is to a large extent independent of capture time, and hence
offers the potential for more robust matching. Techniques for relating image
data to spatial semantics are also likely to be needed as human-robot interaction
becomes increasingly sophisticated, such as endowing robots with the ability to
produce visual descriptions to aid human way-finding.
We adopt a learning approach to the problem. It builds upon and gener-
alises the work of Panphattarasap and Calway [28], who represent locations by
binary descriptors indicating the presence or not of pre-selected semantic fea-
tures (junctions and building gaps). This limits applicability to areas rich in
those features and for which they provide sufficient discrimination. In contrast,
we seek to learn descriptions that optimally link images to local map areas,
without pre-assumptions as to which features are important, with the dual aim
of generalising and increasing discrimination.
To do so, we learn a low dimensional embedded vector space (16-D) within
which corresponding image and map tile pairs are close (a map tile is an image
of a small region of the map), as illustrated in Figure 2a. Images from Google
Street View (GSV) [32, 24] and map tiles from Open Street Map (OSM) [27] are
used for training, and we use a Siamese-like network with triplet loss function
to derive the embedded space. The network gives embedded space vectors for
images and map tiles, which we treat as descriptors, and provide a means of
assessing the similarity between an image and potential map locations. However,
not surprisingly, the descriptors are not sufficiently discriminatory to localise a
single image, since many places share similar map tiles.
Instead, analogous to that found in [28], it is the pattern of descriptors along
routes that allows localisation, with the required route length dependent on
local characteristics. Localisation therefore proceeds by comparing descriptors
captured along a route with those derived from sequences of map tiles along
all routes in the map, yielding a ranked list of likely locations and routes (see
Figure 2b). As in [28], we consider the specific problem of geolocalising images
known to lie at regular intervals along roads, mimicking images taken from
a vehicle or by a pedestrian, for example, which allows us to carry out large
scale experiments using GSV/OSM data. It also means that we can use a
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Figure 2: (a) We learn transformations G and F which embed location images
(in four orthogonal directions within a panorama - F, R, B and L) and map
tiles into a low dimensional vector space (16-D), within which corresponding
image/map tile pairs are close; (b) Geolocalisation: embedded vectors are com-
puted for all map tiles (A), giving descriptors that are stored with their locations
(B); all possible routes in the map are computed (C) and route descriptors gen-
erated from the map tiles (D); descriptors are computed for images along test
routes (E) giving a query route descriptor (F), which is compared with all route
descriptors (G), yielding a ranked list of likely routes.
naive route matching algorithm to investigate the discriminatory power of the
representation. In summary, we demonstrate the following key findings:
1. It is possible to learn an embedded space which links location images to
map tiles, achieving top-1% recall of between 72%-82%.
2. The space can be used to geolocalise image sequences along a route, achiev-
ing over 90% accuracy for routes of approximately 200m within all testing
areas of size 2-3 km2. This compares with under 60% when using the
approach in [28] for areas not rich in the chosen semantic features.
3. The approach gives increased accuracy for shorter routes and similar per-
formance whether using turn information or not, demonstrating its ability
to generalise and increase discrimination.
We discuss related work next, followed in Section 3 by details of the network
architecture and learning. Section 4 gives details of the geolocalisation and
Section 5 presents results of experiments using GSV and OSM data, including
a comparison of performance with the method used in [28].
2 Related Work
The key insight identified in [28] is that map semantics along a route uniquely
identify location. 4-bit descriptors indicating the presence or not of semantic
3
Figure 3: Network architecture for embedded space learning within which cor-
responding location 4-images (front, left, right and back viewing directions) and
map tiles are close. Each is processed independently via a sub-network consist-
ing of feature extraction and projection layers, resulting in a 16-D embedded
space. See text for further details.
features (junctions and building gaps) are used to represent locations and con-
volutional neural network (CNN) classifiers trained on GSV/OSM data detect
feature presence in orthogonal viewing directions. As in our approach, descrip-
tors are concatenated along routes to give localisation by comparison with a
database of route descriptors derived from the map. 85% accuracy is reported
for test routes up to 200m in length using GSV/OSM data when descriptors are
combined with turn information along routes, although this was for a small test
set (150 routes) within a densely built environment, which aligned well with
the chosen semantic features. Notably, accuracy dropped to 45% when turn
information was not used. The same 4-bit descriptors are also used in a parti-
cle filtering implementation in [37], although results suggest that localisation is
slower to converge, possibly due to the limited route memory within the filter.
A key motivation of our work is to generalise these approaches to avoid the
reliance on specific semantic features.
Semantic features are also used in [5] for geolocalising images by matching
with GIS data. Coarse spatial layouts of known object classes are extracted from
images and matched with GIS data at candidate locations using probabilistic
descriptors. Top-20% recall values of 70-80% are reported, but this drops to
30% for top-10% recall, significantly lower than that achieved here and in [28],
albeit for a much larger test area but smaller test set (50 locations).
Map data has been used for self-driving vehicle navigation [9, 30, 4, 22, 12, 1,
21]. In [30], learning from GSV/OSM data is used to recognise semantic features
such as junctions, bike lanes, etc, to verify GPS, whilst in [9, 4] visual odometry
is used to track map location by matching with road topology, extended in [22]
to incorporate semantic cues such as junctions and sun position. End-to-end
learning is used in [12, 1, 21], combining images with map road topology to
predict steering control commands. Map semantics have also been used with
GPS for 6-D pose estimation from images [13, 6, 3, 25, 2], although the focus is
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on metric pose estimation as opposed to geolocalisation.
As noted above, our use of maps as a reference for geolocalisation contrasts
with previous approaches, which are based on georeferenced ground or aerial
images, see for example [10, 36, 19, 34, 33, 15, 16] and the large body of work on
visual place recognition [20]. Many of these approaches learn embedded spaces
to achieve ground-to-aerial cross-view matching, see e.g. [19, 36, 34, 15, 16],
and there is clear similarity with our approach since maps and aerial images are
both overhead ‘plan views’. However, they differ in that maps provide a semantic
representation as opposed to a time dependent snapshot of appearance, which
as previously noted is an advantage when seeking to provide an invariant link
with ground images. Nevertheless, given the similarities, we chose to adopt
a similar network architecture and approach to learning, borrowing from that
used in [19, 36, 34, 15, 16], but replacing aerial images with map tiles. We were
also initially motivated by the work reported in [31], which learns an embedded
space for map tiles alone to reflect semantic similarity.
3 Embedding Maps and Images
We now describe the model, data sets and methodology used to learn the em-
bedded space. Our data inputs are panoramic images from GSV and RGB map
tiles corresponding to local neighbourhoods of a 2-D map rendered from OSM.
3.1 Network Model
Our network architecture is shown in Figure 3. It has a Siamese-like form,
with two independent sub-networks, one for location images and one for map
tiles, each having a feature extractor and a projection module. We keep the
weights in corresponding layers independent since each sub-network is processing
information from very different domains.
In the location image sub-network, the feature extractor module is based
on the Resnet50 architecture [11], from which we have removed the average
pooling and the last convolutional layers to produce a 4x4 feature map of 512-
D local descriptors. The input to the module is four images corresponding to
orthogonal front, left, right and back views (w.r.t the vehicle heading direction)
cropped from a GSV panorama. Feature maps for each view are flattened and
concatenated and then input to the projection module.
The map tile feature extractor also uses a residual network to produce a
512-D feature map, although we use Resnet18 [11] in place of Resnet50, since
map tiles contain considerably fewer details than location images. The module
input is a map tile corresponding to the same location from which the GSV
panorama was taken and the output is a descriptor vector.
In both sub-networks, the projection module consists of two fully connected
layers, both preceded by batch normalization [17] and ReLu activation [26],
which reduce descriptor dimension down to the embedding size (we used 16-D)
and help to project semantically similar inputs near to each other.
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3.2 Data sets
For training and testing, we used the StreetLearn data set [32, 24], which con-
tains 113,767 panoramic images extracted from GSV in the cities of New York
(Manhattan) and Pittsburgh, U.S. Metadata is provided for all images, including
geographic coordinates, neighbours and heading direction (yaw). Corresponding
map tiles for each GSV image location were rendered from OSM using Mapnik
[23], with all text and building numbering removed.
To generate the training and testing datasets, we adopted the following pro-
cedure. First, using Breadth-First Search (BFS) and the same central panora-
mas as described in [24], we generated three testing subsets from areas in Hudson
River (HR), Union Square (US) and Wall Street (WS), each containing 5,000
locations and covering 3.25 km2, 2.77 km2 and 2.33 km2, respectively. The re-
maining locations in Manhattan, together with all locations from Pittsburgh,
were used for training. For each location, we rendered two 256x256 pixel map
tiles at different scales centred on the location coordinates and with the map
projection aligned with the GSV heading direction to ensure a geographic match
between the data domains. We used two scales to account for the fact that the
relevance of semantic features in the map is dependent on visibility, i.e. a map
tile at a larger scale may not include features visible in a location image, whereas
a map tile at a smaller scale may include non-visible features. In this work we
used map tiles with scales corresponding to geographic areas of approximately
152 × 152 m2 (small scale, S1) and 76 × 76 m2 (large scale, S2). In total, the
training set consisted of 98,767 panorama images and 197,534 map tiles, two
tiles for each location, and three testing data sets each with 5,000 panoramas
and 10,000 map tiles.
3.3 Training
We trained our model in an end-to-end way as all network parameters, includ-
ing feature extraction, and projection layers, are updated at the same time.
Since we do not have categories, or equivalently every location is a category,
we train the model using an unsupervised method based on triplet loss metric
learning [29], similar to that used in [15]. Note that we have to take care when
considering data augmentation, since we need to maintain position and point
of view relationships between the two domains, e.g. warping a map tile would
require a suitable transformation of the corresponding location images, which
is non-trivial to compute. Hence we limit augmentation to small changes in the
scale of the map tiles and the viewing directions when cropping the panoramic
images (see below). To form triplets, we take examples of matched and un-
matched image/map tile pairs inside every batch.
We generate matched pairs as follows. Let X and Y denote the set of training
tiles and panoramic images, respectively, and let L be the set of all locations.
We start the training process by taking n random locations to form a subset
LB of locations in the training batch. Then, for each location li ∈ LB , we take
the associated panoramic image yi ∈ Y and pick a map tile xi ∈ {x1i , x2i } at
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random, where x1i and x
2
i are the two map tiles at different scales for location i.
We then apply data augmentation to generate 1 ≤ k ≤ K different image/map
tile pairs for each location li. Specifically, in the case of map tiles, we apply
Tx : xi → xik, where Tx applies a further random small scale change to xi and
resizes it to 128x128 pixels, i.e. we randomly generate map tiles with random
scales around that of the two ‘reference’ tiles. In the case of the panoramic
images, we apply Ty : yi → yik = (yFik, yLik, yRik, yBik) that takes yi and crops
four 128x128 pixel images in the front, left, right and back viewing directions,
respectively, relative to the vehicle heading direction, with a random component
in the cropping parameters to provide a degree of visual variation. We denote
yik as a ‘4-image’. In addition, we incorporate a standard colour normalisation
and a random horizontal flip in both Tx and Ty.
In summary, at each training step, there are NB locations in the batch, each
with K 4-image/map tile pairs. This gives a total of N2BK
2 pairs, from which
we can generate NBK
2 matched pairs and NB(NB − 1)K2 unmatched pairs.
Hence, the ratio of matched versus unmatched pairs depends on the number of
locations in the batch.
3.4 Loss function
For the loss function, we used the weighted soft-margin ranking loss proposed
in [15], a variation of that in [34, 14] to address the problem of having to se-
lect the margin parameter in a traditional triplet loss [29]. It is defined as
Lwgt(d) = ln(1+eαd), where d is the difference between a matched pair descrip-
tor distance (Euclidean) and an unmatched pair descriptor distance, and α is a
weighting factor that helps to improve convergence [15]. We also adopted a sim-
ilar strategy to [35] and included bidirectional cross-domain and intra-domain
ranking constraints to force the network to preserve embedding structure in
both data representations. Our loss function is therefore given by
L(X,Y ) =
∑
i,j,k,l,m
λ1Jwgt(xik,yil,yjm) + λ2Jwgt(yik,xil,xjm)
+
∑
i,j,k,l,m,k 6=l
λ3Jwgt(xik,xil,xjm) + λ4Jwgt(yik,yil,yjm)
(1)
where Jwgt(x,y, z) = Lwgt(d(x,y)−d(x, z)), xik and yik denote the embedded
vectors corresponding to the kth augmentation of the map tile and panoramic
image at location i, respectively, i.e. the outputs from the sub-networks in Fig-
ure 3, and d(., .) denotes Euclidean distance. Note that i and j refer to different
locations, i.e. 1 ≤ i, j ≤ N and i 6= j, and k, l and m refer to the K augmen-
tations per location, i.e. 1 ≤ k, l,m ≤ K. The values of λ1, λ2, λ3 and λ4 are
weighting factors to control the influence of each constraint in the loss function.
3.5 Implementation
To train our model, we initialized Resnet50 and Resnet18 with Places365 [38]
and ImageNet [7] weights, respectively. In the loss function, values of λ1 =
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λ2 = λ3 = λ4 = 1.0 achieved the best results. The embedding size was set to
16-D following ablation studies (see below) and we forced the embedded space
to reside in an hyper-sphere manifold by performing L2-normalization on the
network outputs and then scaling by a factor of 32. Although scaling does not
affect nearest neighbor searching, it has an influence in the training process
since it changes the steepness of the logistic curve [34]. We set the value of α
in Lwgt(d) to be 0.2, as we found that larger values in combination with a large
scaling factor of the manifold, sometimes led to training collapse. The number
of locations NB in a batch was set to 10, and the number of augmentations
at each location K was set to 5. Hence, in each learning step, there were 250
matched pairs and 2250 unmatched pairs. To form our triplets, we followed the
batch all mining strategy discussed in [8, 14] and averaged the loss value over
all possible triplets in the batch. We trained the model for 10 epochs using the
Adam optimizer [18] with a 4× 10−5 learning rate.
4 Geolocalisation using embedded descriptors
We now describe using the learned embedded space for geolocalising images.
The key principle is motivated by the approach used in [28] and illustrated
in Figure 2b: along a route consisting of adjacent locations, the pattern of
embedded descriptors obtained from the sequence of captured images enables
the route to be uniquely distinguished from all other routes. The route length
required for successful localisation is dependent on the semantic characteristics,
which are reflected in both the images and the map. We emphasise again that
we are considering the case of discrete locations at regular intervals along roads,
enabling us to adopt the naive search approach to localisation described below.
Localisation proceeds as follows. Given a 4-image from each panorama along
a route, we derive embedded descriptors via the learned model described above
and compare the concatenation of the descriptors with those derived from se-
quences of map tiles corresponding to possible routes on the map. The closest
gives the most likely route, as illustrated in Figure 2b. The methodology follows
that in [28] and so we provide a summary below and adopt similar notation for
clarity.
For an area with N locations, we define a route of length m as a set of
m adjacent locations, rm = (lγ(1), .., lγ(m)), where lγ(i) ∈ L for 1 ≤ γ(i) ≤ N
and the γ(i), 1 ≤ i ≤ m, define the route trajectory. We limit the number of
possible routes by considering only routes without loops or direction reversal.
Given a panoramic image yγ(i) at location lγ(i), we extract a 4-image such that
the front image (F) is aligned with the heading direction and use the learned
model to obtain an embedded descriptor yγ(i) and hence a route descriptor
sym = (yγ(1), ..,yγ(m)). Similarly, map routes with locations ζ(i) have route
descriptors sxm = (xζ(1), ..,xζ(m)) derived from the map tiles along the route.
Note from earlier that these are also aligned with the heading direction. Let
Sxm denote the set of route descriptors corresponding to all possible routes.
Localisation then follows by finding the route descriptor sˆxm that is closest to
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sym, i.e.
sˆxm = arg min
sxm∈Sxm
DIST (sxm, s
y
m) (2)
where DIST (sxm, s
y
m) denotes the sum of the Euclidean distances between cor-
responding descriptors
DIST (sxm, s
y
m) =
m∑
i=1
d(xζ(i),yγ(i)) (3)
In practice, we apply the above minimisation each time a new panoramic image
is obtained along the route being traversed, giving an estimated route at each
time step. This raises the question as to when successful localisation has been
achieved, i.e. at what route length can we have sufficient confidence in the loca-
tion estimate, which we investigate in the experiments. The results demonstrate
that the required length of route depends on a number of factors, including area
size, local appearance and environmental characteristics.
We also investigated the use of turn information along a route as a means
of improving localisation accuracy, as adopted in [28]. Specifically, again using
similar notation to that in [28], we define a binary turn pattern along a route
rm as tm−1 = (tγ(1), .., tγ(m−1)), where the ith component of t indicates whether
there is a turn between locations lγ(i) and lγ(i+1). Turn patterns can be esti-
mated from the heading directions along a route and computed from OSM map
data. This provides an additional constraint to that in Equation 2, in that we
require the best route estimate to have a matching turn pattern to that being
traversed.
Finally, note that although we adopt a brute force search approach to the
above, the recursive link between routes as the length increases means that it
can be efficiently implemented by careful storage and searching of route indices
ζ(i). There is also significant potential for culling routes that have low matching
scores at each time step. We did a preliminary test of this idea in Figure 9b
and intend to investigate it further in future work.
5 Experiments
We evaluated the approach both in terms of the quality of the learned embedded
space, i.e. its ability to link location images with appropriate map tiles, and the
accuracy of localisation that can be achieved using embedded descriptors. We
compared the latter with that achieved using binary semantic descriptors in
[28].
5.1 Embedding maps and images
We investigated the recall performance when using the embedded space to re-
trieve corresponding map tiles given location images, i.e. how likely is the cor-
responding map tile to be the closest within the space. Top-k% recall plots are
9
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Figure 4: a) Top k% recall when learned embedded space is used to retrieve
map tiles given a location image, where k% is the fraction of the dataset size.
Top 1% recall values are shown in brackets; (b) Precision-recall curves generated
by varying the distance cut-off threshold; (c-d) Top-k% recall for Union Square
using different space dimension sizes and map tile scales, S1 (c) and S2 (d).
shown in Figure 4a, with top 1% recall values in brackets, where top-k% recall
is the fraction of cases in which the ground truth tile is within the top k% of
best estimates. These results indicate that the network is doing well, with over
70% top-1% recall. This is confirmed in Figure 4b, which shows precision-recall
curves generated from balanced datasets of matched and unmatched pairs and
by varying the distance cut-off threshold used when searching for close map
tiles.
Note that performance is slightly worse for Wall Street, which reflects the fact
that the area is noticeably different from those in the training set, with irregular
intersections, motorways, and tunnels, making the area more challenging. We
also noted significant mismatch between information in the map tiles and that
in the location images, possibly resulting from redevelopment in the area yet
to be reflected in OSM. Nevertheless, even under these conditions, our model is
able to assign high rank to corresponding map tiles.
The above results were obtained using an embedded space dimension of 16
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Figure 5: Histograms of distance between matched (green) and unmatched pairs
(red) in the embedding space for Union Square (a) and Wall Street (b).
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Figure 6: Top-5 retrieved examples (right) given a query 4-image (left) for Wall
Street. The green frame encloses the true map location and the blue arrow in
the center of the map tile represent the position and heading.
and using small scale (S1) map tiles when generating descriptors for localisation.
We found that these values gave the best performance as illustrated in Figures
4c-d, which show the top-k recall when using different dimension sizes and when
using the two scales for Union Square. Similar results were obtained for the other
datasets and these settings were used in all of the experiments.
We also examined how well the model separated matched and unmatched im-
age/map tile pairs. Figure 5 shows histograms of the distance between matched
and unmatched pairs inside the embedded space for Union Square and Wall
Street. As expected, distances between unmatched pairs are larger, confirm-
ing that training has been effective and able to generalise outside the training
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Figure 7: (a) Top-1 and (b) top-5 localisation accuracy versus route length for
all three datsets. Dashed lines indicate using embedded space descriptors only
(ES) and solid lines indicate including turn information (ES+T).
set. Note also the larger overlapping area for Wall street, confirming the above
comments regarding discrimination in the area.
To further illustrate the performance of the model, Figure 6 shows examples
of query images and the top-5 retrieved map tiles for Wall Street, where the
correct map tile is outlined in green. Note that the model has learned to relate
semantics of the two domains, e.g. buildings (a-b), parks (b), junctions (a-b),
rivers (c), and tunnels (d). In future we intend to investigate performance
further, especially w.r.t optimising the architecture using appropriate ablation
studies.
5.2 Localisation
To evaluate geolocalisation performance, we randomly simulated 500 routes in
each of the three test areas and applied the algorithm described in Section 4.
In the route generation process, we excluded locations that were labelled as
tunnels or motorways in OSM since we found that otherwise it generated many
routes with very little appearance variation, consisting of long stretches tunnels
or overpasses, which were near-impossible to distinguish from image data alone.
To calculate localisation accuracy, we recorded the number of routes successfully
localised at every step as a function of route length. We deemed a route to have
been successfully localised if and only if the last 5 locations corresponds with
those of the ground truth, i.e. the final 5 locations along the route.
Figure 7 shows top-1 and top-5 localisation accuracy versus route length
when using embedded descriptors only and when combined with turn patterns.
Top-k accuracy for route length m indicates the number of cases when a correct
route, i.e. one meeting the above success criterion w.r.t the ground truth, was
within the top k most likely routes. Accuracy values for route lengths of 20
locations (approximately 200m) are shown in brackets. These results demon-
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Figure 8: Comparison of top-1 localisation accuracy between using our method
and the BSD method in [28] when a) using descriptors combined with turn
information and (b) descriptors only.
strate that the method is performing exceptionally well, achieving over 90%
top-1 accuracy across all datasets for route lengths of 20, even when not using
turn information.
For shorter routes, although the top-1 accuracy drops, note from Figure 7b,
that the method still ranks correct routes highly, with over around 90% within
the top-5 for route lengths of 10. Note also that the overall performance of
the method on the three test sets is comparable, indicating that the model is
generalising well to unseen environments. It is also interesting to note that for
Wall Street, the inclusion of turn information has a greater impact, reflecting
the fact that the area contains significantly more variation in possible route
configurations.
We also compared the method with the BSD approach in [28]. We trained
binary classifiers to detect junctions and building gaps, using the training set de-
scribed in Section 3.2 and labels obtained from OSM data in the same manner as
described in [28]. Experiments with different classifier architectures showed that
Resnet18 [11] gave the best performance, achieving for example precision/recall
values of 0.6/0.75 and 0.74/0.8 for junctions and gaps, respectively, when tested
on Hudson River, which are similar values to that given in [28]. We used the
classifiers to detect the presence or not of the features in each 4-image, i.e. junc-
tions in the F and R images and gaps in the L and R images (cf. Section 3.3),
and hence derived the 4-bit image-based BSD for each location. Map BSDs
were generated in the same way as labels when generating the training set.
Figure 8 shows top-1 accuracy versus route length using our method and the
BSD method, both with and without turn information. Further comparison is
shown in Figure 9a, which gives more detailed analysis of successful localisation
rates for 4 route lengths. Also shown is the accuracy achieved when using only
turn information, i.e. matching routes based only on the road pattern, which as
also noted in [28], performs poorly, even for long routes.
These results demonstrate that our method gives superior performance when
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Figure 9: (a) Top-1 localisation accuracy for 4 route lengths for the ES and
BSD methods (with and without turn information) and when using only turn
information for Union Square; (b) Accuracy when keeping 100% (solid) and
50% (dashed) of route candidates between updates; (c) Relative difference score
between localisation sets for ES and BSD plotted against route length for Union
Square. High scores for short routes suggests that our method is learning dif-
ferent semantic cues compared to BSD.
compared with using BSDs. Although the latter performs reasonably well for
Wall Street with turns, comparable to that reported in [28] for a similar dense
urban area with plenty of junctions and building gaps, its performance falls
significantly in the other areas within which those features are less prevalent. In
contrast, our method performs equally well in all areas, demonstrating that it
is generalising well. Also notable is that the difference in performance is greater
when not using turn information. We believe that this is due to the greater
generality provided by the embedded space descriptors in contrast to the fixed
features used in the BSD approach. Note also that our method is able to localise
shorter routes with and without turns, again suggesting better generalisation.
We also investigated the robustness of our method by considering the impact
of culling a significant percentage of route candidates in the searching process.
Figure 9b shows a comparison of top-1 accuracy when using 100% of route
candidates and when discarding 50% of them at each motion step until only 100
are left. Note the similarity of the curves, indicating that route discrimination
occurs early and is maintained as routes grow.
Finally, to investigate the extent to which our model is using different infor-
mation than BSD, we defined a score to measure the percentage of routes that
our model is correctly localising but the BSD method is not and vice-versa.
Formally, let Sa and Sb denote the set of routes successfully localised using
methods a and b, respectively, where a, b ∈ {BSD, ES}. We define the differ-
ence score as Sd(a, b) = |Sa\Sb|/|Sa|. A value of one would mean that none of
the routes localised using method a were localised by method b, whereas a value
near zero would mean that all routes localised in Sa were also in Sb. Results
for both Sd(ES,BSD) (blue) and Sd(BSD,ES) (red) are shown in Figure 9c
for Union Square. These results clearly show that our method is using different
information, enabling it to generalise and increase discrimination.
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6 Conclusions
We have presented a novel method for correlating panorama location images
and 2D cartographic map tiles into a common low dimensional space using a
deep learning approach. This allows us to compare both domains directly using
Euclidean distance. Furthermore, we have shown how this space can be used for
geolocalisation using image to map tile matching defined along routes. Results
indicate that the method can achieve over 90 % accuracy when detecting routes
of approximately 200 m length in urban areas of over 2km2. Moreover, the
approach significantly outperforms a previous method based on hand-crafted
semantic features, demonstrating greater discrimination and generalisation.
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