Long-term wander of the rotation pole can be a significant contributor to second-order (time scales of ϳ100 million years) sea-level variations. Numerical predictions based on realistic viscoelastic Earth models and paleomagnetically constrained polar motion yield global-scale, differential sea-level trends that can be as large as ϳ200 meters. From the results presented here, it is argued that the well-documented, second-order, Cretaceous-Tertiary sea-level cycle should be reinterpreted as some combination of a eustatic and a regionally varying rotational signal.
Global-scale, second-order (1) sea-level variations are well documented (2-4); however, the geophysical mechanism for these variations remains uncertain. One clue is that the well-known Cretaceous sea-level transgression apparently occurred when the mean rate of spreading at midocean ridges increased (5) . This correlation has led to the view (6) that a change in the rate of plate creation alters the net volume of ocean basins and leads to global (that is, eustatic) sea-level fluctuations. But changes in the spreading rates of midocean ridges are also linked to subduction-induced sealevel variations that can be both eustatic (7) and regional (7, 8) . Thus, the extent to which variations in plate motions have influenced eustatic sea-level trends over geological history is unclear. In this report, we argue that a significant portion of long-term sea-level variations may be a consequence of the response of the solid earth and oceans to slow changes in the orientation of Earth's rotation vector.
As a case study, we focus on the last 130 million years (My) (that is, the Cretaceous onward). One estimate of global sea-level change during this period ( Fig. 1 ) is based primarily on data from seismic stratigraphy (2, 4) . Although interpreted as a measure of global sea-level change, the long-term trend shown by the curve and others of its kind (9) are generally based on data from few, and relatively localized, geographic regions. [Shorter term sea-level variations are inferred from a wider distribution of sites (2, 4) .] The methodology used to construct the curve is also rather contentious (10) ; nevertheless, we use the curve as a workable estimate of the size and sense of the secondorder sea-level cycle over the last 130 My. The inferred trend is characterized by a sea-level rise (transgression) of ϳ100 m during the Cretaceous followed by a gradual sea-level fall (regression) to the present.
Eardley (11) argued that tidal deceleration of Earth's rotation rate was sufficient to produce a pole-to-equator sea-level change of ϳ400 m over the last 100 My and that this effect could account for an apparent latitudinal dependence in sea-level trends. A subsequent analysis (12) reduced this estimate to ϳ100 m. Mörner (13) argued (qualitatively) that the apparent latitudinal dependence in long-term sea-level trends may arise from the influence of "rotational tilt" [that is, true polar wander (TPW)]. Sabadini and colleagues (14) showed that relatively rapid episodes of TPW (of ϳ1°p er million years) may influence or control third-order sea-level cycles (1) .
In our study we incorporated geologically inferred TPW paths into the quantitative analysis. Through comparison of hot spot tracks, paleomagnetic measurements, and kinematic plate reconstructions, TPW paths can be reconstructed over geological time (15, 16) (Fig. 2) . Because there can be significant disagreements in the inferred TPW path before 130 million years ago (Ma) (15, 16) , we limited our calculations to the latter time span. From 120 to 50 Ma the rotation pole moved away from North America at ϳ0.4°per million years. From 30 to 0 Ma the pole reversed direction in the hot-spot reference frame. To specify completely the rotation vector of Earth over the last 130 My, we also required an estimate of the length of day over this time interval. We adopted a geologically inferred time series of tidal deceleration (17) .
The spatial geometry of rotation-induced changes in sea level has been discussed by a number of investigators (14, 18, 19) . Variations in the rotation rate (Fig.  3A ) induce a latitudinal sea-level perturbation; tidal deceleration increases sea level at high latitudes and decreases it at low latitudes. TPW-induced sea-level changes are more complicated (Fig. 3B) . In this case, the sea-level perturbation is zero on two great circles (dashed lines in Fig. 3B ): the first at 90°from the instantaneous pole of rotation, and the second oriented perpendicular both to the first great circle and to the instantaneous great circle path of the pole. These two great circles define four quadrants (20). When the local rotation pole (that is, the north pole in the Northern Hemisphere and the south pole in the Southern Hemisphere) is moving toward a quadrant, sea level falls in that quadrant. Conversely, when the local rotation pole is moving away from a quadrant, sea level rises in that quadrant. The great circles of zero sea-level change associated with the mean motion of the rotation pole over the past 10 My lie roughly on the equator and the great circle defined by 51°E and 231°E (Fig. 3C) .
A comparison of Figs. 1, 2, and 3 suggests that TPW may have influenced the second-order, sea-level cycle over the last 130 My. The change in the direction of TPW at ϳ50 Ma roughly coincides with the reversal in the long-term sea-level trend (21). Quadrants containing sites in North Fig. 1 . A long-term sea-level curve inferred from seismic stratigraphy (4) . We adopted the oldest datum on the plot as the zero for the relative sealevel fluctuation. America, Europe, North Africa, and Australia should have experienced some amount of TPW-induced sea-level rise from 130 to 50 Ma (as the local pole moved away from these quadrants) followed by a sealevel fall since 50 Ma (as the pole changed direction in the hot-spot frame), consistent with the geological record of sea-level change over the same period (Fig. 1) . The trend would be reversed for sites in the remaining two quadrants.
To quantify the TPW effect, we computed gravitationally self-consistent sea-level change driven by long-term variations in the rotation vector (16, 17) of spherically symmetric, viscoelastic Earth models (22). These models have a realistic elastic structure (23), an elastic lithosphere, and isoviscous upper and lower mantle regions (24). The lithospheric thickness and the upper and lower mantle viscosities, which we denote by LT, UM , and LM , respectively, are free parameters. The time scale being considered (the last 130 My) requires that we incorporate plate motions to prescribe the evolution of both ocean distribution (25) and site locations (26).
In our initial calculation of second-order sea-level variations (Fig. 4) , we adopted an Earth model previously used to consider shorter time scale effects of TPW (14) . In all cases the contribution to the sea-level variation from changes in the rotation rate (compare the solid and dotted lines) was minor and significantly less than has been suggested (11, 12) . We conclude that TPW-induced sea-level effects dominate the total sea-level prediction (27). The sense of the predicted sea-level perturbation was positive for the North American, European, and Australian sites and negative for the site in Japan. The sea-level fluctuation predicted for the North American site is ϳ50 m for this particular Earth model. The predicted sea-level changes for the European and Australian sites are smaller by about a factor of 2. This difference reflects the TPW path (Fig. 2) , which produces a significantly larger change in the rotational colatitude (28) of the North American site than, for example, the site in Europe. Fig. 3 . Schematic illustration of the approximate spatial geometry of sea-level changes induced by perturbations in the magnitude (A) or orientation (B) of Earth's rotation vector from time t to t ϩ . The shaded regions represent areas of sea-level rise, and the unshaded regions represent areas that experience a sea-level fall. In constructing these simple figures, we neglected, for the purposes of illustration, the self-gravitation and loading effects of the sea-level change (34). In (A), we consider the case of ongoing tidal deceleration, and the dashed lines represent small circles of zero sea-level change. Mathematically, the spatial dependence may be expressed (approximately) as the surface spherical harmonic of degree two and order zero. The sea-level rise at the pole is roughly twice the magnitude of the equatorial sea-level fall. In (B), the dashed lines are great circles of zero sea-level change for the case of a small clockwise shift of the rotation vector. In this case the sea-level distribution is given (approximately) by the surface spherical harmonic of degree two and order one, and the maximum sea-level change is obtained at 45°from the poles (20). (C) The dotted lines represent great circles of zero TPW-induced sea-level variation associated with the mean TPW path over the last 10 My. The collection of continents within each quadrant is not significantly altered either by the reorientation of the quadrants over the last 130 My (as polar wander proceeded) or by plate motions. Sites used in the seismic stratigraphic analysis (2) of short-term (third-order and higher) sea-level trends are shown by solid circles and letters A through D. The letters are used to identify sites considered in Fig. 4 . Fig. 3C . In the calculations we adopted the TPW path shown in Fig. 2 and the time series of rotation rate changes described in (17 ) . The viscoelastic model is adopted from (14) ; it is characterized by a lithospheric thickness of 100 km, and upper and lower mantle viscosities of 10 21 and 30 ϫ 10 In addition to second-order sea-level trends, our predictions also include shorter time-scale variations. This result confirms that TPW may be an important mechanism for third-order, regional sea-level cycles (14) and has implications for the interpretation of these curves (29). The longer term sea-level trends predicted for the sites in North America, Europe, and Australia show a significant Cretaceous sea-level rise from 130 to 50 Ma, followed by a sea-level fall that offsets a dominant portion of the earlier transgression (Fig. 4) .
The predicted amplitude of the differential second-order signal between the North American and Japanese sites exceeds 100 m (Fig. 4) . This prediction will be dependent on the viscoelastic Earth model that is used. There is a growing consensus that mantle viscosity increases with depth by a factor close to the value we adopted in constructing Fig. 4 (30) . Reasonable variations in either the upper or the lower mantle viscosity of the adopted model do not produce significant changes in the predicted TPW-induced, sea-level signal (Fig. 5, B and C) . The predictions are, however, sensitive to variations in the adopted lithospheric thickness (Fig. 5A ). Doubling this thickness increases the predicted sea-level fluctuation for the North American site by a factor of 2 to ϳ100 m, which is comparable with the estimated second-order signal ( Fig. 1) (31) . In the case of the thicker lithosphere, the differential sea-level signal between North America and Japan is also doubled to ϳ200 m.
Our modeling does not include lateral variations in Earth structure, and hence the appropriate choice for LT in our calculations is unclear. A value of LT Ͼ 100 km would not be unreasonable. For example, the North American craton is thought to have a thick continental root (32). Furthermore, many sites used in sea-level analyses are on stable continental margins in proximity to old oceanic lithosphere.
Our results suggest that TPW-induced sea-level changes can contribute significantly to second-order sea-level cycles. Furthermore, TPW effects cannot be ignored when one is comparing or combining sealevel data from different geographic regions. The often-cited correlation between spreading rates and sea-level fluctuations (5) is consistent with a sizeable TPW-induced sea-level signal. Recent modeling studies (33) have shown that the observed TPW path is consistent with predictions obtained by back-advecting seismically inferred density heterogeneities. Thus, TPW speeds (and the associated sea-level fluctuations) are likely linked to spreading rates, which reflect the rate of advection. The second-order sea-level cycle since 130 Ma is likely a combination of a TPW-induced (quadrant-localized) signal and a eustatic trend, for example, one that depends on changes in ocean basin volume that may arise from variations in spreading rates. A careful analysis of sea-level data, which include a globally distributed network of sites, will be required to distinguish the relative importance of each contributor. phys. Res 3023 (1996) . 20. TPW acts to perturb the centrifugal potential associated with Earth rotation. The geographically varying component of this potential has an ellipsoidal (that is, degree two and order zero) form. The perturbing potential is thus the difference between two ellipsoidal forms whose axes are offset by a slight rotation. This difference, and the sea-level change that results, has a geometry (Fig. 3B ) that may be described by the surface spherical harmonic of degree two and order one (14, 18, 19) . As polar wander proceeds, the instantaneous orientation of the quadrants of this surface spherical harmonic (see Fig. 3B ) changes. 21. We found no previous mention of the obvious correlation between the sea-level trend in Fig. 1 and the sense of the polar motion evident in Fig. 2 
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where the superscript E represents the elastic response, ␦ is the Dirac-delta function, and t is the time. The second term on each right side is the nonelastic response, and it is composed of a set of K normal modes of pure exponential decay. These normal modes are defined by inverse decay times s k and amplitudes of either r k or rЈ k . If we consider, for simplicity, a discrete jump in the pole position at t ϭ 0, then the time-domain dependence of the sea-level response will be governed by the function
For times much longer than the decay times (1/s k ), the response can be obtained by taking the limit t 3 ϱ through Eq. 3. This gives
In the case of no elastic lithosphere, it is easy to verify, by using numerical calculation, that ␤ ϱ ϳ 0. Hence, the TPW-induced sea-level response on an inviscid planet is negligible. Physically, this result indicates that the bounding sea-level surfaces (the geoid and the solid surface) move together on an inviscid planet to a perturbation in the imposed centrifugal potential. A departure from a purely inviscid response can occur for one of two reasons. First, the existence of an elastic lithosphere will ensure that ␤ ϱ 0. Second, there may be normal modes that have decay times sufficiently long that the modes retain some level of disequilibrium even for the time scale of TPW considered here [hence, ␤(t) would not have relaxed to ␤ ϱ ]. We have found that the dominant, normal-mode contribution arises from the so-called M1 mode. The M1 mode arises from a deflection of the density discontinuity at a depth of 660 km between the upper and lower mantle. Thus, excitation of the mode requires that the discontinuity behaves nonadiabatically (that is, effectively as a chemical boundary) on the time scales we are considering. If this is not the case, then the mode would not be excited and the M1 contribution would vanish. As an example, the peak ϳ54 m signal in Fig. 4 (curve A) has a contribution of ϳ43 m from the elastic lithosphere and ϳ11 m from the M1 mode. 28. We define rotational colatitude as the angular distance of a site from the instantaneous north pole of rotation. 29. In the seismic stratigraphic analysis of short-term (third-order cycles and higher) sea-level change (2, 4) , North American and European sites dominate (Fig. 3C) . The relative proximity of these sites suggests that they will experience similar TPW-induced sea-level trends. under mild conditions. The mechanistic fidelity between the models and the natural system is pronounced. Modest structural mimicry proves sufficient to transfer an unusual ligand-based radical mechanism, previously unprecedented outside the protein matrix, to a simple chemical system.
An important goal of bioinorganic chemis-
try is the development of small inorganic complexes that not only reproduce structural and spectroscopic features, but also function in a manner similar to their natural counterparts. Despite much effort, faithful examples of catalytically functional models are rare, especially when O 2 is used as the oxidant (1). Presented here is a family of functional models of galactose oxidase (GOase) that catalytically oxidize benzylic and allylic alcohols to aldehydes with O 2 under mild conditions. The structural design of the models follows directly from the structure of the active site of the enzyme, and the ligand-based radical mechanism elucidated here parallels that proposed for the native system. Considering that a chemical precedent for this radical-based reaction outside a protein matrix has been lacking, the structural, spectroscopic, and mechanistic fidelity of these model complexes relative to the native system is striking. GOase (2, 3), a mononuclear copper enzyme, couples the oxidation of alcohols to aldehydes with the reduction of O 2 to H 2 O 2 (Eq. 1) through an unusual Cu(II) phenoxyl-radical active species (2, 4) . Despite the importance of this organic transformation, there are few highly efficient, environmentally benign synthetic catalysts (5) . The development of catalytically functional GOase models (6) allows this radical mechanism (2) to be probed more readily and also may lead to efficient catalysts.
The crystal structure of GOase shows that the protein provides four ligands for the Cu(II) arranged in an unusual non-squareplanar (nSP) coordination (Fig. 1A ) (7): two tyrosine phenolates and two histidine imidazoles. A fifth exogenous H 2 O ligand occupies an equatorial position in the Cu(II) square-pyramidal coordination. An interesting feature of this structure is a covalent thioether bond formed between a cysteine sulfur atom and an aromatic carbon of the equatorial phenolate ligand. It is this modified phenolate ligand that is thought to be oxidized to a radical, resulting in an electron paramagnetic resonance (EPR)-silent active form of the enzyme (7). The synthetic complexes reported here (Fig. 1B) possess a nSP Cu(II) N 2 O 2 coordination geometry and appropriately positioned thioether substituents on the phenolate moieties (for BSI and BSP) (8) . The x-ray crystal structure of one cupric complex, [Cu(II)BSI], confirms a nSP tetradentate ligation (Fig. 1C) (9) , and EPR spectra of these Cu(II) complexes support a nSP geometry in solution as their g  values are significantly larger than those of the related square-planar Cu(II) complexes (10) .
These complexes have spectroscopic characteristics similar to those of GOase. With respect to reactivity, the most important is the formation of a room-temperature (RT) stable, EPR-silent species upon oneelectron (1 e Ϫ ) oxidation of each Cu(II) complex (11) . We recently reported that o,p-substitution of the phenolate ring in these Cu complexes is critical to stabilizing their oxidized EPR-silent form (8) . Oxidation of the Cu(II) complexes requires a strong oxidant, because their potentials range from ϩ0.80 to ϩ1.1 V (versus a standard calomel electrode) (12) . In this process, the ligand L, not the metal, is oxidized (Eq. 2); the copper center remains Cu(II), as established by the similarity in energy of features in Cu K-edge x-ray absorption spectra (XAS) for [Cu(II)BDB] and its 1 e Ϫ oxidized formin particular, the 1s 3 3d pre-edge features at 8979 eV (Fig. 2) (13-15) .
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