Configurations of subspaces which are in some sense optimally spread apart, and in particular which have reconstruction properties which emulate that of orthonormal bases, are useful in various applications, such as wireless communications and quantum information theory. Again and again the relationship between such analytico-geometric configurations and various structures in discrete mathematics have been shown. In this paper, a novel construction of infinite classes of equichordal subspace packings built on semiregular divisible difference sets is presented. Furthermore, integrality conditions which characterize when such subspace packings can have orthonormal bases or orthonormal projections with entries in a subring of the algebraic integers are proven. A generalization of numerous different constructions which use known packings to build new configurations and which appear all over the literature is given, as well as the characterization of a long list of desirable geometric properties which the construction preserves. While many papers on subspace packings focus only on so-called equiisoclinic or equichordal arrangements, attention is also given to configurations like subspaces which saturate the orthoplex bound and this are optimal outside of the parameter regime where equiisoclinic and equichordal packings can occur.
Introduction

Motivation
The motivation is to find optimal configurations of subspaces which are of interest geometrically but also in applications like coding theory [Cre08, PWTH16, XZG05, KP03, KPCL09], quantum information theory [SS98, GR09] , and more. The usefulness of such configurations comes from how far the subspaces can be spread apart. In this paper combinatorial design theory and a bit of algebraic number theory will show themselves to be quite useful in constructing and/or characterizing these collections of subspaces.
A basic goal of finite-dimensional harmonic analysis is to take linear measurements of data (e.g., rank k projections) in a way that is in some sense optimal. The measurements are chosen such that in the absence of noise and erasures, they can be used to perfectly reconstruct the original data. The question is how to design the measurements such that they are optimally robust against errors. If the measurements we take are projections onto the one-dimensional subspaces spanned by elements of an orthonormal basis {e i } for the ambient space of data, then it is a standard result of linear algebra that we can reconstruct the data x perfectly from uncorrupted measurements { ·, e i e i }:
x, e i e i .
However, if one of the coefficients x, e i goes missing, then an entire dimension of information is lost. Thus for robustness, one might take additional inner products. Suppose {e 1 , e 2 } is an orthonormal basis for R 2 . Then clearly taking the measurements ·, e 1 , ·, e 2 , ·, e 2 will not be robust to erasures since losing the first measurement would still result in a loss of an entire dimension of information. Finding the best configuration for one-dimensional linear measurements is the same as solving the geometric problem of finding an optimal packing in certain Grassmannian spaces. That is, we are looking for one-dimensional subspaces that are as spread out as possible. When the measurements are more generally projections onto higher dimensional subspaces, the problem remains a Grassmannian packing problem. Systems of rank one projections (resp., higher rank projections) which yield perfect reconstruction in the absence of noise and erasures are called tight frames (resp., tight fusion frames). We do not simply focus on finding geometrically optimal configurations but also care about when the resulting measurements are easily implementable.
In general, Grassmannian fusion frames, which are tight fusion frames which correspond to optimal packings of certain Grassmannian spaces with respect to the chordal distance, are optimally robust against noise and erasures. Under certain models of noise and erasures, a type of Grassmannian fusion frame called equichordal is shown to be optimal [KPCL09, SAH14, EKB10] .
Under other models, the subclass of Grassmannian fusion frames which are called equiisoclinic have been proven to be the best [Bod07] , while for certain coding theory regimes such packings are not optimal [PWTH16] . For the sake of implementability, we in particular are interested when the subspaces of optimal configurations have orthonormal bases with entries which come from certain finite alphabets; we call this condition flatness or almost flatness [DF07, STDJ07, XZG05, Din06, GR09] .
Combinatorial designs will be used to construct such fusion frames and algebraic number theory will come into play when characterizing when such flat fusion frames can exist. Various sorts of difference sets have been used to construct optimal packings of lines [DF07, SH03, XZG05, Din06, GR09, BH15, GR09] and, more generally, subspaces [BP15, Cre08] . However, the construction of the subspace packings are both of a different flavor than the construction in this paper, as will be explained after the construction has been presented.
The main results of the paper are as follows:
• New constructions of infinite classes of flat (Theorem 24) and sparse, almost flat (Theorem 27) equichordal tight fusion frames using semiregular divisible difference sets;
• Integrality conditions for the existence of certain classes of flat, tight fusion frames, including flat equichordal (Theorem 30) and flat equisoclinic (Corollary 32);
• A construction of Grassmannian packings and fusion frames from ones known to exist (The- We complete this section by introducing frames and basic notation (Section 1.2) that will be used throughout the paper. The now standard construction of optimal frames using difference sets will also be presented in Section 1.3 to motivate the later construction of optimal fusion frames using semiregular divisible difference sets. Then in Section 2, Grassmannian packings and fusion frames will be introduced in full generality, along with various results about their existence and optimality. The constructions of flat and sparse, almost flat equichordal tight fusion frames using semiregular difference sets appear in Section 3. Integrality conditions on flat tight fusion frames follow in Section 4. Then in Section 5, we give generalizations, classifications, and examples of constructions from the literature of various Grassmannian packings that can be constructed from other such packings. Finally, a quick summary and some future directions of research are listed in Section 6.
Frames
Throughout the paper, F will always either denote R or C. Further for m, n ∈ N, we define
[n] := {1, 2, . . . , n} M (F, m, n) := the set of m × n matrices with entries in F I n := n × n identity matrix 0 m×n := m × n zero matrix.
For A ∈ M (F, m, n), we write col(A) for the column span of A. The abbreviation ONB for orthonormal basis will also be used.
Frames are generalizations of orthonormal bases which mimic the reconstruction properties of orthonormal bases (i.e.: ∀x, x = x, e i e i ) but may have some redundancy (i.e., be linearly dependent) [CK12] . They were introduced in [DS52] and have applications in signal and image processing [CK12, Dau92, Grö01] , quantum mechanics and information theory [CGV11, RBKSC04] , and more.
A and B are called frame bounds. A frame is tight if A and B may be chosen so that A = B. A tight frame is unit-norm (FUNTF) if e i = 1 for 1 ≤ i ≤ n. A collection of unit-norm vectors {e i } (not just ones forming a frame) is called equiangular if for some α, | e i , e j | = α for all i = j.
A FUNTF which is equiangular is called an equiangular tight frame (ETF). Finally, a frame is flat if each coordinate of the frame vectors is equal in magnitude and almost flat if each non-zero coordinate is equal in magnitude.
In this article, we will always be working with unit-norm vectors {e i } and k > 1. We will in particular be interested in flat, equiangular tight frames and their generalizations to higher dimensional measurements.
Example 2. An example of a flat ETF is
Then | e i , e j | = 1/3 + 2/3δ i,j and each coordinate has modulus 1/ √ 3. One can obtain this ETF by removing the first row of the so-called 4 × 4 Walsh-Hadamard and scaling the columns by
Frames have a number of associated operators.
which has the vectors as columns L = e 1 e 2 . . . e n is called the synthesis operator. Its adjoint is the analysis operator. The Gram operator L * L has e j , e i as the i, j entry. The frame operator LL * may be represented for all x ∈ F k as
Finally, {e i } n i=1 is a tight frame precisely when there exists A > 0 such that the LL * = AI k . This means in particular that the rows of L are orthogonal and have norm √ A and also that tight frames mimic -up to constant A -the reconstruction property which orthonormal bases satisfy:
The idea behind many applications of frames is to use a tight frame to encode a vector x ∈ F k as the sequence of inner products { x, e i } n i=1 (called the frame coefficients) and then transmit or process these inner products. In an ideal world, transmitted frame coefficients would be received in perfect condition, and x could be reconstructed via Equation 2. However, the frame coefficients are often corrupted by noise and erasures. As a very simplified example, { x, e 1 + ǫ 1 , ǫ 2 , ǫ 3 , x, e 4 + ǫ 4 , . . . , x, e n + ǫ n } could be received, where the second and third frame coefficients have been lost in transmission and all of the coefficients have been degraded by some sort of additive noise {ǫ i }. By considering redundant frames rather than orthonormal bases, one has more flexibility with construction and also a more robust representation. Goyal et al. proved that a unit-norm frame is optimally robust against (o.r.a.) noise and one erasure if the frame is tight [GKK01] . Furthermore, a unit-norm frame is o.r.a. multiple erasures if it is Grassmannian [SH03, HP04] .
Definition 4. The coherence (in [BK06] and contemporaneous publications: maximal frame correlation) of any collection of unit-vectors
Fixing, n, k, and F, a sequence of unit-norm vectors
Coherence plays an important role in the appropriateness of using certain measurement systems in sparsity-based methods like compressed sensing (see, for example, [Ela10, FR13] ). The following theorem concerns the so-called Welch bound, and has been proven in a number of classical texts;
see [SH03] for a proof using modern frame theory language and [vLS66] for a more classical, graph theoretic approach.
∈ F k be a collection of unit-norm vectors (not necessarily a frame). Then
Furthermore, equality holds in (5) if and only if {e i } is an equiangular tight frame (ETF).
Thus, equiangular tight frames are automatically Grassmannian frames. Although Grassmannian frames exist for all choices of F, n, and k, ETFs only exist for certain choices of F, n, and k. Much of what is known about equiangular tight frames is related to combinatorics, making them elusive creatures which are associated with beautiful mathematics. For example, real equiangular frames have functorial equivalence with α-regular 2-graphs, where α depends on n and k [BP05, HP04] , and the existence of strongly regular graphs with certain parameters is equivalent to the existence of particular real equiangular tight frames [LS73a, Wal09] . A survey of known construction methods and existence results of equiangular tight frames may be found in [FM15] .
Difference Sets
Given the close relationship between ETFs and combinatorial objects, it should not be so surprising that one class of constructions of ETFs uses difference sets and characters [SH03, DF07, GR09, XZG05] . For a general reference about difference sets and character theory, see [Pot95] .
Definition 6. Let G be a finite abelian group of size n. Define G to be the collection of all homomorphisms χ : G → S 1 ⊂ C. Endowed with pointwise multiplication, G forms a group which is isomorphic to G. The elements are called characters and the character χ 0 which maps all elements of G to 1 is called the principal character.
For any subset S ⊆ G and any character χ ∈ G, we define the following element in C
Characters satisfy certain orthogonality relations.
Lemma 7. Let G be a finite abelian group of size n. Then
The orthogonality relations are important to us because of their application to character tables.
Definition 8. Let G be a finite abelian group of size n. Let X G be an n × n matrix with rows labeled by elements of G and columns by elements of G. Define the element in row g column χ to be χ(g). We call X G the character table of G.
By construction, each element of X G has modulus 1. Furthermore, it follows from Lemma 7 that (1/ √ n)X G is an orthogonal matrix.
Example 9. Let G = Z n , the integers mod n. Then the n × n (properly scaled) discrete Fourier is X G (with lexicographic ordering on G and G).
We note that for a character table to have real entries, G can not have any elements of order greater than 2. Thus, Example 10 is in some sense the canonical example of a real character table.
Since the rows of character tables are equal norm and orthogonal, if we take any subset S ⊂ G and choose a submatrix of X G with rows denoted by S and columns spanning all of G, the columns of the submatrix will always form a flat FUNTF after appropriate scaling (Theorem 3). In order to generate an ETF, we must be more careful about how we select the rows.
Definition 11. Let G be a finite abelian group of size n. If D ⊆ G is a subset of size k such that the multiset
contains λ copies of each non-identity element of G, then we say that D is a (n, k, λ)-difference set.
We can characterize difference sets using sums of character evaluations as in [Tur65] .
The basic idea of the proof is applying characters to the following element of the group ring CG 
and using Lemma 7. Examples of constructions of ETFs using difference sets in
, while the following theorem may be found in [XZG05] .
Theorem 13. For an abelian group G of size n, let D ⊆ G of size k. We will write the elements of D without indices, but set {χ i } n i=1 as an enumeration of G. For each 1 ≤ i ≤ n, we define the vector
The key insight of the proof is to rework Equation 6 to represent inner products of the frame vectors:
Grassmannian fusion frames
We begin this section by generalizing the concepts from the last section.
Fusion frames
Fusion frames, originally called frames of subspaces, were introduced by Casazza and Kutyniok in [CK04] . There are many potential applications of fusion frames in areas such as coding theory [Bod07] , distributed sensing [CKL08] , and neurology [RGJ06] . Please see [Chapter 13] of [CK12] for a more general overview of fusion frames.
Definition 14. A fusion frame (with respect to {ν i } n i=1 ) for F k is a finite collection of subspaces
where P i is an orthogonal projection onto W i . If A = B, we say that the fusion frame is tight.
If A = B = 1, then the fusion frame is called Parseval. Parseval fusion frames are referred to as weighted projective resolutions of the identity in [Bod07] .
In this article, the weights will always be 1 (as in done in [KPCL09] Theorem 15. Given a collection of m-dimensional subspaces
an ONB {e i j } m j=1 for the subspace W i and denote by L i the matrix (e i 1 e i 2 . . . e i m ) ∈ M (F, k, m). (For most of our results, it does not matter with ONB we choose for each
We further define
The fusion frame operator is LL * , which similar to Equation 2, satisfies for all
Like (3), a fusion frame is tight with bound A if and only if
which holds precisely when the rows of LL * are orthogonal and have norm √ A.
If we can choose ONB for the subspaces such that the entries of L all have the same modulus, then we call the fusion frame flat, and similarly if all of the nonzero entries of L have the same modulus, we say it is almost flat.
Fusion frames may either be viewed as generalizations of frames or special types of frames. In the former sense, we are merely replacing the projections (modulo constant multiples) of vectors
x ∈ F k (on line (1)) onto the subspace spanned by each frame vector with projections onto subspaces of dimensions possibly higher than 1. In the latter sense, we consider a fusion frame to be a frame with subcollections of frame vectors which group in nice ways. This can be seen when the columns of L as defined in Theorem 15 are treated as a collection of individual vectors rather than as a collection of ONB.
Grassmannian packings
Gr(k, m) may be endowed with many mathematical structures, but we shall only be concerned with the metric space structure induced by the chordal
, where P i is the orthogonal projection onto W i .
The Grassmannian packing problem is the problem of finding n elements in Gr(k, m) so that the minimal distance between any two of them is as large as possible. A numerical approach to solving this problem may be found in [DHST08] , and a list of various packings is posted on [Slo] . Finding Grassmannian frames is equivalent to solving the Grassmannian packing problem for 
an equichordal Grassmannian packing
(not necessarily a fusion frame). We also have
is an equichordal tight fusion frame. For fixed parameters n, m, k, and F,
an optimal Grassmannian packing is a fusion frame, then it is a Grassmannian fusion frame.
It is only possible to saturate the simplex bound when the number of subspaces is not too large.
There is another bound which works on a small extended range.
Definition 18. Define
; F = R This is known as Gerzon's bound [LS73a] .
This bound is called the orthoplex bound. If the orthoplex bound is saturated and
an orthoplectic Grassmannian packing.
An orthoplectic Grassmannian packing is an optimal Grassmannian packing as it maximizes the minimum distance between subspaces. Notice however, that when Z(F, k) ≥ n, a packing which saturates the orthoplex bound need not be optimal, since in theory it could still saturate the better simplex bound. On the other end, when n > 2(Z( [Cre08] .
(not necessarily a fusion frame) with corresponding ONB as the columns of {L i } n i=1 . Then we say
has the same set of eigenvalues; and
cos(θ ℓ ) = ρ ℓ are called the principal angles between W i and W j .
Thus if a tight fusion frame is equichordal, strongly simplectic, equiisoclinic, or orthoplectic Grassmannain, it is a Grassmannian fusion frame since all of those configurations, when they exist, have optimal pairwise chordal distances.
is an equiisoclinic tight fusion frame then α is called the equiisoclinic parameter and must equal
This follows from Theorem 17 and Definition 17 since for all i, j ∈ [n] with i = j,
Some constructions and characterizations of equiisoclinic packings are in [ET06, ET07, ET14, Hog77, LS73b, CHR + 99, SS98], and examples of strongnly simplicial packings may be found in [Cre08] .
As mentioned in the introduction, data may be corrupted by noise and/or erasures. In order to measure the resilience of a fusion frame representation of data against noise and erasures, one may use a deterministic or a stochastic signal model. The former case was analyzed in [Bod07, CK08] and the latter in [KPCL09] . Note that in [Bod07] , equiisoclinic Parseval fusion frames are called 2-uniform, parallel to the terminology used for Grassmannian frames in [BP05] . There are also applications of strongly simplicial configurations [Cre08] , although some apparent drawbacks may be seen in [PWTH16] .
Equichordal Tight Fusion Frames via Semiregular Divisible Difference Sets
The construction in this section of equichordal tight fusion frames uses semiregular divisible difference sets.
Definition 21. Let G be a finite abelian group of size mn and D ⊆ G a subset of size k. Further let N ≤ G be a subgroup of size n. Finally consider the multiset ∆(G)
We say that D is a (m, n, k, λ 1 , λ 2 )-divisible difference set if ∆ contains each element of (G ∩ N c ) λ 2 times and each element of (N ∩ {0} c ) λ 1 times. If further k > λ 1 and k 2 − λ 2 mn = 0, we call D semiregular.
The difference sets defined in Definition 11 are (1, n, k, λ, ·)-divisible difference sets. (λ 2 is superfluous since G = N .) By a simple counting argument, we see that for a (m, n, k, λ 1 , λ 2 )-divisible difference set,
As before, we characterize divisible difference sets using sums of character evaluations [Dav98] .
Lemma 22. D is a (m, n, k, λ 1 , λ 2 )-divisible difference set in G relative to N if and only if
We will make use of a stronger type of duality than simply G ∼ = G. (For a proof, see, for
example [Fol16] .)
Lemma 23. For any subgroup N ≤ G,
is a subgroup of G (the annihilator, alternatively, the characters principal on N ) which is isomorphic to G/N . More precisely, the mapping of χ ∈ N ⊥ to χ ′ ∈ G/N where
is an isomorphism.
We now have all of the elements we need to present the construction of Grassmannian fusion frames using divisible difference sets. The basic idea is to remove the rows corresponding to a semiregular divisible difference set from a character table similar to what we did in Theorem 13
and then cluster the columns according to cosets of the annihilator of N in G. As before, for simplicity in notation, the elements of the difference set are expressed simply as g, without any index.
Theorem 24. Let D be a semiregular (m, n, k, λ 1 , λ 2 )-divisible difference set in G relative to N .
Let {η j } m j=1 be an enumeration of N ⊥ , and let {χ i } n i=1 be a set of coset representatives of G/N ⊥ .
Then for each 1 ≤ i ≤ n,
is an equichordal tight fusion frame for F k with frame bound nm/k consisting of n m-dimensional subspaces.
Proof. The vectors are flat by construction. Since D is semiregular, k 2 − λ 2 mn = 0. Plugging this into Lemma 22 and using Lemma 23, we obtain
Fix i ∈ {1, . . . , n} and choose j,j ∈ {1, . . . , m}. Then using Equation 10 we can compute
Thus for each i, {e i j } j is a set of flat orthonormal vectors.
Since {χ i η j : j ∈ {1, . . . , m}, i ∈ {1, . . . , n}} is an enumeration ofĜ. The matrix Thus by Theorem 15, {W i } n i=1 is a tight fusion frame with bound nm/k.
Note that by Equation 10, the modulus of the inner product of any e i j and eĩj with i =ĩ is constant, namely √ k − λ 1 /k. We would like to show that the fusion frame is equichordal. We begin by defining for each i ∈ [n], L i = (e i 1 e i 2 . . . e i m ). We note that for any i =ĩ
independent of which i = i ′ we started with. Thus it follows from Theorem 17 that {W i } n i=1 is an equichordal tight fusion frame. is a (4, 3, 6, 2, 3)-divisible difference set, which is semiregular since 6 > 2 and 6 2 − 3 · 4 · 3 = 0. For
, and
This is not only equichordal but also strongly simplicial, since for all i =ĩ, the singular values of
Question: Are all equichordal tight fusion frames, which are constructed via a semiregular divisible difference set as in Theorem 24 also strongly simplicial?
Further, let {h ℓ } m ℓ=1 be a set of coset representatives of G/N . Then for any η ∈ N ⊥ ,
Proof. For each η j ∈ N ⊥ , we consider the character η ′ j on G/N defined in Lemma 23. Then we can apply Lemma 7 over the group G/N to obtain
The proof of the second claim is similar.
be a equichordal tight fusion frame as constructed in
Theorem 24, with all other notation the same. Further let {h ℓ } m ℓ=1 be a set of coset representatives of G/N and define
For each i = 1, . . . , n definẽ
Then for all i ∈ 1, . . . , n, W i = span{ẽ i j } m j=1 and the vectors {ẽ i j } m,n j=1,i=1 are almost flat and each vector has support size k/m.
Proof. We first note that U is unitary. This follows from Lemma 26.
If x ∈ W i , then there exists some α ∈ C m such that
Thus the {ẽ i j } yield the same fusion frame as the {e i j } in Theorem 24.
We now would like to characterize the entries of the {ẽ i j }. Fix g ∈ D, ℓ ∈ 1, . . . , m, and i ∈ 1, . . . , n. Then we may apply Lemma 26 to obtaiñ
We would like to show that for any i ∈ 1, . . . , n, {ẽ i j } m j=1 is a set of orthonormal vectors. As shown in Theorem 24, each set {e i j } m j=1 is orthonormal. Thus we havẽ
Since eachẽ i j is unit-norm and χ i (g) is always unimodular, we can characterize how many entries of any given vector are nonzero, namely k/m. Note that this means that k/m ∈ N for semiregular divisible difference sets.
Note that for a fixed j ∈ 1, . . . , m, the support of eachẽ i j is the same. The difference is the component-wise modulation by χ i (g).
There are two papers in the literature now which in some sense use difrerence sets to construct equichordal tight fusion frames [Cre08, BP15] . Since divisible difference sets can sometimes be constructed using standard difference sets [Pot95] , there is the question of whether the construction in Theorem 24 is ever equivalent to the construction in [BP15] . In order for the constructions to be equivalent, it is clearly necessary that the number of subspaces and dimension of the ambient space need to be equal. Since the construction in [BP15] results in n subspaces of F n , we would need a semiregular divisible difference set with n = k for Theorem 24 to yield the same fusion frame. We plug n = k and the semiregular condition k 2 − λ 2 mn = 0 into Equation 9 to obtain a contradiction:
However, k > λ 1 , so the previous line cannot be true. Thus the two constructions are not equivalent.
Integrality Conditions
The goal of this section is to prove certain integrality conditions that must be satisfied for a Theorem 29. The intersection of the algebraic integers with the rationals is the integers.
As a simple example of this fact, we note that the square root of a positive integer is either an integer or irrational.
Theorem 30. Let A be a subring of the algebraic integers which is closed under conjugation.
Further let {W i } n i=1 be an equichordal tight fusion frame of n m-dimensional subspaces of F k . For
, fix an ONB of W i and set the basis elements to be the columns of the matrix L i . If for all i ∈ [n] the entries of
We note that when m = 1, this yields the same result about flat ETFs as [Theorem 18] in [STDJ07] .
Proof. Since A is a ring closed under conjugation and applying Definitions 16 and 20 for i = j
As A ∩ Q = A ∩ Z (Theorem 29), it follows that
Corollary 31. Let A be a subring of the algebraic integers (not necessarily closed under complex conjugation). Further let {W i } n i=1 be an equichordal fusion frame of n m-dimensional subspaces of
. If for all i ∈ [n] the entries of kP i are in A, then
Proof. The result follows by porism of the proof of Theorem 30.
Corollary 32. Let A be a subring of the algebraic integers which is closed under conjugation.
Further let {W i } n i=1 be an equiisoclinic tight fusion frame of n m-dimensional subspaces of F k . For
, fix an ONB of W i and set the basis elements to be the columns of the matrix L i . If for all i ∈ [n] the entries of √ kL i are in A, then
Proof. Since the fusion frame is equiisoclinic, it follows from Defintion 20 that α = mn−k
has entries in A. Applying Theorem 29, we obtain k 2 α =
be an equichordal fusion frame of n m-dimensional subspaces of F k .
For each i ∈ [n], fix an ONB of W i and set the basis elements to be the columns of the matrix L i .
If for all i ∈ [n] the entries of √ kL i are ℓth roots of unity for some ℓ ∈ N, then
We note that this result is weaker than the corresponding result, [Corollary 19] in [STDJ07] , due to the fact that the equichordal condition, even when m = 1, is squared relative to the ETF condition.
Proof. For ζ = e 2πi/ℓ , the set
is a subring of the algebraic integers which is closed under conjugation.
Another integrality condition is as follows.
Theorem 34. Let the columns of √ kL ∈ M (F, k, n) be a tight frame with entries which are all qth roots of unity with q = p s , p prime. Then the following hold.
• [STDJ07] p divides n;
The statement of [Theorem 20] in [STDJ07] includes the columns of √ kL being an ETF as a hypothesis, but the proof only uses the fact that the columns form a tight frame. One can always form a flat, real tight frame (i.e., q = 2) by removing rows of a Hadamard matrix and appropriately
scaling. An n × n Hadamard matrix only exists if n = 2 or 4 divides n [Hor07] . Theorem 34 tells us that we can only form real, flat tight frames with dimensions that suggest they could have came from a Hadamard matrix.
Question: Must the analysis operator of each real, flat tight frame be an appropriately scaled submatrix of a Hadamard matrix?
, fix an ONB of W i and set the basis elements to be the columns of the matrix L i . If for all i ∈ [n] the entries of √ kL i are qth roots of unity for some q = p s with p prime, then p divides mn.
Proof. This follows form Theorem 34 and Theorem 15.
The specific examples of flat equichordal fusion frames constructed via semiregular divisible difference sets which we have thus far explicitly computed have not been equiisoclinic. Thus, one would hope to be able to use the integrality condition Corollary 32 to show that fusion frames with the same parameters cannot be flat and equiisoclinic. However for the class of semiregular difference sets found in [Theorem 2.3.6] of [Pot95] with parameters
That does not imply that a flat equiisoclinic fusion frame with these parameters exists. However, we cannot preclude the existence of such a flat equiisoclinic fusion frame based on the integrality conditions. Similarly, we have for the semiregular divisible difference sets constructed in [Dav92] with parameters (4,
Constructing New Grassmannian Packings from Old
A common method of constructing new optimal Grassmannian packings out of already known ones is to use a Kronecker product or Kronecker-like product. We make note of the following standard definition and properties.
Definition 36. For A ∈ M (F, r, s) and B ∈ M (F, p, q), with the ith row and jth column of A denoted by a i,j , we define the Kronecker product A ⊗ B ∈ M (F, rp, sq) as
The Kronecker product is nicely related to other matrix operations.
Proposition 37. Let A, B, C, D be matrices with elements in F. The following identities hold:
• If AC and BD are defined, then (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD);
• If A and B are square, then trace(A ⊗ B) = trace(A) trace(B).
• If A has singular values {σ i } r i=1 and B has singular values {ρ j } s j=1 , then A ⊗ B has singular
A certainly incomplete summary of such constructions making use of the Kronecker product in the literature follows. We will often use the more general term tensor instead of Kronecker product to circumvent awkward phrasing. In [LS73b] , the authors tensor real equiangular lines (not necessarily a frame) with orthogonal matrices to obtain equiisoclinic packings (not necessarily a fusion frame). We now present a construction which generalizes the ones listed above. The theorem also shows that the construction preserves various desired properties separately.
be a collection of unitaries in M (F, r, r).
. . e i m ) ∈ M (F, rk, rm), and
Then the following statements hold.
1. For each i ∈ [n], the columns of L i are a set of rm orthonormal vectors in F rk ;
2. {W i } n i=1 is equichordal (not necessarily a fusion frame) if and only if
is strongly simplicial (not necessarily a fusion frame) if and only if
is equiisoclinic (not necessarily a fusion frame) if and only if
saturates the orthoplex bound if and only if {W i } n i=1 does, but they cannot both be orthoplectic Grassmannian packings; and 6. {W i } n i=1 is a tight fusion frame if and only if {W i } n i=1 is. In this case, they have the same fusion frame bound.
Proof. We begin by computing blocks of L * i Lĩ for i,ĩ ∈ [n], making use of Proposition 37 freely.
We note that for j,j ∈ [m], 
Uĩ, and further If {W} n i=1 (resp., {W} n i=1 ) saturates the orthoplex bound, then the maximum value of the chordal distance satisfies for some i, j ∈ [n]
We can see from Equation
has at least one pair of subspaces at the orthoplex bound if and only if {W} n i=1 does as well. However, such a configuration is only optimal when 2(Z(F, k) − 1) ≥ n > Z(F, k) (resp., 2(Z(F, rk) − 1) ≥ n > Z(F, rk)). Unless r = 1, n cannot fall in both ranges.
To prove Statement 6, we define
We will make use of the fact that
) is a tight fusion frame if an only if LL * (resp., LL * ) is a constant multiple of the identity (Theorem 15). We calculate the respective matrix products as the sum of the rank one tensors formed from the columns.
It follows that LL * = AI rk if and only if LL * = AI k .
We can actually generalize Theorem 38 a bit more.
be a collection of m-dimensional subspaces in F k and {V i } n i=1 be a collection of r-dimensional subspaces in F ℓ . For each i ∈ [n], fix an orthonormal basis {e i j } m j=1 of
. . e i m ) ∈ M (F, kℓ, rm), and
1. For each i ∈ [n], the columns of L i are a set of rm orthonormal vectors in F rk ; 2. {W i } n i=1 is equichordal (not necessarily a fusion frame) if and only if
is strongly simplicial (not necessarily a fusion frame) if and only if {W i } n i=1 and
are; and
is a tight fusion frame if and only if {W i } n i=1 and {V i } n i=1 are. In this case, the fusion frame bound of {W i } n i=1 is the product of the fusion frame bounds of{W i } n i=1 and
Proof. The proof of the corollary follows the proof of Theorem 38 quite closely. We note that the For the proof of Statements 2 -4, we can only simplify down to Equation 12. That is,
We now make use of the fact (Proposition 37) that for arbitrary square matrices A and B, trace(A⊗ A nice example of a construction of a class of equiisoclinic tight fusion frames which may also be constructed using Theorem 38 is found in [Kin13] . 1. ω j (0) = 1 for all j ≥ 0, 2. ω j has precisely j sign changes (zero crossings), and
Walsh functions have been used for over 100 years by communications engineers to minimize cross talk. The first four Walsh functions are
where ½ A is the function that takes the value 1 on A and 0 off of A, A measurable. By sampling the first 2 n Walsh functions at the points ℓ 2 n , one obtains a sequency-ordered Walsh Hadamard matrix; that is,
is a 2 n × 2 n matrix with orthogonal columns and entries equal to ±1. There is a speedy algorithm, the Fast Hadamard (or Walsh) Transform, for multiplying a vector by such a matrix [Hor07] . Let W n be the 2 n × 2 n Walsh-Hadamard matrix indexed by 0, . . . , 2 n − 1. Then ([Theorem 13], [Kin13] )
is a tight fusion frame for F 2 n −2 m with frame bound Although on first appearance, the construction seems to simply involve sampling points of functions in communications engineering and no tensor products, after permutations, one can obtain the same equiisoclinic tight fusion frame be tensoring the vectors of an ETF formed from a truncated 2 m × 2 m Sylvester Hadamard with 2 m copies of the same 2 n−m Sylvester Hadamard.
Another way to generate an fusion frames from a other fusion frames is via subspace comple-
Lemma 41 ( [MBI92, QZL05] ). Let W i and W j be subspaces of F k . The nonzero principal angles between W i and W j are equal to the nonzero principal angles between their orthogonal complements
is a tight fusion frame if and only if {W ⊥ i } n i=1 is a tight fusion frame;
2. {W i } n i=1 is an equichordal tight fusion frame if and only if {W ⊥ i } n i=1 is an equichordal tight fusion frame;
3. {W i } n i=1 is a strongly simplicial tight fusion frame if and only if {W ⊥ i } n i=1 is a strongly simplicial tight fusion frame; and 4. {W i } n i=1 is an orthoplectic Grassmannian packing if and only if {W ⊥ i } n i=1 is an orthoplectic Grassmannian packing. For Statement 3, we can also conclude from Lemma 41 that if the set of principal angles between W i and W j is constant over all pairs i = j, then the set of principal angles between W ⊥ i and W ⊥ j for any i = j is also fixed. Finally, for Statement 4, {W i } n i=1 is an orthoplectic Grassmannian packing by Theorem 19 if n > Z(F, k) and there exist i, j ∈ [n] with i = j such that
Since the number of subspaces and the dimension of the base space F k does not change when taking orthogonal complements, {W i } n i=1 being an orthoplectic Grassmannian packing implies that
is as well and vice versa.
There are two huge differences when comparing the results of subspace complementation with the tensoring construction (Theorem 38). Initially, in contrast to the tensoring construction which always destroys the optimality of a orthoplectic Grassmannian packing, subspace complementation preserves it. We also note that subspace complementation does not preserve equiisoclinicity! We can see that in the following example. Other constructions from old, for example using exterior products, appear in [Hog77] .
Conclusion
In this paper, novel constructions of flat as well as sparse, almost flat equichordal tight fusion frames via semiregular divisible difference sets were presented which made full use of the associated group structure in order to partition vectors into spanning sets. Integrality conditions for the existence of certain classes of flat, tight fusion frames, including flat equichordal and flat equisoclinic were also presented. Numerous variants of tensor-like constructions which have appeared in the literature over the last few decades were generalized into one simple algorithm, which was proven to preserve geometric properties of interest. The properties of another main construction in the literature were also investigated.
There is often focus on finding equiisoclinic packings, while equichordal packings seem to be much more abundant. In [PWTH16] , certain Grassmannian codes were found to have better kissing numbers and density than to an explicitly constructed equiisoclinic packing and also to almost within machine precision equichordal packings found via [DHST08] . The authors suggest that the issue in using chordal distance to define configurations of codewords is that the chordal distance in extrinsically defined. The natural question is whether other distances can actually perform better for certain tasks and what sort of mathematical constructions optimal configurations with respect to those metrics would be like [CHS96, DHST08] .
Future directions in research also include investigating the questions
• Must the analysis operator of each real, flat tight frame be an appropriately scaled submatrix of a Hadamard matrix?
• Are all equichordal tight fusion frames, which are constructed via a semiregular divisible difference set as in Theorem 24 also strongly simplicial?
and also numerically examining the performance of the Grassmannian fusion frames constructed in Theorem 27 in block sparse recovery.
