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A B S T R A C T
Object segmentation is an important step in the workflow of computational pathology.
Deep learning based models generally require large amount of labeled data for precise
and reliable prediction. However, collecting labeled data is expensive because it often
requires expert knowledge, particularly in medical imaging domain where labels are
the result of a time-consuming analysis made by one or more human experts. As nu-
clei, cells and glands are fundamental objects for downstream analysis in computational
pathology/cytology, in this paper we propose NuClick, a CNN-based approach to speed
up collecting annotations for these objects requiring minimum interaction from the an-
notator. We show that for nuclei and cells in histology and cytology images, one click
inside each object is enough for NuClick to yield a precise annotation. For multicellular
structures such as glands, we propose a novel approach to provide the NuClick with a
squiggle as a guiding signal, enabling it to segment the glandular boundaries. These
supervisory signals are fed to the network as auxiliary inputs along with RGB channels.
With detailed experiments, we show that NuClick is applicable to a wide range of ob-
ject scales, robust against variations in the user input, adaptable to new domains, and
delivers reliable annotations. An instance segmentation model trained on masks gener-
ated by NuClick achieved the first rank in LYON19 challenge. As exemplar outputs of
our framework, we are releasing two datasets: 1) a dataset of lymphocyte annotations
within IHC images, and 2) a dataset of segmented WBCs in blood smear images.
c© 2020 Elsevier B. V. All rights reserved.
1. Introduction
Automated analysis of microscopic images heavily relies on
classification or segmentation of objects in the image. Start-
ing from a robust and precise segmentation algorithm, down-
stream analysis subsequently will be more accurate and reliable.
∗Corresponding author at: Department of Computer Science, University of
Warwick
e-mail: n.alemi-koohbanani@warwick.ac.uk (Navid Alemi
Koohbanani)
1These authors contributed equally to this work.
Deep learning (DL) approaches nowadays have state-of-the-art
performance in nearly all computer vision tasks (Russakovsky
et al. (2015)). In medical images or more specifically in compu-
tational pathology (CP), DL plays an important role for tackling
wide range of tasks. Despite their success, DL methods have
a major problem-their data hungry nature. If they are not pro-
vided with sufficient data, they can easily over-fit on the training
data, leading to poor performance on the new unseen data. In
computational pathology, most models are trained on datasets
that are acquired from just a small sample size of whole data
distribution. These models would fail if they are applied on a
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new distribution (e.g new tissue types or different center that
data is coming from). Hence, one needs to collect annotation
from new distribution and then add it to training set to over-
come false predictions.
Obtaining annotation as a target for training deep supervised
models is time consuming, labour-intensive and sometimes in-
volves expert knowledge. Particularly, for segmentation task
where dense annotation is required. It is worth mentioning
that in terms of performance, semi-supervised and weakly su-
pervised methods are still far behind fully supervised methods
(Taghanaki et al. (2020)). Therefore, if one needs to build a ro-
bust and applicable segmentation algorithm, supervised meth-
ods are priority. In CP, fully automatic approaches which do not
require user interactions have been extensively applied on his-
tology images for segmentation of different objects (e.g. cells,
nuclei, glands, etc.) where DL models have shown state-of-
the-art performance (Sirinukunwattana et al. (2017); Kumar
et al. (2019); Graham et al. (2019); Koohbanani et al. (2019);
Pinckaers and Litjens (2019); Graham et al. (2019); Chen et al.
(2016); Gamper et al. (2020); Zhou et al. (2019)). Semi-
automatic (interactive) segmentation approaches which require
the user to provide an input to the system bring several advan-
tages over fully automated approaches: 1) due to the supervi-
sory signal as a prior to the model, interactive models lead to
better performance; 2) possible mistakes can be recovered by
user interactions; 3) interactive models are less sensitive to do-
main shift since the supervisory signal can compensate for vari-
ations in domains, in other words, interactive models are more
generalizable; and 4) selective attribute of interactive models
gives the flexibility to the user to choose the arbitrary instances
of objects in the visual field (e.g selecting one nucleus for seg-
mentation out of hundreds of nuclei in the ROI).
Due to generalizability power, these models can also serve as
annotation tool to facilitate and speed up the annotation collec-
tion. Then these annotations can be used to train a fully auto-
matic method for extracting the relevant feature for the task in
hand. For example delineating boundaries of all nuclei, glands
or any object of interest is highly labour intensive and time con-
suming. To be more specific, considering that annotation of one
nucleus takes 10s, a visual field containing 100 nuclei takes 17
minutes to be annotated. To this end, among interactive mod-
els, approaches that require minimum user interaction are of
high importance, as it not only minimizes the user effort but
also speed up the process.
In this paper, by concentrating on keeping user interactions as
minimum as possible , we propose a unified CNN-based frame-
work for interactive annotation of important microscopic object
in three different levels (nuclei, cells, and glands). Our model
accepts minimum user interaction which is suitable for collect-
ing annotation in histology domain.
2. Related Works
2.1. Weakly Supervised Signals for Segmentation
Numerous methods have been proposed in the literature that
utilise weak labels as supervisory signals. In these meth-
ods, supervisory signal serves as an incomplete (weak) ground
Fig. 1. NuClick interactive segmentation of objects in histopathological im-
ages with different levels of complexity: nuclei (first row), cells (second
row), and glands (third row). Solid stroke line around each object outlines
the ground truth boundary for that object, overlaid transparent mask is
the predicted segmentation region by NuClick, and points or squiggles in-
dicate the provided guiding signal for interactive segmentation.
truth segmentation in the model output. Therefore, a desirable
weakly supervised model would be a model that generalizes
well on the partial supervisory signals and outputs a more com-
plete segmentation of the desired object. These methods are not
considered as interactive segmentation methods and are partic-
ularly useful when access to full image segmentation labels is
limited.
For instance, Yoo et al. (2019) and Qu et al. (2019) intro-
duced weakly supervised nucleus segmentation models which
are trained based on nuclei centroid points instead of full seg-
mentation masks. Several other works used image-level labels
(Pathak et al. (2014); Kolesnikov and Lampert (2016); Pathak
et al. (2015); Wei et al. (2018)), boxes (Khoreva et al. (2017)),
noisy web labels (Jin et al. (2017); Ahmed et al. (2014)), point-
clicks (Bearman et al. (2016); Bell et al. (2015); Chen et al.
(2018); Wang et al. (2014)), and squiggles (Lin et al. (2016);
Xu et al. (2015)) as weak labels to supervise their segmenta-
tion models. Our model is analogous to methods proposed by
Bearman et al. (2016) and Lin et al. (2016) with the difference
that we used points and squiggles as auxiliary guiding signals
in the input of our model. Our model is fully supervised and we
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will show how this additional information can be used to fur-
ther improve accuracy of segmentation networks on histology
images.
2.2. Interactive segmentation
Interactive segmentation of objects has been studied for over
a decade now. In many works (Bai and Sapiro (2009); Batra
et al. (2011); Boykov and Jolly (2001); Rother et al. (2004);
Cheng et al. (2015); Gulshan et al. (2010); Shankar Nagaraja
et al. (2015); Mortensen and Barrett (1998); Cagnoni et al.
(1999); de Bruijne et al. (2004); Wang et al. (2018); Li et al.
(2018)) object segmentation is formulated as energy minimiza-
tion on a graph defined over objects. In a recent unsupervised
approach proposed by Papadopoulos et al. (2017), the anno-
tator clicks on four extreme points (left-most, right-most, top
and bottom pixels), then an edge detection algorithm is applied
to the whole image to extract boundaries, afterwards the short-
est path between two neighboring extreme points is chosen as
boundary of the object. Area within the boundaries is consid-
ered as foreground and the region outside the extreme points is
considered as background for the appearance model. Grabcut
(Rother et al. (2004)) and Graphcut (Kwatra et al. (2003)) are
classic interactive segmentation models, which segment objects
by gradually updating the appearance model. These models re-
quire the user to mark in both background and foreground re-
gions. Although they use extensive guiding signals, they would
fail if the object has blurred or complex boundaries.
In recent years, CNN models have been extensively used
for interactive segmentation (Xu et al. (2017, 2016); Agusts-
son et al. (2019); Papadopoulos et al. (2017); Maninis et al.
(2018); Ling et al. (2019); Castrejon et al. (2017); Acuna et al.
(2018); Wang et al. (2019)). A well-known example is DEX-
TRE (Maninis et al. (2018)) which utilizes extreme points as
an auxiliary input to the network. First, the annotator clicks
four points on the extreme positions of objects then a heat map
(Gaussian map for each point where points are at the centers
of Gaussians) channel is created form these clicks which is at-
tached to the input and serves as guiding signal.
There are methods in the literature that require the user to
draw a bounding box around the desired object. Wang et al.
(2018) proposed a method for interactive medical images seg-
mentation where an object of interest is selected by drawing a
bounding box around it. Then a deep network is applied on a
cropped image to obtain segmentation. They also have a refine-
ment step based on Grabcut that takes squiggles from the user to
highlight the foreground and background regions. This model is
applicable to single object (an organ) segmentation in CT/MRI
images where this organ has similar appearance and shape in all
images. However, this approach is not practical for segmenta-
tion of multiple objects (like nuclei) or amorphous objects (like
glands) in histology domain. Some methods combined bound-
ing box annotations with Graph Convolutional Network (GCN)
to achieve interactive segmentation (Ling et al. (2019); Castre-
jon et al. (2017); Acuna et al. (2018)). In these methods the
selected bounding box is cropped from the image and fed to a
GCN to predict polygon/spline around object. The polygon sur-
rounds the object then can be adjusted in an iterative manner by
refining the deep model. Also, there are some hybrid methods
which are based on the level sets (Caselles et al. (1997)). Acuna
et al. (2019) and Wang et al. (2019) embedded the level set op-
timization strategy in deep network to achieve precise boundary
prediction from coarse annotations.
For some objects such as nuclei, manual selection of four ex-
treme points or drawing a bounding box is still time-consuming,
considering that an image of size 512×512 can contain more
that 200 nuclei. Moreover, extreme points for objects like
glands are not providing sufficient guidance to delineate bound-
aries due to complex shape and unclear edges of such objects.
In this paper, we propose to use a single click or a squiggle as
the guiding signal to keep simplicity in user interactions while
providing enough information. Similar to our approach is a
work by Sakinis et al. (2019), where the annotator needs to
place two pairs of click points inside and outside of the object
of interest. However, their method is limited to segmenting a
single predefined object, like prostate organ in CT images un-
like the multiple objects (nuclei, cell, and glands) in histology
images, as is the case in this study, that mutate greatly in appear-
ance for different cases, organs, sampling/staining methods, and
diseases.
2.3. Interactive full image segmentation
Several methods have been proposed to interactively segment
all objects within the visual field. Andriluka et al. (2018) in-
troduced Fluid Annotation, an intuitive human-machine inter-
face for annotating the class label and delineating every object
and background region in an image. An interactive version of
Mask-RCNN (He et al. (2017)) was proposed by Agustsson
et al. (2019) which accepts bounding box annotations and in-
corporates a pixel-wise loss allowing regions to compete on the
common image canvas. Other older works that also segment
full image are proposed by Nieuwenhuis and Cremers (2012);
Nieuwenhuis et al. (2014); Santner et al. (2010); Vezhnevets
and Konouchine (2005).
Our method is different from these approaches as these are
designed to segment all objects in natural scenes, requiring the
user to label the background region and missing instances may
interfere with the segmentation of desired objects. Besides,
these approaches require high degree of user interaction for
each object instance (minimum of selecting 4 extreme points).
However, in interactive segmentation of nuclei/cells from mi-
croscopy images, selecting four points for each object is very
cumbersome. On the other hand, all above-mentioned methods
are sensitive to the correct selection of extreme points which
also can be very confusing for the user when he/she aims to
mark a cancerous gland in histology image with complex shape
and vague boundaries. Furthermore, another problem with a
full image segmentation method like Agustsson et al. (2019) is
that it uses Mask-RCNN backbone for RoI feature extraction
which has difficulty in detecting objects with small sizes such
as nuclei.
In this paper, we propose NuClick that uses only one point
for delineating nuclei and cells and a squiggle for outlining
glands. For nucleus and cell segmentation, proving a dot inside
nucleus and cell is fast, easy, and does not require much effort
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from user compared to recent methods which rely on bounding
boxes around objects. For glands, drawing a squiggle inside
the glands is not only much easier and user friendly for anno-
tator but also gives more precise annotations compared to other
methods. Our method is suitable for single object to full im-
age segmentation and is applicable to a wide range of object
scales, i.e. small nuclei to large glands. To avoid interference
of neighboring objects in segmentation of desired object, a hy-
brid weighted loss function is incorporated in NuClick training.
This paper is complementary to our previous paper (Jahani-
far et al. (2019)), where we showed results of the preliminary
version of NuClick and its application to nuclei, whereas here
we extend its application to glands and cells. As a result of
the current framework, we release two datasets of lymphocyte
segmentation in Immunohistochemistry (IHC) images and seg-
mentation mask of white blood cells (WBC) in blood sample
images2.
A summary of our contributions is as follows:
• We propose the first interactive deep learning framework
to facilitate and speed up collecting reproducible and reli-
able annotation in the field of computational pathology.
• We propose a deep network model using guiding signals
and multi-scale blocks for precise segmentation of micro-
scopic objects in a range of scales.
• We propose a method based on morphological skeleton for
extracting guiding signals from gland masks, capable of
identifying holes in objects.
• We Incorporate a weighted hybrid loss function in the
training process which helps to avoid interference of
neighboring objects when segmenting the desired object.
• Performing various experiments to show the effectiveness
and generalizability of the NuClick.
• We release two datasets of lymphocyte dense annotations
in IHC images and touching white blood cells (WBCs) in
blood sample images.
3. Methodology
3.1. NuClick framework overview
Unlike previous methods that use a bounding box or at least
four points Maninis et al. (2018); Boykov and Jolly (2001); Wu
et al. (2014); Rother et al. (2012); Papadopoulos et al. (2017)
for interactive segmentation, in our proposed interactive seg-
mentation framework only one click inside the desired object is
sufficient. We will show that our framework is easily applicable
for segmenting different objects in different levels of complex-
ity. We present a framework that is applicable for collecting
segmentation for nuclei which are smallest visible objects in
histology images, then cells which consist of nucleus and cyto-
plasm, and glands which are a group of cells. Within the cur-
rent framework the minimum human interaction is utilized to
2https://github.com/navidstuv/NuClick
segments desired object with high accuracy. The user input for
nucleus and cell segmentation is as small as one click and for
glands a simple squiggle would suffice.
NuClick is a supervised framework based on convolutional
neural networks which uses an encoder-decoder network archi-
tecture design. In the training phase, image patches and guiding
signals are fed into the network, therefore it can learn where to
delineate objects when an specific guiding signal appears in the
input. In the test phase, based on the user-input annotations
(clicks or squiggles), image patches and guiding signal maps
are generated to be fed into the network. Outputs of all patches
are then gathered in a post-processing step to make the final in-
stance segmentation map. We will explain in details all aspects
of this framework in the following subsections.
3.2. Model architecture & loss
Efficiency of using encoder-decoder design paradigm for seg-
mentation models has been extensively investigated in the liter-
ature and it has been shown that UNet design paradigm works
the best for various medical (natural) image segmentation tasks
(Hesamian et al. (2019); Garcia-Garcia et al. (2017)). There-
fore, similar to Jahanifar et al. (2019), an encoder-decoder ar-
chitecture with multi-scale and residual blocks has been used
for NuClick models, as depicted in Fig. 2.
As our goal is to propose a unified network architecture that
segments various objects (nuclei, cells and glands), it must be
capable of recognizing objects with different scales. In order
to segment both small and large objects, the network must be
able to capture features on various scales. Therefore, we incor-
porate multi-scale convolutional blocks Jahanifar et al. (2018)
throughout the network (with specific design configurations re-
lated to the network level). Unlike other network designs (eg.
DeepLab v3 Chen et al. (2017)) that only use multi-scale atrous
convolutions in the last low-resolution layer of the encoding
path, we use them in three different levels both in encoding
and decoding paths. By doing this, NuClick network is able
to extract relatable semantic multi-scale features from the low-
resolution feature maps and generate fine segmentation by ex-
tending the receptive fields of its convolution layers in high-
resolution feature maps in the decoder part. Parameters con-
figuration for residual and multi-scale blocks is shown on each
item in the Fig. 2
Furthermore, using residual blocks instead of plain convolu-
tional layers enables us to design a deeper network without risk
of gradient vanishing effect (He et al. (2016)). In comparison
to Jahanifar et al. (2019), the network depth has been further
increased to better deal with more complex objects like glands.
The loss function used to train NuClick is a combination of
soft dice loss and weighted cross entropy. The dice loss helps to
control the class imbalance and the weighted cross entropy part
penalizes the loss if in the prediction map other objects rather
than the desired object were present.
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ReLU-Conv-BatchNorm
K: Kernel size
F: Number of feature maps
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Fig. 2. Overview of the NuClick network architecture which consists of Convolutional, Residual, and Multi-Scale convolutional blocks.
where n is the number of pixels in the image spatial domain, pi,
gi, and wi are values of the prediction map, the ground-truths
mask G, and the weight map W at pixel i, respectively and ε is a
small number. Considering that G has value of 1 for the desired
(included) objects and 0 otherwise, its complement G̃ has value
of 1 for the undesired (excluded) objects in the image and 0
otherwise. The adaptive weight map is then defined as: W =
α2G+αG̃+1 ,where α is the adaptive factor that is defined based







. This weighting scheme puts more emphasis
on the object to make sure it would be completely segmented
by the network while avoiding false segmentation of touching
undesired objects.
3.3. Guiding Signals
3.3.1. Guiding signal for nuclei/cells
When annotator clicks inside a nucleus, a map to guide the
segmentation is created, where the clicked position is set to one
and the rest of pixels are set to zero which we call it inclu-
sion map. In most scenarios, when more than one nucleus are
clicked by the annotator (if he/she wants to have all nuclei anno-
tated), another map is also created where positions of all nuclei
except the desired nucleus/cell are set to one and the rest of pix-
els are set to zero, which is called exclusion map. When only
one nucleus is clicked exclusion map is a zero map. Inclusion
and exclusion maps are concatenated to RGB images to have
5 channels as the input to the network (as illustrated in Fig. 2).
The same procedure is used for creating guiding signals of cells.
However, we took some considerations into the training phase
of the NuClick in order to make it robust against guiding signal
variations. In the following paragraphs, we will describe these
techniques for both training and testing phases.
Training. To construct inclusion map for training, a point in-
side a nucleus/cell is randomly chosen. It has been taking into
account that the sampled point has at least 2 pixels distance
from the object boundaries. The exclusion map on the other
hand is generated based on the centroid location of the rest of
nuclei within the patch. Thereby, guiding signals for each patch
are continuously changing during the training. Therefore the
network sees variations of guiding signals in the input for each
specific nuclei and will be more robust against human errors
during the test. In other words the network learns to work with
click points anywhere inside the desired nuclei so there is no
need of clicking in the exact centroid position of the nuclei.
Test. At inference time, guiding signals are simply generated
based on the clicked positions by the user. For each desired
click point on image patch, an inclusion map and an exclusion
map are generated. The exclusion map have values if user clicks
on more than one nuclei/cells, otherwise it is zero. Size of in-
formation maps for nuclei and cells segmentation tasks are set
to 128 × 128 and 256 × 256, respectively. For test time aug-
mentations we can disturb the position of clicked points by 2
pixels in random direction. The importance of exclusion map
is in cluttered areas where nuclei are packed together. If the
user clicks on all nuclei within these areas, instances will be
separated clearly. In the experimental section we will show the
effect of using exclusion maps.
3.3.2. Guiding signal for glands
Unlike nuclei or cells, since glands are larger and more com-
plex objects, single point does not provide strong supervisory
signal to the network. Therefore, we should chose another type
of guiding signal which is informative enough to guide the net-
work and simple enough for annotator during inference. Instead
of points, we propose to use squiggles. More precisely, the user
provides a squiggle inside the desired gland which determines
the extent and connectivity of it.
Training. Considering M as the desired ground truth (GT)
mask in the output, an inclusion signal map is randomly gener-
ated as follows: First we apply a Euclidean distance transform
function D(x) on the mask to obtain distances of each pixel in-
side the mask to the closest point on the object boundaries:
Di, j(M) =
{√
(i − ib)2 + ( j − jb)2|(i, j) ∈M
}
(2)
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where ib and jb are the closest pixel position on the object
boundary to the desired pixel position (i, j). Afterwards, we
select a random threshold (τ) to apply on the distance map for
generating a new mask of the object which indicates a region
inside the original mask.
Mi, j =
{
1 i f Di, j > τ
0 otherwise
The threshold is chosen based on the mean (µ) and standard
deviation (σ) of outputs of distance function, where the interval
for choosing τ is [0, µ + σ].
Finally, to obtain the proper guiding signal for glands, the
morphological skeleton (Serra (1983)) of the new mask M is
constructed. Note that we could have used the morphological
skeleton of the original mask as the guiding signal (which does
not change throughout the training phase) but that may cause
the network to overfit towards learning specific shapes of skele-
ton and prevents it from adjusting well with annotator input.
Therefore, by changing the shape of the mask, we change the
guiding signal map during training. An example of construct-
ing map for a gland is depicted in the Fig. 3. In this figure, the
left hand side image represents the GT of the desired gland on
which its corresponding skeleton is overlaid with green color.
If we use this same mask for training the network, the guid-
ing signal would remain the exact same for all training epochs.
However, based on our proposed mask changing technique, we
first calculate the distance transformation of the GT, D(M), and
then apply a threshold of τ on it to construct a new mask of
M. As you can see in Fig. 3, by changing the the threshold
value, appearance of the new mask is changing which results
in different morphological skeletons as well (note the change of
overlaid green colored lines with different τ values). This will
make the NuClick network robust against the huge variation of
guiding signals provided by the user during the test phase. The
exclusion map for gland is constructed similar to nuclei/cells
i.e., except one pixel from each excluding object all other pix-
els are set to zero.
Test. When running inference, the user can draw squiggles in-
side the glandular objects. Then patches of 512×512 are ex-
tracted from image based on the bounding box of the squiggle.
If the bounding box height or width is smaller than 512, it is re-
laxed until height and width are 512. And if the bounding box
is larger than 512 then image and corresponding squiggle maps
are down-scaled to 512×512.
3.4. Post-processing
After marking the desired objects by the user, image patches,
inclusion and exclusion maps are generated and fed into the
network to predict an output segmentation for each patch. Lo-
cation of each patch is stored in the first step, so it can be used
later to build the final instance segmentation map.
The first step in post-processing is converting the prediction
map into an initial segmentation mask by applying a threshold
of 0.5. Then small objects (objects with area less than 50 pix-
els) are removed. Moreover, for removing extra objects except
desired nucleus/cell/gland inside the mask, morphological re-
construction operator is used. To do so, the inclusion map plays
the role of marker and initial segmentation is considered as the
mask in morphological reconstruction.
4. Setups and Validation Experiments
4.1. Datasets
Gland datasets. Gland Segmentation dataset Sirinukunwattana
et al. (2017) (GlaS) and GRAG datasets Awan et al. (2017);
Graham et al. (2019) are used for gland segmentation. GlaS
dataset consists of 165 tiles, 85 of which for training and 80 for
test. Test images of GlaS dataset are also split into to TestA
and TestB. TestA was released to the participants of the GlaS
challenge one month before the submission deadline, whereas
Test B was released on the final day of the challenge. Within
GRAG dataset, there are a total of 213 images which is split into
173 training images and 40 test images with different cancer
grades. Both of these datasets are extracted from Hematoxylin
and Eosin (H&E) WSIs.
Nuclei dataset. MonuSeg (Kumar et al. (2019)) and CPM (Vu
et al. (2019)) datasets which contain 30 and 32 H&E images
,respectively, have been used for our experiments. 16 images of
each of these datasets are used for training.
Cell dataset. A dataset of 2689 images consisting of touch-
ing white blood cells (WBCs) were synthetically generated for
cell segmentation experiments. To this end, we used a set
of 11000 manually segmented non-touching WBCs (WBC li-
brary). Selected cells are from one of the main five category of
WBCs: Neutrophils, Lymphocytes, Eosinophils, Monocytes, or
Basophils.
The original patches of WBCs were extracted from scans of
peripheral blood samples captured by CELLNAMA LSO5 slide
scanner equipped with oil immersion 100x objective lens. How-
ever, the synthesized images are designed to mimic the appear-
ance of bone marrow samples. In other words, synthesized im-
ages should contain several (10 to 30) touching WBCs. There-
fore, for generating each image a random number of cells are
selected from different categories of WBC library and then they
are added to a microscopic image canvas which contains only
red blood cells. During the image generation each added cell
is well blended into the image so its boundary looks seamless
and natural. This would make the problem of touching object
segmentation as hard as real images. It is worth mentioning
that each WBC is augmented (deformed, resize, and rotate) be-
fore being added to the canvas. Having more than 11000 WBCs
and performing cell augmentation during the image generation
would guarantee that the network does not overfit on a specific
WBC shape. For all datasets 20% of training images are con-
sidered as validation set.
4.2. Implementation Details
For our experiments, we used a work station equipped with
an Intel Core i9 CPU, 128GB of RAM and two GeForce GTX
1080 Ti GPUs. All experiments were done in Keras frame-
work with Tensorflow backend. For all applications, NuClick
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D(M): Dist. Trans. 22 44 660 :
Fig. 3. Generating supervisory signal (inclusion map) for the NuClick while training on gland dataset. The left image is the GT mask of a sample gland and
D(M) is the distance transformation of that mask. By changing the threshold value (τ), the guiding signal (skeleton of the new mask M which is specified
by green color) is also changing.
Table 1. Comparison of the proposed network architecture with other mod-
els: MonuSeg dataset have been used for these experiments.
AJI Dice PQ Haus.
Unet 0.762 0.821 0.774 8.73
FCN 0.741 0.798 0.756 9.5
Segnet 0.785 0.846 0.794 8.33
NuClick W/O MS block 0.798 0.860 0.808 6.11
NuClick + 1 MS block 0.817 0.889 0.820 5.51
NuClick + 2 MS blocks 0.830 0.905 0.829 4.93
NuClick + 3 MS blocks 0.834 0.912 0.838 4.05
NuClick + 4 MS blocks 0.835 0.914 0.838 4.05
is trained for 200 epochs. Adam optimizer with learning rate
of 3 × 10−3 and weight decay of of 5 × 10−5 was used to
train the models. Batch size for nuclei, cell and gland was set
to 256, 64 and 16 respectively. We used multiple augmenta-
tions as follows: random horizontal and vertical flip, bright-
ness adjustment, contrast adjustment, sharpness adjustment,
hue/saturation adjustment, color channels shuffling and adding
Gaussian noise (Jahanifar et al. (2018)).
4.3. Metrics
For our validation study, we use metrics that have been re-
ported in the literature for cell and gland instance segmentation.
For nuclei and cells we have used AJI (Aggregated Jaccard In-
dex) proposed by Kumar et al. (2017): an instance based met-
ric which calculates Jaccard index for each instance and then
aggregates them, Dice coefficient: A similar metric to IoU (In-
tersection over Union), Hausdorff distance (Sirinukunwattana
et al. (2017)): the distance between two polygons which is
calculated per object, Detection Quality (DQ): is equivalent to
F1 − S core divided by 2, SQ: is summing up IoUs for all true
positive values over number of true positives and PQ: DQ×SQ
(Kirillov et al. (2019)). For AJI, Dice, the true and false values
are based on the pixel value but for DQ true and false values
are based on the value of IoU. The prediction is considered true
positive if IoU is higher than 0.5.
For gland segmentation, we use F1-score, DiceObj, and Haus-
dorff distance (Sirinukunwattana et al. (2017)). The true posi-
tives in F1-score are based on the thresholded IoU. DiceObj is
average of dice values over all objects and Hausdorff distance
here is the same as the one used for nuclei.
4.4. Network Selection
In this section, we investigate the effect of multi-scale blocks
on NuClick network and compare its performance with other
popular architectures. Ablating various choices of components
in NuClick network architecture have been shown in Table 1.
We tested our architecture with up to 4 multi-scale (MS) blocks
and we observed that adding more that 3 MS blocks does not
contribute significantly to the performance. It can be observed
that our architecture outperforms three other popular methods
(UNet by Ronneberger et al. (2015), SegNet by Badrinarayanan
et al. (2017), and FCN by Long et al. (2015)). When we use
no MS block, our model is still better than all baseline models
which shows the positive effect of using residual blocks. We opt
to use 3 MS blocks in the final NuClick architecture because it
is suggesting a competitive performance while having smaller
network size.
4.5. Validation Experiments
Performance of NuClick framework for interactive segmen-
tation of nuclei, cells, and glands are reported in Tables 2 to 4,
respectively. For nuclei and cells, centroid of the GT masks
were used to create inclusion and exclusion maps, whereas for
gland segmentation, morphological skeleton of the GT masks
were utilized. For comparison purposes, performance of other
supervised and unsupervised interactive segmentation methods
are included as well. In Tables 2 and 3, reported methods are
Region Growing (Adams and Bischof (1994)): iteratively deter-
mines if the neighbouring pixels of an initial seed point should
belong to the initial region or not (in this experiment, the seed
point is GT mask centroid and the process for each nuclei/cell is
repeated 30 iterations), Active Contour (Chan and Vese (2001)):
which iteratively evolves the level set of an initial region based
on internal and external forces (the initial contour in this exper-
iment is a circle with radius 3 pixels positioned at the GT mask
centroid), marker controlled watershed (Parvati et al. (2008))
that is based on watershed algorithm in which number and seg-
mentation output depends on initial seed points (in this experi-
ment, unlike Parvati et al. (2008) that generates seed points au-
tomatically, we used GT mask centroids as seed points), inter-
active Fully Convolutional Network–iFCN (Xu et al. (2016)): a
supervised DL based method that transfers user clicks into dis-
tance maps that are concatenated to RGB channels to be fed
into a fully convolutional neural network (FCN), and Latent
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Table 2. Performance of different interactive segmentation methods for nu-
clear segmentation on validation set of the MonuSeg dataset
Method AJI Dice SQ PQ Haus.
Watershed 0.189 0.402 0.694 0.280 125
Region Growing 0.162 0.373 0.659 0.241 95
Active Contour 0.284 0.581 0.742 0.394 67
iFCN 0.806 0.878 0.798 0.782 7.6
LD 0.821 0.898 0.815 0.807 5.8
NuClick 0.834 0.912 0.839 0.838 4.05
Table 3. Performance of different interactive segmentation methods for cell
segmentation on test set of the WBC dataset
AJI Dice SQ PQ Haus.
Watershed 0.153 0.351 0.431 0.148 86
Region Growing 0.145 0.322 0.414 0.129 71
Active Contour 0.219 0.491 0.522 0.198 50
iFCN 0.938 0.971 0.944 0.944 9.51
LD 0.943 0.978 0.949 0.949 8.33
NuClick 0.954 0.983 0.958 0.958 7.45
Diversity–LD (Li et al. (2018)): which uses two CNNs to gen-
erate final segmentation. The first model takes the image and
distance transform of two dots (inside and outside of object) to
generate several diverse initial segmentation maps and the sec-
ond model selects the best segmentation among them.
In Table 4, reported methods are Grabcut by Rother et al.
(2004): which updates appearance model within the bounding
box provided by the user, Deep GrabCut by Xu et al. (2017):
which converts the bounding box provided by the user into a
distance map that is concatenated to RGB image as the input
of a deep learning model, DEXTRE (Maninis et al. (2018)):
a supervised deep learning based method which is mentioned
in the Section 2.2 and accepts four extreme points of glands
as input (extreme points are extracted based on each object
GT mask), and a Mask-RCNN based approach proposed by
Agustsson et al. (2019): where the bounding box is also used
as the input to the Mask-RCNN. Agustsson et al. (2019) also
added a instance-aware loss measured at the pixel level to the
Mask-RCNN loss. We also compared our method for gland
segmentation with BIFseg (Wang et al. (2018)) that needs user
to crop the object of interest by drawing bounding box around
it. The cropped region is then resized and fed into a resolution-
Table 4. Performance of different interactive segmentation methods for
gland segmentation on test sets of the GLaS dataset
TestA TestB
F1 DiceObj Haus. F1 DiceObj Haus.
Grabcut 0.462 0.431 290 0.447 0.412 312
Deep Gabcut 0.886 0.827 51 0.853 0.810 57
DEXTRE 0.911 0.841 43 0.904 0.829 49
Mask-RCNN 0.944 0.875 35 0.919 0.856 41
BIFseg 0.958 0.889 28 0.921 0.864 38
NuClick 1.000 0.956 15 1.000 0.951 21
preserving CNN to predict the output segmentation. Wang et al.
(2018) also used a refinement step which is not included in our
implementation.
For GrabCut, Deep GrabCut, BIFseg, and Mask-RCNN ap-
proaches the bounding box for each object is selected based on
its GT mask. For iFCN and LD methods, positive point (point
inside the object) is selected according to the centroid of each
nucleus and negative click is a random point outside the desired
object.
Based on Table 2, NuClick achieved AJI score of 0.834,
Dice value of 0.912, and PQ value of 0.838 which outper-
formed all other methods for nuclear segmentation on MonuSeg
dataset. Performance gap between NuClick and other unsuper-
vised methods is very high (for example in comparison with
Watershed method, NuClick achieves a 0.645 higher AJI). Ex-
treme low evaluation values achieved by unsupervised metrics
indicate that they are not suitable for intricate task of nuclear
segmentation, even if they are fed with GT markers. There is
also iFCN (Xu et al. (2016)), a deep learning based method in
Table 2 that is trained based on the clicked dots inside and out-
side of objects. However, NuClick performs better than iFCN
for all AJI, Dice, and PQ metrics by margin of 2.8%, 3.4%, and
5.6%, respectively, which is a considerable boost. For the other
CNN based method in Table 2, LD method, NuClick advantage
over all metrics is also evident.
The same performance trend can be seen for both cell and
gland segmentation tasks in Tables 3 and 4. For the cell segmen-
tation task, NuClick was able to segment touching WBCs from
synthesized dense blood smear images quite perfectly. Our
proposed method achieves AJI, Dice, and PQ values of 0.954,
0.983, and 0.958, respectively, which indicates remarkable per-
formance of the NuClick in cell segmentation.
Validation results of our algorithm on two test sets from GlaS
dataset (testA and testB) are reported in Table 4 alongside the
results of 4 supervised deep learning based algorithms and an
unsupervised method (Grabcut). Markers used for Grabcut are
the same as ones that we used for NuClick. Based on Table 4
our proposed method is able to outperform all other methods
for gland segmentation in both testA and testB datasets by a
large margine. For testB, NuClick achieves F1-score of 1.0,
Dice similarity coefficient of 0.951, and Hausdorff distance of
21, which compared to the best performing supervised method
(BIFseg) shows 7.9%, 8.7%, and 17 pixels improvement, re-
spectively. The F1-score value of 1.0 achieved for NuClick
framework in gland segmentation experiment expresses that all
of desired objects in all images are segmented well enough. As
expected, unsupervised methods, like Grabcut, perform much
worse in comparison to supervised method for gland segmenta-
tion. Quantitatively, our proposed framework shows 55.3% and
53.9% improvement compared to Grabcut in terms of F1-score
and Dice similarity coefficients. The reason for the advantage
of NuClick over other methods mainly lies in its squiggle-based
guiding signal which is able to efficiently mark the extent of
big, complex, and hollow objects. It is further discussed in Sec-
tion 5.
Methods like DEXTRE, BIFseg, and Mask-RCNN are not
evaluated for interactive nucleus/cell segmentation, because














Fig. 4. Generalizability of the NuClick: The first row shows results of the NuClick on the CPM dataset for nuclei segmentation (where the network was
trained on the MoNuSeg dataset). The second row illustrates two samples of gland segmentation task from the CRAG dataset where the model was trained
on the GLaS dataset. Solid stroke line around each object outlines the ground truth boundary for that object, overlaid transparent mask is the predicted
segmentation region by the NuClick, and points or squiggles indicate the provided guiding signal for interactive segmentation. (Best viewed in color)
they may be cumbersome to apply in this case. These meth-
ods need four click points on the boundaries of nucleus/cell (or
drawing a bounding box for each of them) which is still labour-
intensive as there may be a large number of nuclei/cells within
an image.
Segmentation quality for three samples are depicted in Fig. 1.
In this figure, the first, second, and third rows belong to a sam-
ple drawn from MoNuSeg, WBC, and GLaS validation sets.
The left column of Fig. 1 shows original images and images on
the right column contains GT boundaries, segmentation mask,
and guiding signals (markers) overlaid on them. Guiding sig-
nals for nuclei and cell segmentation are simple clicks inside
each object (indicated by diamond-shape points on the images)
while for glands (the third row) guiding signals are squiggles.
In all exemplars, extent of the prediction masks (indicated by
overlaid transparent colored region) are very close to the GT
boundaries (indicated by solid strokes around each object).
5. Discussions
In order to gain better insights into the performance and ca-
pabilities of the NuClick, we designed several evaluation ex-
periments. In this section we will discuss different evaluation
experiments for NuClick. First we will assess the generalizabil-
ity of the proposed framework, then we will discuss how it can
adapt to new domains without further training, after that the re-
liability of NuClick output segmentation is studied. Moreover,
sensitivity of output segmentation to variations in the guiding
signals is also addressed in the following subsections.
5.1. Generalization study
To show the generalizability of the NuClick across an un-
seen datasets, we designed an experiment in which NuClick is
trained on the training set of a specific dataset and then eval-
uated on the validation set of another dataset but within the
same domain. Availability of different labeled nuclei and gland
datasets allow us to better show the generalizability of our pro-
posed framework across different dataset and different tasks.
To assess the generalizability upon nuclei segmentation, two
experiments were done. In one experiment, NuClick was
trained on training set of MoNuSeg dataset and then evaluated
on the validation set of CPM dataset. In another experiment
this process was done contrariwise where CPM training set was
used for training the NuClick and MoNuSeg testing set was
used for the evaluation. Evaluation results of this study are
reported in the first two rows of Table 5. From this table we
can conclude that NuClick can generalize well across datasets
because it gains high values for evaluation metrics when pre-
dicting images from dataset that was not included in its train-
ing. For example, when NuClick is trained on the MoNuSeg
training set, Dice and SQ evaluation metrics resulted for CPM
validation set are 0.908 and 0.821, respectively, which are very
close to the values reported for evaluating the MoNuSeg vali-
dation set using the same model i.e., Dice of 0.912 and SQ of
0.839 in Table 2. This closeness for two different datasets using
the same model supports our claim about generalizability of the
NuClick.
Similarly, to test the generalizability of the NuClick when
working on gland segmentation task, it has been trained on
one gland dataset and tested on validation images from another
gland dataset. As GlaS test set is divided into TestA and TestB,

























Fig. 5. Domain adaptability of NuClick: nuclei from unseen domains (Pap Smear sample in the first row and IHC stained sample in the second tow)
are successfully segmented using the NuClick which was trained on MoNuSeg dataset. In all images, solid stroke line around each object outlines the
ground truth boundary for that object (except for IHC samples, for which ground truth masks are unavailable), overlaid transparent mask is the predicted
segmentation region by NuClick, and points indicate the provided guiding signal for interactive segmentation. (Best viewed in color)
Table 5. Results of generalization study across different datasets for inter-
active nuclei and gland segmentation
Train Test Dice SQ DiceObj Haus.
Nuclei MoNuSeg CPM 0.908 0.821 - -CPM MoNuSeg 0.892 0.811 - -
Gland GLaS CRAG - - 0.932 31CRAG GLaSA - - 0.944 28
CRAG GLaSB - - 0.938 30
when NuClick is trained on CRAG, it has been test on testA
and testB of GlaS (named as GlaSA and GlaSB in Table 5).
High values of DiceObj metric and low values for Hasdroff dis-
tances also supports the generalizability of NuClick framework
for gland segmentation task as well.
To provide visual evidence for this claim, we illustrated two
nuclear segmentation samples from CPM validation set (re-
sulted using a model trained on MoNuSeg dataset) and two
gland segmentation samples from CRAG validation set (re-
sulted using a model trained on GLaS dataset) in Fig. 4. In all
cases NuClick was able to successfully segment the desired ob-
jects with high accuracy. In all images of Fig. 4 different over-
laid colors corresponds to different object instances, solid stroke
lines indicate GT boundaries, transparent color masks show
the predicted segmentation region, and other point or squiggle
markers representing guiding signals for interactive segmenta-
tion.
5.2. Domain adaptation study
To assess the performance of the NuClick on unseen sam-
ples from different data domains, we trained it on MoNuSeg
Table 6. Performance of the NuClick framework on segmenting nuclei in
images from an unseen domain (Pap Smear)
Method AJI Dice SQ DQ PQ
NuClick 0.934 0.965 0.933 0.997 0.931
dataset which contains labeled nuclei from histopathological
images and then used the trained model to segment nuclei in
cytology and immunohistochemistry (IHC) samples.
In the cytology case, a dataset of 42 FoVs were captured from
10 different Pap Smear samples using CELLNAMA LSO5 slide
scanner and 20x objective lens. These samples contain overlap-
ping cervical cells, inflammatory cells, mucus, blood cells and
debris. Our desired objects from these images are nuclei of cer-
vical cells. All nuclei from cervical cells in the available dataset
of Pap Smear images were manually segmented with the help of
a cytotechnologist. Having the GT segmentation for nuclei, we
can use their centroid to apply the NuClick on them (perform
pseudo-interactive segmentation) and also evaluate the results
quantitatively, as reported in Table 6. High values of evalua-
tion metrics reported in Table 6 shows how well NuClick can
perform on images from a new unseen domain like Pap Smear
samples. Some visual examples are also provided in Fig. 5
to support this claim. As illustrated in the first row of Fig. 5,
NuClick was able to segment touching nuclei (in very dense
cervical cell groups) from Pap Smear samples with high preci-
sion. It is able to handle nuclei with different sizes and various
background appearances.
For the IHC images, we utilized NuClick to delineate lym-
phocytes. The dataset we have used for this section is a set of
441 patches with size of 256 × 256 extracted from LYON19
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dataset. LYON19 is scientific challenge on lymphocyte detec-
tion from images of IHC samples. In this dataset samples are
taken from breast, colon or prostate organs and are then stained
with an antibody against CD3 or CD8 Swiderska-Chadaj et al.
(2019) (membrane of lymphocyte would appear brownish in the
resulting staining). However, for LYON19 challenge organizers
did not release any instance segmentation/detection GTs along-
side the image ROIs. Therefore, we can not assess the perfor-
mance of NuClick segmentation on this dataset quantitatively.
However, the quality of segmentation is very desirable based on
the depicted results for two random cases in the second row of
Fig. 5. Example augmentations in Fig. 5 are achieved by clicks
of a non-expert user inside lymphocytes (based on his imperfect
assumptions). As it is shown in Fig. 5, NuClick is able to ade-
quately segment touching nuclei even in extremely cluttered ar-
eas of images from an unseen domain. These resulting instance
masks were actually used to train an automatic nuclei instance
segmentation network, SpaNet Koohbanani et al. (2019), which
helped us achieve the first rank in LYON19 challenge. In other
words, we approached the problem lymphocyte detection as an
instance segmentation problem by taking advantage of our own
generated nuclei instance segmentation masks Jahanifar et al.
(2019). It also approves the reliability of the NuClick gener-
ated prediction masks, which is discussed in more details in the
following subsection.
5.3. Segmentation Reliability Study
The important part of an interactive method for collecting
segmentation is to see how the generated segmentation maps
are reliable. To check the reliability of generated masks, we use
them for training segmentation models. Then we can compare
the performance of models trained on generated mask with the
performance of models trained on the GTs. This experiment
has been done for nuclear segmentation task, where we trained
three well-known segmentation networks (U-Net Ronneberger
et al. (2015), SegNet Badrinarayanan et al. (2017), and FCN8
Long et al. (2015)) with GT and NuClick generated masks sep-
arately and evaluated the trained models on the validation set.
Results of these experiments are reported in Table 7. Note that
when we are evaluating the segmentation on MoNuSeg dataset,
the NuClick model that generated the masks is trained on the
CPM dataset. Therefore, in that case NuClick framework did
not see any of MoNuSeg images during its training.
As shown in Table 7 there is a negligible difference be-
tween the metrics achieved by models trained on GT masks
and the ones that trained on NuClick generated masks. Even
for one instance, when testing on MoNuSeg dataset, Dice and
SQ values resulted from FCN8 model trained on annotations of
NuClickCPM are 0.01 and 0.006 (insignificantly) higher than the
model trained on GT annotations, respectively. This might be
due to more uniformity of the NuClick generated annotations,
which eliminate the negative effect of inter annotator variations
present in GT annotations. Therefore, the dense annotations
generated by NuClick are reliable enough for using in practice.
If we consider the cost of manual annotation, it is more efficient
to use annotations obtained from NuClick to train models.
Table 7. Results of segmentation reliability experiments
Result on MoNuSeg test set Result on CPM test set
GT NuClickCPM GT NuClickMoNuSeg
Dice SQ Dice SQ Dice SQ Dice SQ
Unet 0.825 0.510 0.824 0.503 0.862 0.596 0.854 0.584
SegNet 0.849 0.531 0.842 0.527 0.889 0.644 0.881 0.632
FCN8 0.808 0.453 0.818 0.459 0.848 0.609 0.836 0.603
Table 8. Effect of disturbing click positions by amount of σ on NuClick
outputs for nuclei and cells segmentation
Nuclei Cells (WBCs)
σ AJI Dice PQ. AJI Dice PQ.
1 0.834 0.912 0.838 0.954 0.983 0.958
3 0.834 0.911 0.837 0.954 0.983 0.958
5 0.832 0.911 0.835 0.953 0.983 0.957
10 0.821 0.903 0.822 0.953 0.982 0.957
20 - - - 0.950 0.979 0.955
50 - - - 0.935 0.961 0.943
5.4. Sensitivity to Guiding Signals
Performance of an interactive segmentation algorithm highly
depends on quality of the user input markers. In other words,
an ideal interactive segmentation tool must be robust against
errors in the input annotations as much as possible. For in-
stance, in nucleus or cell segmentation, an ideal segmentation
tools should perform well to delineate boundaries of nuclei as
long as user clicks fall inside the nuclei region i.e., the clicked
point does not need to be located exactly at the center of the
desired nuclei.
To assess the sensitivity of NuClick to the variations in the
guiding signal, we design an experiment for nuclei and cell seg-
mentation applications in which location of the guiding point
in the inclusion map is perturbed by adding value of σ to the
location of centroids. We repeat this experiment for different
values of σ for both nuclei and cell segmentation applications
and report the results in Table 8. For nuclear segmentation, jit-
tering the location up to 10 pixels is investigated. It has been
shown that disturbing the click position from the centroid up
to 5 pixels does not considerably degrade the segmentation re-
sults. However, when the jittering amount is equal to σ = 10,
all evaluation metrics drop by 1% or more. This reduction in
metrics does not necessarily imply that NuClick is sensitive to
click positions, because this fall in performance may be due to
the fact that radius of some nuclei is less than 10 pixels and
jittering the click position by 10 pixels cause it to fall outside
the nuclei region therefore confusing the NuClick in correctly
segmenting the desired small nucleus. However, even reduced
metrics are still reliable in comparison with the resulted metrics
from other methods as reported in Table 2.
The same trend can be seen for cell segmentation task in Ta-
ble 8. However, for cells in our dataset we were able to increase
the jittering range (up to 50 pixels) because in the WBC dataset,
white blood cells have a diameter of at least 80 pixels. As one
can see, the segmentation results are very robust against the ap-
plied distortion to the click position. Changing the click loca-









Fig. 6. Example results of the NuClick, highlighting the variations in the user input. First and second rows show the predictions of the NuClick at different
positions of clicks inside objects. The third and fourth rows demonstrate the predictions of the NuClick in presence of various shapes of squiggles. Solid
stroke line around each object outlines the ground truth boundary for that object, overlaid transparent mask is the predicted segmentation region by the
NuClick, and points or squiggles indicate the guiding signal for interactive segmentation. (Best viewed in color, zoom in to clearly see boundaries)
tion by 50 pixels makes considerable drop in the performance
which can be due to the same reason as we discussed for the
nuclei i.e., amount of jittering is bigger than the average radius
of some small cells.
Unfortunately, we can not quantitatively analyze the sensitiv-
ity of the NuClick to the squiggle changes, because its related
changes are not easily measurable/paramtereizable. However,
for two examples of histology images we showed the effect of
changing the guiding squiggles on the resulting segmentation
in Fig. 6. In this figure, the effect of changing the click posi-
tion for two examples of nuclei segmentation and two exam-
ples of cell segmentation are also visualized. It is obvious from
exemplars in Fig. 6 that NuClick successfully works with dif-
ferent shapes of squiggles as the guiding signal. Squiggles can
be short in the middle or adjacent regions of the desired gland,
or they can be long enough to cover the main diameter of the
gland. They can be continuous curves covering all section and
indentation of the gland geometry, or separated discrete lines
that indicate different sections of a big gland. They can even
have arbitrary numerical or letters shape like the example in the
last row of Fig. 6. In all cases, it is obvious that NuClick is quite
robust against variations in the guiding signals which is due to
the techniques that we have incorporated during training of the
NuClick (randomizing the inclusion map).
It is worth mentioning that we have conducted experiments
with training NuClick for gland segmentation using extreme
points and polygons as guiding signals. Even with a consid-
erable number of points on gland boundary or polygons with
large number of vertices (filled or hollow), the network failed
to converge during the training phase. However, we observed
that even simple or small squiggles are able to provide enough
guiding information for the model to converge fast.
We have also conducted another experiment to assess the
sensitivity of NuClick on the exclusion maps. In other words,
we want to see if eliminating the exclusion map has any effect
on NuClick segmentation performance. To this end, we eval-
uate the performance of NuClick for nuclei segmentation on
MoNuSeg dataset in the absence of exclusion map. Therefore
in this situation the input to the network would have 4 channels
(RGB plus inclusion map). The network is trained from scratch
on the MoNuSeg training set with the new considerations and
then evaluated on the MoNuSeg validation set. Results of this
































Fig. 7. Extreme cases for nuclei and glands: clumped nuclei in H&E and IHC images (a-d) and irregular glands/tumor regions in cancerous colon and
prostate images (e-h) are shown. In all images, solid stroke line around each object outlines the ground truth boundary for that object (except for d and
e where the ground truth masks are unavailable), overlaid transparent mask is the predicted segmentation region by the NuClick, and points or squiggles
indicate the provided guiding signal for interactive segmentation. (Best viewed in color, zoom in to clearly see boundaries)
experiment are reported in Table 9. Based on Table 9, perfor-
mance of the NuClick significantly drops when exclusion map
is missing. That is because there are a lot of overlapping nuclei
in this dataset and without having the exclusion map, the net-
work has no clue of the neighboring nuclei when dealing with
a nucleus that belongs to a nuclei clump.
5.5. Extreme Cases
To investigate the effectiveness of NuClick when dealing
with extreme cases, output of NuClick for images with chal-
lenging objects (high grade cancer in different tissue types)
are shown in Fig. 7. For example in Fig. 7a-c touching nu-
clei with unclear edges from patches of cancerous samples have
been successfully segmented by NuClick. Additionally, Fig. 7d
shows promising segmentation of densely clustered blood cells
in a blurred IHC image from another domain (extracted from
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Table 9. Performance of the NuClick on the MonuSeg dataset with and
without exclusion map
AJI Dice SQ DQ PQ
NuClick with ex. map 0.834 0.912 0.839 0.999 0.838
NuClick without ex. map 0.815 0.894 0.801 0.972 0.778
LYON19 dataset (Swiderska-Chadaj et al. (2019))).
In Fig. 7e-f, images of glands with irregular shapes and their
overlaid predictions are shown. As long as the squiggle covers
the extend of gland, we can achieve a good segmentation. A
noteworthy property of NuClick framework is its capability to
segment objects with holes in them. In Fig. 7e-f, although mar-
gins of glands are very unclear and some glands have holes in
their shape, NuClick can successfully recognizing boundaries
of each gland. Further, if the squiggle encompass the hole, it
will be excluded from final segmentation whereas if the squig-
gle covers part of holes in the middle of glands, they will be in-
cluded in the segmentation. For instance, in Fig. 7g, a complex
and relatively large gland is well delineated by the NuClick.
Note that this gland contains a hole region which belongs to the
gland and it is correctly segmented as part of the gland because
the guiding signal covers that part. This is a powerful and very
useful property that methods based on extreme points or bound-
ing box like Maninis et al. (2018) and Wang et al. (2018) do not
offer.
We also show a cancerous prostate image (extracted from
PANDA dataset (Bulten et al. (2020))) in Fig. 7h where the
tumor regions are outlined by NuClick. Overall, these predic-
tions shows the capability of NuClick in providing reasonable
annotation in scenarios that are even challenging for humans to
annotate. Note that for images in Fig. 7d,h the ground truth seg-
mentation masks are not available, therefore they are not shown.
5.6. User Correction
In some cases, the output of models might not be correct,
therefore there should be a possibility that user can modify
wrong predictions. This is a matter of implementation of the
interface in most cases, Hence, when the output is not as good
as expected, the user can modify the supervisory signal by ex-
tending squiggles, changing the shape of squiggles or move the
position of clicks. After the modification has been applied, the
new modified supervisory signal is fed to the network to obtain
new segmentation.
6. Conclusions
In this paper, we have presented NuClick, a CNN-based
framework for interactive segmentation of objects in histology
images. We proposed a simple and robust way to provide in-
put from the user which minimizes human effort for obtaining
dense annotations of nuclei, cell and glands in histology. We
showed that our method is generizable enough to be used across
different datasets and it can be used even for annotating objects
from completely different data distributions. Applicability of
NuClick has been shown across 6 datasets, where NuClick ob-
tained state-of-the art performance in all scenarios. NuClick
can also be used for segmenting other objects like nerves and
vessels which are less complex and less heterogeneous com-
pared to glands. We believe that NuClick can be used as a useful
plug-in for whole slide annotation programs like ASAP (Litjens
(2017)) or Qupath (Bankhead et al. (2017)) to ease the labeling
process of the large-scale datasets.
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