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ABSTRACT 
Prolonging network lifetime and retaining maximum communication fidelity are important 
to many applications of ad-hoc wireless sensor networks. Many energy-efficient communication 
protocols have been proposed to allow as many sensors as possible to be in idling. Typically, 
these techniques reduce energy consumption by minimizing the number of transmission packets 
and the size of each packet. However, recent researches have shown that energy consumed by 
the sensors in idling state is not negligible. In this research, we address this problem with 
a novel Backbone-based Communication Scheduling (BCS) technique. This scheme reduces 
the idling energy dissipation by keeping only a small set of sensors active at any time and 
leaving the rest of them in sleeping. The active sensors form a communication backbone that 
maintains the communication fidelity of the entire network. The backbone nodes are rotated 
with a highly efficient backbone election algorithm to balance the energy consumption of the 
sensors in the whole network. Our simulations results show that the proposed scheme can 
significantly extend the network lifetime without compromising the communication fidelity. 
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CHAPTER 1. INTRODUCTION 
Recent technological advances have made possible developing tiny sensors with the capa-
bilities of sensing the environment, conducting internal computation and communicating with 
each other via wireless channels. A large number of inexpensive sensors can be deployed in 
a field of interest and form a network to monitor and collect data from it. Examples of such 
applications include wild lives tracking, battle field surveillance, environment observation, and 
so on [l]. 
Sensors are usually battery-powered. In many application scenarios, it is difficult or im-
possible to replace or re-charge the battery of a sensor when it is depleted. Therefore, it is 
important to have the sensors work in an energy efficient fashion to prolong the lifetime of sen-
sor networks. Compared with in-node computation, wireless communications between nodes 
consume significantly more energy. Many techniques (e.g. [3], [4], [21], [25], [26]) have been 
proposed in the past. Since transmitting and receiving packets consumes the most of battery 
power, these schemes lower down the energy consumption of sensors by reducing the number 
of packet transmissions or energy used by a single transmission. 
In reality, however, sensors consume power not only when sending and receiving, but also 
when listening or idling [24]. In fact, some researches have showed that the energy consumed 
by sensors in idling state is quite significant. For instances, the energy consumption ratios of 
idle:receive:transmit were reported to be 1:1.05:1.4 in [19], 1:2:2.5 in [15], 1:1.2:1.7 in [6], and 
1:1:2.7 in [10], respectively. Although the energy consumption ratio depends on the design and 
manufacturing of sensors, the actual amount of energy consumed by sensors in idling state is 
not negligible [24]. 
The fact that idling sensors consume a significant amount of energy presents a major 
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challenge for deploying sensors in event-driven [5] applications, where sensors stay in idling 
most of the time and communications happen only when some unexpected event occurs, such 
as a forest fire. For such applications, simply reducing the number of packet transmissions does 
not help much in reducing battery consumption. Ideally, the communication unit of a sensor 
should be completely powered off when the sensor is not involved in any communication. 
However, turning off a sensor may leave a network disconnected. In sensor networks, the 
communication is usually done by packet relaying. Because of the limited sensor transmission 
range, each packet typically has to go through multiple hops before reaching its destination. 
An effective solution to the above problem is to find a small set of sensors that can maintain 
the connectivity of the network. These sensors can serve as the communication backbone of the 
network. By keeping the sensors in the backbone active, one can make the rest of sensors in 
sleeping to save energy. One problem introduced by this approach is, backbone sensors consume 
much more energy than those non-backbone nodes and may die quickly. This is undesirable 
not only because a dead senor may break the network connectivity, but also it may leave some 
sensing area to be unattended. Ideally, energy dissipation rate of the all sensors in the network 
should be about the same. 
In this paper, we address this problem with a novel scheme called Backbone-based Commu-
nication Scheduling (BCS). Our solution is to periodically construct backbones and dynamically 
adjust the service time of a backbone based on the battery residual of the sensors in the back-
bone. We present a highly efficient backbone selection algorithm and our extensive simulations 
show that our technique can significantly prolong the lifetime of sensor networks. 
The reminder of this paper is organized as follows. We give the formal model of the problem 
in Chapter 2. Chapter 3 includes the related works. Our proposed technique is presented in 
Chapter 4. Performance simulations of our scheme are given in Chapter 5. We conclude our 
paper in Chapter 6. 
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CHAPTER 2. PRELIMINARIES 
In this chapter, we describe our underlying system model and the problem of communication 
scheduling. 
2.1 System Model 
We consider a sensor network that consists of many stationary sensors and a special node 
called sink. All sensors except the sink powered by battery and thus are energy-constrained. 
This model is typically used in applications such as environment surveillance. We assume each 
sensor has a unique identifier (ID) and is built with two components, sensing and communica-
tion. When a sensor detects an event of interest, it generates a report and sends it to the sink 
node. The communication among the sensors and the sink node are done by packet relaying. 
In our discussion, we assume all sensors have the same communication range Rmax. However, 
the concept of the proposed scheme can also be applied for heterogeneous sensor networks, 
where sensors may have different communication ranges. 
The focus of this research is on saving energy consumed by sensor communication unit. We 
don't consider the power consumption of sensing and assume the sensing unit is always on. In 
reality, a sensor may turn off its sensing unit when its entire sensing area is covered by other 
sensors. For energy-efficient sensing techniques, interested readers are referred to [27]. In the 
remaining of this thesis, we say a sensor is active if it can send/receive packets and sleeping or 
idling if its communication unit is turned off. 
We assume the sensors are distance-aware. Specifically, a sensor can detect its distance the 
signal source based on the strength of the radio signal [14] and [20]. Note that we do not require 
that the sensors are position-aware, a prerequisite to many energy-efficient communication 
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protocols developed for sensor networks. These schemes requires each sensor to equip with 
some position system such as GPS. In our approach, each sensor needs to keep a list of its 
one-hop neighbors and their distance, rather than location. 
Finally, we assume that each sensor has an on-board clock and the clocks of all sensors are 
synchronized. Clock synchronization is a fundamental technique for many distributed systems 
and has been studied intensively in the literature (e.g., [8] [11] [17]). 
2.2 Communication Scheduling 
In sensor networks, the message delivery is done by packet relaying. A sensor may be asked 
to forward a packet at any time. Since the arrivals of packets are unpredictable, sensors are 
assumed to be in listening mode all the time. Our research is motivated by the fact that the 
communication coverage of sensors may overlap and therefore, it may not be necessary for all 
sensors to participating in packet transmission. In other words, keeping a subset of sensors 
active may provide the same quality of communication fidelity. We say these active sensors 
form a communication backbone. If we model the communication topology of the network as 
an undirected graph, with a vertex for each sensor and an edge between two sensors which can 
communicate directly, a backbone can be formally defined as: 
A backbone B of a sensor network with communication topology G = (V, E) is a subset of 
the vertices that satisfies the following two conditions: 
1. connectivity: the sub-graph of G induced by B is strongly connected if G is strongly 
connected. 
2. coverage: \:Iv E V, v E B or :Jv' E B such that ( v, v') E E. 
Since every sensor is connected to the sink through the backbone, only the sensors in the 
backbone need to be active and all other sensors can turn off their communication units. When 
a non-backbone sensor detects an event and needs to report to the sink, the sensor can wake 
up its communication unit temporarily to send the packet and then goes back to sleep. There 
are two challenges of this approach: 
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l. Backbone selection: Which sensors should be in a backbone? Obviously, the size of a 
backbone, i.e., the number of sensors in the backbone, should be as small as possible. 
2. Service Scheduling: How long a sensor should serve in a backbone? Since the backbone 
sensors are active, they consume much more energy than non-backbone sensors and may 
die quickly. This is an undesired effect since some sensing coverage may be unattended 
when a sensor becomes dead. 
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CHAPTER 3. RELATED WORKS 
The problem of finding a backbone is similar to that of finding a minimum connected 
dominating set (MCDS) in an abstracted graph, which has been proven to be NP-Hard in [12, 7]. 
A centralized approximation algorithm for constructing MCDS with approximation ratio (i.e., 
the ratio of the worst case size of the constructed backbone to the optimal MCDS) of 8(n) 
was given by Guha et al in [13]. In [9], Das et al proposed a distributed algorithm for MCDS 
based on [13]. Both time complexity and message complexity of this scheme are O(n2 ), where 
n is the total number of sensors. 
In [24], Xu et al proposed a technique called Geographical Adaptive Fidelity (GAF). GAF is 
fully distributed and can effectively address the problem of idling energy dissipation, although 
it was originally designed for efficient routing in mobile ad hoc networks. The idea of GAF 
is to partition the entire sensor field into many disjoint squared grids of equal size, which 
is determined by the communication radius of sensors. Given a communication radius of R, 
the size of each grid is set to be r = Jg. Under such partitioning, a sensor in one grid can 
communicate directly with any other sensors in any adjacent grids. As a result, at any one 
time, each grid needs to have only one sensor to be active and these active sensors effectively 
form a backbone. While GAF has been showed to be effective, this scheme requires each sensor 
to be position-aware and in particular, each grid to have at least one sensor. A grid without 
any sensor may cause the backbone to be disconnected, even though the network itself actually 
be connected. To maintain connectivity of sensors within two adjacent grids, the size of each 
grid must be very small. Thus, this approach can be applied in the highly dense networks. 
Wu et al proposed a 2-level approach for backbone election in [22]. In the lower level, a set 
of clusters are constructed to cover the whole network using a short transmission range. In the 
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upper level, all cluster heads are covered by the set of marked cluster heads using the marking 
process [23] under a long transmission range. This scheme gives a constant approximation 
ratio and low time and message complexity. However, it assumes each sensor can dynamically 
adjust its transmission range and the network remains connected with short transmission range. 
Again, this requires the network to be very dense. 
The CMIS proposed by Min et al in [18] is another technique developed for efficient back-
bone construction. This scheme builds a backbone by first finding a maximal independent set 
(MIS) and then connecting the MIS nodes with some non-MIS nodes. The message complexity 
under CMIS is 0( n log n), where n is the total number of sensors. In contrast, our scheme 
requires a message complexity of O(n). In our performance study, we compare our technique 
with CMIS and it shows that our approach also generates smaller backbones than CMIS. 
The backbone selection algorithm we propose share some similarity with Priority Forward-
ing [16], a flooding technique developed for mobile ad hoc networks. In this scheme, each node 
is assigned a priority of forwarding based on its distance to the node from which it receives the 
packet. A node does not forward if all its 1-hop neighbors have received the packet. Priority 
forwarding allows a node to dynamically adjust its forwarding priority based on the duplicated 
packets it receives during its waiting period. Our backbone selection shares similar feature, 
but takes the battery factor into consideration in priority setting. In general, flooding tech-
niques emphasize on minimizing the number of broadcast messages, because flooding operation 
is a communication primitive and can be invoked frequently. In contrast, backbone selection 
focuses on minimizing the number of nodes in a backbone and to achieve this goal, it may 
tolerate more communication cost. This is reasonable since the construction of a backbone 
may happen time to time, but usually once a backbone is selected, it will be used for a while. 
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CHAPTER 4. SCHEDULING AND BACKBONE ELECTION 
SCHEMES 
In this chapter, we present our solution to the problems of service scheduling and backbone 
election. 
4.1 Service Scheduling 
Our solution to this problem is to periodically elect a backbone and let the backbone nodes 
stay in service for some period of time. The sensors not elected in the backbone are then placed 
in sleeping mode. These sensors will wake up at the end of the service time of the current 
backbone, and a new backbone is elected to serve the next period of time. 
The service time of a backbone may vary, depending on the "quality" of the backbone 
elected, which in this thesis is defined to be the least residual battery power among all backbone 
nodes. As we will describe in detail later, the sink is responsible of deciding the service time 
and spreading it to the whole network. So all the sensors are aware when the beginning of the 
next round will be, and the non-backbone nodes will wake up by then to participate in the 
next backbone election. 
We summarize the service scheduling in Algorithm 4.1. 
Code for all sensor nodes: 
boolean inBackbone; //whether the node is in the backbone or not 
int roundLength; //the length of a certain round, in milliseconds 
while (true) { 
Execute the backbone election algorithm 
//the variable inBackbone and roundLength will be set in the election procedure. 
if (inBackbone) 
} 
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stay in service for roundLength milliseconds 
else { 
turn off communication unit; 
wait for roundLength milliseconds 
} 
Algorithm 4.1 Nodes service scheduling 
4.2 Backbone Election 
In our approach, the sink coordinates all backbone elections. However, the backbone 
election algorithm itself works in a decentralized, self-pruning fashion. Every sensor is supposed 
to be a backbone node unless it can ensure that removing itself from the backbone will not 
make anyone of its 1-hop neighbors disconnected from the network. The election of a backbone 
can be divided into three phases: neighborhood discovery, node election, and final decision. 
We describe them in details as follows. 
4.2.1 Neighborhood Discovery 
In this phase, nodes discover their 1-hop neighbors by exchanging their announcement 
messages. Each node sends out one announcement message, which include the information 
about its residual battery level. When a node receives a message, it determines its distance to 
the sender of the message, which can be done by measuring the signal strength [14] [20]. 
Although we assume that the sensors are stationary, we do such neighborhood discovery 
for every backbone election for two reasons. Firstly, because of dynamic network traffic, the 
energy consumption of backbone sensors during their service time is not predictable. To 
build a healthy backbone, it is essential for each sensor to announce its actual battery level. 
Secondly, the communication topology may change between two successive backbone elections. 
For example, some sensors may become dead, or new sensor may be dropped. The algorithm 
for neighborhood discovery is given in 4.2. 
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Code for sensor node i: 
boolean sentAnnounce = false; //whether the node has sent the announcement or not 
Vector listNeighbors = {}; //List of neighbors 
Upon sensing the wireless channel to be free: 
if sentAnnounce = false { 
} 
m.ID =!Di; 
m.batteryReading = residuaLbatteryi; 
Send announcement mssage m; 
sentAnnounce = true; 
Upon receiving announcement message m: 
float distance = calculate_distance (m); 
listNeighbors. add( node(m.J D, m.batteryReading, distance) ) ; 
Algorithm 4.2 Neighborhood discovering 
4.2.2 Election Phase 
After neighborhood discovery, the sink initiates a flooding operation to elect a set of back-
bone sensors. We first present a basic approach by extending Priority Forwarding (16] and 
then propose an enhanced version. 
Priority Forwarding works as follows. When a node receives the flooding packet at the 
first time, it sets a forwarding priority, which determines the time period that the node can 
wait before it needs to decide whether or not to forward the packet. A higher priority means 
a shorter waiting time, and a node can adjust its forwarding priority if the node receives the 
same packet from other nodes during the waiting time. When the waiting period expires, the 
node checks if the packets it received has reached all of its 1-hop neighbors. If this is true, the 
node drops the packet; otherwise, it rebroadcasts the packet. 
The basic version of our proposed solution is an extension of the aforementioned Priority 
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Forwarding. In our approach, each node maintains locally an uncovered list which initially 
contains all its 1-hop neighbors. When a node X decides to rebroadcast the packet, it includes 
in the packet the following information: its distance to each of its 1-hop neighbors, the residual 
battery level of its 1-hop neighbors, and the ID of its parent node, the node from which X 
receives the packet at the first time. When a node receives a packet, it deletes from its 
uncovered list all the nodes that are listed in the received packet. 
When a node X receives the packet from another node S, node X sets its forwarding 
priority as follows: 
P _ M W . y· . ( . Rmax - dist(X,S) ( _ ) . Bmax - battery(X)) 
- ax_ ait_ ime a R + 1 a B , 
max max 
( 4.1) 
where Rmax is the maximum communication radius, dist(X, S) is the distance between 
X and S, Bmax is the maximum battery level, battery(X) is the residual battery of X, a 
and (1 - a) are the weights assigned to the two factors respectively. Max_Wad_Time is a 
pre-defined constant for the maximum possible waiting time. 
The rationale behind this formula is as follows. Firstly, we want the nodes with more 
coverage gains forward earlier. The first part of the formula is a decreasing function of the 
distance. This ensures that when a node broadcasts a packet, its farther neighbors have higher 
priorities in forwarding. Secondly, we want to find a "healthier" backbone. The second part of 
the formula is a decreasing function of the battery level. This factor is introduced to balance 
the energy consumption among all nodes and elect a backbone that can stay in a longer 
service time. Reducing the frequency of backbone election reduces the overall overheads of 
the backbone elections. Note that Priority Forwarding is designed for efficient flooding and 
considers only the retransmission rate. 
In Priority Forwarding, two important mechanisms are used to reduce the retransmission 
rate: 
1. Dynamic waiting: When a node receives more forwarding packets, if it has forwarded 
before or it has decided not to forward, it simply discard the packet. Otherwise it must 
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be in the waiting stage. The node then computes a new priority value based on the newly 
received packet. Suppose that the time elapsed since the starting of its waiting timer 
is t, the remaining time to wait is t', and the newly computed priority is p, the node 
then adjusts it timer to wait max(t',p- t). This is because that when a node receives a 
duplicate forwarding packet, the potential gain of coverage from this node's forwarding 
reduces, so we reduce the priority of the node further to let it wait longer. We don't 
want the total waiting time of a node going beyond M ax_W aiLTime so we deduct the 
time that has already elapsed. 
2. Priority checking: When a node receives the forwarding packet for the first time, it 
computes the priorities for other nodes in the attached neighbor list as well. If its priority 
is the highest comparing to others, the node forwards immediately. Otherwise it waits 
according to its own priority. If there are more than one nodes with the same priority, 
the ties is broken by the IDs of the nodes. Priority checking minimizes the latency of 
the backbone election procedure. 
The basic version of our backbone communication scheduling (BCS) adopts the above two 
mechanisms. In the next, we present an enhanced version, which we will refer to as BCS-ACK, 
to further reduce the backbone size. In BCS, a node does not forward if and only if all of its 
1-hop neighbors are covered by some of its 1-hop neighbors. In reality, however, a node does 
not need to forward as long as its 1-hop neighbors are covered by other nodes, which do not 
necessarily have to be this node's 1-hop neighbors. Our BCS-ACK leverages this observation. 
The idea is quite simple, when a node receives a flooding packet at first time, it sends out 
an ACK message. When a node receives an ACK message, it removes the sender of the ACK 
message from its uncovered list. 
To understand the advantage of BCS-ACK, consider an example showed in Figure 4.1. In 
this example, when sink S initiates a flooding packet, but A and B will receive the packet from 
S. Since A is closest to the perimeter of S's coverage, A will forward the packet immediately. 
When C receives the packet form A, it also forwards immediately since its distance to A is the 
furthest. When D receives the packet from C, it sends out an ACK message, which will reach 
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Figure 4.1 Forwarding example 
B. Since B knows D has received the packet, B does not need to forward. Without such ACK 
messages, B would have to forward the flooding packet since it does not know that D has 
actually received the packet from C, which is not B's 1-hop neighbor. With ACK messages, 
the backbone elected in this example consists of three nodes, { S, A, C}. 
BCK-ACK requires each node to send one ACK message. Thus, it introduces an extra 
overhead of n messages, where n is the total number nodes in the network. The main consider-
ation of backbone election is to minimize the size of backbone. Unlike the flooding operation, 
which can be invoked frequently, the event of backbone election is done once for a while: once 
a backbone is elected, it will be used for a while. Therefore, introducing more communication 
overhead to reduce the backbone size may benefit the network lifetime in a long term. 
In BCS-ACK, a forwarding node keeps two lists, one for its forwarding children and the 
other for the non-forwarding children. The two lists are updated when the node receives an 
ACK message or a forwarding packet from its 1-hop neighbors. In BCS, each node keeps only 
the forwarding children, since there is no ACK process. 
We summarize the forwarding procedure in Algorithm 4.3. Variables defined in previous 
algorithms are omitted. 
Code for node i: 
int parent; //ID of the parent node 
Vector list Uncovered = vector_copy(listNeighbors); //uncover list 
boolean received = false ; //true if it has already received a forwarding packet. 
Vector forwardingChildren = {}; 
Vector nonforwardingChildren = {}; 
//aggregated mimimum batter level, discussed in the next section. 
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float minBattery = battery reading of node i; 
inBackbone = false; //the node is initially not in the backbone. 
Upon receiving a forwarding packet m from node j: 
listUncovered = listUncovered - m.listNeighbors; //update uncover list 
if (!received) { //receive the forwarding packet for the first time 
received = true; 
parent= j; 
//send acknowledgement 
a. battery Reading= battery reading of node i; 
a. parent = j; 
send acknowledgement packet a; 
//priority checking 
compute the priority Pn for each node n in m.listNeighbors; 
if Pi is the smallest and listUncovered!=</> { //forward immediately 
m.listNeighbors = listNeighbors n listUncovered; 
m. parent = j; 
send forward packet m; 
inBackbone = true; 
}else 
wait for time Pi 
}else{ //receives duplicate forwarding packet 
if node i is in waiting state 
} 
re-compute the priority and adjust the waiting time 
else if m.parent = i {//forwarding from a child node 
nonforwardingChildren.remove(j); 
forwardingChildren.add(j); 
} 
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Upon receiving an acknowledgement packet a from node j: 
list Uncovered. remove (j) ; 
if a.parent = i { //acknowledgement from a child node 
nonforwardingChildren. add(j); 
minBattery = min(minBattery, a.batteryReading); 
} 
Upon waiting timer expires: 
if listUncovered!=¢ { 
} 
m.listNeighbors = listNeighbors n listUncovered; 
m.parent = parent; 
send forward packet m; 
inBackbone = true; 
Algorithm 4.3 Forwarding procedure 
4.2.3 Final Decision 
To decide the service time of the elected backbone, the sink needs the knowledge of the 
least residual battery power among all backbone nodes. Based on that, the sink computes the 
estimated lifetime (I'ez) of the backbone by assuming that all backbone nodes will constantly 
consume energy at the maximum rate until the node with least residual battery dies. To 
balance the energy consumption among all nodes, the service time of the backbone is set to be 
~ in our approach. 
The sink node also keeps track of the number of reachable nodes, i.e., the nodes that can 
connect to the backbone. When the number of reachable nodes drops below a certain threshold, 
the sink may raise an alarm to the network administrator. This is possible only with BCS-
ACK. Because of its ACK process, each forwarding nodes can keep track on its non-forwarding 
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children. In contrast, BCS does not have such capability. BCS allows non-forwarding nodes 
to keep silent all the time and therefore, cannot count them. 
The least residual battery power among backbone nodes and the number of reachable nodes 
can be collected in an aggregation fashion. Observe ~hat the forwarding order of the backbone 
nodes actually builds a forwarding tree rooted from the sink. The report procedure backtracks 
from the leaf of the tree to the sink. An inner forwarding node can first count the minimum 
residual battery level and the number of living nodes rooted under itself, and then send an 
aggregated report to its parent. Since every backbone node is required to keep track all its 
forwarding and non-forwarding children during the backbone election phase, it fairly easy to 
build this reporting order. An inner forwarding node waits until it has received reports from all 
its forwarding children, and then report to its parent. For the leaf forwarding node, it simply 
waits for M ax_W aiLTime after its forwarding, and then makes the report. 
Once the sink has received all the reports from the backbone nodes, it decides the service 
time and sends out it with a final decision packet. The packet is forwarded by backbone nodes 
only to reach the whole network. The backbone election procedure ends here and the nodes 
perform accordingly based their roles in the rest of the round. 
We summarize the last phase Algorithm 4.4. Variables defined in previous algorithms are 
omitted. 
Code for node i: 
int nodesNumber; 
wait for M ax_W aiLTime 
nodesNumber = nonforwardingChildren.size(); //counting non-forwarding children 
if ( forwardingChildren.isEmpty() ){ //leaf forwarding node 
r. minBattery = minBattery; 
} 
r .nodesNumber = nodesNumber; 
send report r to parent 
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Upon receiving a report r from node j: 
if ( minBattery > r.minBattery) 
minBattery = r.minBattery; 
nodesNumber = nodesNumber + r.nodesNumber; 
forwardingChildren.remove(j); 
if ( forwardingChildren.isEmpty()) { 
} 
if ( i==sink){ //node i is the sink node 
if r. nodesNumber is too small 
raise an alarm 
compute service time roundLength 
send decision packet to all children 
}else{ 
} 
r . minBattery = minBattery; 
r .nodesNumber = nodesNumber; 
send report r to parent 
Upon receiving a decision packet d from node j: 
roundLength = d.roundLength; 
if ( inBack bone) 
else 
if (has not forwarded the decision packet) 
forward d; 
terminate as a backbone node 
terminate as a non-backbone node 
Algorithm 4.4 Reporting and final decision phase 
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4.3 Analysis of Backbone Election 
We analyze the time complexity of the backbone algorithm first. The neighborhood dis-
covery can be done in a unit time. It is easy to show that a node v with length k of its 
shortest path to the sink, will receive the forwarding packet within time M ax_W aiLTime · k. 
Because the longest length of a shortest path can not exceed n the electing phase finishes in 
time M ax_W aiLTime · n, where n is the total number of nodes in the network. Obviously, 
the reporting and final decision can be done in O(n) time. So the total time complexity of the 
backbone election algorithm is 0( n). 
In the neighborhood discovering phase, each node sends out exactly one announcement 
packet. In the forwarding phase, each node sends one acknowledge message, and each for-
warding node send out an additional forwarding message. Finally, 2b messages are sent in the 
reporting and final decision phase, where b is the size of the backbone. So the total message 
complexity of the algorithm is 2n + 3b which is also O(n). 
Now we show the correctness of the algorithm. To show that the forwarding nodes indeed 
form a backbone, we need to show they are connected and they cover the whole network if the 
original communication graph is connected. 
Lemma 1 The forwarding nodes in the backbone election algorithm are connected. 
Proof. For each forwarding node, there is a path for the sink to reach it in the subgraph 
induced by all forwarding nodes. Observe that during the backbone election, for each forward-
ing node there is a path along which the forwarding packet initiated from the sink reaches 
that node. And all nodes on the path have forwarded the packet hence they are all forwarding 
nodes. So we conclude that the forwarding nodes are connected. • 
Lemma 2 For a wireless sensor network with communication topology G = (V, E) which 
is strongly connected, the set of forwarding nodes F given by the backbone election algorithm 
satisfies the coverage condition, i.e. 
Vv EV, v E For 3v' E F such that (v,v') EE 
Proof. By induction over the length of the shortest path from the sink s to v. 
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Base case: length(shortesi_path(s, v)) 1. Since s E F and ( s, v) E E, the coverage 
condition holds. 
Inductive hypothesis: Coverage condition holds for all nodes v such that 
length(shortesLpath(s, v)) < k 
Inductive step: length(shortesi_path(s, v)) = k. Suppose the shortest path from s to v is 
s-+ v1 -+ v2 -+ · · · -+ vk-l -+ v. From the inductive hypothesis we know that Vk-l is covered 
by the forwarding nodes. So Vk-l must have received the forwarding packet. Two cases follow: 
1. Node vk-l forwards. Then vk-l E F and (vk_ 1 ,v) EE, the coverage condition holds for 
node v. 
2. Node vk-l does not forward. Because v is a neighbor vk_ 1 , when Vk-l decides not 
to forward, it must have received a forwarding packet which also reaches v, or an ac-
knowledgement packet from v indicating that it has received a forwarding packet from 
somewhere else. In either of the case, there must exist a node v' such that v' E F and 
(v', v) EE. 
So we conclude that the coverage condition holds for v. • 
Follows directly from Lemma 1 and Lemma 2, we have: 
Theorem 1 The forwarding nodes in the backbone election algorithm form a communication 
backbone, if the original communication topology is a connected graph. • 
It is difficult to analyze further in an analytical model the performance our communication 
scheduling scheme. We evaluate the detail performance by simulations in the next chapter. 
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CHAPTER 5. PERFORMANCE EVALUATION 
We evaluate the performance of our proposed scheme by simulations. In this chapter, we 
describe our simulation methodology and then present the results. 
5.1 Simulation Methodology 
For our performance study, we have implemented simulators for BCS, BCS-ACK and GAF 
and used them to compare various performance metrics. We have also implemented a simulator 
for the BASIC scheme with no energy efficiency protocols used, i.e., all sensors in the network 
stay in active all the time. The results from the BASIC scheme serve as the baselines. 
The capabilities and energy model we assumed are based on Mica2 Mote [10]. This hard-
ware is widely used in the wireless sensor network research. The Mica2 Mote is equipped 
with a radio transceiver which has a bit rate of 38.4Kbps and a typical transmission range of 
30 meters [2]. It consumes energy at SlmW, 30mW, 30mW and 0.003mW in transmitting, 
receiving, idling and sleeping states, respectively. We limit the battery supply for each sensor 
to 1501, which means a lifetime of 5000 seconds in idling. 
Our scheme does not depend on GPS or any positioning technique while GAF requires it. 
However, since sensors are assumed to be stationary, once a sensor has acquired its location, 
it can safely turn off the GPS unit. For this sense, we do not model the cost by GPS for GAF 
and simply assume the energy used for location acquisition is negligible. 
Unless otherwise specified, we assume that 1500 sensor nodes are uniformly dispersed into 
a 500 x 500m2 flat field, which roughly gives an average degree of connectivity 16. The sink is 
located at the center of the field with unlimited energy supply. 
To model the effectiveness of sensing coverage, we assume that the events of interests occur 
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at a frequency of 10 times per second, and the events are randomly distributed in the field. 
We also assume the sensing range of the sensor is the same as its transmission range, i.e., 30m. 
Sensors within the radius of 30m around the event can detect it. We assume that there are 
some collaboration protocols employed among the sensors detecting the event, such that only 
the nearest one to the event makes the report. We do not count the cost due to sensing and 
the local collaboration. The size of the reporting data packet is fixed to 2K B. 
We summarize the simulation settings in Table 5.1. 
Table 5.1 Simulation Parameters 
Parameter Value 
field size (m2 ) 500 x 500 
number of nodes 1500 
communication range ( m) 30 
communication bit rate (Kbps) 38.4 
sensing range ( m) 30 
Ptransmit (mW) 81 
Preceive (mW) 30 
Pidle (mW) 30 
Psleep (mW) 0.003 
initial battery capacity ( J) 150 
number of data packets per second 10 
size of the data packet (Byte) 2048 
We are interested in the network lifetime, energy saving, the message delivery ratio, and 
the efficiency of the backbone election under each scheme. For each simulation, we randomly 
generate 10 networks and run each simulator on each network for 25000 simulation seconds. 
The results are averaged and presented as follows. 
5.2 Simulation Results 
5.2.1 Effects of o: Settings 
First, we investigate how o:, from Equation 4.1, affects the network lifetime. Recall that 
when a node receives a forwarding packet during the backbone election procedure, o: is the 
weight assigned to the distance factor in calculating the waiting time for the node, while 1 - o: 
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is the weight assigned to the factor of residual battery power. 
Intuitively, a smaller CY gives the preference to the nodes with more remaining battery power. 
Thus the resulted backbone is less optimized for the backbone size, which means more energy 
dissipation for the network as a whole since there are more active nodes. So it potentially 
shortens the lifetime of the network. However, it also means that the resulted backbone has a 
longer service time since the nodes selected are healthier. So the backbone re-elections happen 
less frequently, and consequently the overhead spent in backbone elections is reduced, so the 
network lifetime may be increased. 
We are interested in finding a balance point for the CY setting which gives the best network 
lifetime. We simulated BCS-ACK with different CY settings ranging from 0.0 to 1.0 with an 
increasing step of 0.1. Results for BCS-ACK of three representative CY settings, 0.1, 0.9 and 0.5, 
which stand for a relatively low value, a relatively high value and a balanced value respectively, 
are shown in Figure 5.1. 
0.8 
0.6 
0.4 
0.2 ---+-- BCS-ACK 0.1 
·····)(····· BCS-ACK 0.5 
* BCS-ACK 0.9 
12000 15000 18000 
Simulation time( sec) 
Figure 5.1 Effects of CY 
The figure shows that while the network life time is fairly constant regardless of the CY 
value, CY = 0.5 gives a slightly longer lifetime than a high or a low CY setting. 
We have done the same experiments for BCS. However, we found that BCS gives the best 
lifetime when CY is set to a higher value of 0.8. This is due to the fact that in BCS, the backbone 
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size is not as small as that of BCS-ACK so there are more space to reduce it by increasing a. 
Based one this observation, we set a to 0.8 and 0.5 for BCS and BCS-ACK respectively in 
the subsequent tests unless stated otherwise. 
5.2.2 Effects on Network Lifetime 
To understand how BCS and BCS-ACK affects the network lifetime, we measure the num-
hers of both the reachable and the survived nodes as functions of the simulation time. Figure 5.2 
and Figure 5.3 show the results for reachable and survived nodes respectively. 
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Figure 5.2 Network lifetime: reachable nodes 
As expected, in BASIC scheme, all nodes die at the same time at about 5000s. This is due 
to the fact that all the nodes stay in active all the time in BASIC scheme so they consume 
energy continuously. The data traffic does not affect the lifetime of each node too much, since 
that over the long time, idle energy dissipation dominates the total energy consumed. 
GAF extends the network lifetime considerably. We observe that the number of survived 
nodes in GAF changes by some regular pattern. It keeps fairly constant for about every 5000s 
and then decreases to lower levels. This is caused by the difference in the number of nodes 
in each grid. Since the grids in GAF are fairly small, given the simulated node density, the 
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Figure 5.3 Network lifetime: nodes survived 
expected number of nodes in each grid is only 
1500 x (3o/v;)2 ~ 1.08 
500 
As a result, even though the network is reasonably dense, there are still many grids containing 
only one node. Nodes in those grids have to keep active all the time. Those nodes will die at 
the end of the first 5000s and leave their grids void. Grids with 2 or more nodes alternate their 
headers so their nodes can live longer. At the end of the second 5000s, all nodes in the grids 
which contain only 2 nodes die, and so forth. This explains why there is a regular pattern in 
the number of survived nodes. 
We also note that the number of reachable nodes in GAF fluctuates during the second 
5000s. That is due to the fact that GAF can not preserve the connectivity of the network 
when it becomes sparse. When lots of grids become void, the connectivity of the network 
depends on which nodes are taking the headers. With some "good" headers, the network 
keeps a pretty good connectivity, while with others being the headers, the network is poorly 
connected. 
Both BCS and BCS-ACK give significantly longer lifetimes than GAF. That is due to their 
smaller number of active nodes comparing to that of GAF so they preserves the energy much 
better. BCS-ACK out performances BCS significantly because in BCS-ACK the backbone size 
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is reduced further. Unlike GAF, the numbers of reachable nodes in both BCS and BCS-ACK 
are strictly decreasing, and they are much higher than that of GAF through out the lifetime. 
This is because both BCS scheme keep the connectivity well among living nodes. We also 
observed that both BCS schemes, the energy consumptions of all nodes are balanced much 
better than GAF so most of nodes stay alive until the very end of the lifetime. 
5.2.3 Effects on Energy Saving 
As pointed out in [24], node life time is a useful measure, but it can be a crude measure of 
actual energy consumption because node life is binary. 1500 about-to-die nodes are considered 
as good as 1500 fresh nodes in such measure. In order to validate the effects on energy saving 
of BCS and BCS-ACK, we measure the two metrics regarding to the battery consumption. 
The first one is the average battery consumption rate ( aer) per node. It measures how fast 
nodes consume energy. This value is computed as follows. Suppose initially the battery level 
for each node is Ei, at a later time t we measure a battery level of En for a node n, then the 
average battery consumption rate at n is given by 
En-Ei 
aern = 
t 
We then compute the average aer for all living nodes as: 
I: aern 
aer= ---
n 
The aer is sampled for every lOOs through out the lifetime of the network. 
The second metric is the total amount of energy remaining of the whole network. This 
gives a sense of the qualities of the survived nodes. 
We present the simulation results of both metrics in Figure 5.4 and Figure 5.5 respectively. 
We observe that in both BCS and BCS-ACK, nodes consume energy at a much lower rate 
than in GAF until the very end of their lifetimes. The increases of aer in both BCS and 
BCS-ACK are due to the hotspot issue in these schemes. Nodes near the sink are hotspot in 
terms of communication. They die faster than nodes in the rest area. When all nodes around 
the sink die, there are still many nodes alive but they are out of reach of the sink. When a 
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Figure 5.4 Energy saving: average energy consumption rate per node 
new round of backbone election begins, those nodes can not receive the forwarding packet so 
they don't know when the end of the election is. Therefore they stay active forever until they 
die. Thus lever the overall aer higher. Addressing the hotspot problem is another interesting 
topic but it is out of the scope of this thesis. 
Figure 5.5 shows that total amount of energy remaining in BCS-ACK is much higher than 
that of the GAF for almost the whole lifetime. While BCS suffers more from the hotspot issue 
and total remaining energy drops below that of GAF at around lOOOOs. But keep in mind that 
at that time only a few nodes are still alive in GAF. 
5.2.4 Effects on Sensing Coverage 
While we have shown that the BCS schemes save energy and extend the lifetime of the 
network significantly, one may wonder whether there is any loss in terms of the quality of 
surveillance. To study the effects of BCS and BCS-ACK on environment monitoring, we 
measure the ratio of the number of successfully delivered packets over the total number of 
occurred events in a given time interval. The ratio is sampled for every lOOs. Figure 5.6 shows 
the simulation result. 
All the four schemes give near 1003 message delivery ratio during the first 5000s. This 
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is expected because no node has died yet for any of the scheme. The ratio of BASIC scheme 
drops to zero at the end of 5000s because all nodes die at that time. The delivery ratio of GAF 
decreases significantly after 5000s. There are two reasons that contribute the drop. Firstly, at 
the end of 5000s, all nodes which are unique in their own grids die. The dead nodes leave vast 
area of the sensing field unattended. So some events are failed to be detected. Secondly, since 
GAF can not preserve the connectivity of the network when it becomes sparse, some messages 
are failed to be delivered because there are no routes from the sources of the messages to the 
sink. We also note that the delivery ratio given by GAF fluctuates almost as the same manner 
as that of the number of its reachable nodes given in Figure 5.2. This is the result of the 
inconsistent connectivity of GAF. 
On the other hand, both BCS and BCS-ACK keep above 903 message delivery ratio until 
near the end of their lifetimes and BCS-ACK stays much longer than BCS. This is because 
that in both BCS schemes most nodes do not die until very end of the network lifetime so it 
provides the best sensing coverage. Also, since they preserve the connectivity nicely almost all 
reports of the detected events are successfully delivered. 
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Figure 5.6 Fraction of successfully delivered packets 
5.2.5 Efficiency of the Proposed Backbone Election Algorithm 
The performance gains of the BCS schemes are mostly contributed by their smaller back-
bone size comparing to that of GAF. Since GAF is more like a clustering approach than a 
backbone algorithm, and there are quite a few virtual backbone scheme in the literature, one 
may wonder how our scheme would perform when comparing with other backbone algorithms. 
While we argue that other backbone election algorithm focus on achieving as small as possible 
of the backbone size rather than balance the battery consumption among all nodes to extend 
the lifetime of the whole network, we also present an comparison of our scheme to one of the 
representative backbone election algorithms, CMIS, given by [18], in terms of the size of the 
backbone. 
We choose CMIS to compare because it is the most recent technique that we are aware, and 
it performs nicely compared with other earlier backbone algorithms, as presented in [18]. In 
our comparison, we fixed the field at 500 x 500m2 , and the communication radius at 30m. We 
then randomly generated a series of networks with a number of uniformly distributed nodes 
varying from 500 to 5000, by an increasing step of 100. The average degrees of the resulted 
networks vary from 5 to 53, which represent networks from fairly sparse to very dense. For the 
network of each size, we repeatedly re-generated it until we get a strongly connected network. 
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Since the BCS schemes are optimized for the network lifetime while CMIS cares only about the 
backbone size, it would be unfair to CMIS if the BCS schemes take into account the battery 
levels of the nodes. For this reason we compare the very first backbones of BCS and BCS-ACK 
only, since at the beginning all nodes have the same battery level, so the effect of battery factor 
is neglected when choosing the backbone nodes. 
The simulation results are shown in Figure 5. 7. 
0.9 
"' 
0.8 
v 
"O 0.7 0 
t:: 
v 0.6 t:: 
0 
~ 0.5 
u 
~ 
.!:) 0.4 4-< 
0 
t:: 0.3 
0 
...... 
...... 0.2 u ~ 
~ 0.1 
0 
D 
Q 
D 
DD 
Cl 
·oo 
Doo 
-+---- BCS 
x ··· BCS-ACK 
···* CMIS 
o GAF 
no.Do 
750 1500 2250 3000 3750 4500 
Number of nodes 
Figure 5. 7 Comparison of the size of the backbones 
We observed that both BCS schemes and CMIS perform much better than GAF in all 
densities. BCS-ACK produces much smaller backbone than BCS, especially for dense networks, 
where it almost reduces the backbone to the half of the size than BCS. This is because in a 
dense network, cases that nodes' 1-hop neighbors are covered by their 2-hop neighbors are 
more common. The performances of BCS-ACK and CMIS are pretty close while BCS-ACK 
outperforms slightly CMIS regardless the density of the network. This demonstrates the high 
efficiency of our backbone election algorithm. 
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CHAPTER 6. CONCLUSION 
Energy conservation is an active area of research in sensors networks. In this thesis, we 
consider the problem of idling energy dissipation and propose a novel backbone-based schedul-
ing approach, which requires only a small subset of sensors to be active at any time. Since 
a majority of sensors can completely turn off their communication units at most of time, the 
proposed scheme is highly effective in reducing energy consumption. Unlike many existing 
schemes, our backbone selection takes only O(n) time and message complexity, where n is the 
number of sensors, yet it is able to produce backbones with smaller size. In particular, our 
approach takes into account the residual battery levels of the sensors in backbone selection. 
As a result, the energy consumption of sensors in the entire network is more balanced. We 
evaluate the performance of the proposed technique using simulation and our extensive studies 
show that it can effectively prolong the life time of the entire sensor network. 
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