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Nonlinearity, mode dispersion and periodicity are intimately tied with the spon-
taneous generation of photon pairs in a nanowaveguide. We explore how the
combination of mode hybridization and nonlinearity structuring can be used to
satisfy phasematching and remove frequency entanglement from spontaneous
down conversion states.
The first device we study is a heralded single photon source based on the
evanescent coupling of a silica microfibre and a lithium niobate waveguide. We
predict this device to be capable of producing heralded single photons with a
purity of 0.95 over a total device length of only 200µm. This is possible due
the dispersion control introduced by the mode hybridisation and the nonlinear
control introduced by an integrated, proton exchanged, channel.
We show how, in a spontaneous four wave mixing source of single photons,
effective modulation of the nonlinearity can be introduced using a two pump
setup where one of the pumps undergoes discrete diffraction. Using an example
system of a silicon rib waveguide we show how purities of 0.997 can be generated
over a 1000µm device length.
Nonlinearity engineering is not limited to localised modulation. Rapid peri-
odic nonlinear modulation also has interesting consequences. We study how
quasi-phasematched waveguides are an example of the more universal phe-
nomenon of parametric resonance. We then develop a spontaneous down con-
iii
version model which can account for some of the more exotic features found in
the classical Mathieu analysis known as ‘Arnold’ tongues and in so doing predict
new regions of phasematching.
Finally, we investigate how beating between phase-mismatched terms of dif-
ferent pump modes at the same frequency can act like a nonlinear grating. In this
case we predict geometric parametric resonance and a larger family of Arnold
tongues. We then introduce our multimode scheme to two different types of real
world waveguide and two types of mode superposition: different order modes of
the same polarisation in a step index fibre and cross polarised modes in a rect-
angular silicon waveguide. We find that while these parametric processes can be
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Harnessing quantum mechanics for computation, communication, and measure-
ment promises dramatic improvements over current, classically rooted, architec-
tures by expanding the phase space that can be explored by physical systems
[1]. A seminal example of the power of quantum information, can be found in
Shor’s algorithm [2, 3], which offers polynomial vs exponential speed over of the
classical alternatives in the prime factorisation of large numbers. Quantum op-
tics as a platform to deliver quantum-enabled technology, shows great promise
due to the simplicity of the constituent components and the possibility of room
temperature operation [4, 5]. Boson sampling, with arrays of linear waveguides
being used to walk photons as they calculate matrix perminants, is lauded as
one of the better candidate algorithms for an initial demonstration of quantum
advantage [6, 7, 8, 9, 10, 11]. In the field of quantum communication light is
a natural choice for the dissemination of ‘flying qubits’ when the transmission
of quantum information over a large distance is required. Such schemes allow
natural use of current fibre optics infrastructure: currently the Chinese Beijing-
Shanghai Trunk line boasts a fibre optic link of over 2000km between Beijing
and Shanghai [12]. Outside of applications in quantum information, states with
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a well-defined number of photons have major meterological applications [13].
Here the quantised nature of the light reduces measurement uncertainty below
the limits set by the Poisson statistics of classical light. All of these fields rely
on the ability to generate single photons reliably and effectively.
Single photons can be generated in a variety of ways, both deterministically
and non-deterministically. Deterministic sources allow photons to be generated
at the press of a button and as such have obvious advantages. Usually variations
on the single emitter principle, these sources involve a quantum system in an
excited state, which can be made to relax under the action of an external control
parameter, releasing a single photon in the process. The single emitter can take
the form of an atom[14, 15], a molecule[16], a quantum dot or well[17, 18, 19],
ions[20], and colour centres[21, 22]. However by nature these usually require
lots of tuning, cooling and/or isolation from sources of decoherence.
Many alternative approaches endeavour to generate photons non determinis-
tically using the intrinsic nonlinearity naturally present in many common optical
materials. These ‘heralded’ sources depend on the random generation of photon
pairs: either with spontaneous four wave mixing or with spontaneous paramet-
ric down conversion. The former originate from a quadratic nonlinear response
to a polarising electric field and the latter from the cubic response. When two
photons are generated spontaneously, a destructive measurement of one photon
in the pair can be made: which allows the randomly generated photon to be
time-stamped. For many quantum optics applications this is enough, though if
not, spacial or temporal multiplexing can be attempted (switching between mul-
tiple simultaneously firing sources or time delays to ensure a continuous stream
of equally spaced single photons).
In this thesis we study pair production in nanophotonic waveguides both
in the context of single photon sources and in the context of parametric res-
2
onance, a novel effect created by periodic nonlinearities. In addition to being
of interest to researchers in the field of integrated quantum optics (creating
optical components and circuits on-chip to aid miniaturisation and the scaling
of complexity), pair generation in waveguides warrants study in its own right.
The tight confinement of light on the nanoscale strongly affects both the linear
and nonlinear properties of light and the correspondingly large evanescent field
allows different waveguides to be coupled. We investigate how the linear dis-
persion of the effective refractive index, which in a nanophotonic waveguide is
strongly geometrically dependent, can be controlled by hybridisation between
modes of coupled waveguides. Within the context of pair generation waveguides
have many other unique and understudied properties. The transfer of power
between waveguide modes can be used to modulate the strength of nonlinear
interactions (being determined by the power with which the waveguide is being
pumped), as can the crystal structure of the nonlinear material when combined
with symmetry properties of waveguide modes. Periodicity, when introduced to
the nonlinear interaction along the length of the waveguide, leads to as-of-yet
unstudied resonance and phasematching phenomena. Parametric resonances
arise from periodic modulation of the nonlinear polarisation. While this can
be produced by manipulating the bulk properties of the waveguide, it is also
generated from the intrinsic beat notes created by exciting multiple waveguide
modes simultaneously.
The structure of the thesis is as follows. After covering the basic physics of di-
electric waveguides and photon pair generation in chapters 2 and 3 respectively,
in chapters 4 and 5 we propose two different methods of producing optimal her-
alded single photons by hybridisation between disparate waveguides: in the first
case a lithium niobate nanowire and a microfibre, and the second rib waveguides
of different widths in a waveguide array. Continuing the theme of longitudinally
3
non-uniform nonlinearity, in chapter 6 we consider the fundamental nature of
introducing periodicity to pair generation in waveguides: expanding the theory
to account for the universal phenomenon of parametric resonance. Finally in
chapter 7 we show how the beating of waveguide mode introduces an implicit





The usefulness of dielectric waveguides is reflected in their variety and disparate
applications across optics: from endoscopic imaging fibres and vast transatlantic
telecommunication fibres, to the nanoscale waveguides which are the focus of
this thesis. In this chapter we trace the basic linear and nonlinear properties of
waveguide modes, drawing on comprehensive texts such as Snyder and Love [23],
Agrawal[24] and Liu[25].We discuss the numerical solution of Maxwell’s equa-
tions which repeatedly appear in our analysis. Next we consider the nonlinear
properties of dielectric waveguides: how three and four wave mixing processes
emerge from the nonlinear components of the polarisation, and the essential
frequency and phasematching conditions which tie them to the linear disper-
sion of the waveguide. Finally we introduce mode hybridisation as a mechanism
for managing the dispersion along with the spacial structure of the confined
light. All of these concepts are integral to the quantum optics which this thesis
examines.
5
2.1 Guided Waveguide Modes
Propagation of light in a non-magnetic medium is given the electromagnetic
wave equation [24]:





D = ε0E + P (2.2)
This equation describes the full four dimensional (3 spacial and 1 time) dy-
namics of light in a medium. In general the polarisation P has a nonlinear
relationship with the electric field E, with even propagation in a vacuum being
weakly nonlinear [26]. This vector field P describes the response of a medium
to an electromagnetic field and is entwined with its atomic physics. However













where the Ej is the jth component of the electric field, χ
(n) is the nth order
susceptibility tensor, r̂i is the Cartesian unit vector, and the Einstein summation
convention is assumed. The nonlinear contributions to the polarisation are weak
and can be treated as a small perturbation ∆P:
P = ε0χijEj r̂i + ∆P. (2.4)
Truncation of P after the linear term by dropping ∆P simplifies the wave equa-
tion into a much more manageable form. This term will be reintroduced later
as a source of coupling between linear modes of different frequencies .
The essence of a dielectric waveguide is a two dimensional well, created by
regions of higher refractive index, which confine the light to propagating along a
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third dimension (‘waves in a 2d box’). For a nanophotonic waveguide the trans-
verse dimensions of this confining region are sub micron; usually significantly
less than the operating wavelength, (typically the length of the waveguide in z
will be on the order of hundreds of microns). Despite being larger, longer and
having weaker confinement, many of the same principles apply to fibres. These
can have lengths of the order of kilometres.
Assuming (instantaneous) linear polarisation and homogeneity in z, the gen-
eral solution for the electric and H field of light confined to a waveguide can be
written:
















i(βjz−ωt)ej(x, y, ω) + c.c, (2.5)
















i(βjz−ωt)hj(x, y, ω) + c.c. (2.6)
Here the transverse modal field profiles et(x, y, ω, β) and ht(x, y, ω, β), and the
propagation constant β satisfy the eigenvalue equations [27]:
(∇2t + k20n2(x, y, ω)− β2)et = −∇t(et · ∇t lnn2(x, y, ω)) (2.7)
(∇2t + k20n2(x, y, ω)− β2)ht = (∇t ∧ ht) ∧∇t lnn2(x, y, ω) (2.8)
The field amplitude and normalisation coefficients aj(ω) and Nj respectively,
are set by the boundary conditions, to which we return in Eqns.2.10-2.12 . Fig.
2.1 demonstrates a selection of modal field profiles for the three guided modes of
a simple silicon on insulator waveguide along with their propagation constants
and effective refractive indices. This effective refractive index, defined from the
propagation constant β and the free space wavenumber, is given:
β = neffk0, (2.9)
where k0 =
2π
λ . This property lies between the maximum index of the waveguide
core and the maximum index of the continuum (in this case the silica [insulator]
7
neff = 2.61 
neff = 1.54 






Figure 2.1: Transverse modal field profiles found by numerically solving Eqn. 2.8
for a rectangular silicon-on-insulator waveguide. Here the blue background indi-
cates the refractive index, the contours mapped to orange-purple represent the
electric field and the blue-yellow contours give the H field.
substrate). The effective index neff then creates an intuitive way of plotting the
dispersion of the waveguide, giving a feel for important properties such as mode
cutoff; as in the silicon-on-insulator example where the effective index plunges
below the refractive index of silica.
The plotted fields display many of the features characteristic to nanowaveg-
uides. Strong confinement caused by large refractive index contrasts and sub-
wavelength dimensions, create large evanescent tails that extend beyond the
waveguide. Additionally, the rectangular form factor and strong geometric de-
pendency of the waveguide properties introduce significant birefringence to this
device. This ability to excite modes in opposite polarisations with different
phase velocities is an essential property, which we shall use in chapter 7 to
introduce controllable beating between waveguide modes.
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The boundary conditions are introduced to the waveguide modes by the





















Here Pz(ω) is the average instantaneous power at a given frequency ω. Unless
explicitly stated otherwise we use this normalisation throughout the following
work. Under such normalisation the waveguide modes form a Hilbert space in
which the classical light lives [28]. This naturally integrates with a quantum
optical theory. In the next chapter we introduce commutation relations to turn
the classical amplitudes into creation and annihilation operators. These quan-
tum mechanical operators, which will replace the classical fields, have a closely
related form which requiring both the mode profile and the propagation con-
stant. Such classical properties of the waveguide will repeatedly appear in and
determine the properties of the spontaneously generated photon pairs.
The orthogonality of waveguide modes is broken by perturbations to the
polarisation, both of linear and nonlinear variety. These perturbations cause







dxdy e∗j ·∆P, (2.13)
Here we see that the interaction between waveguide modes depends on both the
spacial overlap and the propagation constant. This coupling is at the heart of
nonlinear frequency generation and the mode hybridisation which will be con-
sidered later in this chapter. To have non-zero coupling the spacial profile of
the waveguide modes must overlap without vanishing because of symmetries
9
inherent to the interacting modes. Similarly coupling cannot occur if the vec-
tor ej and ∆P are orthogonal. This implies that cross polarised modes cannot
interact (note this is not generally the case since the susceptibility associated
with ∆P can have off-diagonal components). In addition to the overlap, in-
teraction between the mode amplitudes depends on the phases of the jth field:
φ = (βj(ω)z − ωt), and the polarisation ∆P. These demand that the left and
right hand sides of equation 2.13 must be phasematched: a vital concept for
both linear and nonlinear interactions.
Much of the work that follows, despite it’s quantum optics nature, is essen-
tially a consequence of manipulating the parameters and boundary conditions
of the two key equations in this section: 2.8 and 2.13.
2.2 Numerical Solution of Waveguide Modes
Numerical solution of Eqn. 2.8 can be accomplished with a variety of algorithms
[29] already implemented in different proprietary and open source packages.
Nevertheless a simple home-brew mode solver can provide all the necessary
speed and accuracy without shackling the user to opaque code and/or convoluted
licensing. In this thesis we principally employ a Python implementation [30] of
the finite difference method published by Zhu and Brown [31]. This particular
algorithm is suited to implementation with high level programming languages
as it allows syntax which is very transparent to the underlying maths.
The finite difference method discretises the Helmholtz equation (Eqn. 2.8)
across a regular grid with spacings of ∆x and ∆y between points. This allows
the derivatives in x and y to be approximated with finite difference operators
creating an eigenproblem which can be solved numerically. One key advantage
of this method, is the ability to co-opt mature Python libraries such as Pillow,
10
designed for creating and manipulating bitmap images, to easily build complex
waveguide geometries. The forward difference operators, acting on a contracted




















−1 . . .






where Ux and Uy denote the x and y derivatives respectively. The spacings
between the diagonals of the y derivative are equal to the number of x grid

















Here the index i runs over the whole grid and has a size x dim.× y dim.. The
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terms of the matrix P̂ can be written:
P̂ ixx = −k−20 V̂xÛyÛxε̂−1rz V̂y + (ε̂ry + k−20 V̂xÛy)(k20 Î + Ûyε−1rz V̂y), (2.17)
P̂ iyy = −k−20 V̂yÛxÛy ε̂−1rz V̂x + (ε̂rx + k−20 V̂yÛx)(k20 Î + Ûxε−1rz V̂x), (2.18)
P̂ ixy = −(ε̂ry + k−20 V̂xÛx)Ûy ε̂−1rz V̂x + k−20 V̂xÛx(k20 Î + Ûxε̂−1rz V̂x), (2.19)
P̂ iyx = −(ε̂rx + k−20 V̂yÛy)Ûxε̂−1rz V̂y + k−20 V̂yÛy(k20 Î + Ûy ε̂−1rz V̂y), (2.20)
where V̂x = −ÛTx and V̂y = −ÛTy (Yee’s mesh). The diagonal components of the
permeability tensor ε̂rx,ε̂ry and ε̂rz reflect that this particular formulism allows
for anisotropic dielectrics. This is important for modelling materials with χ(2)
nonlinearity which is intrinsically accompanied by linear anisotropy.
A single sparse matrix can be constructed from P̂ by contracting the index i.
Fig. 2.2 shows the structure of this matrix P̂ when assembled for a small 13×13
grid. Here we can see the eigenproblem has a very sparse structure allowing
optimised linear algebra libraries such as ARPACK [33] and SLEPC [34] to be
used.
Finite difference solvers such as the one described here perform surprisingly
well; however they discretise Maxwell’s equations onto a regular rectangular grid.
The issues with this are exemplified by structures in which the electric field is
concentrated into a small area, such as waveguides with sharp corners and/or
high refractive index contrasts. Here the electric field can become concentrated
into a few pixels, which sullies the accuracy of the output. Furthermore, finite
difference discretisation can make fine tuning of geometrical parameters prob-
lematic since lengths snap to the multiples of the lengths ∆x and ∆y (this issue
can be partially solved by introducing a blur to hard edges).
With the exception of Chapter 4, in which the commercial package Com-
sol Multiphysics was employed, all of the mode profiles in this document were
calculated with this finite difference method.
12








Figure 2.2: Sparsity structure of finite difference eigenproblem. Here the matrix
P is plotted for a very small grid 13x13.
2.3 Nonlinear Dielectrics, Down Conversion and
Four Wave Mixing
The nonlinear terms in Eqn. 2.3 represent parametric multi-photon scattering
processes in the medium. These terms allow frequency conversion: coupling
between different frequency waves propagating along the waveguide. Parametric
down conversion is an example of a nonlinear frequency conversion process which
arises from the χ(2) nonlinearity. In this interaction a high frequency pump is
converted into two waves of lower frequency. This requires certain conservation
conditions, shown by the schematic in Fig. 2.3a, to be met. First is the sum
13
ωω0 ω0 + Ωω0 - Ω
βs
βiβp1 = β0 + κ 
βp1 = β0 - κ 






Figure 2.3: Schematics of frequency and phasematching conditions for three
wave mixing and four wave mixing. The signal and idler photons are produced
symmetrically about the central pump and mismatch in propagation constant
β is zero.
frequency generation condition:
ωp = ωs + ωi, (2.21)
where ωp, ωs and ωi are the frequencies historically labelled the pump, signal and
idler respectively. This condition describes conservation of energy on a single
photon level. Substituting an ansatz containing all three modes into Eqn. 2.13,
14




























These equations contain a phase detuning factor ∆β which represents the mis-
matching in momentum between the three interacting waves. This causes fast
phase oscillations which on average cancel themselves out: preventing transfer of
power between the pump, signal, and idler. Thus the second key condition that
the three waves must satisfy for parametric down conversion is the phasematch-
ing condition: ∆β = 0 (also illustrated by the schematic in Fig.2.3). Assuming
an undepleted pump |ap|2 = const and phasematching ∆β = 0, the general
solution of these equations can be written:
















where Pz(ωn) is the total power in each mode at z = 0. Here we see that,
classically, exponential growth of the field requires a non zero amplitude seed in
one or more of the signal and idler modes. In reality this process can be seeded
by the vacuum fluctuations. This requires a quantum mechanical description of
the signal and idler fields. Chapters 3, 4 and 6 discuss spontaneous parametric
down conversion as a means of producing photon pairs.
χ(2) nonlinearity is special. The Von Neumann symmetry argument [38]
constrains strong χ(2) nonlinearity to materials without inversion symmetry (in
15
principle higher order quadropole contributions, which contain spacial deriva-
tives, can contribute weakly to the bulk second order nonlinearity in these ma-
terials [39]). Consequently many common optical materials, particularly glasses
such as silica, have very weak second order nonlinearity due to their amorphous
crystal structure. This limits the construction of waveguides for parametric
down conversion to a handful of crystals such as lithium niobate, potassium
titanyl phosphate or barium borate [40]. The specialness of χ(2) is also an
advantage: changing the crystal structure of the material by proton exchange
annealing [41, 42] or some other process, can be used to annul or flip the sign
of the nonlinearity. Chapter 4 contains more detailed discussion and introduces
a novel method of tapering the nonlinearity to garner control over the spectral
properties of the signal and idler. In addition crystal poling techniques can be
used for introducing a periodic grating to the χ(2) nonlinearity as a means of
changing the phasematching [43]. In chapter 6 we examine in more detail the
consequences of this type of nonlinear structuring.
The second important frequency generation process to consider is four wave
mixing, where four waves interact rather than three. Created by the χ(3) nonlin-
earity this process is generally weaker than three wave mixing but can be present
for all of the crystal symmetry groups. This creates a wider range of materials
with which waveguides can be constructed including those compatible with on
chip semiconductor technologies. Four wave mixing allows generation of signal
and idler using two rather than one pump. The frequency and phasematching
conditions are given:
0 = ωp1 + ωp2 − ωs − ωi (2.29)
0 = βp1 + βp2 − βs − βi. (2.30)
which gives rise to the alternative schematic shown in Fig. 2.3 for the degen-
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erate (ωp1 = ωp2) version of this process. Here the pump frequencies lie di-
rectly between the signal and idler frequencies. One immediate and important
consequence which follows from this is self phase modulation: automatically
phasematched four wave mixing when ωp1 = ωp2 = ωs = ωi. In chapter 7 we
introduce a more detailed discussion of four wave mixing and self phase modu-
lation. In many circumstances four wave mixing can be used as an alternative
to down conversion. However a major disadvantage is the inability to structure
the nonlinear susceptibility. This is a problem we address in Chapter 5 in which
we introduce a novel solution by controlling the spacial dynamics of the pump.
2.4 Directional Couplers and Mode Hybridisation
We have discussed some general properties of waveguides and how their modes
can be numerically solved. Furthermore, we have discussed how nonlinear effects
require phasematching for resonant frequency conversion. To achieve phase-
matching for specific wavelengths, control over the dispersion is required. Mode
hybridisation provides that control and as an additional bonus mode hybridisa-
tion affects the spacial structure of the light: influencing the nonlinear couplings
and adding an additional degree of control.
The definition of hybrid mode is a somewhat artificial one and results from
partitioning a two dimensional waveguide system into coupled componants. This
may be further explained by considering a simple directional coupler. The basic
device consists of a pair of identical waveguides such as those plotted in Fig.2.1
brought into close enough proximity that the evanescent fields overlap. Like any
other waveguide system this may be studied by honestly computing the modes of
the composite system. Alternatively we can treat the waveguides individually:
introducing the partner waveguide as an external perturbation via Eqn. 2.13.
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where a1 and a2 are the mode amplitudes of the field in the two waveguides and
C is the coupling constant derived from the integral overlap of the two modes.








[a1 − a2]. (2.33)
This leads to sinusoidal oscillations of a1(z) and a2(z) with a period of
2π
C . The












(e1 − e2), (2.35)
where β0, e1 and e2 are the propagation constant and field profiles of the two
individual waveguides. In the composite basis these supermodes are just two
ordinary modes which are symmetrically split about an average point β0.
Fig. 2.4 shows mode profiles and effective indices of two supermodes as the
transverse separation S and hence the coupling strength is changed between 0
and 0.8µm. The coupled oscillator model is only valid in the symmetric splitting
region and we cannot easily switch between the two basis’. Beyond this the
modes hybridise strongly until the point where the two arms of the coupler are
no longer distinct structures: the even supermode becomes a fundamental mode
and the odd supermode becomes a higher order mode. Nevertheless, even here
the excitation of both modes causes spacial oscillation leading to richer physics
in multimode waveguides.
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Figure 2.4: Effective index sweep of directional coupler as a function of inter-
waveguide separation S. Here the orange curve and the top modal profile show
the symmetric supermode and the blue curve indicates the antisymmetric su-
permode.
Over the duration of this work we will repeatedly return to this concept as a
means of controlling both the dispersion of composite waveguides and the longi-
tudinal structure of the light propagating within them. In chapter 4 we discuss
pair generation in a hybrid waveguide with two waveguides both geometrically
and materially very different. Here the hybridisation is used to control the dis-
persion. In chapter 5 we introduce a waveguide array system; in this case the
spacial beating of the light is used to remove correlations between photon pairs
in the individual coupler basis. Finally in chapter 7 we discuss waveguides which
are by no stretch of the imagination composite structures (unless you happen
to work in the field of photonic lanterns! [44]). Here the spacial beating of light






Sources and Photon Pair
Generation
Light in its classical form does not have a well-defined number of photons.
This makes generating it photon by photon challenging. Even classical light
(a coherent state) that has been attenuated to contain on average just one
photon, when measured, is just as likely to have no photons at all, (the quantum
vacuum,) as a single photon. So producing good single photons for applications
in quantum information or technology, requires some more nuanced physics.
The most popular and reliable technique is the heralded single photon source.
Sources of this nature employ pair generation via spontaneous down conversion
or spontaneous four wave mixing: quantum mechanical counterparts to the
nonlinear process introduced in the previous chapter. These quantum optical
processes squeeze signal and idler photons, ex nihilo, in pairs from the electro-
magnetic vacuum. The number correlations between the signal and idler photons
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are a consequence of the energy conservation. (This is implied by introducing a
multiplier of h̄ to the frequency matching condition by: h̄ωp = h̄ωs+h̄ωi.) Single
photons can then be produced by introducing measurement to the spontaneous
down conversion output.
In this Chapter we introduce the background quantum optics associated with
spontaneous down conversion. We discuss the electromagnetic field operators
for light in guided waveguide modes and apply these operators to the nonlinear
interaction Hamiltonian for spontaneous down conversion. We then explore the
details of heralding, the properties this imprints on the generated state, and
the attributes waveguide modes must possess to produce the purest photons.
Finally we consider spacial propagation of spontaneous down conversion states
and how spontaneous generation can be viewed as resonant delocalisation within
the Glauber-Fock lattice model.
3.1 Electromagnetic Field Operators and Photons
The quantisation of the electromagnetic field in free space introduces photons
as the fundamental unit of light. This canonical quantisation is well established
and can be found in many textbooks (see Loudon [45] for example). In a waveg-
uide the quantisation procedure is more complex: a fascinating and in-depth
treatment of this can be found in Luks and Perinova [46]. However, to main-
tain momentum, we begin with the electromagnetic field operators for light in
a waveguide. In this picture Maxwell’s equations subside to the Heisenberg re-
lations and the quantum state of the system is described by Fock space vectors.
In the case of a multimode waveguide, the electromagnetic operators may be
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ei(βiz−ωt)ei(x, y)âi(ω) +H.c., (3.4)









ei(βiz−ωt)hi(x, y)âi(ω) +H.c. (3.5)
Here the Hamiltonian Hem describes the electromagnetic energy for a dispersion
free, linear medium of a fixed volume. Ô(t) is some time dependent operator
such as the field operators Ê,D̂, B̂ and Ĥ. These operators give the electric,
electric displacement, magnetic, and H fields respectively and contain many of
the classical properties of the waveguide modes, including both the propagation
constant βi and the field profiles ei(x, y), hi(x, y). By way of similar analogue




dxdy ei(x, y) ∧ hi(x, y) + c.c, (3.6)
reflecting the orthogonality condition of the classical modes.
Crucially the field operators contain boson creation and annihilation opera-
tors. These operators obey the commutation relations:
[a†i (ω), aj(ω
′)] = δij(ω − ω′) (3.7)
and describe production and destruction of the equally spaced quanta which
constitute the electromagnetic field. Photons! The number of photons is repre-
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sented in Fock space which is modified by the action of the operators:
â†(ω) |vac〉 = |1〉ω , (3.8)
â(ω) |1〉ω = |vac〉 . (3.9)
Here the operators are acting on single frequency and generate or anihilate one
photon per unit bandwidth. A photon can contain many frequency components
allowing it to be written:
|ψ〉 =
∫
dωf(ω) |1〉ω , (3.10)
where |f(ω)|2 is normalised to unity. States containing many frequencies have a
reduced bandwidth in time, a useful property for a photon source which permits
faster repetition rates. Thus the possibility of broadband single photons is a
major advantage of heralded sources.
3.2 Spontaneous Down Conversion
The canonical quantisation of the electromagnetic field lays out the linear prop-
erties of the field. Nonlinear ingredients are added with the interaction picture.
To achieve this, operators satisfying linear Hamiltonian are used to construct an
additional non-canonical Hamiltonian, (representing the nonlinear contribution
to the polarisation,) and evolve time-dependent state vectors via the Schrödinger
equation. Perturbation analysis of this equation [50, 51] can then be used to
produce the widely employed state vector for spontaneous down conversion, as
we shall now show.
The nonlinear interaction Hamiltonian can be written [52]:
Ĥnl =
∫
dV Ê(t) ·Pnl(Ê(t)), (3.11)
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where Ê(t) is the canonical electric field operator described in the previous sec-
tion and Pnl is the nonlinear contribution to the polarisation. As before, the
nonlinear polarisation of a χ(2) material can be approximated with the corre-
sponding Taylor expansion term:
Ĥnl = ε0
∫
dV Ê(t) · χ(2)...Ê(t)Ê(t). (3.12)
Here the Hamiltonian operator Ĥnl is Hermitian, consequently the χ(2) tensor
(which in general depends on the frequencies present in the electric fields), must
also be a Hermitian operator. Since we assume an instantaneous nonlinear
response and no two-photon absorption, the nonlinear susceptibility is simply





|ψ(t)〉 = Ĥnl(t) |ψ(t)〉 . (3.13)
Now we can apply a perturbation theory: expanding |ψ(t)〉 into more man-
ageable chunks of descending importance with a Dyson series expansion. This
expansion allows the state vector |ψ(t)〉 to be defined in terms of an evolution
operator acting on the initial boundary conditions, |ψ(t)〉 = U(t, t0) |ψ(t0)〉,
which can be expressed as the sum of ascendantly time-ordered operators [53]:














Photon pairs appear within the first non-trivial term of this series. This will
be by the substitution of an explicit expression for the interaction Hamiltonian.
First though, the electromagnetic field must be partitioned into the pump, signal
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and idler modes:



















Here the operators are assumed not to overlap in frequency; therefore the signal
and idler modes automatically commute. The pump field is assumed to be a
bright light field, with an amplitude α(ωp), which remains undepleted by the
generation of signal and idler photons and the appropriate classical normalisa-
tion can be applied. This resulting state has 216 terms including degeneracies.
Most of these can be eliminated. We assume any classical effects such as second
harmonic generation will not be phasematched, eliminating any terms O(â).
Terms O(â3) containing three quantised modes will be too weak to be observed.
Additionally, by applying sufficiently large bounds to the time integration, any
non-frequency-matched terms will average out to zero. (For simplicity we drop
these from the integrand.) Thus after accounting for degeneracy only two terms
remain:



















dxdy ep(x, y) · χ(2)
...e∗s(x, y)e
∗
i (x, y), (3.20)
∆ω = ωp − ωs − ωi, (3.21)
∆β = βp − βs − βi. (3.22)
Integrating over all time (t >> 1σ where σ is the bandwidth of α(ωp)) and pump
frequencies, the time dependence is removed and we can write the final state as
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a function of waveguide length L:











Here we have a state |ψ2〉 which describes the generation of a pair of photons
in the signal and idler modes. Our state vector contains a two dimensional
frequency envelope (product of the pump function α(ωs, ωi) and Φ(ωs, ωi)): the
joint spectral amplitude.
f(ωs, ωi) = α(ωs, ωi)Φ(ωs, ωi). (3.26)
In general this function correlates the generated photon pair in frequency.
This is a consequence of the dispersion of α(ωs, ωi) and Φ(ωs, ωi) in the sig-
nal/idler frequency plane, whose maxima, specified by the frequency and phase-
matching conditions, are respectively anticorrelated and dependent on the group
velocity.
|ψ2〉 is only an approximate state. At the higher order, truncated terms
of U(L), contain many other effects. In the context of heralded single photon
sources, the most important of these is the generation of multiple photon pairs.
Therefore when operating heralded single sources, care must be taken to limit
the generation probability and prevent these multiple generation events. In
Appendix B we explicitly outline the relationship between the physical param-
eters (such as the pulse energy) and the pair generation probability for an ideal
spontaneous down conversion source.
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Figure 3.1: Schematic of the heralding measurement. A succesful thresh-
old measurement of the heralding photon collapses the two mode state
p(n) |n, n〉 〈n, n|(on the left) onto the state p(n) |n〉 〈n| (on the right) .
3.3 Heralding Purity of Spontaneous Down
Conversion
The heralded single photon source operates by conditioning on a measurement
of the state |ψ2〉. The measurement of a herald photon, for example the signal,
announces the generation of its twin which can be timestamped and fed into an
experiment. Fig. 3.1 shows a schematic of the heralding detection on the initial
spontaneous down conversion output state. This event while still random, (we do
not know exactly when a photon pair will be generated and heralded,) eliminates
the possibility of no photon at all: partial collapsing the state |ψ2〉. Assuming
no number resolving capability of the detector, the outcome of a measurement
becomes binary: a ‘click’ or ‘no click’. A click projects the idler photon into
a state which approximates to a single photon; (the converse is not necessarily
true since it must take into account the complexity of detector efficiencies and
dark counts). This approximation reflects the truncation of Eqn. 3.14 and can
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be improved by reducing the power of the pump. However this trades with
generation rate reductions: a fundamental limit to heralding sources.
The heralding measurement can be described by tracing out the signal pho-
ton over the spontaneous down conversion density matrix. In general this op-
eration will project the idler photon into a mixed state. To calculate this pro-
jection it is conventional to apply the Schmidt decomposition theorem to the
state |ψ2〉. This theorem allows a bipartite Hilbert space to be expressed as the




bk |uk〉 |vk〉 , (3.27)













k = δjk (3.30)





|bk|2 |vk〉 〈vk| (3.31)
The degree to which the final state is a mixed state can be ascertained from
its purity P. This is defined by tracing the square of the density matrix, and
reduces to the Schmidt number [57]:







Thus a spectrally pure state is one with only one non zero bk coefficent. This
general measure of the spectral properties of a single photon is also a proxy for
the visibility of Hong-Ou-Mandel interference[58, 59, 60]: the two often being
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used interchangeably. Not only does this provide a method of measuring the
spectral purity: its place at the heart of linear optical quantum computing
[61, 62] is one of the reasons high purity photons are necessary.
3.4 Joint Spectra and Purity Optimisation
Maximum purity of the heralded photon requires maximum separability of the
joint spectral amplitude f(ωs, ωi). Both of these functions contain intrinsic
correlations between the signal and idler frequencies and an optimal state is one
in which they work in tandem to annul the frequency correlations present in
each.
Fig. 3.2 shows a schematic of how the phasematching function Φ(ωs, ωi) mul-
tiplies with the pump function α(ωs, ωi) to produce the joint spectral amplitude.
The degree to which frequency correlations are present in this product depends
on several factors. Foremost is the the bandwidth of the two functions σΦ and
σp, and angle θ with which the two functions intersect: poor management of
these parameters causes elliptical smearing (as shown in this figure).
Matching the bandwidth is straightforward; σΦ is determined by the length
of the device and the pump bandwidth σp is a free parameter which can be ad-
justed accordingly. The intersection angle θ is a more challenging parameter to
tune and requires control over the dispersion of β to rotate the phasematching
contour relative to the fixed frequency matching contour. This constrains the
group velocities of the three modes [63, 64, 65]. To demonstrate, start with an
arbitrary point on the phasematching curve. As we step along the phasematch-
ing contour by a very small amount δωs and δωi we have:
0 = βp(ωs + ωi) + δβp − β(ωs)− δβs − β(ωi)− δβi, (3.33)







Figure 3.2: Schematic of the joint spectral amplitude. Here the pump function
α(ωs, ωi) with a bandwidth of σp is indicated in blue, the phasematching function
Φ(ωs, ωi) with width σΦ in yellow, and the joint spectral amplitude f(ωs, ωi) in
green. The angle of intersection between the two functions is given by θ (in





is the frequency derivative of the propagation constant. Since the
frequency matching contour has a gradient of −1, to ensure the phasematching












Any set of propagation constants which satisfy this equation are constrained by
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because of the frequency ordering: ωp > ωs, ωi, this can prove an unnatural
constraint without dispersion control.
The second step to achieving the ultimate purity is to produce a phase-
matching function which does not contain higher order lobes (such as those in
Fig. 3.2), and matches the functional form of the pump. For example the pump
function α(ωs, ωi) is usually assumed to be a Gaussian function, (alternatively
sech pulses could be used.) Therefore for the greatest purity the phasematching
function Φ(ωs, ωi) must also be a Gaussian. However the solution of equation
3.25 for a constant nonlinearity profile is a sinc function [51, 66]:
Φ(ωs, ωi) = γspdce
i∆βL/2L sinc (∆βL/2) , (3.38)
therefore to remove correlations from the joint spectral amplitude longitudinal
control of the nonlinear coefficient γspdc is essential. In our thesis we will propose
several new methods of achieving this.
3.5 Numerical Propagators and Glauber-Fock
Lattices
Pair generation for heralded single photon sources can be described satisfactorily
using the perturbation theory described above. However, once the assumptions
used to derive |ψ2〉 are relaxed, a slightly different picture of spontaneous down
conversion is required.
Arguably the dynamics of light in a waveguide is a spacial rather than a
temporal problem. It has been known since the late 1980s that spacial ana-
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logues exist for the Schrödinger equation using ‘Hamiltonians’ (really momen-
tum propagators) based on the Poynting vector rather than the energy density
[67, 68, 69, 70]. This method neatly ties with the classical equations for spon-
taneous down conversion. We can derive the Hamiltonian from Eqns. 2.22 -
2.26 by assuming an undepleted pump and transforming the field amplitudes:
as →
√
h̄ωsãs and as →
√
h̄ωiãi [71]. With the help of Hamilton’s equations we
can write:












where Hnl propagates the state of the system via the Schrödinger equation:
− ih̄d |ψ(z)〉
dz
= Hnl |ψ(z)〉 . (3.42)
As before, this equation can be solved using perturbation theory to produce an
equivalent state vector to |ψ2〉. However this formalism also provides a useful
alternative means of modelling spontaneous down conversion when the pertur-
bation theory breaks down. In chapter 6 we use a semi-infinite set of coupled
oscillator equations to model spontaneous down conversion. These equations
can be generated by introducing a spacial propagator:
|ψ(z0, z)〉 = Û(z0, z) |ψ0〉 . (3.43)
For the spontaneous down conversion Hamiltonian in Eqn.3.42 the operator
Û(z0, z) can be written:
Û(z, z0) =
∑
Un(z0, z) |n〉s 〈n|s ⊗ |n〉i 〈n|i , (3.44)
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i∆βzUm−1 + (m+ 1)γspdce
−i∆βzUm+1. (3.45)
This is known as a Glauber-Fock lattice. Lattices of this form originate in
the description of electrons in a periodic potential under the action of an ex-
ternal electric field [72] but have also been studied in classical optical systems
[73, 74, 75, 76] in addition to solid state physics. Rather than propagating
in delocalised Bloch modes electrons (or other waves) begin locally occilating.
In quantum optics while both Fock and squeezed states are also know to ex-
ibit Wannier-Stark-like periodic revivals when undergoing unphasematched fre-
qunecy generation [77, 78, 79, 80], in spontaneous down conversion the converse
behaviour is more interesting. Resonant spontaneous down conversion corre-
sponds to transport across the lattice (higher order Um coefficents correspond
to brighter spontaneous down conversion states). This is resonant delocalisa-
tion: a theme which we will pick up once more in Chapter 6 as a criterion for
spontaneous down conversion.
3.6 Summary
To summarise we have considered the basic theory of spontaneous down con-
version both from the perspective of photon pair states for heralding and more
generic spacial propagation. We have examined some of the details associated
with the production of spectrally pure single photons and asserted the connec-
tions, between the dispersion of waveguide modes, the longitudinal profile of the
nonlinearity, and the purity of single photons.
In addition, we have introduced a spontaneous down conversion Hamiltonian
which emerges naturally from the classical coupled amplitude equations and
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evolves the system in space. For the sake of brevity we have omitted spontaneous
four wave mixing from this chapter. However where it appears, in chapters 5






Structures as High Purity
Heralded Single Photon
Sources
In this chapter, we propose a compact, fibre-integrated architecture for photon-
pair generation by parametric downconversion with a high degree of flexibility
in the properties of the photons produced. Our approach is based on a thin
film lithium niobate nanowaveguide, evanescently coupled to a tapered silica
microfibre. We demonstrate how controllable mode hybridisation between the
fibre and waveguide yields control over the joint spectrum of the photon pairs.
We also investigate how independent engineering of the linear and nonlinear
properties of the structure can be achieved through the addition of a tapered,
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proton exchanged layer to the waveguide. This allows further refinement of the
joint spectrum through custom profiling of the effective nonlinearity, drastically
improving the purity of the heralded photons. We give details of a source design
capable of generating heralded single photons in the telecom wavelength range
with purity of at least 0.95, and provide a feasible fabrication methodology.
Much of this chapter has been copied verbatim from the (published) manuscript
of the same name [81]. All of the theoretical work was carried out by myself, with
the exception of FDTD simulations of the coupling loss which were performed by
Dr Wei Ding1. All of the figures were originally prepared by myself with excep-
tion of Fig. 4.1. The writing and editing of the manuscript was primarily done
by myself and Dr Andrey Gorbach2 with contributions by Dr Peter Moseley2
to the introduction and Dr Ding for the fabrication details and Fig.4.1. Editing
and restructuring have been introduced, including section headings, some addi-
tional paragraphs and figure reshaping, to improve general integration with the
rest of this thesis.
4.1 Introduction
Considerable progress has been made in developing sources of heralded single
photons based on spontaneous parametric down conversion. These sources are
attractive not only due to their ability to deliver high count rates, but also
because they work at room temperature and pressure. Early implementations
used free-space components [58, 82], however the drive towards integrated optics
has led to the development of guided-wave SPDC sources that demonstrate
higher efficiencies and require lower pump powers [83, 84].
1Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China
2Centre for Photonics and Photonic Materials, Department of Physics, University of Bath,
Bath BA27AY, UK
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Figure 4.1: Microfibre-nanowaveguide hybrid structure: a silica microfibre of
diameter D is attached to a ’floating’ LN waveguide of height H and width W.
The additional proton exchanged channel of height d and variable width w(y)
is introduced in the waveguide.
Despite their success these approaches have their limitations. Integration
of SPDC sources into large-scale devices requires miniaturization, and even in
fibre-pigtailed waveguide devices the periodic poling required to achieve phase-
matching imposes a minimum device length of several millimetres. Furthermore,
waveguide out-coupling efficiency can be limited as the photon pairs produced
often do not match well to single-mode optical fibre [85]. The device we propose
in this chapter has a fibre intrinsic to its design, and with appropriate adiabatic
out-coupling delivers the generated photons directly into the fibre modes.
In the previous chapter we discussed the impact of frequency correlations
between the signal and idler in the joint spectrum. While tight spectral filtering
[86] can be introduced to the phasematching function to prevent the intrinsic
correlations, ( which might occur due to the relative orientation of the phase-
matching contour to frequency matching contour,) from muddying the purity
of heralded photons, this significantly reduces the heralding efficiency[87]. Con-
39
trol over dispersion helps rectify this problem and high purity single photon
sources, as demonstrated both in bulk crystals and quasi-phase-matched waveg-
uides [59, 88, 89, 90, 91], can be achieved. Ultimately however, control over
an additional degree of freedom – the magnitude of the nonlinearity – is re-
quired, to achieve the maximum purities. For example, modulating the duty
cycle of periodically-poled waveguides can produce apodisation of the effective
nonlinearity in the direction of propagation, at the cost of significantly reduced
effective interaction length and longer devices [92, 93]. In our device the non-
linearity can be continuously engineered and is not limited by the duty cycle of
the poling in the same manner.
In this chapter we propose an ultra compact and efficient source of sponta-
neous down conversion photons by hybridising a silica microfibre with a lithium
niobate thin film (LNOI) [94] nanowaveguide which contains an integrated shal-
low proton exchanged (PE) channel[95] as shown in Fig 4.1. This combines
flexible phasematching properties which can be achieved by the mode hybridi-
sation with the nonlinear control that can be achieved by transversal (rather
than longitudinal in the case of periodically poled waveguides) nanostructuring
of the χ(2) nonlinearity.
4.2 Construction and Input/Output Coupling
A structure such as the one we propose, can be prepared with the help of well-
established nanofabrication techniques. After lithographically defining a PE
channel of a fixed depth (d = 0.16µm) and variable width w(y) [95] on an X-cut
LNOI wafer (of thickness H = 0.3µm) [96, 94, 97], a ’floating’ nanoscale waveg-
uide with constant width W can be fabricated by focused ion-beam milling,
followed by HF wet etching. A silica microfibre with diameter D is attached on
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Figure 4.2: Effective index (neff = βλ/2π) for degenerate signal and idler
modes (ωs = ωi, solid black) and pump modes (red dashed) for a structure with
D = 1.44µm and W = 0.51µm. Phase matching ∆β = 0 occurs at intersection
points. See inset for polarization (indicated by arrows) and z-component of
electric field of the two modes at the phase-matching point.
top of the waveguide. Van der Waals attraction is then used to keep together
the whole structure and align the fibre and the waveguide symmetrically. When
necessary, the fibre can be detached and re-assembled at other positions [36].
In our scheme, the spontaneous down conversion process occurs between
a particular set of guided modes of the hybrid structure, i.e. from a short-
wavelength pulse in a higher-order mode (pump) to a pair of long-wavelength
photons in their fundamental modes (signal/idler), see Fig. 4.2. Using the
tapering-in and -out geometries of the waveguide, see Fig. 4.1, the pump and
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the signal/idler modes can be adiabatically converted to the TE01 and the HE11
modes of the pure microfibre, respectively [36]. In such a taper transition light
is lost due to coupling to both backscattered and higher order modes. Using
the finite difference time domain software Lumerical FTDT to estimate this loss
we confirm that a 10µm long linear taper is sufficient to ensure a nearly adi-
abatic conversion of the signal/idler mode, with a total out-coupling loss less
than 0.3dB. The in-coupling loss of the pump mode is found to be below 1.5dB
in few-micron long tapers. These simulations were performed with a 10nm mesh
and a cw excitation; the loss was calculated from the ratio of input power to
output power. For more details on the method see the supplementary materials
of Cai et al. [98].
Although a fraction of the pump is converted to unwanted modes in such a
non-ideal adiabatic transition, this in-coupling loss does not have any significant
effect on spontaneous down conversion: the other pump modes are not phase-
matched with any signal/idler modes in the wavelength range of interest, and
therefore do not contribute to spontaneous down conversion in our devices. The
outcoupling on the other hand has a much more profound effect on the pho-
ton pair: creating entanglement between fibre modes or even backpropagating
modes.
4.3 Spontaneous Down Conversion and
Phasematching Control
In Chapter 3 we discussed the background theory of spontaneous down con-
version for the generation of spectrally pure single photons. The crux of any
heralded source is its phasematching function (Eqn. 3.25). We begin by fo-
cussing on structures with a fixed cross-section and no PE-channel. In this
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Figure 4.3: Photon pair generation in the structure with the fixed cross-section of
D = 1.44µm, W = 0.51µm, L = 200µm and without a PE channel: a) Intensity
of the phase matching function |Φ|2, as a function of signal and idler photon
wavelengths, red contour lines indicate the pump function α for λpump = 0.72µm
and ∆λ = 12nm. Inset shows the corresponding JSA intensity; b) Purity of
the generated photons as a function of pump wavelength, dashed lines indicate
the corresponding signal and idler wavelengths. The sharp drop of purity at
λpump ≈ 0.76µm is caused by a strong dispersion of the γ coefficient around
that wavelength.
.
circumstance, coefficients γ and ∆β are constant along the interaction length,
resulting in the conventional sinc-shape phase matching function given by Eqn.
3.38 with the peak determined by the phase matching condition ∆β = 0 as
previously stated, see also Fig. 4.3(a).
In previous work [36] it has been demonstrated that the mode hybridization
between microfibre and LNOI waveguides makes it possible to achieve phase-
matching across a broad spectral region, adjustable by geometrical parameters
of the structure. In Fig. 4.2 the hybridization of the two pump modes (dashed
curves) is illustrated; the associated avoided crossing of the two modes enables
phasematching with a signal/idler mode (solid curve). Also, the hybridization
induced shaping of modes, shown in the inset of Fig. 4.2, in combination with
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the PE channel assisted modulation of d̂(2) tensor, enables comprehensive con-
trol of the magnitude and sign of the nonlinear coefficient γ. This can be seen
more clearly from Eq. (3.20): the PE layer allows the domain of integration to
be selected by killing the χ(2) tensor. Thus, depending on the form of the mode
profiles, parts of the integrand can be switched on or off to alter the overall
result. We benefit from the combination of the above two factors to facilitate
an efficient SPDC process in a compact structure, and adjust the wavelength of
the generated photons to the desired specifications. In particular, in Table 4.1
we identify several possible geometries to produce high purity photons at wave-
lengths around 1.55µm from the pump in a vicinity of 0.72µm, accessible with
a tunable Ti:Sapphire pulsed oscillator. Here the purity P (recall Eqn. 3.32) is
evaluated from the singular value decomposition of the joint spectral amplitude.
This is a direct numerical analogue of Schmidt decomposition and the orthodox
method of calculating the spectral purity [65].
In Fig. 4.3(b) the predicted purity of heralded photons is plotted as a function
of pump wavelength for a particular geometry with D = 1.44µm, W = 0.51µm,
and L = 200µm. The corresponding wavelengths of signal and idler photons
are indicated with the dashed curves. This compact structure allows generation
of high purity heralded single photons with P > 0.8 in a wide spectral range
1.53µm < λs < 1.63µm. With several geometric parameters available for tuning
the phasematching point, the proposed hybrid structure offers a great degree of
design flexibility. Particularly, by simultaneously adjusting the fibre diameter
D and the LNOI waveguide width W within a fairly large range, we are able
to maintain high purity of heralded photons in the desired wavelength range.
Table 4.1 lists some examples of waveguide geometries and corresponding photon
wavelengths generated with the highest purity in a 200µm long device.
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Table 4.1: Examples of structure to generate high purity photons in the vicinity
of λs = 1.55µm.
Geometry Max Purity High Purity Range
(D, W µm) P λs[λi](µm) λ(µm) for P > 0.8
(0.7, 0.42) 0.85 1.55 [1.25] 1.52[1.25] < λs,i < 1.6[1.3]
(0.9, 0.46) 0.85 1.61 [1.28] 1.57[1.26] < λs,i < 1.64[1.32]
(1.44, 0.51) 0.84 1.54 [1.33] 1.53[1.32] < λs,i < 1.63[1.38]
a) b)
c) d)
Figure 4.4: Photon pair generation in the structure with D = 1.44µm, W =
0.51µm, L = 200µm and the additionally inserted tapered PE channel: a) Cross
section of joint spectral intensity(bold curve) along the line of constant pump
λpump = 0.72µm, as indicated by the dashed curve on the joint spectral intensity
plot. b) Width and nonlinear profile γ(z) of a generic taper c) Joint spectral
intensity in the structure with taper ratio 2t/L = 1 showing great suppression
of secondary lobes (here pump bandwidth is set to ∆λ = 14nm). d) Photon
purity as a function of pump wavelength for different taper ratios.
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4.4 Nonlinear Apodisation
The side lobes of the sinc-shaped phasematching function in Eq. (3.38), clearly
visible in Fig. 4.3(a), represent the major obstacle for achieving even higher
purity of heralded photons. To suppress these side lobes without increasing the
overall length of the device, one can adopt a variable strength of nonlinear inter-
action along the propagation distance. The in- and out-coupling tapers of the
LNOI waveguide designed for adiabatic coupling between microfibre and hybrid
structure modes, as illustrated in Fig. 4.1, could help to improve the photon
purity, as they simultaneously provide an effective apodising of the nonlinear-
ity. However, the phasematching is also affected by variable LNOI waveguide
width, so that both ∆β and γ factors in the phasematching function Eq. (3.25)
become intrinsically linked functions of y coordinate. Our numerical analysis
indicates, that for short tapers occupying up to 20% of the total length a few
percent improvement in purity can be achieved. However, further increasing the
taper length, the shrinking interaction length due to the variation of ∆β starts
to dominate and drags the purity down.
To optimize the hybrid structure for maximally uncorrelated photons re-
quires independent control of the linear and nonlinear response. This can
be done by the introduction of a PE channel in the LNOI waveguide. The
method of proton exchange in bulk lithium niobate is a mature technology
which has been investigated for fabricating low-loss integrated photonic devices
[99, 100, 101, 97]. This process creates a small change to the refractive index
of the crystal (< 4%) [95], but has been observed to drastically reduce or com-
pletely eliminate χ(2) nonlinearity of LN [41] depending on the crystallographic
phase of PE-LN. Designing a longitudinal profile w(y) of the fixed depth PE
channel, we thus can manipulate the effective nonlinearity of the structure,
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while introducing only negligible changes to the linear dispersion factor ∆β.
In addition, this flexibility allows for the nonlinearity to be totally suppressed
in the in- and out-coupling tapers, while the linear dispersion is managed for
adiabatic out-coupling of the generated photons.
According to Cai et al.[95], for a relatively shallow depth d of the PE channel,
the lateral diffusion could be ignored, so that we adopt the rectangular profile
of the PE region in our calculations, see inset in Fig. 4.1. As an example, in
Fig. 4.4(a) the variation of γ induced by insertion of the PE channel with linearly
tapered width between w = 22nm and 510nm over the taper length t in the ge-
ometry with D = 1.44µm and W = 0.51µm (as shown in Fig. 4.3) is illustrated.
By increasing the taper ratio 2t/L of the PE channel, a significant suppression
of the side lobes of JSA function is observed over the fixed propagation length of
L = 200µm, as shown in Fig. 4.4(b). In Fig. 4.4(c) photon purity as a function of
pump wavelength is plotted for different PE taper ratios. A significant improve-
ment is observed for larger tapers, with the maximal photon purity reaching at
least P = 0.95 at the photon wavelength of λs = 1.56µm (λi = 1.34µm). We
emphasise that this result is obtained with the simple linear tapering of the PE
channel; it can be further improved by adopting more sophisticated tapers w(y)
to tailor the optimal profile of the nonlinearity [92, 93]. Considering the number
of photon pairs created per pump pulse N = 〈ψ2| â†sâs |ψ2〉, for this structure we
estimate a generation efficiency of η ∼ 2.5 ·10−9 photon pairs per pump photon.
4.5 Summary
To summarize, we propose an architecture for efficient, compact and tunable
spontaneous down conversion based sources of high purity heralded photons.
The key advantages of our scheme are: native integration with fibre optics sys-
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tems; strong second-order nonlinearity leading to high count rates of photon
production; compact footprint due to direct (as opposed to quasi-) phasematch-
ing; ability to engineer dispersion and nonlinearity profiles independently via
lithographically defined PE channel; scalability and ability to adjust the spectral
range of generated photons; transverse and laminar (as opposed to longitudinal)
nano-structuring offering easier and more precise fabrication. Furthermore, we
believe that LNOI represents a convenient platform for further developments
of quantum photonic circuits, including integration of our set-up into compact






Diffraction in an Asymmetric
Waveguide Array
Spontaneous four wave mixing, a common alternative to spontaneous down con-
version for constructing heralding single photon sources, is limited by the inabil-
ity to structure the nonlinearity in a χ(3) material. Nevertheless, these sources
have an additional degree of freedom available in the second pump. Here we
capitalise on this with a novel method of producing controllable local nonlinear-
ity: spacially structuring to one of the two pumps via discrete diffraction in a
waveguide array. Our scheme employs coupling between asymmetric waveguides
to ensure that, while one of the pumps is free to diffract through the structure,
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the other pump, signal, and idler remain imprisoned within a single waveguide.
This method has the advantages of being optical: no special micro-structuring
required; scalable: array architecture lends itself to multiplexing; and waveg-
uide independent: the choice of waveguide with which to construct the array is
completely flexible. We discuss how this general idea can be applied to a specific
waveguide system based around the silicon-on-insulator platform: a silicon rib
waveguide array. Along the way we demonstrate very high purity single photons
from a relatively short device length.
5.1 Introduction
As we have seen in the proceeding chapter, modulating the nonlinearity of a
χ(2) waveguide, can be achieved by altering the structure of the dielectric. No
equivalent process exists for spontaneous four wave mixing since the strength
of the χ(3) tensor does not have the same essential link to the crystal struc-
ture. Consequently control over the phasematching function, (which naturally
contains frequency correlations due the square profile of the waveguide nonlin-
earity), cannot be achieved by longitudinally structuring the dielectric suscep-
tibility itself. Thus, even after careful tweaking of the dispersion for optimal
phasematching, in general much longer interaction lengths must be introduced
to decay the secondary sidelobes of the phasematching function. This can be
achieved naturally with optical fibres [102, 103, 104, 105, 106]. However when
there is a premium on scaling, these sources become suboptimal (particularly
if integration with on-chip quantum optics devices are required). This has led
to various creative methods of increasing the effective length of spontaneous
four wave mixing sources without increasing the footprint of the device. For
example, significant recent research has analysed ring resonators [107, 108, 109],
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which employ longitudinal confinement to effectively enhance the interaction.
With longer interaction lengths come limitations to the spectral bandwidth
of generated photons. This is undesirable for single photon sources: as the spec-
tral width decreases, the temporal width increases and reduces the maximum
rate of fire. As with spontaneous down conversion, spectral filtering can and
is being used in many experiments, (see [104, 105, 110] for some examples) to
produce spectrally broader photons on chip, but the same limitations to the
heralding efficiency also apply to four wave mixing. Improvements to the spec-
tral purity can be garnered through the temporal properties of the pump. Four
wave mixing with two pumps which walk away from each other as they prop-
agate has been shown to improve the purity of heralded single photons [111].
These methods, though promising, require multiple pulsed pumps which leads
to more complex experimental set-ups.
We propose the use waveguide array as an alternative removing frequency
correlations inherent to a heralded four wave mixing sources. The principle
of operation relies on an array with a unit cell which only permits a single
wavelength of light to couple between waveguides. This allows for a two pump
scheme, one main pulse confined to a single waveguide, and the other a continu-
ous wave (cw), auxiliary pump at the ‘pass’ wavelength which is able to couple
into neighbouring waveguides. Thus the cw pump can be used as a switch, with
the amount of power in the waveguide at the pass wavelength, dictating the
strength of the nonlinear interaction. The smooth on and off switching of the






Figure 5.1: Schematic of Waveguide unit cell on substrate. The cell consists of
two waveguides of different widths. These widths can be set such that one of the
waveguides is multimoded. A waveguide array can be created by periodically
repeating this structure.
5.2 Linear Propagation of Pump Field
We begin by modelling the discrete diffraction of the pump at the pass wave-
length. To construct an array where coupling can only occur at a single wave-
length, we must ensure the linear coupling is only phasematched at this point.
In our example, we select an asymmetric directional coupler: this consists of two
proximate waveguides of different widths. Unlike a simple directional coupler we
require different waveguide modes to fulfil criteria for coupling (phasematching
and nonzero overlap). Fig.5.1 shows a schematic of such a cell; in this scheme
the width of the narrower waveguide can be selected for single moded opera-
tion. Coupling can be achieved between the fundamental mode of the narrow
waveguide and a higher order mode with the same polarisation in the broader
waveguide. The pass wavelength can be chosen by adjusting the width of ei-
ther waveguide. When full hybridisation occurs, then the waveguide coupling





This coupling strength is also fully tunable since it depends on the evanescent
field overlap between the two waveguide modes and, by (exponentially decaying)
extension, the transverse separation between the waveguides. Fig. 5.2 shows
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Figure 5.2: Formation of supermodes in an asymmetric silicon rib waveguide at
1.064µm with the broad waveguide having a width of 0.65µm. Plotted here is a
sweep of the width of the narrower waveguide and the Ex mode profiles which
form at 0.301µm
the dispersion of the supermodes as a function of width w for a rib waveguide
structure we will introduce later in the chapter. Here we see supermodes forming
for the fundamental x polarised mode of the narrow waveguide and the second
order x polarised mode of the broader waveguide. As we detune away from the
width where these modes are phasematched (around 0.301µm) the dispersion
quickly collapses back on to that of the uncoupled waveguides. All that is left to
(theoretically) create a waveguide array is to periodically repeat the structure
whilst maintaining the longitudinal distance between waveguides.
We assume the amplitude of the cw pump is sufficiently weak that nonlinear
effects such as self focusing [112, 113, 114], degenerate spontaneous four wave
mixing and self phase modulation are negligible. This allows us to consider
the propagation of the ‘pass’ pump purely in the linear regime. To model the
transfer of power between waveguides at this wavelength we use a system of n
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a) b)
Figure 5.3: Evolution of power with length for nearest neighbour coupling
model. a) The diffractive spreading which results from exciting only the central
wavguide. b) Periodic initial excitation of multiple waveguides.



















Here we assume the waveguide coupling remains constant across the array and
each waveguide couples only to its nearest neighbours. The general solution for





where νi and λi are the eigenvalues and vectors (stationary solutions) of the cou-
pling matrix respectively, and the coefficients ci define the boundary conditions
of the input power.
Fig. 5.3a shows the solution |An|2 as a function of the length and coupling
as power initially excited within a lone waveguide (labelled No.10), spreads
outwards as it propagates through the array. This phenomenon is known as
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discrete diffraction due analogues between the light behaviour and that of elec-
trons within the periodic lattices of semiconductor systems (tight binding model)
[116, 115]. Each waveguide effectively acts as a discrete lattice site with the light
‘hopping’ between sites within allowed bands. In principle various diffractive be-
haviours, other than those plotted here, can be introduced with non-uniformly
spaced waveguide arrays [117, 118, 119, 120], presenting many more options for
managing the spacial profile of the auxiliary pump.
In addition, there are many different boundary conditions which can be
excited to affect the longitudinal profile of the auxiliary pump. In Fig. 5.3b
waveguides are periodically excited with the effect of producing a repeating
diffraction pattern. A system such as this could be serially excited with the
main pulsed pump to produce multiple heralded sources within the same array.
5.3 Pair Generation Model
In our scheme the main pump cannot couple between waveguides; its amplitude
remains constant as it propagates. For the auxiliary pump we have some choice
over the amplitude profile depending on which waveguide we choose to excite
with the main pump. Spontaneous four wave mixing arises from the third order
contribution to the nonlinear Hamiltonian:
ĤI = ε0
∫
dV Ê(t) · χ(3)...Ê(t)Ê(t)Ê(t). (5.4)
In analogue to χ(2) processes, such a Hamiltonian can be expanded using explicit
field operators for waveguided photons. These operators take the form:
E(t) = Em + Ea(z) + Ês + Êi, (5.5)
where the labels m, a, s and i represent the main pump, auxiliary pump, signal
and idler modes. The expansion of the Hamiltonian using this ansatz contains
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many more terms. However constraining the system by the frequency matching
condition
ωm + ωa − ωs − ωi = 0, (5.6)























In this system we have two classical feild amplitude profiles. The first is the
amplitude of the main pump which (as before) we assume to be a Gaussian
centred on the frequency ωm:
αp1(ωm, ωs + ωi − ωa) = A0e−(ωs+ωi−ωm−ωa)
2/2σ2 , (5.11)
and the second α(ωa, z) is the diffracting auxiliary pump profile.
Inserting the solution for waveguide No.7 into Eqn. 5.8, A7 = αa(ωa, z), we
can numerically calculate Φ for this particular field profile. This is plotted in
fig. 5.4 for a length L = 500µm with the constant amplitude solution for com-
parison. Here we see the discrete diffraction in the waveguide array suppressing
the secondary sinc sidelobes of the phasematching function. This spectral shap-
ing can be used to suppress correlations between photon pairs generated in this




Figure 5.4: a) Power profile of cw pump in the case of no inter-waveguide cou-
pling (black dashed) and coupled waveguide taken from fig 5.3 where the profile
matches the propagation length (blue). b) Joint spectral amplitude (normalised
to unity) as a function of phase detuning in the case of constant amplitude cw
pump (black-dashed) and for the varying field profile shown in a.
5.4 Rib Waveguide Implimentation
To demonstrate how this strategy can be employed we now introduce an optical
material with a refracative index similar to that of the widely-employed silicon-
on-insulator platform. The system laid out in the previous sections can be
implemented with a three-step recipe:
1. Choose the geometry of the primary waveguide such that favourable phase-
matching contours exist. This important property can be achieved using
mode hybridisation such as described in Chapter 4 or some other form
of dispersion engineering. We choose rib waveguides (see Fig.5.2) as the
basic unit of our device. These silicon waveguides sit on a thin silicon slab
whose thickness can be tuned. In the case of a zero thickness slab the
modes will collapse on the dispersion of the simple rectangular waveguide.
In the opposite extreme the structure will have the dispersion of a dielec-
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Figure 5.5: a) Dispersion of rib waveguide modes as a function of wavelength.
Here the dispersion of the pump and signal/idler modes of the primary waveg-
uide are given by the solid black and red lines respectively; the other modes
are plotted in grey. The fundamental mode of the auxiliary waveguide is given
by the black dashed line with the higher order modes given by the grey dashed
lines.
tric slab. Thus in a loose sense the rib waveguide modes are hybrid modes
between the slab and rectangular waveguides and the inclusion of the slab
introduces more control over the waveguide dispersion. In our example we
choose a rib waveguide of 0.65µm; the slab thickness and height of this
structure are 0.08µm and 0.22µm respectively. Fig. 5.5 plots the disper-
sion of this waveguide as a function of wavelength. Setting the auxiliary
pump to λα = 1.064µm and exciting both pumps into the higher order
mode leads to a phasematched signal and idler which satisfies Eqn. 3.35
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Figure 5.6: Phasematching contour for dispersion plotted in Fig.5.5. Here the
frequency matching condition for the optimal pump with an auxillary pump at
1.064µm is plotted in pink.
for a set of wavelengths λm = 0.753µm, λs = 0.677µm, λi = 1.264µm.
This is shown in Fig. 5.6 which plots the phasematching as a function of
λs and λs.
2. Choose the auxiliary waveguide. This waveguide determines the pass
wavelength. The thickness of this waveguide is set such that the propaga-
tion constant of its fundamental mode matches that of the pump mode in
the primary waveguide. (This would be inverted if a fundamental mode
was being pumped). The anticrossing between these two modes is plotted
in Fig. 5.2 for pass wavelength of 1.064µm. For this wavelength coupling
is phasematched when the auxiliary waveguide has width of 0.301µm .
3. Choose the distance between waveguides to set the total device length.
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Figure 5.7: Coupling length as a function of longitudinal separation between
waveguides.
Based on the desired amplitude profile from Fig.5.3 the coupling strength
C and total length L must be set. For example, to achieve a coupling
length, Lc =
π
C , of 500µm based on the geometry plotted in Fig. 5.5 we
require the waveguides to be separated by approximately 0.4µm; or for
1000µm a separation of approx 0.47µm. The dispersion of the coupling
Lc as a function separation is plotted in Fig 5.3. There is some flexibility
here since there are two independent variables L and C to play with,
and different boundary conditions can be used to excite different spacial
profiles of the auxiliary pump.
Based on the 1000µm total length and the geometry set out we can calculate
the joint spectral amplitude and purity of heralded photons generated in our
waveguide array. Fig. 5.8 shows the joint spectrum for two different cases: one
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a) b)
Figure 5.8: Magnitude of the joint spectral amplitude with and without a
modulated auxiliary pump. These plots use a main pump wavelength of
λp2 = 0.753µm and a pump width σ = 0.003µm
−1. the purity P = 0.861
b) the P = 0.997
where the auxiliary pump has a constant field profile and one where the cw pump
is modulated by the waveguide array. The apodisation created by the modulated
pump saturates out the purity from P = 0.861 to P = 0.997. At this purity
the frequency entanglement between the photons can be considered negligible.
While there are probably many practical considerations to be accounted for in
construction of waveguide arrays such as ours, (such as the sensitivity of the
coupling to the width of the auxiliary waveguide,) our system is a promising
alternative to current state of the art waveguided single photon sources.
5.5 Summary/Outlook
In summary, we have proposed a new scheme for generating high purity single
photons via four wave mixing in a waveguide. This scheme has the advantages
of being extensible and reconfigurable; the purity of photons is controlled by the
diffraction of one or multiple pumps through a waveguide. It could be reconfig-
ured by exciting different combinations of waveguides with the auxillary pump
and different waveguides with the main pump. In addition the relaxation of the
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uniform coupling assumption would introduce more control over the longitudi-
nal profile of the power and introduce an additional degree of freedom to fine
tune the system.
The device we propose could naturally integrate into a spacial multiplex-
ing scheme by pumping at multiple points in the array to produce a repeating
diffraction pattern. This would allow the pulsed pump to be introduced at peri-
odic intervals producing a battery of heralding sources. We anticipate that some
of the principles described here could be applied to spontaneous down conversion
sources although generating an equivalent scheme with a single pump appears
problematic. In both the sources we have considered here the modulation of
the nonlinear interaction was slow in comparison to the beat length defined by
the phase mismatch ∆β. Now we will move on to discuss poled waveguides. In
these waveguides desirable phasematching cannot be achieved by the conven-
tional means. Thus, to compensate, fast periodic poling of the nonlinearity is
introduced producing resonant pair generation. The next chapters examine this
in more detail and advance the theory of quasiphasematching by accounting for






In addition to local modulation of the longitudinal nonlinearity in waveguides,
periodic nonlinear grating are of fundamental importance for spontaneous down
conversion. Rather than shaping the joint spectrum, these periodic modula-
tions alter the phasematching conditions and are widely employed as a means of
satisfying these requirements when problematic wavelengths are desired [121].
However, the introduction of this type of periodic variation results in the im-
portant physical phenomenon of parametric resonance, a consequence which
cannot be adequately captured by the paradigmatic perturbation theory, widely
employed to model the behaviour of single photon sources. In this chapter we
demonstrate how the exponential gain of classical fields in the regime of para-
metric resonance corresponds to resonant delocalization in the Glauber-Fock
model of spontaneous down conversion. We propose a quantitative measure of
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localisation of Floquet eigen-modes as an analogue of classical gain to identify
regimes of resonant delocalization. Using this method, we are able to recon-
struct the classical ‘Arnold tongues’ map of domains of instabilities for SPDC.
We also predict novel regimes of resonant delocalization in the two-level model
describing quantum frequency conversion processes.
Much of this chapter is copied verbatim from the (submitted) paper of the
same name [122]. All of the theoretical work was done by myself including all of
the figures with exception of Fig. 6.1 which was created by Dr Andriy Gorbach.
The paper was drafted by myself and Dr Gorbach with advice from Dr Peter
Mosley. Most of the paper content has been kept intact with some light editing.
6.1 Introduction
Parametric resonances are a well-known instability mechanism triggered by pe-
riodical modulation of a system parameter. A classical example is an oscillator
with periodically modulated eigenfrequency, whose dynamics are governed by
the renowned Mathieu equation [71]. The signature feature of parametric res-
onance is the existence of multiple frequency ranges of instability, even when
the modulation is purely harmonic. In addition, the resonances exhibit ampli-
tude dependent position and bandwidth shifts: the etymology of the nickname
‘Arnold tongues’ for the instability regions. Parametric resonances govern a
wide range of physical phenomena, including pattern formation in liquids on
a vibrating substrate [123], periodically forced reaction-diffusion systems [124],
Bose-Einstein condensates with modulated interactions [125, 126], multi-mode
lasers [127], and the notorious wobbliness of London’s Millennium bridge [128].
In nonlinear optical systems, similar parametric instabilities arise from spa-
cial modulation of dispersive [129], dissipative [130, 131] or nonlinear [132, 133]
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properties of the medium. These studies have focused on parametric resonance
on systems with third order nonlinearity: An expanded discussion of which can
be found in Chapter 7.
In a different context, fast periodic modulation of the nonlinearity along path
of interacting optical waves is widely employed achieve effective phasematching
and is known as quasi-phasematching (QPM) [134]. In particular, this peri-
odic alternation of the sign of χ(2) nonlinearity has become a widely recognised
technique for efficient second harmonic generation in bulk crystals and waveg-
uides [135, 136, 137, 138]. Later these same QPM techniques have also been
adapted for optical parametric oscillation, parametric amplification [139, 140]
and spontaneous down conversion [141, 142, 143]. Despite apparent similarities,
the relationship between parametric instabilities and QPM-driven spontaneous
parametric processes has not been explored.
In this work we demonstrate that the orthodox, first order perturbation
treatment of photon-pair generation (as employed in Chapters 3-5), cannot be
used to capture the full extent of the parametric instability which exists in the
classical model. We show how a numerical Floquet scheme in combination with
a Glauber-Fock lattice can be introduced to highlight the intrinsic connection
between spontaneous parametric gain and parametric instability. In addition we
further explore this method to predict novel regimes of resonant delocalization
and Rabi oscillations in the two-level model, describing sum- and difference-
frequency generation.
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Figure 6.1: Schematic of SPDC process in a χ(2) waveguide with modulated
nonlinearity.
6.2 Quasi-phasematching and Periodically Driven
Spontaneous Down Conversion
In previous chapters we have discussed in some detail how to achieve phase-
matching spontaneous down conversion. However sometimes the desired com-
bination of frequencies and waveguide modes cannot be arranged to achieve
directly. In these cases quasi-phasematching can be deployed. As shown by the
schematic in Fig. 6.1, the modulations required for quasi-phasmatching are fast
(of the order of ∆β). Here the system will typically be propagated over many
modulation cycles, accumulating the maximum amplitude of the unmodulated
spontaneous down conversion(squeezed vacuum Bloch oscillation) on each, and
summing to net gain over the length of the device. To demonstrate this ef-
fect with a first order perturbation theory, we begin by de-dimensionalising the
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where η = κz is the dimensionless propagation distance related to the modu-
lation period L = 2π/κ; γ̃(η) =
√
P0γ(η)/κ is the effective interaction which
encapsulates the modulated waveguide nonlinearity γ(η + 2π) = γ(η) and the
pump power P0. R = ∆β/κ and is the ratio between the momentum mismatch
and the reciprocal modulation period. Hence, setting vacuum state |vac〉 as the
initial condition at η = 0, the state vector is given by:









Apply a perturbation expansion, (such as in Chapter 3) and assuming a







′)dη′ + . . .
]
|vac〉 , (6.3)
which naturally leads to the decomposition of the state into single- and multiple
photon-pair terms: |ψ〉 (η) ≈ |vac〉+ |ψ2〉+ |ψ4〉+ . . . . In particular, from Eq. 6.3












i |vac〉 . (6.4)






it is easy to see that the two-photon function amplitude grows linearly with
propagation distance if R is integer. In other words, photon pair generation
occurs when the momentum mismatch ∆β coincides with the reciprocal period
of m-th harmonic mκ of the nonlinearity modulation function γ(η).
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We emphasise, that for the case of simple harmonic modulation:
γ̃(η) = γ̃0 cos(η) , (6.6)
according to the literature result for the two-photon function Eq. 6.4: the growth
of the two-photon state amplitude is only observed when R = ±1, that is when
∆β = ±κ. Furthermore, this result does not depend on the amplitude of the
modulation γ̃0.
6.3 Parametric Resonances in Classical Parametric
Amplification
Let us now consider down conversion: the classical precursor of the quantum
mechanical process introduced in Chapter 2. Introducing modulation directly
to the classical precursor equations (Eqns 2.22 - 2.26) of the Hamiltonian HI ,
the interacting (weak) signal and idler field amplitudes As,i evolve along the






= iγ̃(η)e−iRηA∗s . (6.7)
Making the substitution X = [As + Ai] exp (iRη/2), and using the simple har-








X + γ̃0 cos[η]X
∗ = 0 . (6.8)
To analyse the dynamics of this ODE with periodically varying coefficients, it is
convenient to consider the corresponding Floquet operator, which maps the field
over one period: [X(η + 2π), X∗(η + 2π)]T = F̂ · [X(η), X∗(η)]T . This operator
(F̂ ) can be constructed numerically by integrating Eq. 6.8 with two orthogonal







Figure 6.2: Parametric resonances in the classical down-converted fields: a) map
of unstable regions (”Arnold tongues”) of Eq. (6.8), indicated with dark (blue)
colour, on the plane of parameters (R, γ̃0); b) Maximal gain per period within
m = 1, 3, 5 ”tongues” as function of the interaction strength.
Eq. 6.8:
F̂ · ~ν(n) = λn~ν(n) . (6.9)
An eigenvalue λn with a positive real part corresponds to exponential gain in
signal/idler fields. In Fig. 6.2(a) the corresponding gain regions are indicated on
the plane of parameters (R, γ̃0), and have the typical ‘Arnold tongues’ structure
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known for solutions to the Mathieu equation and seen in other systems exhibiting
parametric resonance [71]. For a fixed interaction strength γ̃0 the system is
unstable within multiple regions of R. These regions emerge from the set of
points R = m, m = ±1,±3,±5, . . . on γ̃0 = 0 axis, expanding and shifting
as γ̃0 increases. In Fig. 6.2(b) the maximal gain, i.e. real part of eigenvalues
λ, as function of interaction strength is plotted for the first three ”tongues”
(m = 1, 3, 5). It scales as γ̃m0 , consistent with Arnold’s scaling law [146, 147].
6.4 Parametric Resonances and Resonant
Delocalization in Spontaneous Down Conversion
The analysis above reveals a fundamental inconsistency between classical theory
and the approximation commonly used in the quantum-mechanical treatment of
QPM down-conversion shown in Eq. 6.3. It is clear from the interaction Hamil-
tonian defined in Eq. 6.1, equations for âs and âi operators in the Heisenberg
picture (see Eqn. 7.25) have similar structure to Eqs. 6.7. Therefore one would
expect to observe growth of signal and idler photon pair numbers in the param-
eter regions where classical model predicts parametric amplification. However,
neither the existence of higher order resonances (m = ±3,±5, . . . ), nor the res-
onance bandwidth and position dependencies on the modulation strength, are
reflected in the two-photon function amplitude in Eqn. 6.4 with the simple har-
monic modulation in Eqn. 6.6. Apparently more heavy duty tools are required
to capture the important physical aspects pertaining to parametric resonance.
To develop an analogue of the classical Floquet analysis for the SPDC pro-
cess, we adapt the Fock basis of signal/idler photon pairs {|ψn〉 = |nn〉 e−inRη},
where |nn〉 = (a†sa†i )n |vac〉. This allows the signal and idler creation and anni-
hilation operators to be absorbed into outer products. Hence, the interaction
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[(n+ 1) |ψn+1〉 〈ψn|+ n |ψn−1〉 〈ψn|] (6.10)
and the evolution of the state vector |ψ〉 = ∑Un |ψn〉 is governed by the set of
ODEs with periodic coefficients:
− idUn
dη
= γ̃(η) [nUn−1 + (n+ 1)Un+1]− nRUn (6.11)
The corresponding Floquet operator can be obtained by taking the product of a
semi-infinite set of linearly independent solutions of the above system, integrated
over one modulation period: F̂ = φi⊗φi. This was achieved numerically with the
help of ODEPACK automated Adams/BDF ODE integrator [148]. Evolution
of an arbitrary initial state is then obtained by repeated translations with F̂ . In
numerical modelling the semi-infinite system in Eq. 6.11 was manually truncated
at large enough n, that no boundary effects were observed in propagation of
initial vacuum state over 104 periods.
Unlike its classical counterpart in Eq. 6.7, the system in Eq. 6.11 preserves
the norm
∑
n |Un|2, and therefore cannot have exponentially growing solutions.
In Fig. 6.3(a)-(c) the evolution of the state vector is illustrated for the case
of simple harmonic modulation γ̃(η) in Eq. 6.6, with R = 1, 3, 5, respectively,
and initial vacuum state |ψ〉 (0) = |vac〉. Two qualitatively different types of
evolution are observed for R = 1, 3 and R = 2 cases. Fig. 6.3(b) illistrates the
R = 2 case (no parametric resonance in classical system), here a partial beating
between the vacuum and higher order terms is observed. By contrast, in the
cases where R = 1, 3 (parametric resonances), Fig. 6.3(a) and (c), the system
gradually evolves into the pairwise-correlated thermal state. The total number
of signal and idler photons 〈ψ| n̂s |ψ〉 grows in this process, which corresponds
to the exponential explosion of the classical field intensities. The characteristic





Figure 6.3: Parametric resonances in quantum SPDC: (a),(b),(c) Evolution of
the state vector in terms of Fock states amplitudes |Un|2 for ratios R = 1, 2, 3 re-
spectively with |ψ〉 (0) = |vac〉 and γ̃0 = 0.2. Pink lines show the corresponding
average number of photons 〈ψ| n̂s |ψ〉; d) ”Arnold tongues” generated from the
localization parameter P(R, γ̃) of the Floquet eigen-modes. Resonant coupling
between states occurs in the dark blue regions where P is small. The colourbar
applies to all four plots.
different by three orders of magnitude, which is in agreement with the scaling
law of parametric resonances, as in Fig. 6.2(b).
The system in Eq. 6.11, also known as the Glauber-Fock lattice [149], is
equivalent to a semi-infinite 1D Bloch lattice of coupled detuned oscillators,
nth oscillator having eigen-frequency nR, with inhomogeneous and periodically
varying coupling. The modulation of coupling enables effective cross-talk be-
tween the detuned oscillators, leading to the so-called resonant delocalization
[149]. The phenomenon is known for the R = ±1 case [149, 78], however the
present theory in Ref. [149] fails to predict higher order parametric resonances
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R = ±3,±5, . . . .
While gain is replaced by resonant delocalization, the spectrum λn of F̂ no
longer carries any information about such resonances. Instead, the structure of
its eigen-modes ~ν(n) needs to be analysed. To this end we introduce a localisa-
tion measure of the Floquet eigenmodes which is closely related to the inverse
participation ratio: used to study effects such Anderson localisation in lattices
[150]. While in the spontaneous down conversion process coupling to the vacuum
state plays a crucial role, we define the localization parameter as P = ∑n(ν(n)0 )4,
where ν
(n)
0 is the first (vacuum) component of the n-th normalized eigenmode.
Within the limit of weak interaction, eigen-modes of F̂ converge to Fock states,
i.e. nth eigenmode is localized on the respective lattice site. It is evident that
in this limit the localization parameter tends to its maximal value P → 1. In
the opposite limit of strong interaction, we expect all eigenmodes to be equally
spread across the lattice, so that (ν
(n)
0 )
2 ∼ 1/N ∀ n, where N is the size of the
truncated Glaube-Fock lattice. In this limit the localization parameter tends to
its minimal value P → 1/N . In Fig. 6.3(d) we plot P for the system in Eq. 6.11
as function of the modulation parameter R and interaction strength γ̃0. We
observe several distinct regions of low P, which form the well-known classical
picture of ‘Arnold tongues’, as shown in Fig. 6.2(a), and correspond to the res-
onant delocalization regime. Our analysis predicts higher order resonances, in
full correspondence with the classical model.
The perturbation solution in Eqs. 6.3, 6.4 is recovered by assuming the
hierarchy of smallness of Fock state amplitudes: |U0|  |U1|  |U2| . . . . In this
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regime the system in Eq. 6.11 becomes:

−i(dU0/dη) = 0 , U0 = 1 ,
−i(dU1/dη) = −RU1 + γ̃(η)U0 ,
−i(dU2/dη) = −2RU2 + 2γ̃(η)U1 ,
. . .
(6.12)
By solving the above system recursively, dynamics of each multi-photon state are
governed by a simple driven oscillator-type equation. Here, the solution for Un−1
from the previous step serves as an effective external driving force in the equation
for Un. In other words, in this perturbation expansion procedure parametric
resonances are replaced by standard resonances. Clearly the resonance condition
is the same for all Un. In particular, for simple harmonic modulation of γ̃(η)
the above system has only R = ±1 resonance. Solving Eqs. (6.12) for U1, the
two-photon function in Eq. (6.4) is restored.
6.5 Resonant Delocalization in Sum- and
Difference-Frequency Generation
We emphasise that resonant delocalization is a generic mechanism which can
be observed in a wide range of classical and quantum coupled oscillator-type
systems with periodically modulated parameters. It is instructive to consider
another type of three-wave mixing process, the so-called difference- and sum-
frequency generation, whereby an idler wave (or photon) is injected together
with a pump into the waveguide, producing signal at ωs = ωi ∓ ωp [24]. In the
context of quantum optics such processes are also known as quantum frequency
conversion [151]. In the undepleted pump approximation, both classical (idler
wave) and quantum (idler photon) models of this process are similar to the
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= iγ̃∗(η)eiRηAs . (6.13)
In the difference-(sum-)frequency generation case the initial condition is set to
Ai(0) = 1, As(0) = 0 (Ai(0) = 0, As(0) = 1). Unlike the model in Eq. (6.7),
there can be no exponential gain in the above system. Instead, by tuning the
model parameters, one can observe a resonant beating between signal and idler,
as illustrated in Figs. 6.4(a)-(c). The observed complete Rabi oscillations in
R = 1 case is well understood. Here, one of the exponents in γ̃(η) ∼ cos(η) =
0.5(eiη+e−iη) modulation cancels the phase-mismatch exponents, thus enabling
efficient coupling. However, this simple logic fails to explain similar oscillations
in the R = 3 case. In Fig. 6.4(d)-(f) the structure of the corresponding Floquet
eigenmodes is illustrated (for clarity, only one of the two conjugate modes is
shown). In the R = 1 and R = 3 cases, both signal and idler components of
the eigenmode retain large amplitudes throughout the modulation period. In
contrast, in R = 2 case one component of the eigenmode has a much lower
amplitude than the other component, therefore signal and idler are practically
de-coupled. Adapting the definition of the localization parameter P for this case
through the idler component of eigenmodes, we reveal the ”Arnold tongue”-like
structure of resonant delocalisation regions in the space of parameters (R, γ̃),
see Fig. 6.4(g). In full analogy to parametric resonances, the effective strength
of the R = 3 ”resonance” is weaker than R = 1, and the complete frequency
conversion is observed over a larger number of modulation cycles as shown in









Figure 6.4: Resonant delocalization in quantum frequency conversion: (a)-(c)
Dynamics of the system in Eq. (6.13) with initial condition Ai(0) = 1, As(0) = 0
in the case of simple harmonic modulation in Eq. (6.6), γ̃0 = 0.2, and R = 1, 2, 3,
respectively; (d)-(f) structure of the corresponding Floquet eigen-modes. Black
line indicates ν = 0 axis; (g) ”Arnold tongues” of the system generated from
the localization parameter P if the Floquet eigen-modes.
6.6 Summary
It is well-known that the couplings between bright optical fields in structures
with periodically modulated nonlinearity exhibit parametric resonances. We
have shown that photon pair generation via spontaneous down conversion in
a waveguide with single-harmonic modulation of χ(2) nonlinearity can also be
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observed within multiple domains in the parameter space of modulation strength
and period, in agreement with the regimes of instability of the classical Mathieu
equations (Arnold’s tongues). The widely accepted theory of spontaneous down
conversion based on the perturbative derivation of the so-called two-photon
function, Eqs. (6.3), (6.4), fails to predict such resonances.
We have demonstrated that parametric resonances in spontaneous down con-
version correspond to resonant delocalization in the Glauber-Fock model. Unlike
classical parametric amplification, such resonant delocalization is not reflected
in the spectrum of the corresponding Floquet operator. Instead, the structure
of the Floquet eigenmodes must be analysed. By introducing the corresponding
localization parameter P, we have recovered multiple domains of photon-pair
generation. However, the localization parameter P gives no information about
the strength of such resonances, unlike the exponential gain parameter calcu-
lated for non-Hermitian models.
Our results might be of interest to those studying cascaded spontaneous
nonlinear processes, classical quantum correspondence and quantum optical
simulation. The method we propose helps predict the phenomenon of reso-
nant delocalization in the generic class of coupled oscillator-type models. In
particular, we have explored novel regimes of resonant delocalization in the
quasi-phasematched photon frequency-conversion process. The established anal-
ogy between parametric resonances and resonant delocalization in parametric
down-conversion processes brings a fresh insight into such seemingly unrelated
dynamical mechanisms, and can help in developing better tools for their anal-








In contrast to quasiphasmatched spontaneous down conversion, the link between
four wave mixing, specifically modulation instability, introduced by periodicity
in the system parameters, is well established. Parametric resonance, as a mecha-
nism for producing modulation instability, was first studied as a result of periodic
boosting of power in lossy long distance fibres [152, 153, 154]. In these systems,
amplification of a cw signal by equally spaced repeating stations, causes peri-
odic fluctuations to the strength of the Kerr interaction. Over a long enough
distance, the resulting instability breaks up the signal in time, forming a series
of smaller pulses. While initial work concentrated on oscillations in power, the
effect of periodic nonlinear poling has also been considered [155, 132]. This anal-
ysis, through the lens of the nonlinear Schrödinger equation, has been further
expanded to include the effect of periodic changes to group velocity dispersion
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β2 [156, 157, 158, 159, 160, 161].
More recently a new, self induced form of parametric resonance (geometric
parametric resonance) has been discovered. Here instability in the pump is in-
duced by spacial beating between modes in special fibres known as graded index
or GRIN fibres. This has been studied theoretically [162, 163] and experimen-
tally [164]. In these fibres, the refractive index profile of the fibre is specified
such that the fibre modes have equally spaced propagation coefficients. Thus
any arbitrary superposition of modes will periodically reconstruct itself after
some characteristic length: effectively modulating the intensity and therefore
the nonlinearity.
Our work explores this phenomenon from a different angle. Liberating ge-
ometric parametric resonance from GRIN fibres and time domain analysis, we
show how parametric resonance can be produced by exciting two modes in a
general χ(3) waveguide. Furthermore, in fitting with the general theme of this
thesis, we study the spontaneous generation of photon pairs into two distinct
signal and idler modes well separated in frequency from the pump.
7.1 Pump Propagation
The presence of third order nonlinearity, unlike second order nonlinearity, allows
the pump to directly interact with itself. This alters the classical dynamics of the
pump, particularly for larger non-linearities and pump powers. In this section we
model these dynamics, decoupled from the signal and idler fields, which allows
the pump fields to be introduced to the equations of motion for the signal and
idler, as independent parameters unaffected by their evolution.
Assuming a sum frequency condition: 0 = ωk + ωm − ωl − ωn and forward
propagating modes, four wave mixing can be described with the following cou-
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Here the indices k,l,m,n are labels for different waveguide modes and/or fre-
quencies. The detuning βk + βm − βl − βn determines the phasematching for
four wave mixing and the Kerr psuedo-tensor γnklm describes its strength. In
general, both β and γ can be complex. This accounts for losses as the ma-
terial becomes opaque to light propagating through it. However we limit our
discussion to the cases where both of these parameters are real. Despite some
redundancy (γnklm is symmetric under the exchanges n↔ l and k ↔ m) there is
a huge number of permutations which the coefficients in this equation can take.
For example in the case of four distinct interacting modes p1, p2, s, i (pump 1,
pump 2, signal and idler respectively) there are 256 coefficents and consequently
a highly complex parameter space. For this reason multimode fibres can exhibit
rich spacio-temporal dynamics [166].
To compress the equations down we begin introducing specific properties of
p1, p2, s and i. The two pump modes in consideration, p1 and p2, are bright
light fields, in different waveguide modes but degenerate in the frequency ω0.
The signal and idler modes (s and i respectively) represent the spontaneous
generation into sidebands either side of the pump. Split by a stoke shift of Ω,
these are initially in the vacuum state with a classical amplitude of zero, and
drop out of Eqn. 7.1.
Thus two rather than four equations can be solved, one for Ap1 and one
for Ap2. Table 7.1 shows all left over permutations (of Equation 7.1) when n
is fixed to p1. We assume the waveguide modes contain certain field profile
symmetries which can be used to further reduce the number of terms governing
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γnklm coefficient k,l,m ∆β Polarisation






p1, p1,p2 βp2 − βp1 e∗p1χ(3)ep1e∗p1ep2
p1, p2,p1 βp1 − βp2 e∗p1χ(3)ep1e∗p2ep1






p2, p1,p1 βp2 − βp1 e∗p1χ(3)ep2e∗p1ep1
γCM p2, p1,p2 2(βp1 − βp2) e∗p1χ(3)ep2e∗p1ep2






p2, p2,p2 βp2 − βp1 e∗p1χ(3)ep2e∗p2ep2
Table 7.1: Permutations of k,l,m for two pump modes (p1 and p2) for n fixed
to p1. Listed here is phase detuning: βk + βm − βl − βn and integrands from
equation 7.2 . The coefficients which are assumed to remain without vanishing
are labelled with subscripts SP1, CP1 and CM , referring to cross-phase, self-
phase and cross-mode respectively
LP01 LP11
Figure 7.1: Model field profiles in the x direction for two step index fibre modes
LP01 and LP11.
the propagation of the Ap1 and Ap2. For example, consider the fundamental
and first higher order mode of the step index fibre, LP01 and LP11 respectively
(see Fig. 7.1). The field profile of the LP01 has a single x field component with
even symmetry: e(x, y) = e(−x, y) = {A(x, y), 0, 0}. The higher order LP11
mode on the other hand is odd fulfilling e(x, y) = −e(−x, y) = {B(x, y), 0, 0}.
This causes the integral in Eqn. 7.2 to vanish for various different combinations
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of pump modes. These are summarised in table 7.1.
Thus by selecting two pumps with the same polarisation but opposite parity,
their coupled propagation equations can be written:
−idAp1
dz
= (γSP1|Ap1|2 + 2γCP |Ap2|2)Ap1 + γCMA2p2A∗p1e2i(βp2−βp1)z (7.3)
−idAp2
dz
= (γSP2|Ap2|2 + 2γCP |Ap1|2)Ap2 + γCMA2p1A∗p2e2i(βp1−βp2)z (7.4)
Here the γSP1 and γSP2 are the self-phase modulation terms given by γp1,p1,p1,p1
and γp2,p2,p2,p2 respectively. These account for the nonlinear interaction of
the pump mode with itself. γCP is the cross phase modulation given by the
γp1,p1,p2,p2 term. This accounts for the phase shift introduced by the interac-
tion of the two pump modes with each other and is twice as strong due to the
degeneracy of γCP .
Phenomenologically the first of these two processes involves the successive
creation and annihilation of an identical pair of photons from one of the pump
modes. The cross phase modulation similarly represents the same effect but
with one photon taken from each of the pump modes. The final term γCM also
represents a cross mode interaction. However it also has an extra oscillating
phase. This additional phase corresponds to a mismatch in momentum caused
by annihilating a pair of photons from a different pump mode to the one it was
created in which cannot be phasematched at the same frequency ω0.
To solve these equations we apply the undepleted pump approximation. This
amounts to assuming the total power in each mode is conserved and that the
cross mode interaction governed by γCM oscillates fast enough to average itself









P1 and A20 =
√
P2 are the initial amplitudes of the two pump
modes p1 and p2 respectively. This self phase modulation causes a power de-
pendent modification to the refractive index of the waveguide. Such a shift
will appear in the phasematching condition for the signal and idler causing it
to depend on the pump power in addition to ω0 and Ω. Generalisation of the
pump propagation dynamics beyond the undepleted pump approximation can
achieved by numerically solving Equations 7.3 and 7.4. Ultimately this leads
to more complex talk between the two modes and z dependent oscillations in
the power carried in each mode. For simplicity however we wish to restrict our
discussion to the regime where undepleted pump approximation holds, and the
relative dephasing of the modes as they propagate is the only cause of modula-
tion in the system.
7.2 Emergent Parametric Resonance
Meanwhile in the signal and idler modes, split from the central frequency ω0
by a factor of Ω, the field is in the vacuum state. The equations of motion for
these modes are closely tied to those studied in the previous chapter and by
extension, the Hamiltonian for SPDC in a poled waveguide. Thus the gain in
the classical equations of motion for small amplitude signal and idler fields is
intrinsically tied to the regions of resonant delocalisation which spontaneously
produces pairs of photons. In this section we cast the propagation equations
for the signal and idler into an analogous form, allowing classical gain to be
calculated with the same Floquet mapping as described in the previous chapter.
Assuming signal and idler amplitudes which are much smaller than the pump
modes p1 and p2 |As|2, |Ai|2 << |Ap1|2, |Ap2|2, the coupled amplitude equations
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can be written from Eqn. 7.1:
−idAs
dz






















φ1 = 2βp1 − βs − βi + 2(γSP1|A10|2 + 2γCP |A20|2) (7.9)
φ2 = 2βp2 − βs − βi + 2(2γCP |A10|2 + γSP2|A20|2) (7.10)
Here the coefficients γCPS1, γCPS2 and γCPI1, γCPI2 are the cross phase modula-
tion terms of the signal and idler acted on by the pumps. These terms modify the
phasematching condition by advancing the phase of the signal and idler. How-
ever they do not alter the number of photons in each mode. The coefficients
γ11, γ22 and γ21 introduce frequency generation to the system. These nonlin-
ear coefficients describe the coupling between modes (p1,p1,s,i), (p2,p2,s,i) and
(p1,p2,s,i) respectively. These equations can be symmetrised into Hamiltonian
using the same substitution introduced in for Eqn. 3.39 hence γ ∝ √ωsωi. Con-
sequently the boundary conditions for signal and idler modes change and are








, where Pi and Ps are the
powers in the signal and idler modes respectively.
The phasematching information is contained in the terms φ1 and φ2. These
are dependent on the Stokes shift Ω of the signal and idler photons from the
central pump frequency. The equal spacing of these phases, by a factor of φ1+φ22 ,
causes beating among the three generation terms and effectively modulates the
propagation equations in direct analogy to the introduction of periodic poling to
a χ(3) system. After some algebraic manipulation (see Appendix C), wrapping
the modulation in trigonometric functions and combining the phasematching
information into the variable R, the propagation equations can be rewritten to
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f(η) = γ̃1 cos(η) + iγ̃2 sin(η) + γ̃3 (7.13)





∆β = β1 + β2 − βs − βi (7.15)
+ (γSP1 + γCP )P1 + (γSP2 + γCP2)P2
+ (γCPS1 + γCPI1)P1 + (γCPS2 + γCPI2)P2
κ = β1 − β2 + (γSP1 − γCP )P1 + (γSP1 − γCP2)P2 (7.16)
Parametric resonance in the system can be described by the phasematching



















These parameters can be tuned independently of R by balancing the ratio of
power in the modes p1 and p2. For example, setting γ11|A10|2 = γ22|A20|2, causes
γ̃2 to vanish entirely leaving a modulation of the form: f(η) = γ̃1 cos η + γ̃3.
In general Eqns.7.11 and 7.12 must be numerically integrated. Fig. 7.2
shows the gain calculated for three simple cases: γ̃1 = ±γ̃2 = γ02 , γ̃3 = 0; and
where γ̃1 = γ̃2 = 0 with γ̃3 assumed to be small but not vanishing (γ̃3 = 0.1γ0).
These three examples correspond to the three possible direct four wave mixing
interactions and take the form of conical areas of gain, intersecting the axis at
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Figure 7.2: Gain regions for direct phasematching for single pump interaction.
Here the red and blue cones enclose the parameter combinations for which pumps
1 and 2 are directly phasematched (γ̃1 = ±γ̃2 = γ02 ). The final gain region,
centred at R = 0 is for the inter-pump interaction γ̃3 = 0.1γ0.
R = −1, 0, 1. This is just the direct phasematching of p1, p1 and p2, and p2 and
can be solved analytically to retrieve the gain conditions as we shall demonstrate
for the R = −1 case.
Assuming the only mode excited is p1, we can write the modulating function
as a simple exponential: f(η) = γ0e
−iη. The solution of Eqns. 7.3 and 7.4
come in the form of an ansatz with a rotating signal and idler phase, As(η) =
e(g+iα)η(e
i(R+1)η
2 as(η = 0), e
−i(R+1)η
2 a∗i (η = 0)). The eigenvalue equation for this






























Figure 7.3: Parametric resonances map for pump interactions with equal
strengths. Curves enclosed in red correspond to parametric resonance occur-





γ20 − (R+ 1)2, κ′ = 0 for |R+ 1| < γ0, (7.22)
g′ = 0, κ′ = ±
√
(R+ 1)2 − γ20 for |R+ 1| > γ0. (7.23)
Therefore where |R + 1| < γ0 for the field As(η) there exists an exponentially
growing solution. In Fig. 7.2 this represents the red region. Black and blue
curves are bounded by equivalent solutions.
We now consider the effect of simultaneously exciting multiple pumps. As
with the system analysed in the previous chapter the presence of periodic modu-
lation causes parametric resonance. However we emphasise once more that this
modulation comes not from any material parameter but from intrinsic interfer-
ence between two four wave mixing processes happening simultaneously. Fig.
7.3 maps the gain, for a completely extinguished γ̃2, for two cases: where four
wave mixing across the two pump modes is negligible and γ̃3 = 0, and alterna-
tively where γ̃3 = 0.1γ0. The first of these scenarios produces Arnold tongues
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Figure 7.4: Asymmetric tongues appearing on the gain map for the parameters:
γ̃1 = γ0, γ̃2 = 0.5γ0, γ̃3 = 0.1γ0.
equivalent to the periodically modulated spontaneous down conversion system,
with resonances appearing at odd integer R. When the third four wave mixing
interaction is included, additional tongues appear for even integer R. This result
is consistent with a Mathieu system with an additional constant. Comparing
Fig. 7.2 and 7.3 we have the asymmetric phasematching pictures from single
pump excitations and a completely symmetric picture which results from the
exact balancing of nonlinear couplings. Intermediately there exists a continuum
of possible configuration of the coefficients γ̃1, γ̃2 and γ̃3. One such configura-
tion is plotted in Fig. 7.4. Here parametric resonances emerge at integer R and
differ in width, with the broadest resonances occurring in the vicinity of the
strongest pump p1 at R = −1. Gain maps of this form would be expected to
form when both modes are strongly excited but the power in each mode cannot
be accurately matched. In addition to variations in bandwidth the amount of
gain produced by each resonance differs depending on the sign of R. This is
demonstrated in Fig.7.5 which shows the scaling of the gain in these resonances
as a function of γ0. Here we see that the even order tongues scale with the same
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Figure 7.5: Arnold scaling for Fig. 7.4, here the magnitudes |R| = 3 and |R| = 2
are given in red and blue respectively and the sign of R is given by up and down
arrows for positive and negative respectively.
power as the odd order tongues and the positive R tongues. The asymmetry of
the plots causes the y intercept to be shifted.
Scaling plots like this can be used to extrapolate the gain to much smaller
powers but cannot fully account for spontaneous generation; for this we must
instead solve operator equations.
7.3 Vacuum Squeezing
Describing the output state using the Schrödinger picture requires the numerical
propagation techniques in the previous chapter However a simple demonstration
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of growth in the average number of photons can be achieved by solving Eqns.
7.11 to 7.13 as operator equations in the Heisenburg picture. This allows us to
proceed with the same ansatz, providing the initial field amplitudes and their
conjugate twins are replaced with annihilation and creation operators.
The general solution, in this case, demands that both the decaying and
growing solutions are retained and results in two mode quadrature squeezing.
After applying these boundary conditions and rearranging for signal and idler
operators we can write [52, 167]:
as(m) = cosh(mg)as(0)− ieiθ sinh(mg)a†i (0), (7.24)
a†i (m) = cosh(mg)a
†
i (0) + ie
iθ sinh(mg)as(0). (7.25)
Here m is the number of periods, g is the gain over a single period and θ = mα is
the relative phase rotation accumulated between the signal and idler modes. The
operators in this equation have units (power per unit frequency)
1
2 . Equivalently
we can think of these operators acting on flux passing through a plane after m
periods of waveguide. To calculate the signal generation rate we can take the
expectation value of the signal operator acting on the vacuum state:
Ns = 〈vac| a†s(m)as(m) |vac〉 (7.26)
Ns = sinh
2(mg) (7.27)
This allows the rate of spontaneously generated photons to be calculated as a
function of length and gain. In combination with Arnold’s scaling law this allows
the spontaneous gain to be calculated for specific waveguide parameters and
powers. Note the similarity here to the classical solution of the down conversion
equations (Eqns.2.27 and 2.28) in Chapter 2. This is to be expected due to the
correspondence principle.
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7.4 Waveguides for Cross-Mode parametric
resonance
So far we have maintained relatively general discussion about spontaneous para-
metric resonance. We have assumed the waveguide in question must be mul-
timoded at the pump wavelength. This sets the beating length of the pumps
which in turn affects both the phasematching parameter R and the nonlinear
coupling γ̃. Additionally we have assumed the best case scenario where power
can be accurately excited in two pump modes so as to exactly cancel γ̃2 in or-
der to get maximum resonance. In a waveguide with dispersion, R detunes as
a function of Ω, which determines the separation of spontaneously generated
photons in frequency from the pump. Since R is also inversely dependent on
the separation of the pump modes, very closely spaced mode will result in gen-
eration very close to the pump. As discussed previously dispersive properties of
∆β will vary between waveguides: depending on the material and the guidance
mechanism. Similarly the nonlinearity varies strongly between materials, with
the nonlinearity of silicon being a factor of 100 to 1000 stronger than that of
silica. In this section we consider two test cases: silica fibres and silicon waveg-
uides and discuss practicality and trade-offs in an experimental demonstration
of the outcomes predicted in the previous sections. These are not designed to be
detailed simulations - rather a demonstration of some of the possibilities with
real world devices.
Step index fibre
Step index fibre is one of the most ubiquitous waveguides available; high quality
fibre can be found in almost every optics laboratory. Typically such fibres are
designed for single moded guidance at a specified range of wavelengths, so that
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Figure 7.6: Dispersion of effective index for a step index fibre with parameters
designed to replicate the Thorlabs SM-980 fibre. The refractive index of Silica
is given by the black dashed line and cut-off occurs where modes intersect this
line.
operating just below these wavelengths allows for multimoded pump operation.
Fig. 7.6 shows the dispersion of a step index fibre designed to replicate the
Thorlabs SM-980 fibre [168] (the exact dimensions and materials are shrouded
in intellectual property). This particular fibre was selected to allow pumping
in the 900nm region. However there are many alternative step index fibres
which could be used to a similar effect for different pump wavelengths. From
this fibre dispersion the phasematching can be calculated. Fig. 7.7 shows how
R(ω0,Ω) disperses for a pump wavelength of 900nm at low powers. In the
normal dispersion regime this phasematching curve takes the approximate form
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Figure 7.7: Dispersion of the phasmatching parameter R as a function of the
frequency splitting Ω from the central pump frequency.
of an upside down parabola. For signal and idler generated into the fundamental
LP01 modes this is given by the expression:
R ≈ −1−R0Ω2, (7.28)
where R0 is proportional to the group velocity dispersion β2 and inversely pro-
portional to the beating length of the pump modes. The curve intersects R =
−3, the phasematching condition for parametric resonance, at Ω = 4.1×1013Hz.
This corresponds to a signal and idler wavelength of 1.655µm and 0.618µm.
The additional phasematching contours plotted here are for the case where
the signal and idler are in different modes. Here the lowest order combination,
idler in LP11 and signal in LP01, intersects the R = −1 axis. However this
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Figure 7.8: Photon count rate as a function of power and fibre length in period
(here a period is ≈ 500µm). The right hand axis shows the phasematching as a
function of Ω. Here the R = 1 resonance is given by the black contour and the
R = −3 resonance is given by the yellow contour.
interaction is dominated by the γ̃3 term excluding phasematching at R = −1
(refer to black region in Fig. 7.2).
The difficulty lies in the nonlinearity of silica: which is weak ( n2 ≈ 3 × 10−20 W−1 m−1).
Nevertheless we can calculate the renormalised nonlinear couplings:
γ̃11 ≈ 3Pz × 10−7 s−1W−1 (7.29)
γ̃22 ≈ 2Pz × 10−7 s−1W−1 (7.30)
Thus to achieve coefficients of an equivalent magnitude to those plotted in the
previous section very large powers would be required. Fig. 7.8 shows the count
rate as a function of power and fibre length. Powers of this magnitude are
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unrealistic without a pulsed laser. However, Krupa et al. [164] report similar
powers to excite parametric resonance in graded index fibres.
The self phase modulation introduces power dependent shifts to the phase-
matching (overlaid on the same plot). This shifts the phasematching parabola in
Fig. 4.3 upwards producing spontaneous generation in the vicinity of the pump.
This is known as vector modulation instability [169, 170]. Unlike modulation
instability for a singular mode excitation, which occurs in the anomalous disper-
sion regime, here the pump is stable in the anomalous dispersion and unstable
in the normal.
Silicon-on-Insulator
Now we will examine a very different option using cross polarised birefringent
modes. We select a rectangular waveguide for its controllable birefringence and
silicon-on-insulator for large nonlinearity ( n2 = 5 × 10−18). As a rectangular
waveguide the fundamental mode of these waveguides will be birefringent with
oppositely polarised modes having a separation determined by the ratio of the
waveguide width to height. This means that for a given pump wavelength, in
this case we choose 1.5µm (a handy telecom wavelength in the anomalous dis-
persion), the beating length can be selected to enhance the nonlinearity to the
desired level. This can be used to further enhance the nonlinearity but comes
with a tradeoff since increasing the birefringence, decreases the frequency sepa-
ration of the signal and idler from pump and increases the total length required
for a fixed number of beating periods. Eventually this results in generated
photons which cannot be resolved in frequency from the pump.
We next consider the phasematching of the two polarizations of the funda-
mental modes of a waveguide with width 0.26µm and height 0.4µm. Here the
x polarized mode has a larger effective index than the y polarized mode. Hence
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Figure 7.9: Phasematching between birefringent modes in a silicon waveguide.
Here the phasematching to the fast fast and slow slow axis’ are given in blue
and orange respectively. The fast slow and the slow fast phasematching curves
are given by the black dashed lines.
we refer to them as the fast and slow axis’ respectively. There are four differ-
ent combinations of modes which the signal and idler can be generated into:
fast fast, slow slow, fast slow and slow fast. The phasematching for each of
these combinations is plotted in Fig. 7.9. The phasematching curve here takes
a similar form to that of the step index fibre: although here the group veloc-
ity dispersion has the opposite sign. Each of the four different curves passes
through multiple different phasematching points. However some of these can be
eliminated by considering the symmetry of the χ(3) tensor: four wave mixing
of cross polarized modes requires rotational components but in an amorphous
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Table 7.2: Table of third order susceptibility and corresponding nonlinear coef-
ficients.
material some of these are forbidden and others can be directly calculated from
each other [171].
Consider the two phasematching curves in which the signal and idler pho-
tons are generated in the same mode (either fast fast) or (slow slow). For the
former γ̃1 depends on the diagonal component χ
(3)
xxxx, γ̃2 depends on χ
(3)
yyxx and
γ̃3 depends on the χ
(3)
xyxx (see table 7.2). The tensor components in which two
of the fields are rotated are smaller than the diagonal components: χSixxyy =
χSiyyxx ≈ χSixxxx/2.4 [172] and the components with only one rotated component
are forbidden. Consequently the silicon waveguide discussed here can be phase-
matched for odd integer R. The other two phasematching curves can only be
phasematched at R = 0. Therefore this system contains one direct phasematch-
ing point: on the fast fast slow slow curve, and two R = 3 phasematching points:
one for each of the curves.
Fig. 7.10 shows the count rate for the silicon waveguide as a function of
frequency and power. The phasematching indicated here is for the parametric
resonance generating photon pairs into the slow slow axis. Here we see sponta-
neous gain for much more reasonable pump powers. Since the silicon waveguide
is in the anomalous dispersion regime the self and cross phase modulation shifts
the resonance towards the pump in frequency. Thus by combining the larger
intrinsic nonlinearity of silicon with the longer beating periods made possible
by controlling the birefringence we have shown that spontaneous generation of
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Figure 7.10: Count rate as a function of total length and power combined with
phasematching for a silicon-on-insulator waveguide
photon pairs can occur for powers < 10W .
7.5 Summary / Outlook
We have discussed spontaneous four wave mixing by geometric parametric res-
onance in a multimoded waveguide. This could provide a means by which some
of the results in the previous chapter can be verified. We have shown how
the excitation of a pair of waveguide modes by the same pump frequency pro-
duces geometric parametric resonance: previously only predicted for specialised
GRIN fibres. Furthermore we have examined the various instability maps pro-
duced when the pump modes are not fully balanced. This amounts to a series
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of non-symmetric Arnold tongues, intermediate between the four wave mixing
process acting in isolation and its collapse onto the dynamics discussed in the
previous chapter. The spontaneously produced photon pairs, generated within
the instability regions, hyperbolically grow in number with the length of the
device and the power with which it is pumped.
Introducing the dispersion of some real-world devices, we have shown how
parametric resonance could be phasematched: both with cross polarised modes
and modes of the same polarisation. The nonlinearities of silica lead to unre-
alistic lengths and powers. Silicon fairs better but would still require power of
the order of 10W .
There are various ways in which the ingredients we have presented here could
potentially be recombined to reduce the power requirements. For example,
the principles behind the birefringent silicon waveguide system could also be
applied to a fibre. One way of producing the required birefringence (with a
very long beating period), in a step index fibre, could be controllably produced
by bending the fibre [173]. This would have the disadvantage of producing
parametric resonance very close to the pump. More sophisticated fibres such as
photonic crystal fibre, engineered for a very flat group velocity dispersion, could
be used to allow for much larger beating lengths whilst retaining the ability to
separate the resonances from the pump.
While fibres and waveguides with higher nonlinearities might be helpful,
various forms of nonlinear enhancement can be envisaged. The introduction
of a cavity, for example by polishing both ends of a fibre, or using a resonator
would enhance the pair generation rate: the nonlinearity depending on the cavity
Q-factor [174, 175].
Finally the calculations in this and the previous chapter could be extended
to account for pulsed pump excitations (where much greater peak powers are
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possible), by considering the numerical propagation of Schmidt mode operators




Conclusion and Future Work
In this thesis we have explored the fundamental interplay between the linear
properties of waveguide modes and the longitudinal structure of the nonlinearity
in a waveguide with photon pair generation. In the context of heralded single
photon sources, we have shown how hybridisation between waveguide modes
can be used to create structures with highly flexible phasematching properties
and even to introduce longitudinal control over the nonlinear interaction. For
periodic nonlinear grating we have shown how spontanous pair generation cor-
responds with the expected classical phenomina and how beating between pump
modes in four wave mixing, mathematically resembles periodically modulated
systems.
In the first case we proposed a hybrid waveguide for spontaneous down con-
version. This device consists of a microfibre evanescently coupled to a suspended
lithium niobate waveguide and allows efficient and tunable pair generation with
high purity photons phasematched over a broad range of wavelengths. In addi-
tion to the large parameter space for phasematching, this structure boasts fibre
integration from the microfibre and large nonlinearity from lithium niobate.
We also proposed a new method to control the nonlinearity within lithium
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niobate nanowaveguides, by introducing a secondary tapered proton exchanged
channel. The channel introduces specific control over the transverse nonlinear
domain with a minimal effect on the propagation constant. This allows apodisa-
tion of the joint spectral amplitude of generated photon pairs and a subsequent
increase in the spectral purity upon heralding. While we have integrated this
idea into the hybrid nanowaveguide the same principle could be applied to a
stand-alone lithium niobate waveguide (providing the light is strongly guided)
opening previously forbidden inter-modal phasematching. Much of the future
work for these devices is experimental: these have now been constructed with
some very promising second harmonic generation results [98]. However, the pro-
ton exchanged channel also opens many future options for exploring nonlinear
control. In addition to the additional intermodal interactions it allows, the same
technique could be used to introduce periodic modulations of the nonlinearity
for the purposes of quasi-phasematching.
The phasematching parameter space of the hybrid waveguide is large and
could be use to create other nonlinear interactions for which the phasematching
is hard to arrange. One particular example we envisage is difference frequency
conversion between atomic transitions and telecommunication wavelengths for
interfacing quantum networks [121]. In this instance the fibre integration is a
particular advantage since losses are highly undesirable.
The second heralded single photon source we have proposed introduces
waveguide hybridisation, as a mechanism to control the longitudinal nonlinear-
ity. This principle applies independent of the local waveguide and can be used
in conjunction with local techniques to achieve good phasematching. Our ar-
chitecture is based on an asymmetric waveguide array and a dual pump scheme
in which one of the pumps can diffract and introduce a longitudinally varying
amplitude profile. This is ‘seen’ by the other pump as spacial variation to the
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nonlinearity, and allows the joint spectrum to be modified to remove spurious
correlations. There are also many further avenues to explore with this work.
Firstly we considered only the simplest type of descrete diffraction: many dif-
ferent spacial profiles can be created using the coupling degree of freedom and
the boundary conditions of the waveguide modes. Furthermore, it could be
interesting to investigate the possibilities of allowing a band of frequencies to
couple between waveguides or adapting the same principles for χ(2) systems.
In quasi-phasematched waveguides the line between phasematching and non-
linearity is blurred: periodicity in the χ(2) nonlinearity is introduced to shift the
phasematching. We have shown this to be an example of the general phe-
nomenon of parametric resonance and thus exhibits the potential for a broader
range of behaviour than previously anticipated. Our numerical approach to
solving for the spontaneous down conversion dynamics, combines Floquet the-
ory with the Glauber-Fock model to produce a wide range of behaviour not
accounted for within the conventional perturbation theory. In our model gain
is observed as resonant delocalisation. This occurs not only where the period
of the grating matches the phase mismatch but for a range of integer-spaced
Arnold tongues as well. This is a characteristic feature of parametric resonance.
Additional features of Arnold tongues include bandwidth and position which
depend on the strength of the nonlinear coupling γ0. The tools which we devel-
oped in this chapter (Chapter 6) show that parametric resonance-like behaviour
can also be observed in modulated two level systems in the form of Rabi oscil-
lations as opposed to spontaneous gain. Here future work could be conducted
to generalise our calculations for systems with time dependance.
In reality periodic poling does not represent an ideal harmonic grating. In the
final chapter we invert the principle of quasiphasematching to show that beating
between waveguide modes is mathematically analogous to introducing a pure pe-
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riodic nonlinear grating. This results in geometric parametric resonance. Thus
geometric parametric resonance exists for a wider range of waveguides than the
graded index fibres of previously investigated. Furthermore we have explored
this process in the context of spontaneous four wave mixing, in opposition to
previous studies which focused on time domain simulations of parametric res-
onance in the vicinity of the pump. When an arbitrary combination of mode
amplitudes is excited the result is Arnold tongues which are asymmetric in the
phasematching parameter R. This allows the system to collapse on the expected
degenerate four wave mixing in the limit of a single mode excitation. We then
showed how geometric parametric resonancecould be phasematched in two dif-
ferent systems: the LP01 and LP11 modes of a step index fibre and marginally
birefringent modes of a silicon fibre. This work represents the first prediction of
geometric parametric resonance in optical systems outside graded index fibres.
It is still an open question whether geometric parametric resonance can be
demonstrated with a relatively simple system at low pump powers. Here there
are various different possibilities just with a step index fibre. Rather than using
a rectangular waveguide, birefringence with a very long period could be induced
by coiling a single mode fibre (here the birefringence of the fundimental mode
can be controlled by the radius). This system would have the advantage that
the relative amplitude of the two pump modes could be easily controlled with
a half-wave plate. Alternately, the nonlinearity could be boosted by longitudi-
nal confinement. This could potentially be created either with a linear cavity,
created by polishing the ends of the fibre, or a fibre loop. Other possible exten-
sions could include investigating geometric parametric resonance from nonlinear





The quantisation of an electromagnetic field, while not completely uncontro-
versial, can be found in many places. In this appendix we follow a simplistic
procedure based on renormalising the electromagnetic energy density with some
well known identities for the waveguide mode profiles.







2(x, y)E(t) ·E(t) + µ0H(t) ·H(t)], (A.1)





dω h̄ω[â(ω)â†(ω) + â†(ω)â(ω)] (A.2)
To do this we start with the expression for the electric field of a waveguide
mode:






ei(βz−ωt)e(x, y)â(ω) +H.c (A.3)






eiβz−ωt)h(x, y)â(ω) +H.c (A.4)
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here we have introduced the creation operators to replace the classical field
amplitudes and changed the conjugate fields into Hermitian conjugates.
The vector quantities in our Hamiltonian can be expanded:
E(t) · E(t) =
∫
dωdω′ E+(ω) ·E+(ω′) + E+(ω) ·E−(ω′) +H.c, (A.5)
H(t) ·H(t) =
∫
dωdω′H+(ω) ·H+(ω′) + H+(ω) ·H−(ω′) +H.c. (A.6)
These expressions can be substituted into the Hamiltonian along with the ex-











2e · e(δ(β + β′)ââei(ω+ω′)t
+δ(β − β′)|e|2ââ†ei(ω−ω′)t) + h · h(δ(β + β′)ââei(ω+ω′)t
+δ(β − β′)|h|2ââ†ei(ω−ω′)t +H.c. (A.7)




vgf(ω) ω = ω
′
0 ω 6= ω′
, (A.8)
constraining our system to positive frequencies we can perform the integration









2|e|2 + µ0|h|2]ââ† +H.c (A.9)
Now we introduce an identity from Snydar and Love [?] to eliminate the mode




2|e|2 + µo|h|2] =
∫
dxdy [e ∧ h∗ + e∗ ∧ h] · ẑ, (A.10)




dxdy [e ∧ h∗ + c.c] · ẑ, (A.11)




Before building single photon sources is possible in a laboratory, at some point
amplitudes and boundary conditions must be turned into physical quantities.
Hopefully in this appendix we provide some straightforward formulas to make
this connection.
Assuming a pure state we begin with the density matrix for a photon pair
produced by a spontaneous down conversion source:
ρ =
∫∫
dωsdωs |α(ωs + ωi)Φ(ωs, ωi)|2 |ωs〉 〈ωs| |ωi〉 〈ωi| . (B.1)





|bk|2 |vk〉 〈vk| |uk〉 〈uk| (B.2)
and we can skip to the trace.)
Since the state is factorisable we assume the pump and phasematching func-

























2L2∆β2 |2 |ωs〉 〈ωs| |ωi〉 〈ωi| . (B.5)
Under the assumption our state is factorisable (Eqn. 3.35 etc. satisfied), we can










2σ2 |2 |ωs〉 〈ωs| |ωi〉 〈ωi| (B.6)
Here the pump bandwidth is: σ ≈ 12πL∆β′ . Finally we calculate the probability
from the trace:




However we are not quite done: we apply boundary conditions to A0. The





dxdy Ep ∧Hp. (B.8)











































We begin with four wave mixing equations given in chapter 7.
−idAs
dz




























φ1 = 2βp1 − βs − βi + 2(γp1,p1,p1,p1P1 + 2γp2,p2,p1,p1P2) (C.3)
φ2 = 2βp2 − βs − βi + 2(2γp1,p1,p2,p2P1 + γp2,p2,p2,p2P2) (C.4)
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ψs = 2(γs,p1,s,p1P1 + γs,p2,s,p2P2), (C.7)
ψi = 2(γi,p1,i,p1P1 + γi,p2,i,p2P2), (C.8)
symmetrizes the equations and moves the self phase modulation of the signal

































We keep turning the algebra handle to factor the phases out of our equations
























Here we have a function f(z) which contains three terms with equally spaced
phases. Now we strip the dimensions out of the equations and rewrite the
exponents as trigonometric functions with a period 2π. For this purpose we
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need the substitutions:























which allows us to write the final version of the equations found in the text.
−idÃs
dη
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