This work is devoted to numerical studies of nearly optimal controls of systems driven by singularly perturbed Markov chains. Our approach is based on the ideas of hierarchical controls applicable to many large-scale systems. A discrete-time linear quadratic control problem is examined. Its corresponding limit system is derived. The associated asymptotic properties and near optimality are demonstrated by numerical examples. Numerical experiments for a continuous-time hybrid linear quadratic regulator with Gaussian disturbances and a discrete-time Markov decision process are also presented. The numerical results have not only supported our theoretical findings but also provided insights for further applications.
Introduction
This work is concerned with nearly optimal controls of systems driven by singularly perturbed Markov chains. We consider both discrete-time and continuous-time problems. The main objectives are to study the issues related to reduction of complexity of the Markovian systems and to demonstrate the asymptotic properties numerically. Our numerical experiments have not only supported the theoretical findings, but also provided insights for further applications.
In many real-world problems, a common practice in quantifying the dynamic relationships of random events and uncertainties is to use stochastic processes in modelling and formulation. For systems having jump sample paths, such as those often encountered in communication, reliability, manufacturing and queueing networks, Markovian jump models have become popular. Many optimisation and control problems can be formulated as stochastic control problems driven by Markovian noise. Typically the underlying Markov chains have large state spaces, which results in complex structures and leads to serious obstacles in obtaining optimal controls. Although optimal control problems can usually be solved by a dynamic programming approach, direct implementation of the dynamic programming principles only works well for those systems with moderate dimensions because large dimensionality often renders the computation infeasible. This is the so-called "curse of dimensionality" phenomenon. To overcome this difficulty requires reducing the complexity of the underlying problems.
In our continuing effort to study such large-scale systems [10, 11, 24, 28, 26, 25] , we have adopted the hierarchical decomposition approach (see [20, 4, 19] among others), which leads to the formulation of singularly perturbed Markov chains. Related work on singularly perturbed systems can be found in [9, 6, 17, 3, 16, 1, 15, 22] and the references therein; the formulation of piecewise deterministic processes is in [5] . One of the crucial observations is that for the large number of states involved, their rates of changes are not the same. Some of them change very rapidly, while others may vary at rates orders of magnitude slower. According to singular perturbation theory, such a high contrast of rates of changes can be reflected by introducing a small parameter and by using time-scale separation. This yields two time scales, a fast changing one versus a slowly varying one. With different time scales, we can lump the states (in each recurrent class) together in accordance with their rates of change. This aggregation allows us to form a reduced system having fewer states, in which the optimal controls for the reduced problem are easier to obtain. Based on the solution of the reduced problem, we can then construct control policies that will lead to near optimality.
In this paper, we deal with both discrete-time and continuous-time cases, including discrete-time linear quadratic control (LQ) problems, discrete-time Markov decision processes (MDP), and continuous-time hybrid linear quadratic regulator (LQG) problems. Numerical experiments are carried out to verify the asymptotic optimality. The rest of the paper is arranged as follows. Section 2 studies an LQ problem in discrete time. Using weak convergence methods, we derive convergence of the dynamic systems and the value functions under suitable scaling. Section 3 treats hybrid LQG problems in continuous time. Section 4 is concerned with a discrete-time MDP. Section 5 concludes the paper with a couple of remarks. An appendix is furnished to cover issues in the simulation of Markov chains and other matters in computation.
Notation. This paper deals with finite-state Markov chains regardless of the problems being in discrete time or in continuous time. Denote the state space by Å and write Å = {1; : : : ; m}. For a generator Q = .q i j / of a continuous-time Markov chain and a suitable function f .·/ defined on Å, Q f .·/.i / is meant to be 
Throughout the paper, we use the convention i ∈ Å to denote an element i ∈ {1; : : : ; m} and use s Ã`t o denote an element in the Ãth subspace Å Ã .
A discrete-time LQ problem
We examine a discrete-time LQ regulator problem. The design of traditional linear methods feedback controllers is based on a plant model with fixed parameters. Although it provides a way to manage for many dynamic systems, it cannot handle the situations in which the actual system is different from the nominal model. Much effort has been directed to the design of more robust methods in recent years. To take into consideration discrete shifts in regime across which the behaviour of the corresponding dynamic systems are markedly different, we present an LQ model with Markovian switches in this section. Rather than using a fixed system configuration, we take random jumps into consideration, propose a hybrid system, derive its limit, and demonstrate that its optimal control can be approximated by that of a continuous-time hybrid LQG problem and that the nearly optimal controls of the original system can be constructed using the limit system.
Let " > 0 be a small parameter and Þ " n a discrete-time Markov chain with a finite state space Å having m elements and transition probability matrix P " = . p " i j / given by
where P is a transition probability matrix and Q is a generator (the precise condition is given in (A1)). For any z ∈ Ê, use z to denote the greatest integer function that gives the greatest integer less than or equal to z. For a finite real number T > 0 and 0 ≤ n ≤ T =" , the dynamic system is given by
where x n ∈ Ê n1 is the state, u n ∈ Ê n2 is the control, A.i / ∈ Ê n1×n1 and B.i / ∈ Ê n1×n2 are well-defined and have finite values for each i ∈ Å , and {w n } is a sequence of random variables with zero mean. Define a sequence of cost functions by
3) [4] where E = E x ;Þ is the expectation given Þ " 0 = Þ and x 0 = x. Our objective is to find an optimal control u to minimise the expected quadratic cost function J " T =" .x; Þ; u.·//. To obtain the desired asymptotic results, we make several assumptions. (A1) The following conditions hold:
• {w n } is a sequence of independent and identically distributed (i.i.d.) random variables with Ew n = 0 and E|w n | 2 < ∞. • 6 = E.w 0 w 0 / is a symmetric positive definite matrix.
• P in (2.1) has the form P = diag.P 1 ; : : : ; P l / (2.4) such that each P i is irreducible and aperiodic and Q = .q i j / is a generator, that is, q i j ≥ 0 for i = j and q ii = − j =i q i j . In the above, diag.H 1 ; : : : ; H l / denotes a block diagonal matrix having matrix entries H 1 ; : : : ; H l .
• The Markov chain Þ " n and the random disturbance w n are independent.
• For each i ∈ Å , M.i / are symmetric nonnegative definite matrices, and N .i / and D are symmetric positive definite matrices. REMARK 2.1. We concentrate on the cases of singularly perturbed Markov chains with recurrent states. The cases of inclusion of transient states can be treated in a similar way. As far as the optimal controls are concerned (see [28] ), however, the transient states are asymptotically unimportant. We consider "white noise" only. The i.i.d. assumption on the sequence {w n } is mainly for convenience. The limit results for more complex noise processes such as -mixing processes can be obtained. The essence is that a central limit theorem holds for the noise, which yields a Brownian motion limit. For simplicity, we treat the cases where the variance of the noise (as a result of the diffusion term in the limit) does not depend on the singularly perturbed Markov chain. The results obtained can be extended to Þ " k -dependent variance. However, more complex averaging schemes are needed. 
Using a dynamic programming approach as in [8, pp. 165-166] , assuming the value function to be of the form
we proceed to determine K " n and r " n . For each i ∈ Å , substituting (2.6) into (2.5) yields the following system of Riccati equations:
Instead of solving one equation, we must solve a system of m equations. When the state space Å is large, the required computation is intensive. Using a singularly perturbed Markov chain approach, however, reduces the complexity and computational burden.
Note that
where
and where Ž i j = 1 if i = j and is 0 otherwise. Using this notation, rewrite (2.9) as
This equivalent form will be useful in the subsequent analysis.
For each i , define piecewise constant interpolated processes K " .·; i / and r " .·; i / as
n .i /, for t ∈ [n"; n" + "/. With a modification of the argument of the proofs of Lemmas 1 and 2 in [28] , we obtain the following lemma. .ii/ For each i and for some Ä T > 0,
It can be shown similarly as in [2, p. 73] or [8, p. 166 ] that the optimal feedback control for the LQ problem is linear in the state variable, and
Consequently the dynamic system can be written as
Henceforth, we use Ä to denote a generic positive constant with possible different values for different appearances and with the understanding of the notation Ä + Ä = Ä and ÄÄ = Ä. To proceed, we first obtain a bound on the second moment of x n .
PROOF. For any 0 ≤ n ≤ T =" , from (2.12), it is easily seen that
An application of the discrete version of Gronwall's inequality then yields
Moreover the bounds hold uniformly for 0 ≤ n ≤ T =" .
To effectively reduce the complexity, we use the idea of aggregation. In accordance with the form of P given in (2.4), the state space of the underlying Markov chain can be written as (1.2) to reflect the fact that the state space can be decomposed into l recurrent classes. We take a continuous-time interpolation as x " .t/ = x n for t ∈ [n"; n" + "/.
n ∈ Å Ã and define Þ " .t/ = Þ " n for t ∈ [n"; n" +"/. Working with the interpolated pair .x " .·/; Þ " .·//, we will show that it converges weakly to .x.·/; Þ.·//, that is, a solution of a hybrid system in continuous time. where ¹ Ã is the stationary distribution corresponding to P Ã for each Ã = 1; : : : ; l, and 1 1 1 1 1`0 denotes an`0-dimensional column vector with all entries being 1.
.ii/ E "
This result has been proved in [27] . We omit the proof here. For corresponding results for singularly perturbed continuous-time Markov chains, see [24, Chapter 7] . 
For simplicity and with a slight abuse of notation, in lieu of t=" and .t + s/=" , we often use t=" and .t + s/=" to denote integers in what follows. It should be clear from the context. For any Á > 0, t > 0 and 0 < s < Á, using (2.12), we obtain
.t +s/="−1
Using Lemma 2.2,
Using independence and Ew k = 0, we obtain
By the Cauchy-Schwartz inequality,
Thus lim Á→0 lim sup "→0 E|x " .t +s/−x " .t/| 2 → 0. The desired tightness thus follows.
Since {Þ " .·/} is tight due to its weak convergence (see Lemma 2.3), we can further show .x " .·/; Þ " .·// is tight. Choose a weakly convergent subsequence and for notational simplicity, still use " as its index. We proceed to characterise the limit process and show that the following assertion holds. PROOF. Using (2.12), we have
By virtue of the boundedness of 2 n , using Lemmas 2.2 and 2.3, a partial summation leads to
→ 0 as " → 0: [9] Numerical study of singularly perturbed Markov chains 57
The well-known Donsker invariance theorem implies that √ "
·/, where w.·/ is a standard Brownian motion and the symbol ⇒ means weak convergence. Using an argument similar to that of [24, Section 9.6], we obtain
Putting all the above estimates together, the desired result is obtained.
To proceed, define piecewise constant interpolation v " .x; t; Þ/ = v " n .x; Þ/ for t ∈ [n"; n" + "/. We derive the convergence of v " .x; t; Þ/ and derive the limit Riccati equations. PROOF. For any t; s ∈ [0; T ] satisfying t + s ≤ T , again, for simplicity, we use .t + s/=" and t=" in lieu of .t + s/=" and t=" . Similar to the proof of Lemma 3 in [28] , since v " .x; t + s; Þ/ and v " .x; t; Þ/ are the minimal costs, we have
By the boundedness of M.·/, N .·/, and K " k+1 and using Lemma 2.2, we can show that for any Á > 0, there is a 1 > 0 such that
Thus v " .·/ is equicontinuous in the extended sense (see [13, p. 73 ] for a definition). Note that v " .x; t; Þ/ = x K " .t; Þ/x + r " .t; Þ/, taking x = 0 in the above yields the equicontinuity of r " .·/ in the extended sense. Since x K " .t; Þ/x = v " .x; t; Þ/ − r " .t; Þ/, the quadratic form is equicontinuous in the extended sense. By repeatedly choosing appropriate vector x's, we can show all the entries of K " .t; Þ/ are equicontinuous in the extended sense. Thus K " .t; Þ/ is equicontinuous in the extended sense. Take i = s Ã`∈ Å Ã . Since {K " .·; i /} is equicontinuous in the extended sense and is uniformly bounded, Theorem 4.2.2 in [13] implies that it has a subsequence which converges uniformly to a continuous limit K .·; i /. We next characterise the limit. Using (2.10), we can write
Similarly, we can treat the other terms involving K " n+1 .i /. Note that Q " defined in (2.11) is a generator of a singularly perturbed Markov chain in continuous time with Q " = Q=" + Q and Q = P − I = diag.P 1 − I 1 ; : : : ; P l − I l /, where I Ã denotes an identity matrix of dimension Ã × Ã. (The asymptotic properties of such singularly perturbed Markov chains have been studied extensively in [24] .) Since i = s Ã`, we can write (2.9) as
Consequently,
It can be shown that the terms in G " .t/ converge to 0 uniformly in t ∈ [0; T ]. Thus we need only examine the rest of the terms in (2.16).
By virtue of the definition of (2.11) and the uniform boundedness of K " .·/, multiplying both sides of (2.16) by " and sending " → 0 leads to
The continuity of K .·; Ã/ then implies .P Ã − I Ã /K .t; ·/.s Ã`/ = 0 for all t ∈ [0; T ]. Irreducibility in turn implies that K .t; s Ã`/ = K .t; Ã/, independent of`, and that
Using this fact, multiplying (2.16) by ¹ Ã and taking summation over`yields
where o.1/ → 0 as " → 0 uniformly in t.
Letting " → 0 and using the uniform convergence of K " .t; s Ã`/ → K .t; Ã/, we will show for each Ã ∈ Å, K .t; Ã/ = K .t; Ã/. In fact, n .x; i / versus v.·/ are given in Figure 1 for " = 0:01. The simulation results show that the discrete-time LQ regulator problem is closely approximated by the corresponding continuous-time hybrid LQG problem, which allows us to further construct nearly optimal controls for the original system.
A continuous-time hybrid LQG problem
As was mentioned in the previous section, much effort has been directed to the design in recent years of more "robust" controllers. In various applications, it is often necessary to develop models involving disturbances of discrete-event type in addition to the additive white noise. Introducing a Markovian jump model and extending the original "state space" model to cover both the original state variables of the LQG problem and those variables of the Markov chain will result in a new system that displays both continuous and discrete characteristics and is thus termed a hybrid system.
Formulation
Again, for reduction of complexity, we use a singularly perturbed Markov chain Þ " .t/ whose state space is Å = {1; : : : ; m}. For further motivation, the reader is referred to [28] . Let us work with a finite horizon for some finite T > 0. Consider the linear system
x.s/ = x; for s ≤ t ≤ T; where E = E x ;Þ is the expectation given Þ.s/ = Þ and x.s/ = x; M.i /, i = 1; : : : ; m, are symmetric nonnegative definite matrices; N .i /, i = 1; : : : ; m, and D are symmetric positive definite matrices; Þ " .·/ and w.·/ are independent. Having a different interpretation than that of the discrete-time counterpart, the generator of Þ " .t/ consists of two parts, a rapidly changing part and a slowly varying one, and is given by
Note that Q=" represents the fast changing part and Q represents the slowly varying part. As a result, the form of (3.3) is similar in spirit to that of (2.1), where the transition matrix P " consists of P and a "slowly varying" part "Q. A small parameter " > 0 makes the system under consideration display a two-time-scale behaviour [6, 17] .
Optimal control Let v
" .s; Þ; x/ = inf u.·/ J " .s; Þ; x; u.·// be the value function. Then v " satisfies the following system of Hamilton-Jacobi-Bellman (HJB) equations:
with the boundary condition v " .T; i; x/ = x Dx, where
Assume Q has a block-diagonal form Q = diag. Again, the m × m matrix-valued functions K " .·/ and real-valued functions r " .·/ are to be determined. Substituting (3.5) into (3.4) and comparing the coefficients of x leads to the following Riccati equations for K " .s; i /: By aggregating the states in Å Ã into one state Ã, we obtain an aggregated process {Þ " .·/} defined by Þ " .t/ = Ã when Þ " .t/ ∈ Å Ã . The process Þ " .·/ is not necessarily Markovian. However, using probabilistic arguments, we have shown in [24, Section 7.2] that as " → 0, Þ " .·/ converges weakly to Þ.·/ generated by Q that has the form (2.13) with ¹ Ã being the stationary distribution of Q Ã (for each Ã = 1; : : : ; l). Moreover, for any bounded and measurable deterministic function þ.·/,
The following theorem is concerned with the convergence of K " and r " , whose proof is in [28] . For appropriate functions F.·/ and F i .·/ on Å , define The corresponding control problem is
where Þ.·/ ∈ {1; : : : ; l} is a Markov chain generated by Q. The optimal control for this limit problem is: 
Using such controls (as in [19] , see also [24, Chapter 9]), we construct
for the original problem. Although (3.10) involves a summation, at any given instance, it has only one term. Equivalently, this control can also be written as if
It is clear that this control is identical to the optimal control in (3.8) except K " is replaced by K . We use u " .t/ = u " .t; Þ " .t/; x.t// for the original problem, which is nearly optimal. If B.s Ã`/ = B.Ã/ and N .s Ã`/ = N .Ã/ are independent of`, then, in view of (3.9), we may replace I {Þ " .t /=sÃ`} by I {Þ " .t /=Ã} ¹ Ã and consider
Therefore we can write u " .s; Þ; x/ = u " .s; Ã; x/. Since u " only requires the information Þ " .t/ ∈ Å Ã , we can use 
Numerical results
This section presents a numerical example of a four-state Markov chain Þ " .t/ ∈ Å = 1; 2; 3; 4, t ≥ 0, generated by Take s = 0 and Þ.0/ = 1. Sample paths of Þ " .·/ are given in Figure 2 for " = 0:01 and " = 0:1, respectively. It shows that a smaller " leads to more rapid jumps. The trajectories of r " .·/ versusr.·/, K " .·/ versus K .·/, and v " .·/ versus v.·/ are given in Figure 3 . The simulation results demonstrate that our algorithm approximates the optimal solutions well with less computational effort.
A discrete-time MDP problem
Discrete-time MDPs are of interest in various applications such as resource allocation, communication channels and queueing networks. Classical treatments of discrete-time MDP models can be found in [18] and [23] (see also [21] for applications to reliability models) among others. It is important to consider discrete-time systems since system measurements are frequently recorded in discrete time. In addition, success in obtaining optimal controls for the underlying system relies on efficient computation procedures, which in turn depend on the corresponding discretised dynamic systems. A common practice in dealing with MDPs is to use a dynamic programming (DP) approach, which requires solving a set of DP equations and finding the optimal solutions. Such an approach becomes infeasible computationally when the dimension of the underlying system is very large, and therefore other alternatives are needed. In [14] , a hierarchical control approach was proposed, and nearly optimal control strategies were developed. The essences are state space decomposition and aggregation. The asymptotic result is based on the asymptotic expansions obtained in [25] . We provide numerical results herein to further elaborate our theoretical findings and to offer insight for practical applications.
Formulation and results
Consider a discrete-time Markov chain {Þ " n ; n = 0; 1; : : : ; } with finite state space Å = {1; : : : ; m}, where " > 0 is a small parameter.
Let the control space 0 be a compact subset of an Euclidean space. Consider feedback control u n = u.Þ " n / such that u n ∈ 0, n = 0; 1; : : : . Let P " .u n / = . p " i j .u n // m×m be the probability transition matrix of Þ " n given by (2.1) with both P = P.u/ and Q = Q.u/ depending on u. In view of (2.1), it is clear that the dominating factor is given by the transition matrix P.u/. Since we are focusing on finite-state Markov chains, the MDP corresponding to P.u/ can either consist of a number of recurrent (ergodic) classes of states or also include transient states. For simplicity, we concentrate on the recurrent cases here. That is, the transition matrix P.u/ consists only of l recurrent classes, and P.u/ has the form (2.4) with each 
where i = Þ " 0 is the initial state of the chain, g.i; u/ is the cost-to-go function, and þ > 0 is a given constant. The objective is to find a function u.·/ ∈ f that minimises J " .i; u.·//. In the discrete-time setting, the discount factor .1 − þ"/ depends on ". Such a dependence leads to cancellation of " in the associated DP equations.
The original MDP problem, termed È " , is of the form 
n is a discrete-time Markov chain whose probability transition matrix is P " .u.Þ " n //.
To solve the problem È " by using the DP approach, for each i ∈ Å , the associated discrete-time DP equation is
As was shown in [14] , as " → 0, a reduced problem or limit problem in an appropriate sense is obtained. Although the original problem is a discrete-time one, the reduced problem becomes a continuous-time MDP.
To proceed, define g.Ã; Define a control u " .·/ = {u " .Þ/ : Þ ∈ Å} for the original problem È " :
Numerical results
This section presents a numerical example of a discretetime MDP problem concerning a four-state Markov chain Þ " n ∈ Å = 1; 2; 3; 4, n = 0; 1; : : : , with transition probability matrix given by (2.1). Note both P = P.u/ and Q = Q.u/ depend on u. In the meantime, u = u.Þ " n / are functions of states. We assume three possible control actions in each state and use the following specifications: 
where u r .Ã/ denotes the r th control in state Ã; with all possible combinations of i j = 1; 2; 3 and j = 1; 2; 3; 4. To find the optimal control requires comparing the costs from all possible combinations of control actions. The cost-to-go function is given by (4.1) with g.i; u/ = .i + u/ 2 : The trajectories of v " .i /, the value function of the original problem, and v.Ã/; the value function of the limit problem, are displayed in Figure 4 . The simulation results show that the original discrete-time problem can be approximated by a continuoustime MDP closely, which has confirmed our theoretical findings. REMARK 4.1. To solve the limit control problem numerically, a cautionary note is in order. If one proceeds with a direct implementation, the numerical procedure may be unsuitable, which was confirmed by our numerical experiments. This is due partially to the result of the minimisation operation. Since a generator is involved and since the diagonal elements of the generator are negative, the iterates of the value functions may become negative resulting in the lost of probabilistic meaning in the iterations. To overcome these difficulties, we use the same procedure as suggested in [24, p. 240] . Numerically solving the limit problem leads to an equivalent discrete DP problem. To exploit the equivalence, we need to identify the corresponding transition probabilities. In fact, it can be shown (see the appendix) that the DP equation (4.2) 
Further remarks
This paper has focused on numerical solutions for nearly optimal controls of singularly perturbed systems driven by Markov chains. It complements our theoretical investigation of the asymptotic properties of such large-scale systems. A central theme here is the reduction of complexity. It should be noted that the original problem may not include a small parameter. However, the presence of different rates of changes will allow us to introduce a small parameter " > 0 into the system; see [24, pp. 47-49] for an illustrative example. In many cases " > 0 may not be tending to 0, but rather a "small" constant. The asymptotics we obtained (as " > 0) provide guidance for practical models. In the original problem, the Markov chain can take m possible values, whereas in the reduced system, the number of states becomes l. If l m, the complexity is significantly reduced. In the numerical experiments, we have used a value iteration approach. A policy improvement method may also be used.
Appendix
This appendix illustrates the procedure of generating Markovian sample paths for both discrete and continuous times in simulation studies, and shows that (4.4) is equivalent to (4.2).
Discrete-time chains
To simulate a Markov chain Þ k in discrete time requires first prescribing its transition probability matrix P = . p i j /, then building its sample paths. Suppose that Þ k ∈ Å = {1; : : : ; m}, for k ≥ 0. The sample paths are constructed via comparison determined by the transition probability matrix P. At any time k ≥ 0, the chain's next move is specified by where U is a random variable following a uniform distribution in .0; 1/ (that is, U ∼ U .0; 1/).
