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ABSTRACT 
 
In this paper, we study block codes that are optimized to 
recover some lost source data even in case when full 
recovery is not possible. Conventionally, block codes 
designed for packet erasure networks are aimed to recover 
all the lost source packets, assuming that the amount of lost 
data does not exceed the redundancy overhead. 
Unfortunately, this approach leads to poor performance if 
the fraction of lost data even occasionally exceeds the limit 
for full recovery capability. Recovery of part of the data 
may prove to be beneficial, especially when media data 
packets are unequal in importance. We present a short linear 
block code design that improves the performance of 
traditional Minimum Distance Separable (MDS) codes by 
reducing the fluctuation of the residual packet loss rate.  
These new codes also lead to a flexible design for unequal 
error protection of the media packets. 
  
Index Terms — Forward error correction, video 
streaming, multimedia communications 
 
1. INTRODUCTION 
 
Recovery from packet losses is one of the fundamental 
technical problems in packet-switched networking. 
Traditionally, the problem can be solved by retransmitting 
the lost packets (Automatic Repeat reQuest, ARQ) or 
transmitting redundant data that can be used to replace lost 
packets (Forward Error Correction, FEC). FEC is generally 
preferred to ARQ in interactive applications with stringent 
latency requirements like video telephony or streaming with 
short delays. 
According to the conventional wisdom, a good FEC 
code should be designed so that the redundancy overhead 
required to fully recover the missing source symbols is 
minimized. A block FEC encoder takes k source symbols as 
input and generates n FEC symbols as output (n>k). In an 
ideal case, FEC decoder can regenerate the original k 
symbols when any k symbols out of n have been received. 
The ideal performance can be achieved with MDS codes 
[1]. However, in case there are more than n-k lost FEC 
symbols, none of the lost source symbols can be recovered 
with MDS codes. If the loss rate varies around n-k symbols 
per block, the observed residual source symbol loss rate 
would vary enormously from block to block. This might be 
problematic in multimedia communications where 
applications are very sensitive to high quality variations, 
even if they can tolerate the loss of some of the (least 
important) packets. 
In this paper, we propose a new design for short linear 
block codes, whose operating range is wider than of 
traditional MDS codes. Some of the lost source symbols 
may therefore be recovered even in the case where MDS 
codes would fail, which alleviates the clustering of residual 
losses in certain FEC blocks. It certainly represents an 
important advantage in applications such as video 
streaming, where advanced error concealment techniques 
can be effectively used to recover a small number of 
occasional packet losses, but not for heavily clustered 
packet losses. In addition, the flexible code design leads to 
efficient Unequal Error Protection (UEP) schemes that are 
well adapted to media communication problems. We 
analyze the performance of the sparse FEC codes, and 
experimental results show their advantages with respect to 
traditional codes. 
 
2. BACKGROUND AND RELATED WORK 
 
There are several different alternatives to implement FEC 
codes for different applications. Low Density Parity Check 
(LDPC) codes and their more advanced derivatives, such as 
Raptor codes, are often used for long blocks instead of 
MDS codes, due to the lower computational complexity 
compared to Reed-Solomon [2]. 
Traditionally, LDPC codes and their derivatives have 
been designed with intention to recover the random loss of a 
fraction p of the transmitted symbols at high probability, 
when the code rate R=1-p(1+ε) and ε>0 (in an optimal case, 
ε is as small as possible) [3]. A different approach has been 
taken recently with growth codes [4,5], intending to 
maximize the number of recovered symbols when p≥1-R. 
The capability of recovering some data in case where 
traditional MDS or LDPC codes would fail may be useful 
for applications, such as sensor networks in emergency 
scenarios [4] and UEP in video streaming [5]. 
The Partial Reed-Solomon (PRS) codes proposed in [6] 
target a similar objective. In PRS, source data is only 
partially protected by RS codes and the remaining part is 
left unprotected. With this method, the average recovery 
rate can be improved when the loss rate occasionally 
exceeds 1-R, because the same FEC overhead is used to 
cover smaller amount of source data than with RS covering 
everything. The disadvantage, however, resides in the weak 
performance at low loss rates, as some of the unprotected 
packets may get lost and they cannot be recovered by the 
partial FEC codes. 
 
3. SPARSE FEC CODE DESIGN PRINCIPLES 
 
Due to latency and buffering restrictions in multimedia 
streaming applications, the application of FEC across media 
packets is generally restricted to short block codes 
Systematic RS codes are certainly advisable in this context, 
due to their better performance compared to LDPC codes 
with short block lengths, when the complexity remains 
limited. However, it is even less probable to achieve perfect 
error recovery with short source blocks than long blocks. 
An RS code can be defined as a system of linear 
equations, computed using Galois field arithmetics. A 
systematic FEC block is composed of a source data vector 
D={dj, j=1..k} and a FEC code vector C={ci, i=1..n-k}. 
Each FEC symbol can be computed from Eq. (1), where αi,j 
is a coding coefficient in a generator matrix G. If αi,j=ji-1, 
the rows in G are orthogonal and the lost source symbols 
can be recovered from the system of equations, assuming 
that there are more than k symbols available. 
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Usually, FEC codes are not able to recover lost packets if 
less than k packets are received, while they recover all the 
lost packets in the contrary. However, it might be beneficial 
for some applications to trade-off perfect recovery for 
smoother recovery performance, and rather to augment the 
number of recovered symbols even when the actual loss rate 
is higher than expected. We propose a sparse RS generator 
matrix structure, where some of the coding coefficients αi,j 
are set to zero. For a comparable channel rate, such a code 
is not capable of perfect recovery of data in all the cases 
where conventional RS succeeds. However, partial recovery 
of data becomes possible with high probability even if 
(slightly) more than n-k packets are missing, so that the 
residual loss rate variations are reduced. The design of this 
kind of codes is partially inspired by the design of priority 
random linear codes used in network coding [7], and 
applied here to FEC protection of media streams.  
Heuristics are necessary for the design of sparse RS 
generator matrices. First of all, non-zero coefficients at each 
row must partially overlap with non-zero coefficients at 
some other rows. Otherwise, the design would actually 
degrade to a system of independent RS codes with shorter 
source block lengths. Second, to achieve equal protection 
level for each source symbol, every row and column should 
have the same number of non-zero coefficients.  
We show in Figure 1 a few examples of codes that 
satisfy these constraints, for a (16,12) code (i.e., k=12, 
n=16), where the matrix G is represented with zero and non-
zero coefficients in white and black squares, respectively. 
For such a code and the constraints above, only two levels 
of sparseness are feasible, which are 25% of zero 
coefficients (3 zeros per row, 1 zero per column) and 50% 
of zero coefficients (6 zeros per row, 2 zeros per column). 
With 25% of zeros, the 9 non-zero coefficients on each row 
must overlap with exactly 6 non-zero coefficients on every 
other row. With 50% of zeros, considering the requirements 
for partial overlap, there are several possible constructions 
of the sparse matrix G, two of them illustrated in Figure 1. 
The design varies with the sequence of overlapping non-
zeros coefficients in different rows: the 6 non-zero 
coefficients in the first row can overlap with 2 non-zero 
coefficients on rows (2-2-2 overlap, Figure 1a), with 3 non-
zero coefficients on two other rows and none on one other 
row (3-3-0 overlap, Figure 1b), or with four non-zero 
coefficients on one row, two on another and none on the last 
row (4-2-0 overlap, Figure 1c). With 75% of zero 
coefficients (9 zeros per row, 3 zero per column) the 
requirement for partially overlapping non-zeros on different 
rows cannot be achieved. 
 
 
a) 2-2-2 overlap 
 
b) 3-3-0 overlap 
 
c) 4-2-0 overlap 
Figure 1. Different possible designs for sparse (16,12) RS 
codes (50% zeros). White squares denote zero coefficients.  
The linear system of equations corresponding to the matrix 
G can be solved if enough symbols are available at the 
decoder. Therefore, we can analyze the performance of such 
codes with respect to the number of lost symbols. When the 
number of lost symbols is l, the average fraction of symbols 
R(l) that can recovered is computed from Eq. (2), where 
C(i,l) is the proportional amount of combinations (out of all 
possible combinations) of l lost symbols in the n-symbol 
FEC block that can recover exactly i source symbols (i≤l).  
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(2) 
For conventional R-S codes, we have C(i,l)=1 when l≤n-k, 
and C(i,l)=0 otherwise. With sparse R-S codes, the function 
C(i,l) depends on the number of zeros and the pattern of 
overlapping non-zero coefficients. In most cases, it cannot 
be written in a simple closed form. Figure 2 shows the 
values of R(l) derived by experimenting all possible 
combinations of packet losses. For the sake of clarity, the 
results are shown for only some of the possible overlap 
patterns. 
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Figure 2. Amount of available symbols after decoding 
different FEC codes, respect to the number of lost symbols. 
Assuming that the packet loss probability p is the same for 
every packet and that losses occur independently, the 
probability P(p,l) that exactly l packets are missing in a 
block of n packets is given by Eq. (3). By combining Eqs 
(3) and (2), it is possible to compute the average ratio Rtot(p) 
of recovered symbols as a function of p, as given in Eq. (4). 
The optimal FEC code can therefore be chosen among 
candidates that maximizes the error recovery rate. Figure 3 
compares the measured and theoretical error correcting 
capabilities of conventional (16,12) RS codes and 50% 
sparse RS codes (with 3-3-0 overlap pattern). It shows that 
the experimental results follow closely the results derived 
analytically from Eq. (4). 
lnl pp
l
n
lpP −−⎟⎟⎠
⎞
⎜⎜⎝
⎛= )1(),(
 (3) 
∑
=
=
n
l
tot lRlplPn
pR
1
)(),(1)(  (4) 
One important advantage of the flexible design of sparse 
codes resides in their ability to perform UEP for data with 
different levels of priority. The degree of protection of each 
source symbol is related to the number of non-zero 
coefficients in the corresponding column of G. UEP can 
therefore be tuned finely to the relative importance of the 
data by adapting the design of the generator matrix. A 
practical example of such a matrix is shown in Figure 4, 
where we assume that the source symbols 1-4 belong to the 
highest priority class, symbols 5-8 to the intermediate and 
symbols 9-12 to the low priority class.  
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Figure 3. Residual loss rate (p-Rtot(p)) of conventional and 
sparse RS codes illustrated. 
 
 
Figure 4. Binary representation of a generator matrix G 
optimized for UEP. White squares denote zero coefficients. 
 
4. SIMULATIONS 
 
In order to demonstrate the practical applicability of the 
proposed code, we have applied the residual packet loss 
patterns generated in simulations to real encoded 
H.264/AVC files to simulate a packet erasure channel. We 
have used the JM reference codec version 12.4 [8], ‘Soccer’ 
(CIF) sequence encoded at 1 Mbps. Flexible Macroblock 
Ordering (FMO) has been enabled to avoid aggressive 
quality degradation and fluctuation when the loss rate 
increases. The experiments have been repeated four times 
with different error patterns. The average PSNR values are 
shown in Figure 5. The results show that the proposed code 
improves the overall quality slightly at all loss rates larger 
than 0.1. The performance is even similar to the 
conventional RS codes at lower loss rates, since the sparse 
code decreases the harmful effect of clustered packet losses. 
This explains the small benefit of the sparse codes, even 
though the average residual packet loss rate at low loss rates 
is slightly lower for the conventional RS codes. 
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Figure 5. Video PSNR comparisons of sparse and 
conventional RS codes, as a function of the loss rate.  
 
We study now the benefits of the proposed code for unequal 
error protection. We have also applied the sparse code 
shown in Figure 4 to a real H.264/AVC video stream and 
compared the performance to the conventional RS FEC and 
a simple conventional UEP scheme using RS (7,4) for high 
priority data, RS (5,4) for the intermediate priority and no 
protection for the low priority data. We have chosen a 
configuration with cycles of one I-frame, followed by four 
P-frames. This configuration permits a fair comparison to 
the baseline FEC with even error protection. 
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Figure 6. PSNR values for the proposed UEP FEC code, 
conventional RS and conventional UEP compared. 
 
The highest priority class is assigned to I-frames (four 
packets per I-frame), the intermediate priority class to the 
two preceding P-frames and lowest priority level to the last 
two P-frames (two packets per each P-frame), resulting 
cycles of 12 NALUs, 4 in each priority class. The test 
bitstream is ‘Foreman’ (QCIF), coded at 256 kbit/sec bitrate 
with the FMO mode enabled. Figure 6 shows the PSNR 
quality compared to the one obtained with even protection 
and a conventional RS code. Preliminary results with 
different sequences show similar behavior, although not 
shown here due to the lack of space. The conventional RS 
code performs slightly better at low loss rates, because the 
UEP scheme suffers from small number of low priority 
packet losses whereas equal FEC provides nearly perfect 
recovery of all packets. In contrast, the simple UEP 
becomes effective only at very high loss rates. The benefit 
of the proposed UEP is clearly shown at loss rates above 
0.1. Even though the average residual packet loss rate is 
slightly higher with UEP than with conventional RS codes, 
the resulting quality is better. In addition, the quality 
fluctuation is reduced. The I-frames receive a better 
protection, which reduces the impact of error propagation. 
 
5. CONCLUSIONS 
 
In this paper, we have proposed sparse FEC codes that are 
optimized for partial recovery of data in the cases where 
conventional MDS FEC codes fail to recover any lost 
symbol. Such codes permit to reduce the quality variations, 
which is very important in media streaming applications. 
Their flexible design also leads to effective uneven error 
correction algorithms. The performance of the code has 
been validated with simulations of H.264/AVC video 
streaming. It has been shown that the proposed code results 
in improved quality due to unequal error protection of video 
packets. At the same time, it leads to smooth quality 
degradation when the packet loss rate increases, without 
significantly sacrificing on the quality at very low packet 
loss rates. 
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