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Abstract 
Urban areas are highly dynamic and diverse systems and the interactions and networks 
within an urban area are, at present, only partly understood, although some of the most 
important impacts on human health occur in these areas.  It is essential, therefore, to develop 
a deeper understanding of these urban dynamics and processes especially with regard to 
exposure and health risk assessment.  This thesis describes the development and application 
of an urban SImulation for ENvironmental health Analysis (SIENA).  SIENA provides a 
controlled, simplified urban environment to develop and test spatial epidemiological 
concepts and models, to simulate processes and interactions relating to environmental 
exposure and to explore theoretical and methodological problems in the spatial analysis of 
environmental health. 
The development of the simulated urban system focuses on identifying and quantifying 
fundamental processes and inter-dependencies in the structure of urban areas in Great 
Britain.  Twelve cities are chosen as sample cities and their spatial data structure 
(topography, transport network, land cover) and relationships between these structures and 
the urban population are statistically analysed.  Based on the results of the statistical analysis 
SIENA is developed within a Geographic Information System (GIS) using probabilistic 
models and spatial analysis tools.  Beside the identified core structure, topography, 
transport network, land cover and population, additional data such as traffic flow, air 
pollution monitoring networks or emissions from industrial sources amongst others are 
modelled and incorporated into SIENA. 
To demonstrate the potential of the simulation, SIENA is applied in two case studies 
both focusing on the misclassification of human exposure to urban air pollution.  The first 
case study explores the representativeness of various air pollution monitoring networks and 
the resulting implications for exposure assessments.  For the second case study, personal 
exposure is simulated within SIENA and then compared to the use of a location-based 
exposure proxy and the potential exposure misclassification spatially analysed. 
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Chapter 1: Introduction 
1.1 Rational 
Eighty percent of the population in Great Britain today live in towns and cities.  People 
are, thus, exposed most of the time to an urban environment and the associated potential 
health risks, such as urban air pollution from traffic or industrial sites, electromagnetic fields 
(EMF) or noise.  The multiple health risks to which this large population is exposed, make 
the urban environment an important research focus for environmental health studies (WHO 
2010).   
Numerous studies have been carried out to explore urban structure and function in 
general (Batty & Kim 1992; Batty & Xie 1994; Rossi-Hansberg & Wright 2007; Sanders et al. 1997) 
and their associations with human health in particular (De Ridder et al. 2008; Frank 2000; 
Stone et al. 2007), but the complex intertwined relationships between the physical and human 
environment are difficult to characterise and predict.  Urban areas are highly dynamic and 
complex systems with almost every structure and process in the urban system being inter-
related and inter-dependent (Salingaros 2000; Sanglier & Allen 1989).  Urban processes can, 
thereby, be found at different spatial scales ranging from individuals to the entire city and 
beyond.  Individuals are under the influence of environmental factors such as temperature, 
air pollution and noise; social factors such as economic status, education and ethnicity; and 
other components embedded in complex causal and stochastic interactions.  The 
relationships and networks between urban components (e.g. land cover, transport systems, 
health infrastructure), demographics and public health within an urban environment are, at 
present, only partly understood, even though some of the most important impacts on the 
environment and on human health occur in these areas.  It is essential, therefore, to continue 
to explore and analyse these urban processes and associations in order to gain a better 
understanding of urban areas and their relationship with the urban population in general 
and, with human health in particular.  
Simulations offer effective solutions to analyse structures and processes in the complex 
urban environment, as a basis for informing environmental and health studies (Batty 2005b; 
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Eubank et al. 2004).  Rather than carrying out studies in the real world, which might not be 
feasible due to limited data availability, time and tight budgets, simulations allow events 
and processes to be investigated in a controlled, manipulable environment.  Simulations 
represent simplifications of reality that mimic the complex behaviour of real-world 
processes or systems.  This becomes especially advantageous when analysing very complex 
phenomena such as the spread of diseases, disasters and response procedures or, the effects 
of time-activity patterns on exposure (Burke et al. 2001; Ferguson et al. 2006; Goodchild 2006).  
By capturing individual components, their connections and the dynamic processes of real-
world systems, simulations allow the manipulation and complete control of systems, and 
the model parameters used to represent them, in ways that otherwise would be impossible, 
too costly or unethical (Winsberg 2003).  This provides the facility to investigate and analyse 
complex systems in a wide range of different ways, based on different assumptions or 
scenarios.   
Simulations are commonly applied in urban environmental health studies, health 
impact assessments and risk assessments.  Examples include their use to assess exposures to 
urban air pollution (Jantunen et al. 1998; Nuterman & Starchenko 2005; Vautard et al. 2007a), to 
assess uncertainty in the study design (Aamodt et al. 2006; Baxter et al. 2010) or to play out 
scenarios to inform policy makers (Bose 1996).  Urban areas are spatial systems and, 
therefore, many of these studies use Geographic Information System (GIS) to link, model 
and analyse the spatial data (Cyrys et al. 2005; Mindell & Barrowcliffe 2005).  This is done 
mostly using data from real-world urban areas to answer questions specific to a town or city.  
Readily available data sources such as environmental concentration measurements, land 
cover or population distribution (e.g. from national censuses) are frequently used to provide 
the data input of the simulations.  The lack of understanding of urban areas, however, 
derives in part from the sparseness of available data on urban systems.  Difficulties arise in 
linking and integrating data from different sources and for different issues (such as 
transport, population, environmental pollution and health) because of differences in sample 
design, geographic coverage or timing.  As a consequence, Lioy identified the development 
of new technologies as one of the main scientific research focuses for future environmental 
epidemiology studies (Lioy 2010).  He specifically highlighted the importance of simulations 
in this context as a tool to locate and evaluate populations in contact with environmental 
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contaminants and to characterise exposure more accurately in order to reduce and prevent 
adverse health effects.   
In line with Lioy’s conclusions, this study aims to develop a spatial simulation 
environment of a ‘virtual’ urban area as a tool for simulating and modelling processes and 
interactions relevant for geographical studies of environmental health.  Its purpose is to 
provide a user-controlled system in which to develop, test and assess methods, tools and 
models crucial to explore the effect of environmental risk factors on human health.  
Particular focus is, thereby, given to the study of exposure to potentially adverse 
environmental conditions, the sources and magnitude of uncertainties in these studies and 
how different scenarios or study designs might influence the study outcome.  Rather than 
analysing city-specific problems, the spatial simulation environment provides a ‘laboratory’ 
within which to analyse generic, methodological questions relating to exposure assessments 
that are faced by the majority of environmental health studies in urban settings.  
 
1.2 Aims and objectives 
The main objective of this thesis is the development and application of a simulated 
urban system to analyse spatial processes, relationships and interactions relevant to 
environmental health within a controlled urban environment.  This will be done by: 
a) identifying urban metrics to statistically explore urban structure and interactions of 
real-world cities in Great Britain, focusing on key attributes relevant to 
environmental health; 
b) on the basis of this, defining a set of design and structural rules for the development 
of the simulated urban system and applying these rules to construct and model the 
simulation environment within a geographic information system (GIS); 
c) demonstrating and assessing the potential of the simulated urban system by 
conducting two case studies that analyse exploratory aspects of uncertainty in 
exposure assessments, which could not easily be explored in a real-world setting. 
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1.3 Thesis overview 
Chapter 2 introduces the concept of simulations and briefly summarises the literature 
on different simulation approaches (e.g. cellular automata, multi-agents and probabilistic 
models) in urban and health studies.  The role of GIS in particular is reviewed, highlighting 
its role in the spatial data analysis of environmental health studies.  This provides a detailed 
underpinning to the research.   
Chapter 3 explores the spatial patterns of urban structure and processes in real-world 
urban systems from an environmental health perspective.  Key data, relevant to urban 
environmental health are identified, and sample cities around Great Britain are described 
statistically in terms of their spatial structure and interactions at different spatial scales, with 
the help of urban metrics.   
Chapter 4 describes the development of the simulated urban system.  First, a general 
outline is provided giving an overview of the chronological development of the simulation 
environment.  Design and structure rules derived from the statistical analysis described in 
chapter 3 are then established, the development of the simulation environment is outlined 
and results are presented.   
 Chapter 5 introduces the topic of the case studies: the misclassification of human 
exposure to air pollution in an urban setting.  Effects of air pollution on human health are 
briefly summarised and ways to assess these exposures outlined.  Special emphasis is given 
to the potential causes of exposure misclassification and their effect on exposure assessments 
is underlined.       
Chapter 6 outlines the first case study: the exploration of effects of air pollution 
monitoring networks on exposure misclassification.  The simulated urban system is used to 
explore various monitoring scenarios (e.g. monitoring networks of various monitoring set-
ups and station densities) and to assess their performances with regard to representativeness 
of exposure distribution and individual exposure classification.  
Chapter 7 describes the second case study, which assesses the spatial distribution of 
error introduced into air pollution exposure assessments when using a location-based 
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ambient exposure proxy as opposed to personal exposure.  Within the simulated urban 
system both ambient exposure estimates and personal exposures are simulated for a large 
cohort and spatially analysed. 
Chapter 8 reflects on the findings of the research, considers its implications for 
geographical analysis of human health, and makes recommendations for further study in 
this area.  
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Chapter 2: A review of simulation methods and models in 
urban environmental health  
2.1 Introduction 
Urban areas are complex, hierarchical systems that can, and have been, analysed using 
quantitative methods and simulations for the purpose of improving our understanding of 
the urban space.  Urban complexities are characterised by non-linear relationships between 
human, social and environmental factors at different hierarchical levels where interactions at 
one level influence events and responses at another level.  The resulting emergence of new 
properties at different scales is a further consequence of these complex systems (Pumain 
2006).  One-to-one representations of the elements of urban systems are, therefore, 
impossible to make.  Numerous parameters and inter-dependencies have to be considered 
and the results become unfeasible to interpret.  A possible solution lies in the development 
of a simplified model, in a way that preserves the essential features of the system (Levins 
1966).  Different approaches exist to model urban complexities (see section 2.2.2), including 
statistical data analysis (e.g. multivariate analysis or cluster-weighted models to detect non-
linear complex structures (Gershenfeld et al. 1999; Thioulouse et al. 1995)), mathematical and 
numerical models (e.g. to analyse stability  (Ehresmann & Vanbremeersch 1987; Engelen 1988)) 
and computer-based models (e.g. cellular automata and multi-agent models  to represent 
human behaviour or spatial structure and dynamics (Batty 2005b; Irwin et al. 2009; Sante et al. 
2010a)).   
Models are essential concepts for our understanding of reality but should never be 
confused with reality itself.  They rather provide a simplified representation of reality by 
translating theoretical abstractions into defining elements, variables and the logical or 
quantitative relationships between them (Batty 1976).  Every model makes, thereby, 
assumptions and generalisations about processes, interactions and feedbacks in the reality it 
describes.  The legitimacy of these simplifications resonates in the interpretations of the 
model outcome.  Is the result obtained an inherent feature of the reality or is it due to the 
simplifying assumptions?  To overcome this ambiguity Levins postulates the ideals of model 
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building as maximising generality, realism and precision in order to understand, predict and 
manage reality (Levins 1966).  Obviously, this is not a realistic notion if modelling complex 
urban systems.  Levins, therefore, further suggests as a compromise the trade-off of one of 
the model properties.  The sacrifice of generality to realism and precision, thereby, results in 
the reduction of model parameters to those relevant for a specific scenario.  The applicability 
of these models is appropriate for the detailed simulation of specific scenarios.  Sacrificing 
realism to generality and precision is a result of formulating general, linear and often 
idealised assumptions.  These models assume that small deviations from reality will result in 
only small deviations in the results (Roughgarden 1979).  Thirdly, Levins argues, models can 
sacrifice precision to realism and generality.  Outcomes of such often very flexible models 
will indicate general tendencies such as the increase or decrease of parameters or the 
deviation from a certain value.  They are, therefore, concerned with the quality rather than 
the quantity of the systems being analysed and are appropriate if testing hypotheses 
(Nunney 1985).  This model approach is favoured amongst others by Levins himself 
(Weisberg 2006) but others argue that a balance between generality, realism and precision is 
the way forward to study the nature of systems (Odenbaugh 2006; Orzack & Sober 1993).  This 
is also the aspired approach for the modelling of an urban system in this study.   
 
2.2 Simulations as analysis tool  
Simulations implement models (e.g. mathematical, statistical or computer models) to 
study the behaviour and its consequences of a real-world process or system under a specific 
set of input conditions (Banks 1999; Maria 1997).  They, therefore, provide a tangible 
representation of the system under study in which to run models and to explore the 
conditional behaviour of separate model components based on the current dynamics of the 
simulated system (Peck 2008).   
Simulations have been used extensively as analysis tools in a wide variety of research 
areas.  Examples include the fields of ecology (Grimm & Railsback 2005; Peck et al. 1999), 
chemistry (Belanger et al. 2002; Schiopu et al. 2009), economics (Ghosh & Whalley 2008; Herrero 
et al. 1999; Noordegraaf et al. 1998), health care (Goovaerts 2010; Harper et al. 2005b; Sobocki et al. 
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2006) and, in particular, geographical sciences (Band et al. 1993; Cox et al. 2000; Darnell et al. 
2010).   
The popularity of simulations in these areas is based on their capability to explore 
complex processes that would be otherwise impossible to analyse.  Urban scientists, for 
example, are concerned with describing the world by seeking patterns in processes and 
dynamics across space and time.  Simulations, thereby, allow the very complex processes 
and feedbacks inherent in the urban environment to be studied in a more simplified and 
generalised setting.  They give the analyst full control over the experimental environment, 
for example, in terms of boundary conditions (open or closed system), spatial and temporal 
extent and the resolution of these dimensions (Openshaw & Abrahart 2000).  Problems caused 
by external factors which often confound real-world experiments are, thus, avoided.  
Simulations are, therefore, frequently used to formulate and test new concepts and 
hypothesis (Hudert et al. 2010) or to develop and pilot new methods and models that are then 
transformed to the real world (Bartie et al. 2010).   
Real-world studies are often time-consuming, expensive or else impractical (e.g. 
unethical, dangerous or not meaningful due to data incompleteness).  Simulations provide 
effective solutions in these situations because they are cheap to run, can be readily 
replicated, are flexible and can be speeded or scaled up to explore processes that would 
otherwise be impossible to investigate.  In particular, their ability to deal with data 
incompleteness by simulating missing data make them a valuable tool for environmental 
health studies where the required level of data detail is often not known or not accessible 
(e.g. due to confidentiality or licensing issues).  In this context, simulations have been used 
to generate hypothetical population characteristics (e.g. exposure, demographics, and health 
outcomes) to answer questions which, in the real world would, not be possible in this form 
because of data availability issues.  Whitaker et al., for example, used a simulation to explore 
exposure measurement error in epidemiological studies to water disinfection by-products.  
They simulated the ‘true exposure’ for their study population by assigning statistical 
distributions of exposure relevant data from the literature and compared it to measured 
concentrations (Whitaker et al. 2003).  Baxter et al. generated health outcomes for a 
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hypothetical study population and evaluated the bias caused by different exposure 
surrogates (Baxter et al. 2010). 
The capability to play out different scenarios makes simulations particularly powerful 
to model processes and their possible outcomes (Frohling et al. 2010; Trancoso et al. 2009), to 
evaluate different process performances under different conditions or to assess the 
implications of certain scenarios (Asadoorian 2008; Fontaine & Rounsevell 2009; Menard & 
Marceau 2007).  Simulations have, for example, been used to analyse the consequences of 
using different methods (e.g. to detect health clusters (Aamodt et al. 2006)) or to evaluate 
health policy and planning strategies (Bolger & Davies 1992).  The CityDelta project predicted 
future air pollution exposure scenarios across European cities under different emission-
reduction strategies to inform air quality policies across Europe (Cuvelier et al. 2007; Vautard 
et al. 2007b).  Harpert et al. used a geographical simulation to guide the planning of health 
care facilities in London (Harper et al. 2005a).   
These properties make simulations valuable analysis tools in urban and environmental 
health science.   
 
2.2.1 History of urban simulations 
Conceptual models have been developed since the late 19th century and, over time, they 
have evolved into sophisticated urban simulations designed to study the evolution and 
design of towns and cities, to predict their future development or to analyse processes 
occurring in urban areas.  
Urban models have their roots in the beginning of the twentieth century.  Examples 
include the von Thunen model, which models the spatial distribution of agricultural land 
use based on transportation costs and distance from the central site (von Thunen 1826); the 
concentric zone model developed by E.W. Burgess for the city of Chicago, which explains 
the distribution of land use by five concentric zones under the assumption that cities expand 
outwards from a central area (Burgess 1925); and the multiple-nuclei theory by Harris and 
Ullman which assumes a cellular spatial structure of urban areas as a consequence of 
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multiple centres around which urban activities revolve (Harris & Ullman 1945).  These 
descriptive models provide the foundation for contemporary urban simulations. 
The demand to predict effects due to transportation and land use developments for 
urban planning in the late 1950s, saw the advent of more complex urban models.  One of the 
first of such models was Lowry’s model of a metropolis (Lowry 1964) that tried to formalise 
the structure of an urban system in terms of three sectors of spatial activities: the basic sector 
(industry, business and administration), the retail sector and the household sector.  The 
Lowry model, however, was a static model and as such did not allow urban dynamics to be 
analysed.  Forrester, therefore, introduced a time component for his model of urban 
dynamics (Forrester 1969) - the first, also, to make use of a computer.  Forrester’s model, 
however, was non spatial, and it was only during the 1970s and 1980s that space was 
explicitly incorporated into urban models through a variety of so-called ‘regional models’ 
(Batty 1976; Harris 1985; Sanglier & Allen 1989).  These focused on the competition for space 
between several land uses or economic sectors (Dendrinos & Sonis 1990).  The regions were 
described in terms of ‘stocks’ such as population, jobs or land use and exchange amongst 
these stocks (Putman 2006; Wilson 1969).  
From the early 1970s onwards, a growing interest in, and use of, simulations has been 
driven by several factors, including the establishment of a systems approach to geography 
(Chorley 1962; Chorley & Kennedy 1971) and the development of more powerful and user-
friendly computers.  Since then computers have increasingly become the standard medium 
for simulations.   
The main improvement brought on by computer simulations is the rapid deduction of 
consequences based on the assumptions in the model (Hartman 1995) and the visualisation of 
results in space and time.  The vast increase in computer processing power and memory 
space during the last decade was accompanied by a paradigm shift in simulations (Benenson 
& Torrens 2004b).  While previously aggregated models such as macroeconomic models 
(Startz 1989; Tobin 1975) or social science and population models (Weidlich 1991) were the 
primary activity focus, faster and larger computers triggered a trend in the opposite 
direction towards more detailed, specialised and disaggregated models.  This shift was 
especially predominant in urban science where the regional models have been progressively 
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replaced by models of the fundamental elements such as pedestrians, vehicles or house 
prices amongst others (Devisch et al. 2009; Fontaine & Rounsevell 2009; Haklay et al. 2001; Liu et 
al. 2005).  At the same time, simulations started to embrace the element of time and the 
focus, previously placed on static, comparative concepts, increasingly shifted towards 
dynamics (Batty et al. 1999; Deal 2001).  The advances in geographic information systems in 
the last decades further expedited this paradigm shift towards individual-based dynamic 
simulations (Batty & Jiang 1999; Couclelis 1997; Gimblett 2002).   
 
2.2.2 Simulation approaches 
The most widely used models today are mathematical models.  These are based on the 
formulation of ‘laws’ that control the behaviour of the system being simulated.  
Mathematical models are often used to analyse the changing spatial patterns of land use 
(Deal 2001; Ligmann-Zielinska & Jankowski 2010; Shen et al. 2009) or in transport planning and 
traffic analysis (Brown & Affum 2002; Lee et al. 2004).  The complex behaviour of infectious 
diseases is also simulated using mathematical models to analyse the spread of a disease 
under different control mechanisms (e.g. vaccination or travel restrictions (Ferguson et al., 
2001; Hollingsworth et al., 2006)).   
 
Cellular automata 
Special types of mathematical models or so-called ‘cellular automata’ (CA) models are 
based on a very simple deterministic framework introduced by John Conway’s ‘Game of 
Life’ (Gardner 1970; Gardner 1971).  Cellular automata are arrangements of automata (cells) in 
a regular tessellation with each automaton (A) having a specified state (S) and being 
surrounded by neighbouring automata (R).  Transition rules (T) define the state of an 
automaton at time t+1 depending on its state at time t, taking into account the state of its 
neighbouring automata (Benenson & Torrens 2004a).  In general, an automaton within a CA 
lattice can be defined as: 
~, ,                                    Equation 1 
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Cellular automata models have proven useful as dynamic, space-time urban models in 
which grid-based information on spatial and temporal change can be brought together.  
Cellular automata approaches have been used to model a wide variety of urban phenomena 
ranging from urban dynamics (Batty et al. 1999; Batty 2005a) and urban sprawl (Clarke et al. 
1997; Engelen et al. 1995; Liu & Phinn 2003; Mundia & Murayama 2010; Ward et al. 2000) to the 
simulation of smallpox outbreaks amongst 1.6 million residents in Portland (Barrett et al. 
2005; Eubank et al. 2004; Simon & Nagel 1998).  
 
Multi-agent systems 
Based on the theory of cellular automata, multi-agent systems were developed.  Agents 
are a special type of automata and incorporate all the characteristics of an automaton as 
described above.  Multi-agent systems differ from CA in their treatment of space.  Whilst in 
CA the automaton is fixed to the lattice, in a multi-agent framework they can ‘jump around’.  
The multi-agent paradigm is mainly used in urban geography to model mobile objects such 
as pedestrians, cars or migrating households (Benenson & Torrens 2003).  Examples include 
the simulation of residential dynamics and pedestrian flows within a city (Benenson 1998; Liu 
& Peng 2006) or Semboloni’s web-based interactive simulation of the development of a city 
using economic parameters (Semboloni et al. 2004).  Patlolla et al. used an agent-based 
simulation to model a tuberculosis outbreak in a homeless shelter by modelling the 
movements of each individual (agent) within the shelter and, based on this, the dynamic 
transmission patterns of the infection (Patlolla et al., 2006).  Cellular automata and multi-
agent systems are easily nested into a GIS as they show similarities in their dynamic 
handling of space and time (Wagner 1997).   
 
Probabilistic models 
A sub-type of the mathematical models is the probabilistic model, which assumes that 
the laws driving the model are a set of probabilities.  Probabilistic models, thus, incorporate 
an element of chance which introduces a certain degree of error or tolerance into the model.  
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In this sense they are more valuable in suggesting possible outcomes (or the likely range of 
outcomes) rather than predicting a single, specific outcome (Thomas & Huggett 1980). 
These examples indicate a trend towards powerful health-related simulations in the 
future.  In this context, geographic information systems will certainly play a vital role (Boulos 
2004).  
 
2.3 GIS in environmental health studies  
Over the last decade the development and adoption of GIS techniques has greatly 
enhanced the methods available in environmental health studies and they are now 
frequently applied in environmental epidemiology and exposure science (de Hoogh et al. 
2004; Nuckols et al. 2004).  GIS provides a powerful system not only for visualising spatial 
information and results for a wider audience but especially for analysing the spatial 
associations between environmental hazards and human health (Beale et al. 2008; Clarke et al. 
1996).  Epidemiologists have traditionally used maps to assess these relationships (Gesler 
1986; Snow 1855) and GIS is particularly well suited to follow in this tradition because of its 
capability to integrate spatial data, to link it to stochastic or deterministic models and to 
analyse it geographically (Baker & Nieuwenhuijsen 2008).  In this context, GIS-based methods 
have been used, for example, to model exposures to environmental hazards such as air 
pollutants or electromagnetic fields (Burch et al. 2006; Kingham et al. 2008; Morgenstern et al. 
2008); to locate areas of high disease prevalence (Beale et al. 2010; Vieira et al. 2008); to identify 
populations at risk (Fordyce et al. 2007; Pfleeger et al. 2006) and to analyse disease policies and 
planning strategies (Castillo-Riquelme et al. 2008; Ghetian et al. 2008).   
 
2.3.1 Visualisation of spatial data 
Maps are powerful tools to visualise both the input and results of environmental health 
analysis.  Mapping input and covariate data such as population distribution, environmental 
concentration or socio-economic characteristics aids with the detection of missing data, data 
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inconsistencies or spatial peculiarities.  Visualising the outputs of environmental health 
studies enhances the interpretation of results and allows communicating health effects to the 
public in an intelligible manner.   
Mapping the output of statistical analyses - for example, the locations of outliers, space-
time clusters or ‘hot spots’ of disease - greatly strengthens the spatial interpretation of 
results and enhances the understanding of geographic patterns of specific health outcomes 
(Elliot & Best 2005; Wakefield et al. 2000).   
 
2.3.2 Spatial analysis 
The key advantage of GIS, however, lies in its spatial analysis capabilities.  Spatial 
analysis refers to the manipulation of spatial data to extract new information and meaning 
from the original data (Longley & Batty 1996).  Spatial analysis functionalities embedded into 
GIS comprise many methods and procedures developed in geostatistics and other 
disciplines to analyse and explore spatial relationships.  They range from simple map 
overlay operations and proximity analysis to more complex statistical models (Longley et al. 
2001; Maguire et al. 1991).   
The simplest form of spatial data analysis used in exposure assessments deals with 
distance measurements: for example, the identification of at-risk populations by measuring 
distance from an environmental pollutant source (Elliott et al. 2001; Loyo-Berrios et al. 2007).  
Proximity to a contaminant source is used in these cases as an exposure surrogate for point 
sources such as waste incinerator or industrial facilities (Comba et al. 2003; Ramis et al. 2009) 
and line features such as roads or powerlines (Draper et al. 2005; Kroll et al. 2010; van den 
Hooven et al. 2009). 
Map overlay operations enable the generation of new information for point, line or 
polygon features from a different data source based on spatial relations.  Point-in-polygon 
methods, for example, link point information to the surrounding area and the other way 
around.  This spatial functionality is frequently used in environmental health studies to 
assign environmental point measurements as exposure surrogate to the surrounding 
34 
 
population or to attribute cases of a disease georeferenced via an address or postcode 
location to spatial information such as environmental or social conditions in the surrounding 
areal unit (de Hoogh et al. 2004).  Following the same principle, routes established using GPS 
technology to track people’s movements can be overlaid with air pollution concentration 
surfaces to estimate personal exposure (Elgethun et al. 2003; Kousa et al. 2001).  
In recent years exposure assessments and health impact assessments increasingly made 
use of advanced spatial methods in order to assess human exposure to environmental 
hazards (section 5.2.1).  These methods spatially interpolate between specific point locations 
to create concentration surfaces based on sample measurements (Fotheringham & Rogerson 
1994).  Various methods are embedded in GIS for this purpose ranging from nearest 
neighbour and inverse distance weighting, to splines and geostatistical methods such as 
kriging and co-kriging (Burrough & McDonnell 1998).   
More sophisticated spatial models increase the accuracy of exposure estimates.  Source 
activities associated with networks, such as roads or transmission lines, for example, often 
pose important threats to human health.  Network models within a GIS provide the 
capability to assess exposure to these environmental hazards by identifying routes of a 
certain cost (e.g. distance or travel time).  Network models have also been used to simulate 
the space-time movement of people (Beale et al. 2005) which allows the estimation of 
personal exposure (e.g. to air pollution) in more detail (chapter 7).  Exposure to 
electromagnetic radiation from mobile phone masts has been modelled within a GIS based 
on a semi-Gaussian algorithm to represent the variation in power density away from the 
mobile phone masts.  Visibility functionalities embedded in the GIS are used to enhance the 
model by taking into account the shielding effect of the terrain for certain locations (Elliott et 
al. 2010).  
A crucial issue in all environmental health studies is the availability of spatially and 
temporally detailed population data as a basis for estimating population exposures.  In cases 
where no reliable population data exist, GIS have been used to model population densities 
at the small area level either by area-weighting population densities to a different spatial 
unit (CIESIN 2004) or by using more complex dasymetric mapping and disaggregation 
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techniques based on land cover data and light intensities obtained from satellite imagery 
(Briggs et al. 2007b).   
    Spatial analysis tools are particularly useful for ecological studies where the focus 
shifts from the comparison of individuals to the comparison of groups, subpopulations or 
entire populations.  Spatial data such as population distribution, socio-economic variables, 
environmental exposure estimates and health outcomes can be integrated or generated, 
analysed and visualised in large quantities within a GIS.   
 
2.4 Inferences about the development of a simulated urban system 
Cities have been modelled for a wide variety of reasons.  Amongst these, one aim has 
been to try to understand the way a city develops (Clarke & Gaydos 1998). In these cases, the 
purpose of modelling being primarily to represent the dynamics of urban evolution, either 
in the abstract or in relation to a specific case (Pumain 2006).  Methods such as cellular 
automata or multi-agent approaches are clearly appropriate in this respect.  Where the aim is 
to develop a virtual environment in which simulations can be undertaken, however, the 
need to mimic these historical processes becomes less important.  Instead, the requirement is 
to generate a realistic representation of the finished article: something that can be used as a 
framework for a functioning city.  Although cities are intimately linked to history, 
generalisations of an urban environment can be made on the basis of real-world examples, 
thus taking into account historical influences.  In this context, a probabilistic approach is 
more applicable than the above approaches, as there is no need to impute processes or allow 
for circumstantial events.  
The design of such a simulated urban system needs to reflect the setting which it is to 
represent in order that its outputs have significance in the real world.  It is, therefore, crucial 
to base the simulated urban system on representative examples of the types of cities to be 
analysed.  To achieve this, empirical data from a range of real-world cities needs to be 
analysed in order to understand better some of the basic inter-relationships and inter-
dependencies that characterise urban areas and to design a realistic ‘average’ city.   
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The abilities of GIS to model spatial form and processes make it a powerful 
environment for both the analysis of real-world cities and the development and applications 
of a simulated urban system for geographical studies of environmental health. 
 
2.4.1 Importance of a simulated urban system 
The main advantage of such a ‘generalised’ urban simulation environment compared to 
modelling real-world areas lies in the analysis of important exploratory questions often 
faced in exposure science and health impact assessments (e.g. the effects of study design, 
measurement error or exposure misclassification on uncertainty).  Rather than analysing 
city-specific problems, the simulated urban system provides a ‘laboratory’ (in the form of a 
spatial database) representing the elements, relationships and processes which characterise 
an ‘average’ urban setting.  Depending on the application and scenarios, this spatial 
database can be modified and expanded on demand.  At the same time the process of 
comparing different cities in order to derive ‘rules’ from which to construct the simulated 
urban system helps to reveal universal truths and relationships about cities (and the 
limitations of such generalities) that can guide and inform simulations and interpretation of 
the results. 
Possible applications of such an urban simulation environment in the context of 
exposure science and health risk assessment are many.  They include: 
• the development and testing of new models (e.g. models of pedestrian flow, urban 
air pollution or micro-environments) or the improvement of existing methods under 
conditions that the user can control;  
• designing sampling strategies for epidemiological studies (e.g. to optimise study 
power or to minimise exposure misclassification) or to experiment with different 
study designs (e.g. individual or ecological study) and how these decisions might 
potentially influence the study outcome;   
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• exploring uncertainties in exposure assessments (e.g. data gaps or the effects of 
unmeasured processes such as population movements and migration) and assessing 
their potential influence on the outcome of the analyses;   
• research into spatial processes and relationships operating in urban areas relating to 
environmental health and in which ways those might be affected by different 
scenarios (e.g. introduction of congestion charging, change of flight path of a local 
airport, designation of new industrial land within the city boundaries);   
• investigating the possible effects of such policies and other interventions, to show 
how these might play out across a heterogeneous urban population (e.g. who will 
gain and who will lose) and to compare the costs and benefits of different 
management or policy strategies without the danger of expensive and negative 
outcomes as a result of poor decisions;   
• as an analogue in situations where economical or ethical considerations might 
prevent the conduction of real-world observational studies (e.g. personal exposure 
measurements of toddlers) (Lebowitz et al. 2008; Lioy 2010).   
 
The simulated urban system provides the spatial platform and data infrastructure to 
support these and other applications.  Its pre-eminent strength compared to simulations 
based on real-world cities lies in its capability to modify and manipulate the properties and 
appearance of the urban system (e.g. to alter the spatial pattern of the urban infrastructure, 
change the demographic composition).  Without any feasibility restrictions Monte Carlo-
type analyses can be conducted by repeated random sampling of parameter values of the 
urban properties.  
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II. Building the Simulated Urban System 
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Chapter 3: Exploring spatial city structures 
3.1 Introduction 
Urban areas are characterised by dynamic and complex patterns in spatial structure and 
function (Borzacchiello et al. 2007).  Understanding these complexities has, for several 
decades, been the focus of many urban scientists, cutting across disciplinary lines (see 
chapter 2).  Urban and transport planners, as well as social science disciplines, such as 
geography, sociology, economics and political sciences, try to unravel the complex nature of 
the city all using different ways to define and study urban areas for their own purpose 
(Paddison 2001).  One common theme for all disciplines is the organisation of cities and the 
processes underlying spatial structure.  This study is no exception.  Prior to building a 
simulated urban system for environmental health analysis, the urban complexities and 
structural patterns need to be explored to gain an understanding of the underlying 
interactions and processes of urban components.  This study attempts this not from an urban 
geographer’s or social scientist’s point of view but from an environmental health 
perspective.  Methods from different urban disciplines are consolidated for this purpose.  
Selected urban areas in Great Britain are statistically described in order to provide a basis for 
quantifying structural and spatial similarities and differences between the cities that will 
help in the formulation of general design principles for the modelling of the urban 
simulation environment.  The simulated urban system to be built does not claim to represent 
an urban system in all its complexity, but aims to provide a platform to explore urban 
processes from the view of environmental and spatial epidemiology.  The urban components 
to be analysed should, therefore, reflect this purpose and give a sound data foundation on 
which to base the modelling process.  
The data analysed are topography, transportation networks, land cover and population.  
These four key urban components are chosen, as they provide important information on 
urban structure for environmental and health analysis within an urban area.  They interact, 
both with each other and with other, external influences.  For example, there is a two-factor 
impact of topography on traffic-related air pollution: firstly as a determinant of 
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meteorological conditions (e.g. wind direction) and secondly as an important influence on 
the spatial distribution of the road network, available building land and consequently 
population density.  Information about population distribution is one of the most important 
data sets when conducting health studies; for instance, in terms of predicting population 
exposures.  But population distribution is also related to urban expansion (Li et al. 2003) and, 
therefore, determines land cover change mainly from agricultural land use to urban land use 
and consequently has an indirect influence on the transportation network.  These four urban 
components are, thus, the most commonly used data sets in environmental epidemiology 
(Borrego et al. 2006; Briggs et al. 2000; Mundia & Aniya 2005) and urban modelling (Sanglier & 
Allen 1989).  Other determinants of urban health such as socio-economic status, industrial 
activities or housing type amongst others are not considered at this stage of the analysis.  
Although they clearly interact with urban structure and function they are in the context of 
this study not considered an element but rather an attribute of urban structure.  Chapter 4 
demonstrates how these additional attributes can be incorporated into the urban simulation 
environment at a later stage, for example, on the basis of their relationships with land cover, 
road pattern and locations, or to reflect specific study scenarios. 
Urban areas around Great Britain are chosen for the data collection of the four key data 
sets: topography, transportation network, land cover and population.  The data are 
compiled, integrated and processed in a GIS, as outlined below, using the program ArcGIS 
(version 9.3 ESRI, Inc., Redland, California).  The chosen cities are subsequently described 
and analysed in terms of their spatial structure and relationships between the urban 
components using methods from various disciplines such as statistics, transport planning 
and ecology. 
 
3.2 Sample cities 
Urban areas are hierarchical systems, which are structured into various organisational 
levels.  They range from individual people, hamlets, villages and small towns to larger cities 
and metropolises.  These hierarchical levels form only a conceptual separation and 
represent, what in reality is a continuous and changing spectrum of land use forms.  
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Interactions between the different levels of the hierarchy - due to the exchange of people by 
travel and migration, the trade of goods, etc. - create a phenomenon described by Pumain as 
a system of cities (Pumain 2006).  These considerations have to be taken into account when 
choosing urban areas for the spatial exploration of urban structures.  This study focuses on 
cities around Great Britain with a medium population size.  Larger cities are considered too 
complex in their form and spatial structure for this particular project as they inevitably have 
strong influences and associations with the surrounding towns, cities and region.  On the 
other hand, smaller cities are often dominated by nearby larger cities and show local 
characteristics or peculiarities, and also provide little in the way of environmental contrast 
that might affect health.   
For purposes of comparison, it is essential that the chosen cities comprise a relatively 
consistent set of urban areas.  The cities are selected, therefore, according to their population 
numbers and their geographical isolation.  Cities short-listed for consideration are those that 
have between 150,000 and 500,000 inhabitants within their administrative boundaries (Local 
Authorities and Unitary Authorities in England and Wales, Council Areas in Scotland) 
according to the Census 2001 (see Table A.I in Appendix A I).  Approximately 20% of the 
population in Great Britain live in such medium-sized cities and their exploration has, 
therefore, relevance for a large part of the population.  From this range of 39 short-listed  
cities, sample cities are selected that are compact, have clearly defined boundaries that do 
not blend gradually with other urban areas, and are not affected in their shape by the 
presence of any rapidly growing towns nearby.  The resulting twelve sample cities include 
coastal as well as inland cities (Table 3.1).  
For the purpose of this study, administrative boundaries such as Local Authorities are 
not considered adequate as study boundaries, since they do not necessarily reflect the shape 
or extent of urban areas but have been created solely for administrative purposes.  
Therefore, other approaches to define the study area have to be considered.  In today’s cities, 
the boundaries between urban and rural are in most cases not easily detectable.  Due to 
urban sprawl far into the rural hinterland and decentralisation, cities and the surrounding 
country are often entwined physically and functionally.   
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Table 3.1 Sample cities 
 Population* Coastal/Inland Location 
Aberdeen 212,125 C North-East 
Bristol 380,615 C South-West 
Cardiff 305,353 C South-West 
Coventry 300,848 I Central 
Derby 221,708 I Central 
Edinburgh 448,624 C North-East 
Kingston upon Hull (Hull) 243,589 C East 
Leicester 279,921 I Central 
Nottingham 266,988 I Central 
Plymouth 240,720 C South-West 
Reading 143,096 I South 
Sheffield 513,234 I Central 
* Population within Local Authorities and Unitary Authorities in England and Wales and Council Areas in 
Scotland according to the 2001 Census 
 
This causes a problem not only for defining the boundaries of urban areas but it also raises 
the question of whether their social and functional distinction remains intact (Paddison 2001).  
Defining the boundaries of urban areas, therefore, mostly depends on the purpose of the 
study.  Previous studies have used a variety of techniques for this purpose, including 
kernels, neighbourhood density and population surface modelling (Bibby & Shepherd 1999; 
Harris & Chen 2005; Liu & Phinn 2003).  For this study, however, the land cover based 
approach of Longley and Mesev seems the most appropriate because it focuses on the 
enclosure of all residential land; the authors define an urban study area to ‘include all of the 
built structures that comprise the continuous built morphology’ of a city (Longley & Mesev 
2002).   
The study area for each sample city is, therefore, defined by the smallest possible 
rectangle that encloses the continuous built-up area of a city.  Outlying suburbs or roads 
might be cut off in this process.  The location of the sample cities and their associated study 
areas are displayed in Figure 3.1. 
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Figure 3.1 Study areas of the twelve sample cities 
 
Figure 3.2 shows as an example the study area of Coventry.  As can be seen, choosing a 
rectangle to define the city boundaries does not only include the built-up land, but in 
addition parts of the rural surroundings (e.g. adjacent woodlands or agricultural land).  
Including information of the hinterland as well as the city allows city-external influences 
and impacts (e.g. air pollution from surrounding areas) to be considered.  Clearly, the 
amount of surrounding non-urban land included in the study area depends on the shape of 
the city.  Variations in the extent and character of this land might influence the process of 
urban characterization and city building, and will need to be considered in interpreting the 
results.  
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Figure 3.2 Coventry study area 
 
The Ordnance Survey® (OS) 1:50,000 Scale Raster map provides the base data for 
defining the study area.  The study area of each city defines the spatial limits for data 
collection and the statistical exploration.  In the following, the term city refers to the study 
area of a sample city. 
The remainder of this chapter looks at each of the four urban components in succession, 
in order to outline and describe each urban component, to explore and specify its structure 
and functionalities and to identity possible external influences and interactions.  Based on 
this analysis, principles and guidelines are proposed and established that will help in the 
development of the simulated urban system. 
 
3.3 Topography 
Topography is a very prominent and important feature of any city.  The historic urban 
development and spread of a city is inevitably influenced by the terrain; and topographic 
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factors help to shape both its physical and socio-economic character.  Effects of topography 
operate not only through the influence of altitude but also slope.  Slope angle and direction, 
for example, influence the spatial pattern and distribution of the transportation network and 
in some cases act to limit land use choices, and thus co-determine land cover.  Topography is 
also an important determinant of local climate, and thus indirectly influences living 
conditions and human health (Bentham & Langford 2001; Knowlton et al. 2004; Martens 1998).  
As a determinant of hydrological characteristics, topography also defines populations at risk 
of flooding and associated health hazards (Ohl & Tapsell 2000).  In building the simulated 
urban system, therefore, the influences of topography need to be understood and 
subsequently modelled. 
The topography of the urban simulation environment to be developed is based on the 
topography of the sample cities.  As a basis for developing rules for the modelling process, 
various measures are calculated quantifying the altitude and spatial patterns of the terrain in 
the sample cities.  The sample cities are statistically described in terms of their minimum and 
maximum altitude values and the altitude range, in order to determine their spatial position 
in space: i.e. if the city is located in, for example, lowland or hilly country.  As a basis for 
characterising the spatial pattern of the terrain within the sample cities, altitude and slope 
are analysed by distance from the city centre. 
 
Data collection 
Land-Form PANORAMA digital terrain model (DTM) from OS® provides the data 
source for the terrain.  The DTM is a 1:50,000 scale digital height dataset with a horizontal 
resolution of 50 m and a vertical resolution of 1 m.  The digital terrain model is downloaded 
from Digimap (EDINA, University of Edinburgh), converted to ASCII format using the 
program MapManager (version 6.2 ESRI (UK)) and transformed into a grid with 
ArcToolbox.  The downloaded DTM is provided as 50 x 50 km tiles.  Thus, it is necessary to 
join the tiles that make up the study area of the sample cities and then clip them to the 
boundaries of the study area.  The percent of slope is derived directly from the DTM grid of 
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the sample cities, using the SLOPE command in the ArcInfo GRID environment.  SLOPE 
calculates the percent slope based on a 3 x 3 cell neighbourhood (ESRI 2006).   
 
Topographic analysis 
Initially, the terrain is mapped for each city and visually explored in order to develop an 
understanding of the topography.  Descriptive statistics are then calculated for altitude and 
percent of slope to quantify the terrain.  The topography of the simulated urban system will 
later be modelled based on these specifications.  It is assumed that the topography of cities 
shows an increase in altitude with distance from the city centre.  In order to confirm this 
assumption the DTM and slope coverages are intersected with four circular zones increasing 
in distance from the city centre.  The average altitude and percent of slope are calculated for 
each zone (note: for scripts of all spatial metrics see Appendix A).  In order to create the 
circular zones, the city centre of the sample cities has to be defined as a point location.  Most 
urban studies use either the area of the Central Business District (CBD) to define the city 
centre in functional terms or the historic foundation point (Borzacchiello et al. 2007).  For this 
study, the CBD is used to define the city centre in order to reflect the present location of the 
functional centre.  The CBD is characterised by certain key factors such as lack of residential 
population and high intensity of use, as well as traditionally associated activities and 
facilities such as retail, offices and publicly accessible floor space (Thurstain-Goodwin & Batty 
1998). 
  With the help of OS® 1:50,000 Scale Raster maps and Google Local 
(http://local.google.com) the CBD of each sample city is identified by the area of high shop 
and retail density within the inner ring road.  A point is then placed in the geographic centre 
of the CBD to represent the city centre.  The four zones are created by buffering the point 
location of the city centre at a distance of 1 km, 2.5 km, 5 km and 15 km.  Buffer distances are 
chosen broadly to represent inner city areas, outer city areas, suburbs and the hinterland.  
The four buffers are then intersected, resulting in four zones ranging from 0 – 1 km,               
> 1 – 2.5 km, > 2.5 – 5 km and > 5 – 15 km.  Figure 3.3 shows as an example the DTM for 
Leicester overlaid with the four circular zones.  An analysis of variance (ANOVA) is carried 
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out in the statistical package SPSS (version 15.0) to assess possible differences between 
coastal and inland cities. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 Digital Terrain Model for Leicester showing four circular zones increasing in distance 
from the city centre 
 
 
Topographic analysis: results 
The average and standard deviation of the altitude and slope are computed for each of 
the zones generated through the procedure described above.  Data for the averages are 
presented in Table 3.2, together with summary statistics for the study area as a whole.  It is 
apparent that there are great differences in terrain between coastal and inland cities.   
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Table 3.2 Topographic patterns: descriptive statistics 
 Min. 
altitude 
(m) 
Max. 
altitude 
(m) 
Altitude 
range      
(m) 
Mean 
altitude 
0–1 km 
Mean 
altitude 
1–2.5 km 
Mean 
altitude 
2.5–5 km 
Mean 
altitude 
>  5 km 
Mean 
slope 
0–1 km 
Mean 
slope 
1–2.5 km 
Mean  
slope 
2.5–5 km 
Mean 
slope 
>  5 km 
Aberdeen 0 143 143 20.4 35.1 58.9 61.8 3.0 4.0 5.3 5.1 
Bristol 0 232 232 25.3 37.7 52.8 63.4 6.6 6.4 6.5 5.1 
Cardiff 0 229 229 5.9 15.1 37.0 64.6 1.1 1.5 4.7 6.9 
Edinburgh 0 274 274 67.9 63.0 71.4 94.2 11.2 7.3 4.8 5.2 
Hull 0 59 59 0.8 1.8 1.9 32.1 0.8 0.7 0.7 2.0 
Plymouth 0 214 214 19.5 33.1 47.4 70.0 5.9 7.3 10.2 10.7 
Mean coastal cities 0 191.8 191.8 23.3 31.0 44.9 64.4 4.8 4.5 5.8 5.8 
SD coastal cities 0 77.8 77.8 23.8 21.0 24.0 19.9 4.0 2.9 3.1 2.9 
Coventry 58 169 111 85.8 89.5 92.4 112.0 3.1 2.5 2.8 2.8 
Derby 35 135 100 55.9 68.2 78.1 80.3 2.7 3.2 3.4 3.0 
Leicester 46 141 95 67.0 68.7 80.2 90.2 2.1 2.5 2.8 3.0 
Nottingham 18 143 125 19.5 33.1 47.4 70.0 5.5 5.7 4.2 3.7 
Reading  31 106 75 43.8 51.9 63.9 61.2 2.9 2.9 3.5 2.6 
Sheffield 21 342 321 71.3 101.6 133.3 132.9 6.5 8.0 8.4 8.0 
Mean inland cities 34.8 172.71 137.82 57.2 68.8 82.6 91.1 3.8 4.1 4.2 3.9 
SD inland cities 15.2 85.3 91.3 23.3 24.8 29.2 27.0 1.8 2.2 2.1 2.1 
Overall mean 17.4 182.3 164.8 40.3 49.9 63.7 77.7 4.3 4.3 4.8 4.9 
SD overall 20.9 78.5 85.6 28.6 29.5 32.2 26.6 3.0 2.2 2.6 2.6 
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As expected, the minimum altitude for inland cities (mean = 34.8 m) is higher than for 
coastal cities (mean 0 m), while the maximum altitude is generally slightly lower (172.7 m 
for inland cities, compared to 191.8 m for coastal cities).  Coastal cities thus have a much 
wider altitude range (191.8 m) than inland cities (137.8 m).  Sheffield is the major exception 
to this pattern (with a range of 321 m); when this is excluded from the analysis the 
differences between the two types of cities becomes even more distinct (ANOVA: p < 0.005 
for minimum altitude values).  In general, topographic pattern are very similar, especially  in 
the six sample cities, with the exception of Sheffield. 
A clear trend can also be seen in terms of spatial patterns.  Average altitude values 
increase with distance from the city centre for both city types (inland and coastal cities) 
though gradients are lower for coastal cities than those inland.   
Analysis of variance shows significant differences both for distance from the city centre 
and city type (p < 0.05 in both cases).  Average slope angle does not show any clear pattern 
with distance from the city centre (p > 0.15) though slope does vary between the two city 
types (p < 0.05). 
Two key findings can be derived from these analyses with view of the modelling of the 
simulated urban system.  Firstly, there are big differences between coastal and inland cities 
and the two city types cannot be compared in terms of altitude and slope within a city.  
Secondly, the terrain within an urban area shows a general increase in altitude from areas 
close to the city centre to outer areas and the hinterland.  These results have to be considered 
when modelling the terrain for the simulated urban system. 
 
3.4 Land cover 
 Land cover is a main indicator of urban form and function.  It provides important - 
though often indirect - determinants and reflections of population distribution and human 
activities.  In the context of environmental epidemiology, information on the land cover, 
therefore, has considerable relevance.  It provides, for example, an indicator of population 
distribution that can be used for small area population modelling (Briggs et al. 2007b; 
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Langford 2006; Mennis 2003).  Land cover likewise acts as a basis for characterising potential 
pollution sources; industrial land, for instance, is often used as a proxy for air pollution from 
industrial sources (Sainsbury et al. 1996), as is agricultural land as source of pesticides 
(Nuckols et al. 2008; Ward et al. 2006).  It gives also an indication of neighbourhood 
characteristics that may be associated with socio-economic status (Iverson & Cook 2006; 
Pauleit et al. 2005).  In addition, urban open space provides important ecological services, 
which contribute to improving health and well-being.  Reduction and loss of green spaces 
due to economic growth and consequent demographic change, therefore, lead to fewer 
opportunities for physical activities such as walking, cycling and ball games (Frank et al. 
2007) and, consequently, a loss of the positive health effects on individuals and 
communities.  Green open spaces also provide a refuge from high levels of urban air 
pollution and have a positive impact on the local climate with the associated health benefits 
(Harlan et al. 2006).   
Perhaps partly as a result of these various effects, marked differences in health status 
have often been observed between urban and rural areas (Erskine et al. 2010; Phillimore & 
Reading 1992), which need to be controlled for in many epidemiological studies, and taken 
into account in health risk and impact assessments. Similarly, land cover data is essential for 
simulating and modelling environmental processes and impacts in urban areas.  
Numerous studies from a broad spectrum of disciplines have aimed to explore and 
explain the pattern of land cover distribution.  They range from a wide variety of 
backgrounds such as urban geography, landscape ecology, transportation planning and 
economics (Gulinck et al. 1994; Li & Wu 2004; O'Neill et al. 1988; Riitters et al. 1995; Schumaker 
1996).  Consequently, many spatial metrics to represent land cover patterns exist but not all 
of them can be used in this study due to their applicability and time constraints.  Methods 
and measures often used in landscape ecology are implemented for the purpose of this 
study, because they use a hierarchical approach (Farina 1998; Forman & Godron 1986).  This is 
helpful in disentangling the complex nature of land cover patterns and its associated urban 
functions at different spatial scales.  A three-layer hierarchy is chosen to test for and quantify 
the patterns and structure at three spatial levels: a) the city (study area) level, b) the land 
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cover class level and c) the land cover patch level.  Figure 3.4 illustrates the three-tier 
hierarchy using Derby as an example.   
 
 
 
 
 
 
 
 
 
 
Figure 3.4 Hierarchy of land cover analysis for Derby 
  
The statistical analysis at city level focuses on the general city structure described in 
terms of city (study area) size, land cover diversity and quantity of land cover patches 
within a city.  At the land cover class level, measures of both relative abundance and spatial 
patterns such as dispersion and adjacency of land cover classes are used to investigate and 
describe the degree of structural similarity between the sample cities.  Associations between 
topography and land cover classes are also analysed.  Associations with transport network 
are described in the next section.  Analysis at the land cover patch level, indicates the 
structure and spatial patterns of individual land cover class polygons (patches) in terms of 
patch size, shape and spatial arrangement.  The results of these analyses will help in the 
formulation of guidelines and principles for the modelling of the land cover for the 
simulated urban system. 
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Data collection 
There are two main sources for land cover data in Great Britain: the Land Cover Map 
for Great Britain produced by the Countryside Survey, and the EU-wide CORINE Land 
Cover compiled by the European Environmental Agency.  The national Land Cover Map 
2000 (LCM2000) has been derived from LANDSAT satellites and processed by the Centre for 
Ecology & Hydrology to generate a 26-fold classification of land cover classes, mapped at a 
25 m resolution (Fuller et al. 2002).  There are, however, only two urban classes (‘built-up 
areas, gardens’ and ‘continuous urban’) within the LCM2000 (see Figure 3.5, top), limiting 
its use for urban areas.  CORINE Land Cover 1990 (version 12/2000) is jointly produced by 
the European Commission and the European member states.  For the UK contribution to the 
CORINE land cover map, the Centre for Ecology & Hydrology generalised the more 
detailed UK Land Cover Map and reclassified it according to the CORINE classification.  
CORINE has eleven urban classes but is only available at a 100 m resolution (see Appendix 
A III, Table A.III).  As this resolution is too coarse for inter-city analysis (see Figure 3.5, 
bottom) the CORINE land cover cannot be used as a base. 
LCM2000 is instead used as the base data for land cover classification.  In order to 
provide further discrimination of urban land cover types, LCM2000 is intersected with data 
from CORINE, using the urban areas defined in LCM2000 as a mask. The two main CORINE 
urban classes, ‘continuous urban fabric’ and ‘discontinuous urban fabric’, are assumed to 
represent the same urban characteristics as the two urban classes in the LCM2000 and are 
not further considered.  The CORINE urban classes of interest are the ones further 
subdividing the urban area, such as industrial or commercial units or green urban areas (see 
Table 3.3).  Where these CORINE urban classes fall within the urban areas defined in 
LCM2000 they are used to subdivide the urban land; otherwise (i.e. where they fall outside 
the urban boundary indicated by LCM2000), they are ignored.  All other non-urban 
CORINE land cover classes falling within the LCM2000 urban areas are also ignored (see 
Appendix A III). 
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Figure 3.5 Land cover for Edinburgh: LCM2000 (top) versus CORINE land cover (bottom) 
 
To simplify the land cover, classes are restructured according to their relevance to urban 
function and population distribution (see Table 3.3).  The result is a mixture of different land 
cover classes from two different sources.  While the combination of different data of 
different resolution obviously results in classification errors, in the context of this analysis - 
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namely to derive general rules for land cover distribution for the simulated urban system - 
these are considered to be acceptable.  
Table 3.3 Reclassification of land cover classes 
Source Original land cover class Reclassification LC code 
L
a
n
d
 C
o
v
e
r 
M
a
p
 2
0
0
0
 
broad-leaved/mixed woodland woodland 1 
coniferous woodland   
arable & horticulture: cereals  
arable land 2 arable & horticulture: non-cereal or unknown 
arable & horticulture: not annual crop 
improved grassland 
managed grassland 3 
improved grassland: setaside grass 
neutral grassland: rough grass 
unmanaged grassland 4 
neutral grassland: managed  
calcareous grass 
acid grass 
bracken 
dry semi-natural 5 dwarf shrub heath 
open shrub heath 
fen, marsh, swamp 
wet semi-natural 6 
bog 
standing water standing water 7 
montane habitats 
rock & sediment 8 
inland bare ground 
supra-littoral rock 
supra-littoral sediment 
sea/estuary 
sea & marine 9 water (inland) 
littoral rock 
built-up areas, gardens built-up areas, gardens 10 
continuous urban continuous urban 11 
C
O
R
IN
E
 L
a
n
d
 C
o
v
e
r industrial or commercial units industrial land 12 
road and rail networks  roads & rail 13 
port areas ports 14 
airports airports 15 
dump sites dump sites 16 
green urban areas green urban areas 17 
sport and leisure facilities sport & leisure facilities 18 
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The resulting land cover coverages for the twelve sample cities are further processed 
using the DISSOLVE command.  This deletes the boundaries between adjacent polygons 
with identical classes and creates new land cover patches.  A land cover patch is defined as a 
continuous area covered by one land cover class.  The result is a land cover map for each 
sample city with 18 potential land cover classes.  Figure 3.6 shows an example of the 
restructured land cover for Edinburgh.   
The process of intersecting the urban classes of LCM2000 with the CORINE urban land 
cover classes, and clipping the land cover to the boundary of the study area, inevitably 
creates tiny sliver polygons.  These concentrate around the edges of the sample cities as well 
as in inner urban areas where, due to the intersection, the parcels are split into several 
polygons.  For some of the analyses described below, especially those relating to the size and 
shape of parcels, these sliver polygons have a major effect on the resulting measures.  They 
are, therefore, excluded from these analyses.  The LCM2000 defines the smallest mappable 
land cover unit as being greater than 0.5 ha; the smallest parcels in the CORINE land cover 
map have an area of 1 ha.  The threshold, therefore, for patches to be included in the 
statistical analysis is set to 0.5 ha (5,000 m2).  All patches smaller than this threshold are 
excluded from the statistical analysis at land cover patch level and from other patch-related 
statistics such as the number of patches in a land cover class or the dispersion index.  For the 
analysis at city level, however, these patches are included as they contribute to the total area 
of a sample city or the proportion of the area of a land cover class in a sample city.
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Figure 3.6 Restructured land cover for Edinburgh combining Land Cover Map 2000 and CORINE land cover
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Land cover analysis - city level 
For the city level analysis, each city is described in terms of city size (study area size), 
the number of land cover classes and the number of land cover patches contained in a city 
(see Table 3.4).  In addition, the Shannon Diversity Index and Shannon Evenness Index 
(Shannon & Weaver 1949) are calculated using the Patch Analyst extension (Elkie et al. 1992) 
within ArcView (version 3.2 ESRI, UK).  
 
Table 3.4 Urban descriptors: city level 
Urban descriptor Description 
City size The sum of areas of all patches within a sample city 
Richness The number of different land cover classes present in a sample city 
Number of patches The total number of patches present in a sample city 
Shannon’s Diversity 
Index (SDI) 
The measure of relative patch diversity within a sample city.  SDI equals 0 if there is 
only one land cover patch in the city.  The SDI increases as the number of patch types 
or the proportional distribution of patch types increases. 
Shannon’s Evenness 
Index (SEI) 
The measure of patch distribution and abundance within a sample city.  SEI equals 0 
if the observed patch distribution is low and approaches 1 when the distribution of 
patch types becomes more even. 
 
The Shannon Diversity Index is a measure of relative land cover patch diversity within a 
city and provides more information about the composition than simply the number of land 
cover classes, as it takes the relative abundance of different land cover classes into account.  
The index is calculated as follows:  
  	 
   ∑      Equation 2 
where pi is the proportion of land cover class i relative to the total number of land cover 
classes.  
The Shannon Evenness Index is a measure of the land cover patch distribution and 
abundance within a city and is calculated as follows: 
 
                                                             Equation 3 
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where E is Shannon’s Evenness Index with a range of 0 to 1, H is Shannon’s Diversity 
Index, Hmax the diversity under condition of maximum equality and S the number of land 
cover classes in a city. 
 
Land cover analysis - land cover class level 
At the second hierarchical level, the land cover class level, measures are computed to 
describe the land cover class size, the spatial distribution and the spatial pattern of the land 
cover classes.  Associations are also analysed with altitude, as described in Table 3.5.   
 
Table 3.5 Urban descriptors: land cover class level 
Urban descriptor Description 
Number of patches The total number of patches present in a land cover class within a sample city 
Relative abundance The proportion of the number of patches in a land cover class within a sample city 
Land cover class size The sum of areas of all patches in a land cover class within a sample city 
Percentage of size The proportion of area of each land cover class within a sample city 
Land cover class edge The sum of perimeters of all patches in a land cover class within a sample city 
Edge density The total length of perimeters in each land cover class relative to the size of a sample 
city 
Dispersion index The degree of which the distribution of patch centroids in a land cover class within a 
sample city departs from that of a random distribution 
Adjacency index The total length of boundaries between two land cover classes within a sample city 
Topographic influence Percentage of land cover class area within the five altitude and slope classes 
 
To measure the land cover class size, each land cover class is described in terms of land 
cover class area and perimeter and the number of patches within a land cover class.  The 
number of land cover patches is also used to measure the degree of fragmentation within a 
land cover class. 
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The spatial distribution is expressed as a dispersion index based on the measure of 
nearest neighbourhood described by Clark & Evans (Clark & Evans 1954).  The dispersion 
index assesses the manner and degree to which the distribution of patch centroids in one 
land cover class departs from that of a random distribution.  All patch centroids of a land 
cover class N have a specified density p (p = N/km2).  The distance r from each patch centroid 
to its nearest neighbour centroid is measured and the mean observed distance represented 
as: 
 
 ∑ !"                                                           Equation 5 
If the land cover patch centroids for a land cover class are distributed at random, the 
mean distance would have a value equal to: 
# 
 $√&                                                          Equation 6 
where p is the density of the observed distribution expressed as the number of land 
cover patch centroids per unit area.  The ratio R indicates the degree to which the observed 
distribution is equal to a random distribution and is calculated as follows: 
 
 !'((((!)((((                                                               Equation 7 
The ratio varies from 0, for a fully aggregated distribution, to 1 for a random one.  The 
ratio approaches a maximum value of 2.1491 if the patch centroids are regularly distributed.   
To describe the spatial patterns of land cover classes, an adjacency index is used.  This is 
a measure of the probability of different land cover classes being next to each other (i.e. 
sharing a boundary).  The adjacency index is based on the length of common borders 
between two neighbouring land cover classes. 
Possible associations between the topography and land cover distribution are explored 
by computing the proportion of each land cover class area within five equally spaced 
altitude and slope classes.  Five altitude classes (in increments of 35 m) are defined, ranging 
from 0 – 35 m to > 140 m.  Slope classes are likewise defined, in 10% increments starting with 
0 – 10%. 
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Land cover analysis – land cover patch level 
At the lowest and most detailed hierarchical level, the land cover patch level, measures 
to quantify the size, shape, compactness and spatial arrangement of the patches are 
computed (see Table 3.6).  The size of a patch is expressed in terms of patch area and patch 
perimeter.  Both, perimeter-area ratio and the corrected perimeter-area ratio (CPA) are used 
as measures of patch shape.  The CPA (Farina 1998) corrects the perimeter-area ratio for size 
of a land cover patch as follows: 
*+ 
 ,.$.$/√                                                               Equation 8 
where L is the perimeter and S the area of the patch.  A CPA of 0 indicates a perfect 
circle, a high number a long and narrow shape.  
Various methods to describe the compactness of a land cover patch are reported in the 
landscape ecology and geographical literature (Gulinck et al. 1994; O'Neill et al. 1988).  They 
include the comparison of the patch area to the area of a square whose sides are equal in 
length to the length of the patch (Briggs 1985) or the comparison of the patch area to a circle 
whose area is the same as the patch (Laurini & Thompson 1992).  Here, the circularity index 
described by Clowes and Comfort is applied (Clowes & Comfort 1982).  This compares the 
area of the patch with the area of a circle of the same circumference. 
The circularity index, C, is computed as follows: 
* 
 0                                                                          Equation 9 
, 
 1 23$4$                                                        Equation 10 
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where A is the total area of the land cover patch, P is the patch perimeter,  D is the 
diameter of a circle equivalent in circumference to P and A0 is the total area of a circle of 
diameter D. 
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Table 3.6 Urban descriptors: land cover patch level 
Urban descriptor Description 
Patch size The area of each patch within a land cover class and sample city 
Percentage of size The proportion of area of each patch within a land cover class and sample city 
Patch perimeter The perimeter of each patch within a land cover class and sample city 
Perimeter-area ratio The perimeter of each patch divided by its area  
Corrected perimeter-area 
ratio (CPA) 
The perimeter-area ratio corrected for the size of the patch 
Circularity index Comparison of the size of a patch to the size of a circle with the same circumference 
(low value = circle like) 
Centrality index The distance in metres from the geographical centroid of a patch to the geographic 
city centroid 
 
The measure of centrality describes the spatial position of a land cover patch within a 
sample city.  It is calculated as the Euclidean distance in metres from the geographical patch 
centroid to the geographical centroid of the sample city. 
Each of these descriptors is calculated for all twelve sample cities.  Measures of mean, 
standard deviation, variance, skewness and kurtosis are then computed and histograms and 
boxplots used, where appropriate, to explore the pattern within the different land cover 
classes and sample cities visually.  
 
Land cover analysis – city level: results 
Results of the statistical analysis at the city level are shown in Table 3.7.  As can be seen, 
the city size and the number of land cover patches within a city show some heterogeneity.  
The cities vary greatly in size between Aberdeen, the city with the smallest study area     
(74.6 km2) and Bristol, the largest city (277.7 km2).  On average, coastal cities have a slightly 
smaller study area (145.6 km2) than inland cities (171.0 km2).  Highly correlated (R2 = 0.941) 
to the city size is the number of land cover patches within a city (mean number of patches in 
coastal cities = 1,483; in inland cities = 1,737).  The richness or number of land cover classes 
present in a city is, in contrast, very evenly distributed with no apparent differences between 
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coastal and inland cities, both city types having on average 14 land cover classes within their 
boundaries. 
 
Table 3.7 Results of the statistical analysis at city level 
 
The Shannon Diversity Index (SDI), which measures the relative land cover patch 
diversity within a city, shows little variation; except for Cardiff, which departs considerably 
from the mean.  Coastal cities show in general a slightly higher diversity (SDI = 2.63) than 
inland cities (SDI = 2.01).  In contrast, the Shannon Evenness Index (SEI) - the measure of the 
land cover patch distribution - is almost constant across the sample cities.  Values vary 
between 0.72 for Nottingham as well as Hull and 0.85 for Cardiff, and the mean value is 
 City size            
( km2) 
No. of patches Richness Shannon’s 
Diversity Index 
Shannon’s 
Evenness Index 
Aberdeen 74.6 695 15 2.16 0.78 
Bristol 277.7 2,960 15 2.00 0.74 
Cardiff 129.0 1,478 14 5.40 0.85 
Edinburgh 138.7 1,365 14 2.14 0.79 
Hull 131.5 1,152 14 1.96 0.72 
Plymouth 121.9 1,248 14 2.11 0.76 
Mean coastal cities 145.6 1,483 14 2.63 0.78 
SD coastal cities 68.7 772 1 1.36 0.05 
Coventry 120.8 1,462 13 2.01 0.79 
Derby 126.5 1,121 12 1.90 0.77 
Leicester 175.4 1,722 13 1.99 0.78 
Nottingham 260.6 2,380 16 2.04 0.72 
Reading  121.5 1,440 13 2.06 0.80 
Sheffield 221.2 2,295 15 2.07 0.76 
Mean inland cities 171.0 1,737 14 2.01 0.77 
SD inland cities 59.2 504 2 0.06 0.03 
Overall mean 158.3 1,610 14 2.32 0.77 
Overall median 130.3 1,451 14 2.05 0.77 
Standard deviation 62.6 636 1 0.97 0.04 
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almost the same for coastal as well as inland cities (coastal cities SEI = 0.78; inland cities     
SEI = 0.77).  As values approaching 1 indicate an even land cover patch distribution the 
sample cities appear to be moderately evenly distributed.  No significant differences can be 
detected between coastal and inland cities for any of the measures (ANOVA: p > 0.05 for all 
descriptors at city level). 
 
Land cover analysis – land cover class level: results 
The same is true for the descriptors at land cover class level.  A two-way ANOVA, 
analysing land cover class and city type membership, shows no significant differences 
between inland and coastal cities for all measures analysed (p > 0.05 for all descriptors at 
class level).  A different picture emerges for the land cover class membership with all 
descriptors showing significant differences between the land cover classes (p < 0.01).   
 Figure 3.7 and 3.8 illustrate these findings – strong similarities between the sample 
cities, big differences between the land cover classes - using the descriptor land cover class 
size as an example.  The figures show the percentage of area covered by the different land 
cover classes in a city (note the different scales for main and minor land cover classes).  As 
can be seen, overall the distributions of the different land cover classes are almost the same 
in all cities with no apparent differences between coastal and inland cities.  The most 
dominant land cover class is built-up areas, gardens which covers on average 33% of the city 
and, combined with the continuous urban class, accounts for almost half (~ 45%) of the city 
area.  The four rural land cover classes – woodland, arable land, managed grassland, 
unmanaged grassland - are almost evenly distributed each covering ~ 10% of the city area 
(Figure 3.7).   
Other land cover classes – dry semi-natural, wet semi-natural, standing water, rock & 
sediment, sea & marine, roads & rail, ports, airports, dump sites, green urban areas, sport & 
leisure facilities – contribute only marginally to the total city size (Figure 3.8).  These land 
cover classes – referred to here as minor land cover classes - together cover on average only 
~ 4% of the total city area with the land cover classes sea & marine and ports only present in 
coastal cities.  
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Figure 3.7 Percentage of land cover class size for the main land cover classes 
 
 
Figure 3.8 Percentage of land cover class size for the minor land cover classes (Note: legend as 
before but different scale) 
 
Figure 3.9 shows a typical distribution of land cover classes in Coventry, the city closest 
to the average in terms of land cover class size.  
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Figure 3.9 Percentage of land cover class size for Coventry 
 
A different picture emerges when the land cover class distribution is analysed in terms 
of the relative land cover class abundance.  As mentioned before, the relative abundance can 
also be seen as a measure of fragmentation and is expressed as the proportion of land cover 
patches of a certain land cover class within a sample city.  The land cover classes with the 
highest patch abundance are the rural land cover classes - managed grassland (18%), 
unmanaged grassland (17%), woodland (13%) and arable land (13%).  Twelve percent of all 
patches are classified as built-up areas and 12% as continuous urban.  This relatively low 
percentage compared to the dominance of these two urban land cover classes indicates that 
these land cover classes are composed of fewer but larger land cover patches than rural land 
cover classes and are, therefore, not as fragmented. 
The spatial distribution of the land cover classes - expressed by the dispersion index – 
shows similar patterns to the land cover class size.  There are no major differences between 
the sample cities, but there are some noteworthy differences between the land cover classes.  
The two urban land cover classes (built-up areas, gardens and continuous urban) have a 
dispersion index close to 1, as do the minor land cover classes standing water, rock & 
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sediment.  This indicates a random distribution of the land cover patches.  The rural land 
cover classes woodland, arable land, managed grassland and unmanaged grassland have a 
higher dispersion index which suggests a slightly more regular distribution.  Industrial land 
with an average of 0.39, and the minor land cover classes green urban areas (0.28) and sport 
& leisure facilities (0.27), have a much lower dispersion index and show consequently a 
much more aggregated or clustered distribution of their patches.  
The adjacency index describes the spatial distribution of land cover classes in relation to 
each other expressed as the percentage of common border between a land cover class and 
every other class.  The most common adjacent land cover class for most types of land cover 
is built-up areas (shared border with woodland 27%, managed grassland 26%, unmanaged 
grassland 28%, continuous urban 60%).  Arable land, however, shares the highest percentage 
of border with managed grassland (32%), and industrial land with rock & sediment (17%).  
In both of those classes, however, built-up areas, gardens is the second most common 
adjacent land cover class.  The next most common adjacent land cover classes are woodland, 
arable land, managed grassland and unmanaged grassland followed by continuous urban.  
The minor land cover classes have only a low percentage of shared borders with the main 
land cover classes due to their general small land cover class size.  
All results of the statistical land cover analysis at land cover class level are summarised 
in Table A.V in Appendix A III for main land cover classes and in Table A.VI for minor land 
cover classes. 
Associations between topography and land cover distribution show significant 
differences in terms of altitude and slope class membership (p < 0.02 for all land cover 
classes).  This indicates that the topography strongly influences the spatial distribution of the 
land cover.  The urban land cover classes built-up areas, gardens and continuous urban, for 
example, can be found in all five altitude and slope classes but are dominant in lower 
altitude and flat terrain.  The rural land cover classes woodland, arable land, managed and 
unmanaged grassland are most prominent in the second and third altitude class.  Results for 
the main land cover classes are summarised in Table A.VIII and for minor land cover classes 
in Table A.VIII in Appendix A III. 
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Land cover analysis – land cover patch level: results 
Land cover patterns at the patch level are more complex than those of the higher levels.  
All descriptors show extremely skewed distributions, which make the statistical exploration 
difficult.  Attempts to transform the data to a normal distribution, including logarithmic 
transformation as well as 4th and 10th square root transformations, are not successful.  This is 
true for all land cover classes and sample cities.  Most patches of the main land cover classes 
(~ 60%) have land cover patch sizes between 10,000 m2 and 50,000 m2 (see Figure 3.10).  
Patches greater than 500,000 m2 contribute only between 0.5% and 2% to the total number of 
patches in a land cover class.   
 
 
Figure 3.10 Percentage of number of land cover patches in main land cover classes based on their 
size 
 
The larger patches (> 500,000 m2) nevertheless account for a substantial proportion of 
the total city areas, on average 47% for any land cover class.  In the case of the land cover 
class built-up areas, for example, they make up 83% of the total land cover class size whilst 
patches smaller than 50,000 m2 (76% of all patches) cover only 5% of the land cover class 
area.   
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The measures perimeter, perimeter-area ratio and corrected perimeter area ratio (CPA) 
are skewed in the same way and show similar patterns, reflecting the fact that these 
measures are highly correlated or in case of the CPA based on the patch size.   
Circularity and centrality have a less skewed distribution than the size related 
measures.  Histograms of both the circularity and the centrality index indicate comparable 
patterns in all sample cities.  No significant differences can be detected between coastal and 
inland cities.   
The circulatory measure shows distributions close to a normal distribution with no clear 
distinctions between the land cover classes.  Mean circularity values for all sample cities and 
all major land cover classes range between 0.35 and 0.40, which suggests a compact patch 
form.  Comparable results for all land cover classes and sample cities indicate that the patch 
form is not influenced by patch characteristics such as land cover class or patch size.  
Instead, the patch form seems to be a result of the underlying data structure, namely the 
gridded land cover data.  As mentioned before, the majority of patches are very small - i.e. 
they are made up of only a few grid cells from the LSM2000 or CORINE land cover.  These 
small patches are, therefore, more likely to form a compact patch rather than an elongated 
shape. 
In contrast to the circularity index, some interesting differences can be detected between 
the land cover classes in terms of centrality.  Figure 3.11 shows histograms of the centrality 
measure for the main land cover classes in Bristol.  The land cover classes woodland, arable 
land, managed grassland and unmanaged grassland have similar distributions and 
histograms close to a normal distribution.  Most patches of these land cover classes are 
situated at a medium distance (ca. 8 km) from the city centre with fewer patches closer to the 
city centre and some further away.  The urban land cover classes built-up areas and 
continuous urban on the other hand are more evenly distributed across the city with only a 
slight peak at medium distances.  Summary statistics are reported in Appendix A III     
(Table A.IX and A.X).  
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Figure 3.11 Histograms of the centrality measure for major land cover classes in Bristol 
 
This analysis suggests that land cover is a complex urban component.  It becomes clear 
that land cover cannot necessarily be described as one thing, but consists of - and 
consequently has to be measured as - different things.  For this analysis, land cover is 
analysed at three different hierarchical layers.  First, the overall city or landscape 
characteristics such as size, composition, diversity are considered.  The second hierarchical 
layer described here can be characterised as the actual land cover characteristics in a 
landscape: Which land cover classes are present?  Which land cover classes dominate the 
city?  How are these classes dispersed in relation to each other and to other urban 
characteristics?  The lowest layer concerns the individual land cover patch and its 
characteristics.  The analysis suggest that, in generally, the first two layers can be considered 
the most informative layers in terms of describing and characterising an urban area and 
consequently generating rules to model the land cover characteristics.  The analysis at the 
third hierarchical layer, the patch level, does not provide essential information about the 
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overall land cover characteristics in an urban area.  In addition, it has been shown that the 
patch characteristics are strongly affected by characteristics of the data, namely the gridded 
land cover, which made it difficult to derive meaningful statistics for the third layer and 
resulted in inconclusive interpretation of the results.  For the development of guidelines and 
rules for the modelling process only results from the first two levels of analysis are, 
therefore, considered.  This sets an upper limit to the effective spatial resolution of the 
analysis.  In order to model a realistic land cover scenario for the simulated urban system, 
city size, the number of land cover classes present, and the size of the respective land cover 
classes will be based on average values derived from the inland sample cities.  Furthermore, 
the analysis has shown that guidelines to distribute the land cover in the simulated urban 
system have to take into account the centrality (i.e. the distance to city centre) and the 
underlying altitude and slope values.  
 
3.5 Transportation network 
Roads and railways are defining components of any city.  To a large extent they form 
the skeleton of an urban system, while the transportation of people and goods is the essence 
of the social and economic city life and a major means of communication and connection 
with outlying areas.  Transport systems influence, as well as reflect, the population 
distribution in the city and are a major factor in urban sprawl (Chin 2002).  Transportation 
networks exert powerful influences on human behaviour and lifestyle and indirectly 
influence living conditions (e.g. by loss of open spaces) and human health.  They provide 
important risk factors, for example, via accidents, noise pollution, traffic-related air pollution 
and as a means of spread of infectious diseases (Cui et al. 2006).  Data on transportation 
networks, thus, help to determine exposures to human health risks in epidemiological 
studies or health impact assessments.  Distance to road, for example, is often used in 
exposure assessments as a proxy for air pollution exposure (Bayer-Oglesby et al. 2006; Ranft et 
al. 2009).  Transport systems also provide access to health facilities, infrastructure for 
emergency response and the basic means of escape of the population in the event of a major 
hazard, such as flood or nuclear incident (Hobeika et al. 1994).  Information on transportation 
links is, therefore, important to detect critical bottlenecks in transportation-based evacuation 
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plans.  Hence, detailed data on the transportation network are vital both in building the 
simulated urban system and in using it to model risks to health. 
The structure and distribution of an urban transportation network can be assumed to be 
associated with both topographic and land cover characteristics.  Topography acts to limit 
and direct the network; land cover both helps to determine, and is in turn a response to, the 
transportation network.  For the purpose of modelling the simulated urban system, an 
understanding of the spatial associations between the different urban components is needed. 
To describe transportation networks statistically a large range of metrics has been 
developed, reflecting different aspects of network form and distribution.  Among others, 
these include measures of overall length, density distribution, connectivity, centrality, 
orientation, spatial structure (e.g. whether grid or dendritic), function and hierarchy (e.g. of 
major and minor roads) (Crucitti et al. 2006; Xie & Levinson 2007).  Not all these can be 
analysed here.  After an initial, visual exploration of the mapped transport networks, 
numerical indicators are derived instead that characterise the network structures for each 
city, focusing on the length, structure and spatial arrangement of the road and rail networks.  
As a basis for developing modelling rules, these metrics are explored and associations 
between the transportation network and topography, land cover type and distance from city 
centre established. 
 
Data collection 
Data on the road and rail networks for the twelve sample cities are compiled using the 
OS MeridianTM2 data set, available online from Digimap (www.edina.ac.uk/digimap).  The 
Meridian data is chosen because at the time of analysis, it has the highest resolution (1 m) of 
Ordnance Survey products that represent roads and railways as line features.  It consists of 
five different transportation categories: motorways, A roads, B roads, minor roads, and 
railways.  To compile the transportation network of the sample cities, tiles for all five 
categories are downloaded and clipped to the size of the sample cities.  The A roads and B 
roads are joined to form a cohesive main road network (see Figure 3.12).  The resulting four 
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different transportation categories - motorways, main roads, minor roads and railways - are 
explored separately. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12 Transportation network for Leicester 
 
 
Transportation network analysis 
Numerical indicators are derived for all transportation categories in order to 
characterise the network structures for each city.  These indicators will help in the 
formulation of structural design principles for the modelling of the transportation network 
of the simulated urban system.   
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The following measures are calculated for motorways and the main road network, 
focusing on the extent, the hierarchical structure and the spatial patterns of the 
transportation network:  
• length of main road network (A roads, B roads)*; 
• length of motorways*; 
• number of main feeder roads leading to the city centre; 
• number of ring roads around the city centre; 
• number of main distributary roads; 
• length of main distributary roads*; 
• radial extent of the ring roads*; 
• shortest distance from motorway to inner ring road*. 
Similar measures are calculated for the rail network: 
• length of rail network*; 
• number of mainlines; 
• shortest distance from mainline to inner ring road*; 
• number of intersections. 
To maintain comparability, the measures marked with an asterisk are adjusted for the 
area of the respective sample city in order to allow for the different city extents:    
  8 
 9:: ; 100                           Equation 12 
where Aij is the adjusted value of measure i in study area j, xij the value of measure i in 
study area j and Sj the size of study area j. 
Minor roads are more numerous and are organised in a much more complex network 
than main roads and motorways.  Different measures have to be applied, therefore, in order 
to represent the structure of the minor road network.  To explore the connectivity of minor 
roads, a measure of junction density is introduced.  The extensiveness of minor roads is 
measured in terms of minor road density.  Both measures are analysed by distance from the 
city centre in order to detect spatial variations within the sample cities. 
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In ArcGIS, lines are referred to as 
arcs.  The end points of arcs are 
called nodes.  Nodes also 
represent the location where 
different arcs connect.  
     end point of road 
     change in direction of road 
      junction of two or more roads 
 
For the junction density measure, junctions are defined as the intersection of more than 
two lines of the road network, as shown in Figure 3.13.  A Visual Basic for Application 
(VBA) script from the ESRI website (www.esri.com) is used to derive the number of 
junctions.  This script counts the number of arcs leading to each node.  If this number is 
greater than two, the node is defined as a junction.  
 
 
 
 
 
 
 
 
  
Figure 3.13 The node concept  
 
In order to analyse the minor road density, the minor road coverage is intersected with 
four circular zones increasing with distance from the city centre (0 – 1 km, > 1 – 2.5 km,         
> 2.5 – 5 km and > 5 – 15 km, as described previously), and the minor road density calculated 
for each zone.   
As mentioned above, the spatial distribution of the transportation network is assumed 
to be influenced by other urban components.  In order to quantify these associations, the 
underlying terrain and surrounding land cover is analysed.  To quantify the influence of the 
topography on the transportation network, the threshold percent slope for each 
transportation category is specified.  The road and railway coverages are intersected with 
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the slope coverage (see section 3.3) and the maximum slope angle derived for each road type 
and railways.  Relationships with altitude, by distance from the city centre, are also 
analysed.  To enable this, the motorway, main and minor road and railway coverages are 
intersected with the Digital Terrain Model by distance zones.  The average, minimum and 
maximum altitude values are then computed for each zone and network type. 
Associations of the transportation network with the land cover are analysed by 
exploring the land cover adjacent to the transportation network.  Buffers of different widths 
are created around the road and rail networks to allow for the differing scales of impact:  for 
motorways a 75 m buffer is used, for main roads and railways a 50 m buffer and for minor 
roads a 25 m buffer.  The land cover coverage (as described in the previous section) is then 
intersected with the road and rail buffers and the proportion of each land cover class 
computed.   
As before, an ANOVA is carried out in SPSS for all measures and descriptors computed 
to test for possible differences between coastal and inland cities.  
 
Transportation network analysis: results 
The initial visual exploration of the transportation network suggests a consistent 
transportation pattern in all the sample cities.  The main road structure, in particular, 
appears to have similar features in each city.  Typically, two ring roads encircle the city 
centre at different distances.  In addition, feeder roads leading from the outskirts to the city 
centre can be distinguished from distributary roads connecting the feeder roads.  These 
visual similarities are supported by the statistical measures derived.   
 Summary statistics for the twelve structural measures calculated are presented in   
Table 3.8 for the road network and in Table 3.9 for the rail network.  The number of ring 
roads, feeder roads, distributary roads, main railway lines and railway junctions are broadly 
comparable in all the twelve sample cities.  This is also true for the total length of the 
transportation network, particularly when the values are adjusted for study area size.   
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Table 3.8 Transportation network statistics: major road network 
 Length of 
major road 
network in 
km* 
Length of 
motorway   
in km* 
No. of 
feeder 
roads 
No. of 
ring 
roads 
No. of 
distrib. 
roads 
Length of 
distributary 
roads in km* 
Radial extent of                 
ring roads in km 
Distance from 
motorway to 
inner ring road 
in km* 
Slope 
threshold 
major roads 
(%) 
Slope 
threshold 
motorways 
(%) inner* outer* 
Aberdeen 88.1 (118.1) N.A. 6 2 13 26.3 (35.2) 2.2 (2.9) 5.1 (6.8) N.A. 30.83 N.A. 
Bristol 271.3 (97.7) 40.3 (14.5) 10 2 20 127.7 (46.9) 1.9 (0.7) 9.0 (3.2) 1.0 (0.4) 69.16 19.75 
Cardiff 117.3 (90.9) 16.3 (12.6) 6 2 15 52.2 (40.5) 1.1 (0.9) 4.5 (3.5) 6.3 (4.8) 68.66 22.39 
Edinburgh 156.8 (113.1) 0.5 (0.4) 8 2 17 61.0 (44.0) 1.4 (1.0) 9.4 (6.8) 7.0 (5.1) 33.48 3.34 
Hull 93.00 (70.6) N.A. 6 1 11 37.7 (28.7) 1.4 (1.0) N.A. N.A. 11.54 N.A. 
Plymouth 91.2 (74.8) N.A. 5 2 9 38.8 (31.8) 0.7 (0.6) 5.2 (4.3) N.A. 42.48 N.A. 
Mean coastal cities 136.3 (94.2) 19.0 (9.2) 7 2 14 57.3 (37.7) 1.5 (1.2) 6.6 (4.9) 4.8 (3.4) 42.69 15.16 
SD coastal cities 71.1 (19.4) 20.0 (7.7) 2 0 4 36.6 (6.9) 0.5 (0.9) 2.4 (1.7) 3.3 (2.7) 22.68 10.32 
Coventry 119.1 (98.6) 8.2 (6.7) 6 2 18 58.6 (48.5) 1.0 (0.8) 7.0 (5.8) 4.7 (3.9) 15.10 4.61 
Derby 101.6 (80.3) N.A. 8 2 19 36.1 (28.5) 1.0 (0.8) 6.5 (5.1) N.A. 16.75 N.A. 
Leicester 151.9 (86.6) 12.7 (7.3) 9 2 15 55.7 (31.7) 1.1 (0.6) 7.5 (4.3) 9.5 (5.4) 10.85 9.36 
Nottingham 227.8 (87.4) 16.8 (6.5) 10 2 23 107.7 (41.3) 1.8 (0.7) 7.5 (2.9) 17.0 (6.5) 22.37 23.35 
Reading  94.6 (77.8) 16.8 (13.8) 8 1 12 43.2 (35.6) 1.1 (0.9) N.A. 15.7 (12.9) 14.95 8.50 
Sheffield 255.8 (115.6) 10.0 (4.5) 8 2 29 159.9 (72.3) 1.4 (0.6) 8.0(3.6) 10.0 (4.5) 45.38 17.33 
Mean inland cities 158.4 (91.1) 12.9 (7.8) 8 2 19 76.9 (43.0) 1.2 (0.7) 7.3 (4.3) 11.4 (6.7) 20.90 12.63 
SD inland cities 68.1 (14.0) 3.9 (3.5) 1 0 6 47.8 (16.0) 0.3 (0.1) 0.6 (1.2) 5.0(3.6) 12.56  7.57 
Overall mean 147.4 (92.6) 15.2 (8.3) 8 2 17 67.1 (40.3) 1.3 (1.0) 7.0 (4.6) 8.9 (5.4) 31.80 13.58 
SD overall 67.4 (16.2) 11.5 (4.9) 2 0 6 41.8 (12.1) 0.4 (0.6) 1.7 (1.4) 5.4 (3.5) 20.86 8.05 
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Table 3.9 Transportation network statistics:  rail network 
 
Length of rail 
network km* 
No. of 
main-lines 
No. of 
junctions 
Distance from mainline 
to inner ring road in 
km* 
Slope threshold rail 
network (%) 
Aberdeen 16.90 (22.65) 2 1 0.85 (1.14) 26.18 
Bristol 86.65 (31.20) 6 5 0.47 (0.17) 77.22 
Cardiff 50.26 (38.96) 5 6 0.10 (0.08) 40.51 
Edinburgh 58.02 (41.85) 6 6 0.15 (0.11) 33.65 
Hull 28.84 (21.93) 3 3 0.31 (0.24) 7.56 
Plymouth 29.11 (23.88) 3 2 0.08 (0.07) 43.50 
Mean coastal 
cities 
44.96 (30.08) 4 4 0.24 (0.12) 50.46 
SD coastal  25.44 (8.70) 1.72 2.14 0.30 (0.42) 23.96 
Coventry 24.46 (20.25) 4 2 0.45 (0.37) 9.71 
Derby 24.09 (19.04) 4 2 0.40 (0.32) 4.96 
Leicester 29.21 (16.65) 3 2 0.10 (0.406) 11.75 
Nottingham 67.65 (25.96) 4 5 0.40 (0.15) 29.95 
Reading 35.62 (29.32) 5 3 0.20 (0.16) 21.36 
Sheffield 81.12 (36.67) 6 8 0.10 (0.05) 35.74 
Mean inland 
cities 
43.69 (24.65) 4 4 0.25 (0.16) 21.70 
SD inland  24.51 (7.52) 1.03 2.42 0.16 (0.14) 12.18 
Overall mean 44.33 (27.36) 4 4 0.25 (0.14) 32.49 
SD overall 23.82 (8.26) 1.36 2.18 0.23 (0.39 20.24 
* Numbers in brackets indicate values adjusted for study area size 
 
Distance from the motorway to the inner ring road is one of the few measures that 
shows more variability.  This is mostly due to the fact that some cities have a motorway 
branch leading to the city centre (e.g. in Bristol with an adjusted distance from motorway to 
inner ring road value of 0.4) whilst in other cities the motorway runs at the edge of the city 
(e.g. in Reading with an adjusted value of 12.9).   
Slope thresholds (maximum slope angle) for the different road types and railways also 
vary greatly, reflecting the differences in topography mentioned previously.   
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In contrast to the topographic analysis no statistically significant differences can be 
detected between coastal and inland cities.  This is also confirmed by the analysis of 
variance, with p > 0.05 for all the measures. 
Analysis of the minor road network shows similar relationships: between the sample 
cities the variability is very low and no clear differences can be detected between coastal and 
inland cities.  
The connectivity measure shows a strong trend towards a lower connectivity, with 
increasing distance from the city centre (trend line: R2 = 0.988 for sample city mean).  There 
are no significant differences between coastal and inland cities (p > 0.05).  Results are shown 
in Figure 3.14 with coastal cities in blue and inland cities represented in green.  The mean 
over all cities is shown in red. 
 
 
Figure 3.14 Junction density by distance from the city centre  
 
Similarly, a strong decrease in minor road density with distance from the city centre can 
be identified.  Most sample cities have the highest minor road density in the buffer zone       
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1 km from the city centre.  Bristol and Cardiff are exceptions, as both have slightly higher 
densities in the second zone (Figure 3.15).  The overall trend is similar to the connectivity 
(trend line: R2 = 0.995 for sample city mean).  Again, no significant differences between the 
coastal cities and inland cities can be detected (p > 0.05).   
 
 
Figure 3.15 Minor road density by distance from the city centre  
 
Visual exploration of the transportation network suggests that feeder roads leading to 
the city centre and main railway lines follow the terrain - i.e. they are situated within or 
close to valleys.  Associations between the transportation network and the topography are 
summarised in Table A.XI in Appendix A IV.  Reflecting the general pattern of topography, 
the average altitude of the transportation network increases with distance from the city 
centre (trend line: R2 > 0.91 for all transportation categories).  In general, however, the mean 
altitude values of the transportation network are slightly lower than the mean of the terrain 
within each distance zone.  This is a further indication that the main transportation routes 
follow lower terrain such as valleys.  In contrast to the other transportation measures and 
descriptors, a clear distinction can be detected between coastal and inland cities; analysis of 
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variance confirms that, apart from motorways, all transportation categories show a 
significant difference in terms of their altitude between the city types with p-values  < 0.05.  
Associations between the transportation network and the surrounding land cover, on 
the other hand, suggest strong similarities amongst the twelve sample cities.  Figure 3.16 
focuses on the seven most dominant land cover classes (woodland, arable land, managed 
grassland, unmanaged grassland, built-up areas, continuous urban, industrial land) next to 
minor roads.  The distribution of the land cover classes shows comparable patterns in all 
twelve sample cities.  On average, 80% of the land cover adjacent to minor roads falls into 
urban land cover classes (60% built-up areas with a standard deviation (SD) of 6.44 and 20% 
continuous urban; SD 6.41) whilst the remaining 20% is split almost uniformly over the 
other five main land cover classes (the eleven minor land cover classes share only ~ 2%).  
This suggests that minor roads occur almost exclusively within built-up areas. 
 
 
Figure 3.16 Percentage of main land cover classes next to minor roads  
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total, urban land cover classes account for 65% of the land cover adjacent to main roads (43% 
built-up areas; SD 8.54 and 24% continuous urban; SD 7.36) and 53% adjacent to railways 
(32% built-up areas; SD 10.55 and 21% continuous urban; SD 5.74).  The remaining area is 
distributed almost evenly over the other five main land cover classes with less than 5% for 
the minor land cover classes (for results see Appendix A IV, Figure A.II and A.III).  
The associations between motorways and the surrounding land cover are more 
complex.  Whilst inland cities show some homogeneity, the distribution of land cover classes 
next to motorways in coastal cities does not seem to follow any clear rules.  Figure 3.17 
shows the distribution of the land cover classes for inland and coastal cities (note that only 
sample cities that have a motorway within their study area are shown).  Compared to main 
and minor roads, urban land cover classes are not so dominant (built-up areas: mean 22%,        
SD 23.49; continuous urban: mean 17%, SD 9.98) and are homogeneously distributed over 
the sample cities, and there is far more inter-city variation.  Arable land is also abundant 
(18%; SD 12.02) and in some cities is the major class adjacent to motorways.   
In general, there is no significant difference between the sample cities in the distribution 
of the land cover adjacent to the different transportation categories (p > 0.05). 
 
 
Figure 3.17 Percentage of main land cover classes next to motorways  
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These results represent valuable insights into the structure and pattern of the 
transportation networks within the sample cities.  The strong comparability of the numerical 
indicators, especially in terms of structural characteristics such as length of the 
transportation network and the number of ring and feeder roads, leads to the conclusion 
that medium-sized cities are very similar in terms of their transportation structures.  
Averaging these structural components would, therefore, result in realistic principles for the 
modelling of the transportation network for the simulated urban system. 
The results of the statistical analysis, furthermore, confirm the assumption that the 
transportation network is influenced by other urban components.  Both topography and 
land cover have been shown to have associations with the transportation network.  In all 
sample cities, the main transportation network axes tend to follow the lower altitude of 
valleys, and land cover composition adjacent to the different transportation types is similar.  
In order to model realistic transportation networks for the simulated urban system these 
patterns, thus, have to be considered.   
 
3.6 Population 
One of the crucial points when analysing relationships between environment and 
health, or assessing health impacts, is the spatial location of the population in relation to 
putative environmental hazards.  Two main challenges have to be faced in this context:  how 
many people are there in total in an urban area, and where are they.   
For the purpose of this analysis, the population is measured as the total number of 
people living in a specified area – i.e. in terms of resident population density. Knowledge 
about resident location is clearly useful, both because it provides an indication of where 
people spend much of their time and of access to various services and neighbourhood 
influences.  Nevertheless, it does not provide a complete description of population 
distribution because most people are highly mobile, dividing their time during the course of 
a day between their home, workplace or school, certain outdoor locations and travel (Office 
for National Statistics 2003).  Data on people’s individual activities is, however, sparse and 
most studies have to rely on information about people at their home address (Morgenstern et 
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al. 2008).  Epidemiological studies and health impact assessments, therefore, usually locate 
people via their place or area of residence – e.g. address, postcode or census area (Briggs et 
al. 2008a; Elliott et al. 2001).  Once the spatial reference is established, socio-economic 
characteristics, concentrations of environmental pollutants and so forth can then be 
attributed to this location, even though this inevitably involves some degree of uncertainty.   
The distribution of the urban population is a reflection of the spatial arrangement of the 
previously mentioned urban components.  Historically, the location of major settlements has 
tended to be influenced by topography (e.g. the presence of river crossings or defendable 
sites) and associated transport networks.  As urban areas expand, development tends to 
focus on areas of relatively flat and low-lying land, and along the transportation routes (Chin 
2002).  This same expansion also encourages the transport network to grow, so that the 
density of the network is broadly correlated with population density.  Associations between 
land cover and population likewise work in two ways.  First, the pre-existing land cover 
influences where people can or cannot easily live.  More fundamentally, however, land 
cover reflects the human impact on the land.  Population geographers, therefore, divide the 
influences that affect population distribution into two factors; natural factors such as 
climate, elevation and slope, which are the basic factors of population distribution; and 
anthropogenic factors such as land use, transportation routes and the location of the city 
centre (Tian et al. 2005).  In order to understand the population distribution in an urban 
setting the associations between these urban components have to be explored. 
 
Data collection 
Data on population for the sample cities can be obtained from various sources.  At the 
small area level, the 2001 census provides a source of total population numbers, which are 
enumerated at the Census Output Area (COA) level.  This data is provided by the Office for 
National Statistics (ONS) via their website (www.census.ac.uk).  In addition, ONS also 
produces a population count at postcode level for each residential postcode on the day of the 
2001 census, the Census Postcode Headcount File.  Population counts at COA level are too 
coarse for inner city analysis.  Therefore, the headcount data is extracted for the twelve 
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sample cities by overlying the postcodes with the sample city boundaries to give an 
indication about the population numbers within the sample cities at the postcode level.  At a 
finer scale, address locations are made available via the QuickAddress product by QAS.  
Residential address locations are represented as x-y coordinates but population numbers for 
the locations are not reported.  This data provides a proxy of where people live within the 
city but not how many there are at each location.  Using the postcode headcount data, 
however, population numbers can be estimated for the address locations.  The headcount 
population at postcode level is split evenly across the addresses belonging to one postcode 
area.  The result is a fine scale estimation of population distribution in the sample cities (see 
Figure 3.18). 
 
 
 
 
 
 
 
 
 
Figure 3.18 Estimated number of residents at address locations for Reading 
 
 
Population analysis 
The estimated number of residents at address level within the sample city boundaries is 
summed to establish the number of people living within the boundaries of each sample city.  
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In addition, the population density is calculated by adjusting for the size of the sample city 
to obtain a measure of people per square kilometre.  The population density is also analysed 
by centrality.  In order to explore spatial trends four zones at 0 – 1 km, > 1 – 2.5 km,                
> 2.5 – 5 km and > 5 - 15 km are identified.  These are intersected with the population layer 
and the population density for each zone is established.   
Possible associations between the previously explored urban components and the 
population density are quantified.  The influence of the topography on population density is 
explored by calculating the population density for five equally spaced altitude and slope 
classes using the same five altitude classes (in increments of 35 m) and slope classes (in 10% 
increments), as before.  To verify the population spread along transportation routes the 
population density is calculated for areas increasing in distance away from main roads.  For 
this purpose, three buffer zones are created around the main road network of each sample 
city and the population density for each buffer zone is calculated.  The buffer zones are 
defined to represent the population living in direct proximity to main roads (< 100 m away 
from main road), close to main roads (100 – 500 m away from main roads) and away from 
main roads (> 500 m away from main roads).  In order to determine whether the urban 
population is evenly distributed in a city or concentrated in certain land cover classes, the 
population density by land cover class is calculated.  The population density is also 
calculated for each land cover patch in order to establish an association between patch size 
and population density.  Again, descriptive statistics are calculated and ANOVA carried out 
to detect possible differences between coastal and inland sample cities. 
 
Population analysis: results 
Results of the statistical analysis are displayed in Table 3.10. Population numbers range 
from 181,156 inhabitants in Aberdeen to 576,235 in Bristol.  The overall population average 
for the sample cities is 362,419 inhabitants per sample city and the average population 
density is 2,305 people per square kilometre.  Population density is slightly higher in coastal 
cities (2,373 people/km2) than in inland cities (2,238 people/km2) but no clear difference can 
be detected between the two city types.   
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The population density by distance from the city centre shows a similar trend for all 
sample cities with no differences between coastal and inland cities.  The area closest to the 
city centre has a high population density (average density of 3,444 people/km2) but the 
second zone (> 1 – 2.5 km from the city centre) has the highest density with                       
4,369 people/km2. Beyond that, the population density steadily decreases, to an average 
density of 2,951 people/km2 at > 2.5 – 5 km and 1,227 people/km2 at > 5km.   
 
Table 3.10 Selected results of the statistical analysis of population distribution 
 
No clear associations can be detected between altitude and the population density.  
Slope, on the other hand, has a strong influence on population density.  For all sample cities 
 Population  
numbers 
Pop density 
(pop/ km2) 
Pop density: 
woodland  
(pop/km2) 
Pop density: 
arable land  
(pop/km2) 
Pop density: 
built-up  
(pop/km2) 
Aberdeen 181,156 2,427    680     363 4,226 
Bristol 576,235 2,075    197     541 4,963 
Cardiff 301,872 2,340    294     683 4,670 
Edinburgh 425,810 3,071    952     446 4,944 
Hull 300,381 2,284 1,144     614 4,385 
Plymouth 248,527 2,039    181     237 4,540 
Mean coastal cities 338,997 2,373    575     481 4,621 
SD coastal cities 141,270    374    413     166    297 
Coventry 304,323 2,520    331     188 4,981 
Derby 231,685 1,832    276     141 3,983 
Leicester 431,431 2,459    579     187 4,372 
Nottingham 568,993 2,183    337       95 4,255 
Reading  245,960 2,024    520     115 4,528 
Sheffield 532,649 2,408    617     240 4,632 
Mean inland cities 385,840 2,238    443     161 4,458 
SD inland cities 146,391    272    146       54    341 
Overall mean 362,419 2,305    509     321 4,540 
Overall median 303,098 2,312    428     238 4,534 
Standard deviation 139,323    320    303     204    317 
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the highest population density can be found in areas with less than 10% slope (average 
density 2,301 people/km2) followed by areas of > 10 – 20% slope (average density             
2,047 people/km2).  Areas with a higher slope have a significantly lower population density 
(> 20 – 30% = 769; > 30 – 40% = 266; > 40% = 34 people/km2).  A decrease in population 
density can also be detected with increasing distance away from main roads, the only 
exception is Hull (mean population density <= 100 m from main roads = 2,759; 100 – 500 m = 
2,541; > 500 m = 1,809 people/km2, see Appendix A V, Table A.XII).  This confirms the 
assumption that people tend to spread along main transport routes. 
If the population density is analysed by land cover class, similar patterns emerge for all 
sample cities.  There are, however, great differences in population density between the land 
cover classes.  The rural land cover classes have a very low population density (average 
population density per km2 for woodland = 509; arable land = 321; managed grassland = 198; 
unmanaged grassland = 502) whilst the urban land cover classes show, as expected, very 
high population densities (average population density per km2 for built-up areas = 4,540; 
continuous urban = 4,875).  There seems to be little or no relationship between land cover 
patch size and population density: a weak and slightly negative correlation exists for rural 
land cover classes but no association can be detected for the urban land cover classes.  
 
3.7 Discussion 
The analysis described in this chapter, explores urban complexities and processes with 
the aim of detecting and quantifying structural similarities, as well as the differences, 
between urban areas.  The urban components under investigation, (topography, 
transportation network, land cover and population distribution) reflect the purpose of this 
analysis: the formulation of design and structural rules for the construction of a simulated 
urban system for environmental health analysis.  These four urban components are the main 
structural elements used in the development of urban models (Sanglier & Allen 1989).  Their 
analysis provides valuable insights for the construction of the simulated urban system and 
the formulation of design rules, as the results section has shown.  Other elements important 
in a health context such as the demographic structure and socio-economic aspects are not 
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considered here.  These information, however, are important from a health perspective in 
order to identify and locate the most vulnerable, the very young, the elderly and the most 
deprived population (Hennekens & Buring 1987).  But these population characteristics do not 
form part of the structural framework of a city and are, therefore, not explored here.  In 
order to add these population characteristics to the simulated urban system at a later stage, 
sub populations can be explored in a similar manner and with the same measures used to 
describe the total population. 
Medium-sized cities around Great Britain are chosen for this analysis because their 
position in the urban hierarchy between small towns and larger urban agglomerations 
makes them less confined in terms of inter-dependency with the surrounding land, both 
sociologically and economically.  The results of this analysis are, therefore, specific for this 
type of city.  Further analysis including cities from different hierarchical levels and 
geographical regions would have to be carried out to make assumptions about the 
transferability of these results to cities outside the defined characteristics.  Nevertheless, 
conclusions can be drawn for other urban areas with a similar historic and socio-economic 
background, also outside Great Britain.  This is especially true for the two main findings of 
this analysis: firstly, urban components are inter-dependent and secondly, urban areas are 
comparable in their structure of the urban components.  
All analysed measures relating to the spatial relationships and interactions between the 
four urban components show, as expected, that there is a strong inter-dependency between 
all urban components.  The topography is, thereby, the defining factor in the shape and 
build-up of the city (Sargent 1972).  It constrains the three other components as seen with the 
lower altitude of the main transport routes compared with the surrounding areas, the 
dominance of the rural land cover classes in higher altitude ranges, and the higher 
population densities in flat terrain.  This further underlines the theory that the urban 
complexity mainly evolves from the bottom up (Batty 2008).  When building the simulated 
urban system the first step, therefore, has to be the definition of the terrain, which will then 
guide the spatial arrangement of the other urban components.  The transportation network, 
land cover and population distribution, however, also show strong inter-dependencies 
which further contributes to the urban complexity.  High population densities along the 
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main transport routes, for example, are both a consequence and causation of the 
predominance of urban land cover classes along the transport network.  Together they 
influence the sprawl and consequently define the scale of the urban area.  These interactions 
have to be considered and reflected in the development of the simulated urban system.    
Furthermore, each of the four analysed urban components has a comparable structure in 
all examined cities.  This comparability between the sample cities can be seen for all 
measures analysed, be it the similar pattern of the main transport networks, the composition 
and spatial distribution of the land cover or the decrease in population density with distance 
from the city centre.  The location of the sample cities, either inland or on the coast, does not 
seem to affect this pattern.  Measures relating to the topography are the only ones that vary 
between coastal and inland cities.   
This comparability in spatial structure between the sample cities confirms that the 
objective of the simulated urban system to simulate an ‘average’ medium-size city is a valid 
approach.   Extracting the similar elements and patterns of the urban components such as 
the number and length of feeder roads or the correlation between land cover class and 
population density allows to concentrate on features common to all sample cities and to 
ignore local discrepancies.  Focusing only on the similarities between the sample cities and 
ignoring the dissimilarities, however, will inevitably result in the loss of complexity and 
detailed interactions with elements unique to a city.  Nevertheless, using a sample of cities to 
inform the development process of the simulated urban system provides more robustness 
than would be achieved from a single city.  As already mentioned in the previous chapter, 
simulations provide a simplification of reality and focus on the elements of interest by 
simulating interactions and processes that are of importance to the purpose.  This approach 
allows doing this and, therefore, a sample of cities is used to develop design and structural 
rules that will inform the development of the simulated urban system.  
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Chapter 4: Building SIENA, a simulation for environmental 
health analysis 
4.1 Introduction 
The main objective of the simulated urban system is to provide a platform to perform 
simulations in the context of environmental health.  This SImulation for ENvironmental 
health Analysis (SIENA) will be built as a controlled simplified urban environment that can 
be used: 
• to develop and test concepts and models for geographical studies of environmental 
health; 
• to simulate processes and interactions relating to environmental exposure; 
• to explore theoretical and methodological problems in the spatial analysis of 
environmental health by carrying out scenarios. 
 
 The simulated urban system will typify a medium-sized city in Great Britain.  Its 
structure should, therefore, reflect a real-world urban structure with particular focus on the 
relationships between the urban components described in the previous chapter.  The 
analysis in chapter 3 has shown that urban areas are characterised by considerable 
complexity.  The challenge in building SIENA is, therefore, to preserve as much complexity 
as possible, whilst making the model practicable in terms of data and computational 
requirements.  Inter-dependencies between the urban components, consequently, have to be 
a key focus in the construction process.  Formulating design and structural rules based on 
the results obtained from chapter 3 will help with this requirement.    
The simulation structure is made up of two different components as outlined in     
Figure 4.1.  The core structure of SIENA represents the urban components explored in the 
previous chapter (topography, transportation network, land cover and population 
distribution).  This core structure will be developed by applying a series of design and 
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structural rules derived from the statistical analysis of the urban components (see section 
4.3.1, below).   
 
 
Figure 4.1 The SIENA structure 
 
Contextual data is the second component of the SIENA structure.  This is scenario-
specific data that can be incorporated into the simulated urban system as the need arises for 
specific applications.  The data type and method of incorporation will depend on the nature 
of the data and can be either, based on real-world data that is modelled onto the core 
structure or, information generated from the simulation environment (i.e. outputs from 
analysis carried out using the core structure and/or previously modelled contextual data).  
Methods and approaches used to model the different components of SIENA are outlined 
below. 
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4.2 The model premise 
 Prior to modelling the two SIENA components (core structure and contextual data), 
fundamental principles of the simulation environment need to be defined: a) the type of city 
to be simulated, either coastal or inland city, b) the spatial resolution and c) the dimensions 
of the simulated urban system. 
 
Inland versus coastal city 
Chapter 3 has shown that coastal and inland cities are comparable for many of the 
urban metrics analysed but they differ in their topographical and structural characteristics.  
The decision has to be made, therefore, whether SIENA should be a representation of a 
coastal or an inland city.  Inland cities are the dominant city type in Great Britain and are 
considered demographically, climatically and economically more stable than coastal cities 
(Abraham & Hendershott 1996; Balk et al. 2008; Kuttler 2008).  SIENA will, therefore, represent 
an inland city and the design and structural rules will be informed by the six inland sample 
cities: Coventry, Derby, Leicester, Nottingham, Reading and Sheffield.   
 
Spatial resolution 
The choice of the resolution has to be a balance between the highest possible spatial 
resolution to allow for the detection of fine spatial patterns in the urban environment and 
the computational feasibility.  In order to establish the optimal spatial resolution, tests are 
carried out using Leicester as a test bed, the city closest to the inland sample city average in 
terms of city size and number of land cover patches.  As a measure of performance the 
number of land cover patches as well as the associated patch area that can be identified by 
point grids of various resolutions is calculated.  Five different sets of gridded points with 
resolutions of 10 x 10 m, 25 x 25 m, 50 x 50 m, 75 x 75 m and 100 x 100 m are generated for 
Leicester.  A point-in-polygon analysis overlaying the land cover polygons with the gridded 
points identifies for each set of gridded points the land cover patches that have one or more 
gridded points within their boundaries.   
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As expected, a 10 x 10 m resolution gives the best performance but proves 
computationally too demanding for general application.  Use of a 25 x 25 m resolution, 
however, greatly reduces the computational demands, while causing only a marginal 
reduction in performance; 80% of the land cover patches which represents 98% of the land 
cover patch area (see Figure 4.2) are identified by the point-in-polygon analysis with the 
gridded points.  Twenty-five metres is also the spatial resolution of the land cover data.  An 
increase in resolution beyond 25 x 25 m can, thus, not be justified because such false 
precision would distort interpretation of any simulated results.  Spatial data for SIENA will, 
therefore, be modelled with a 25 x 25 m resolution. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2 Percentage of land cover patch area being identified by different spatial resolutions 
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Dimensions of SIENA 
The average extent of the inland sample cities will define the dimensions of SIENA.  The 
inland sample cities encompass an average area of 158 km2 with average side lengths of   
13.5 km and 11.7 km.  The boundaries of the urban simulation environment will be set 
accordingly (rounded, due to the 25 x 25 m resolution, to 13.5 km x 11.3 km = 153 km2 area).  
 
4.3 The construction of SIENA 
4.3.1 Core structure 
Topography, transportation network, land cover and population make up the core 
structure of SIENA.  They build the foundation in structure and content on which later the 
contextual data can be based.  These four urban components are important underlying 
determinants of urban processes, population distribution, exposure and health. 
The findings of the urban exploration of these four components in chapter 3 are 
translated into design and structural rules to inform the construction of the SIENA core 
structure.  Depending on the design and structural rules and the nature of the data, different 
approaches are used to model the core structure.  These range from empirical construction 
of structural data, to probabilistic modelling, to the use of spatial analysis tools.  Figure 4.3 
illustrates the different approaches used and shows how the different data types relate to 
each other.  This hierarchy is also maintained in the following description of the modelling 
approaches. 
 
4.3.1.1 Formulation of design and structural rules for the construction of SIENA 
Topography has been identified as the structural feature that most strongly influences 
the spatial distribution of the other urban components.  Inter-dependencies with the 
topography, therefore, have to be reflected in the design and structural rules of all other 
urban components.  
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Figure 4.3 Modelling approaches used to model the core structure for SIENA 
 
Rules for the construction of topography are based on the assumption that 
topographical features can be averaged across the inland sample cities.  This approach is 
justified because of the small variation seen between the sample cities for the analysed 
topographic measures.  The urban topography is, therefore, defined by straightforward 
averaging the minimum and maximum altitude values, and altitude range, from the six 
inland cities (see section 3.3).  Rules for slope angle are not formulated because the slope is a 
direct consequence of the modelled topography.  
Rules for the main transportation network follow the same principles (see Table 4.1).  In 
addition, the association with topography described in section 3.5 has to be reflected and the 
transport network will, therefore, be constructed after the topography.   
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Table 4.1 Design and structural rules  
 Measure Specifications 
Topography Minimum altitude Mean of sample cities (aspired) 
Maximum altitude Mean of sample cities (aspired) 
Altitude range Mean of sample cities (aspired) 
Main road 
network 
Length of main roads Mean of sample cities (aspired) 
Length of motorway Mean of sample cities (aspired) 
Number of feeder roads Mean of sample cities 
Number of ring roads Mean of sample cities 
Number of distributary roads Mean of sample cities 
Radial extent of ring roads Mean of sample cities (aspired) 
Shortest distance from motorway to 
inner ring  
Mean of sample cities (aspired) 
Max slope threshold  Mean of sample cities (aspired) 
Associations with topography Main road network should follow the terrain 
Rail network Length of rail network Mean of sample cities (aspired) 
Number of main lines Mean of sample cities 
Number of intersections Mean of sample cities 
Shortest distance from main line to 
inner ring 
Mean of sample cities (aspired) 
Max slope threshold  Mean of sample cities (aspired) 
Associations with topography Rail network should follow the terrain 
Minor road 
network 
Land cover class Inter-dependency based on inland cities 
Distance to main roads Inter-dependency based on inland cities 
Altitude Inter-dependency based on inland cities 
Slope angle Inter-dependency based on inland cities 
Distance to city centre Inter-dependency based on inland cities 
Land cover Distance to main  roads Inter-dependency based on inland cities 
Altitude Inter-dependency based on inland cities 
Slope angle Inter-dependency based on inland cities 
Distance to city centre Inter-dependency based on inland cities 
Population 
 
 
Land cover class Inter-dependency based on inland cities 
Road density Inter-dependency based on inland cities 
Altitude Inter-dependency based on inland cities 
Slope angle Inter-dependency based on inland cities 
Distance to city centre Inter-dependency based on inland cities 
 
The analyses of the urban components have further shown that the spatial distribution 
of the minor road network, the land cover and the population density indicate very intricate 
patterns with the other urban components that vary with distance from the city centre (see 
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section 3.4, 3.5 and 3.6).  In order to reflect these associations in the development of SIENA 
the design and structural rules focus  i) on the relationship between these urban 
components, ii) on the relationship with the topography and iii) on the representation of 
centrality (see Table 4.1). 
 
4.3.1.2 Construction approach 
Topography 
Analysis of the six inland sample cities (see section 3.3) indicated that the topography 
shows a broadly similar pattern in all cities.  The topography of SIENA is, therefore, 
specified to approximate the typical topographic features and average altitudinal pattern of 
the inland sample cities. 
Various methods are considered for this purpose.  One approach is simple averaging of 
the altitudes from the six sample cities (adjusted to a standard area), but this creates an 
unrealistic surface, with local irregularities that are unlikely to be encountered in the real 
world.  An alternative is to derive a polynomial surface, by averaging the polynomial 
functions for the sample cities.  This, however, is found to lead to an overly smooth surface 
(Nico et al. 2005).  Attempts are made to enhance the surface by introducing random 
variation, by creating channels using flow routine models, and by rubber-sheeting to distort 
the surface, but none of these prove successful.  Instead a real-world location is sought 
which broadly matches the sample cities.  This is required to include a small town (which 
could realistically be expanded into a larger city and could be regarded as the historical 
focus of SIENA), set on a river, and within terrain generally rising with distance from the 
town centre.   
On this basis various towns around Great Britain are explored and the area of 
Axminster is chosen because the surrounding terrain most closely resembles that of the 
sample cities.  This small Dorset town was founded in the mid-seventh century, and lies on 
the River Axe.  To model the topography, the DTM for Axminster and its surroundings is 
downloaded from Digimap and processed as described for the sample cities in section 3.3.  
98 
 
 
The DTM is then clipped to an area of the appropriate dimensions (11.3 km x 13.5 km), using 
the town centre of Axminster as the geographical centre.  The coordinates of the resulting 
DTM are rescaled to create a new coordinate system for SIENA, attributing the lower left 
corner with x-y coordinates of 0, 0.  Because the altitude range of the area does not exactly 
match that of the sample cities, it is rescaled to the same maxima and minima (for details see 
Appendix B I).  The DTM thus generated is illustrated in Figure 4.4. 
 
Transportation network 
In line with the design and structural rules, the main roads and the railway network are 
constructed based on inland city averages and the association with the terrain (see          
Table 4.1), whilst the distribution of minor roads is determined by the spatial relationship 
between the minor roads and the other urban components (see section 3.5).  Distributary 
roads are defined here as the connection between the main road network and the minor 
network in areas of high population densities (see below).  Different approaches are 
consequently used to model the different entities of the transport network (see Figure 4.3).  
Motivation for the choice of each modelling approach is given in the respective sections 
below. 
The main roads and rail network are defined using a deductive empirical approach, 
based on the sample cities.  For this purpose, three classes of main roads are categorised, 
matching those recognised in the sample cities: ring roads, motorways and feeder roads.  
Each road type is then digitised in succession in ArcGIS (in the order listed above), so that 
the observed spatial relationships both between the different transport features, and with 
the topography, can be replicated.   
Ring roads are digitised as circle-like features around the city centre, with the numbers 
of ring roads and their general location (i.e. distance from city centre) close to the mean of 
the inland sample cities, and the exact routes determined by the terrain (slope threshold).  A 
single motorway is digitised, with a length approximating the mean of the sample cities, and 
positioned to match the mean shortest distance from inner ring road to motorway in these 
cities, and the topography.  Feeder roads are likewise defined to match the mean, and length 
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of feeder roads and topographic relationships in the sample cities.  The last of these is 
achieved by constraining feeder roads to the valley floors.  
Railways are digitised last, with the length and number of junctions determined to 
match the mean values of the inland sample cities.  Figure 4.4 shows the modelled 
transportation network with the topography in the background. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4 Topography and main transportation network for SIENA 
 
 
4.3.1.3 Probabilistic approach 
Chapter 2 summarised a number of methods for modelling dynamic processes such as 
land cover change over time, the growth of a city or traffic flow (Alperovich & Sopasakis 2008; 
EXAMPLE OF 
RING ROAD 
EXAMPLE OF FEEDER 
ROAD 
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Parker et al. 2003; Sante et al. 2010b).  These include dynamic approaches such as the cellular 
automata and the multi-agent paradigm.  Dynamic models clearly have benefits, in that they 
can seemingly reflect the historical development of the city, but they cannot easily be 
applied in a way that ensures that the results conform to pre-established patterns of rules 
(i.e. the characteristics of the sample cities, studied here).  For this study, therefore, the 
decision is made not to use an organic approach, but instead to develop the urban area 
probabilistically.  This means that the resulting city represents a snapshot in time, and 
SIENA focuses on the spatial structure rather than the dynamic processes.  Dynamic 
elements (e.g. traffic flow, migration, population change) can be assessed subsequently, if 
required, within this structure.  An example will be demonstrated in chapter 7. 
The probabilistic approach is applied to model land cover, minor roads and population.  
Probabilistic models are tools to assign values stochastically to an event, on the basis of a 
previously defined distribution.  The model used here is based on the assumption that the 
probability of any of these urban components occurring at a specific location depends on its 
spatial pattern and association with the other urban components (see Table 4.1).  The 
probability functions are derived from the analysis of the sample cities.   
Modelling is done by computing for each 25 x 25 m grid cell the probability of an urban 
component occurring as a specific type, referred to here as a class.  Parameters are defined as 
a measure of class membership for each of the specifications outlined in the design and 
structural rules (see Table 4.1).     
The list of parameters used to calculate the probabilities of class membership for each 
urban component is given in Table 4.2.  Table 4.2 also lists the available classes for each 
urban component: in case of land cover, class corresponds to the seven land cover classes 
built-up areas, continuous urban, industrial land, woodland, arable land, managed 
grassland and unmanaged grassland; minor road density is categorised in fifteen classes 
increasing in minor road density; in case of population, class refers to the number of people 
living in each 25 x 25 m grid cell.    
To derive probabilities of class membership in SIENA, associations between the 
parameters and class membership in the sample cities are established.  A 25 x 25 m lattice of 
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points is created for each inland sample city as well as SIENA, and the relevant parameters 
(e.g. altitude, slope angle, distance to city centre) as outlined in the design and structural 
rules calculated for each location.  Class membership for each urban component is also 
extracted for each point in the inland sample cities.  Probability distributions of class 
membership are then calculated as the joint distribution of the parameters relevant for the 
respective urban component.   
 
Table 4.2 Probability model specifications for the urban components  
Urban component Parameters Class membership 
Land cover Distance to main roads 
Altitude 
Slope angle 
Distance to city centre 
Class Land cover class 
1 
2 
3 
4 
5 
6 
7 
build-up areas 
continuous urban 
industrial land 
woodland 
arable land 
managed grassland 
unmanaged grassland 
Minor road density Distance to main roads 
Land cover class 
Altitude 
Slope angle 
Distance to city centre 
Class Minor road density (m/m2) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
0 
> 0 – 0.0015 
> 0.0015 – 0.0030 
> 0.0030 – 0.0045 
> 0.0045 – 0.0060 
> 0.0060 – 0.0075 
> 0.0075 – 0.0090 
> 0.0090 – 0.0105 
> 0.0105 – 0.0120 
> 0.0120 – 0.0135 
> 0.0135 – 0.0150 
> 0.0150 – 0.0165 
> 0.0165 – 0.0180 
> 0.0180 – 0.0200 
> 0.0200 
Population  Minor road density 
Main road density 
Land cover class 
Altitude 
Slope angle 
Distance to city centre 
Class Population 
1 
2 
3 
4 
... 
523 
1 
2 
3 
4 
... 
523 
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Discriminant analysis is applied in SPSS to derive probabilities for class membership of 
each gridded point, as a function of the parameters.  This function can then be applied to the 
unclassified cells in SIENA to assign probabilities of class membership, the allocation 
probability.   
The function takes the general form: 
>? 
 @,? A @?B A C A @&?B&                               Equation 13 
where, dik is the value of the kth discriminant function for the ith case, p is the number of 
parameters, bjk is the value of the jth coefficient of the kth function, xi is the value of the ith case. 
To allocate the gridded points in SIENA with a class, the cumulative probability of the 
allocation probability across all classes for each urban component is determined (scored 
from 0 to 1).  A random number between 0 and 1 is then drawn, and this used to allocate the 
matching class.  This approach is illustrated in Figure 4.5. 
 
The land cover model 
As noted in chapter 3, the seven main land cover classes account for a large majority of 
the area in the sample cities; other (minor) land cover classes occupy less than 5% of the land 
area and are largely unrelated to the other urban components.  The land cover model is, 
therefore, restricted to the seven main land cover classes.  Other, minor land classes such as 
dump sites can, if required, be added later as contextual data. 
Using the allocation probability to derive land cover class membership alone does not 
account for the area covered by each land cover classes (land cover class size) seen in the 
inland sample cities.  Instead, it generates a very granular land cover surface that tends to 
over- or under- represent certain classes.  A stress measure is, therefore, introduced in the 
land cover model to account for the area (number of grid cells) attributed to a certain land 
cover class.  Adjusted probabilities for each land cover class are then recalculated as: 
+8 
 +D8                                                                    Equation 14 
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where Pij is the adjusted probability of land class i in cell j, P’ij is the previous allocation 
probability for land cover class i in cell j, and Si is the stress measure for land cover class i. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5 Example of allocating a land cover class by randomly selecting from the cumulative 
allocation probability  
 
In order to estimate the stress measure for each land cover class, an inverse cumulative 
distribution of land cover class size is constructed, assuming a normal distribution, where 
the mean matches that of the sample cities and the standard deviation is set to half the mean.  
Figure 4.6 shows as an example the stress measure for the land cover class continuous 
urban.  As can be seen from the inverse cumulative distribution, the probability to allocate 
more gridded points with a certain land cover class drops rapidly after the target size 
(percentage of already allocated area) for the land cover class is reached.  This avoids the 
over-representation of certain land cover classes in the model. 
Probability lc1 = 0.05 
Probability lc 2 = 0.15 
Probability lc3 = 0.35 
Probability lc4 = 0.20 
Probability lc5 = 0.05 
Probability lc6 = 0.01 
Probability lc7 = 0.05 
0 
1.00 
Random number: 0.42 
Land cover class 3 
Calculate random 
number and allocate 
land cover class 
comparing random 
number and cumulative 
probability 
0.50 
Calculate          
cumulative probability 
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The land cover model is applied in stages.  First, 10% of the 25 x 25 m gridded points are 
randomly selected and assigned a land cover class based on the allocation probability.  This 
is done by visiting each gridded point in turn, selecting a random number between 0 and 1 
and comparing it with the cumulative allocation probability, as shown in Figure 4.5.  A 
further 10% of gridded points are then randomly selected and the adjusted probabilities of 
class membership are calculated by weighting the allocation probability with the stress 
measure, thereby, taking account of the area of land already allocated to each land cover 
class.  This process is repeated until all gridded points are attributed with a land cover class 
(see Appendix B II for detailed steps).  
 
 
Figure 4.6 Inverse cumulative probability distribution for land cover class ‘continuous urban’ 
 
The resulting 25 x 25 m land cover surface shows a generally recognisable pattern of 
land cover class distribution.  The surface, however, is still very granulated and scattered 
and needs to be modified in order to simulate the real-world land cover patterns.  To reduce 
granularity and ensure that grid cells cluster into realistically sized land cover patches, a 
filter is applied to smooth the land cover surface.  Tests are carried out to establish the 
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optimal filter size for the smoothing process.  This has to be done both in view of shape and 
size of the resulting land cover class patches, as well as with regard to maintaining the 
established target size for land cover classes. 
The smoothing of the land cover surface is done using the command FOCALMAJORITY 
in the GRID environment in ArcInfo.  FOCALMAJORITY locates the modal value - i.e. the 
value that appears most frequently in the filter neighbourhood - and attributes this to the 
centre cell of the grid.   
Figure 4.7 shows as an example a 3 x 3 neighbourhood.  Value 4 is in the majority within 
the neighbourhood and the centre cell is, therefore, attributed with this value.  When 
applied to land cover data, the value in each cell is, thus, the imputed land cover class, and 
the reassigned value represents the dominant land cover class in the surrounding 3 x 3 
neighbourhood.  By passing the window over the entire surface, cell-by-cell, a new, 
smoothed, land cover surface is generated.  
 
 
 
 
Figure 4.7 Example of FOCALMAJORITY applied to a 3 x 3 neighbourhood 
 
To identify the optimal filter size for the smoothing of the land cover surface, land cover 
is modelled for the two sample cities Leicester and Reading using the same approach as for 
SIENA.  Filters of various sizes, ranging from 3 x 3 neighbourhoods to 11 x 11 
neighbourhoods, are applied to the modelled land cover classes.  Comparisons are made 
between the modelled land cover using the different filters and the observed, real-world 
land cover surface, using accuracy assessment (aka confusion matrix) methods.   
Accuracy assessment is often used in remote sensing to evaluate the classification of 
remotely sensed data.  Figure 4.8 shows an example based on the land cover model.  
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Observed land cover classes are mapped against the modelled land cover classes.  The total 
accuracy is then calculated by dividing the number of correctly classified cells (shown on the 
diagonal, in green) by the total number of cells (dark brown).  In this example 71% of all cells 
are classified correctly. 
 
 
 
 
 
 
 
 
 
 
Figure 4.8 Accuracy assessment of land cover classes: diagonals represent cells classified 
correctly according to observed data (green), off-diagonals are misclassified cells (white) 
 
The significance of the accuracy value is analysed by computing the Kappa statistic (K).  
K ranges from 0 to 1, and gives a direct measure of the probability that the accuracy value 
could not have occurred by chance: a Kappa result of 0.85, for example, means that there is 
an 85% better agreement between the observed and modelled land cover classes than by 
chance alone (Congalton 1991). 
Kappa is computed as: 
E 
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AT is the total accuracy, C the number of 
cells and CC the number of correctly 
classified cells.   
ACi is the class accuracy for the land cover 
class i, Ci the number of cells in land cover 
class i and CCi the number of correctly 
classified cells in land cover class i.   
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where N is the total number of cells in the matrix, r is the number of rows in the matrix, 
xii is the number of row i and column i, x+i is the total for row i, and xi+ is the total for column 
i (Jensen 1996).  
The total accuracy and class accuracy are computed for each filter size, using the 
ArcView extension Kappa Analysis 2.0, and the Kappa statistic is then calculated (Jenness & 
Wynne 2005).  Results are reported in Table B.I, Appendix B II.  The results suggest that the 
application of two successive filters, using a 3 x 3 neighbourhood, provides the best 
predictions of reality.  These filters are, therefore, applied to the modelled 25 x 25 m land 
cover surface of SIENA.  The resulting land cover is shown in Figure 4.9. 
 
 
 
 
 
 
 
 
 
 
Figure 4.9 Modelled land cover of SIENA 
 
 
 
 
108 
 
 
The minor road model 
Minor roads are essential features in the urban environment as they connect point 
locations such as houses, workplaces or shops to the main road network.  This information 
is, for example, important when modelling daily activity patterns or traffic flows.  Further, 
minor roads are line sources of emissions and contribute to the total traffic emissions within 
an urban area.   
As observed in the sample cities, minor roads are too numerous and their patterns too 
complex in terms of connectivity to be constructed as line networks.  Nor is the degree of 
detail likely to be necessary for most applications.  They are, therefore, modelled as densities 
in each grid cell.   
The same probabilistic approach as described for land cover is used, applying the 
parameters outlined in Table 4.2.  For minor roads, however, a 25 x 25 m resolution proves 
to be too small to detect any variation in minor road density distribution within the sample 
cities, because most cells have a minor road density of, or close to, zero.  To identify an 
optimal resolution for modelling, therefore, the minor road density distribution is analysed 
for different spaced grids.  Again, one of the sample cities, Leicester, is used as a test bed.  
Grids with resolutions of 25 x 25 m, 50 x 50 m, 100 x 100 m, 250 x 250 m, 500 x 500 m and 
1000 x 1000 m are created for this purpose, and the minor road density calculated for each 
grid cell.  The minor road density variation is assessed by generating and visually exploring 
histograms and calculating descriptive statistics (mean, standard deviation) for each spatial 
resolution.  The 250 x 250 m resolution grid is chosen for the modelling because this is the 
smallest resolution that has a standard deviation greater than half the mean (see Appendix  
B II, Table B.II).  This provides enough variation between the grid cells to make an informed 
decision about the spatial distribution of minor road densities and, on the other hand, the 
resolution is still fine enough to provide enough detail for the purpose of SIENA.   
To derive modelling rules for minor roads, altitude, slope angle, land cover class, 
distance to city centre and distance to main roads are calculated for each 250 x 250 m grid 
cell.  Values assigned are averages of altitude and slope angle, and the dominant land cover 
class.   
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As outlined in Table 4.2, the minor road density is grouped into fifteen minor road 
density classes.  This provides for a wide variation of densities and approximately equal 
numbers of grid cells in each class.  Discriminant analysis is run to derive the allocation 
probability of class membership and minor road classes are then attributed to each             
250 x 250 m grid cell based on the cumulative probabilities.  To avoid over-representation of 
some density classes the class membership is constrained using a stress measure, as 
previously described for the land cover model.  
 
The population model 
The population model differs slightly from the land cover and minor road models.  
Spatial analysis of the population distribution within the sample cities has shown that there 
are very strong associations between the land cover and the population, and a characteristic 
population density has been identified for each land cover class.  The population is, 
therefore, first calculated at land cover patch level by applying the average population 
density of the inland sample cities for each land cover class to the land cover patches of the 
simulated urban system as follows: 
+8 
 9:39                                                                     Equation 16 
where Pij is the population for land cover patch j in land cover class i, Aij is the area of 
the land cover patch j in land cover class i and Di the population density for land cover class 
i derived from the inland sample cities.    
Once population density at the land cover patch level is defined (see Appendix  B II, 
Figure B.II), the probabilistic modelling approach is then used, as before, to further 
disaggregate the population to the 25 x 25 m grid level.  Again, discriminant analysis is used 
to derive the allocation probability for class membership based on the parameters specified 
in Table 4.2 (excluding land cover class) and each 25 x 25 m grid cell is attributed with the 
number of people, accordingly (see Figure 4.10).  Grid centroids of cells which have a 
population greater than zero are defined as a residential address location.     
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4.3.1.4 Spatial analysis approach 
Distributary roads 
As well as main and minor roads, a third road type is modelled for SIENA: so called 
distributary roads.  These are defined as roads that provide connections between the main 
road network and the minor roads in areas of high population density.  They are, thus, 
situated between main roads and minor roads in the road hierarchy.  The need to recognise 
these became apparent after a visual exploration of the mapped main and minor roads 
showed a disconnect between the road network and the population distribution.  
Spatial analysis tools available in GIS are used to model the distributary roads (Longley 
& Batty 1996).  The COSTPATH command in ArcInfo, for example, provides a means to 
calculate the least-cost path between a specified origin and destination, on the basis of a 
defined cost attribute (e.g. travel time or, in this case, population density).   The cost-
weighted distance function modifies the Euclidian distance by equating distance with the 
cost of travel (ESRI 2001).  The shortest path is then calculated from a source to a destination 
over the cost surface.   
To apply the model, two 25 x 25 m grids are created defining the start and end points 
for the distributary roads.  Start and end points are randomly located close to feeder and 
ring roads within areas of high population densities (population density > 0.005 pop/m2).  
The number of distributary roads is defined by the design and structural rules, derived from 
the sample cities.  A grid of population density is then used as the cost surface.  Finally, the 
COSTPATH command identifies the shortest routes between the specified start and end 
points which maximises the population density (see Appendix B III).  The COSTPATH 
command is run 20 times for each set of distributary roads to obtain an array of possible 
least-cost paths.  The distributary roads for SIENA are then specified by digitising a ‘best fit’ 
line between these routes (see Figure 4.10). 
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Figure 4.10 Modelled population and distributary roads 
 
 
4.3.1.5 Internal validation 
An internal validation is carried out to evaluate the degree to which SIENA matches the 
average of the sample cities.  For this purpose, the measures calculated for the urban 
components of the sample cities, as described in chapter 3, are applied to SIENA, and the 
results then statistically compared to those from the sample cities.  All results of the internal 
validation are shown in Appendix B IV.   
For topography, for example, one-sample t-tests are applied to test for differences in the 
altitude and slope angle values for each of the four concentric zones around the city centre, 
between the SIENA mean and the mean values of the sample cities.  The results suggest that 
the modelled topography imitates the mean topography values of the inland sample cities  
(α = 0.05, 90% confidence interval) indicating that the Axminster area provides a good 
representation of the topography in the sample cities.      
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The transportation network is tested by comparing the relevant metrics (as specified in 
section 3.5) in the same way.  Again, the t-test shows no difference between SIENA and the 
mean of the sample cities for any of the main road or railway measures, nor for minor road 
density by distance from the city centre.  The percentage area of the different land cover 
classes next to motorways, however, is significantly different (α = 0.05).  This probably 
reflects differences in location of the motorway: in some sample cities the motorway extends 
far into the city and ends close to the city centre; in others the motorway runs along the 
periphery (as is the case in SIENA).         
The internal validation for the land cover is split into the three different hierarchical 
levels (city, land cover class and land cover patch level) as described for the exploration of 
the inland sample cities (section 3.4).  As is to be expected, the city size is comparable to the 
mean of the inland sample cities (see section 4.2), but the number of patches, the land cover 
class richness, Shannon’s Diversity Index and Shannon’s Evenness Index at city level all 
differ.  These differences can be explained by the land cover model.  The number of land 
cover classes (the richness) is constrained in SIENA to the seven main land cover classes, 
while the sample cities also include a number of minor land cover classes.  This also 
accounts for the differences in Shannon’s Diversity and Evenness Indexes.  The difference in 
the number of patches between the modelled and sampled cities is a result of the use of a   
25 x 25 m grid resolution for SIENA, and probably also an effect of the smoothing filter used 
to generalise the data.   
Similar results are seen at land cover class level.  No significant differences exist for 
measures of location, such as the adjacency measure and the relationship with topography, 
measures relating to land cover class size do differ, especially for the urban land cover 
classes. 
Because of the skewed distribution of the measures at land cover patch level, analysis is 
done using non-parametric Mann-Whitney U and Kolmogorov-Smirnov statistics.  The 
Mann-Whitney U test assesses the null hypothesis that two independent samples come from 
the same population.  The Kolmogorov-Smirnov statistic is a goodness-of-fit measure which 
tests the null hypothesis that two distributions are not significantly different.  Unlike Mann-
Whitney U it is sensitive to differences in both central location and the shape of the 
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distribution.  For this purpose, each variable is centred around its mean.  If the SIENA 
values are compared directly to the values from the sample cities, the statistical power to 
detect significant differences is very high due to the large number of records at the patch 
level.  To get a more differentiated picture, the SIENA values are, therefore, compared to 
each city and land cover class separately.  For this analysis, patches smaller than 0.5 ha are 
excluded from the inland sample cities because they are an artefacts of data manipulation, as 
discussed in section 3.4.  On this basis, no differences are detected between the spatial 
distribution of the land cover patches of the modelled and sampled cities.  Measures of 
patch size and patch form, such as circularity, however, differ for all land cover classes and 
sample cities.   
To assess the population model the one-sample t-test is again used.  Based on this 
analysis, the simulated population shows similar spatial patterns and densities to those of 
the inland sample cities.  The only exception is population density within 1 km of the city 
centre, which is higher in SIENA than in the sample cities.  This is probably due to over-
estimation of the weight given to the centrality component in the population model.  
Overall the quality assessment confirms that the core structure of SIENA is similar to 
the structural elements in the inland sample cities.  Important features, in particular, such as 
the relationship between the urban components and their spatial distribution are very 
similar to those observed in the sample cities.  While SIENA cannot be considered to be an 
exact replication of the inland sample cities (or other real-world cities) it does seem to 
provide a valid approximation of mid-size cities in GB in terms of its general structure and 
layout. 
 
4.3.2 Contextual data 
Contextual data is data that is modelled onto the predefined core structure of SIENA.  It 
can be added for individual applications, for example, to provide more information required 
for specific scenarios or modelling. The data may, thus, take many different forms, 
including: 
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• a single, constant value to characterise specific, regional parameter (e.g. mean annual 
temperature); 
• attribute data relating to the existing urban components (e.g. socio-economic 
characteristics of the population or traffic flows for the roads); 
• new spatial entities (e.g. monitoring sites); 
• modelled data (e.g. indoor or outdoor air pollution concentrations).   
Both the characteristics of the data, and the sources and methods used to derive them, 
therefore, depend on the application.  All examples of contextual data presented here will 
later be used in the case studies carried out in the third part of the thesis.   
Three approaches are outlined here.  Firstly, non-spatial real-world data is added to 
SIENA as it is, without any spatial considerations.  This approach will be demonstrated 
using data on meteorological conditions and housing characteristics.  Secondly, spatial data 
can be added, referenced to the existing spatial features.  This approach will be illustrated by 
incorporating traffic volume, point emission sources and a fixed air pollution monitoring 
network.  Thirdly, data can be modelled within SIENA using both real-world data and the 
SIENA core structure as input.  This approach will be outlined by modelling road and 
industrial emissions, outdoor and indoor air pollution concentrations and administrative 
areas.   
 
Meteorological data  
Information on meteorological conditions is important for many health-related 
applications, for example, as a basis for estimating both heat exposure (Rey et al. 2009) and 
air pollution concentrations (Ghazali et al. 2010).  Here, different meteorological scenarios are 
modelled to represent different weather systems, using real-world meteorological data from 
Bristol, one of the sample cities.  Hourly data on wind speed, wind direction, cloud cover 
and air temperature are downloaded from the British Atmospheric Data Centre website 
(http://badc.nerc.ac.uk).  The temperature and wind speed (hourly data averaged per day) 
are plotted against each other, and four 14-day periods are selected to represent a cold and 
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calm period (winter scenario), a warm and windy period (spring scenario), a hot and calm 
period (summer scenario) and a cool and windy period (autumn scenario).  
As Figure 4.11 shows, data for the four scenarios are not necessarily drawn from the 
respective seasons, but are selected instead to reflect contrasting weather conditions, 
indicative of different seasons.  These data are incorporated into SIENA as non-spatial 
variables.      
 
 
 
 
 
 
 
Figure 4.11 Meteorological data for Bristol with periods chosen to represent seasonal scenarios 
highlighted 
 
 
Housing characteristics 
People tend to spend most of their time indoors.  Housing conditions, thus, have an 
important effect on health in a variety of ways, including through their influence on 
exposure to air pollution, noise and infections (de Hartog et al. 2010).  In the case of air 
pollution, for example, sources include not only gas cookers, tobacco smoke and other 
indoor emissions, but also outdoor air pollution entering the building (Mitchell et al. 2007).  
Housing characteristics play an important role in this process of air exchange, for they help 
to determine ventilation and penetration efficiency.  Various housing characteristics are 
relevant in this respect (Dimitroulopoulou et al. 2006; Nazaroff 2004; Wallace 1996).  Here, 
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housing characteristics are modelled for each residential address in SIENA, as outlined in 
Table 4.3. 
The variables selected represent the input variables needed to model indoor exposures 
to outdoor air, using a mass-balancing model (Jamieson 2011).  These data are applied below 
to model indoor air pollution for houses in SIENA.  The location of a house is assumed to be 
the residential address.   
   
Table 4.3 Housing characteristics and allocation methods 
Housing characteristic Calculation 
Building height: height of window in living room Each living room window is randomly  attributed 
with a height as follows: 
     40% defined as1st floor room: 1m 
     30% defined as 2nd floor room: 4m 
     10% defined as 3rd floor room: 7m 
     10%defined as 4th floor room: 10 m 
     10% defined as 5th floor room: 13 m 
Room height: distance from ceiling to floor Each room is attributed with a random number 
between 2.5 m and 3 m 
Room area: floor area of living room Each room is attributed with a random number 
between 10 m2 and 30 m2 
Wall orientation: compass direction of external living 
room wall 
A random azimuth value between -180 and 180 is 
computed for each external living room wall 
Inlet area: area of controlled inlets such as doors and 
windows 
 
 
 
 
     N,O 
 P ; QN 
QN 
 R ; S 
    where la(i,t) is the inlet area,  RAN  a random number 
between 0.1 and 0.4 assuming that inlets cover 
between 10% and 40% of the external living room wall 
Wai,  Rh is the room height and Ra the room area   
 
 
As with the meteorological data, this example shows how contextual data can be added 
to SIENA using real-world data or, in this case, data based on real-world statistics.  Again, 
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no spatial patterns are taken into account.  In the next section, methods are introduced that 
first explore the spatial distribution of variables in the real world and then apply these to 
model contextual data for SIENA. 
 
Traffic volume 
Traffic volume plays a major part in affecting human health, as a consequence of 
exposure to air pollution, noise and traffic accidents.  Information on traffic volume is, 
therefore, widely used both as indicator of exposure to traffic related risks, in its own right 
(Carr et al. 2002; Gauderman et al. 2005), and as input data to models of emissions from traffic 
sources (Goyal & Mittal 2004; Wang et al. 2010).  In order to derive traffic emissions for SIENA 
(described below), traffic volume is modelled for all roads, based on real-world data from 
Bristol.  In the case of motorways, traffic volumes are sourced from the Traffic Flow Data 
System (TRADS) within the Highway Agency Traffic Information System (HATRIS).  Two-
way flows are added to give a combined flow.  Data for main roads is assembled from daily 
traffic counts provided by the Bristol City Council Manual Count Data for 2005.  
A probabilistic approach is again used to allocate traffic volume to motorways and main 
roads.  Traffic flows for motorways and vehicle counts for main roads are spatially analysed 
for Bristol, stratified by location (zones of 0 – 1 km, > 1 – 2.5 km,   > 2.5 – 5 km and > 5 km 
from the city centre) and road type (feeder roads, ring roads, distributary roads and 
motorways).  Probability distributions of traffic flows and vehicle counts are calculated for 
each combination of road type and locational zone in Bristol, and values then applied to 
roads in SIENA based on these probabilities (see Figure 4.12). 
A different approach is applied to model traffic volume for the minor roads.  Link-
specific estimates of traffic volume cannot be allocated to minor roads, because in SIENA 
these are not represented as line features but as an area measure of minor road density.  
Instead, traffic volume is modelled by applying the average national traffic flow for urban 
minor roads.  The use of national averages is not optimal to estimate traffic flows in SIENA 
because no information about the size of the urban area is given in the statistics but no other, 
more detailed information source is publicly available.  The national average traffic flow for 
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urban areas is 2,200 vehicles per day, made up of 95% light vehicles, 3.4% heavy vehicles 
such as buses, coaches and heavy good vehicles and 1.6% motorcycles (Department for 
Transport 2006a).  Based on this, daily vehicle kilometres travelled for each vehicle type can 
be calculated for each 250 x 250 m grid cell, as follows: 
5TE8 
  >8 ; N8 ; T                                     Equation 17 
  where DVKij is the daily vehicle kilometres for vehicle type i in grid cell j, dj is the 
minor road density in grid cell j  expressed as km/km2, aj is the total area of grid cell j 
expressed as km2, and Vi the number of vehicles per day for vehicle type i derived from the 
DfT statistics. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12 Modelled traffic volume: daily traffic counts for motorways and main roads and 
daily vehicle kilometres for minor roads 
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Point emission sources 
Point emission sources are a major contributor to urban air pollution.  As a 
consequence, many epidemiological studies have shown associations between human health 
and emissions (or distance) from point sources, such as landfill sites, incinerators and 
industrial land (de Marco et al. 2010; Elliott et al. 2001; Krajcovicova & Eschenroeder 2007; 
Zambon et al. 2007).  Control of these emissions is also a major focus of air pollution 
management and other environmental policies (e.g. climate change policies), so these risks 
need to be considered in many health impact assessments.   
Point emission sources are attributed to SIENA based on data from the inland sample 
cities.  Information on the number, location and characteristics of point emission sources in 
these cities are extracted from the European Pollutant Emissions Register (EPER), and their 
spatial patterns and relationships with other urban components analysed.   
The most common point source activity in the sample cities is related to waste 
management (n = 8), followed by energy industry (n = 2), production and processing of 
metal (n = 2) and others (n = 2).  Both waste and energy sources show distinct spatial 
patterns: all the energy facilities are located in industrial land, close to motorways and major 
roads, while the waste management facilities are either in built-up land close to the city 
centre (63%) or in industrial land (37%) further away from the centre.  Based on these 
results, three point sources are added to SIENA: two waste management facilities and one 
energy industry facility.  Locations are chosen randomly from grid cells that match the 
locational conditions seen in the sample cities (see Figure 4.13).  Each source is then 
attributed with emission characteristics, such as exit velocity, exit temperature and stack 
height.  Detailed information on these characteristics are only available for sites in Bristol, so 
these are used to represent emissions for each point source.  
 
Routine air pollution monitoring network 
Routine air pollution monitoring networks are widely used to support regulation of air 
quality.  Routine monitoring sites typically consist of continuous and automatic monitoring 
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sites that operate, often over many years, at sites considered to be important in terms of 
compliance with policy standards, either because they are likely to exceed the standards or 
because they are considered to be representative of areas where people live and spend their 
time.  They have been established to measure a range of pollutants including particulate 
matter, nitrogen dioxide (NO2), sulphur dioxide (SO2), carbon dioxide (CO2) and ozone (O3), 
usually on an hourly basis.  Because of their high temporal resolution and their historical 
data coverage they are frequently used in environmental health studies for exposure 
assessments, either by directly assigning people with concentrations measured at their 
nearest monitoring station or as a basis for calibrating other methods of exposure modelling  
(Briggs et al. 2010; Dockery et al. 1993).  
 
 
 
 
 
 
 
 
 
 
Figure 4.13 Total NOx emissions from road sources including point locations of industry 
emission sources and the fixed monitoring network 
 
In order to establish a realistic routine monitoring network for SIENA, the spatial 
distribution of routine monitoring networks in the sample cities is explored.  Both PM10 and 
NO2 sites are considered because these currently represent the main focus of urban air 
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pollution management and are thus most extensively monitored.  Both pollutants are 
monitored in the sample cities using fixed-site monitors, as part of the Automated Urban 
and Rural Network, managed by Bureau Veritas, but each of the sample cities had only one 
PM10 site, located close to the city centre.  For NO2 an extensive diffusion tube network is 
also operated, as a cooperative activity between DEFRA and the Local Authorities, co-
ordinated by Netcen.  On average 10 NO2 passive sampler can be found in each sample city, 
distributed to represent roadside, intermediate and background locations.   
A monitoring network is simulated in SIENA to reflect the situation in the sample cities.  
In this case, however, a best-case scenario is assumed, in which all the sites have the 
capability to measure PM10, the pollutant of most concern in relation to human health.   
The locations of the monitoring sites are defined to reflect their distribution in the 
sample cities, characterised in terms of the distance from major transport routes, distance to 
the city centre, land cover in the surrounding area and the site location in relation to 
pollution concentrations.  Following the same approach taken to construct the core 
structure, sample city means are used to derive the number of roadside and background 
sites to be modelled for SIENA.  Associations between the site location, distance from the 
city centre and density of sites in relation to air pollution concentration are also taken into 
account in the model.  This approach results in eleven monitoring sites – six roadside sites 
and five background sites.  Figure 4.13 shows the routine monitoring network in relation to 
major transport links. 
 
Emissions  
Anthropogenic emissions especially from urban traffic and industrial sources have a 
major effect on urban air quality.  In particular road-based vehicles emit large amounts of 
pollutants including carbon monoxide (CO), oxides of nitrogen (NOx), volatile organic 
compounds (VOCs) and particulates (PM10).  Together with emitted pollutants from 
industrial and, to a lesser extent, domestic combustion processes such as sulphur dioxide 
(SO2) and nitric oxides (NO) they are the main contributors to air pollution in urban centres 
(Netcen 2009).   
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A bottom-up approach is used to model NOx and PM10 emissions from road and 
industrial sources.  Emission rates are derived using a commercially available atmospheric 
Emissions Inventory Toolkit (EMIT: version 2.3 developed by Cambridge Environmental 
Research Consultants (CERC 2008)), which estimates emission rates for various sources 
based on up-to-date emission factors.  Activity data such as traffic flows, fleet composition, 
number of vehicle kilometres etc. can be used in combination with appropriate emission 
factor datasets to estimate emissions when explicit rates are not available.   
  EMIT differentiates between source types.  Transport sources are treated both as line 
sources in case of motorways and main roads as well as area sources, in case of minor roads.  
Industrial sites are treated as point sources.  The characteristics of the different emission 
sources (as described above) are used as activity data.  Emissions from minor roads are 
modelled within EMIT for each 250 x 250 m grid cell based on annual vehicle kilometres, the 
fleet composition and road length within each grid cell.  Traffic counts, fleet composition 
and road length are used as activity data to estimate transport emissions from line sources.  
Emissions from industrial point sources are based on the Bristol point emission sources. 
Figure 4.13 shows as an example modelled annual NOx emissions from traffic sources 
including both line and area sources, shown here at 250 x 250 m grid resolution.  As can be 
seen, emissions from main roads especially the motorway in SIENA dominate, but minor 
roads emissions at the 250 x 250 m grid level can also be differentiated.   
 
Concentrations 
High concentrations of air pollutants are a major concern to human health in urban 
areas.  They are, for example, associated with respiratory conditions, cardiovascular diseases 
and even mortality (Brunekreef & Holgate 2002).  Air pollutant concentration arises after the 
release of a pollutant from an emission source.  Once emitted, pollutants are dispersed in the 
atmosphere, and become immediately subject to environmental processes such as diffusion, 
dilution, chemical reactions with other substances, transformation or decay.   
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Air pollution concentrations within SIENA are modelled using the Atmospheric 
Dispersion Modelling System (ADMS-Urban: version 2.2, developed by CERC), which 
models dispersion in the atmosphere of pollutants released from industrial, domestic and 
road traffic sources in urban areas (CERC 2006).  ADMS-Urban is designed to allow 
modelling of complex dispersion problems (e.g. multiple industrial and road traffic 
emissions) over a large urban area by applying up-to-date physics.  Parameterisation of the 
boundary layer structure based on Monin-Obukhov length and the boundary layer height 
allow for a realistic representation of the changing characteristics of dispersion with height.  
The result is a soundly based prediction of pollutant concentrations (Mchugh et al. 1997).   
Emission data from traffic and industrial sources is loaded into ADMS-Urban via an 
emissions inventory.  Surface roughness and Monin-Obukhov length are adjusted to reflect 
the conditions in an urban setting.  The Monin-Obukhov length measures the stability of the 
atmosphere which in urban areas is prevented from becoming very stable by the urban heat 
island.  The SIENA topography is fed into the model to consider the terrain in the dispersion 
process.  Although, the terrain is available at a 25 x 25 m resolution, the altitude is averaged 
to a 450 x 450 m resolution in order to observe the ADMS-Urban limit to the number of grid 
cells for the terrain file.   
In the first instance, two-week average concentrations are modelled for the four 
different meteorological scenarios set out in the previous section.  Local concentrations of 
nitrogen dioxide (NO2 µg/m3) and particulate matter (PM10, µg/m3) are computed for each 
meteorological scenario at a 25 x 25 m grid resolution.  Background concentrations reported 
in the UK air quality report are added to the local concentrations to allow for long-distance 
transport of pollutants (NO2 = 20 µg/m3; PM10 = 17 µg/m3 (Netcen 2009)).   
In addition, hourly PM10 concentrations are computed by adjusting the traffic-part of the 
two-week average concentrations according to hourly traffic count data.  Hourly traffic 
counts are not available at the road level and could, therefore, not have been used to directly 
inform the ADMS model.  The Department of Transport, however, produces statistics on 
average hourly traffic counts by time of day and day of the week (Department for Transport 
2006a).  Information about the traffic contribution to urban PM10 are obtained from the 
specialist group CAFE of the European Environment Agency that quantify the contribution 
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as 62% on weekdays and 54% on weekends (van Aalst 2003).  The hourly traffic count 
statistics are used to add or remove concentrations from the traffic part of the concentrations 
proportionally.  The weighted hourly traffic contribution is then added to the background 
part to create the hourly PM10 concentrations.  In addition, random variation between 0% 
and 20% is either added or subtracted from the hourly concentrations in each 25 x 25 m grid 
cell as follows to allow for natural fluctuations in the concentrations: 
*? 
 U * A 2 M9,, B4      V 
 0*  2 M9,, B4       V 
 1W                           Equation 18 
where Cnik is the air pollution concentration with added variation for grid cell i and 
condition k, Ci is the modelled concentration for grid cell i, xi is a random value from a 
uniform distribution between 0 and 20 and k is a randomly attributed value of either 0 or 1.  
This results in 24 hourly concentration maps of NO2 and PM10 for both weekdays and 
weekends. 
The air pollution model cannot be validated because the real situation is unknown or 
rather does not exist.  One way, however, to assess the modelled air pollution concentrations 
for SIENA is the comparison with real-world concentrations.  Hourly PM10 concentrations 
measured at monitoring stations within the sample cities are, therefore, compared to hourly 
concentrations measured at the monitoring stations in SIENA.  Air pollution monitor 
measurements in SIENA are modelled by intersecting the monitoring stations with the 
hourly PM10 surface and the attributed concentrations treated as the measured concentration 
values. 
An ANOVA is carried out to compare the means of the modelled and real-world 
concentration measurements (see Appendix B V, Table B.VII)  The results show that hourly 
concentrations in SIENA are not significantly different from hourly concentrations measured 
in the inland sample cities (apart from night-time concentrations in Nottingham and Derby 
which are higher) and that, therefore, the daily temporal changes in air pollution 
concentrations in SIENA behave comparably to real-world concentrations.   
The spatial distributions of NO2 and PM10 concentrations in SIENA are further assessed 
visually.  Figure 4.14 shows as an example the mapped PM10 concentrations for four hours 
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on a weekday modelled with the meteorological summer scenario.  As can be seen, the 
spatial distribution of the concentrations is strongly influenced and confined by the road 
network.  This pattern has also been observed in real-world cities.  Hoek et al. documented a 
low spatial variability away from roads for fine particulates (Hoek et al. 2002b).  A study in 
Basel reported that the annual average PM10 concentrations at a traffic site were 40% 
increased compared to an urban background site (Roosli et al. 2001). 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
Figure 4.14 Four examples of hourly PM10 concentration maps for a weekday modelled for SIENA 
using the meteorological summer scenario 
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Indoor air pollution 
Awareness of indoor air pollution as a public health concern is increasing as more 
studies provide evidence that health effects from indoor air pollution can be as severe as 
those from outdoor air pollution (Bernstein et al. 2008; Samet 1993; Spengler & Sexton 1983).  
Time-activity studies have shown that people tend to spend most of their time indoors and 
are, therefore, mostly exposed to indoor air (Nelson et al. 1994).   
Obtaining information about indoor concentration levels, thus, becomes more and more 
the focus of exposure assessments especially as indicators for personal exposure.  Air 
pollution concentrations in enclosed spaces are difficult to estimate because they arise from 
various sources both indoor and outdoor and depend upon internal (e.g. ventilation 
characteristics) and external factors (e.g. atmospheric pressure, variability of outdoor 
concentrations).  Apart from obtaining direct measurements it is, therefore, particularly 
difficult to establish (Milner et al. 2005).  Few attempts have been made so far to model 
indoor air pollution for environmental health studies.   
In order to estimate indoor air pollution levels for SIENA a newly developed stochastic 
mass-balance model (INDEX) is used (Jamieson 2011) which is accessible via the INTARESE 
website (www.integrated-assessment.eu).  The INDEX model computes indoor 
concentration levels by simulating the penetration of outdoor air into a building or room 
and the behaviour of pollutants once indoors.  Both processes are largely influenced by the 
ventilation and deposition characteristics of the building, a fact that is highlighted in the 
INDEX model.  The INDEX model, however, does not account for indoor sources and is, 
therefore, likely to under-predict indoor concentration levels.   
To run the INDEX model, outdoor concentrations, penetration factors, deposition rates 
and air exchange rates have to be established for each indoor location.  Data from SIENA is 
used to populate the INDEX model; in case of missing data the default options of the model 
are used.  Table 4.4 lists the main INDEX parameters and their source.  Indoor 
concentrations are calculated for each residential address using the modelled hourly air 
pollution concentrations as input.   
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Table 4.4 INDEX model parameters  
Parameter Description Source data & computation 
Outdoor 
concentration of 
pollutant s (Cs) 
Measured 
concentration of 
pollutant s at time t 
Hourly concentration of pollutant s at indoor location x, contextual 
data from SIENA  
Penetration   
factor (P) 
Proportion of 
incoming pollutant 
s that is filtered 
during ingress  
Default option: 0.05 
Deposition      
rate (β) 
Number of times 
per hour that 
pollutant s would 
be totally lost via 
deposition from air 
via deposition 
 
X 
 Y ; Z0.1086 ;  $ A 0.0312 ;  A 0.0052`R  aR  
 
where Gs is the specific density of pollutant s 
computed for location  x as a random 
number between 0.8 (soot) and 3.5 
(mineral particles) (Coudray et al. 2008),  
 Ss Ss is the median diameter of individual 
particles computed for location x as a 
random number between 1.5 and 2.5 µm 
(Coudray et al. 2008), 
 Rh is the room height as specified in the 
building characteristics of the simulated 
urban system for the location x, 
 Mh is the monitoring height (default option: 
1 m). 
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Air exchange  
rate (λ) 
Frequency of 
complete air 
exchange via wall i 
in time t 
b 
 3600 ;  ;  0.0025 ; E> ; QN ; cdO ; +efeOg  
 
where 
 
T 
 
is the time step for each calculation set to 1 hour, 
 Kd is the wind direction coefficient computed as: 
 E> 
 0.75 A i0.25 ; cos 2mdO ; 7.,4n 
Where Zfti is the relative wind direction relative to 
orientation of wall i as specified in the building 
characteristics of the urban simulation for location 
x, 
 Wai is the area of external wall i computed as: QN 
 R ; S 
where Ra is the room area and Rh the room height 
as specified in the building characteristics of the 
simulated urban system for location x, 
 Ufti is the estimated wind speed at wall i at time t 
computed as: cdO 
 coO ; E ; pRqr 
where Umt is the measured wind speed at time t, 
defined as the average wind speed in the 
simulated urban system, Kr is the index of surface 
roughness (default option for urban areas: 0.21), 
Bh is the building height as specified in the 
building characteristics of the simulated urban 
system for location x and Kv is the vertical wind 
speed coefficient (default option of urban areas: 
0.33) , 
 Ptotit is the total porosity of wall i at time t computed 
as: +efeO 
 + A +NO 
where Pni is the natural porosity of wall i 
computed as random number between 0.1 
(default option) and Pait; Pait is the porosity via 
controlled inlets through wall i at time t  
computed as s9tu9, which are specified in the 
building characteristics of the urban simulation 
for location x, 
 Rv is the room volume computed as: 
Rv = Ra x Rh 
where Ra is the room area and Rh the room height 
as specified in the building characteristics of the 
simulated urban system for location x. 
 
 
 
Administrative areas 
Most spatial epidemiological studies use administrative boundaries as units of analysis 
due to the availability of census and socio-economic data at these levels.  Wards are a mid-
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level administrative unit frequently used because they are small enough to reflect local 
variations in exposure and disease rates and achieve a relatively homogeneous study 
population (Briggs et al. 2007a).  At the same time wards are large enough to contain enough 
people to provide the necessary statistical power for epidemiological studies and to avoid 
the so-called ‘small number problem’ which introduces uncertainty in the estimation of risks 
(Elliott et al. 2007; Lawlor et al. 2005).  The creation of pseudo administrative areas for SIENA 
is, therefore, based on average population and area values of wards. 
The Automated Zone Matching program (AZM) is used to define these pseudo 
administrative areas (Martin 2003).  The AZM algorithm was originally designed to create 
areal units for zone matching by achieving an optimal match between two input 
geographies.  Being based on Openshaw’s Automated Zoning Procedure (AZP) algorithm, 
however, it can also be used to create new zone systems (Openshaw 1977).  AZP iteratively 
recombines building blocks into output areas aiming to maximise a value of an objective 
function. 
The AZM program requires two input files containing topographical details of the input 
geographies.  The first file holds information on the intersection of the building blocks’ 
polygons and the second file information on their contiguity.  The two input files are created 
following the instruction from the AZM help file.  Ideally, the 25 x 25 m grid cells of SIENA 
should be used as building blocks for the pseudo administrative areas but AZM has an input 
limit of 2,000 zones.  In order to fulfil this requirement, the 25 x 25 m grid cells are 
aggregated to 275 x 275 m grid cells.  These 275 x 275 m grid cells form the building blocks 
of the pseudo administrative areas.  
The creation of new zones within the AZM program is constrained by zoning rules.  
These rules give the user control over the parameters used by the AZM program in creating 
the new zones.  They include information on the population threshold, i.e. the minimum 
population in the output zones, on the population target, i.e. the ideal population size for the 
output zones, as well as a shape control, which defines the compactness of an output area.   
AZM will run a user specified number of iterations.  A random input area is chosen for each 
iteration.  It is swapped into an output area and the effect on the overall performance given 
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the zoning controls is considered.  Swaps which improve the overall requirements are 
retained.  The best solution after the specified number of iterations is presented as the new 
output zone.  The program is run with Simulated Annealing (SA) which allows the program 
to accept swaps during the first half of the run that can reduce the overall reduction in the 
suitability of the simulation in order to improve overall performance of the final solution.  
As mentioned above, ward specifications are used to inform the AZM model.  Census 
area statistic wards (CASWards) in urban areas contain a minimum number of 100 people 
and have on average 7,400 people living within their boundaries (population                    
max: 35,102; SD: 4,164).  Their size in urban areas varies between 0.07 km2 and 153.70 km2 
(area mean: 5.12 km2; SD: 7.85 km2).  The pseudo administrative areas created with the AZM 
program are designed to reflect these CASWard specifications.  Various AZM runs are 
performed using different zoning rules in order to approach this target (Table 4.5).   
 
Table 4.5  Design scenario specifications and scenario statistics for the different runs performed 
with the AZM (highlighted run is chosen as pseudo administrative areas for SIENA) 
Run Population 
threshold 
Population 
target 
Shape 
control 
Weight 
target 
Population 
mean 
Population 
SD 
Area 
mean(km) 
Area SD 
(km) 
1 100 7,400 1 1 415 396 0.20 0.70 
2 100 7,400 1 5 409 378 0.20 0.67 
3 100 7,400 1 10 414 492 0.20 0.69 
4 100 7,400 0.5 10 412 464 0.20 0.68 
5 100 7,400 2 10 411 446 0.20 0.68 
6 100 7,400 5 10 406 365 0.20 0.67 
7 100 7,400 10 10 411 391 0.02 0.70 
8 100 7,400 25 25 408 296 0.20 0.58 
9 100 7,400 0.5 1.5 413 394 0.20 0.66 
10 100 15,000 2 10 421 400 0.21 0.68 
11 1,000 15,000 2 20 1,345 634 0.66 1.48 
12 1,000 20,000 25 50 1,339 542 0.66 1.46 
13 2,500 25,000 10 50 3,208 775 1.59 2.57 
14* 3,500 30,000 10 50 4,529 1,071 2.23 3.11 
15 3,500 30,000 10 100 4,666 1,096 2.30 3.51 
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Figure 4.15 Four examples of different pseudo administrative boundaries created with AZM 
visualising population densities 
 
 
Population density (pop/km2) 
Run  min mean max stdev 
1 13 3,003 16,450 2,168 
8 16 2,935 16,450 2,935 
11 76 2,716 15,617 3,605 
14 244 3,760 13,088 2,763 
 
  
   CASWards 
(urban) 
21 5,618 70,046 2,745 
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All design scenarios are run with 100 iterations in order to allow enough scope to 
improve the output zones.  The results of the AZM runs are converted into ESRI coverages 
and then explored visually and statistically.  The suitability of the output geography as 
pseudo administrative areas for SIENA is assessed primarily on the population numbers in 
each areal unit and realistic shapes, important factors when choosing units of analysis in 
spatial epidemiology (see Figure 4.15).  The output zones of the run with the most compact 
shapes and specifications closest to the CASWard requirements (run 14) is chosen as the 
pseudo administrative area for the urban simulation environment. 
 
These examples of contextual data demonstrate how real-world information can 
provide scenario-specific context information for SIENA.  Spatial relationships in the real 
world can be maintained in SIENA by applying the methods introduced for the exploration 
of the sample cities in chapter 3 and the construction of the core structure.  Spatial patterns 
such as centrality or the relationships with transportation network and land cover are 
analysed in a real-world setting and these then applied to SIENA by using, for example, the 
probabilistic approach.  Some of the examples demonstrate how SIENA can be used to 
generate new data using both established models (e.g. ADMS-Urban, AZM program) and 
newly developed models (e.g. the INDEX model).  The example of the INDEX model shows 
how, given applicable contextual data, newly developed models can be run and tested.  The 
INDEX model, so far, has only been a theoretical model without practical application due to 
the data requirements.  SIENA provides a platform to simulate the necessary input data and, 
therefore, to apply the INDEX for the first time.  This will give the authors of the model a 
chance to evaluate its performance and assess its behaviour in a practical situation.  Equally, 
this raises questions as to the accuracy of the model output obtained from the INDEX 
models and results of any application using these outputs have to be treated with the 
necessary wariness. 
In order to carry out scenarios in an environmental epidemiological context additional 
contextual data are imaginable.  Socio-economic characteristics could, for example, be 
modelled onto the core population of SIENA based on the spatial distribution of socio-
economic characteristic in the sample cities.  Health data could be added in a similar manner 
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depending on the scenario carried out.  The approach chosen to model the contextual data, 
thereby, depends on the nature of the variables.  SIENA together with the urban metrics 
introduced in chapter 3 provide the means and flexibility to add many contextual variables.  
The information and data structure of SIENA is, therefore, improved with each application. 
 
4.4 Discussion 
The purpose of SIENA is to provide a user-controlled system in which to simulate and 
explore spatial processes, relationships and interactions relevant to environmental health 
and how these might change under different scenarios.  Each decision in the development 
process is driven by this purpose, be it decisions on the data to be included, decisions on 
how this data is modelled and incorporated or decisions on the overall structure of SIENA. 
The development of SIENA is based on three main conceptual conditions, all of which 
reflect the above mentioned objective: firstly, SIENA should represent a medium-sized city 
in GB and reflect the real-world urban structure; secondly, SIENA should preserve the 
observed real-world complexities with special focus on the relationships between the 
different urban components; and thirdly, SIENA should allow a high degree of flexibility to 
enable the implementation of different scenarios. 
The first conceptual condition, the representation of a medium-sized city is achieved by 
pooling structural patterns and relationships observed in the sample cities.  Chapter 3 
identified this approach as the best method to develop a representative urban area because it 
allows common features to all sample cities to be modelled and local discrepancies are 
ignored.  The internal validation shows that this approach has been effective.  Averaging 
and combining the spatial information and characteristics observed in the sample cities 
seems to result in realistic structural patterns and urban features in SIENA.  The choice of 
sample cities clearly influences these structures and patterns and makes SIENA a specific 
representation of this type of city. 
 The second conceptual condition, the preservation of urban complexity, is achieved 
through the definition of design and structural rules to build SIENA, as recommended in 
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chapter 3.  These allow the quantity and quality of structural elements to be focused on, as 
well as preserving as much real-world complexity of spatial relationships as is feasible.  In 
contrast to determining fixed structures, this approach assures flexibility, the third 
conceptual condition.  
Flexibility is also the rationale behind the two-tier data structure of SIENA.  Core 
structure and contextual data form two distinct data types, each with its own rationale, 
purpose and function.  The core structure provides the foundation of the city and great care 
was taken to represent topography, the transportation network, land cover, and population 
distribution as realistically as possible.  The internal validation indicates that this has been 
achieved.  Both the physical features and the spatial relationships between the core 
structures show similar patterns in SIENA and in the sample cities.  If implementing new 
scenarios in SIENA, contextual data can be incorporated into SIENA based on the core 
structure as described in section 4.3.2.   
When contextual data are incorporated into SIENA, they ideally need to be based on 
prior analysis of real-world cities; otherwise loss of spatial information and accuracy, as well 
as the introduction of additional uncertainty, is inevitable.  One exception is the 
incorporation of non-spatial contextual data, as demonstrated here in relation to 
meteorology.  This does not need to be supported by detailed intra-urban structural 
analysis, so long as the conditions being simulated are applied uniformly across the city and 
are physically realistic.  Intra-urban variability would have to be analysed, however, when 
the simulated conditions vary across the study area – e.g. when incorporating data on 
meteorological conditions for a network of monitoring stations. 
Construction of SIENA is defined by the principles of allowing enough flexibility for the 
user to adapt SIENA to different scenarios, whilst ensuring that the simulation environment 
continues to provide a realistic representation of the complexities as seen in real-world cities.  
To this end, SIENA is built at a very fine 25 x 25 m resolution.  This resolution is, on the one 
hand, detailed enough to detect variation for small area analysis and analysis at household 
level (25 x 25 m gridded points represent residential addresses) and, on the other hand, can 
be aggregated to a coarser resolution if required.   
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The approach taken to develop SIENA is also strongly function-, rather than design-, 
driven.  This is reflected in the choice of methods used to generate the different data.  In each 
case, the methods used are those that are most appropriate for the data in terms of the detail 
and resolution.  Differences in the detail required, for example, result in a different approach 
for developing main roads compared to minor road density.  For future scenarios, the minor 
road density could be increased or, if necessary, minor roads could be modelled as line 
features using an approach similar to the construction of the main roads.  An example of this 
will be demonstrated in chapter 7.  As more sophisticated methods become available these 
can be used to update previous data or help to generate new contextual information.   
The probabilistic approach adopted to model some of the core structure, and to a lesser 
degree the contextual data, is one means of providing flexibility in SIENA.  While this 
constrains the data to match the range of different urban structure and processes that might 
be expected to exist in reality, it also allows data to be modified stochastically to represent 
variations within this range.  As a consequence, existing data (those already within SIENA) 
can easily be remodelled when new urban features or their characteristics are introduced.  
As has been shown, the probabilistic model can also be adapted to suit the needs and 
specifics of a variety of different data.  One example is adopting a hierarchical approach 
when modelling the population density, first distributing it to land cover patch level using 
weights, and then using the probabilistic model to calculate population density at the          
25 x 25 m grid level.  SIENA, therefore, provides the flexibility to adapt models according to 
the needs and purpose of an application. 
Different modelling approaches are used for different data types.  Restricting the model 
to one approach, such as cellular automata or probabilistic modelling, would make the 
resulting configuration of the city too limited in its applicability.  All the applied models can 
easily be implemented in widely-used programs such as statistical packages and GIS 
software, so that users can apply the same techniques in their own software environment.   
Modelling parts of SIENA probabilistically obviously also implies that SIENA, in its 
current form, is only one representation out of the range of possible versions that might 
have emerged if the probabilistic models would have been run more than once.  Resampling 
the original data and creating alternative versions of SIENA, based on the same design and 
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structural rules, however, can be achieved by following the steps outlined in this chapter.  
This capability makes SIENA more powerful than simulations of real-world cities, because it 
enables future studies to explore the variability both in the city configuration and in the 
implications for any application or scenario (e.g. by using Monte Carlo simulation 
techniques).  Modelling more than one version of SIENA was, however, beyond the scope of 
this study, but is very much considered to be a key component of the model concept. 
All simulations of course bear the problem of how to assess uncertainty and no 
satisfactory procedure exists to validate thoroughly the simulated urban system.  One way, 
chosen here, is via internal validation: exploration of urban systems, in the context of 
environmental health, outlined those features that are common to medium-sized cities and 
identified many relationships between urban functions; the internal validation then 
compared those to features and relationships in SIENA.  Another way is via behavioural 
analysis.  Does SIENA behave in the same way as real-world urban areas would?  This can 
only be properly assessed by carrying out analyses with SIENA and comparing the results 
with behaviours of real-world studies.  Behavioural analysis does not only imply verification 
that the results of applying SIENA provide realistic estimates of the overall magnitude of 
individual variables (e.g. average air pollution levels, or average health risks).  It also 
requires that the statistical and spatial distributions of these conditions, and the 
relationships between different components, are simulated realistically.   
One example is the use of SIENA in the EU-funded project Integrated Assessment of 
Health Risks of Environmental Stressors in Europe (INTARESE).  The main deliverable of 
this project is a toolbox for integrated assessment.  SIENA has been incorporated into the 
INTARESE toolbox as a proxy urban infrastructure to help test and demonstrate assessment 
methods and tools.  One of those is the use of land use regression (LUR) models to estimate 
air pollution concentrations.  In LUR, the surroundings of a small number of monitoring 
sites are described by predictor variables such as land use, road network, meteorological 
data and terrain.  Multiple linear regression equations are then developed to represent the 
relationships between monitored concentrations and these predictor variables, and the 
resulting model is then applied to unsampled locations in the study area (Briggs et al. 1997).  
Typically, models of this type explain (in terms of R2) ca. 60 – 80% of the variation in 
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monitored concentrations, on the basis of four or five predictor variables, relating to roads, 
traffic and land cover (Hoek et al. 2008).  A LUR model is, therefore, developed for SIENA, 
using the land cover, road, traffic and air pollution data developed here.  This gives R2 = 0.64 
between modelled and observed concentrations of NO2, comparable to that found in 
previous, real-world studies.  Notably, also a LUR model developed in Sheffield, one of the 
sample cities, gave R2 of 0.68 (de Hoogh 1999).  These comparisons can only be seen as 
indicative, but they suggest that SIENA behaves in similar ways to real-world cities.     
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III. Application of SIENA 
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Chapter 5: Scope of application 
5.1 Introduction 
Two case studies demonstrate the application possibilities of SIENA by exploring two 
different aspects of exposure misclassification encountered in exposure assessments.  In 
particular, situations are emphasised where SIENA can provide a valuable simulation 
environment specifically for research where real-world associations are poorly understood 
or unknown.   
The first case study, described in chapter 6, explores the effect of various air pollution 
monitoring network strategies on the representativeness of people’s exposure.  Many air 
pollution exposure assessments use concentration measurements obtained from air 
pollution monitoring networks to monitor and measure air quality levels and to estimate 
people’s exposure to air pollution (Gehring et al. 2006; Miller et al. 2007; Ostro et al. 2010).  
Routine monitoring networks exist in most urban areas measuring a variety of air pollutants 
and monitoring the general pollution level within a city to determine if ambient air quality 
standards are being exceeded.  Not much is known, however, about the effect of the spatial 
distribution of these monitoring networks (e.g. in relation to intra-urban air pollution 
variation or population density) on exposure misclassification (Wilson et al. 2005).  Many 
exposure studies, therefore, set up additional study-specific monitoring networks (Hoek et al. 
2002b; Lebret et al. 2000).  Because the set-up of monitoring networks is very cost intensive 
the number of sites is limited for most health risk assessments.  It is, therefore, crucial to 
know which locations within an urban area should be sampled.  Conducting this study 
within SIENA allows the simulation of hundreds of different air pollution monitoring 
scenarios in order to assess which monitoring design and density provides the best strategy 
to minimise exposure misclassification for both individuals and the general population if the 
measured air pollution concentrations are used as exposure proxies.  The obtained results 
can inform future real-world studies in terms of quantity and spatial location of monitoring 
sites within urban areas in order to minimise exposure misclassification. 
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The second case study (chapter 7) assesses the gain in exposure accuracy achieved by 
using personal exposure compared to an ambient exposure proxy.  Measuring personal air 
pollution exposure is both time and budget intensive and only feasible for a small number of 
individuals (Wheeler et al. 1999).  Most exposure studies, therefore, use a location-based 
ambient exposure proxy to estimate exposure (Wang et al. 2008b; Wu et al. 2009).  These 
ambient proxies, however, can vary substantially from personal exposure because they do 
not account for the spatiotemporal variability in air pollution concentrations people are 
exposed to during the course of the day (Mckone et al. 2009). But how much accuracy is lost 
when using a location-based ambient exposure proxy?  Would the true exposure be 
averaged out if personal exposure values are averaged over time?  Real-world studies 
cannot be consulted to explore these general questions because the data are not available in 
a real-world setting.  Within SIENA, however, personal exposure for a large number of 
individuals or even the entire population is known or can be simulated.  This application 
demonstrates how a dynamic behavioural model can be implemented within SIENA in 
order to mimic individual’s daily activity pattern and, together with simulated indoor and 
outdoor air pollution concentrations, personal exposure can be established.  The use of 
personal exposure is then compared to the use of a location-based ambient exposure proxy.   
 
5.2 Exposure assessment 
Environmental health studies investigate the relationships between environmental risk 
factors and the incidence or prevalence of particular health effects in specific populations.  
Understanding and quantifying these relationships is essential for all health effect studies, 
risk assessments and health tracking (Mckone et al. 2009).   Exposure assessments provide the 
analytical tool to establish and evaluate the likelihood and magnitude of direct links 
between exposure to environmental hazards and health effects, and as such are an integral 
component of any health risk assessment and environmental epidemiological study 
(Nieuwenhuijsen et al. 2006).  
Exposure can generally be defined as the contact that occurs between the human body 
and a chemical, physical or biological substance of a specific concentration in the 
141 
 
 
environment for a period of time (Lioy 2010; Mckone et al. 2009).  Human contact with the 
contaminant occurs via different exposure pathways such as air, water, soil or food (see 
Figure 5.1).  As a result of the exposure the contaminant is absorbed via various exposure 
routes including inhalation, ingestion or dermal contact into the body where it can trigger 
adverse health effects (Baker & Nieuwenhuijsen 2008). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Path of contaminant from source to outcome  
   
Human exposure changes throughout the course of daily activities and can occur in 
various settings such as indoor, occupational setting, outdoor and transportation.  Surveys 
of human activity patterns suggest that people spend most of their time indoors (Nelson et al. 
1994).  In the UK children and adults spend on average 92% of their time in enclosed spaces 
(Office for National Statistics 2003) where they are exposed to various pollutant sources such 
as cooking, unvented heating appliances and tobacco smoke.   
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Physical and chemical properties and toxicities often differ from those of outdoor 
concentrations (Geller et al. 2002; Monn & Becker 1999) with indoor concentrations being 
generally lower than outdoor concentrations (Janssen et al. 1998).  Nevertheless, chronic low 
levels of exposure to indoor air pollution are reported to cause adverse health effects 
especially respiratory problems (Bernstein et al. 2008; Simoni et al. 2002).   
Although people tend to spend only a small proportion of their time in outdoor and 
travel environments, research has shown pollution levels can be significantly higher in these 
environments, especially travel.  In Europe people tend to spend on average one to one and 
a half hours a day travelling (WHO 2005) and most of these journeys occur during rush 
hours.  Seventy percent of particulates in urban areas are accounted for by traffic emissions 
and road dust (Harrison et al. 1997).  Here direct sources such as emissions from diesel 
vehicles as well as indirect sources such as secondary particulates, a result of formation in 
the air, contribute to the overall concentrations. Highest pollutant concentrations are found 
close to roads and, therefore, road journeys make up a large proportion of peak exposures.  
This has important implications in epidemiological terms as it is thought that peak 
exposures over a short time cause significant adverse health effects (Michaels & Kleinman 
2000).   
Exposure assessments on air pollution need to consider the pollutant source, the 
location where exposure occurs as well as environmental factors influencing exposure levels 
in order to derive effective mitigation measures.  In the last twenty years, exposure 
assessment to air pollution has advanced from crude categorisation estimates to advanced 
integrated methods, however, the complex spatiotemporal patterns of air pollution exposure 
as well as the occurrence of multiple exposures via different pathways remains challenging 
to analyse (Mckone et al. 2009).   
 
5.2.1 Methods of exposure assessment 
Different approaches exist to establish air pollution exposure at both individual and 
population level.  Exposure assessment methodologies include direct methods which 
monitor exposure levels at the point of contact or shortly after the exposure has taken place 
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and indirect methods which exploit secondary data about concentration levels, 
environmental measurements and activity patterns to model exposures (see Figure 5.2)  
(WHO 2000).   
The use of these different methods depends on the objective and the scope of the 
exposure assessment (EPA 1992).  Every exposure analysis has to balance the advantages 
and disadvantages of each method based on the study type, the level of spatial and temporal 
detail required and the study population, either individuals, subpopulations or the entire 
population.   
 
 
 
 
 
 
 
Figure 5.2 Summary of methods used in exposure assessments (adjusted after EPA (1992) and 
Nieuwenhuijsen et al. (2006)) 
 
 
Biomonitoring 
Biomonitoring is a direct method to detect the presence and concentration of a 
contaminant of concern in human biological media such as blood, urine or exhaled breath 
(Paustenbach & Galbraith 2006).  Biomarkers are either the absorbed fraction of the pollutant 
or one of its metabolites.  These function as indicator of environmental exposure by 
measuring the total uptake over a period of time (Nieuwenhuijsen et al. 2006).  The measured 
biomarker levels reflect the total contributions from one or more exposure routes.  
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Biomonitoring is, therefore, the most accurate method to assess the associations between an 
environmental hazard and potential adverse health effects.  It is particularly useful to 
identify highly exposed individuals, to determine hazardous exposure levels and to evaluate 
the effectiveness of public health actions (Smolders et al. 2009).  But rather then measuring 
exposure, biomarkers measure the dose of a pollutant within the body.  Dose and exposure, 
however, are often only weakly correlated (Paustenbach 2000) because the dose of pollutants 
depends apart from the exposure also on individual breathing patterns and airway 
deposition (Moller & Loft 2010).  The presence of a biomarker, therefore, does not provide 
information on the emission source or the setting in which the exposure takes place and, 
consequently, no information is obtained to establish source-to-dose links (Ryan et al. 2007a).  
Biomarkers, furthermore, often  only give indications on recent exposure levels and not on 
cumulative or chronic exposure because many contaminants have a very short half-life in 
the body (IGHRC 2004).  Biomonitoring is also restricted by the availability of physiological 
samples and the associated cost and resource intensity, which limits the use of this method 
for large study populations and certain study types, for example, spatial epidemiological 
analysis. 
 
Personal monitoring 
Another direct method used to assess human exposure to air pollution is personal 
monitoring.  Personal monitors are widely considered the most accurate technique to 
measure human exposure because they can incorporate exposure from different sources and 
obtain continues measurements across various microenvironments where individuals spend 
their time (Avery et al. 2010a; Janssen et al. 1998; Payne-Sturges et al. 2004).  Personal monitors 
are lightweight monitoring devices worn by individuals close to their breathing zone for a 
certain period of time (Scapellato et al. 2009).  Personal monitoring is widely applied in 
occupational epidemiology (Nieuwenhuijsen 1997) but only sporadically in environmental 
epidemiological studies (Delfino et al. 2008) because environmental concentration levels tend 
to be much smaller than occupational levels (Nieuwenhuijsen 2003) and are, therefore, more 
difficult to detect.  In an environmental epidemiological context it is mostly applied in cross-
sectional and cohort studies to assess exposure levels for a limited number of subjects (Liu et 
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al. 2007; Magari et al. 2002).  Similar to biomonitoring, personal monitoring can only be used 
to assess current exposure levels and not to evaluate past exposures or to estimate future 
exposure scenarios.  A further limitation is that it is both cost and time intensive and, thus, 
not feasible for a large study population (Wheeler et al. 1999).  With the exception of 
validation purposes, these practical limitations prevent personal monitoring from being 
used for exposure assessments of populations or subpopulations in environmental 
epidemiological studies.  The direct measurement of personal exposure is, therefore, not 
feasible for many study designs and indirect methods to assess exposure have to be 
considered.    
 
Self-reported exposures 
Self-reporting of exposure is an indirect method of exposure assessment making use of 
questionnaires and diaries.  Different exposure information can be obtained using self-
reporting, ranging from simple categorisation of potential exposure to the physical 
properties of an environment to activity patterns of individuals (NRC 1991).  Early 
epidemiological studies assessed potential air pollution exposure primarily from 
questionnaires by categorising individuals in exposure groups such as exposed/unexposed 
or low/medium/high exposure (Lippmann & Lioy 1985).  Information on the physical 
environment has been used as exposure surrogate in environmental epidemiology, often 
related to source proximity, for example, distance from individual’s residence to the nearest 
road or other environment characteristics such as traffic intensity (Nitta et al. 1993).  With the 
advance of exposure models, however, the use of questionnaires and diaries has been 
extended to obtain information on individual activity patterns focusing on the duration 
individuals spend at different locations during the course of a day (Baxter et al. 2007; 
Jantunen et al. 1998; Rodes et al. 2001).  Self-reporting is known to be subject to reporting-bias 
(Kuehni et al. 2006; Moffatt et al. 2000), however, the use of questionnaires and diaries 
provides an inexpensive way to collect general information of either current or past 
exposures for a large number of people and presents a valuable tool to collect specific input 
data for exposure models (Kousa et al. 2001).   
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Environmental monitoring 
Many exposure assessments to air pollution use measured environmental concentration 
levels as exposure proxies.  Concentrations measured at ambient monitoring stations are 
either directly used to make assumptions about human exposure or, indirectly to inform or 
validate concentration models.  Exposure estimates have, for example, been assigned based 
on ambient particulate matter concentrations measured at the nearest monitoring site or by 
averaging measurements from sites across the study area (Gehring et al. 2006; Miller et al. 
2007; Ostro et al. 2010).  Time-series studies compare day-to-day variation in measured 
outdoor air pollution to day-to-day variation in morbidity or mortality (Dockery & Pope III 
1997).  Air pollution measurements have also been extensively used as input to model 
concentrations which are either used directly as exposure surrogates (Brauer et al. 2003; 
Hochadel et al. 2006; Isakov et al. 2009) or to inform exposure models (Kruize et al. 2003).  
Exposure estimates based on monitored ambient concentration data are, however, only as 
representative as the monitoring network from which they are drawn.  Most particulate 
measurements come from routine monitoring networks, set up to monitor air quality levels 
within an area.  They offer good temporal resolution over a long period of time but their 
ability to represent the spatial variability in exposure is limited (Marshall et al. 2008).  Study-
specific monitoring campaigns can improve the representativeness of monitoring networks 
for both ambient concentrations and exposure (see chapter 6), but monitoring is costly and, 
therefore, often constrained (Hoek et al. 2008).   
 
Exposure modelling 
In situations where direct exposure measurements are not possible, exposure models 
allow estimating exposures for individuals or populations in more sophisticated ways then 
simply using ambient concentration measurements as exposure proxies.  The precision of 
these exposure estimates, however, strongly depends on the quality, coverage and 
resolution of the input data and the degree to which factors influencing exposure are 
identified and specified (NRC 1991).  Exposure models are often carried out in conjunction 
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with concentration measurements, which inform the model or, as a combination of different 
modelling approaches (Maantay et al. 2009).   
In recent years, air pollution exposure modelling has been greatly enhanced by the 
development and adoption of GIS and geostatistical techniques.  A frequently applied GIS-
based method simply uses proximity between the target individual or population and the 
pollutant source, for example, a major road as a surrogate of exposure (Hoek et al. 2002a; 
Maheswaran & Elliott 2003; McConnell et al. 2006; Pujades-Rodriguez et al. 2009).  Other studies 
relate exposure to source activity and examples include the use of road density, traffic flow 
or road emissions as exposure proxies (English et al. 1999; van den Hooven et al. 2009).  More 
complex spatial models predict local concentration patterns based on monitoring data by 
making use of geostatistical techniques such as inverse distance weighing or kriging (Abbey 
et al. 1999; Jerrett et al. 2001; Neupane et al. 2010).  These interpolation models fit a surface 
through the point locations of concentration measurements in order to predict 
concentrations for unsampled locations (Burrough & McDonnell 1998).  Regression models 
estimate exposure by predicting outdoor air pollution concentrations based on covariates of 
the pollutant such as land use and traffic characteristics for a specific location, for example, 
residential address or workplace (Brauer et al. 2003; Briggs et al. 2000; Hoek et al. 2008; 
Morgenstern et al. 2008).  The increased knowledge of environmental processes of air 
pollution transport and atmospheric dispersion allows predicting air pollution 
concentrations in even more realistic ways (McConnell et al. 2010; Tonne et al. 2008).  
Dispersion models take into account source location, emission rates, dispersion factors, 
atmospheric chemistry and the deposition of pollutants (Carruthers et al. 2000).   
The microenvironment approach combines assumptions about both the concentrations 
and the time spent in different environments.  This approach is based on the assumption 
that individuals, or population subgroups, are exposed to a sequential series of different 
microenvironments such as the interior of a car, the inside of a house, or outdoors with 
typical concentrations over the course of a day, whilst their movement between those 
microenvironments is determined by their daily activity patterns (WHO 2000).  
Concentration estimates for different microenvironments can be derived using the 
approaches described above. Information about activities of individuals or subpopulations 
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can come from either diaries or time-activity pattern surveys such as the Consolidated 
Human Activity Database (CHAD) (McCurdy et al. 2000).  The time-activity patterns used in 
these models can reduce the uncertainty of exposure classifications based on outdoor 
concentrations alone.  The study of human behaviour and activities is, therefore, essential 
for current and future exposure assessments (Lioy 2010).  Chapter 7 looks more closely at this 
type of exposure model.  
 
5.3 Exposure misclassification 
Indirect approaches to estimate exposure often provide the only means to establish past 
exposure levels when analysing health outcomes with long latency periods, such as most 
cancers.  The broad range of methods and information sources for indirect exposure 
estimates depict the various aspects of uncertainties associated with each approach.  
Different indirect exposure methods are based on different assumptions in relation to the 
spatial patterns of environmental hazard concentrations and the individuals or population 
under study, but all require some simplification of reality and potentially over- or under-
estimate exposure.  Various degrees of exposure misclassification are, therefore, present in 
almost all epidemiological studies (Blair et al. 2007).   
The misclassification of exposure is widely recognized as a fundamental limitation 
when analysing health effects of air pollution.  The degree of exposure misclassification, in 
particular with regard to estimates of frequency or duration of exposure (NRC 1991), can 
make effective interpretation of results difficult.  
Misclassification can be due to either variability or uncertainty (Paustenbach 2000).  
Variability is a result of the true heterogeneity or diversity of exposure across individuals, 
space and time.  Uncertainty, on the other hand, occurs because of a lack of knowledge 
about specific variables, parameters and factors affecting exposure and errors in models 
used to predict exposure.  In general, uncertainty arises due to either differences between 
measured and true values or, differences between modelled and true values (Zeger et al. 
2000). 
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5.3.1 Measurement error 
Measurement error is the difference between measured and true ambient concentration 
or exposure.  Measurement error can be caused by the inaccuracy and imprecision of 
monitors (Goldman et al. 2010) and can be systematic, where all measurements are either 
over- or under-predicted by a certain magnitude or, random.  Systematic measurement error 
can, up to a certain point, be corrected for bias by using statistical methods (Spiegelman 
2010).   
The choice of temporal and spatial resolution of the measurements also has an effect 
upon error.  The temporal resolution of measurements should reflect firstly, the biological 
relevant timescales for the pollutant with regard to dose-response periods and secondly, the 
temporal variability of exposure (Mckone et al. 2009).  Recent epidemiological research also 
demonstrated the importance of accounting for within-city variability in air pollution 
concentrations (Jerrett et al. 2005a; Miller et al. 2007; Wilson et al. 2006), which must be 
addressed by the adopted spatial resolution and distribution of measurements.  Frequently, 
monitoring networks consisting of only a few sites have been used to represent population 
exposure (Belleudi et al. 2010; Berglind et al. 2009; Hoek et al. 1997; Miller et al. 2007).  These 
sites, however, are often target specific sites to monitor areas of high concentrations or, the 
lower background levels and not to characterise the spatial variability in air pollution 
concentration across the target population (Huang & Batterman 2000).  The error and 
uncertainty introduced to an environmental health study, at this early stage, can have a 
significant impact on results and the representativeness is explored further in chapter 6.   
The overall effects of measurement error on exposure estimates depend on the type of 
error, the study design and the relationships between the health outcome and the 
environmental hazard (Armstrong et al. 1992).  When interpreting the results of exposure 
assessments these limitations have to be considered and the resulting uncertainties across 
space and population groups quantified. 
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5.3.2 Model error 
Model error is the difference between the modelled exposure estimate and personal 
exposure.  Model error can be ascribed to either the uncertainty inherent in the model itself 
or to the choice of model to represent exposure.   
Every model of the exposure process inevitably contains some level of uncertainty 
because, as in the very nature of models, exposure models simplify and generalise reality 
and are never the real system that they represent (Ott et al. 2007).  The model uncertainty is 
strongly influenced by the temporal and spatial availability of input data and particularly 
mismatches with the time scale of the model, obstruct model development and affect results 
(NRC 1991).   
Model error is further driven by the simplifications made in the model.  The extent of 
these simplifications varies depending on the type of model chosen to estimate exposure 
(see Figure 5.3).  In exposure models, for example, air pollution concentrations are assumed 
to be homogeneous within a certain area and differ between areas in a predictable manner 
(Huang & Batterman 2000).  In reality, however, spatial concentration patterns are affected by 
many parameters such as meteorological conditions, terrain and other environmental factors 
and, therefore, inevitably deviate from this presumption (Fryer et al. 2006).  Exposure models 
that estimate exposure based on conditions experienced at the home location of the target 
population (Brauer 2008; Fletcher et al. 2004; Neupane et al. 2010), for example, assume that 
people are exposed only to air pollution at their residential address and that ambient 
concentrations provide a good estimation of people’s actual exposure.   But this is not the 
case because exposure takes place throughout the day at multiple locations both indoor and 
outdoor and personal exposure can vary significantly from ambient concentrations (Avery et 
al. 2010b).   
The use of potentially unreliable proxies of exposure that ignore the complex patterns in 
the spatial variation in exposure across different subpopulations can introduce various 
degrees of exposure misclassification (Mckone et al. 2009).  Figure 5.3 gives a broad overview 
of exposure metrics and indicates their precision to estimate exposure.  In general, simple 
exposure indicators such as concentration measurements and proximity models provide 
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relatively crude estimators of exposure because none of the parameters influencing the 
dispersion process of air pollutants as well as potential confounders influencing the 
relationship between air pollution and health effects are considered (Baxter et al. 2010; Jerrett 
et al. 2005b).  Environmental concentrations, either measured or modelled can indicate the 
process and impact of exposure but they do not provide reliable estimates of personal 
exposure because whenever exposure estimates are linked to a specific location such as 
residential address, postcode or administrative area without adjustments for mobility and 
location changes, estimated exposures differ significantly from actual exposures (Lioy 2010).  
Exposure metrics assessing total human exposure and take into account the changing 
microenvironment concentration experienced throughout different daily activities provide 
more reliable exposure estimates (Kaur et al. 2007).   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3 Precision of metrics used in exposure assessments to estimate exposure: the metrics 
approach is indicated on the left, the level of detail on the right; shaded metrics show their potential 
use in long-term or retrospective studies. 
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New approaches are being developed that try to reduce exposure misclassification.  Hybrid 
models, for example, combine different exposure metrics by making use of personal 
exposure measurements, regional models and GIS to estimate exposure to single or multiple 
air pollutants (Zou et al. 2009).  Statistical models can be used to characterise the relationship 
between personal exposure measured for individual study participants and the exposure 
proxy observed for the wider study population in order to draw conclusions about the 
uncertainty caused by the exposure proxy (Van Roosbroeck et al. 2006).  Others, such as Monte 
Carlo and Bayesian models use probabilistic distributions of input variables to reduce model 
error.  They incorporate the full range of possible values and their probability of occurrence 
into the model in order to produce the range and probability of expected exposure levels 
(Nieuwenhuijsen et al. 2006). 
No single or optimal method exists to define and assess exposure in every study 
situation but the combination of different methods, such as hybrid and statistical models 
possibly provide a way forward to accurately assess exposures.  More research is, however, 
necessary to evaluate the effects of different exposure assessment approaches on exposure 
misclassification.  As already mentioned, this is difficult to achieve because the actual 
exposure situation is largely unknown for the wider population.  Simulation environments 
like SIENA can provide an alternative to the real-world setting because exposure levels in 
such a simulation environment are known.  Estimated exposures based on various scenarios 
can be compared to these known values and any exposure misclassification spatially and 
statistically assessed.  
It should be noted that in the following the term exposure will be used instead of 
exposure estimate, a practice common in most exposure assessments.   
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Chapter 6: Case Study 1 - Representativeness of air pollution 
monitoring networks in an urban setting 
6.1 Introduction  
Over the past decades, a large number of studies identified effects of air pollution on 
public health (Brunekreef & Holgate 2002; Pascal 2009; WHO 2004).  Severe health risks have 
been documented for specific subpopulations, especially for the very young and older 
population  (Chen et al. 2004; Jerrett et al. 2008),  caused by exposure to specific pollutants 
such as particulate matter, CO, NO2 or ozone  (Morello-Frosch et al. 2010; Timonen et al. 2006) 
from specific pollutant sources, for example, traffic sources (Adar et al. 2007; McCreanor et al. 
2007; Strak et al. 2009).  Exposure to air pollution has been linked to various health outcomes 
varying in severity from mild effects on the respiratory tract and pulmonary function, to 
emergency room visits, hospital admissions and even mortality (Pope & Dockery 2006).  
Epidemiological evidence also suggests a significant public health burden through the 
reduction of life expectancy of the average population by one or more years due to exposure 
to high levels of outdoor air pollution.  A recent WHO review underlined that current levels 
of particulate matter concentrations measured across Europe pose a significant risk to 
human health (WHO 2003).   
Airborne particulate matter is a complex mixture of organic and inorganic substances 
suspended in the air (WHO 2003).  Particulates vary in composition, origin, size and mass.  
The composition is strongly influenced by the source of the particles, either natural or 
manmade and  varies from nitrate, organic carbon, trace metals, soil to soot particles (EPA 
2004).  Sources of natural particulate matter (PM) include sea spray, forest fires or dust 
storms whereas manmade particulates originate from human activities such as traffic or 
industrial combustion of fossil fuels.  Particles vary in size from a few nanometres (nm) to 
more than 10 micrometres (µm) (Defra 2005).  The particle size determines how far the 
particle can travel within the respiratory tract and is, therefore, directly related to the 
potential to cause adverse health effects.  PM is commonly classified by the aerodynamic 
diameter.  Particles with an aerodynamic diameter less than 10 µm (PM10) are also known as 
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coarse particles or the ‘thoracic fraction’ which deposit within the lower respiratory tract 
whilst particles with a diameter less than 2.5 µm (PM2.5) are known as fine particles or the 
‘respirable fraction’ which penetrate the air exchange regions of the lung (Pope & Dockery 
2006).  Particulate matter concentrations are typically measured as the mass of particulate 
matter of a certain fraction in one cubic metre of air (µg/m3). 
Monitoring air pollution levels, especially in urban areas, is important in order to assess 
the impact on human health.  Routine monitoring networks exist in most urban areas and 
are used to monitor the general pollution level within a city, and to determine if ambient air 
quality standards are exceeded. Routine monitoring networks consist of only a few stations, 
and in the case of PM10 of only one sampler in most British cities.  These sample densities are 
not sufficient enough to assess pollution levels in an effective manner with regard to human 
health impact.  Air pollution levels can change dramatically within a short space.  Some 
research suggests that the intra-urban variability in air pollution concentration may be larger 
than between cities (Miller et al. 2007).  Very high levels are measured short distances from 
emitting sources such as roads and industrial sites whilst, giving the right meteorological 
conditions, the pollution levels can drop very steeply with distance from a polluting source 
(Seinfeld 1986).  Most routine monitoring networks are, thus, inadequate for representing the 
spatial variability in exposure that exists in urban areas (Gilbert et al. 2005; Wilson et al. 2005). 
Many epidemiological studies, therefore, do not solely rely on the routine monitoring 
network.  Routine monitoring networks are created in order to monitor air quality standards 
and the monitors are, therefore, mostly located in areas of high concentrations and hot spots 
such as heavily trafficked street locations and industrial areas.  Environmental health 
studies, however, are mostly interested in the effect of air pollution on the health of the 
general population or individuals.  Their interest lies in the spatial variation of the 
concentration range as well as the pollutant concentration close to the population under 
study.  One of the main shortcomings of epidemiological studies, thus, is often the correct 
exposure attribution.  Relying on the routine monitoring network, exposures have been 
characterised by only one measured concentration across a city, assuming homogenous 
exposure within an urban area (Dockery et al. 1993).  But this crude proxy may result in a 
significant error in exposure, which may lead to substantial bias in exposure response 
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relationships (Monn 2001).  Some environmental health studies, therefore, use a targeted, 
study-specific monitoring program.  This might have the disadvantage of additional cost 
and limited temporal coverage but given the correct monitoring set-up should result in 
improved exposure estimates. 
The type of pollutant monitored strongly influences the character and density of the 
monitoring networks. NO2 concentrations, for example, are generally measured using NO2 
tubes.  These are passive samplers, which can be set up very easily in the field and so are 
very cost effective.  With little expenditure of time and experience, NO2 tubes can be 
mounted at almost any location such as lampposts or drain pipes (see Figure 6.1a).  PM10 
monitors, on the other hand, are active samplers that use pumps and need electricity to run, 
which limits the locations where they can be set up.  Typical locations might include shop 
fronts or residential gardens with easy access to electricity (see Figure 6.1b).   
PM10 monitors are more time intensive to set up and significantly more expensive than 
NO2 tubes.  These factors influence the density of monitoring stations to measure air 
pollution levels in a city.  In the past, environmental health studies have typically used 
between 40 and 100 NO2 tubes across a city depending on its size and the number of 
inhabitants (see Table 6.1). The monitoring sites are typically categorised into different site 
types with approximately 60% of monitoring stations being traffic sites, 35% urban 
background sites and 5% used to measure regional background NO2 concentrations.  When 
collecting PM10, budget and time constraints usually only permit the collection at less than 
five sites for most epidemiological studies.  Given the same monitoring density, the price for 
a PM10 active sampler network is on average three times higher than the cost for an NO2 
passive sampler network (Hoek et al. 2008).  Study-specific PM10 monitoring networks are, 
therefore, not frequently used in epidemiological studies and PM10 measurements are more 
often taken from routine monitoring networks instead (Glorennec & Monroux 2007; Pope et al. 
2002).   
Practical reasons are commonly the main motivation behind the monitoring networks 
used in environmental health studies.  Costs, ease of access and time effort in the set-up of 
these networks override considerations of the representativeness of the air pollution 
variation within an urban area. But what would be the ‘correct’ monitoring strategy if none 
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of these factors had to be considered?  Which set-up strategy would provide the best results 
to most effectively attribute correct exposure estimates to the population?  Is there a drop-off 
point in the number of monitoring stations that results in a dramatic decrease in accuracy?  
Researchers rely mostly on past experience and guidance from other researchers when 
setting up study-specific monitoring networks.  No rigorous methodology has been 
determined that would answer these questions and provide guiding principles for the set-up 
of an effective study-specific monitoring network.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1 Example of monitor locations: a) NO2 tube mounted at drain pipe, b) PM10 monitor 
(Harvard Impactor) in residential garden  
 
 
 
Source: Gioia Mosler 
A) B) 
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6.1.1 Aims and Objectives 
The objective of this study is to explore and assess the representativeness of air 
pollution monitoring networks in an urban setting.  Particular focus is given to the 
misclassification of exposure to particulate matter (PM10). Exposure misclassification is 
assumed to be due to the monitoring network.  Other causes of exposure misclassification 
such as air pollution modelling error and uncertainty, temporal variation or people’s 
different time-activity patterns, are not considered in this particular study but are discussed 
elsewhere in the literature (Baxter et al. 2010; Zeger et al. 2000).  Although environmental 
concentration levels do not necessarily equate to individual exposures they will be used in 
this context throughout this study, as is the case in most spatial epidemiological studies. 
  The specific aims of this study are:  
a) to identify different environmental sampling strategies and evaluate their use for 
epidemiological analysis; and  
b) to experiment with different air pollution monitoring networks and evaluate them 
both in terms of predicting air pollution concentration in an urban environment and 
in terms of exposure misclassification.   
In particular, the study provides answers to the question what is the best monitoring 
network strategy to predict both the exposure distribution within an urban area as well as 
individual exposure. 
 
6.1.2 Monitoring network strategies 
Various monitoring network strategies have been discussed in the literature (see Table 
6.1).  They range from haphazard or random sampling to monitoring in a grid pattern or 
purposive sampling in areas of interest (Gilbert 1987; Lioy 1999).  Haphazard sampling is a 
technique where any discretionary location can potentially become a sampling location.  
This encourages the selection of air pollution monitors at sites conveniently located in terms 
of both costs and effort.  Haphazard sampling, however, is only appropriate if the 
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monitored concentration surface is homogeneous in space and time because otherwise 
systematic bias can be introduced which hinders or even invalidates study results (Piegorsch 
& Bailer 2005).  A homogeneous concentration surface is, however, not the case for most 
urban areas and, therefore, this technique is rarely applied in epidemiological studies.  
A second sampling strategy referred to in the literature is probabilistic sampling (Gilbert 
1987).  This is the general term for sampling strategies based on various degrees of 
randomness.  Probabilistic sampling includes strategies as diverse as simple random 
sampling or systematic gridded sampling. The term simple random sampling describes the 
technique where each location within an urban area has an equal chance of being chosen as a 
monitoring site. This underlies the logic that if samples are taken randomly it balances out 
any uncontrolled systematic bias.  Simple random sampling is only effective where there are 
no major trends or spatial variation pattern in air pollution concentrations.  It is, therefore, 
only occasionally applied in urban areas because the random sampling error, which arises 
due to environmental variability not being picked up by the random selection process, is 
potentially very high.  Although this approach has been used in an epidemiological context 
(Rotko et al. 2000), generally it is confined to an environmental context when, for example, 
sampling soil or water (Downes 2010; Mattuck et al. 2005; Niemi & Niemi 1990).   
Gridded monitoring networks, also known as systematic monitoring networks, select 
the first monitoring station at random.  Based on this first location, all further monitoring 
locations are systematically allocated based on a grid of a specified distance.  Systematic 
sampling provides uniform coverage of the study area and, therefore, is likely to result in 
more accurate exposure estimates.  The frequency of the samples, i.e. the spacing of the grid, 
is a key factor.  As with the simple random sampling method, this approach is rarely 
adopted in epidemiological studies (Martin et al. 2006).   
Purposive sampling, or judgemental sampling, is the subjective selection of monitoring 
sites by individuals based on knowledge and/or the objectives of the study.  Purposive 
sampling is suitable when evaluating specific environmental concentrations such as high-
end exposures or a specific risk associated with a target population.  Monitoring sites that  
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Table 6.1 Characterisation of monitoring strategies of selected epidemiological studies  
Reference Study area No of      
monitoring sites 
Monitoring strategy Pollutant  
Hoek et al. (1997) Umea, Sweden 
Malmoe, Sweden 
Oslo, Norway 
Kuopio, Finland 
Amsterdam, Netherlands 
Berlin, Germany 
Hettstedt, Germany 
Budapest, Hungary 
Katowice, Poland 
Cracow, Poland 
Prague, Czech Republic 
Teplice, Czech Republic 
Pisa, Italy 
Athens, Greece 
    2 
    2 
    2 
    2 
    2 
    2 
    2 
    2 
    2 
    2     
    2 
    2 
    2 
    2 
Haphazard influenced by 
purposive decisions: one 
urban and one rural 
location 
PM10, 
Black smoke 
 Oanh et al. (2006) Bangkok, Thailand 
Bandung, Indonesia 
Beijing, China 
Chennai, Indonesia 
Manila, Philippines 
Hanoi, Vietnam 
    4 
    5 
    4 
    3 
    5 
    3 
Haphazard influenced by 
purposive decisions based 
on land use 
PM2.5, PM10 
Rotko et al. (2000) Athens, Greece 
Basel, Switzerland 
Grenoble, France 
Helsinki, Finland 
Milan, Italy 
Prague, Czech Republic 
  50 
  50 
  54 
201 
  50 
  50 
Simple random PM2.5, CO, VOCs  
Franco-Marina et al.  
(2003) 
Mexico City, Mexico 501 Simple random Indoor radon 
Hirsch et al. (2000) Dresden, Germany 182 Systematic:  1 x 1 km grid Benzene 
Martin et al. (2006) Valladolid, Spain     - Systematic: 250 x 250 m 
grid  
Noise 
Lebret et al. (2000) Amsterdam, Netherlands 
Huddersfield, UK 
Poznan, Poland 
Prague, Czech Republic 
  80 
  80 
  40 
  80 
Purposive based on 
distance to roads, includes 
background stations 
NO2 
Hoek et al. (2002b) Netherlands  
Stockholm, Sweden  
Munich, Germany 
  40 
  40 
  42 
Purposive based on traffic 
density, includes 
background stations 
PM2.5 
Kanaroglou et al. 
(2005) 
Toronto, Canada 100 Purposive based on 
population density using a 
location-allocation model 
NO2 
Jerrett et al. (2007) Toronto, Canada 100 Purposive based on 
population density using a 
location-allocation model 
NO2 
Madsen et al. (2007) Oslo, Norway   80 Purposive based on 
population density, 
includes background 
stations 
NO2 
 Wheeler et al. 
(2008) 
Windsor, Ontario, Canada   54 Purposive based on 
population and traffic 
density, includes 
background stations 
NO2, SO2, VOCs 
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are representative of the investigated concentration range or the average population under 
study are selected.  It is important, therefore, that the sample purpose and objectives are 
clearly defined before deciding on monitoring locations.   
This monitoring strategy is frequently used in environmental epidemiological studies, 
amongst others, to model air pollution using land use regression models (Madsen et al. 2007; 
Wheeler et al. 2008). 
Other sampling methods often applied in environmental sampling but rarely used in 
environmental epidemiological studies such as line-intercept sampling (Khan 2008; Mackey & 
Hodgkinson 1995; Piegorsch & Bailer 2005) or geostatistical sampling methods (Brus & 
Heuvelink 2007) are summarised elsewhere (Wang et al. 2008a) and not considered here.  
As these examples show, the main points to consider when setting up a monitoring 
program are a) the objective of the sampling program, b) the cost effectiveness that ideally 
would achieve an acceptable level of representativeness at a specific cost, and c) the spatial 
pattern of concentrations.  The last point is an important concern when monitoring air 
pollution because of the complex nature of concentration distributions particularly in urban 
areas where topography, surface roughness and meteorology combine to create a complex 
spatial and temporal pattern. It is, therefore, vital to evaluate the magnitude of sampling 
error for different designs and levels of effort. 
 
6.2 Methods 
SIENA is used to investigate the hypothetical question of the representativeness of 
various monitoring networks.  A simulation environment has an advantage over a real-
world urban setting in that the exact air pollution concentration is known for every location 
in the city.  Modelled PM10 concentrations based on a monitoring network can be compared 
to the known concentrations. Such a comparison is not possible in a real-world setting 
because the air pollution concentrations are obviously largely unknown apart from the 
concentrations measured at the monitoring sites, which invariably inform the PM10 model.  
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6.2.1 Observed exposure distribution 
Based on the given data structure of SIENA, exposures for each individual in the city 
can be established.  These exposures are the observed exposures to which all consequently 
modelled or estimated exposures can be compared.  PM10 exposures are established for each 
individual at their home address by extracting the PM10 concentration for each address 
location from the PM10 concentration surface.  Average PM10 concentrations measured at 
10am on a weekday morning are used for this study.   
Concentrations peak around this time of the day due to the concentration built-up from 
the morning rush-hour and have, therefore, important health implications.  Concentrations 
in the urban area range from 17 µg/m3 in the urban hinterland to 173 µg/m3 close to the 
motorway.  Individuals are grouped into ten exposure classes as shown in Figure 6.2.  
Descriptive statistics such as mean, standard deviation and skewness are calculated in 
order to describe the distribution.  This observed exposure distribution provides the baseline 
distribution to which all other estimated exposure distributions will be compared.   
 
 
Figure 6.2 Observed exposure profile  
 
0
20,000
40,000
60,000
80,000
100,000
120,000
17.0 -
17.5
> 17.5 -
18
>18 -
19
> 19 -
21
> 21 -
24
> 24  -
30
> 30 -
40
> 40 -
50
> 50 -
100
> 100
N
u
m
b
e
r 
o
f 
p
e
o
p
le
PM10 exposure classes (µg/m3)
Minimum: 17 µg/m3 
Maximum: 157 µg/m3 
Mean: 23 µg/m3 
5th/95th ratio: 0.5 
162 
 
 
6.2.2 The monitoring network set-ups 
To explore the representativeness of monitoring networks, the three main sampling 
strategies applied in epidemiological studies – purposive sampling, simple random 
sampling and systematic gridded sampling - are explored using various monitoring set-ups 
for each sampling strategy.  Based on these monitoring set-ups, exposure profiles are 
calculated for the urban population of the study area based on PM10 concentrations, 
measured at the nearest monitoring stations.  These exposure estimates are compared to the 
observed exposures in order to evaluate the performance of the different monitoring 
networks by assessing accuracy and sampling error.    
Deriving accurate exposure estimates for an urban population is one of the most 
important and demanding issues in an environmental epidemiological study (see chapter 5).  
Various methods have been reported in the literature of how best to attribute concentrations 
to individuals.  They range from simple measures like proximity to roads or monitoring 
stations to more sophisticated interpolation techniques such as kriging and land use 
regression modelling to personal monitoring of individuals.  All these methods have study-
specific advantages and disadvantages and there is no golden standard which can be 
applied to every study scenario.  This study attributes individuals with the ambient PM10 
concentration measured at their nearest monitoring station to avoid uncertainty introduced 
by the various interpolation and modelling techniques.  Any errors in exposure assignment 
will be due to the chosen monitoring station network rather than the applied interpolation 
technique. 
Four different purposive sampling approaches, using the non-probabilistic sampling 
technique where monitoring locations are chosen based on prior knowledge, are applied 
here.  Three approaches locate the monitoring sites in areas of high emissions from road 
traffic.  Road emissions are estimated with increasing accuracy as:  
a) proximity to roads, measured as the distance of the 25 x 25 m grid cell centroid to 
the nearest road; 
b)  high road density, measured as main and minor road density per 25 x 25 m grid cell 
(m/m2); 
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c)  high traffic density, expressed as vehicle kilometres travelled per 25 x 25 m grid cell 
on minor and main roads. 
The fourth approach places the monitoring stations in areas of high population density, 
measured as the number of people per 25 x 25m grid cell. 
All four approaches locate the monitoring stations in randomly selected 25 x 25 m grid 
cells of SIENA that fall in the highest percentile, i.e. nearest to road or highest density.  
Using each method, a number of monitoring networks are designed and implemented with 
monitor numbers ranging from 5, a situation common in most studies, to 50 PM10 
monitoring stations, a situation desirable but not applied in many studies (see Table 6.1).   
In addition to locating monitoring stations based purely on the purposive sampling 
strategy, many epidemiological studies also use background stations in order to estimate 
pollution concentrations away from the main emitting sources (Hoek et al. 2002b; Madsen et al. 
2007; Wheeler et al. 2008).  To reflect this procedure, background stations are added to the 25 
best performing purposive monitoring networks.  The background stations are randomly 
located in areas of PM10 concentrations below the SIENA mean and added to the already 
established monitoring network.  Between one and five background monitoring stations are 
added to each specified monitoring network.  This results in a total of 309 different 
purposive monitoring networks, of which 125 networks have urban background stations.   
For the systematic gridded sampling strategy, monitoring grids are developed that 
range from 1 x 1 km to 5 x 5 km cells increasing in 125 m increments.  In total, 49 gridded 
monitoring networks are established.  The 25 x 25 m grid cells of SIENA are used as building 
blocks where the grid cells are aggregated to form the monitoring grid.  In all cases, the 
centroids of the monitoring grid are used as location for the PM10 monitors.  The distances 
are chosen to obtain a realistic number of monitoring stations varying from 6 to 154 stations.  
A denser grid than 1 x 1 km results in a network of too many PM10 monitoring sites to be 
practically and financially feasible in most epidemiological studies, while a density lower 
than 5 x 5 km would result in fewer than five stations, the threshold for this study.  
Examples of the monitoring network strategies are shown in Figure 6.3. 
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Figure 6.3 The monitoring network set-ups 
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The simple random monitoring strategy selects a representative sample by using chance 
selection so that biases will not systematically alter the sample.  Using this approach, 
stations are randomly selected from the 25 x 25 m grid cells without any outside input, 
varying in numbers from 5 to 50 monitoring stations.  Again, PM10 monitoring sites are 
located at the 25 x 25 m grid cell centroid.  In order to explore how representative the 
obtained exposure profiles are, the selection process is repeated five times, always extracting 
random stations.  This results in 230 monitoring networks based on the simple random 
strategy.   
For each established monitoring network exposure profiles are then estimated for the 
population in SIENA by assigning for each individual the PM10 concentration measured at 
the nearest monitoring station to their residential address.  
 
6.2.3 Statistical analysis 
The representativeness of the various monitoring networks is assessed from two 
different angles.  The statistical analysis assesses a) which monitoring networks result in the 
best exposure distribution and b) which monitoring networks allow the best estimate of 
individual exposure.  These two aspects do not necessarily have to be the same.  The 
distribution of the estimated PM10 exposures can be very similar to the distribution of the 
observed PM10 exposures but highly exposed individuals, for example, are attributed with 
low exposure estimates and vice versa.  This difference is especially important in an 
epidemiological context.  Correct exposure distributions are important for estimating 
exposures for ecological or population based analysis, when for example comparing 
population exposure in different urban areas (Dockery et al. 1993; Kousa et al. 2002; Kunzli et 
al. 2000).  Individual or small scale analyses, on the other hand, need exposure estimates to 
be as accurate as possible at the individual level, which is much more difficult to achieve 
(Iniguez et al. 2009; Oglesby et al. 2000).  It is, therefore, important to investigate both aspects 
of potential exposure misclassification.  
Several statistical measures are required to evaluate the performance of the monitoring 
networks in terms of both exposure distribution and individual exposure.  A hierarchical 
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model is developed for the statistical analysis to evaluate different aspects of network 
performance such as differences in shape and location of derived exposure distributions, 
correlation of individual exposure or spatial variation in performance.  All of these aspects 
are important to assess the representativeness in terms of both exposure distribution and 
individual exposure.  The hierarchical model provides an effective method to evaluate the 
different monitoring approaches by excluding incrementally poorly performing monitoring 
networks and carry out further in-depth analysis of the better performing networks (see 
Table 6.2).   
 
Table 6.2 Statistical measures used in hierarchical analysis of exposure distribution and 
individual exposure 
 Exposure distribution assessment Individual exposure assessment 
1. layer • Q-Q plot • Pearson’s r correlation 
• Spearman’s rho correlation 
2. layer • Kolmogorov-Smirnov test 
• Independent samples t-test 
• Descriptive statistics: minimum, 
maximum, median, mean, 5th/95th 
percentile ratio  
• Cumulative frequency plot 
• R2 
• Root mean square error, 
Normalised mean square error 
• Mean bias, Normalized mean bias, 
Mean fractional bias, Fractional 
bias 
• Fa2 
3. layer • Descriptive statistics for each 
exposure tertile: minimum, 
maximum, median, mean, 5th/95th 
percentile ratio  
• Error map  
• Moran’s I: global and local 
• Kappa statistic 
 
In the first hierarchical layer, monitoring networks are identified that show poor 
representativeness of PM10 exposure.  Basic measures of distribution comparison and 
correlation are used to eliminate poorly performing monitoring networks from further 
statistical analysis.  In order to test if the observed and estimated exposures have similar 
distributions, Q-Q plots are used.  Individual level assessment is carried out using Pearson’s 
r and Spearman’s rho correlation.  These relatively basic measures of performance are used 
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to give a first indication of the performance of the monitoring networks (Chambers et al. 
1983). 
Q-Q plots are produced to explore the shape of the exposure distributions derived from 
the various monitoring networks and compare those to the shape of the observed exposure 
distribution.  The Q-Q plot tests if two distributions are similar, in which case the Q-Q plot 
will approximate to a straight line (x = y).  Here, the Q-Q plots map the various exposure 
distributions against a normal distribution.  The observed PM10 exposure distribution is 
extremely skewed but approximately follows a log-transformed Gaussian distribution 
(Figure 6.4) - a pattern also described for urban PM10 exposure distributions around Europe 
(Giavis et al. 2009).  All exposure distributions are, therefore, log-transformed as well as 
centred and Q-Q plots generated for the observed exposure distribution as well as the 488 
estimated exposure distributions based on the various monitoring networks. 
 
 
 
 
 
 
 
 
 
Figure 6.4 Observed PM10 exposure distribution (left) and log-transformed, centred distribution 
(right)  
 
Both Pearson product-moment correlation coefficient (Pearson’s r) and Spearman’s rank 
correlation coefficient (Spearman’s rho) are computed to assess the correlation between the 
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observed and estimated PM10 exposures.  Pearson’s r is sensitive to a linear relationship 
between the observed and estimated variables and best works if the data is normally 
distributed.  Spearman’s rho, on the other hand, is a non-parametric measure of correlation 
and does not make assumptions about the particular relationship between the variables.   
Only those monitoring networks whose derived exposure distribution is similar to the 
shape of the observed exposure distribution (Q-Q plots approximately follow a straight line) 
and in addition have a medium to large correlation coefficient are considered for further 
statistical analysis.  Correlation coefficients are considered medium to large if Pearson’s        
r > 0.3 and Spearman’s rho > 0.5 (Cohen 1988). 
In the second hierarchical layer, any remaining monitoring networks are assessed using 
tests chosen to evaluate statistically and visually the exposure distributions, including both 
shape and location.  Individual exposure is examined in more detail by quantifying the 
differences between observed and estimated individual exposure derived from the different 
monitoring networks, and determining the direction of this difference (Hanna 1993).     
The performance of the monitoring networks in terms of predicting exposure 
distribution is assessed using the Kolmogorov-Smirnov test and independent samples t-test.  
The Kolmogorov-Smirnov test is a non-parametric test to establish if two independent 
samples come from the same population.  The two samples are represented by the observed 
exposure values and the estimated exposure values.  PM10 concentrations are again log-
transformed and centred because the test is sensitive to diversion from normal distribution.  
The independent samples t-test assesses the null hypotheses that the means of the two 
normally distributed populations are equal.  Because normal distribution is, again, assumed, 
the log-transformed data is used.  But the data is not centred because the mean for each 
sample would be zero.  In addition, the distributions are statistically described in terms of 
minimum and maximum PM10 concentrations, median and mean.  The 5th/95th percentile 
ratio is compared for exposure distributions derived from the monitoring networks and the 
original PM10 concentration surface.  Cumulative frequency plots are produced to explore 
the distributions visually.   
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The metrics used to measure individual exposure are summarised in Table 6.3.  
Correlations between the observed PM10 exposures (Eo) and the estimated PM10 exposures 
(Ee) are evaluated using the coefficient of multiple determination (R2).  The root mean square 
error (RMSE) and the normalised mean square error (NMSE) allow quantification of the 
difference between the observed and the estimated individual exposure values.   
 
Table 6.3 Calculated measures of model performance  
Root mean square error (µg/m3)  (RMSE) a 
  v∑ w  x$" P  
Normalised mean square error (µg/m3) (NMSE) Pa 
  1P y w  x$wx
"
  
Mean bias (µg/m3) (MB) ap 
  1P yw 
"
 x 
Normalised mean bias (%) (NMB) Pap 
  100 ; ∑ w  x"∑ x"  
Mean fractional bias (%) (MFB) azp 
 100 ;  1P y w  x2x A w2 4
"
  
Fractional bias (FB) zp 
 2 w(((  x(((((x((( A w((( 
Fraction within a factor of two (Fa2) 0.5 { w/x { 2.0 
 
 
Furthermore, the mean bias, normalised mean bias and the mean fractional bias are 
calculated (Boylan & Russell 2006).  The fractional bias is a measure of performance often 
recommended in the model evaluation literature to determine the direction of the error. 
Values for fractional bias are between -2.0 (extreme under-prediction) and 2.0 (extreme over-
prediction).  Values of the fractional bias that are equal to -0.67 are equivalent to under-
prediction by a factor of two, while values that are equal to 0.67 are equivalent to over-
prediction by a factor of two.  Root mean square error scores are robust to variations in 
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shape of the data distributions.  R2, on the other hand, is sensitive to the distribution of data.  
No one indicator can evaluate all aspects of the model and there is no consensus in the 
literature regarding which of the above is the best measure to evaluate model performance.  
All performance measures discussed are, therefore, used in conjunction because this 
increases the ability to evaluate all aspects of performance of the monitoring networks.   
Table 6.4 outlines the criteria used to select the best performing networks for the next 
level of statistical analysis.    
 
Table 6.4 Selection criteria of best performing networks  
Measure Criteria 
Cumulative frequency plots Cumulative frequency distribution should follow closely the 
cumulative frequency distribution of the observed 
concentrations  
Descriptive statistics At least 2 of the following criteria should be fulfilled: 
min < 18 µg/m3; max > 100 µg/m3; mean > 22  µg/m3 and                 
< 25 µg/m3; median > 18 µg/m3 and < 23 µg/m3, 5th/95th percentile 
ratio > 0.4 and < 0.6 
Measures of model performance At least 6 of the following criteria should be fulfilled: 
R2 > 0.1; RMSE < 10 µg/m3; NMSE < 0.15 µg/m3; MB > -5 µg/m3 
and < 5 µg/m3; NMB > -5% and < 5%; MFB > -5% and < 5%;       
FB > -0.5 and < 0.5; Fa2 > 75%  
 
 
The third analysis level focuses on the best performing monitoring networks identified 
in the previous statistical analysis.  This hierarchical layer looks at the magnitude of 
discrepancy between observed and derived exposure distributions in different segments of 
the PM10 concentration range and on the spatial variation of individual exposure error. 
In order to analyse different segments of the concentration range, descriptive statistics 
are calculated for each exposure tertile separately.  Again, minimum and maximum PM10 
exposures as well as the mean and median, and 5th/95th percentile ratio are computed.  This 
provides an indication of whether or not different network set-up strategies perform better 
in different areas of low or high concentrations.  
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To look at the performance of the monitoring networks spatially, error maps are 
produced that show the absolute error, i.e. difference, in PM10 concentrations between 
observed and estimated concentration at each residential address.  The Moran’s I index 
establishes if the errors are clustered, dispersed, or randomly distributed over the city 
(Moran 1950).  Both the global Moran’s I, as well as the Anselin Local Moran’s I, are 
calculated using the Toolbox in ArcGIS.  The global Moran’s I is a measure of spatial 
autocorrelation considering both error location and error value simultaneously.  For each 
error map a Moran’s I value is derived where a value near 1.0 indicates clustering, and a 
value near -1.0 dispersion.  A zero value indicates random spatial error patterns.  Anselin 
Local Moran’s I is a measure to identify clusters of estimation errors similar in magnitude.  
Even if no global clustering is detected, clusters at local level can still be found using local 
spatial autocorrelation.   
A further method to compare the estimated to the observed PM10 exposures spatially at 
the small scale is the Kappa analysis.  The Kappa statistic is a measure of agreement between 
observed and estimated categorizations of two maps while correcting for the chance 
agreement between the two categories (see section 4.3.1) (Congalton 1991).  For this purpose, 
PM10 concentrations are grouped into ten categories based on the exposure classes given in 
Figure 6.2.  Observed concentration classes are mapped against the estimated concentration 
classes for each 25 x 25 m grid cell and the total accuracy is calculated by dividing the 
number of correctly classified cells.  The accuracy assessment is performed within the 
ArcView extension Kappa Analysis 2.0 (Jenness & Wynne 2005).          
The hierarchical approach to assess monitoring network performance and 
representativeness described here ensures a detailed analysis of network performance 
achieved by the different set-ups.  Excluding incrementally poorly performing networks 
allows a more in-depth analysis of the remaining networks and permits conclusions about 
the monitoring networks that provide sound exposure estimates.   
 
 
 
172 
 
 
6.3 Results 
The first statistical analysis conducted is the comparison of the Q-Q plots.  The Q-Q plot 
of the observed PM10 exposure distribution closely follows a straight line (Figure 6.5a) and 
is, therefore, very similar to a normal distribution.  Similar Q-Q plots can be achieved with 
different monitoring networks.  Figure 6.5 (d-f) show three examples of estimated exposure 
distributions which also follow normal distributions.  Other monitoring networks, however, 
result in exposure distributions that depart from the normal distribution (see Figure 6.5b-c).   
 
 
 
Figure 6.5 Q-Q plots of selected PM10 exposure distributions mapped against a normal 
distribution: a) observed PM10 exposure distribution; b-c) estimated exposure distributions based on 
different monitoring strategies not following normal distributions; d-f) normally distributed 
exposure estimates (MS = number of monitoring stations)  
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These monitoring networks are the first to be eliminated from further statistical analysis 
because of their poor representativeness of the observed exposure distribution.  When 
looking at the number of eliminated monitoring networks, clear differences can be detected 
between the three different monitoring strategies.  Purposive monitoring networks show 
very different results based on the approach taken.  Exposure distributions based on 
monitoring networks that focus on areas of high road density and on areas that are close to 
main roads perform better than networks concentrated in areas of high traffic or population 
density.   
For example, 22% of the exposure distributions that are based on monitoring networks 
focusing on areas with high road density follow a normal distribution, whereas only 4% of 
distributions from monitoring networks based on high traffic density show this pattern.  The 
gridded sampling strategy provides the highest number of monitoring networks that result 
in normally distributed exposure estimates (23%), while with the systematic random 
sampling strategy, 12% of exposure estimates follow a straight line in the Q-Q plot.  The 
number of monitoring stations within the network does not seem to influence the 
performance, a trend present for all sampling strategies.   
Correlations obtained from Pearson’s r and Spearman’s rho support the general pattern 
observed in the Q-Q plots.  Looking at the correlations between observed PM10 exposures 
and estimated exposures based on monitoring networks following the purposive sampling 
strategy, Pearson’s and Spearman’s correlation coefficient follow each other with 
Spearman’s correlation being on average 10% better than Pearson’s r.  In general, there is a 
gradual tendency towards more accurate exposure estimates with increasing station density 
but no clear threshold in the number of stations can be established below which the 
correlation coefficient drops steeply.  Exposure estimates based on networks focusing on 
areas with high road density or closeness to roads tend to perform better than networks with 
stations concentrated in highly populated areas.  The high traffic density strategy provides 
the poorest results.  Adding background stations to the monitoring network does not 
significantly improve the exposure estimates.  In some cases, the distribution does depart 
from normal distribution after the introduction of one or more background stations but the 
correlation improves.  Monitoring networks with one or more background stations seem to 
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result in better exposure estimates than networks with four or five background stations.  A 
similar pattern arises for the probabilistic monitoring strategies.  For exposure estimates, 
obtained using the systematic gridded as well as the simple random monitoring strategy, the 
Pearson’s and Spearman’s correlation coefficient follow each other with Spearman’s rank 
correlation performing on average 30% better (Figure 6.6).   
In general, the Pearson’s correlation coefficient provides medium correlations (r > 0.3) 
and Spearman’s rho, large correlations (r > 0.5).  Some monitoring networks result in a very 
poor representativeness of exposures, which could be caused by missing monitoring sites 
close to the city centre, i.e. highly polluted and populated areas are not represented.   
 
 
Figure 6.6 Correlation coefficients comparing observed with estimated exposure estimates based 
on random monitoring networks 
 
Based on this first level of statistical analysis 431 monitoring networks are dropped 
because of poor representativeness of exposure values.  Ninety-two percent of all purposive 
networks, 80% of gridded and 90% of all random monitoring networks are excluded from 
further statistical analysis because the exposure estimates do not correlate with the observed 
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PM10 exposures and the distributions achieved by these monitoring networks do not follow 
a normal distribution.  This is of significance, not only in terms of representativeness of these 
monitoring networks, but normally distributed data is a requirement for many of the 
following statistical tests.  Excluding almost 90% of considered monitoring networks may 
seem extreme, but this will allow for a more detailed statistical exploration of the better 
performing monitoring networks.  A visual exploration of some of the excluded monitoring 
networks in relation to the PM10 concentration surface, as well as land cover and the road 
network in the simulated urban system, does not give any conclusive indications of why the 
monitoring networks would result in low representativeness.   
The exposure estimates of the remaining 57 monitoring networks are investigated more 
closely in the second layer of statistical analysis.  The first statistical test performed is the 
Kolmogorov-Smirnov test, which assesses the null hypothesis that two samples are drawn 
from the same distribution.  The null hypothesis is rejected for all estimated exposure 
distributions (p < 0.0001).  As the Kolmogorov-Smirnov test does not provide conclusive 
results, it cannot be reasoned that the estimated exposures and the observed exposures are 
drawn from the same distribution.  One reason for this could be that the Kolmogorov-
Smirnov test is a very conservative test, able to detect very small differences in the samples.  
Furthermore, the high number of exposure estimates results in high statistical power to 
detect these small differences.  The independent samples t-test produces a similar result.  
Only one monitoring network, a random monitoring set-up with 32 stations, results in an 
exposure distribution, which is not significantly different from the observed exposures        
(α = 0.05).  A more helpful method, therefore, is the visual comparison of the distribution 
shapes.  The cumulative frequency plots give an indication of the shape of the estimated 
exposure distributions compared to the observed PM10 distribution.  Figure 6.7 shows 
selected examples of estimated exposure distributions based on the gridded monitoring 
strategy in comparison to the observed cumulative PM10 exposure distribution.   
Gridded monitoring networks below a 2 x 2 km station density result in exposure 
estimates that follow the observed cumulative PM10 distribution very closely.  Above that 
threshold, the increments increase and the curve departs more and more from the observed 
PM10 curve.  This trend, higher station density resulting in better fitting cumulative 
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distribution, can also be seen for the other monitoring strategies.  But no clear threshold in 
the number of stations can be detected which would result in a significantly decreased 
performance. 
 
 
Figure 6.7 Cumulative frequency plots of selected exposure distributions based on the gridded 
monitoring strategy 
 
The descriptive statistics show clear differences between the network strategies (see 
Table 6.5 for selected results, Appendix C I, Table C.I for all results).  Both minimum PM10 
concentrations as well as the city average concentrations are very close to the observed 
concentrations derived from gridded and random monitoring stations.  But maximum 
values do not reach the levels observed in some high concentration locations close to roads.  
Exposure estimates based on purposive strategies on the other hand, highly over-predict the 
minimum concentrations for most networks as well as the city average.  Maximum 
concentrations are higher but still do not reach the level of the observed PM10 concentrations.  
Again, no clear trend can be detected in terms of number of stations and network 
performance for any of the sampling strategies.    
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Table 6.5 Measures of model performance and descriptive statistics for best and worst performing monitoring set-ups for each strategy 
 
* Worst performing monitoring set-up for each strategy 
Monitoring set-up strategy No. of  
stations 
R2 RMSE  
µg/m3 
NMSE  
µg/m3 
MB  
µg/m3 
NMB  
(%) 
MFB 
(%) 
FB Fa2 
(%) 
Min 
µg/m3 
Max 
µg/m3 
Mean 
µg/m3 
5th/95th 
ratio 
1.25 x 1.25 km grid 99 0.15 7 0.05 -0.6 -3 -2 -0.03 98 17 38 22 0.5 
2.25 x 2.25 km grid 30 0.08 8 0.06 -1.3 -6 -4 -0.06 978 17 32 22 0.6 
3.75 x 3.75 km grid 12 0.08 8 0.06 -0.7 -3 -1 -0.03 98 17 29 22 0.6 
4.4 x 4.4 km grid * 9 0.08 8 0.07 -3.0 -13 -11 -0.14 967 17 25 20 0.7 
random 8 0.12 8 0.05 -2.2 -10 -7 -0.10 97 18 23 21 0.8 
random 32 0.10 8 0.06 -0.2 0 0 -0.01 98 18 36 23 0.5 
random 45 0.15 8 0.06 -2.6 -12 -9 -0.12 97 17 24 20 0.8 
random * 31 0.08 8 0.07 -2.6 -11 -9 -0.12 97 17 36 20 0.8 
purposive – population density 
43 (incl.  
5 background) 
0.07 10 0.10 1.4 6 5 0.06 94 17 53 24 0.3 
purposive – road density 
50 (incl.  
1 background) 
0.11 22 0.45 18.5 81 56 0.58 67 19 72 41 0.4 
purposive – road distance 
22 (incl.  
4 background) 
0.11 28 0.49 17.8 79 46 0.56 69 17 123 41 0.3 
purposive – road distance * 16 0.09 28 0.64 23.8 105 65 0.69 49 26 99 47 0.4 
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Results of the performance valuation with regard to introduced bias and errors are 
summarised in Table 6.5.  Statistics are displayed for the monitoring networks that result in 
the best and the poorest performance for each of the three monitoring strategies – based on 
the criteria set out in Table 6.4 (Appendix C I, Table C.II shows all results of this analysis).  
In general, the gridded and random strategies perform better than the purposive sampling 
strategy.  All exposure estimates based on random or gridded monitoring networks result in 
mean square errors and mean biases of approximately the same magnitude (NMSE          
min: 0.05 µg/m3, max: 0.14 µg/m3, Fa2: 92% - 98%). 
Monitoring networks based on purposive strategy, however, seem to result in an 
extreme over-prediction of PM10 exposures, especially in terms of mean bias (NMSE         
min: 0.10 µg/m3, max: 2.21 µg/m3, Fa2: 49% - 94%), as seen in the descriptive statistics.  Only 
two exposure estimates, based on a monitoring network with 43 monitoring stations which 
concentrate on areas of high population density, give lower errors similar to the gridded and 
random networks.  The maximum mean fractional bias, for example, is up to 6-fold higher in 
monitoring stations based on the purposive approach (MFB max: 65% over-prediction based 
on purposive network with 16 stations close to roads) compared to exposure estimates 
derived from gridded and random networks (MFB max: 11% under-prediction based on       
4.4 x 4.4 km gridded network with 9 stations).  In general, gridded and random networks 
seem to slightly under-predict PM10 exposures, while purposive networks, even with five 
background stations, greatly over-predict exposures.  The twelve monitoring networks listed 
in Table 6.5 will be further investigated in terms of spatial error distribution in the third 
layer of statistical analysis.  The three best performing monitoring networks for each of the 
three sampling strategies are explored, as is the worst-case monitoring network, in order to 
determine the reasons for the poor performance.  
The patterns observed for the descriptive statistics also hold when looking at each 
concentration tertile separately (see Appendix C I, Table C.III).  The first and second PM10 
tertiles are well represented by all considered monitoring networks.  Minimum and 
maximum PM10 concentrations, as well as the mean and median of the estimates, are very 
close to the observed exposures, except for purposive monitoring networks focusing on 
closeness to roads and high road density.  These networks result in an up to 3-fold over-
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prediction of exposure estimates.  Only maximum PM10 concentrations in the third tertile are 
better represented by the road based purposive networks then by any other monitoring 
network.  Overall, gridded monitoring networks with a high station density (number of 
monitoring stations > 20) result in exposure estimates whose descriptive statistics are very 
similar to the observed values for all three tertiles.  
When looking at the performance of the different monitoring networks visually, a 
similar picture emerges.  Figure 6.8 shows a selection of error maps resulting from different 
monitoring networks.  Areas shaded in green under-predict PM10 exposures and areas 
shaded in red over-predict PM10 exposures at the given residential location, beige indicates a 
good fit.     
 
 
Figure 6.8 Spatial distribution of absolute error in PM10 exposures for selected monitoring 
networks  
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The maps confirm that the gridded and random monitoring networks generally provide 
good results, although they under-predict the very high PM10 exposures very close to main 
roads and the motorway.  The main errors here seem to be located close to the city centre 
(slight over-prediction in the case of the 1.25 x 1.25 km gridded network) and along the main 
valley through the city from North East to South West.  This is also the axis of the main 
transport route through the city and along which most of the industrial land can be found.  
Concentrations around this area are, therefore, comparably high, which causes in the case of 
some monitoring networks, such as the 4.4 x 4.4 km gridded network, a slight exposure 
under-prediction.  The purposive monitoring strategies, on the other hand, result in a very 
widespread over-prediction of PM10 exposures.  Only the highest concentrations close to the 
main roads are represented well.   
The Moran’s I confirms with high significance (α = 0.01) that the absolute errors in 
estimated PM10 exposure resulting from different monitoring networks are spatially 
clustered (see Appendix C I, Table C.IV).  At a local level, the Anselin Local Moran’s I 
further underlines that the errors cluster in areas of high PM10 concentrations, the city centre 
and close to the main transport routes (see Appendix C I, Figure C.I). 
The Kappa statistic allows for a more detailed investigation of the exposure estimates in 
the different exposure ranges.  The ten exposure categories (see Figure 6.2) are evaluated in 
terms of class accuracy, the corresponding class membership for observed and estimated 
exposures, and in terms of overall, city wide, accuracy (see Appendix C I, Table C.IV).  The 
lowest five exposure classes, representing PM10 concentrations below 24 µg/m3, are 
represented very well by gridded monitoring networks with a class accuracy of > 50% in the 
case of the 1.25 x 1.25 km gridded network.  For higher exposure classes the accuracy 
declines gradually. The highest exposure classes, > 50 µg/m3, are not represented.  The 
overall accuracy for gridded monitoring networks increases with the number of monitoring 
stations and ranges from 22% to 45%.  A similar pattern is observed for the random 
networks with > 40% class accuracy for the lower exposure classes and no representation of 
the high exposure classes.  Some random monitoring networks, however, also do not 
represent lower exposure classes very accurately (< 30%) but the overall accuracy is slightly 
better than for the gridded networks, with a range of 27% to 44%.  There is no clear trend 
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towards higher accuracy with increasing number of stations.   For purposive monitoring 
networks, the class accuracy tends to decrease further, < 30% for most exposure classes, but 
the represented exposure range increases.  Higher exposure classes are represented by most 
purposive monitoring networks, although with a low accuracy, < 20%. The overall accuracy 
is very low, ranging from 4% for networks which focus on high road density, to 27% for 
networks which focus on highly populated areas.  
 
6.4 Discussion 
The study presented here attempts to quantify the representativeness of PM10 
monitoring networks within an urban setting.  Three different monitoring strategies 
described in the environmental sampling literature are considered for the analysis.  
Purposive sampling, systematic gridded sampling and monitoring networks with randomly 
defined station locations are investigated with regard to their representation of urban 
exposure estimates.  Some important conclusions can be drawn from this analysis.  One of 
the main findings is that there is no clear trend towards a better performance of monitoring 
networks with increasing number of stations.  Some tests indicate a slight trend in this 
direction, such as an increase in correlation between observed and estimated exposures, but 
overall the evidence is not strong enough to support this intuitive assumption.  This 
suggests that the location of the stations within a monitoring network is more important 
than the number of stations. 
  Monitoring networks performing best in the analysis do not concentrate on one area 
but have a widespread monitoring coverage in areas of higher PM10 concentration, as well as 
effectual background coverage.  This is not achieved with the purposive modelling strategy.  
The purposive monitoring strategy is sufficient for targeting certain populations or exposure 
categories but not to represent the overall city population, even if used in conjunction with 
background stations.  This is true for all four approaches tested in this analysis.  Overall, the 
approach, which targets areas with high road density, provides the best results.  Networks 
which focus on high trafficked areas, on the other hand, represent exposures inadequately 
for all analysed networks.  Responsible for this pattern is the overrepresentation of highly 
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polluted areas close to the motorway and along the main transport axes, which are heavily 
monitored because of their high traffic volume.  In contrast, the high road density approach 
also includes areas of low traffic counts, such as minor roads, and, therefore, represents a 
broader PM10 concentration range, as is the case for the proximity to road approach.  The 
purposive approach, which concentrates the monitors in areas of high population density, 
provides results similar to the high traffic density approach.  The estimation of the exposure 
distribution in the city is generally inaccurate and individual exposure is highly over-
estimated, except for two of the analysed monitoring networks.  Population density is 
highest close to the city centre, which also hosts some of the highest PM10 concentrations in 
the city.  These areas are, therefore, overrepresented in the networks, which consequently 
results in biased exposure estimates. The introduction of background stations does not 
counterbalance this trend.  
Most gridded, as well as several random monitoring networks, outperform the 
purposive networks in terms of representativeness of exposure.  Gridded monitoring 
networks generally provide good results in terms of both estimating exposure distribution 
and individual exposure.  The analysis further suggests that a station density of 2 x 2 km or 
higher provides the best exposure estimates.  Randomly selected monitoring networks have 
the potential to result in exposure estimates close to the observed because they counter 
systematic bias.  This is confirmed in the analysis.  The random strategy results in some very 
representative monitoring networks.  This result is, however, not reproducible because 
chance plays a very important role in distributing the monitoring stations within the urban 
area (Fernandez et al. 2005), which is reflected in some very poorly performing monitoring 
networks.  This might be overcome by a significant increase in the number of monitoring 
stations.    
In order to achieve a high level of representativeness in a monitoring network, the right 
balance between the representation of the spectrum of PM10 concentrations and the 
population density has to be found.  The results of this analysis suggest a gridded 
monitoring strategy of an adequate station density (> 20 monitoring sites) in conjunction 
with some stations in areas of high population density and a few stations in highly polluted 
areas.  This would allow measurement of concentration peaks and give a solid coverage of 
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the overall concentration variation in the urban area.  It is, therefore, very important to 
measure background concentrations effectively, otherwise exposure estimates for a large 
part of the population will be over-predicted, as shown in the analysis.  
Some of the monitoring networks considered here result in exposure estimates that are 
very far from the actual exposure scenario in SIENA.  This is true for all three monitoring 
strategies.  The analysis could not find any conclusive reasons for this pattern apart from the 
ones discussed above.  Further investigation is needed to determine factors that result in 
very poorly performing monitoring networks that are apparently very similar in 
composition to networks that perform very well.   
One of the factors influencing the results of this analysis is surely the lack of temporal 
variability in PM10 concentrations.  The analysed concentration patterns present a snapshot 
in time, and both daily concentration fluctuations and long-term temporal changes are 
largely ignored.  Possible effects of temporal variability are not included in this study to 
avoid the concealment of any design specific effects. Monitoring programs implemented for 
epidemiological studies typically include sampling periods of one or two weeks (Aguilera et 
al. 2008; Henderson et al. 2007; Wheeler et al. 2008),  or in some cases even longer (Ryan et al. 
2007b) and inevitabely contain some temporal variability.  This fact has to be reflected in the 
study-specific network design.  
Another factor, which influences the results, is the method used to assign people with 
exposure values. The method chosen here, to assign people with concentrations measured at 
their nearest monitoring station, is used with the intention to reduce the errors potentially 
introduced by more sophisticated modelling techniques which would make interpretation of 
the results very difficult.  The use of different exposure matrixes and proxies is explored 
elsewhere in the literature (Huang & Batterman 2000; Marshall et al. 2008). 
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Chapter 7: Case Study 2 - Assessment of spatiotemporal 
exposure estimates in small area exposure studies  
7.1 Introduction 
In this chapter SIENA is used in an attempt to estimate and quantify the difference 
between using spatiotemporal individual exposure compared to the commonly used 
exposure proxy of average ambient concentrations at the small area level. 
SIENA provides the ideal platform to explore the question if the use of personal 
exposure in small area level exposure studies results in spatiotemporal more detailed 
population exposure estimates than the use of ambient, location-based exposure proxies, 
especially if looking at mid-term or long-term exposure.  The use of the SIENA spatial data 
infrastructure has the advantage over a real-world setting that for each individual, location, 
and timeframe the hourly particulate matter concentration is known or can be simulated.  
The spatiotemporal variation in personal particulate matter exposure for a large number of 
individuals in SIENA can, therefore, be simulated and assessed.  
 
7.1.1 Personal exposure modelling 
Many epidemiological studies estimate exposure based on location (section 5.2.1), using 
either ambient concentrations measured at the nearest monitoring station or, modelled 
ambient concentrations which are assigned to a specific location such as administrative area, 
postcode or residential address (Brauer 2008; Gray et al. 2010; Morgenstern et al. 2007).  Health 
endpoints for entire populations are, therefore, related to estimated particulate matter 
concentrations at people’s home location (Wang et al. 2008b; Wu et al. 2009).  Mobility and 
time spent in locations away from home, however, greatly influence people’s exposure 
(Boudet et al. 2001).  As individuals move through different environments throughout the 
day, particle sources, concentration strength and exposure vary.  Ignoring the 
spatiotemporal element leads to an over-simplification of reality and consequently 
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inaccurate exposure estimates (Mckone et al. 2009).  A systematic review of the literature 
found that ambient fine particle concentrations used as a proxy for personal exposure can 
lead to substantial exposure misclassification (Avery et al. 2010a).  Exposure-response 
relations can, therefore, be distorted (Utell & Samet 1993).  To understand the causality of 
exposure-related health effects it is of great importance to assess carefully where, and when, 
exposures occur (Adams et al. 2009).  
  The most accurate method in this respect is personal exposure monitoring (see    
section 5.2.1).  But personal monitoring is both cost and time intensive and, thus, only 
feasible for a limited number of subjects (Wheeler et al. 1999).  An alternative is the use of 
personal exposure models (see section 5.2.1).  These adjust exposure estimates obtained from 
air pollution measurements or models by combining them with personal exposure 
indicators such as individual activities.  They, therefore, account for spatiotemporal 
variability relative to exposures assigned based on the home location by considering time 
spent in different microenvironments (Baxter et al. 2007; Marshall et al. 2005).  Personal 
activity patterns have traditionally been collected using temporal high-resolution activity 
diaries or detailed questionnaires (Sahsuvaroglu et al. 2009; Zipprich et al. 2002).  Increasingly, 
GPS technology and mobile phones are used to track and monitor personal movements 
(Adams et al. 2009; Elgethun et al. 2003; Gerharz et al. 2009; Gonzalez et al. 2008; Morabia et al. 
2009).  Personal exposure models can be accomplished for larger cohorts compared to 
personal monitoring, but are still not feasible for the cohort sizes required for population-
based studies due to the high demand for detailed data.   
Using a probabilistic approach to population exposure modelling offers a rapid and 
inexpensive way to estimate exposures at the subpopulation and, even population level.  
Probabilistic population exposure models can model exposures for a large number of people 
by combining human activity patterns, particulate matter concentrations (obtained from air 
pollution models) and exposure factors for microenvironments (Isakov et al. 2009; Klepeis 
1999).  A probabilistic approach uses randomly sampled distributions from available activity 
data to simulate activity patterns for a whole population (Law et al. 1997; Ott et al. 1988; 
Zartarian et al. 2000).  Based on the time spent in each outdoor and indoor microenvironment 
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and the corresponding environment concentration personal exposure is predicted, as 
follows:  
 
 ∑ d*"                                        Equation 19 
where Ci is the particulate matter concentration in microenvironment i, fi the fractional 
time spent in microenvironment i, and N the number of microenvironments (Kruize et al. 
2003). 
Probabilistic population exposure models have, historically, only been used 
sporadically due to a lack of both spatiotemporal detailed activity data and 
microenvironment concentrations (see Table 7.1).   
The majority of these studies have been based in North America (Burke et al. 2001; Isakov 
et al. 2009; Klepeis 1999; Law et al. 1997; Zhang & Batterman 2009), using very detailed national 
activity statistics obtained over the last decade such as the National Human Activity Pattern 
Survey (NHAPS) in the U.S. (Klepeis et al. 2001) and the Canadian Human Pattern Survey 
(CHAPS) (Leech et al. 1996).  Both these surveys were conducted specifically for use in 
exposure assessments using probabilistic population exposure models (Leech et al. 2002).  In 
Europe, probabilistic population exposure model use has been sparse.  An exception are the 
Netherlands, where studies have conducted their own activity pattern surveys (Freijer et al. 
1998; Kruize et al. 2003) or simulated time-activity data using a transportation oriented 
simulation system (Beckx et al. 2009).  In the UK, no examples of probabilistic population 
exposure models exist that make use of temporarily detailed daily activity pattern for large 
scale studies.   
Probabilistic population exposure models can be readily applied to large populations 
based on the aggregated time-activity data.  They provide, however, no individual-specific 
information on exposure as is the case with personal exposure monitoring or modelling.  
Ott, therefore, established dynamic exposure models which estimate spatiotemporal 
detailed individual or near-individual exposures (Ott 1984).  Dynamic exposure models are 
geographical models that follow individuals as they move through the different 
microenvironments and consequently changing concentration fields (Gulliver & Briggs 2005).  
These geographical models have the potential to provide population-based exposure studies  
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Table 7.1 Overview of studies using probabilistic population exposure models to estimate air pollution exposure for a large population 
Model Country Population Pollutant Activity data Microenvironments Concentration data Method 
SHEDS-PM: 
Stochastic Human 
Exposure and Dose 
Simulation  
(Burke et al. 2001) 
 U.S. 241,000 
individuals in 
Philadelphia, 
PA 
PM2.5 Consolidated 
Human Activity 
Database (CHAD) 
6 indoors (home, work, 
school, store, restaurant, 
bar)  
1 outdoors 
1 in-vehicle 
Outdoor: modelled based on 
monitoring stations 
Indoor: modelled in the case of 
home using a mass balance 
algorithm and ambient 
concentrations as input, in the case 
of other indoor 
microenvironments using linear 
regression 
Sampling from probability 
distribution for: mass balance 
model input such as penetration 
factor and air exchange rates, 
indoor/outdoor ratios, human 
activity diaries 
Combining air quality 
models and exposure 
models  
(Isakov et al. 2009)  
U.S. 127,000 
individuals in 
New Haven, 
CT 
Benzene, 
PM2.5 
Consolidated 
Human Activity 
Database (CHAD) 
Outdoor, commuting, 
walking,  
Home indoor, other 
indoor 
Outdoor: modelled using 
combination of chemical transport 
model and dispersion model 
Indoors: modelled using 
microenvironment  infiltration 
rates 
Using SHEDS-PM exposure 
models with the improved 
concentration model 
Indirect exposure 
assessment approach 
(Klepeis 1999)  
U.S. U.S. 
population 
CO National Human 
Activity Pattern 
Survey (NHAPS) 
for the U.S. 
5 indoors (home, work, 
store, bar/restaurant, 
other) 
3 outdoors (home, near 
vehicle, other)  
1 in-vehicle 
Outdoor: modelled based on 
monitoring stations 
Indoor: modelled using a mass 
balance algorithm and ambient 
concentrations as input 
Predicting frequency distributions 
of exposure for entire population 
pNEM/CO: 
Probabilistic exposure 
model applied to 
carbon monoxide  
(Law et al. 1997)  
U.S. 779 
individuals in 
Denver 
CO Daily activity 
profiles obtained 
in EPA studies 
and from the 
Denver-
Washington 
activity profile 
7 indoor (home, garage, 
shop, restaurant, work, 
service station, other) 
3 outdoor (near road, car 
park/petrol station, 
other) 
3 in-vehicle (car, plane, 
other) 
Outdoor: nearest fixed site 
monitor  
Indoor: modelled using a mass 
balance algorithm and ambient 
concentrations as input 
Sampling from probability 
distribution for daily activity 
patterns, ambient concentrations 
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Table 7.1 continued 
Model Country Population Pollutant Activity data Microenvironments Concentration data Method 
Time allocation shifts 
and pollutant 
exposure due to 
traffic congestion 
(Zhang & Batterman 
2009)  
U.S. U.S. 
population 
Benzene, 
PM2.5 
National Human 
Activity Pattern 
Survey (NHAPS) 
for the U.S. 
3 indoor (home, work, 
other) 
2 outdoor (near road, 
other) 
2 in-vehicle (congestion-
free transport, transport 
with congestion)  
Outdoor: modelled using typical 
concentrations and near 
road/ambient ratios 
Indoor: modelled using 
indoor/outdoor ratios 
Regression analysis and maximum 
likelihood procedures are used to 
estimate the time spent in each 
environment under different time-
shift scenarios 
Benzene exposure and 
dose model 
(Beckx et al. 2009)  
The 
Netherlands 
Dutch 
population 
NO2 ALBATROSS 
model based on 
10,000 activity 
diaries 
3 indoor (home, work, 
shop) 
1 in-vehicle 
Outdoor: modelled using 
dispersion model 
Indoor: outdoor concentrations are 
used as surrogate for indoor 
concentrations 
Activities are modelled using 
ALBATROSS, a learning-based 
transport oriented simulation 
system and overlaid with an 
ambient concentration grid 
AirPEx: Air pollution 
exposure model 
(Freijer et al. 1998) 
The 
Netherlands 
1480 
individuals 
Ozone Survey of daily 
activity pattern 
amongst Dutch 
population 
7 indoors  
4 outdoors 
Outdoors: modelled based on 
monitoring stations 
Indoors: modelled using 
indoor/outdoor ratios 
Using normalised cumulative 
frequency distribution for 
individuals to estimate population 
exposure 
EXPOLIS: Stochastic 
exposure-modelling 
framework (Kruize et 
al. 2003)  
The 
Netherlands 
Dutch 
population 
PM10 Survey of daily 
activity pattern 
amongst Dutch 
population 
2 indoors (home, work) 
1 outdoor, 
 other places 
Outdoors: modelled based on 
monitoring stations 
Indoor: modelled using ambient 
concentrations, penetration factor 
and simulated indoor sources 
Sampling from probability 
distributions for activity data, time 
spent in microenvironments, 
indoor sources, penetration factor 
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with very detailed exposure estimates, with reasonable cost and time effort.  This remains a 
challenging area for research and to date no dynamic exposure models have been applied in 
large scale exposure assessments and, therefore, no conclusions can be drawn about their 
applicability as exposure proxies for small areal level studies at this point.   
As these examples show, much time and effort is invested into modelling population-
based exposure as realistic as possible.  But do personal exposure estimates provide more 
detail in environmental health studies?  How much exposure misclassification can be 
expected by using spatially fixed average exposure proxies instead of personal exposure? 
 
7.1.2 Aims and objectives 
This case study aims to compare personal particle exposure to the commonly applied 
method of assigning exposure based on the modelled ambient concentration at people’s 
home location for a large number of people.   
In order to assess quantitatively and spatially the exposure misclassification introduced 
by the use of the exposure proxy instead of personal exposure, both personal and estimated 
exposures are established for a cohort:  
a) personal exposure is established by simulating the whereabouts of individuals and 
the resulting hourly particulate exposures during weekdays and weekends over a 
two-week period and a daily value averaged across a two-week period is computed; 
b) estimated exposure is established by assigning each individual with the ambient 
PM10 concentration modelled for their home address by averaging the concentration 
measured over a two-week period at their nearest monitoring stations. 
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7.2 Methods  
7.2.1 Personal exposure 
In order to simulate personal exposure, an approach is used which borrows elements 
from probabilistic population exposure models and dynamic exposure models.  Personal 
exposure is simulated in SIENA by following a cohort over a two-week period (Figure 7.1).   
 
 
Figure 7.1 Outline of spatiotemporal exposure model 
 
Each member of the cohort is probabilistically assigned with an hourly time-activity 
distribution.  To simulate the activity pattern of the cohort the probabilistic time-activity 
model SPREAD (Spatiotemporal Population Routing through Estimation of Activity 
Distributions) is used.  SPREAD is a GIS-based network model developed by the Small Area 
Statistics Unit (SAHSU), Imperial College (Beale et al. 2005) to probabilistically simulate time-
activity patterns of individuals as a series of trips with intervening periods of residence at 
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defined locations.  Personal exposure is hereupon calculated by establishing the time spent 
for each activity respectively at each location and the corresponding location specific indoor 
or outdoor PM10 concentration.  The resulting personal exposure estimate is the hypothetical 
personal exposure of cohort members used in the subsequent exposure comparison.  The 
steps used in this simulation approach are described in greater detail below. 
 
7.2.1.1 General features of the personal exposure model 
The cohort 
If using a probabilistic approach based on time-activity patterns, one of the main 
sources of uncertainty is the heterogeneity in activity patterns of the cohort.  Individuals 
spend their time differently depending on their age (Letz et al. 1984) and day of the week 
(Johnson 1995) amongst other factors.  In order to obtain sound results it is, therefore, 
important to define a cohort with a comparable time-activity pattern.   
Children’s exposure to air pollution is the special concern of many exposure studies 
(Andersen et al. 2008; Ashmore et al. 2000; Gauderman et al. 2005; Wheeler et al. 1999).  Children 
are more perceptible to air pollutants than adults because they take in more air per kilogram 
of body weight than adults (Schwartz 2004).  They also tend to spend more time outdoors, 
especially in late afternoon, a time characterised by high air pollution concentrations (EPA 
1997) and are, therefore, potentially exposed to higher levels of particulate matter 
concentrations than adults.   
For this study, school children aged between 8 and 13 years are chosen as the cohort 
because of their relatively simple and comparable time-activity pattern.  The age range is 
selected in accordance with available time-activity surveys for children (see section 7.2.1.4).  
A cohort of 500 school children is extracted from the SIENA population by randomly 
sampling address locations (described in the next section).  For addresses with more than 
two residents sampling with replacement is allowed.   
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7.2.1.2 The SPREAD model 
The SPREAD model is a GIS-based network model that estimates the proportion of time 
spent by individuals in different microenvironments based on inputted time-activity 
probabilities and simulates hereupon their movement through a spatial environment.  The 
SPREAD model is modified for this particular study to estimate the activity pattern of the 
cohort of school children.  The path of each child through the city is defined by the hourly 
time-activity probabilities using the UK 2000 Time Use Survey (TUS).   
Different activity tables are created for weekdays and the weekend, holding the hourly 
time-activity probabilities (see Figure 7.1).  Based on these activity tables, each child is 
probabilistically assigned with an activity for each hour (activities are described in the next 
section).  The home location of each child is predefined as the place of residence.  Schools are 
allocated individually on a near basis, i.e. the shortest network distance.  Other indoor and 
outdoor locations are chosen randomly.  Walking and cycling destinations are randomly 
chosen based on a 5 km network buffer of the previous location, in accordance with research 
done by Matthews on distance of childhood neighbourhoods (Matthews 1981).  Matthews 
research was conducted over 30 years ago and different activity radius can probably be 
observed in today’s children but this is the only study to-date that quantifies the distance of 
childhood neighbourhoods.  
If the location of the current activity is different from the location of the previous 
activity, a trip is simulated connecting the locations of the two activities following the 
SIENA road network.  In order to allow the network model to calculate trips between two 
locations each location needs to be connected to the road network.  This is done by digitizing 
minor roads from each location to the nearest main road.  These newly created minor roads 
together with the previously established main road network form the road network for the 
analysis which allows the cohort members to travel around the city.  Each road segment is 
attributed by the SPREAD model with a maximum speed limit: 70 mph on motorways, 30 
mph on main roads and 20 mph on minor roads. 
The mode of transport for each trip is probabilistically assigned based on the distance 
travelled, where short trips have a higher probability to be made by foot or by bicycle and 
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longer trips as car or bus passenger.  Modes of transport considered in the model include 
walking, cycling, journeys by car or journeys by bus.  An accessibility code disables certain 
modes of transport for certain road segments.  This is necessary to prevent people from 
walking along motorways or buses going through minor roads.  Because the model is not a 
multimode network model only one mode of transport for any given trip can be assigned.   
The trip between the previous location and the new destination is simulated using the 
least-cost path along the road network.  The cost, or impedance, of a road segment is 
calculated as the length of the road segment divided by the maximum speed for each mode 
of transport.  The resulting travel time is attributed to the hour before the destination 
changes.  Therefore, the hour is split in time spent at the starting location and travel time.  If 
the trip exceeds one hour the remaining time is deducted from the time spent at the 
destination.  Trips are, therefore, created under the assumption that a single trip cannot be 
longer than two hours, a realistic restriction given the spatial extent of SIENA.  For each trip 
a shapefile is created visualising the route of the trip.  Figure 7.2 visualises the SPREAD 
model output by exemplarily mapping the spatiotemporal movement of a school child 
within a 24-hour period.  Four different locations are visited during the day.  The trips to 
connect these locations are shown in green. 
 
7.2.1.3 SPREAD input data 
The activities  
The activity-based approach of the SPREAD model means that the urban area is divided 
into a number of locations that can be associated with an activity (e.g. shops with shopping), 
and the journeys taken to connect these locations.  The defined activities will depend on the 
pollutant being studied (as both the source and the concentration of pollutants vary by 
activity) and the correlation between the different activities (in terms of the amount of time 
spent on each activity).   
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Figure 7.2 Example of spatiotemporal movement of one individual within a 24-h period: bright 
colours indicate the time spent at a certain location, green lines indicate the trips taken to connect 
these locations (space-time path adapted after  Hägerstrand (1970))  
 
Children spend most of their time either at home or at school (Office for National 
Statistics 2003).  Albeit indoor concentrations tend to be low, these two microenvironments 
comprise a large proportion of their overall daily exposure and consequently should be 
explored separately from other indoor environments.  Children spend only a proportionally 
small amount of their time in travel environments (Department for Transport 2006b), but these 
are often over-proportionally polluted (Harrison et al. 1997) and, therefore, contribute 
significantly to the total daily exposure (Gulliver & Briggs 2007).    It is these peak exposures 
over a short period of time that potentially cause significant adverse health effects (Michaels 
& Kleinman 2000).  Travel activities, therefore, need to be investigated in-depth, particularly 
in terms of mode of transport.  In this case study, eight different activities are differentiated 
including time spent in different indoor and outdoor microenvironments as well as three 
travelling activities (see Table 7.2).   
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Table 7.2 Description of activities used in the SPREAD model 
Activity Type Environment Description 
Home indoor Location Indoor Place of residence 
School Location Indoor Primary school, secondary school 
Other indoor Location Indoor Friend’s or relative’s house, shop, library, museum, 
cinema, church, etc. 
Home outdoor Location Outdoor Garden 
Other outdoor Location Outdoor Playground, sports field, park, street market, etc. 
In-vehicle Journey In-vehicle In-vehicle trip between two locations, including travel by 
car, bus, etc. 
Walking Journey Outdoor Trip between two locations on foot, walking for leisure in 
park, countryside, woodland, etc. 
Cycling Journey Outdoor Trip between two locations by bicycle, cycling for leisure 
in park, countryside, woodland, etc. 
 
Following the same principles as already discussed for other contextual data in SIENA 
(see section 4.3.2) indoor and outdoor locations are defined within SIENA.  The spatial 
distribution of these locations is explored in the sample cities and the observed spatial 
patterns are then applied to SIENA (see Figure 7.3). 
The total number of schools in SIENA is determined by averaging the school-per-
inhabitant ratio in the sample cities.  On average sample cities have one school per 3,559 
inhabitants, so assuming the same population structure, this translates to 86 schools in 
SIENA.  To define the location of the schools, 25 x 25 m grid cell centroids that fall within 
residential land are randomly selected with the restriction that there is at least one school 
per ward.  Other indoor locations such as friend’s houses and shops are defined as 
randomly selected 25 x 25 m grid class centroids within residential land and within grid cells 
that have a minor road density > 0.005 m/m2 to allow for road access to these locations.   
The SPREAD model differentiates between walking and cycling as a mode of transport 
and, as an activity in its own right, such as walking or cycling for leisure.  The activities 
walking and cycling are, therefore, treated differently from trips made on foot or by bicycle.  
Locations for walking and cycling together with other outdoor locations are randomly 
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selected 25 x 25 m grid cell centroid that are not in residential or industrial land and have a 
minor road density > 0.005 m/m2.   
 
 
 
 
 
 
 
 
 
 
Figure 7.3 Spatial distribution of locations for different activities in SIENA: indoor 
environments are indicated by a square, outdoor environments by a circle 
 
 
7.2.1.4 Hourly time-activity distribution  
Time-activity surveys provide detailed information on the variation in the whereabouts 
and activities of humans in different microenvironments during the day.  Time-activity 
patterns for the cohort are generated based on the UK 2000 TUS, which was designed to 
record how people in the UK spend their time.  At the heart of the survey is a self-
completion diary exercise in which respondents are asked to record the amount of time they 
spend on various activities during a day.  The survey sample comprises 6,414 households 
with diaries filled in by each member of the household.  Two one-day diaries are filled in by 
each individual, one for a weekday and one for a day of the weekend.  Separate 
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questionnaires are issued for individuals aged between 8 and 13 (child questionnaire) and 
aged 14 and over (questionnaire for adults).  The diaries are divided into 144 ten minute 
time slots starting at 4am.  For each 10 minute time slot, information on main activity and 
the location of the activity are collected (Office for National Statistics 2003).     
The spatiotemporal exposure model uses hourly time-activity probabilities in 
accordance with the time resolution of the particle concentration surfaces.  In order to 
construct these probabilities the data from the UK 2000 TUS child questionnaires is edited 
by deleting all records that do not fulfil the quality criteria of the TUS (fewer than 5 episodes 
or more than 90 minutes of missing time).  Furthermore, all records of individuals that are 
abroad on the day of the diary and records of children who are absent from school due to 
sickness or other leave are deleted in order to derive activity probabilities for an average 
school day.  The valid diary records are split into two categories: child - weekday,           
child – weekend.  The activities recorded in the Time Use Survey are then recoded into the 
activities used in the spatiotemporal exposure model (see Table 7.2).  The 10 minute interval 
data is aggregated to hourly data by assigning the most frequent activity to the hour.  
Hourly proportions are then calculated of the likelihood of an activity being carried out 
during that hour.  Time spent in-transit, i.e. trips between two locations either in-vehicle, 
walking or cycling are calculated by the SPREAD model (see section 7.2.1.2).   
 
7.2.1.5 Personal exposure estimates 
Personal exposure is simulated as a function of time spent by each cohort member in a 
certain location or on a trip and the corresponding PM10 concentration.  The exposure time 
resolution is tuned to the one-hour resolution of the PM10 concentration surface.  Daily 
personal exposure is calculated as the sum of the partial exposures across the visited 
microenvironments as follows: 
 
 ∑ 8 
 ∑ 2L ∑ *8?e8?"? 4"8"8                        Equation 20 
where Ei is the daily personal exposure for individual i, measured as the sum of 
exposure for each activity j, T is the averaging time (24 h), Cijk the PM10 concentration for 
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individual i during activity j for time step k (µg/m3) and tijk the time spent by individual i 
during activity j for time step k (h) (Burke 2005; Burke et al. 2001). 
The indoor PM10 concentrations in children’s homes, for both weekdays and the 
weekend, have been modelled as contextual data as described in section 4.3.2.  Using the 
same model, hourly indoor PM10 concentrations are also computed for each school and other 
indoor locations considered by the SPREAD model.  Indoor concentrations are estimated 
using the INDEX model (Jamieson 2011) which only considers ambient particles penetrating 
indoors but no particles from indoor sources.  Indoor concentrations are, consequently, 
lower than would be expected in real-world indoor environments, which must be 
considered when interpreting the results. 
Hourly ambient PM10 concentrations are obtained for outdoor locations such as home 
outdoor or walking and cycling destinations by overlaying the locations with the respective 
hourly PM10 concentration surface for weekdays or weekends.  Similar to indoor 
concentrations, outdoor concentrations have been modelled for SIENA as part of the 
contextual SIENA data described in section 4.3.2 at an hourly time resolution.   
Journey exposure is calculated as a function of the duration of the trip and the average 
ambient PM10 concentration along the route, whereas the different modes of transport are 
treated similarly.  This approach is implemented because mode-specific exposure rates are 
notoriously hard to quantify (Table 7.3).  Whilst some studies found that walking/cycling 
results in an increase in exposure compared to in-vehicle journeys (Briggs et al. 2008b; 
Gulliver & Briggs 2007) other studies detected higher particulate matter concentrations in-
vehicle (Adams et al. 2001; Gulliver & Briggs 2004; Zuurbier et al. 2010).  Ambient mid-road 
concentrations are used instead as surrogate for mode specific exposures, an approach also 
employed by other studies (Beckx et al. 2009).  
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Table 7.3 Summary table of details of published particulate exposure assessment studies in transport microenvironments 
 
Reference Location Particulate 
measure 
Transport mode Mean particle 
exposure µg/m3 
In-vehicle -Walking/ 
Bicycle Ratio  
Comments 
Adams et al. (2001)  London, UK PM 2.5 Bicycle 
Car 
Bus 
Tube 
35  
38 
39 
247 
 
1.1 
1.1 
7.1 
Sampling: July 1999 & February 2000;  
same route, different ventilation, different time 
Briggs et al. (2008b)  London, UK PM10 
 
Walking 
Car 
28  
6 
 
 
0.2 
Sampling: Summer, 2005 
Difference because of intense peaks in walking (e.g. 
waiting at junctions, passing bus), high wind speed 
Gee & Raper (1999)  Manchester, UK Respirable 
particle fraction 
(PM4) 
Bicycle 
Bus 
54 
252 
 
4.6 
Same route, same general time but not simultaneously 
Gulliver & Briggs  
(2004)  
Northampton, 
UK 
PM10 Walking 
Car 
              38  
43 
 
 
1.1 
Winter 1999/2000 
Gulliver & Briggs 
(2007) 
Leicester, UK PM10 
 
Walking 
Car 
              22 
 15 
 
0.7 Winter, 2005 
Kaur & 
Nieuwenhuijsen 
(2009) 
London, UK PM2.5 Walking 
Bicycle 
Car 
Bus 
Taxi 
27 
34 
33 
33 
43 
 
1.3 
1.2 
1.2 
1.6 
Spring, 2003, same route, different days 
Kingham et al. 
(1998)  
Huddersfield, 
UK 
Inhalable 
particles 
Bicycle 
Car 
Bus 
Train 
(absorbance) 6 
8 
5 
6 
 
1.3 
0.8 
9.3 
Autumn 1996, different time, pilot study = limited scope 
Rank et al. (2001)  Copenhagen, 
Denmark 
Particles Bicycle 
Car 
45 
75 
1.7 
 
Summer 1998, same route 
Zuurbier et al. 
(2010)  
Arnhem, 
Netherlands 
PM10 Bicycle 
Car 
Bus 
 
39 
59 
69 
 
 
1.5 
1.8 
Summer 2007 – summer 2008: same route for car, bus, 
bicycle, same day but different time of day 
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Daily personal exposure is calculated for a weekday and a weekend using the respective 
time-activity and concentration data as demonstrated in Equation 20.  In order to derive a 
daily personal exposure average over a two-week period, data is averaged as follows: 
O} 
 " 10 ~ } A 4 ~ }w                                 Equation 21 
where Etw is the daily personal exposure average over a two-week period, Ewd the daily 
personal exposure on a weekday, Ewe the daily personal exposure on a weekend and N the 
number of days in a two-week period. 
 
7.2.2   Location-based ambient exposure proxy  
The small area level 
Wards are selected as the geographical area of the small area level, because they are 
mid-level administrative boundaries often used in spatial epidemiological studies in Great 
Britain (see section 4.3.2) (Elliott et al. 2007; Jarup et al. 2002; Lawlor et al. 2005).  The 
availability of the majority of census statistics often used in environmental health analysis 
(e.g. age and ethnicity) as well as relatively homogeneous population sizes make them 
prevalent study units (Briggs et al. 2007a).  The ward geography for SIENA, as shown in 
Figure 4.15, is part of the contextual data described in section 4.3.2. 
 
The exposure proxy 
The location-based ambient exposure proxy is calculated for each ward area by 
averaging PM10 concentrations measured at the nearest monitor.  In order to reduce bias 
introduced by the set-up of the monitoring network the best performing study-specific 
monitoring network established in chapter 6 is chosen for this purpose.  The overall best 
performing monitoring network is a randomly selected set-up with 45 monitoring stations.  
This study-specific monitoring network together with the routine monitoring network for 
SIENA (see section 4.3.2) is used to represent a best-case scenario in terms of measuring 
PM10 concentrations.  The resulting 56 monitoring sites are intersected with the two-week 
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average PM10 concentration surface to simulate a monitoring network measuring PM10 
concentrations over a two-week period.  These point measurements are interpolated to 
create a concentration surface using Thiessen polygons.  A Thiessen polygon surrounds a 
given monitoring site such that all locations within that polygon are closer to the given 
monitoring site than to any other monitoring sites.  This simple interpolation method based 
on nearest distance is used in order to avoid uncertainties and model error introduced by 
more complex interpolation techniques such as kriging or regression models which would 
make the interpretation of results more difficult (Jerrett et al. 2004) and also to reflect the 
often basic exposure proxies used in many exposure assessments (Basu et al. 2004).  The 
ambient exposure proxy at ward level is estimated by intersecting the Thiessen polygons 
with the ward geography and area-weighting the PM10 concentrations of the Thiessen 
polygons to the ward level as follows: 
8 
  ∑ *O t::"O                                            Equation 22 
where Xj is the area-weighted PM10 concentration at ward j, Ct the concentration of 
Thiessen polygon t, Atj the area of Thiessen polygon t lying in ward j and Aj the total area in 
ward j. 
In order to attribute each member of the cohort with the location-based exposure proxy 
the home locations are intersected with the ward level PM10 concentration.     
 
7.3 Results 
7.3.1 The spatiotemporal exposure model 
The SPREAD model provides good time-activity estimates as the obtained results are 
very similar to those monitored or modelled by other studies (Beckx et al. 2009; Kruize et al. 
2003).  Although the investigated subpopulations, activities and timeframes are not 
necessarily the same between these studies, the proportion of time spent in indoor, outdoor 
and in-vehicle environments coincides with the proportions estimated by the SPREAD 
model. 
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Walking
Cycling
In-vehicle
Other outdoor
Home outdoor
Other indoor
School
Home indoor
% time (h)
100806040200
weekend: 6am - 8pm
weekend: all day
weekday: 6am - 8pm
weekday: all day
The proportion of time spent on average during a day on a certain activity in shown is 
Figure 7.4a.  The majority of time on both weekdays (68%) and weekends (87%) is spent at 
home, even if only day-time hours between 6am and 8pm are considered (wd: 49%;           
we: 79%).  On weekdays, time spent in school makes up a large proportion of the daily 
activities (all day: 26%, 6am-8pm: 42%) whilst other activities contribute only marginally.   
 
 
 
 
 
 
 
 
 
 
 
Figure 7.4 Modelled time-activities for weekdays and weekend: a) 24-h average of percentage of 
time spent on different activities, solid bars indicate daily averages, dotted bars represent the day-
time average (6am – 8pm); b) average of percentage of time spent in different environments 
 
Weekends show a different pattern.  The time that is occupied with school activities on 
weekdays is now spread between more time at home and also time spent at other locations 
both indoors (increase from 1% on weekdays to 5% on weekend) and outdoors (increase 
from 3% on weekdays to 6% on weekend).  This leads to a rise in the number of different 
activities carried out during the weekend, especially outdoor activities.  The result is an 
increase in time spent travelling between these activities.  This difference between weekdays 
  Weekday Weekend 
  
all 
day 
6am - 
8pm 
all 
day 
6am - 
8pm 
Indoor 95% 93% 92% 88% 
Outdoor 3% 4% 6% 10% 
In-vehicle 2% 3% 3% 5% 
Activity  A) 
B) 
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and weekends in time spent on indoor, outdoor and travel activities is highlighted in   
Figure 7.4b.   
 
7.3.2 Personal exposure distribution 
As outdoor environments and especially travel environments are associated with higher 
PM10 concentrations compared to indoor levels, the increase in time spent on these activities 
during weekends also has implications for the personal exposure distribution.  Figure 7.5 
displays as an example the hourly exposure levels for one child for a weekday, the weekend 
and averaged hourly exposure over a two-week period.   
 
 
Figure 7.5 Exposure profile for one individual showing weekday, weekend and two-week average 
hourly exposure; arrows indicate time spent in-transit 
 
In general, lowest exposures are experienced at night-time.  During the day exposures 
increase as a result of the generally higher PM10 concentrations compared to night-time 
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concentrations and also due to changes in location.  Exposures peak during travel time, 
indicated by an arrow in the graph.  As can be seen, hourly weekday exposure levels are 
lower than weekend exposures.  This pattern is repeated for most individuals.   
The exposure range is comparable between daily personal exposure for both weekend 
and weekday, and the two-week average (Figure 7.6d).  The frequency distribution of the 
daily averaged PM10 exposures, however, shows, that more individuals experience higher 
levels of daily PM10 exposures on the weekend (Figure 7.6b) than during the week       
(Figure 7.6a).  This effect is counterbalanced if the daily personal exposure is averaged over 
a two-week period (see Figure 7.6c, also Figure 7.5).  On weekends 21% of the children 
experience daily PM10 exposures higher than 17.5 µg/m3 whilst this number is almost halved 
to 11% if using the two-week average exposure instead.   
 
 
Figure 7.6 PM10 exposure distributions: a) daily personal exposure distribution on a weekday,    
b) daily personal exposure distribution on a day of the weekend, c) distribution of daily personal 
exposure averages over a two-week period, d) descriptive statistics for daily personal PM10 exposure 
for a weekday, the weekend and two-week average (µg/m3) 
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Some of the higher exposure values, which are often the most crucial in terms of health 
effects, are, therefore, lost if the personal exposure is averaged over time. 
 
7.3.3 Comparison between personal exposure and location-based ambient exposure proxy   
Comparing the daily personal exposure average over a two-week period to the location-
based ambient exposure proxy derived from averaging the PM10 concentrations (measured 
at the nearest monitoring stations) over a two-week period (see section 7.2.2)) reveals that 
there are distinct differences between the two exposure values, both quantitatively and 
spatially.  Two-week averages of the daily personal exposure, for example, peak at 34 µg/m3 
while the location-based ambient exposure proxy reaches maximum values of 45 µg/m3 (see 
Table 7.4).   
 
Table 7.4 Descriptive statistics for personal exposure and exposure proxy (µg/m3), two-week 
averages 
 Min 25th 
percentile 
50th 
percentile 
75th 
percentile 
90th 
percentile 
95th 
percentile 
Max Mean Stdev. 
          
Personal exposure 6 12 14 16 18 19 34 14 3.4 
Location-based  
    exposure proxy 
18 19 20 23 36 44 45 23 7.3 
 
The ambient exposure estimates are on average 10 µg/m3 higher compared to personal 
exposures.  Figure 7.7 confirms this trend: personal exposure averages tend to cluster 
between 10 and 20 µg/m3 while ambient exposure estimates show a broader spread. 
This results in an over-prediction of exposure for 96% of children (over-prediction          
0 – 10 µg/m3 = 19%; over-prediction > 10 – 33 µg/m3 = 77%).  Only a small correlation can, 
consequently, be detected if measuring the linear dependency between personal exposure 
and the ambient exposure proxy (Pearson’s r = 0.17).  Mapping the spatial pattern of both 
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exposure values and exposure error provides some insights into the cause of this low 
dependency (see Figure 7.8).   
 
 
 
 
 
 
 
 
 
 
Figure 7.7 Associations between personal exposure and ambient exposure proxy (µg/m3) showing 
good prediction in green and over-prediction in red (light red: < 10 µg/m3 over-prediction; dark red:     
> 10 µg/m3 over-prediction)  
 
The spatial distribution of the location-based ambient exposure proxy follows the 
general PM10 concentrations patterns seen in SIENA (see Figure 4.14) with high exposure 
estimates in the city centre, along the industrial valley, running from south west to the north 
east and along the motorway towards the west of the city.  Also the distribution of the 
exposure estimates are in line with the SIENA two-week average PM10 concentrations 
(exposure estimates (µg/m3): min = 18, mean = 23, 90th percentile = 36; PM10 concentrations 
(µg/m3): min = 17, mean = 20, 90th percentile = 23).  The spatial position of the PM10 monitors 
can, therefore, be excluded as potential error source as the location-based ambient exposure 
proxy reflects the SIENA PM10 concentration distribution well.   
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Figure 7.8 Location-based ambient exposure proxy mapped at ward level with a) personal 
exposure, b) exposure error  
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The spatial distribution of personal exposure, however, shows almost a reversed 
picture, with high personal exposures experienced by children living along the western part 
of the outer ring road, in the city centre and towards the south-west (Figure 7.8a).  This 
spatial pattern can be explained by the time-activity pattern of the individuals.  Children 
living in the city centre tend to spend the majority of the day in or close to the city centre.  
They visit schools and other amenities close by and are, therefore, exposed most of their 
time to the high PM10 concentrations characteristics for the city centre.  Children living to the 
west and the east of the city have comparable low residential exposure levels but in order to 
get to other locations have to travel through the high PM10 concentrations observed in the 
industrial valley.  Approximately 50% of children that live further than 5 km from the city 
centre spend over 60 minutes per day travelling, whilst 11% spend longer than 120 min on 
travel.  
The error map indicates that the most exposure over-predictions occur towards the 
north-west of the city centre, where children with low personal exposure live in areas of 
high PM10 concentration.  A closer analysis of the activity data reveals that for most children 
whose over-prediction is greater than 10 µg/m3  the daily average time spent in outdoor 
environments (67 minutes) and overall journey time (49 minutes) is lower compared to 
children with a smaller error (72 minutes spent in outdoor and 63 minutes in travel 
environments).  More time spent indoors results in a greater deviation in personal exposure 
from ambient concentration levels.  The use of ambient PM10 concentrations as proxy for 
personal exposure without considering the activity patterns of the individual will, therefore, 
inevitably result in the introducing of spatially biased exposure misclassification. 
 
7.4 Discussion 
Estimates of personal PM10 exposure based on ambient concentrations are assumed to 
be associated with a high degree of uncertainty because children spend more than 90% of 
their time in enclosed spaces (Office for National Statistics 2003).   Here they are exposed to 
various sources of PM10 with toxicity and properties different to that of ambient particles.  
This study analyses to what extent the use of air pollution measurements from stationary air 
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monitoring sites within an area as surrogate for personal exposure levels for the study 
population is justified in spatial epidemiological studies looking at mid-term exposure to 
coarse particles.    
 
7.4.1 The spatiotemporal exposure model 
A spatiotemporal exposure model is adopted here in order to simulate personal 
exposure for a cohort of children in SIENA.  Exposure models are strongly dependent on the 
quality of the input data.  They result in unreliable exposure estimates when the input data 
such as time-activity pattern and time series of air quality data are of low time resolution or 
quality (Freijer et al. 1998).   
The definition of subpopulations with similar time-activity pattern is, at this juncture, of 
great importance.  Kruize et al. found that differences between population subgroups in 
exposure are mostly explained by different time-activity distributions (Kruize et al. 2003).  
The use of a child cohort in this study helps to avoid uncertainty caused by diverse time-
activity data.  If the study is extended to the adult population great care has to be taken to 
define subpopulations with relatively homogeneous activity patterns.  The specification of 
activities depends on the goal for which the model is applied and the pollutant under study.  
A more detailed distinction which differentiates between more activities can produce more 
accurate exposure estimates but is dependent on the availability of more high resolution 
input data. 
Studies have suggested that apart from time-activity patterns the main factor 
influencing the relationship between ambient particle concentrations and personal particle 
exposure are indoor PM10 levels (Rodes et al. 2001; Williams et al. 2003).  Indoor particle levels 
are influenced by both building ventilation, regulating the amount of outdoor air 
penetrating the indoor environment, and indoor particle sources.  Given the diversity 
between indoor locations such as residential house, shop, restaurant, cinema, church etc., 
indoor sources vary greatly both in type and strength.  The INDEX model used here to 
estimate indoor particle levels, however, only considers the outdoor fraction entering the 
building and no indoor particle sources.  This results, inevitably, in an under-estimation of 
210 
 
 
exposure to indoor particles.  Similar results have, however, been observed in other studies.  
Noullett et al., for example, compared personal exposure (exclusively from outdoor PM2.5 
sources) to ambient concentrations and found that exposure to ambient particles is               
10 – 15 µg/m3 lower than ambient PM2.5 concentrations (Noullett et al. 2010).  Isakov et al. 
reported that ambient PM2.5 concentrations are on average 5 – 10 µg/m3 higher than 
probabilistically modelled personal exposure (Isakov et al. 2009).  Fine and coarse particles 
are, however, not directly comparable but the general trend (higher ambient particle 
concentration compared to personal exposure) can be transferred.     
The use of ambient road concentrations for all transport related activities potentially 
introduces some uncertainty.  Mode-specific exposure factors would, ideally, improve the 
exposure estimates but, as highlighted in Table 7.3, current research does not indicate a clear 
trend.  Despite the generalised travel-related exposure estimates, and the potential under-
prediction of indoor particle exposures, the association obtained from this study between 
personal exposure and ambient concentrations highlight general patterns that are relevant 
for many spatial epidemiological studies. 
 
7.4.2 The use of personal exposure data in small area level studies 
The overall findings of this study provide valuable insights for the study design of 
future spatial epidemiological analysis at the small area level.  Exposure detail is lost when 
personal exposure estimates are averaged over time. This is particularly important when 
considering the higher exposures levels obtained from travel-time exposure as these will not 
be reflected in mid-term or long-term exposure averages.  Furthermore, the spatial patterns 
between the ambient exposure proxy and averaged personal exposure shows that children 
are exposed to much higher levels of particle concentrations when away from home then 
they are at home.  This clearly calls for the use of activity-based individual or near-
individual exposure proxies in future exposure assessments.   
The use of a location-based ambient exposure proxy derived from measured ambient 
concentrations is a further cause for the higher levels of estimated exposure compared to 
personal exposure.  Chapter 6 has shown that different monitoring networks provide 
211 
 
 
different exposure estimates based on the number and position of air pollution monitors and 
the network design.  In particular, the practice to locate air pollution monitors in areas of 
particle concentrations (e.g. at the roadside) potentially causes the over-prediction of 
exposure.  Children, however, are unlikely to spend prolonged amount of time in these 
areas of very high concentrations.  Although, the monitoring network selected for this case 
study was chosen to reflect the overall particle concentrations within SIENA by representing 
the broad range of concentrations, over-estimation of exposure might still occur.  This is a 
further indication that particle exposure can not generally be measured by monitoring 
stations alone.   
 
7.4.3 Future prospects 
The spatiotemporal exposure model presented here to simulate personal exposure of 
SIENA children provides a valuable tool to estimate personal exposure for future large-scale 
exposure studies.  It is especially useful for retrospective studies because past personal 
exposures cannot be monitored and the use of ambient concentrations is often the only way 
to obtain exposure estimates.  The model can also be used to assess exposures of non-
sampled or under-sampled subpopulations, to compare several existing or non-existent 
situations or subpopulations or to explore alternative future exposure scenarios.   
The implementation of the network-based SPREAD model in the spatiotemporal 
exposure model to probabilistically assign activities for a large number of individuals and 
model their movements in space is a step forward from previous spreadsheet-based 
probabilistic exposure models (Freijer et al. 1998; Kruize et al. 2003) which do not account for 
spatial variability.  The GIS-model has, therefore, the advantage to operate in both the 
spatial and temporal dimension.  The model requires extensive, representative and good-
quality input data on time-activity probabilities and the spatial distribution of locations and 
the road network, but can produce exposure estimates for a large number of individuals or 
subpopulations.   
One of the main shortcomings for a wider application of the spatiotemporal exposure 
model and, indeed all probabilistic time-activity models, is the lack of national exposure-
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relevant time-activity data.  Some potential sources, however, exists to derive time-activity 
distributions for probabilistic models.  In North America, several time-activity surveys such 
as the National Human Activity Pattern Survey and Canadian Human Pattern Survey 
amongst others have been pooled by the U.S. Environmental Protection Agency into the 
Consolidated Human Activity Database (CHAD) (McCurdy et al. 2000).  Table 7.1 
summarises some of the studies that made use of this service in the past.  In Europe, so far, 
only few exposure studies have used the potential of available time-activity pattern sources, 
to develop probabilistic exposure models (Gerharz et al. 2009).  One source is, for example, 
the Harmonised European Time Use Surveys (HEUTS) database by Eurostat (European 
Commission 2009) which collects recent European time use surveys such as the UK TUS used 
for this study.  The Centre for Time Use Research at the University of Oxford provides 
access to the Multinational Time Use Survey (MTUS) which holds time use datasets from   
22 EU and non-EU countries covering surveys from the early 1960s through to mid 2000s 
(Fisher et al. 2009), a valuable source for retrospective studies.  Other potential sources, 
including time-activity data at a finer resolution, are provided by several studies, such as the 
EXPOLIS study which collected time-activity data for individuals in six European cities 
(Jantunen et al. 1998).   
Rather than assuming that particle concentrations are equivalent to population 
exposure, future studies should make increased use of these openly available time-activity 
data sources.  Accounting for human behaviours to some degree will result in a better 
representation of human contact with air pollutants.  Exposure estimates for populations are 
consequently enhanced and exposure misclassification due to the use of non-activity specific 
exposure proxies is reduced.  
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Chapter 8: Discussion  
8.1 Thesis summary 
This thesis has described the development and application of a simulated urban system 
for geographical studies of environmental health (SIENA) in accordance with the aims listed 
in the introduction, namely:  
a) to identify urban metrics to statistically explore urban structure and interactions of 
real-world cities in Great Britain, focusing on key attributes relevant to 
environmental health; 
b) on the basis of this, to define a set of design and structural rules for the development 
of the simulated urban system and to apply these rules to construct and model the 
simulation environment within a geographic information system (GIS); 
c) to demonstrate and assess the potential of the simulated urban system by conducting 
two case studies that analyse exploratory aspects of uncertainty in exposure 
assessments, which could not easily be explored in a real-world setting. 
The motivation for a simulated urban system has been discussed and the incentive 
behind the modelling approach used to develop SIENA outlined: that is to retain a 
maximum of realism and precision in the representation of complex associations between 
key urban components identified for environmental health analysis, whilst generalising 
urban processes to make them applicable for a wide range of scenarios (see chapter 2).   
An analysis of urban structure, specifically exploring urban components relevant for 
addressing environmental health issues, has been conducted in accordance with the first 
thesis objective, in order to gain an understanding of urban processes and interactions 
affecting spatial health patterns and to inform the construction of SIENA.  A set of 
measurements has been identified for this purpose making use of descriptive statistics, 
spatial analysis, landscape metrics and network measures.  Their application to medium-
sized sample-cities in Great Britain has resulted in two main findings: a) urban components 
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within a city are highly inter-dependent and b) urban areas are comparable in terms of the 
structure of their urban components.  The latter provides a justification for building an 
‘average’ urban area.   
Based on the outcome of these explorations of urban areas, design and structural rules 
have been formulated for the building of SIENA.  In accordance with the simulation 
requirement (i.e. to develop a controlled urban environment to simulate and analyse 
processes and interactions relevant to environmental health), a two-tier data model has been 
introduced.  The SIENA structure consists of: 
a)  core structure, the model foundation made up of information about topography, 
transportation network, land cover and population;  
b) contextual data, scenario-specific data which can be either assigned or modelled by 
the user to support a specific application of SIENA.   
Strengths and weaknesses of this approach have been discussed and recommendations 
have been made to improve and further develop SIENA.   
Two case studies have been implemented using SIENA to investigate different aspects 
of uncertainty in exposure assessments and how these might affect the interpretation of 
results in real-world studies.  Both case studies, thereby, have explored sources of exposure 
misclassification which would not have been possible to analyse in a real-world setting.  In 
addition to the findings of the two case studies, these studies have demonstrated the 
application potential of SIENA, as formulated in the third thesis objective. 
 
8.2 Reflections on the development and application of SIENA 
This thesis explores the use of a conceptual approach to environmental health analysis.  
Much of the work presented here outlines the creation of the simulated urban system.  
SIENA is a simulation of an ‘average’ urban area that provides the data and methods for 
modelling environmental health processes in a controlled environment.  Its purpose is to 
provide a user-controlled spatial simulation environment in which to analyse exploratory 
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issues encountered in real-world studies when analysing environmental health patterns, 
human exposure or health impacts.  SIENA achieves this by modelling urban structure and 
processes inherent in real-world cities.  The methods used for the development of SIENA 
include tools:  
• to explore urban structures and relationships in real-world cities (urban metrics);  
•  to derive design and structural rules for the modelling process of SIENA; 
• to model different data for the simulated urban system (e.g. probabilistic approach, 
external model, assignment); and 
•  to extend SIENA for different applications (contextual data).   
The tools and methods outlined are not specific to SIENA but can be used for urban 
simulations in general: for example, to monitor policy implications in a specific city or to 
simulate an ‘average’ urban area similar to SIENA but in a different context outside the 
environmental health perspective. 
 
8.2.1 Characterisation of urban areas  
The exploration of spatial city structures described in chapter 3 strives to further our 
understanding of structural composition, spatial linkage and patterns of medium-sized 
urban areas in Great Britain.  This exploration should not be confused with an extensive 
analysis of urban complexities and process in their totality but is done exclusively from an 
environmental health perspective.  This fact is also reflected in the objectives of this 
exploration:  
a) to describe and explore the spatial structure of, and relationships between, the 
components that make up urban areas relevant to environmental health;  
b) to derive design rules to inform the development of SIENA.   
The choice of both urban metrics for analysing the sample cities and urban components 
developed as part of SIENA reflects these objectives.  The urban components are discussed 
separately in the next section. 
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The selected urban metrics primarily focus on the spatial patterns of, and associations 
between, the explored urban components.  The investigation revealed a number of 
interesting characteristics which are of importance to future urban and environmental health 
analysis (e.g. no clear associations could be detected between altitude and population 
density; the influence of topography on land cover was shown to be important; large 
differences in population densities between the different land cover classes).  These 
characteristics are common to all analysed cities and future studies can exploit this 
knowledge (e.g. by using such ‘common’ data for real-world cities, where it is missing in 
models or simulations).   
To reflect better the impact of urban processes on different spatial scales in the urban 
system, different metrics explore different hierarchical scales (e.g. different measures for 
land cover analysis at city, class and patch level or the transportation network hierarchy).  
This allows the detection of patterns that are present at one scale but not another and, 
therefore, could not be discovered by a single layer of analysis.  The three-tier structure of 
the land cover analysis, for example, showed that land cover patterns are very complex and 
cannot be described as one feature but in fact consists of and consequently have to be 
measured as different features (land cover patterns at the patch level, for example, proofed 
to be more complex than those of the higher levels).   
The methods outlined in chapter 3, were shown to be effective in exploring urban 
structures and, therefore, provide a model that can be used in other urban areas.  It is likely, 
however, that larger urban areas are more diverse, but using the hierarchical structure and 
selected metrics this could be explored.   
Two main findings emerge from the exploration of spatial city structure: 
• urban components are highly inter-dependent within a city; and 
• urban areas are comparable in structure and spatial patterns of their urban 
components. 
Both have wider implications, beyond the scope of this thesis.   
Future studies on urban or environmental health processes should analyse urban inter-
dependencies to understand fully the relationships between urban components.  Health 
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impact assessments, for example, analysing the effects of new transport strategies (e.g. the 
construction of a ring motorway) should consider not only the immediate impact on the 
population (e.g. from the additional transport emissions) but also on land cover changes and 
the consequent indirect impact on population (e.g. loss of green space).  These urban inter-
dependencies have to be taken into account in the study design, model development and 
interpretation of study results.  The urban metrics identified in chapter 3 provide a valuable 
set of tools for this process. 
The comparability of the explored urban areas suggests that environmental health 
processes observed in one city are likely to be indicative of tendencies in different cities of 
the same type (although it must be remembered that this work only explored medium-sized 
cities in GB and results may not be transferable to other city types).  The urban metrics 
outlined in chapter 3 are, thereby, of great benefit to identify comparable urban areas to 
analyse the impact of different policy strategies in a real-world setting.  In order to assess the 
effect of replacing diesel with hybrid buses, for example, cities can be identified that have 
similar urban structures (urban form, population size, transportation network pattern) but 
differ in their promotion of public transport.   
The urban metrics can help in the same way to maximise exposure contrasts in multi-
city exposure studies in order to better understand the ways in which environmental factors 
influence health pattern.  For this purpose, cities can be selected that have comparable 
characteristics (e.g. population demographics, traffic volume, industrial history) but 
represent a mixture of different pollutants or dispersion patterns. 
Furthermore, the urban metrics can help to compare urban areas and identify those with 
similar urban characteristics, from which data or analytical results can then be legitimately 
combined or pooled.  The need for this has grown over recent decades, for two key reasons:  
• the necessity to carry out large (e.g. multi-centre) population studies that can detect 
the small, subtle and often complex risks to human health that characterise many 
environmental pollutants; and  
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• the increasing number of epidemiological studies, in different study areas and based 
on different study designs, that are now available – and which need to be compared 
and combined to inform policy development. 
Urban metrics are also useful for the stratification of urban areas. Chapter 5 argued that 
monitoring campaigns are crucial to reduce exposure misclassification because they are a 
means to measure environmental concentrations levels or exposure rather than estimating it.  
The design of monitoring campaigns, however, strongly influences their effectiveness and 
representativeness (see chapter 6).  In order to maximise the impact of monitoring 
campaigns and design them in an economic way, urban metrics provide a method to stratify 
monitoring (or indeed any data collection campaign) so that surveys can be designed 
efficiently to represent different types of city and study population.  Urban areas can be 
characterised by their average concentration levels (or more precisely exposure profiles) in 
order to select efficiently cities for sampling campaigns that are representative of the full 
spectrum of environmental concentrations (e.g. to monitor comprehensively the degradation 
process of arsenic concentration in soil after the collapse of a relevant industry such as 
mining).    
The urban metrics presented here can similarly help in model development, by 
assessing which model type performs best in which situation.  Urban areas, for example, 
could be characterised or categorised (e.g. in terms of overhead or underground powerlines 
or homogeneous/heterogeneous mobile phone mast distribution) in order to find the best 
EMF model to represent the respective city type.  Urban metrics are, however, particularly 
useful to develop models of urban areas, as was demonstrated here with the development of 
a simulated urban environment. 
 
8.2.2 SIENA as simulation tool  
The chosen urban components for inclusion within the simulated urban system 
(topography, transportation network, land cover and population) provide important 
information in an environmental health context.  They represent either indicators of adverse 
health risks (e.g. roads as an indicator for noise pollution or traffic accidents) or indicators of 
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the population at risk (e.g. living in proximity of a toxic release source).  Urban structures 
and spatial patterns in SIENA are based on the associations between these four urban 
components and form the core of SIENA.  The choice of different or additional urban 
components to develop the core structure of SIENA (e.g. neighbourhoods or administrative 
jurisdiction geography) would possibly have influenced these patterns and resulted in a 
different city layout.   
The need for additional urban components to be incorporated into SIENA might arise 
for specific scenario developments in future studies.  The modelling process of these data 
should follow the same methods introduced here.  Spatial patterns and interactions should 
first be explored in real-world cities to derive rules for data modelling.  The urban metrics 
outlined in chapter 3 are for this purpose.  Additional metrics have been reported in the 
literature that would broaden this list if required, for example, to characterise networks (Xie 
& Levinson 2007), urban patterns (Botequilha-Leitao et al. 2006) or urban form (Hansen 2009).  
SIENA is a tractable environment which gives the user full control over the simulation 
environment and the flexibility to manipulate, modify and vary model parameters to 
simulate different assumptions or scenarios.  This makes it particularly valuable for health 
impact assessments.  By simulating scenarios and their implications in SIENA it is possible 
to monitor and assess impacts of policy or management strategies on human health.  SIENA 
is especially powerful for simulating situations which cannot be altered in the real world, 
such as demographic changes (e.g. to simulate the travel demand or health infrastructure 
needs of an aging population).   
SIENA is different from previous simulation environments used in urban 
environmental health studies because it is not specific to one particular study focus and not 
confined to one particular study area or population (Baxter et al. 2010; Eubank et al. 2004; 
Whitaker et al. 2003).  The main advantage of this is that SIENA provides a general platform 
to analyse exploratory questions in environmental health studies (see section 8.2.3).  SIENA 
promotes generality (limited to the sample city type) which ensures a high degree of 
flexibility when implementing scenarios.  Results also have general applicability as they are 
based on an amalgamation of city structure and processes.  
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SIENA, as it currently stands, is based on the concept of an ‘average city’ given the 
outlined conditions.  The results from any SIENA application will reflect this mean; 
however, the strength in this approach is the ability to further model other conditions such 
as the extremes, thereby, allowing scenario outputs to show the range of possible outcomes, 
with uncertainty ranges around the mean.  The particular strength of SIENA, however, lies 
in the capability to run any simulation multiple times to give statistical strength to results.  
Although outcomes are a result of input data (as with all modelling approaches), the 
probabilistic nature of the simulated urban system means that observations are not based on 
a deterministic approach that so many models use.  The ability to generate and observe a 
range of outcomes is valuable, particularly, in an area of research with so many unknown. 
This generality is, however, accompanied by a limiting factor, a loss in precision.  No 
absolute results can be obtained with SIENA because as a simulation of an ‘average’ urban 
area it is not universal and directly representative of every real-world setting.  Instead 
results need to be interpreted as being indicative of what is likely to happen in the real 
world.  SIENA allows problems to be defined or highlighted which, in consequence, can be 
more specifically addressed when translated into a real-world setting.  The same problem is, 
of course, inherent in all prognostic health risk or impact assessments, for these are based 
not on predictions of what will happen, but on scenarios of what might happen.  In the same 
way, these scenarios are indicative of a number of plausible states, none of which is likely to 
represent exactly the actual situation in a specific area.  
Although the characteristics or properties of SIENA can be changed, its core is rooted in 
a realistic system, so that outcomes have significance in the real world.  The design and 
structural rules derived from the exploration of real-world cities help with this precondition 
and to ensure realism. 
Opportunities exist, however, to improve and enhance SIENA by strengthening the 
realism of the simulation environment.  Building SIENA at a 25 x 25 m resolution was 
sufficient for the investigation and development of a simulation environment and to carry 
out the selected case studies.  Future studies, however, may need to increase the resolution 
to reflect better the individual level, depending on the computational resources and future 
development.  SIENA, as it stands, is a closed system with defined, finite boundaries, and no 
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influence from external factors.  This approach allows city-internal processes to be analysed 
in isolation.  Real-world systems, however, are not closed systems but are subject to 
numerous far reaching influences (e.g. long-distance air pollution, people migration and 
economic relationships).  Exploration of these external influences should, therefore, be 
explored in more detail, in the long run, and added to the simulation environment to 
enhance its realism. 
SIENA offers more than just a collection of spatial and non-spatial data; it provides also 
the methods and tools to add to the core structure and contextual data.  The applications of 
SIENA will determine its future data needs.  Chapter 4 outlines how future users can add 
such scenario-specific data: for example, attributes of urban components (e.g. population 
characteristics such as ethnicity, education) or new entities (e.g. health infrastructure, cycle 
hire docking stations).  This implies the exploration of new aspects of urban areas in the real 
world (e.g. relationships between place of residence and lifestyle, travel choices, health care 
behaviour); and the translation of the obtained results into models and methods to 
incorporate these aspects as contextual data into SIENA - a collection of approaches for 
different applications and data types is described in detail in Appendix B.  In this context, 
particular care should be given to the integration of health related aspects (e.g. health 
outcomes, disease patterns, communicable diseases).  This is to assure the correct 
representation of the underlying spatial patterns of health in cities, in particular in relation 
to locational, social and environmental determinants.     
The development of SIENA within a GIS offers all the advantages associated with a GIS, 
particularly its strength to store, model, and visualise spatial data and, more importantly, its 
spatial analysis and network analysis capabilities (see chapter 2).  Other programs or 
computer languages might be better equipped to handle large data sets or to model the non-
linear complexities of urban areas (e.g. C# or FORTRAN) but building SIENA within a GIS 
provides a simulation environment that is easily accessible and modifiable by the general 
user without much computational knowledge and, therefore, makes it more applicable to a 
wider body of users. 
Reflecting this geographical approach, the focus of SIENA in its current form lies in its 
representation of the spatial component.  The appro
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spatial patterns and relationships between urban components as realistically as possible.  
This, however, results in the neglect of the time element.  SIENA, at the moment, is a static 
model for a snapshot in time.  As a result, it disregards the dynamic and non-linear 
processes which characterise real-world cities (O'Sullivan 2005).  This is one of the 
simplifications consciously made in developing the simulated urban system in order to 
analyse better understood processes and interactions.  Future knowledge and methods, 
however, may allow temporal factors and other processes to be added, which, in turn, will 
allow our understanding to be refined.  Case study 2 has demonstrated how dynamics can 
be incorporated by simulating individual activity patterns and movement through the city.  
With further development, the degree of complexity of SIENA could be enhanced (e.g. by 
using agents, graph theory or network analysis) better to reflect the non-linear relationships 
inherent in urban areas.   
The recognition of the time element, however, is particularly important to realistically 
model the movement and behaviour of individuals and how their decisions influence the 
behaviour of larger groups (e.g. when modelling the outbreak of a communicable disease).  
This would allow the implementation of more complex environmental health scenarios: for 
example, by simulating individual behaviours, social networks or the spread of infectious 
diseases.  Future research should, therefore, shift their focus from spatial interpolation to 
spatiotemporal interpolation.  This line of research is currently still in its infancy and not 
many methods exist for this purpose (Heuvelink & Griffith 2010; Wentz et al. 2010).   
 
8.2.3 The application of SIENA 
The two case studies conducted here have demonstrated how SIENA can add to the 
scientific debate about uncertainty in environmental health studies.  In particular, they have 
highlighted that SIENA provides a platform to analyse the source, magnitude and effect of 
exposure misclassification in many aspects and stages of the exposure assessment process.  
Case study 1, the analysis of representativeness of monitoring networks, has shown how 
parameters or entities can be varied through simulating hundreds of different monitoring 
networks of various distributions and densities.  Time, cost and logistics would have 
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prevented this analysis in a real-world city.  Case study 2 has demonstrated how SIENA can 
be used to explore aspects that rely on data that are usually unavailable in the real world: in 
this case personal exposure data, which cannot be obtained in most situations for more than 
a few study participants.  The results obtained from these studies offer valuable insights into 
theoretical questions and highlight areas of further research (see discussion in chapter 6 and 
7).   The outcomes will help to identify general tendencies and highlight problems in study 
design that should hold true for other studies in medium-sized GB cities.  Conducting these 
studies within SIENA clearly has the advantage that no data gathering has to proceed the 
research.   
The particular value of SIENA as a simulated ‘average’ urban area rather than a 
simulation of a real city, thereby, is the fact that certain characteristics or conditions can be 
altered that cannot be changed in the real world.  The methods introduced in case study 1, 
for example, can be used by future studies to explore how changing conditions (e.g. the 
construction of new roads) affect the representativeness of different monitoring networks.  
This would not be possible in a simulation environment that represents a real-world city.   
As well as the analysis of exposure misclassification due to environmental concentration 
measurements (chapter 6) and the choice of exposure surrogate (chapter 7), many other 
applications of SIENA are conceivable.  In the context of exposure assessment, for example, 
these include: 
• exploring the potential bias introduced if focusing on only one exposure source (e.g. 
road traffic emissions) compared to multiple sources (e.g. all pollution emitting 
sources within an urban area including industrial and domestic combustion, waste 
management etc.) and how this potential bias might affect the exposure estimates; 
• simulating different degrees of noise variability in an urban area to evaluate the 
performance of noise models under different scenarios (e.g. various degree of 
environmental heterogeneity in surface roughness, traffic density, noise barriers) and 
to assess the consequences on exposure misclassification if using an overly simplified 
model; 
224 
 
 
• analysing the representativeness of exposure surrogates:  Studies have tried to assess 
the effectiveness of exposure proxies on estimating human exposure in the past, but 
as has been see in chapter 5, this is difficult in the real world because the actual 
exposure situation is not known to which the estimates can be compared (Marshall et 
al. 2008).  SIENA is not prone to these limitations and, therefore, allows exploring this 
limiting but crucial aspect of exposure assessments. 
Data availability is generally a problem in many environmental health studies.  The 
preferred level of analysis is often the individual level, in order to avoid problems associated 
with the ecological fallacy and bias.  Individual level data is, however, mostly not available 
or difficult to access.  Expensive and time-consuming data collection campaigns, for 
example, to measure personal exposure, are often not within the scope of environmental 
health studies or not suitable (e.g. to assess past exposures if analysing cancer outcomes 
with long latency time).  Individual level data is, furthermore, often limited in its use by 
confidentiality constraints and the suppression of small numbers (e.g. in the case of 
mortality data or rare health outcomes).  In these situations, simulation environments such 
as SIENA provide an alternative either to model data at the individual level or to assess the 
implications of using aggregate data rather than individual level data (see chapter 7). 
Many applications are conceivable in which SIENA can provide a study environment 
superior to the real world.  SIENA is particularly powerful in: 
•  developing, testing or comparing new models or methods without the need for prior 
data collection and its associated problems (e.g. incomplete data coverage, licensing 
issues, ethical concerns), as demonstrated here in testing the INDEX and SPREAD 
model (see chapter 4 and 7);  
• testing and validating existing models to assess how well they represent the 
processes concerned under different conditions: this applies to spatial models (e.g. 
LUR, interpolation methods, dispersion models) or process models (e.g. relating to 
human behaviour, trip modelling, infections disease spread or evacuation models); 
• exploring the uncertainty of different study designs under different urban 
configurations (e.g. compact or dispersed cities): this includes general 
methodological issues (e.g. what is the best spatial data model for the study: grids, 
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polygons or points) or issues with regard to content (e.g. what is the optimal 
aggregation level of confounder variables: small area level versus individual level 
socio-economic data); 
•  assessing the sensitivity of the system under study to specific methods or 
interventions (e.g. what is the variability/uncertainty if using different sampling 
strategies/data collection methods; would the study benefit from additional, higher 
resolution data; if analysing multiple exposures (e.g. from both air pollution and 
noise) do two separate models or one combined model provide the best results); and 
• evaluating performance of these methods and interventions under different 
conditions (e.g. is there a performance change in methods if using different study 
durations, exposure windows or averaging times).  
In conclusion, SIENA provides an effective approach to analyse theoretical and 
methodological aspects that cannot be explored in the real world because of data limitations, 
lack of data or feasibility.  By developing the simulation environment as an ‘average’ urban 
area rather than basing it on a real-world system the general applicability of the obtained 
results is assured which can be used to highlight broad trends, general directions or 
problems.  Once identified, these trends or problems can then be investigated in real-world 
studies.  At present, no other such general platform exists in an environmental health 
context but clearly there is a need for it to improve the design and conducting of real-world 
studies. 
 
8.3 Outlook 
Environmental epidemiology, health impact assessment and risk assessments are faced 
with key challenges in the future in order to identify correctly environmental causes of 
health outcomes, to develop effective mitigation measures and to make meaningful 
predictions about future health impacts.  The specific challenge, therefore, lies in accurately 
indentifying individuals subject to increased exposures and to determine whether and to 
which degree these more exposed individuals show a higher likelihood of increased risk of 
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disease (Mckone et al. 2009).  In order to tackle these challenges, improvements have to be 
made in the design of environmental health studies, particularly:  
• to improve the assessment of human exposure;  
• to identify and reduce uncertainty;  
• to acknowledge the spatial element of health; and  
• to consider prognostic strategies.   
The tools, methods and concepts presented in this thesis provide a means to start 
addressing many of these key issues.   
Uncertainty is a major problem in all environmental health studies and methods to 
assess and possibly reduce it should be a key focus in every study (Spiegelman 2010).  
Simulation environments can help by highlighting the main contributors of uncertainty in an 
exploratory way which, in turn, can help to indicate how to reduce the uncertainty, and the 
benefits of doing so.  The case studies have demonstrated that simulation environments such 
as SIENA provide tools to identify the sources, quantify the magnitude, and analyse the 
effects of uncertainty under different study situations, as a basis for improving the accuracy 
of study outcomes.  They can thus be used to highlight aspects in study design that are 
prone to uncertainty.   
One example is the choice of spatial resolution and its well documented effect on study 
outcomes, for example, in relation to environmental justice, associations between exposure 
and health, and health mapping (Boyle & Alvanides 2004; Cockings & Martin 2005; Stroh et al. 
2007).  Most environmental health studies use census or administrative boundaries (e.g. 
Census Output Areas or Wards) as study geography for the simple reason that these 
geographies are easily obtainable and many of the confounding variables relating to socio-
economic status are available at these levels (Cardwell et al. 2007; Dolk et al. 2010).  Not many 
studies, however, have explored which effect the choice of areal units (both in terms of 
spatial resolution and zone design) has on the study outcome and what magnitude of 
uncertainty is likely to be excepted due to the chosen geography (Choi et al. 2003; Flowerdew 
et al. 2007; Schuurman et al. 2007).  Simulations can be used to experiment with different 
spatial resolutions and zoning strategies (e.g. zones of similar area, population numbers or 
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socio-economic characteristics) and explore their effect on the associations between 
environmental risk factor and health outcome or spatial patterns of diseases. 
The demand for prospective information is a general problem faced by many 
environmental health studies: for example, to find the best location for cohort centres and 
biobanks, to define sampling strategies or evaluate the data needs of the study.  Because the 
data required to pilot and assess the study design is not available at the start of the study, 
many studies simply adopt the methods used in previous studies (e.g. population 
stratification, geographical level, data collection plan).  This is obviously not good practice, 
because without prior testing, neither the appropriateness of these methods in the context of 
the current study are analysed nor whether additional or different methods or data would 
improve the study design and reduce the sources of uncertainty.   
In this context, simulation environments can, for example, help to effectively plan data 
collection campaigns to establish sampling strategies that are representative of the study 
population or the environmental risk factor.  They can help, for example, to identify areas 
where changes in environmental policy (e.g. new concentration or emission limits, new 
technologies) are likely to have an effect and, consequently, identify sampling location to 
monitor these changes.   
Simulation environments, such as SIENA, therefore, provide a prospective way of 
setting up research by predicting the effects of certain decisions in the future study and 
implications of these decisions on the study results.  They present the data and environment 
to explore and test the study design and data needs and pilot specific methods and 
techniques to predict the likely level of bias or uncertainty.   
Interactions between the environment and health in urban areas are numerous and 
complex.  Environmental health studies are beginning to evaluate and interpret findings 
with an understanding of the environmental differences between urban and rural areas.  The 
urban environment includes complexities in both the physical and the social environment, 
so modelling these processes is a daunting task, which in many cases, cannot be done in its 
totality.  The exploration of urban systems specifically in the context of environmental health 
has lead to a number of common features and key interactions being identified.  This 
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knowledge can be used to inform future urban analysis.  Furthermore, taking a hierarchical 
approach to spatial modelling highlighted the importance of scale in such analysis.  
Historically spatial approached to environmental health have been population-based studies 
over long periods of time but with data and technological improvements emphasis is 
beginning to shift toward smaller scale and even individual analysis.  An understanding of 
process interactions at different scales will be crucial in the development of new methods 
and in future analysis. 
 
8.4 Conclusions 
More and more prospective data is needed in the future because recent years have seen 
a shift in health studies away from retrospective research to prospective research.  Health 
impact assessments, for example, analyse how future scenarios (e.g. change in policy, 
environmental management, urban planning or demographic change) might impact on 
human health (de Nazelle et al. 2009; Levy et al. 2010).  These studies simulate ‘what-if’ 
scenarios in order to identify health impacts before they arise.  For this purpose, impact 
assessments explore distributions of effects across the population to allow for a wide range 
of possible outcomes to guide policy-makers in their decisions.  A key challenge, thereby, 
remains the exploration of spatiotemporal complex exposure scenarios which require 
sophisticated methods and tools to provide effectively and reliably results.  Simulations 
offer effective solutions in this context, but so far they are still underdeveloped in 
environmental health sciences.  The concepts and methods outlined in this thesis can help to 
address some of the demands of future studies and can be built on to further the advance of 
simulation environments for environmental health studies.      
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I. Sample cities 
 
The following table shows the shortlisted sample cities. Fulfilment of selection criteria are indicated 
with a tick. The final selection of sample cities is highlighted in grey. 
 
Table A.I: Shortlisted sample cities incl. selection criteria 
 
City Population Geographical 
Isolation 
Inland/Coast Region 
Aberdeen 184,788 √ √ C Scotland 
Bolton 139,403   I North West 
Bournemouth 163,444 √  C South West 
Bradford 293,717 √  I Yorkshire 
Brighton 155,919 √  C South East 
Bristol 380,615 √ √ C South West 
Cardiff 305,353 √ √ C Wales 
Coventry 300,848 √ √ I West Midlands 
Derby 221,708 √ √ I East Midlands 
Dudley 145,663   I West Midlands 
Dundee 142,170  √ C Scotland 
Edinburgh 430,082 √ √ C Scotland 
Kingston upon Hull 243,589 √ √ C Yorkshire 
Leicester 279,921 √ √ I East Midlands 
Liverpool 439,473 √  C North West 
Luton 184,371 √  I East 
Manchester 392,819 √  I North West 
Milton Keynes 186,506 √  I South East 
Newcastle-upon-Tyne 259,536 √  C North East 
Newport 140,200   I Wales 
Northampton 194,458 √  I East Midlands 
Norwich 132,000  + I East 
Nottingham 266,988 √ √ I East Midlands 
Peterborough 156,001 √ + I East 
Plymouth 240,720 √ √ C South West 
Portsmouth 186,701 √  C South East 
Reading 232,662 √ √ I South East 
Salford 216,103 √  I North West 
Sheffield 513,234 √ √ I Yorkshire 
Southampton 217,445 √  C South East 
Southend-on-Sea 160,636 √  C East 
Stoke-on-Trend 240,636 √  I West Midlands 
Sunderland 280,807 √  C North East 
Swansea 169,880 √  C Wales 
Swindon 155,432 √  I South West 
Walsall 253,499 √  I West Midlands 
Warrington 191,208 √  I North West 
Wolverhampton 236,582 √  I West Midlands 
York 181,094 √  I Yorkshire 
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Figure A.I: Visualisation of analysed urban components using Derby as an example. Top left:  
Topography. Top right: Transport network. Bottom left: Land cover. Bottom right: Population. 
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II. Topography 
 
Statistical analysis 
The following AML is used to quantify spatial patterns of the topography:  
/********************************************************************************** 
/* Spatial_Topography.aml 
/* 
/* The average altitude and slope values within different zones from the city  
/* centre of the sample cities are calculated  
/* 
/* Zones: 1km, 2.5km, 5km, 15km 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
/*--------------------------------------------------------------------------------- 
/* Create four buffers around the city centre (1000m, 2500m, 5000m and 15000m) and  
/* put them into one file 
/*--------------------------------------------------------------------------------- 
 
/* Create the four buffers 
      buffer %output%_centre %output%_buf_1000 # # 1000 # point 
      buffer %output%_centre %output%_buf_2500 # # 2500 # point 
      buffer %output%_centre %output%_buf_5000 # # 5000 # point 
      buffer %output%_centre %output%_buf_15000 # # 15000 # point 
  
/* Put the four buffers into one file 
      union %output%_buf_1000 %output%_buf_2500 %output%_buf_1 
      union %output%_buf_1 %output%_buf_5000 %output%_buf_2 
      union %output%_buf_2 %output%_buf_15000 %output%_buf_4z 
  
/* Add a new item to the buffer coverage and attribute it with the buffer distance 
      tables 
      select %output%_buf_4z.pat 
      additem %output%_buf_4z.pat buf_dist 4 5 b 
      reselect $recno = 2 
      calculate buf_dist = 15000 
      select %output%_buf_4z.pat 
      reselect $recno = 3 
      calculate buf_dist = 5000 
      select %output%_buf_4z.pat 
      reselect $recno = 4 
      calculate buf_dist = 2500 
      select %output%_buf_4z.pat 
      reselect $recno = 5 
      calculate buf_dist = 1000 
      quit 
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/*--------------------------------------------------------------------------------- 
/* Intersect the DTM with the four buffer zones and calculate the average altitude 
/*--------------------------------------------------------------------------------- 
 
/* Clip the buffer zones to the extent of the sample city 
      intersect %output%_buf_4z %output%_boundary %output%_buf_4clip poly 
 
/* Intersect the DTM with the buffer zones 
      intersect %output%_dtm %output%_buf_4clip %output%_ave_alti poly 
  
/* Calculate the average altitude within each buffer zone 
       statistics %output%_ave_alti.pat %output%_average_altitude buf_dist 
      mean grid-code 
      minimum grid-code 
      maximum grid-code 
      standarddeviation grid-code 
      end 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the slope coverage with the four buffer zones and calculate the  
/* average slope value 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the slope coverage with the buffer zones 
      intersect %output%_slope %output%_buf_4clip %output%_ave_slope poly 
  
/* Calculate the average slope within each buffer zone 
       statistics %output%_ave_slope.pat %output%_average_slope buf_dist 
      mean slope 
      minimum slope 
      maximum slope  
      standarddeviation slope 
      end 
 
   &end 
&return 
 
 
 
III. Land cover 
 
Data collection 
The Land Cover Map 2000 is used as the base for the land cover data.  The 26-fold classification of the 
land cover is given in Table A.II.  
 
Table A.II: Land Cover Map 2000 – Code and description of land cover classes 
Code Name Description 
1.1 Broad-leafwood Woodland: deciduous, mixed, open birch, shrub 
2.1 Coniferous woodland Woodland: conifers, felled, new plantation 
4.1 Arable cereals Barley, maize, oats, wheat, cereal (spring/winter) 
4.2 Arable horticulture Arable bare ground, carrots, files beans, horticulture, linseed, potatoes 
4.3 Non-rotational horticulture Orchard, arable grass (ley), setaside (bare) 
5.1 Improved grassland Intensive grass (hay/silage cut), grazing marsh 
5.2 Setaside grass Setaside grass 
6.1 Neutral grass Rough grass (unmanaged), grass (neutral/unimproved) 
7.1 Calcareous grass Calcareous (managed/rough) 
8.1 Acid grass Acid (rough), with Juncus, with NarSIENA/Festuca/Molinia 
9.1 Bracken Bracken 
10.1 Dwarf shrub heath Wet or dry: dense ericaceous, gorse 
269 
 
 
 
 
 
 
Table A.III: CORINE Land Cover – Code and description of urban land cover classes 
 
 
10.2 Open dwarf shrub heath Wet or dry: open 
11.1 Fen, marsh, swamp Swamp, fen/marsh, fen willow 
12.1 Bog Bog: shrub, grass/shrub, grass/herb (all on deep peat) 
13.1 Standing water Standing water, canals 
15.1 Montane habitats Montane habitats 
16.1 Inland rock Inland bare ground: despoilt, semi-natural 
17.1 Built-up areas, gardens Suburban/rural developed 
17.2 Continuous urban Urban residential/commercial, urban industrial 
18.1 Supra-littoral rock Supra-littoral rock 
19.1 Supra-littoral sediment Supra-littoral sediment: shingle (vegetated), dune, dune shrubs 
20.1 Littoral rock Littoral rock, rock with algae and sediment 
21.1 Littoral sediment Mud, sand, sand/mud with algae 
21.2 Saltmarsh Slatmarsh (grazed) 
22.1 Sea & estuary Inshore sublittoral 
Code Name Description 
1 Continuous urban fabric More than 80% covered by structures and transport network 
(buildings, roads, artificial surfaces) 
2 Discontinuous urban fabric 30 - 80% covered by structures (buildings, roads) associated with 
vegetated areas and bare soil 
3 Industrial or commercial units Artificially surfaced areas (with concrete, asphalt, etc.), buildings, 
less vegetation 
4 Road and railway networks and 
associated land 
Motorways, railways, including associated installations (station, 
platform) – minimum width: 100m 
5 Port areas Infrastructure of port areas, including quays, dockyards and 
marinas 
6 Airports Airport installations: runways, buildings and associated land 
7 Mineral extraction site Open-pit extraction of construction materials (sandpits, quarries) or 
other minerals (open-cast) 
8 Dump site Public, industrial or mine dump sites 
9 Construction site Spaces under construction development, soil or bedrock 
excavations, earthworks 
10 Green urban areas Areas with vegetation with urban fabric, including parks, 
cemeteries, mansions and their grounds 
11 Sport and leisure facilities Camping grounds, sport grounds, leisure parks, golf courses, 
racecourses, etc. 
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To combine the Land Cover Map 2000 and the urban CORINE land cover classes the LCM 2000 is 
intersected with CORINE and if there are additional urban land cover classes they are incorporated in 
the LCM2000 as described in the AML Landcover.aml. 
 
/********************************************************************************** 
/* Landcover.aml 
/*  
/* The Land Cover Map 2000 is used as a base for the land cover of the sample  
/* cities but the urban land classes of LCM2000 are further subdivided using urban  
/* CORINE land cover classes   
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
/*--------------------------------------------------------------------------------- 
/* Clip the CORINE land cover coverage to the boundaries of the sample city. Select  
/* the CORINE urban land classes (3 - 11) and put them into a separate coverage 
/*--------------------------------------------------------------------------------- 
 
      clip corukbng %output%_lcm %output%_corine poly 
      arcedit 
      edit %output%_corine poly 
      select all 
      reselect grid-code ge 3 and grid-code le 11 
      put %output%_cor_urban 
      quit 
      build %output%_cor_urban poly 
 
/*--------------------------------------------------------------------------------- 
/* Select the urban land classes from LCM2000 (bhsub: 17.1, 17.2) and put them into  
/* a separate coverage.  Intersect the two 'urban' coverages 
/*--------------------------------------------------------------------------------- 
 
      arcedit 
      edit %output%_lcm poly 
      select all 
      reselect bhsub = 17.1 or bhsub = 17.2 
      put %output%_lcm_urban 
      quit 
 
      build %output%_lcm_urban 
      intersect %output%_lcm_urban %output%_cor_urban new_urban poly 
      build new_urban 
 
/*--------------------------------------------------------------------------------- 
/* Delete all polygons from new_urban that do not fall within a LCM2000 urban land  
/* class (17.1 or 17.2). 
/* The coverage contains now all polygons that fall inside the LCM2000 urban      
/* classes 17.1 or 17.2 and have also a CORINE urban land class (3 - 11) 
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/*--------------------------------------------------------------------------------- 
 
      arcedit 
      edit new_urban poly 
      select all 
      reselect bhsub lt 17.1 or bhsub gt 17.2 
      delete 
      save 
      quit 
 
/*--------------------------------------------------------------------------------- 
/* Combine the new_urban coverage with the original LCM2000 file. Create a new  
/* field in the table containing a new land cover class code – the combined code of  
/* the two data sets (bhsub, corine) 
/*--------------------------------------------------------------------------------- 
 
      union %output%_lcm new_urban new_urban %output%_lc_temp 
      build %output%_lc_temp 
 
      tables 
      select %output%_lc_temp.pat  
      alter grid-code corine 
      ~ 
      ~ 
      ~ 
      ~ 
      additem %output%_lc_temp.pat land-class 7 7 c 
      quit 
 
   &end 
&return 
 
 
To reduce the number of non-urban land cover classes and to eliminate rare urban land classes like 
construction sites and mineral extractions the land cover classes were restructured and renamed as 
shown in Table A.IV: 
 
Table A.IV: Recoded land cover classes 
New Code Old Code* Description 
1 1.1, 2.1 Woodland 
2 4.1, 4.2, 4.3 Arable land 
3 5.1, 5.2 Managed grassland 
4 6.1, 7.1, 8.1 Unmanaged grassland 
5 9.1, 10.1, 10.2 Dry semi-natural 
6 11.1, 12.1 Wet semi-natural 
7 13.1 Standing water 
8 15.1, 16.1, 18.1, 19.1 Rock, sediment 
9 20.1, 21.1, 21.2, 22.1 Sea, marine 
10 17.1 Built-up areas, gardens 
11 17.2 Continuous urban 
12 3 Industrial land 
13 4 Roads, rail 
14 5 Ports 
15 6 Airports 
16 8 Dump sites 
17 10 Green urban areas 
18 11 Sport  and leisure facility (* blue = LCM2000, red  = CORINE ) 
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Statistical analysis 
 
Dispersion index: 
The dispersion index calculates the degree to which the observed land cover patch distribution 
departs from or approaches a random distribution.  The index is calculated using the AML 
Dispersion.aml: 
 
/********************************************************************************** 
/* Dispersion.aml 
/* 
/* The urban metrics dispersion is calculated: the dispersion of patches is the  
/* degree of randomness or aggregation (Clarke & Evans 1954) 
/* 
/* Note: this AML is uses the coverage %city%_lc_cpt created in the AML  
/*       Centrality.aml 
/********************************************************************************** 
 
/* Create the text file ‘error check’ to which all the files are written for which  
/* the dispersion index was calculated 
 
   &sv file_unit = [open error_check openstatus -write] 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
  
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
   &do lc &list 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 
 
/*--------------------------------------------------------------------------------- 
/* Put all the land parcel centroids from one land class into a separate coverage  
/*--------------------------------------------------------------------------------- 
      
/* Turn off the bail out function as some cities will have no parcels in a certain  
/* land class and if zero records are selected the AML bails out 
      &severity &error &ignore   
 
/* Copy all centroids form one land class into a new coverage 
      arcedit 
      edit %output%_lc_cpt 
      ef point 
      select all 
      reselect land-class = %lc% 
      put %output%_lc%lc%_cpt 
      quit 
 
/* Turn the bail out function on again  
      &severity &error &fail 
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/*--------------------------------------------------------------------------------- 
/* Calculate the distance from a centroid to the nearest neighbour centroid for  
/* each land cover class  
/*--------------------------------------------------------------------------------- 
 
/* Calculate the distance for all existing coverages 
      &if [exists %output%_lc%lc%_cpt -point] &then 
         &do    
            pointdistance %output%_lc%lc%_cpt %output%_lc%lc%_cpt  
            %output%_lc%lc%_dist 
 
/* Get the number of parcels for each land cover class and city  
            statistics %output%_lc%lc%_dist %output%_lc%lc%_parcels 
            max %output%_lc%LC%_cpt#A 
            end 
            tables 
            select %output%_lc%lc%_parcels 
            additem %output%_lc%lc%_parcels no_%output%_lc%LC% 5 5 i 
            calculate no_%output%_lc%LC% = max-%output%_lc%LC%_cpt#A 
            dropitem %output%_lc%lc%_parcels max-%output%_lc%LC%_cpt#A 
            quit 
 
/* Open a new text file where all the distances to the nearest centroid are  
/* written to 
 
            arcplot 
            &sv fileout = [open mindist_%output%_lc%lc%.txt openstat -write] 
    
/* Ensure that no records are already selected and select a parcel centroid  
             &sv no_parcel = [SHOW SELECT %output%_lc%lc%_parcels INFO 1 ITEM  
            no_%output%_lc%LC%] 
            &type No of parcels for land class %lc% in %city%: %no_parcel% 
 
/* If there are only two or less centroids of a certain land cover class in a city  
/* the calculation of the dispersion index does not work anymore. Therefore, select  
/* only the land classes that have more than 2 parcels.   
            &if %no_parcel% gt 2 &then 
               &do 
                  &do count_no = 1 &to %no_parcel% &by 1 
                     &sv count = 0 
                     clearselect 
                     reselect %output%_lc%lc%_dist INFO $RECNO gt 0 
                     reselect %output%_lc%lc%_dist INFO  
                       %output%_lc%LC%_cpt#A = %count_no% 
                     &type Parcel-no of table %output%_lc%lc%_dist:  
                       %count_no%    
                     reselect %output%_lc%lc%_dist INFO distance gt 0 
       
/* Get the number of selected records in the distance table 
                     &sv select_no = [extract 1 [SHOW SELECT  
                       %output%_lc%lc%_dist INFO ]] 
                     &type No of selected records: %select_no%  
 
/* Select the first record to be the minimum value 
                     &sv min_dist = [SHOW SELECT %output%_lc%lc%_dist INFO 1  
                       ITEM distance] 
 
/* Loop through all records checking to see if the next record is less    
                     &do &until %count% eq %select_no% 
                        &sv count = %count% + 1 
                        &sv value = [SHOW SELECT %output%_lc%lc%_dist INFO  
                          %count% ITEM distance] 
                        &if %value% lt %min_dist% &then  
                           &sv min_dist = %value% 
                        &type min_distance: %min_dist% 
                        &type value: %value%  
                     &end   
                     &type min_distance used: %min_dist%          
                     &sv writestat = [WRITE %fileout% %min_dist%,%count_no%]    
                  &end 
                  &sv closestat = [close %fileout%] 
       
/* Build an info table that holds the min distance 
                  &sv thePath = [PATHNAME mindist_%output%_lc%lc%.txt -FILE]     
                  QUIT 
                  tables 
                  define mindist_%output%_lc%lc%.dat 
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                  MIN_DIST 8 9 F 4 
                  Parcel_no 8 9 I 
                  ~ 
                  ~ 
                  select mindist_%output%_lc%lc%.dat 
                  add from %thePath% 
                  select mindist_%output%_lc%lc%.dat 
                  additem mindist_%output%_lc%lc%.dat city 5 5 c 
                  calculate city = [QUOTE %output%]       
                  quit 
 
/*--------------------------------------------------------------------------------- 
/* Calculate the mean distance to nearest neighbour centroid (rA) 
/*--------------------------------------------------------------------------------- 
 
                  statistics mindist_%output%_lc%lc%.dat mean_dist_%output%_lc%lc%  
city 
                  mean min_dist 
                  end 
 
/* The item mean-min_dist is the mean observed distance rA 
 
 
           
/*--------------------------------------------------------------------------------- 
/* Calculate the land parcel centroid density for each city and land cover class  
/* (p) 
/*--------------------------------------------------------------------------------- 
 
                  copy %output%_lc %output%_copy 
      
/* Calculate the total area for each city 
                  tables 
                  select %output%_copy.pat 
                  additem %output%_copy.pat city 5 5 c 
                  calculate city = [QUOTE %output%] 
                  reselect $RECNO = 1 
                  calculate city = [QUOTE x] 
                  select %output%_copy.pat 
                  reselect city = [QUOTE %output%] 
                  statistics # %output%_lc%lc%_area  
                  sum area 
                  end 
                  select %output%_lc%lc%_area 
                  additem %output%_lc%lc%_area city 5 5 c 
                  calculate city = [QUOTE %output%]  
                  quit 
 
/* Join total area and mean distance back to the centroid coverage 
                  indexitem mean_dist_%output%_lc%lc% city 
                  indexitem %output%_lc%lc%_area city 
                  joinitem mean_dist_%output%_lc%lc% %output%_lc%lc%_area  
%output%_lc%lc%_dispersion city 
 
/* Calculate the density of patches (centroids) - unit per area 
                  tables 
                  select %output%_lc%lc%_dispersion 
                  additem %output%_lc%lc%_dispersion total_parcel 8 9 i 
                  calculate total_parcel = [QUOTE %no_parcel%] 
                  select %output%_lc%lc%_dispersion      
                  additem %output%_lc%lc%_dispersion density 8 15 f 12 
                  calculate density = total_parcel / sum-area 
                  quit 
      
/*--------------------------------------------------------------------------------- 
/* Calculate the expected mean distance rE 
/*--------------------------------------------------------------------------------- 
 
                  arcplot 
                  &sv density = [SHOW SELECT %output%_lc%lc%_dispersion INFO  
                    1 ITEM density] 
                  &sv sqrt = [sqrt %density%] 
                  quit 
                  tables     
                  select %output%_lc%lc%_dispersion 
                  additem %output%_lc%lc%_dispersion expect_dist 8 15 f 4 
                  calculate expect_dist = 1 / ( 2 * %sqrt% ) 
275 
 
 
            
        
/*--------------------------------------------------------------------------------- 
/* Calculate the ratio between observed mean distance and expected mean distance to  
/* nearest neighbour centroid - this gives R the index of dispersion 
/*--------------------------------------------------------------------------------- 
 
                  select %output%_lc%lc%_dispersion 
                  additem %output%_lc%lc%_dispersion dispersion 8 15 f 12 
                  calculate dispersion = mean-min_dist / expect_dist  
                  quit 
 
/* Convert the info file into a dbase table 
                  infodbase %output%_lc%lc%_dispersion %output%_lc%lc%_dispersion     
                  &type %output%_lc%lc% done 
                  &sv type_file = [quote %output%_lc%lc% done] 
                  &sv writestat = [WRITE %file_unit% %type_file%]    
               &end 
 
/* If the number of parcels is less than 2 then exit  
            &else   
               &do 
                  &sv closestat = [close %fileout%] 
                  quit 
               &end         
         &end  
      &end 
&end 
&sv closestat = [CLOSE %file_unit%] 
&return 
 
 
 
 
Adjacency index: 
The adjacency index calculates the probability of two land cover classes being next to each other 
based on the length of common borders.  The index is calculated using the following AML: 
 
/********************************************************************************** 
/* Adjacency.aml 
/* 
/* The urban metrics adjacency is calculated: the length of common borders  
/* between two land classes 
/* 
/* Note: this AML is split into two parts. After the first part it is necessary to  
/*       do some operations in ArcMap. Then the second part of the AMl is run 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
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/*--------------------------------------------------------------------------------- 
/* Create an AAT for the land class coverage and join the PAT of the land class  
/* coverage to the AAT to add the land cover class of the left polygon and the  
/* right polygon  
/*--------------------------------------------------------------------------------- 
          
      copy %output%_lc %output%_lc_calc 
 
/* Build the AAT of the land cover coverage 
      build %output%_lc_calc arc 
 
/* Index the joinitems in the AAT 
     indexitem %output%_lc_calc.aat LPOLY# 
     indexitem %output%_lc_calc.aat RPOLY# 
          
/* Copy the polygon ID in the PAT to new items LPOLY# and RPOLY# to have a joinitem  
/* with AAT 
      tables 
      select %output%_lc_calc.pat 
      additem %output%_lc_calc.pat LPOLY# 4 5 b 
      additem %output%_lc_calc.pat RPOLY# 4 5 b 
      calculate LPOLY# = %output%_lc_calc# 
      calculate RPOLY# = %output%_lc_calc# 
      quit 
      indexitem %output%_lc_calc.pat LPOLY# 
      indexitem %output%_lc_calc.pat RPOLY# 
        
/* Join the PAT to the AAT using LPOLY# as joinitem and rename the land class field  
/* to identify it as the left polygon land class 
      joinitem %output%_lc_calc.aat %output%_lc_calc.pat temp LPOLY# 
      tbales 
      select temp 
      alter lc l_lc 
      ~ 
      ~ 
      ~ 
      ~ 
      quit 
       
/* Join the PAT to the AAT using RPOLY# as joinitem and rename the land class field  
/* to identify it as the right polygon land class 
      joinitem temp %output%_lc_calc.pat adjacency RPOLY# 
      tables 
      select adjacency 
      alter lc r_lc 
      ~ 
      ~ 
      ~ 
      ~ 
      kill temp 
      quit    
   &end 
&return 
 
/********************************************************************************** 
/* Change to ArcMap 
/********************************************************************************** 
 
 
/*--------------------------------------------------------------------------------- 
/* Open ‘adjacency’ in ArcMap and calculate ‘lc_l_r’ = ‘l_lc’ + ‘_’ + ‘r_lc’ 
/* 
/* Continue with part 2 of AML 
/*--------------------------------------------------------------------------------- 
 
/********************************************************************************** 
/* second part of Adjacency.aml 
/********************************************************************************** 
 
/*--------------------------------------------------------------------------------- 
/* Calculate the length of common borders between land cover classes  
/*--------------------------------------------------------------------------------- 
 
      statistics adjacency sum_length lc_l_r 
      sum length 
      end 
277 
 
 
 
      infodbase sum_length %output%_lc_length_output 
 
   &end 
&return 
 
 
 
 
Topographic pattern: 
The influence of the altitude and the slope angle on the spatial distribution of the land cover is 
computed as the percentage of land cover class area falling in one of the five altitude classes  (class 1: 
0m - 35m, class 2: >35m – 70m, class 3: >70m – 105m, class 4: >105m – 140m, class 5: >140m) and five 
slope classes (class 1: 0 – 10, class 2: >10 – 20, class 3: >20 – 30, class 4: >30 – 40, class 5: >40) using the 
following AML: 
 
/********************************************************************************** 
/* LC_Topography.aml 
/* 
/* For each land cover class the percentage of area in different altitude and slope  
/* classes is computed. 
/* 
/* Altitude classes: 1: 0 - 35m, 2: >35 - 70m, 3: >70 - 105m, 4: >105 - 140m, 
/*                   5: >140m 
/* 
/* Slope classes: 1: 0 - 10, 2: >10 - 20, 3: >20 - 30, 4: >30 - 40, 5: >40 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
/*--------------------------------------------------------------------------------- 
/* Create five altitude classes 
/* Altitude classes: 1: 0 - 35m 
/*                   2: >35 - 70m 
/*                   3: >70 - 105m 
/*                   4: >105 - 140m 
/*                   5: >140m 
/*--------------------------------------------------------------------------------- 
 
/* Add a new item 'altitude class' to the DTM of the sample cities and calculate  
/* the five altitude classes 
      tables 
      select %output%_dtm.pat 
      additem %output%_dtm.pat altitude_class 2 5 B  
      reselect $recno GT 1 
      reselect grid-code LE 35 
      calculate altitude_class = 1 
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      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 35 and grid-code LE 70 
      calculate altitude_class = 2 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 70 and grid-code LE 105 
      calculate altitude_class = 3 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 105 and grid-code LE 140 
      calculate altitude_class = 4 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 140  
      calculate altitude_class = 5 
      quit 
 
 
/*--------------------------------------------------------------------------------- 
/* Create five slope classes 
/* Slope classes: 1: 0 - 10 
/*                2: >10 - 20 
/*                3: >20 - 30 
/*                4: >30 - 40 
/*                5: > 40 
/*--------------------------------------------------------------------------------- 
 
/* Add a new item 'slope class' to the slope coverage of the sample cities and  
/* calculate the slope classes 
      tables 
      select %output%_slope.pat 
      additem %output%_slope.pat slope_class 2 5 B 
      reselect $recno GT 1 
      reselect slope LE 10 
      calculate slope_class = 1 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 10 and slope LE 20 
      calculate slope_class = 2 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 20 and slope LE 30 
      calculate slope_class = 3 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 30 and slope LE 40 
      calculate slope_class = 4 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 40  
      calculate slope_class = 5 
      quit 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the land cover with the altitude and slope classes and calculate the 
/* percentage of area of each land cover class within the altitude and slope      
/* classes 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the land cover with the altitude classes 
      intersect %output%_lc %output%_dtm %output%_lc_alti poly 0.01 
 
/* Intersect the land cover with the slope classes 
      intersect %output%_lc %output%_slope %output%_lc_slope poly 0.01 
 
/* Calculate the total area for each land cover class      
      statistics %output%_lc_alti.pat %output%_area_lc land-class 
      sum area 
      end 
      tables 
      select %output%_area_lc  
      dropitem %output%_area_lc frequency 
      alter sum-area lc_area 
      ~ 
      ~ 
      ~ 
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      ~ 
      ~ 
      quit 
          
      &do lc &list 18 17 16 13 12 11 10 8 7 6 5 4 3 2 1    
 
/* Turn off the bail out function as some cities will not have all land cover  
/* classes and if zero records are selected the program will bail out 
         &severity &error &ignore   
 
/* Calculate the area of each land cover class in each altitude class  
         tables 
         select %output%_lc_alti.pat 
         reselect land-class = %lc% 
         statistics altitude_class %output%_area_lc%lc%_alti 
         sum area 
         end 
         select %output%_area_lc%lc%_alti 
         dropitem %output%_area_lc%lc%_alti frequency 
         alter sum-area area_lc%lc% 
         ~ 
         ~ 
         ~ 
         ~ 
         ~ 
         additem %output%_area_lc%lc%_alti land-class 2 5 B 
         calculate land-class = %lc% 
         quit 
 
/* Calculate the area of each land cover class in each slope class  
         tables 
         select %output%_lc_slope.pat 
         reselect land-class = %lc% 
         statistics slope_class %output%_area_lc%lc%_slope 
         sum area 
         end 
         select %output%_area_lc%lc%_slope 
         dropitem %output%_area_lc%lc%_slope frequency 
         alter sum-area area_lc%lc% 
         ~ 
         ~ 
         ~ 
         ~ 
         ~ 
         additem %output%_area_lc%lc%_slope land-class 2 5 B 
         calculate land-class = %lc% 
         quit 
 
/* Join the total area of each land cover class and the area of each land cover  
/* class within a altitude class together and calculate the percentage of area  
/* within each altitude class 
         indexitem %output%_area_lc land-class 
         indexitem %output%_area_lc%lc%_alti land-class 
         joinitem %output%_area_lc%lc%_alti %output%_area_lc  
%output%_area_lc%lc%_perc land-class 
         tables 
         select %output%_area_lc%lc%_perc  
         additem %output%_area_lc%lc%_perc perc_area 8 8 F 2 
         calculate perc_area = area_lc%lc% / lc_area * 100 
         kill %output%_area_lc%lc%_alti 
         quit 
          
/* Join the total area of each land cover class and the area of each land cover  
/* class within a altitude class together and calculate the percentage of area  
/* within each altitude class 
         indexitem %output%_area_lc land-class 
         indexitem %output%_area_lc%lc%_slope land-class 
         joinitem %output%_area_lc%lc%_slope %output%_area_lc  
           %output%_area_lc%lc%_perc land-class 
         tables 
         select %output%_area_lc%lc%_perc  
         additem %output%_area_lc%lc%_perc perc_area 8 8 F 2 
         calculate perc_area = area_lc%lc% / lc_area * 100 
         kill %output%_area_lc%lc%_slope 
         quit 
 
/* Turn on again the bail out function  
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        &severity &error &fail 
      &end         
   &end 
&return 
 
 
 
 
Centrality: 
The centrality of a land cover parcel is expressed in terms of distance in metres from a patch’s 
geographical centroid to the geographical centroid of the sample city and calculated using the AML 
Centrality.aml: 
 
 
 
/********************************************************************************** 
/* Centrality.aml 
/* 
/* The urban metrics centrality is calculated: the distance from each land cover  
/* parcel centroid within a city to the centroid of the city 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
&if %city% = aberdeen &then  
 &sv output = a 
&if %city% = bristol &then  
 &sv output = b 
&if %city% = cardiff &then  
 &sv output = ca 
&if %city% = coventry &then  
 &sv output = co 
&if %city% = derby &then  
 &sv output = d 
&if %city% = edinburgh &then  
 &sv output = e 
&if %city% = kingston_upon_hull &then  
 &sv output = k 
&if %city% = leicester &then  
 &sv output = l 
&if %city% = nottingham &then  
 &sv output = n 
&if %city% = plymouth &then  
 &sv output = p 
&if %city% = reading &then  
 &sv output = r 
&if %city% = sheffield &then  
 &sv output = s 
 
/*--------------------------------------------------------------------------------- 
/* Create centroids for each land cover patch 
/*--------------------------------------------------------------------------------- 
 
/* Create labels for each land cover patch 
      copy %output%_lc %output%_lc_cen 
      createlabels %output%_lc_cen 
 
/* Move the labels to the centre of the polygon and put them into a new point  
/* coverage 
centroidlabels %output%_lc_cen 
arcedit 
edit %output%_lc_cen 
ef point 
select all 
put %output%_lc_cpt 
quit 
 
/*--------------------------------------------------------------------------------- 
/* Create the geographical centroid of each city 
/*--------------------------------------------------------------------------------- 
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/* Create a new item ‘city’ to base the dissolve on and give each polygon the same  
/* value except the world polygon 
      copy %output%_lc %output%_temp 
tables 
select %output%_temp.pat 
additem %output%_temp.pat city 5 5 c 
calculate city = "%output%" 
reselect $RECNO = 1 
calculate city = "x" 
quit 
 
/* Dissolve on the dissolve item ‘city’ 
dissolve %output%_temp %output%_cen city poly 
 
/* Create the centroid of the city 
createlabels %output%_cen 
centroidlabels %output%_cen 
arcedit 
edit %output%_cen 
ef point 
select all 
put %output%_cpt 
quit 
 
/*--------------------------------------------------------------------------------- 
/* Calculate the distance between each land patch centroid and the centroid of the  
/* city 
/*--------------------------------------------------------------------------------- 
 
/* Calculate the distance between land class patch centroid and city centroid 
pointdistance %output%_lc_cpt %output%_cpt %output%_centemp 
 
/* Join the land class patch centroids to the ‘centroid distance table’ to get the  
/* unique patch id  
indexitem %output%_centemp %output%_lc_cpt# 
indexitem %output%_lc_cpt.pat %output%_lc_cpt# 
joinitem %output%_centemp %output%_lc_cpt.pat %output%_cendist  
%output%_lc_cpt# 
infodbase %output%_cendist %output%_cen_dist 
&end 
&return 
 
 
Results 
The results of the statistical land cover analysis at land cover class level are presented in Table A.V for 
main land cover classes and Table A.VI for minor land cover classes.  The tables show average values 
for inland cities (in black) and coastal cities (in grey italics). 
 
 
Table A.V: Summary results of the land cover analysis at land cover class level for main land cover 
classes 
 woodland arable land 
managed 
grassland 
unmanaged 
grassland 
built-up 
areas, 
gardens 
continuous 
urban 
industrial 
land 
no. of lc 
patches 
256 243 349 344 257 245 35 
230 219 290 270 175 197 19 
relative lc 
abundance 
13.10 12.75 18.49 17.75 13.11 12.51 1.78 
13.83 13.03 18.08 16.10 11.08 11.68 1.08 
land class 
size in km2 
13.23 29.69 23.50 14.85 54.48 22.28 7.27 
12.94 19.65 25.98 9.91 50.84 13.59 2.35 
percentage 
of lc size 
7.60 17.30 14.32 8.78 31.53 12.58 4.06 
8.95 14.10 15.65 6.79 35.22 10.06 1.89 
land class 
edge in km 
358.42 498.63 514.07 413.22 511.82 374.66 67.39 
330.25 367.11 280.77 294.68 434.80 291.65 39.14 
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Table A.V: continued 
 woodland arable land 
managed 
grassland 
unmanaged 
grassland 
built-up 
areas, 
gardens 
continuous 
urban 
industrial 
land 
lc edge 
density 
0.0021 0.0029 0.0031 0.0024 0.0039 0.0021 0.0004 
0.0023 0.0025 0.0032 0.0019 0.0043 0.0021 0.0003 
dispersion 
index 
1.099 1.063 1.186 1.178 1.016 0.986 0.411 
1.056 1.052 1.168 1.121 0.984 0.924 0.375 
adjacency 
woodland 
 21.80 21.82 14.77 25.13 7.33 2.30 
 18.76 27.53 11.25 27.76 7.49 0.77 
adjacency 
arable land 
15.19  31.13 19.61 20.08 6.37 1.86 
16.98  30.55 13.22 21.92 6.99 1.82 
adjacency 
man grass 
14.46 29.29  19.52 24.66 5.06 1.62 
19.71 24.40  15.40 28.93 4.41 1.04 
adjacency 
unman grass 
12.82 23.32 24.89  25.39 6.04 2.69 
12.74 18.08 24.37  30.88 4.98 1.53 
adjacency 
dry semi 
6.85 14.64 10.44 11.37 12.63 5.03 0 
21.49 11.73 9.04 6.08 12.22 2.08 1.50 
adjacency 
wet semi 
4.19 5.19 2.31 2.21 2.60 13.47 15.03 
0.70 3.15 2.67 4.38 3.26 1.98 0 
adjacency 
stand. water 
29.42 22.04 8.75 10.29 8.29 9.57 8.70 
11.60 15.46 6.37 4.09 14.39 16.10 0.93 
adjacency 
rock, sedi. 
3.48 18.07 11.09 6.00 19.25 2.35 13.95 
3.88 20.43 8.52 7.73 16.28 19.99 8.81 
adjacency  
sea, marine 
0 0 0 0 0 0 0 
14.37 12.91 11.05 8.03 18.91 14.53 2.10 
adjacency  
built-up 
12.93 13.69 18.12 14.55  33.17 2.24 
14.90 12.67 21.54 13.90  27.88 1.11 
adjacency 
con urban 
7.19 7.87 6.87 6.34 61.00  3.93 
6.44 8.23 6.96 4.55 59.21  1.60 
adjacency 
industrial  
10.46 11.54 10.45 15.09 19.79 18.38  
5.48 13.96 11.78 13.01 17.47 9.77  
adjacency 
roads, rail 
4.76 24.16 1.79 5.68 14.88 7.26 6.28 
0 7.98 0.90 0 0 5.96 0 
adjacency 
ports 
0 0 0 0 0 0 0 
0.77 9.22 2.80 2.35 8.98 30.24 3.60 
adjacency 
airports 
2.16 8.53 21.59 9.83 2.83 1.80 3.38 
1.29 7.63 18.89 4.39 11.00 1.68 0.60 
adjacency 
dump sites 
4.41 1.20 3.20 7.19 7.04 4.68 0 
0 0 0 0 0 0 0 
adjacency  
green areas 
12.26 6.49 20.26 14.67 32.98 9.76 1.40 
8.69 6.53 22.37 17.28 30.87 10.10 0.79 
adjacency  
sport leisure 
7.25 7.90 28.98 13.49 31.25 4.90 2.87 
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Table A.VI: Summary results of the land cover analysis at land cover class level for minor land cover classes 
 
dry semi-
natural 
wet semi-
natural 
standing 
water 
rock, 
sediment 
sea, 
marine 
roads, rail ports airports dump sites 
green 
urban 
areas 
sport and 
leisure 
facilities 
no. of lc patches 8 2 27 64 0 3 0 2 2 70 36 
17 2 15 81 17 1 12 4 0 53 29 
relative lc 
abundance 
0.34 0.07 1.45 3.29 0 0.12 0 0.11 0.06 3.13 1.88 
1.65 0.16 1.03 4.50 1.23 0.02 0.81 0.22 0 2.99 1.98 
land class size in 
km2 
0.17 0.03 1.92 1.90 0 0.21 0 0.06 0.19 1.80 0.50 
0.48 0.03 0.59 2.77 3.57 0.01 1.11 0.12 0 1.30 0.30 
percentage of lc 
size 
0.08 0.02 1.20 1.13 0 0.10 0 0.03 0.08 0.88 0.29 
0.54 0.02 0.46 1.76 2.50 0 0.90 0.09 0 0.80 0.25 
land class edge 
in km 
8.84 1.12 53.98 132.78 0 3.00 0 2.21 2.71 56.04 21.29 
17.28 1.30 16.13 83.46 42.54 0.34 22.50 4.29 0 40.07 14.04 
lc edge density 0.0001 0 0.0004 0.0010 0 0 0 0 0 0.0003 0.0001 
0.0002 0 0.0001 0.0005 0.0003 0 0.0002 0 0 0.0003 0.0001 
dispersion index 0.735 0.027 0.808 0.874 0 0.083 0 0.178 0.033 0.277 0.277 
0.715 0.116 0.907 0.831 0.713 0.006 0.245 0.037 0 0.274 0.266 
adjacency 
woodland 
0.17 0.02 3.92 0.55 0 0.06 0 0.04 0.05 1.60 0.45 
1.58 0.05 0.89 1.07 1.24 0 0.10 0.04 0 1.13 0.36 
adjacency arable 
land 
0.14 0.02 2.36 1.93 0 0.18 0 0.06 0.02 0.77 0.28 
1.59 0.05 1.01 2.47 1.21 0.02 0.95 0.14 0 0.80 0.28 
adjacency man 
grass 
0.15 0.01 0.88 1.23 0 0.01 0 0.17 0.04 1.72 1.29 
1.02 0.06 0.32 0.89 0.67 0 0.06 0.32 0 1.72 1.06 
adjacency 
unman grass 
0.19 0.01 1.15 0.72 0 0.07 0 0.10 0.13 1.81 0.67 
1.03 0.12 0.30 1.39 0.89 0 0.26 0.17 0 2.22 1.05 
adjacency dry 
semi-natural 
 0 3.77 0.40 0 0 0 0.30 0 0 1.25 
 0 0.38 0.40 0.59 0 0.56 0 0 0.49 0.10 
adjacency wet 
semi-natural 
0  5.01 0 0 0 0 0 0 0 0 
0  0.32 0 0.11 0 0 0 0 0.07 0.03 
adjacency 
standing water 
0.52 0.09  1.06 0 0.04 0 0 0.13 0.57 0.53 
0.96 0.42  6.56 1.98 0 19.06 0 0 1.64 0.48 
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Table A.VI: continued 
 
dry semi-
natural 
wet semi-
natural 
standing 
water 
rock, 
sediment 
sea, 
marine 
roads, rail ports airports 
dump 
sites 
green 
urban 
areas 
sport and 
leisure 
facilities 
adjacency 
rock, sediment 
0.14 0 1.63  0 0.04 0 0 0.40 1.45 0.16 
1.26 0 0.68  5.73 0.02 5.26 0.37 0 0.89 0.15 
adjacency  sea, 
marine 
0 0 0 0  0 0 0 0 0 0 
0.36 0.06 0.85 8.95  0 7.42 0 0 0.37 0.10 
adjacency  
built-up 
0.17 0.01 0.48 1.48 0 0.09 0 0.02 0.06 2.15 0.86 
1.19 0.04 0.59 2.23 0.84 0 0.44 0.14 0 1.71 0.81 
adjacency con 
urban 
0.14 0.06 1.04 3.84 0 0.09 0 0.02 0.06 1.28 0.29 
0.29 0.04 1.12 6.79 1.25 0.03 1.95 0.05 0 1.29 0.20 
adjacency 
industrial  
0 0.30 1.84 9.26 0 0.34 0 0.14 0 1.37 1.06 
3.00 0 0.33 18.35 1.82 0 3.70 0.16 0 0.78 0.40 
adjacency 
roads, rail 
0 0 0.71 0.72 0  0 0 0 0.44 0 
0 0 0 1.82 0  0 0 0 0 0 
adjacency 
ports 
0 0 0 0 0 0  0 0 0 0 
0 0 12.37 21.89 7.78 0  0 0 0 0 
adjacency 
airports 
0.31 0 0 0 0 0 0  0 0 0 
0 0 0 4.54 0 0 0  0 0 0 
adjacency 
dump sites 
0 0 1.40 4.24 0 0 0 0  0 0 
0 0 0 0 0 0 0 0  0 0 
adjacency  
green areas 
0 0 0.56 1.08 0 0.03 0 0 0  0.53 
0.17 0.02 0.46 2.50 0.02 0 0 0 0  0 
adjacency  
sport, leisure 
0.41 0 0.71 0.44 0 0 0 0 0 1.80  
0.42 0.03 0.18 0.08 0.10 0 0 0 0 0  
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The results of the analysis of associations between the topography and the land cover classes - the 
percentage of land cover class area per altitude and slope class are presented in Table A.VII for main 
land cover classes and Table A.VIII for minor land cover classes.  The tables show average values for 
inland cities (in black) and coastal cities (in grey italics).   
 
  
Table A.VII: Summary results of percentage of land cover class area per altitude and slope class for 
main land cover classes 
 woodland arable land 
managed 
grassland 
unmanaged 
grassland 
built-up 
areas, 
gardens 
continuous 
urban 
industrial 
land 
% area alt 
class 1 
7.54 8.74 7.32 7.46 4.79 9.63 15.22 
38.36 39.84 36.56 49.26 43.02 64.60 67.80 
% area alt 
class 2 
36.50 34.92 35.85 40.07 38.29 50.56 57.21 
28.96 34.91 30.77 27.47 34.64 24.04 12.08 
% area alt 
class 3 
36.12 34.58 32.80 32.59 39.70 31.21 24.42 
18.35 15.06 19.57 12.82 15.77 9.36 14.05 
% area alt 
class 4 
12.92 15.29 12.99 11.73 10.84 5.19 3.07 
9.24 7.40 8.92 7.15 5.20 1.48 6.07 
% area alt 
class 5 
6.92 7.08 11.05 8.16 6.37 3.42 0.07 
5.09 2.79 4.19 3.31 1.37 0.53 0 
% area slope 
class 1 
86.26 93.89 91.61 92.76 94.76 94.95 99.08 
68.82 88.34 84.48 84.17 89.62 93.34 98/18 
% area slope 
class 2 
11.12 5.59 7.41 6.33 4.94 4.69 0.91 
18.19 9.46 12.58 12.79 9.11 5.91 1.64 
% area slope 
class 3 
2.15 0.47 0.91 0.80 0.28 0.32 0.01 
8.20 1.71 2.43 2.24 1.09 0.61 0.17 
% area slope 
class 4 
0.44 0.06 0.07 0.10 0.03 0.04 0 
3.49 0.37 0.38 0.56 0.15 0.10 0.01 
% area slope 
class 5 
0.04 0 0 0.01 0 0 0 
1.30 0.14 0.14 0.25 0.03 0.03 0 
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Table A.VIII: Summary results of percentage of land cover class area per altitude and slope class for minor land cover classes 
 
dry semi-
natural 
wet semi-
natural 
standing 
water 
rock, 
sediment 
sea, marine roads, rail ports airports dump sites 
green 
urban 
areas 
sport and 
leisure 
facilities 
% area alt 
class 1 
32.85 50.90 67.59 14.96 0 20.99 0 26.92 0 5.26 7.06 
24.12 100.00 27.18 63.38 99.46 0 100.00 0 0 47.63 33.00 
% area alt 
class 2 
29.46 49.10 49.81 47.72 0 45.79 0 10.06 14.70 43.81 36.07 
28.44 0 19.04 25.80 0.59 89.70 0 66.06 0 37.42 36.30 
% area alt 
class 3 
10.44 0 18.17 29.90 0 33.23 0 29.68 47.55 38.46 38.67 
18.56 0 9.24 6.17 0 10.30 0 0.61 0 9.60 23.44 
% area alt 
class 4 
9.94 0 3.69 6.14 0 0 0 33.11 32.00 6.74 5.76 
18.28 0 1.35 3.50 0 0 0 20.00 0 4.78 5.40 
% area alt 
class 5 
17.32 0 1.16 1.29 0 0 0 0.22 5.76 5.74 12.44 
10.60 0 2.77 1.15 0 0 0 13.33 0 0.57 1.87 
% area slope 
class 1 
86.19 100.00 99.22 96.83 0 99.44 0 100.00 49.29 92.54 93.11 
38.79 99.53 90.94 94.77 92.12 100.00 97.59 94.64 0 90.90 90.61 
% area slope 
class 2 
12.76 0 0.76 2.96 0 0.56 0 0 35.65 7.28 6.88 
28.93 0.47 5.83 4.52 5.33 0 2.37 5.36 0 6.21 6.96 
% area slope 
class 3 
0.97 0 0.03 0.18 0 0 0 0 15.07 0.18 0.01 
18.04 0 1.99 0.53 2.16 0 0.04 0 0 1.18 1.93 
% area slope 
class 4 
0.08 0 0 0.02 0 0 0 0 0 0 0 
10.73 0 1.14 0.15 0.22 0 0 0 0 0.43 0.51 
% area slope 
class 5 
0 0 0 0.01 0 0 0 0 0 0 0 
3.51 0 0.10 0.04 0.19 0 0 0 0 1.28 0 
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As mentioned in the text, summary statistics for the analysis at land cover patch level are difficult to 
interpret due to the bias towards very small patches. For completion purposes the results of the 
analysis at land cover patch level are nevertheless reported here.  Table A.IX summarises the results 
for each land cover class by inland cities (in black) and coastal cities (in grey italics) for main land 
cover classes and Table A.X for minor land cover classes.  
 
 
Table A.IX: Summary results (mean) of the analysis at land cover patch level for main land cover 
classes 
 woodland arable land 
managed 
grassland 
unmanaged 
grassland 
built-up 
areas, 
gardens 
continuous 
urban 
industrial 
land 
mean patch 
size in km2 
0.052 0.122 0.067 0.043 0.212 0.098 0.208 
0.056 0.090 0.090 0.037 0.290 0.069 0.126 
mean % of 
patch size 
0.030 0.071 0.041 0.026 0.123 0.051 0.101 
0.039 0.064 0.054 0.025 0.201 0.051 0.116 
mean patch 
perimeter 
(km) 
1.40 2.05 1.47 1.20 2.86 1.65 2.45 
1.43 1.68 1.76 1.09 3.52 1.48 2.08 
mean 
perimeter  
area ratio 
0.048 0.051 0.042 0.046 0.220 0.217 0.129 
0.051 0.052 0.040 0.054 0.159 0.149 0.095 
mean CPA 1.84 1.88 1.72 1.74 1.99 1.86 1.86 
1.84 1.82 1.75 1.72 1.95 1.81 1.88 
mean 
circularity 
0.353 0.353 0.391 0.377 0.367 0.378 0.394 
0.353 0.364 0.392 0.381 0.367 0.387 0.376 
mean 
centrality 
(km) 
5.42 5.77 5.53 5.58 5.04 5.17 4.72 
5.30 8.83 5.18 5.22 5.12 4.81 5.65 
 
 
 
288 
 
 
Table A.X: Summary results (mean) of the analysis at land cover patch level for minor land cover classes 
 
dry semi-
natural 
wet semi-
natural 
standing 
water 
rock, 
sediment 
sea, marine roads, rail ports airports dump sites 
green 
urban 
areas 
sport and 
leisure 
facilities 
mean patch 
size in km2 
0.022 0.020 0.073 0.030 0 0.083 0 0.027 0.125 0.026 0.014 
0.029 0.017 0.041 0.024 0.216 0.012 0.095 0.028 0 0.025 0.014 
mean % of 
patch size 
0.011 0.011 0.045 0.018 0 0.038 0 0.016 0.051 0.013 0.008 
0.032 0.010 0.031 0.022 0.151 0.004 0.077 0.021 0 0.015 0.009 
mean patch 
perimeter 
(km) 
0.81 0.74 1.63 0.92 0 1.41 0 1.02 1.81 0.80 0.59 
1.03 0.65 1.11 1.04 2.59 0.51 1.93 1.03 0 0.76 0.48 
mean 
perimeter  
area ratio 
0.066 0.042 0.039 0.042 0 0.088 0 0.084 0.106 0.128 0.135 
0.044 0.049 0.042 0.045 0.046 0.101 0.077 0.111 0 0.112 0.139 
mean CPA 1.61 1.53 1.84 1.59 0 1.74 0 1.83 1.78 1.69 1.66 
1.77 1.57 1.73 1.64 2.14 1.52 1.88 1.73 0 1.62 1.60 
mean 
circularity 
0.424 0.442 0.366 0.428 0 0.403 0 0.381 0.387 0.423 0.434 
0.357 0.428 0.374 0.419 0.282 0.459 0.375 0.483 0 0.456 0.457 
mean 
centrality 
(km) 
6.06 4.32 5.12 4.72 0 5.54 0 6.58 6.31 4.07 5.36 
4.39 4.18 5.23 4.85 5.47 8.42 5.43 4.71 0 3.69 4.76 
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IV. Transportation network 
 
Statistical analysis 
Connectivity by distance from the city centre: 
The connectivity by distance from the city centre is expressed as the junction density in four zones 
from the city centre.  Junctions are defined as nodes within the transportation coverages that connect 
more than two arcs.  To count the number of arcs leading to a node the following VBA script, 
published on the ESRI forum website (http://forums.esri.com/Thread.asp?c=93&f=992&t=104236 
#294617) is used: 
 
Instructions from Prem Radhakrishnan as published on the ESRI forum website: 
1. Create a new point shapefile in ArcCatalog called %city%_node_junc 
2. Add two new items a) edges - string 
                     b) count - long integer 
3. Open the road network coverage (%city%_road_net) first in ArcMap and then the empty point 
coverage (%city%_node_junc) so that the point coverage is the first layer in the table of contents 
4. Open the Visual Basic Editor (in ArcMap - Tools-Macros-Visual Basic Editor) 
5. In the VBA Editor go to Tools-References and tick 'Microsoft Scripting RunTime' 
6. In the VBA Editor go to Insert-Module 
7. Copy the code into the module 
8. Hit Run 
 
The output shapefile is then converted into a coverage and intersected for each sample city with the 
four zones as described for the spatial topography analysis (see AML Spatial_Topography.aml above): 
Arc: shapearc %city%_node_junc %city%_node_junc 
Arc: intersect %city%_node_junc %output%_buf_4clip %city%_junc_zones point 
 
To compute the connectivity measure all nodes within each zone are then selected that have more 
than 2 arcs (edges > 2) and the junction density calculated as the number of selected nodes divided by 
the area of the zone multiplied by 1,000,000 (to calculate the junction density in km2). 
 
 
Minor road density by distance from the city centre: 
To calculate the minor road density by distance from the city centre the minor road coverage for each 
sample city is intersected with the four buffer zones created for the spatial topographic analysis (see 
AML Spatial_Topography.aml above).  The density of minor roads in each sample city is then calculated 
for the four zones using the following AML: 
  
/********************************************************************************** 
/* Minor_Road_Density.aml 
/* 
/* The density of minor roads within different zones from the city centre of  
/* the sample cities is calculated 
/* 
/* Zones: 1km, 2.5km, 5km, 15km 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
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   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the minor roads with the buffer zones and calculate the density of  
/* minor roads within each zone 
/*--------------------------------------------------------------------------------- 
 
/* Calculate the total area of each buffer zone 
      statistics %output%_buf_4clip.pat %output%_area_buf buf_dist 
      sum area 
      end 
 
/* Intersect the minor roads with the buffer zones 
      intersect %output%_min_road %output%_buf_4clip %output%_minrd_buf line 
 
/* Calculate the length of minor roads within each buffer zone 
      statistics %output%_minrd_buf.aat %output%_minrd_length buf_dist 
      sum length 
      end 
 
/* Join the two tables (total area of buffer zone and length of minor roads within  
/* a buffer zone) together  
      indexitem %output%_area_buf buf_dist 
      indexitem %output%_minrd_length buf_dist 
      joinitem %output%_area_buf %output%_minrd_length %output%_minrd_density  
buf_dist 
      tables 
      select %output%_minrd_density 
      alter sum-area buf_area 
      ~ 
      ~ 
      ~ 
      ~ 
      alter sum-length minrd_length 
      ~ 
      ~ 
      ~ 
      ~  
      dropitem %output%_minrd_density frequency 
      reselect $recno = 1 
      purge 
      y 
       
/* Calculate the road density within each buffer zone 
      additem %output%_minrd_density minrd_density 8 18 F 6 
      calculate minrd_density = minrd_length / buf_area 
      quit 
     
   &end 
&return 
 
 
 
Altitude of the transportation network by distance from the city centre: 
The transportation network of the sample cities (motorways, major roads, minor roads and railways) 
are intersected with the DTM of the sample cities and the four zones increasing in distance from the 
291 
 
 
city centre.  The average altitude values for each road type and railways are then calculated within 
each of the four zones: 
 
/********************************************************************************** 
/* Altitude_trans_net.aml 
/* 
/* The average altitude values for motorways, major roads, minor roads and  
/* railways within different zones from the city centre of the sample cities  
/* are calculated. 
/* 
/* Zones: 1km, 2.5km, 5km, 15km 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull 
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
&call motorway 
&end 
&return 
 
/******************* 
&routine motorway 
/******************* 
 
/*--------------------------------------------------------------------------------- 
/* Not all sample cities have a motorway within their city boundaries. Therefore,  
/* check first if a motorway coverage for a city exists and if yes, intersect the  
/* motorway coverage with the DTM buffer zones (buffer zones created in the AML  
/* Spatial_Topography.aml. 
/* Then the average altitude values for the motorways within the four buffer zones  
/* are calculated. 
/*--------------------------------------------------------------------------------- 
 
        &if [exists %output%_motorway -line] &then 
        &do 
                
/* Intersect the motorways with the altitude buffer zones 
        intersect %output%_motorway %output%_ave_alti %output%_moto_alti line 
       
/* Calculate the average altitude values within each buffer zone 
        statistics %output%_moto_alti.aat %output%_average_moto_altitude buf_dist 
        mean grid-code 
        minimum grid-code 
        maximum grid-code 
        end 
        infodbase %output%_average_moto_altitude %output%_average_motorway_altitude 
        &else 
         &do 
            &call other_transport 
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         &end       
        &return 
 
 
/************************** 
&routine other_transport 
/************************** 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the major road, minor road and railway coverages with the DTM buffer  
/* zones (buffer zones created in the AML Spatial_Topography.aml).  Then calculate  
/* the average altitude values for different road types and railways within the  
/* four buffer zones. 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the major roads, minor roads and railways with the altitude buffer  
/* zones 
       intersect %output%_major_road %output%_ave_alti %output%_major_alti line 
       intersect %output%_min_road %output%_ave_alti %output%_minor_alti line 
       intersect %output%_rail_net %output%_ave_alti %output%_rail_alti line 
       
/* Calculate the average altitude values within each buffer zone 
       statistics %output%_major_alti.aat %output%_average_major_altitude buf_dist 
       mean grid-code 
       minimum grid-code 
       maximum grid-code 
       end 
       statistics %output%_minor_alti.aat %output%_average_minor_altitude buf_dist 
       mean grid-code 
       minimum grid-code 
       maximum grid-code 
       end 
       statistics %output%_rail_alti.aat %output%_average_rail_altitude buf_dist 
       mean grid-code 
       minimum grid-code 
       maximum grid-code 
       end 
       infodbase %output%_average_major_altitude  
%output%_average_major_road_altitude 
       infodbase %output%_average_minor_altitude  
%output%_average_minor_road_altitude 
       infodbase %output%_average_rail_altitude  
%output%_average_rail_altitude 
 
   &return 
            
 
Land cover classes adjacent to the transportation network: 
The transportation network is buffered using different buffer sizes for different road types and 
railways.  The land cover coverage of the sample city is then intersected with the buffers and the 
proportion of each land cover class calculated using the following AML: 
 
/********************************************************************************** 
/* LC_near_trans_net.aml 
/* 
/* A buffer is created around the transportation networks (motorways, major  
/* roads, minor roads and railways) in each sample city and the  
/* percentage of area for each land class within this buffer calculated 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull 
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
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   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
    
&call motorway 
&end 
&return 
/******************* 
&routine motorway 
/******************* 
 
/*--------------------------------------------------------------------------------- 
/* Not all sample cities have a motorway within their city boundaries.  Therefore,  
/* check first if a motorway coverage for a city exists and if yes, create a 75 m  
/* buffer around the motorways  
/*--------------------------------------------------------------------------------- 
          
          &if [exists %output%_motorway -line] &then 
          &do 
          buffer %output%_motorway %output%_motorw_buf # # 75 # line 
 
 
 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the motorway buffer with the land class coverage and calculate the  
/* percentage area for each land class within the motorway buffer 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the buffer with the land cover coverage 
          intersect %output%_motorw_buf %output%_lc %output%_motorw_lc poly 
   
/* Calculate the total area of the buffer (inside 100 = buffer) 
          statistics %output%_motorw_lc.pat %output%_mobuf_area inside 
          sum area 
          end 
          indexitem %output%_motorw_lc.pat inside 
          indexitem %output%_mobuf_area inside 
          joinitem %output%_motorw_lc.pat %output%_mobuf_area %output%_motorw_lc  
inside 
 
/* Delete all records from the table that are not inside the buffer 
          tables 
          select %output%_motorw_lc 
          reselect inside = 1 
          purge 
          y 
          quit 
 
/* Calculate the area for each land class within the buffer 
          statistics %output%_motorw_lc %output%_buf_lc_area land-class 
          sum area 
          maximum sum-area 
          end 
                
/* Calculate the percentage of each land class area within the buffer 
          tables 
          select %output%_buf_lc_area 
          dropitem %output%_buf_lc_area frequency 
          alter sum-area lc_area 
          ~ 
          ~ 
          ~ 
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          ~ 
          ~ 
          alter max-sum-area total_area 
          ~ 
          ~ 
          ~ 
          ~ 
          ~ 
          additem %output%_buf_lc_area lc_perc 8 18 f 6 
          calculate lc_perc = lc_area / total_area * 100 
          reselect land-class = 0 
          purge 
          y 
          quit 
          infodbase %output%_buf_lc_area %output%_motorway_lc_area_perc        
            &call major_road 
         &end                                      
      &else 
         &do 
            &call other_transport 
         &end 
      &return 
 
/************************** 
&routine other_transport 
/************************** 
 
/*--------------------------------------------------------------------------------- 
/* Create a 50 m buffer around the major roads and railways and a 25 m buffer  
/* around minor roads  
/*--------------------------------------------------------------------------------- 
 
      buffer %output%_major_road %output%_maroad_buf # # 50 # line 
      buffer %output%_railway %output%_rail_buf # # 50 # line         
      buffer %output%_min_road %output%_miroad_buf # # 25 # line 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the road and rail buffers with the land class coverage and calculate  
/* the percentage area for each land class within the buffers 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the buffers with the land class coverage  
      intersect %output%_maroad_buf %output%_lc %output%_maroad_lc poly 
      intersect %output%_miroad_buf %output%_lc  %output%_miroad_lc poly 
      intersect %output%_rail_buf %output%_lc %output%_rail_lc poly 
             
/* Calculate the total area of the buffers (inside 100 = buffer) 
      statistics %output%_maroad_lc.pat %output%_mabuf_area inside 
      sum area 
      end 
      indexitem %output%_maroad_lc.pat inside 
      indexitem %output%_mabuf_area inside 
      joinitem %output%_maroad_lc.pat %output%_mabuf_area %output%_maroad_lc inside 
      statistics %output%_miroad_lc.pat %output%_mibuf_area inside 
      sum area 
      end 
      indexitem %output%_miroad_lc.pat inside 
      indexitem %output%_mibuf_area inside 
      joinitem %output%_miroad_lc.pat %output%_mibuf_area %output%_miroad_lc inside 
      statistics %output%_rail_lc.pat %output%_railb_area inside 
      sum area 
      end 
      indexitem %output%_rail_lc.pat inside 
      indexitem %output%_railb_area inside 
      joinitem %output%_rail_lc.pat %output%_railb_area %output%_rail_lc inside 
 
/* Delete all records from the table that are not inside the buffers 
      tables 
      select %output%_maroad_lc 
      reselect inside = 1 
      purge 
      y 
      select %output%_miroad_lc 
      reselect inside = 1 
      purge 
      y  
      select %output%_rail_lc 
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      reselect inside = 1 
      purge 
      y 
      quit 
 
/* Calculate the area for each land class within the buffers 
      statistics %output%_maroad_lc %output%_mabuf_lc_area land-class 
      sum area 
      maximum sum-area 
      end 
      statistics %output%_miroad_lc %output%_mibuf_lc_area land-class 
      sum area 
      maximum sum-area 
      end 
      statistics %output%_rail_lc %output%_rbuf_lc_area land-class 
      sum area 
      maximum sum-area 
      end 
 
/* Calculate the percentage of each land class area within the buffers 
      tables 
      select %output%_mabuf_lc_area 
      dropitem %output%_mabuf_lc_area frequency 
      alter sum-area lc_area 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      alter max-sum-area total_area 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      additem %output%_mabuf_lc_area lc_perc 8 18 f 6 
      calculate lc_perc = lc_area / total_area * 100 
      reselect land-class = 0 
      purge 
      y 
      select %output%_mibuf_lc_area 
      dropitem %output%_mibuf_lc_area frequency 
      alter sum-area lc_area 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      alter max-sum-area total_area 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      additem %output%_mibuf_lc_area lc_perc 8 18 f 6 
      calculate lc_perc = lc_area / total_area * 100 
      reselect land-class = 0 
      purge 
      y 
      select %output%_rbuf_lc_area 
      dropitem %output%_rbuf_lc_area frequency 
      alter sum-area lc_area 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      alter max-sum-area total_area 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      additem %output%_rbuf_lc_area lc_perc 8 18 f 6 
      calculate lc_perc = lc_area / total_area * 100 
      reselect land-class = 0 
      purge 
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      y 
      quit 
 
      infodbase %output%_mabuf_lc_area %output%_major_road_lc_area_perc 
      infodbase %output%_mibuf_lc_area %output%_minor_road_lc_area_perc 
      infodbase %output%_rbuf_lc_area %output%_railway_lc_area_perc 
      infodbase %output%_rtbuf_lc_area %output%_tunnel_lc_area_perc 
  
   &return 
 
 
 
 
 
Results 
In this section results of the statistical analysis of the transportation network are shown that are not 
reported or illustrated in the main text.  
 
Interactions between topography and transportation network: 
Table A.I shows the mean altitude values of the transportation network by distance from the city 
centre. 
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Table A.XI: Altitude of transportation network by distance from city centre 
 
 Main roads Minor roads Railways 
 Average 
altitude 
0–1 km 
Average 
altitude 
1–2.5 km 
Average 
altitude 
2.5–5 km 
Average 
altitude 
>5 km 
Average 
altitude 
0–1 km 
Average 
altitude 
1–2.5 km 
Average 
altitude 
2.5–5 km 
Average 
altitude 
>5 km 
Average 
altitude 
0–1 km 
Average 
altitude 
1–2.5 km 
Average 
altitude 
2.5–5 km 
Average 
altitude 
>5 km 
Aberdeen 19.87 34.70 52.14 49.96 19.23 32.16 66.41 60.76 16.52 24.96 33.46 48.55 
Bristol 15.33 31.19 50.03 57.01 23.32 37.00 51.49 60.51 7.17 23.43 29.36 35.36 
Cardiff 7.28 10.73 24.34 46.63 8.09 11.61 28.72 49.09 7.85 10.84 22.05 33.93 
Edinburgh 62.41 48.75 43.77 88.37 64.22 51.51 53.56 85.11 64.14 41.77 42.45 62.16 
Kingston  1.62 2.72 3.26 21.20 1.67 3.01 3.91 14.50 3.33 3.19 3.00 5.98 
Plymouth 17.15 31.40 40.63 71.16 20.62 32.58 48.26 65.62 21.33 15.45 12.91 19.73 
Mean coastal cities 20.61 26.58 35.70 55.72 22.86 27.98 42.06 55.93 20.06 19.94 23.87 34.29 
Stdev coastal cities 21.57 16.87 18.69 22.86 21.89 17.69 22.30 23.46 22.59 13.40 14.33 19.97 
Coventry 83.99 90.30 88.51 96.23 84.67 91.07 93.66 107.43 93.82 89.79 89.04 89.88 
Derby 53.51 67.52 71.89 62.17 54.88 64.20 72.44 68.01 44.25 46.45 50.64 47.68 
Leicester 62.04 64.61 77.58 83.47 64.17 65.67 78.95 86.01 65.78 65.04 74.79 74.45 
Nottingham 46.23 48.89 52.44 58.73 48.14 54.51 60.95 61.80 26.67 27.18 33.68 39.17 
Reading  42.19 49.19 57.27 48.02 43.31 49.89 61.55 60.76 36.35 43.67 47.37 46.28 
Sheffield 62.65 80.32 106.83 98.69 70.56 100.30 135.87 123.26 57.21 61.80 60.62 61.52 
Mean inland cities 58.44 66.81 75.75 74.55 60.96 70.94 83.90 84.55 54.01 55.66 59.36 59.83 
Stdev inland cities 14.97 16.56 20.16 21.16 15.35 20.27 28.21 26.00 24.03 21.59 20.00 19.38 
Overall mean 39.52 46.69 55.72 65.14 41.91 49.46 62.98 70.24 37.04 37.80 41.61 47.06 
Stdev all cities 26.52 26.37 27.95 23.19 26.19 28.85 32.64 27.95 28.44 25.32 24.87 23.02 
 
298 
 
 
Land cover classes adjacent to the transportation network: 
Figure A.II. Land cover classes adjacent to the major road network 
 
 
Figure A.III: Land cover classes adjacent to the rail network 
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V. Population 
 
Statistical analysis 
 
Centrality: 
The centrality of the population is calculated using the following AML: 
 
/********************************************************************************** 
/* Pop_centrality.aml 
/* 
/* The population density is calculated within different zones from the city  
/* centre  
/* 
/* Zones: 1km, 2.5km, 5km, 15km 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
/*--------------------------------------------------------------------------------- 
/* Create four buffers around the city centre (1000m, 2500m, 5000m and 15000m) and  
/* put them into one file 
/*--------------------------------------------------------------------------------- 
 
/* Create the four buffers 
      buffer %output%_centre %output%_buf_1000 # # 1000 # point 
      buffer %output%_centre %output%_buf_2500 # # 2500 # point 
      buffer %output%_centre %output%_buf_5000 # # 5000 # point 
      buffer %output%_centre %output%_buf_15000 # # 15000 # point 
  
/* Put the four buffers into one file 
      union %output%_buf_1000 %output%_buf_2500 %output%_buf_1 
      union %output%_buf_1 %output%_buf_5000 %output%_buf_2 
      union %output%_buf_2 %output%_buf_15000 %output%_buf_4z 
  
/* Add a new item to the buffer coverage and attribute it with the buffer distance 
      tables 
      select %output%_buf_4z.pat 
      additem %output%_buf_4z.pat buf_dist 4 5 b 
      reselect $recno = 2 
      calculate buf_dist = 15000 
      select %output%_buf_4z.pat 
      reselect $recno = 3 
      calculate buf_dist = 5000 
      select %output%_buf_4z.pat 
      reselect $recno = 4 
      calculate buf_dist = 2500 
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      reselect $recno = 5 
      calculate buf_dist = 1000 
      quit 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the population with the four buffer zones and calculate the population 
/* density 
/*--------------------------------------------------------------------------------- 
 
/* Clip the buffer zones to the extent of the sample city 
      intersect %output%_buf_4z %output%_boundary %output%_buffer poly 
 
/* Calculate the area for each buffer zone 
         Tables 
         select %output%_buffer.pat 
         statistics buf_dist %output%_area_buffer 
         sum area 
         end 
         select %output%_area_buffer 
         additem %output%_area_buffer area_km 8 18 F 5 
         calculate area_km = sum-area / 1000000 
         Quit 
 
/* Intersect the population with the buffer zones 
      intersect %output%_ap_pop %output%_buffer %output%_pop_buf poly 
  
/* Calculate the population for each zone 
         Tables 
         select %output%_pop_buf.pat 
         statistics buf_dist %output%_pop_buffer 
         sum ap_pop 
         end 
         Quit 
 
/* Calculate the population density for each zone 
         indexitem %output%_area_buffer buf_dist 
         indexitem %output%_pop_buffer buf_dist 
         joinitem %output%_area_buffer %output%_pop_buffer %output%_popdens_buffer  
           buffer 
         Tables 
         select %output%_popdens_buffer 
         additem %output%_popdens_buffer %output%_pop_dens 8 18 f 5 
         calculate %output%_pop_dens = sum-ap_pop / area_km 
         Quit 
         &end 
&return 
 
 
 
Topographic pattern: 
The influence of the altitude and the slope angle on the spatial distribution of the population is 
computed as the population density in the five altitude classes  (class 1: 0m - 35m, class 2: >35m – 
70m, class 3: >70m – 105m, class 4: >105m – 140m, class 5: >140m) and five slope classes (class 1: 0 – 10, 
class 2: >10 – 20, class 3: >20 – 30, class 4: >30 – 40, class 5: >40) using the following AML: 
 
/********************************************************************************** 
/* Pop_Topography.aml 
/* 
/* For each altitude and slope class the population density is computed. 
/* 
/* Altitude classes: 1: 0 - 35m, 2: >35 - 70m, 3: >70 - 105m, 4: >105 - 140m, 
/*                   5: >140m 
/* 
/* Slope classes: 1: 0 - 10, 2: >10 - 20, 3: >20 - 30, 4: >30 - 40, 5: >40 
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
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      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
/*--------------------------------------------------------------------------------- 
/* Create five altitude classes 
/* Altitude classes: 1: 0 - 35m 
/*                   2: >35 - 70m 
/*                   3: >70 - 105m 
/*                   4: >105 - 140m 
/*                   5: >140m 
/*--------------------------------------------------------------------------------- 
 
/* Add a new item 'altitude class' to the DTM of the sample cities and calculate  
/* the five altitude classes 
      tables 
      select %output%_dtm.pat 
      additem %output%_dtm.pat altitude_class 2 5 B  
      reselect $recno GT 1 
      reselect grid-code LE 35 
      calculate altitude_class = 1 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 35 and grid-code LE 70 
      calculate altitude_class = 2 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 70 and grid-code LE 105 
      calculate altitude_class = 3 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 105 and grid-code LE 140 
      calculate altitude_class = 4 
      select %output%_dtm.pat 
      reselect $recno GT 1 
      reselect grid-code GT 140  
      calculate altitude_class = 5 
      quit 
 
/*--------------------------------------------------------------------------------- 
/* Create five slope classes 
/* Slope classes: 1: 0 - 10 
/*                2: >10 - 20 
/*                3: >20 - 30 
/*                4: >30 - 40 
/*                5: > 40 
/*--------------------------------------------------------------------------------- 
 
/* Add a new item 'slope class' to the slope coverage of the sample cities and  
/* calculate the slope classes 
      tables 
      select %output%_slope.pat 
      additem %output%_slope.pat slope_class 2 5 B 
      reselect $recno GT 1 
      reselect slope LE 10 
      calculate slope_class = 1 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 10 and slope LE 20 
      calculate slope_class = 2 
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      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 20 and slope LE 30 
      calculate slope_class = 3 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 30 and slope LE 40 
      calculate slope_class = 4 
      select %output%_slope.pat 
      reselect $recno GT 1 
      reselect slope GT 40  
      calculate slope_class = 5 
      quit 
 
/*--------------------------------------------------------------------------------- 
/* Intersect the population with the altitude and slope classes and calculate the 
/* population density of each altitude and slope class 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the population with the altitude classes 
      intersect %output%_ap_pop %output%_dtm %output%_pop_alti poly 0.01 
 
/* Intersect the population with the slope classes 
      intersect %output%_ap_pop %output%_slope %output%_pop_slope poly 0.01 
 
/* Calculate the total area and total population for each altitude and slope class      
      statistics %output%_pop_alti.pat %output%_area_altitude altitude_class 
      sum area 
      sum ap_pop 
      end 
      tables 
      select %output%_area_altitude  
      dropitem %output%_area frequency 
    additem %output%_area_altitude area_km 8 18 F 5 
      calculate area_km = sum-area / 1000000 
      alter sum-ap_pop altitude_pop 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
 
      Quit 
      statistics %output%_pop_slope.pat %output%_area_slope slope_class 
      sum area 
      sum ap_pop 
      end 
      tables 
      select %output%_area_slope  
      dropitem %output%_area frequency 
    additem %output%_area_slope area_km 8 18 F 5 
      calculate area_km = sum-area / 1000000       
      alter sum-ap_pop slope_pop 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
 
      Quit 
 
/* Calculate the population density for each altitude and slope class 
      Tables 
         select %output%_area_altitude 
         additem %output%_ area_altitude %output%_pop_dens 8 18 f 5 
         calculate %output%_pop_dens = altitude_pop / area_km 
         select %output%_area_slope 
         additem %output%_ area_slope %output%_pop_dens 8 18 f 5 
         calculate %output%_pop_dens = slope_pop / area_km 
      Quit 
      &end 
&return 
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Population density close to main roads: 
The transportation network is buffered using increasing buffer sizes (0 – 100m, > 100 – 500m, > 500m).  
The population is then intersected with the buffers and the population density calculated for each 
zone using the following AML: 
 
/********************************************************************************** 
/* Pop_dens_road.aml 
/* 
/* Computes for each sample city buffers around the main roads which are then  
/* intersected with the population coverage and population density calculated for  
/* each distance zone 
/* 
/* Buffer zones: 1: 0 - 100m, 2: >100 - 500m, 3: >500m 
/********************************************************************************** 
 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
 leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
/*--------------------------------------------------------------------------------- 
/* Create three buffer zones around the main road network ranging from 0 - 100 m, > 
/* 100 - 500m, >500m 
/*--------------------------------------------------------------------------------- 
 
/* Buffer the major roads  
         buffer %output%_major_road %output%_100 # # 100 # line 
         buffer %output%_major_road %output%_500 # # 500 # line 
         buffer %output%_major_road %output%_5000 # # 5000 # line 
 
/* Change the inside item to reflect the buffer size 
          tables 
          select %output%_100.pat  
          reselect inside = 100 
          calculate inside = 100 
          alter inside buffer100 
          ~ 
          ~ 
          ~ 
          ~ 
          ~ 
          select %output%_500.pat  
          reselect inside = 100 
          calculate inside = 500 
          alter inside buffer500 
          ~ 
          ~ 
          ~ 
          ~ 
          ~ 
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          select %output%_5000.pat  
          reselect inside = 100 
          calculate inside = 5000 
          alter inside buffer5000 
          ~ 
          ~ 
          ~ 
          ~ 
          ~ 
          Quit 
 
 
/* Overlay the three buffers to create one buffer coverage 
         union %output%_500 %output%_100 %output%_buffer  
         union %output%_temp %output%_100 %output%_buffer          
         Tables 
         select %output%_buffer.pat 
         additem %output%_buffer.pat buffer 4 5 b 
         reselect buffer5000 = 5000 
         calculate buffer = 5000 
         select %output%_buffer.pat 
         reselect buffer500 = 500 
         calculate buffer = 500 
         select %output%_buffer.pat 
         reselect buffer100 = 100 
         calculate buffer = 100 
         dropitem %output%_buffer.pat %output%_500# %output%_500-id buffer500  
           %output%_100# %output%_100-id buffer100 
         Quit 
         
 
/*--------------------------------------------------------------------------------- 
/* Calculate the population density for each buffer zone 
/*--------------------------------------------------------------------------------- 
 
/* Calculate the area for each buffer zone 
         Tables 
         select %output%_buffer.pat 
         statistics buffer %output%_area_buffer 
         sum area 
         end 
         select %output%_area_buffer 
         additem %output%_area_buffer area_km 8 18 F 5 
         calculate area_km = sum-area / 1000000 
         Quit 
 
/* Intersect the population with the zones 
        intersect %output%_ap_pop %output%_buffer %output%_buffer_pop point 
 
/* Calculate the population for each zone 
         Tables 
         select %output%_buffer_pop.pat 
         statistics buffer %output%_pop_buffer 
         sum ap_pop 
         end 
         Quit 
 
/* Calculate the population density for each zone 
         indexitem %output%_area_buffer buffer 
         indexitem %output%_pop_buffer buffer 
         joinitem %output%_area_buffer %output%_pop_buffer %output%_popdens_buffer  
           buffer 
         Tables 
         select %output%_popdens_buffer 
         additem %output%_popdens_buffer %output%_pop_dens 8 18 f 5 
         calculate %output%_pop_dens = sum-ap_pop / area_km 
         Quit 
         &end 
&return 
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Population density by land cover class: 
The population density is computed for each land cover class using the following AML: 
 
/********************************************************************************** 
/* Pop_dens_lc.aml 
/* 
/* Computes the population density for each land cover class 
/********************************************************************************** 
 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
  leicester nottingham plymouth reading sheffield 
 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
/*--------------------------------------------------------------------------------- 
/* Calculate the population density for each land cover class 
/*--------------------------------------------------------------------------------- 
 
/* Calculate the total area for each land cover class within each sample city 
      statistics %output%_lc %output%_lc_total_area lc 
      sum area 
      end 
      Tables 
      select %output%_lc_total_area 
      additem %output%_lc_total_area area_km2 8 10 f 2 
      calculate area_km2 = sum-area / 1000000 
      dropitem %output%_lc_total_area frequency sum-area 
      Quit 
 
/* Calculate the number of people within each land cover class 
      intersect %output%_ap_pop %output%_lc %output%_ap_lc point 0.01 
      statistics %output%_ap_lc.pat %output%_pop_lc lc 
      sum ap_pop 
      end 
      Tables 
      select %output%_pop_lc 
      dropitem %output%_pop_lc frequency 
      alter sum-ap_pop pop_lc 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      Quit 
 
 
 
/* Calculate the population density per land cover class 
      indexitem %output%_lc_total_area lc 
      indexitem %output%_pop_lc lc 
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      joinitem %output%_lc_total_area %output%_pop_lc %output%_popdens_lc lc 
 
      Tables 
      select %output%_popdens_lc 
      additem %output%_popdens_lc pop_dens 8 10 f 6 
      additem %output%_popdens_lc city 5 5 c 
      calculate city = "%output%" 
      calculate pop_dens = pop_lc / area_km2 
      Quit 
    
      infodbase %output%_popdens_lc %output%_popdens_lc 
 
      kill %output%_ap_lc all 
      killinfo %output%_lc_total_area 
      killinfo %output%_pop_lc     
      &end 
&return 
 
 
 
 
Population density by land cover patch: 
The population density is computed for each land cover patch in each land cover class using the 
following AML: 
 
/********************************************************************************** 
/* Pop_density_lc_patch.aml 
/* 
/* The population density is calculated for each land cover patch  
/*  
/********************************************************************************** 
 
&do city &list aberdeen bristol cardiff coventry derby edinburgh kingston_upon_hull  
  leicester nottingham plymouth reading sheffield 
 
   &if %city% = aberdeen &then  
      &sv output = a 
   &if %city% = bristol &then  
      &sv output = b 
   &if %city% = cardiff &then  
      &sv output = ca 
   &if %city% = coventry &then  
      &sv output = co 
   &if %city% = derby &then  
      &sv output = d 
   &if %city% = edinburgh &then  
      &sv output = e 
   &if %city% = kingston_upon_hull &then  
      &sv output = k 
   &if %city% = leicester &then  
      &sv output = l 
   &if %city% = nottingham &then  
      &sv output = n 
   &if %city% = plymouth &then  
      &sv output = p 
   &if %city% = reading &then  
      &sv output = r 
   &if %city% = sheffield &then  
      &sv output = s 
 
 
*---------------------------------------------------------------------------------- 
/* Compute the population density for each land cover patch based on the  
/* residential address point population 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the population with the land cover coverage 
      intersect %output%_ap_pop %output%_lc %output%_pop point 0.01 
 
/* Calculate the population per land cover patch 
      statistics %output%_pop.pat pop parcel_id 
      sum ap_pop 
      end 
      Tables 
      select pop 
      alter sum-ap_pop pop 
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      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      dropitem pop frequency 
      Quit 
 
/* Join the population to the land cover coverage 
      indexitem pop parcel_id 
      indexitem %output%_lc_pred.pat parcel_id 
      joinitem %output%_lc_pred.pat pop %output%_lc_pred.pat parcel_id 
 
/* Calulate the population density for each patch 
      Tables 
      select %output%_lc.pat  
      additem %output%_lc.pat pop_dens 8 8 f 4 
      calculate pop_dens = pop / area 
      dropitem %output%_lc.pat pop 
      Quit 
   &end 
&return 
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Results 
Results of the statistical analysis of population patterns not given in the text are reported in Table 
A.XI.   
 
Table A.XII: Population densities in the sample cities (pop/km2) 
  
 < 100 m                     
from main road 
100 - 500 m                      
from main road 
> 500 m                      
from main road 
Bristol 2,812 2,279 1,658 
Cardiff 2,824 2,727 1,789 
Edinburgh 4,037 3,105 2,312 
Hull 1,818 2,250 2,500 
Plymouth 2,632 2,581 1,295 
Mean coastal cities 2,903 2,564 1,902 
SD coastal cities 735 321 440 
Coventry 2,734 2,865 1,876 
Derby 1,839 1,849 1,747 
Leicester 2,809 3,104 1,494 
Nottingham 2,807 2,517 1,586 
Reading 2,798 2,246 1,588 
Sheffield 2,706 2,525 2,009 
Mean inland cities 2,616 2,518 1,717 
SD inland cities 383 444 197 
Overall mean  2,759 2,541 1,809 
Overall Median 2,803 2,521 1,768 
Overall SD 579 370 339 
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I. Construction approach: Topography 
 
The Land-Form PANORAMA Digital Terrain Model (DTM) from Ordnance Survey® was 
downloaded from the Digimap website (http://edina.ac.uk/digimap) for Axminster and processed 
using the following steps: 
 
Clipping the DTM to the dimensions of SIENA: 
Arc: grid 
Grid: gridclip SIENA_dtm_gd cover SIENA_boundary 
Grid: quit 
Arc: gridpoly SIENA_dtm_gd SIENA_dtm 
       
Rescaling the coordinates:   
The coordinates of the Digital Terrain Model were rescaled, attributing the lower, left corner with x 
and y coordinates of 0,0: 
Arc: gridpoint SIENA_dtm_gd SIENA_dtm_pt altitude  
/* creates a point coverage of the DTM 
 
The coordinates of the points were then calculated in ArcMap, the table of the point coverage 
exported as a DBASE table and the coordinates transformed in SPSS:  
x_trans = (x – x
min) / a + b  
y_trans = (y – y
min) / a + b 
 
where, x is the original x coordinate, y the original y coordinate, x_trans the transformed x 
coordinate, y_trans the transformed y coordinate, a the cell spacing of the grid (50) and b the centre of 
the grid cell (0.5). 
 
The DABSE table was then converted first into a point coverage, then into a point grid and the point 
grid converted into a polygon grid: 
Arc: pointgrid SIENA_dtm_pt SIENA_dtm_gd altitude 
      Cell Size (square cell): 50 
      Convert the Entire Coverage (Y/N)?: Y 
      Background value (NODATA/ZERO)?: NODATA 
/* converts the point coverage into a point grid 
 
Arc: grid 
Grid: temp1 = SIENA_dtm_gd * 100 
Grid: temp2 = INT (temp1) 
/* converts the altitude grid into an integer grid   
Grid: SIENA_dtm = GRIDPOLY (temp2) 
/* converts the integer altitude grid into a polygon coverage 
Grid: quit 
Arc: tables 
Tables: select SIENA_dtm.pat 
Tables: additem SIENA_dtm.pat altitude 4 8 B 
Tables: calculate altitude = grid-code / 100 
Tables: dropitem SIENA_dtm.pat grid-code 
Tables: quit 
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Adjusting the altitude range: 
The altitude range of the chosen DTM did not reflect the mean altitude range of the inland sample 
cities.  The altitude, therefore, needed to be adjusted.  The DTM had an altitude range of 235m; the 
required altitude range was 137.8m.  Therefore, the altitude grid was multiplied by 137.8/235: 
 
Arc: grid 
Grid: temp1 = SIENA_dtmgd_km * 0.58638 
Grid: SIENA_dtm_gd = INT (temp1) 
/* converts the altitude grid into an integer grid   
Grid: SIENA_dtm = GRIDPOLY (SIENA_dtm_dg) 
/* converts the integer altitude grid into a polygon coverage 
 
 
 
 II. Probabilistic approach: Land cover 
 
To demonstrate the probabilistic modelling approach the land cover model is described in detail 
below.  Minor road and population model follow the same steps apart from differences outlined in 
the main text.  
 
1. Parameters 
The land cover model computes for each 25 x 25 m grid cell a probability to be attributed with a 
certain land cover class based on the parameter probabilities from the inland sample cities.  The first 
step of the modelling process was, therefore, to calculate the parameters of the inland sample cities 
and SIENA.  
First a 25m squared grid was created for each inland sample city as well as for SIENA: 
Arc: generate %city%_lattice_p 
Generate: fishnet 
Fishnet Origin Coordinates (X,Y): <Enter the origin coordinates for each 
sample city> 
Y-Axis Coordinates (X,Y): <Enter the y-axis coordinates for each sample 
city> 
Cell Size (Width, Height): 25, 25 
Number of Rows, Columns: 0,0 
Opposite corner of Fishnet: <Enter opposite corner coordinates> 
Generate: quit  
Arc: build %city%_lattice_p 
Arc: arcedit 
Arcedit: edit %city%_lattice 
Arcedit: editfeature point 
Arcedit: select all 
Arcedit: put %city%_lattice 
Arcedit: quit 
 
 
The parameters for each inland sample cities and SIENA were calculated for each 25m grid cell using 
the following AML: 
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/********************************************************************************** 
/* Parameters.aml 
/* 
/* The four parameters (altitude, slope, distance to city centre and distance to  
/* major roads) are calculated for the land cover of the inland sample cities by  
/* establishing the parameter for each 25m grid cell.  
/********************************************************************************** 
 
&do city &list SIENA coventry derby leicester nottingham reading sheffield 
 
   &if %city% = SIENA &then  
    &sv output = SIENA 
   &if %city% = coventry &then  
    &sv output = co 
   &if %city% = derby &then  
    &sv output = d 
   &if %city% = leicester &then  
    &sv output = l 
   &if %city% = nottingham &then  
    &sv output = n 
   &if %city% = reading &then  
    &sv output = r 
   &if %city% = sheffield &then  
    &sv output = s 
 
&call altitude 
&call slope 
&call centre 
&call road 
&end 
&return 
 
/******************** 
&routine altitude 
/******************** 
 
/*--------------------------------------------------------------------------------- 
/* First parameter: altitude 
/* Intersect the 25 x 25 m grid centroids with the DTM to derive the altitude value 
/*--------------------------------------------------------------------------------- 
 
/* Intersect the point coverage with the DTM      
      intersect %output%_param %output%_dtm %output%_param1 point 0.01 
&return       
 
 
/**************** 
&routine slope 
/**************** 
 
/*--------------------------------------------------------------------------------- 
/* Second parameter: slope 
/* Intersect the 25 x 25 m grid centroids with the slope coverage to derive the  
/* slope value  
/*--------------------------------------------------------------------------------- 
 
/* Intersect the point coverage with the slope coverage 
      intersect %output%_param1 %output%_slope %output%_param2 point 0.01 
&return 
 
 
/***************** 
&routine centre 
/***************** 
 
/*--------------------------------------------------------------------------------- 
/* Third parameter: distance to city centre 
/* Calculates the distance of each 25 x 25 m grid centroid to the city centre 
/*  
/* Note: POINTDISTANCE works only if non of the coverages consists of more than  
/* 130,000 points. Therefore, the city coverages need to be split up, the distance  
/* is calculated and the city coverages are put together. 
/*  
/* SIENA        -> 2 parts 
/* Coventry   -> 2 parts 
/* Derby      -> 2 parts 
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/* Leicester  -> 3 parts 
/* Nottingham -> 4 parts 
/* Reading    -> 2 parts 
/* Sheffield  -> 3 parts 
/* 
/* To split the coverages open %city%_grid_param in ARCEDIT, select a certain part  
/* of the coverage using SELCT BOX and PUT them in a new coverage e.g. co_1 
/*--------------------------------------------------------------------------------- 
 
      &do no &list 1 2 3 4 
   
/* Calculate the distance from each 25x25m point to the city centre  
      /* Check if a coverage exist and proceed with the existing coverage 
         &if [exist %output%_%no% -point] &then &do 
            pointdistance %output%_%no% %city%_centre %output%_%no%_centre_dist  
       
/* Join the info table with the distance to city centre back to the point coverage 
            indexitem %output%_%no%_centre_dist %output%_%no%# 
            indexitem %output%_%no%.pat %output%_%no%# 
            joinitem %output%_%no%.pat %output%_%no%_centre_dist %output%_%no%.pat    
              %city%_%no%# 
 
/* Join the separate city coverages back together 
            arcedit 
            edit %output%_%no% 
            editfeature point 
            select all 
            put %output%_distcentre 
            y 
            quit 
         &end 
       &return 
     
   build %output%_distcentre point      
 
/* Join the distance coverage to the parameter coverage 
      indexitem %output%_param2.pat pt_code  
      indexitem %output%_distcentre.pat pt-code 
      joinitem %output%_param2.pat %output%_distcentre %output%_param2.pat pt_code 
&return 
 
 
/*************** 
&routine road 
/*************** 
 
/*--------------------------------------------------------------------------------- 
/* Fourth parameter: distance to road 
/* Calculate the distance of each 25 x 25 m grid centroid to the nearest major road 
/*--------------------------------------------------------------------------------- 
 
/* Calculate the distance to the nearest road 
      near %output%_param2 %output%_major_road LINE 6500000 
 
/* Alter the name of the distance field 
      tables 
      select %output%_param2.pat  
      alter distance road_dist 
      ~ 
      ~ 
      ~ 
      ~ 
      ~ 
      quit 
 
/* Kill all temporarily files and rename %output%_param2 %output%_param 
      kill %output%_param all 
      kill %output%_param1 all 
      rename %output%_param2 %output%_param 
&return 
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The point grid of the inland sample cities was then in addition intersected with the land cover: 
Arc: intersect %city_lattice %city%_lc %city%_param point 0.01 
 
 
2.   Discriminant Analysis 
A discriminant analysis was run in SPSS to calculate the probabilities of class membership for the 25 x 
25 m grid centroids of SIENA based on the parameters.  All 25x25m grid centroids (six inland sample 
cities and SIENA) were put into one SPSS file showing the four parameter values for all points.  The 
inland sample city records had in addition the land cover class attached.  For records of SIENA the 
land cover class field was blank.  A new field was added to the table labelling all records of the inland 
sample cities with 1 for training data and the records of SIENA with 2 (see Figure B.I for extract from 
the SPSS table). 
 
 
Figure B.I: SPSS table showing parameter classes and record type 
 
 
The following SPSS script was then used to run the discriminant analysis:  
 
/* Land cover modelling – part 1 
/******************************** 
 
/* 1. Step: Discriminant Analysis 
 
/* Set 30% of the training data aside to validate the model created with the other  
/* 70%. Type 1 indicates training data (sample city records) 
IF (type = 1) validate = rv.bernoulli(0.7) . 
EXECUTE . 
 
/* Run Discriminant Analysis using the parameter classes as predictor variables 
DISCRIMINANT 
  /GROUPS=LC(1 7) 
  /VARIABLES=altitude slope dist_centre dist_road 
  /SELECT=validate(1) 
  /ANALYSIS ALL 
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  /SAVE=CLASS PROBS 
  /PRIORS  EQUAL 
  /STATISTICS=MEAN STDDEV UNIVF BOXM COEFF RAW CORR TABLE CROSSVALID 
  /CLASSIFY=NONMISSING POOLED . 
 
 
/* Select the records of SIENA (type 2) and delete the other records.  Save under a  
/* new name. 
FILTER OFF. 
USE ALL. 
SELECT IF(type = 2). 
EXECUTE . 
 
SAVE OUTFILE='land_cover_target.sav'. 
 
All records (25x25m grid centroids) had now a probability assigned for each of the seven main land 
cover classes.  To allocate each point with a land cover class the cumulative probability was 
calculated.  A random number between 0 and 1 was generated for each point and a land cover class 
assigned by comparing the random number with the cumulative probabilities.  This was done for 
randomly selected 10% of the records.  
 
 
/* Land cover modelling – part 2 
/******************************* 
 
/* Select randomly 10% of the data set  
COMPUTE sample1 = RV.BERNOULLI(0.1) . 
EXECUTE . 
 
/* Add a new field PROGRESS to identify the records that have already a land cover  
/* class 
COMPUTE Progress = sample1 . 
EXECUTE . 
SAVE OUTFILE='land_cover_target.sav'. 
 
/* Put the 10% sample records into a new file 
FILTER OFF. 
USE ALL. 
SELECT IF(sample1 = 1). 
EXECUTE . 
 
SAVE OUTFILE='land_cover_target_10.sav'. 
 
/* Calculate the cumulative probability of the probabilities derived from the  
/* Discriminant Analysis 
COMPUTE Cum1 = Dis1_1 . 
COMPUTE Cum2 = Cum1 + Dis2_1 .  
COMPUTE Cum3 = Cum2 + Dis3_1 . 
COMPUTE Cum4 = Cum3 + Dis4_1 . 
COMPUTE Cum5 = Cum4 + Dis5_1 . 
COMPUTE Cum6 = Cum5 + Dis6_1 . 
COMPUTE Cum7 = Cum6 + Dis7_1 . 
EXECUTE . 
 
/* Calculate a random number between 0 and 1 
COMPUTE Random = RV.UNIFORM(0,1) . 
EXECUTE . 
 
 
/* Land class allocation 
/* Assign a land cover class based on the random number and cumulative probability  
/* to the 10% sample 
 
IF (sample1 = 1 AND Random <= Cum1) LC_new = 1 . 
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IF (sample1 = 1 AND Random <= Cum2 AND Random > Cum1) LC_new = 2 . 
IF (sample1 = 1 AND Random <= Cum3 AND Random > Cum2) LC_new = 3 . 
IF (sample1 = 1 AND Random <= Cum4 AND Random > Cum3) LC_new = 4 . 
IF (sample1 = 1 AND Random <= Cum5 AND Random > Cum4) LC_new = 5 . 
IF (sample1 = 1 AND Random <= Cum6 AND Random > Cum5) LC_new = 6 . 
IF (sample1 = 1 AND Random > Cum6) LC_new = 7 . 
EXECUTE . 
 
SAVE OUTFILE='land_cover_target_10.sav'. 
 
 
3.  Cumulative Distribution 
From the original table (all records of SIENA) the next 10% of the records were selected.  In addition 
to the probabilities derived from the discriminant analysis the probability from the cumulative 
distribution – probability of more points being attributed with a certain land cover class – was 
calculated for each land cover class in Excel.  The two probabilities were multiplied and the 
cumulative probability was calculated based on the multiplied probability.  The cumulative 
probability was rescaled to values between 0 and 1.  Then a random number was calculated again and 
the land cover class for each point of the next 10% sample allocated with a land cover class based on 
the cumulative probability.  This was repeated till all 25x25m points were attributed with a land cover 
class. 
 
 
// Land cover modelling – part 3 
/******************************** 
 
/* Select the next 10% of the grid points (excluding the already attributed  
/* records) 
GET 
  FILE='land_cover_target.sav'. 
 
/* Different BERNOULLI values for each 10% sample 
/* Sample2: 0.111 
/* Sample3: 0.125 
/* Sample 4: 0.143 
/* Sample 5: 0.166 
/* Sample 6: 0.2 
/* Sample 7: 0.25 
/* Sample 8: 0.333 
/* Sample 9: 0.5 
/* Sample 10: 1  
 
IF (Progress = 0)  sample2 = RV.BERNOULLI(0.111) . 
EXECUTE . 
 
/* Update the field PROGRESS to identify the records that were already selected and  
/* have a land cover class allocated 
IF (Progress = 0) Progress = sample2 . 
EXECUTE . 
SAVE OUTFILE='land_cover_target.sav'. 
 
/* Put the 10% sample records into a new file 
FILTER OFF. 
USE ALL. 
SELECT IF(sample10 = 1). 
EXECUTE . 
SAVE OUTFILE='land_cover_target_20.sav'. 
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/*--------------------------------------------------------------------------------- 
/* Weighting the Probabilities 
 
/* Calculate the probability for a land cover class to be selected based on their 
/* frequency from the previous 10% samples 
 
/* Manually multiply the probabilities from the discriminat analysis with the  
/* weights from the cumulative distribution 
/* New fields Comb1 etc. 
/*--------------------------------------------------------------------------------- 
 
/* Cumulative Probabilities 
 
/* Calculate the cumulative probability of the combined probabilities 
/* Cumulative probability needs to be rescaled to fall between 0 and 1 
 
COMPUTE Sum_Comb = SUM(Comb1,Comb2,Comb3,Comb4,Comb5,Comb6,Comb7) . 
EXECUTE . 
COMPUTE Cum1 = (Comb1 / Sum_Comb) + 0 . 
COMPUTE Cum2 = (Comb2 / Sum_Comb) + Cum1 . 
COMPUTE Cum2 = (Comb2 / Sum_Comb) + Cum1 . 
COMPUTE Cum3 = (Comb3 / Sum_Comb) + Cum2 . 
COMPUTE Cum4 = (Comb4 / Sum_Comb) + Cum3 . 
COMPUTE Cum5 = (Comb5 / Sum_Comb) + Cum4 . 
COMPUTE Cum6 = (Comb6 / Sum_Comb) + Cum5 . 
COMPUTE Cum7 = (Comb7 / Sum_Comb) + Cum6 . 
EXECUTE . 
 
 
/* Calculate a random number between 0 and 1  
COMPUTE Random = RV.UNIFORM(0,1) . 
EXECUTE . 
 
 
/* Land cover class allocation 
/* Assign a land cover class based on the random number and cumulative probability  
/* to the 10% sample 
IF (Random <= Cum1) LC_new = 1 . 
IF (Random <= Cum2 AND Random > Cum1) LC_new = 2 . 
IF (Random <= Cum3 AND Random > Cum2) LC_new = 3 . 
IF (Random <= Cum4 AND Random > Cum3) LC_new = 4 . 
IF (Random <= Cum5 AND Random > Cum4) LC_new = 5 . 
IF (Random <= Cum6 AND Random > Cum5) LC_new = 6 . 
IF (Random > Cum6) LC_new = 7 . 
EXECUTE . 
SAVE OUTFILE='land_cover_target_20.sav'. 
 
 
 
4. Filter 
To enhance the land cover surface of SIENA a filter was applied.  
First a land cover grid was created based on the SPSS output: 
Arc: dbaseinfo land_cover land_cover 
Arc: copy SIENA_lattice SIENA_lc 
Arc: indexitem land_cover pt_code 
Arc: indexitem SIENA_lc.pat pt_code 
Arc: joinitem SIENA_lc.pat land_cover SIENA_lc.pat pt_code 
Arc: pointgrid SIENA_lc SIENA_lc_gd lc 
 
 
Then two successive 3x3 filters were applied to the land cover grid: 
Arc: grid 
Grid: lc_filter1 = focalmajority (SIENA_lc_gd, rectangle, 3, 3, data) 
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Grid: lc_filter2 = focalmajority (lc_filter1, rectangle, 3, 3, data) 
Grid: quit 
 
This creates the final land cover class surface. 
 
The optimal filter neighbourhood was established by comparing the modelled land cover for 
Leicester and Reading (using the same methods as for SIENA) with the observed land cover.  The 
accuracy assessment was carried out using the ArcView extension Kappa Analysis version 2.0 
(http://www.gis.usu.edu/~chrisg/avext/).  The results of the accuracy assessment are summarised in 
Table B.I showing results for Leicester in black and results for Reading in grey italics. 
Overall the results suggested that two successive filters using 3x3 neighbourhoods provided the best 
results. This was based on the assumption that class accuracy for all land cover classes increased and 
none declined.  This meant that even if the total accuracy was increasing as soon as the class accuracy 
for one land cover class was declining the optimal filter size was reached. 
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Table B.I: Accuracy assessment for different neighbourhood sizes 
 no filter 3x3 filter 
2 successive 
3x3 filters 
3 successive 
3x3 filters 
5x5 filter 
3x3 on 5x5 
filter 
7x7 filter 9x9 filter 11x11 filter 
total accuracy (%) 22.46 31.30 37.06 33.40 35.74 38.37 38.61 40.19 41.48 
20.42 25.57 26.40 26.83 26.85 27.12 27.54 28.01 28.34 
lc accuracy (%): 
woodland 
4.52 5.57 7.14 5.96 6.55 8.07 7.65 8.10 9.01 
13.86 19.10 20.15 20.73 20.83 21.27 21.85 22.12 21.64 
lc accuracy (%):    
arable land 
31.96 39.39 43.16 41.05 42.32 43.77 43.74 44.51 44.92 
25.78 28.07 28.35 28.34 28.25 28.12 27.84 27.91 27.90 
lc accuracy (%): 
managed grassland  
16.65 18.04 18.79 18.23 18.76 18.42 18.48 17.26 17.33 
16.21 17.33 17.38 17.53 16.72 16.35 15.36 14.49 13.91 
lc accuracy (%): un-
managed grassland 
9.06 9.44 10.03 9.22 9.87 9.98 10.12 10.94 13.00 
12.58 12.83 12.56 12.35 11.88 11.60 11.30 10.33 9.07 
lc accuracy (%): 
built-up areas 
40.26 44.75 46.47 45.50 46.12 46.64 46.65 46.77 46.89 
34.75 37.26 37.64 37.88 37.36 37.53 37.75 37.91 38.05 
cc accuracy (%):  
continuous urban 
24.62 32.60 35.38 33.61 34.69 36.11 36.26 37.13 38.18 
19.75 24.40 24.75 24.88 24.58 24.57 24.56 24.64 24.80 
lc accuracy (%): 
industrial land 
4.58 6.32 11.69 6.98 9.53 16.24 15.12 13.59 10.64 
3.05 4.01 4.05 4.10 4.35 4.53 3.17 0.35 0 
Kappa statistics 
significance (p) 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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This table shows descriptive statistics for minor road density distribution in Leicester using different resolutions. 
 
Table B.II: Descriptive statistics of minor road density (m/m2) using grids of different resolution 
 
Resolution All grid cells Grid cells with minor road density > 0 
N mean SD N mean SD 
25 x 25 m  280,704 0.005 0.014 44,926 0.034 0.016 
50 x 50 m  70,176 0.005 0.010 20,739 0.019 0.009 
100 x 100 m 17,544 0.005 0.007 8,240 0.012 0.006 
250 x 250 m 2,808 0.005 0.006 1,979 0.008 0.005 
500 x 500 m 702 0.005 0.005 614 0.006 0.004 
1000 x 1000 m 182 0.005 0.004 178 0.005 0.004 
 
 
Figure B.II shows the first stage of the population model. Land cover patches in SIENA are attributed 
with population based on the average inland city population density.  This population is then further 
disaggregated to the 25 x 25 m level using the probabilistic model as described above. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.II: Modelled population at the land cover patch level based on average population densities  
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III. Spatial analysis approach: Distributary roads 
 
Distributary roads were modelled using spatial analysis tool available within ArcINFO as follows: 
 
1. FROMCELL_GRID: 
The fromcell_grid is a grid which indicates the starting point of the distributary roads was created 
using the following steps: 
- create an empty 25 x 25m point grid  
- add a field ‘seed’ 
- select 19 seed points starting at feeder and ring roads next to high population desnity 
- convert the point into a polygon grid 
       Arc: pointgrid SIENA_pt temp1 seed) 
- attribute all grid cells with the value 0 in the grid with NODATA (all grid cells except 19 seed 
cells) 
      Arc: grid 
         seed = select(temp1, ‘value = 1’) 
 
 
2. ACCUMCOST _GRID: 
The accumcost_grid is a grid that stores for each cell the minimum accumulation cost distance over a cost surface 
from each cell to a set of source cells. In this case, population was used as cost surface. The accumcost_grid was 
created using the COSTDISTANCE function. To implement this function two input grids are needed: 
SOURCE_GRID and COST_GRID. 
 
 
3. SOURCE _GRID: 
The source_grid is a grid that indicates the end point of the distributary road.  These cells identify those cells to 
which a least accumulated cost distance for every cell is calculated: 
- create an empty 25 x 25m point grid  
- add a field ‘source’ 
- select 19 source points starting at feeder and ring roads next to high population desnity 
- convert the point into a polygon grid 
       Arc: pointgrid SIENA_pt temp2 source) 
- attribute all grid cells with the value 0 in the grid with NODATA (all grid cells except 19 seed 
cells) 
      Arc: grid 
         source = select(temp2, ‘value = 1’) 
 
4. COST _GRID: 
The cost_grid holds population information.  In order for the COSTPATH command to calculate the path of the 
least cost, the population values have to be flipped as follows: 
 0 -> 16 
1 -> 15 
. 
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. 
15 -> 1 
16 -> 0 
 
5. BACKLINK _GRID: 
The backlink_grid is created with the COSTDISTANCE command as follows: 
 
      Arc: grid 
         Accumcost = costdistance (source, cost, backlink) 
 
The COSTPATH command is then run 20 times using the input grids as outline before: 
      Arc: grid 
         Route = costpath (seed, accumcost, backlink) 
 
 
 
 
 
 
 
 
 
 
IV. Internal validation 
 
The following tables show the results of the internal validation for each urban component.  Gray values for 
SIENA indicate deviation from design rules.  Gray shading of p-values indicates significant differences between 
SIENA and the sample cities. 
 
Table B. III: One-sample t-test results for topographical measures 
 Min Mean Max SIENA p-values 
Minimum altitude 18 34 58 30 > 0.05 
Maximum altitude 106 172 342 174 > 0.05 
Altitude range 75 137 321 144 > 0.05 
Average altitude 0 – 1 km 20 57 86 49 > 0.05 
Average altitude > 1 – 2.5 km 33 69 102 59 > 0.05 
Average altitude > 2.5 – 5 km 47 83 133 83 > 0.05 
Average altitude > 5 km 61 91 133 86 > 0.05 
Average slope 0 – 1 km 2 4 7 4 > 0.05 
Average slope > 1 – 2.5 km 3 4 8 6 > 0.05 
Average slope > 2.5 – 5 km 3 4 8 7 < 0.05 
Average slope > 5 km 3 4 8 7 < 0.05 
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Table B. IV: One-sample t-test results for transport network measures; numbers in brackets are adjusted for 
city size 
 Min Mean Max SIENA p-values 
Length of major roads 95 (78) 158 (91) 256 (116) 99 (65) < 0.05 
Length of motorways 8 (5) 13 (8) 17 (14) 14 (9) > 0.05 
Diameter of inner ring road 1.0 (0.6) 1.2 (0.7) 1.8 (0.9) 1.2 (0.8) > 0.05 
Diameter of outer ring road 7 (3) 7 (4) 8 (6) 6 (4) > 0.05 
Distance motorway inner ring 5 (4) 11 (7) 17 (13) 5 (3) < 0.05 
Slope threshold major road 11 21 45 30 > 0.05 
Slope threshold motorway 5 13 23 9 > 0.05 
Average altitude 0 – 1 km: major road 42 58 84 52 > 0.05 
Average altitude > 1 – 2.5 km: major road 49 67 90 54 > 0.05 
Average altitude > 2.5 – 5 km: major road 52 76 107 60 > 0.05 
Average altitude > 5 km: major road 48 75 99 64 > 0.05 
% area near woodland: major road 2 6 12 5 > 0.05 
% area near arable land: major road 4 9 13 1 < 0.05 
% area near managed grassland: major road 2 5 6 4 > 0.05 
% area near unmanaged grassland: major road 3 5 9 4 > 0.05 
% area near built-up areas: major road 32 39 46 28 < 0.05 
% area continuous urban: major road 25 28 33 52 < 0.05 
% area near industrial land: major road 3 14 6 7 > 0.05 
% area near woodland: motorway 1 6 13 1 < 0.05 
% area near arable land: motorway 7 23 43 60 < 0.05 
% area near managed grassland: motorway 7 9 11 15 > 0.05 
% area near unmanaged grassland: motorway 4 10 19 5 < 0.05 
% area near built-up areas: motorway 11 20 33 10 < 0.05 
% area continuous urban: motorway 11 21 31 5 < 0.05 
% area near industrial land: motorway 0 7 27 4 > 0.05 
Average minor road density 0 – 1 km  6 8 10 10 < 0.05 
Average minor road density    > 1 – 2.5 km 5 7 9 9 < 0.05 
Average minor road density    > 2.5 – 5 km 4 6 7 6 > 0.05 
Average minor road density    > 5 km 3 4 4 3 > 0.05 
Length of rail network 24 (17) 44 (25) 81 (37) 33 (22) > 0.05 
Distance mainline inner ring 0.1 (0.1) 0.3 (0.2) 0.5 (0.4) 0.2 (0.1) > 0.05 
Slope threshold rail network 5 19 36 15 > 0.05 
Average altitude 0 – 1 km: railway 27 54 94 40 > 0.05 
Average altitude > 1 – 2.5 km: railway 27 56 90 52 > 0.05 
Average altitude > 2.5 – 5 km: railway 34 60 89 58 > 0.05 
Average altitude > 5 km: railway 39 60 90 82 < 0.05 
% area near woodland: railways 5 13 26 3 < 0.05 
% area near arable land: railways 3 9 20 3 < 0.05 
% area near managed grassland: railways 1 6 12 5 > 0.05 
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% area near unmanaged grassland: railways 2 5 9 4 > 0.05 
% area near built-up areas, gardens: railways 19 23 26 31 > 0.05 
% area continuous urban: railways 18 23 27 51 < 0.05 
% area near industrial land: railways 4 14 23 11 > 0.05 
 
 
Table B. V: One-sample t-test results for land cover measures at city level 
 Min Mean Max SIENA p-values 
City size 121 171 261 152 > 0.05 
Number of land cover patches 1,121 1,737 2,380 8,925 < 0.05 
Land cover richness 12 14 16 7 < 0.05 
Shannon’s Diversity Index 1.9 2.0 2.1 1.9 < 0.05 
Shannon’s Evenness Index 0.7 0.8 0.8 1.0 < 0.05 
 
 
Table B. VI: One-sample t-test results for land cover measures at land cover class level 
 Min Mean Max SIENA p-values 
Number of patches: 
   Woodland 
               
99 
             
246 
             
415 
             
994 
                    
<0.05 
   Arable land 167 232 327 957 <0.05 
   Managed grassland 241 338 503 1925 < 0.05 
   Unmanaged grassland 239 332 488 1605 < 0.05 
   Build-up areas, gardens 139 221 323 1792 < 0.05 
   Continuous urban 123 201 303 875 < 0.05 
   Industrial land 7 20 40 777 < 0.05 
Relative abundance: 
   Woodland 
                     
9 
               
14 
               
19 
               
11 
                  
> 0.05 
   Arable land 12 14 15 11 < 0.05 
   Managed grassland 14 20 24 22 > 0.05 
   Unmanaged grassland 16 19 22 18 > 0.05 
   Build-up areas, gardens 11 12 14 20 < 0.05 
   Continuous urban 10 12 13 10 < 0.05 
   Industrial land 0 1 3 9 < 0.05 
Land cover class size (km2) 
   Woodland 
                      
4 
               
13 
                 
34 
               
21 
                   
< 0.05 
   Arable land 19 29 55 37 > 0.05 
   Managed grassland 18 23 34 17 > 0.05 
   Unmanaged grassland 9 15 24 9 < 0.05 
   Build-up areas, gardens 36 54 83 29 < 0.05 
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   Continuous urban 13 22 38 34 < 0.05 
   Industrial land  2 7 15 5 > 0.05 
Percentage of class size: 
   Woodland 
                     
3 
                 
8 
               
16 
               
14 
                 
< 0.05 
   Arable land 9 17 22 24 < 0.05 
   Managed grassland 9 14 19 11 > 0.05 
   Unmanaged grassland 3 9 15 6 < 0.05 
   Build-up areas, gardens 30 32 35 19 < 0.05 
   Continuous urban 10 13 14 22 < 0.05 
   Industrial land 2 4 7 3 > 0.05 
Land class edge (km): 
   Woodland 
                     
113 
               
355 
               
801 
               
652 
                      
< 0.05 
   Arable land 338 489 827 739 < 0.05 
   Managed grassland 371 507 743 849 < 0.05 
   Unmanaged grassland 284 409 616 520 > 0.05 
   Build-up areas, gardens 485 725 1,093 1,133 < 0.05 
   Continuous urban 229 395 682 818 < 0.05 
   Industrial land 2 4 7 3 < 0.05 
Edge density: 
   Woodland 
                     
0.001 
                 
0.002 
               
0.004 
                
0.004 
                   
< 0.05 
   Arable land 0.002 0.003 0.003 0.005 < 0.05 
   Managed grassland 0.002 0.003 0.004 0.006 < 0.05 
   Unmanaged grassland 0.002 0.002 0.003 0.003 < 0.05 
   Build-up areas, gardens 0.004 0.004 0.004 0.007 < 0.05 
   Continuous urban 0.002 0.002 0.003 0.005 < 0.05 
   Industrial land 0.0002 0.0005 0.0009 0.001 < 0.05 
Dispersion index: 
   Woodland 
                     
1.0 
               
1.1 
               
1.2 
               
1.2 
                  
< 0.05 
   Arable land 1.0 1.1 1.1 0.9 < 0.05 
   Managed grassland 1.1 1.2 1.3 1.2 > 0.05 
   Unmanaged grassland 1.1 1.2 1.2 1.1 < 0.05 
   Build-up areas, gardens 1.0 1.2 1.1 1.1 < 0.05 
   Continuous urban 1.0 1.0 1.1 0.9 < 0.05 
   Industrial land 0.4 0.6 0.8 0.9 < 0.05 
Adjacency woodland:      
   Arable land 13.3 21.8 26.7 22.1 > 0.05 
   Managed grassland 14.9 21.8 29.3 18.3 > 0.05 
   Unmanaged grassland 10.5 14.8 20.0 12.0 > 0.05 
   Build-up areas, gardens 18.5 25.1 30.4 30.1 < 0.05 
   Continuous urban 4.1 7.3 11.0 16.4 < 0.05 
   Industrial land 0.9 2.3 5.7 1.2 > 0.05 
Adjacency arable land: 
   Woodland 
              
7.0 
            
15.2 
            
25.4 
              
20.1 
                 
> 0.05 
   Managed grassland 22.7 31.1 38.1 39.9 < 0.05 
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   Unmanaged grassland 16.5 19.6 22.3 14.7 < 0.05 
   Build-up areas, gardens 12.7 20.1 24.3 19.0 > 0.05 
   Continuous urban 3.6 6.4 10.5 4.6 > 0.05 
   Industrial land 0.6 1.9 3.4 1.7 > 0.05 
Adjacency managed grassland: 
   Woodland 
                     
7.7 
               
14.5 
               
26.7 
               
14.9 
                 
> 0.05 
   Arable land 21.3 29.3 36.3 35.9 > 0.05 
   Unmanaged grassland 16.7 19.5 23.3 7.5 < 0.05 
   Build-up areas, gardens 20.8 24.7 27.2 27.9 < 0.05 
   Continuous urban 3.3 5.1 6.8 11.8 < 0.05 
   Industrial land 0.7 1.6 3.8 2.6 > 0.05 
Adjacency unmanaged grassland: 
   Woodland 
                     
6.0 
               
12.8 
               
25.9 
               
16.7 
                 
> 0.05 
   Arable land 15.1 23.3 28.6 22.5 > 0.05 
   Managed grassland 15.6 24.9 32.7 12.8 < 0.05 
   Build-up areas, gardens 23.2 25.4 28.3 31.7 < 0.05 
   Continuous urban 4.2 6.0 7.2 13.5 < 0.05 
   Industrial land 2.0 2.7 3.7 2.8 > 0.05 
Adjacency built-up areas, gardens: 
   Woodland 
                     
4.3 
               
12.9 
               
24.2 
               
17.9 
                  
> 0.05 
   Arable land 8.0 13.7 20.3 9.2 > 0.05 
   Managed grassland 9.5 18.1 23.9 20.2 > 0.05 
   Unmanaged grassland 10.7 14.6 17.9 13.5 > 0.05 
   Continuous urban 28.9 33.2 43.1 33.7 > 0.05 
   Industrial land 1.2 2.2 3.6 5.5 < 0.05 
Adjacency continuous urban: 
   Woodland 
                     
2.0 
               
7.2 
               
17.7 
               
13.0 
                  
> 0.05 
   Arable land 3.0 7.9 11.7 4.0 < 0.05 
   Managed grassland 2.9 6.9 10.6 10.8 < 0.05 
   Unmanaged grassland 4.6 6.3 8.2 7.7 > 0.05 
   Build-up areas, gardens 53.2 61.0 68.3 45.0 < 0.05 
   Industrial land 1.8 3.9 6.0 19.6 < 0.05 
Adjacency industrial land: 
   Woodland 
                     
1.9 
              
10.5 
               
29.1 
               
12.7 
                  
> 0.05 
   Arable land 3.6 11.5 18.0 3.6 < 0.05 
   Managed grassland 2.9 10.5 15.8 6.0 > 0.05 
   Unmanaged grassland 9.0 15.1 27.5 3.9 < 0.05 
   Build-up areas, gardens 14.4 19.8 29.7 26.7 < 0.05 
   Continuous urban 13.7 18.4 25.2 47.2 < 0.05 
Percentage area altitude 0 – 35 m: 
   Woodland 
                     
0 
               
7.5 
               
24.0 
               
1.7 
                  
> 0.05 
   Arable land 0 8.7 31.9 7.8 > 0.05 
   Managed grassland 0 7.3 30.0 7.0 > 0.05 
   Unmanaged grassland 0 7.5 31.6 5.9 > 0.05 
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   Build-up areas, gardens 0 4.8 24.2 6.4 > 0.05 
   Continuous urban 0 9.6 37.5 25.4 < 0.05 
   Industrial land 0 15.2 71.3 56.6 > 0.05 
Percentage area altitude >35 – 70 m: 
   Woodland 
                     
14.1 
               
36.5 
                
61.9 
               
16.5 
                  
> 0.05 
   Arable land 7.2 34.3 65.8 23.7 > 0.05 
   Managed grassland 10.4 35.9 73.0 25.0 > 0.05 
   Unmanaged grassland 7.7 40.1 79.0 30.6 > 0.05 
   Build-up areas, gardens 3.6 38.3 75.0 33.6 > 0.05 
   Continuous urban 2.2 50.6 83.6 55.3 > 0.05 
   Industrial land 2.48 57.2 92.5 39.5 > 0.05 
Percentage area altitude >70 –105 m: 
   Woodland 
                     
19.9 
               
36.1 
               
56.6 
               
44.3 
                   
> 0.05 
   Arable land 18.0 34.6 60.9 32.9 > 0.05 
   Managed grassland 11.2 32.8 59.7 32.1 > 0.05 
   Unmanaged grassland 11.53 32.6 60.7 32.3 > 0.05 
   Build-up areas, gardens 20.5 39.7 67.9 33.2 > 0.05 
   Continuous urban 4.7 31.2 90.1 16.7 > 0.05 
   Industrial land 0.2 24.4 80.6 3.7 > 0.05 
Percentage are altitude >105 –140 m: 
   Woodland 
                     
0 
               
12.9 
               
25.2 
               
33.4 
                 
< 0.05 
   Arable land 0 15.3 34.7 23.9 > 0.05 
   Managed grassland 0 13.0 30.1 24.1 < 0.05 
   Unmanaged grassland 0 11.7 28.5 21.5 > 0.05 
   Build-up areas, gardens 0 10.8 27.7 19.9 > 0.05 
   Continuous urban 0 5.2 17.8 2.5 < 0.05 
   Industrial land 0 3.1 16.6 0 > 0.05 
Percentage area altitude >140 m: 
   Woodland 
                     
0 
               
6.9 
               
37.3 
               
7.1 
                 
> 0.05 
   Arable land 0 7.1 36.1 11.8 > 0.05 
   Managed grassland 0 11.1 59.9 11.8 > 0.05 
   Unmanaged grassland 0 8.2 43.3 9.8 > 0.05 
   Build-up areas, gardens 0 6.4 37.4 6.9 > 0.05 
   Continuous urban 0 3.4 20.2 0 < 0.05 
   Industrial land 0 0 0 0 > 0.05 
Percentage area slope 0 - 10: 
   Woodland 
                     
53.8 
               
86.3 
               
99.3 
               
27.7 
                  
< 0.05 
   Arable land 71.7 93.9 99.8 77.7 < 0.05 
   Managed grassland 62.8 91.6 99.8 88.1 > 0.05 
   Unmanaged grassland 69.6 92.8 99.4 86.0 > 0.05 
   Build-up areas, gardens 79.0 94.7 99.7 88.4 > 0.05 
   Continuous urban 77.7 94.6 99.9 89.4 > 0.05 
   Industrial land 
 
96.1 99.1 100 98.3 > 0.05 
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Percentage area slope >10 - 20: 
   Woodland 
                     
0.7 
               
11.1 
               
34.9 
               
62.1 
                  
< 0.05 
   Arable land 0.2 5.6 25.5 21.7 < 0.05 
   Managed grassland 0.2 7.4 31.9 11.8 > 0.05 
   Unmanaged grassland 0.7 6.3 25.8 14.0 > 0.05 
   Build-up areas, gardens 0.3 4.9 19.4 11.5 > 0.05 
   Continuous urban 0.2 4.7 20.5 10.6 > 0.05 
   Industrial land 0 0.9 3.9 1.7 > 0.05 
Percentage area slope >20 - 30: 
   Woodland 
                     
0 
               
2.2 
               
9.2 
               
10.0 
                    
< 0.05 
   Arable land 0 0.5 2.5 0.6 > 0.05 
   Managed grassland 0 0.9 4.8 3.9 < 0.05 
   Unmanaged grassland 0 0.8 4.0 6.6 < 0.05 
   Build-up areas, gardens 0 0.3 1.5 5.7 < 0.05 
   Continuous urban 0 0.3 1.6 7.8 > 0.05 
   Industrial land 0 0 0 5.5 < 0.05 
Percentage area slope >30 - 40: 
   Woodland 
                     
0 
               
0.4 
               
2.1 
               
0.2 
                   
> 0.05 
   Arable land 0 0.1 0.3 0 > 0.05 
   Managed grassland 0 0.1 0.4 0 > 0.05 
   Unmanaged grassland 0 0.1 0.6 0 > 0.05 
   Build-up areas, gardens 0 0 0.2 0 > 0.05 
   Continuous urban 0 0 0.3 0 > 0.05 
   Industrial land 0 0 0 0 N.A. 
Percentage area slope >40: 
   Woodland 
                     
0 
                 
0 
               
0.1 
                 
0 
                 
> 0.05 
   Arable land 0 0 0 0 > 0.05 
   Managed grassland 0 0 0 0 > 0.05 
   Unmanaged grassland 0 0 0.1 0 > 0.05 
   Build-up areas, gardens 0 0 0 0 > 0.05 
   Continuous urban 0 0 0 0 > 0.05 
   Industrial land 0 0 0 0 N.A. 
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V. Contextual data 
 
Table B.VII. shows the results of the ANOVA carried out to compare PM0 measurements between the sample 
cities and SIENA.  Grey shading indicates values that are significant. Please not that differences in night-time 
concentrations are mostly driven by high concentrations in two sample cities (Nottingham and Derby). 
 
Table B.VII: ANOVA results of modelled and measured hourly weekday PM10 concentrations 
 
Hour Mean PM10 concentrations measured at 
monitoring sites in the city 
P -value 
Sample cities SIENA 
h 1 20.4 6.3 > 0.005 
h 2 19.3 5.7 < 0.005 
h 3 17.9 6.0 < 0.005 
h 4 17.4 6.2 < 0.005 
h 5 18.1 6.4 < 0.005 
h 6 20.0 8.7 < 0.005 
h 7 23.1 12.2 > 0.005 
h 8 25.2 17.9 > 0.005 
h 9 24.3 21.0 > 0.005 
h 10 23.0 18.4 > 0.005 
h 11 23.5 17.3 > 0.005 
h 12 24.6 16.5 > 0.005 
h 13 23.7 17.1 > 0.005 
h 14 24.7 17.4 > 0.005 
h 15 24.3 18.0 > 0.005 
h 16 24.1 18.6 > 0.005 
h 17 23.2 20.2 > 0.005 
h 18 22.5 23.1 > 0.005 
h 19 23.1 17.7 > 0.005 
h 20 24.2 14.9 > 0.005 
h 21 23.8 11.3 < 0.005 
h 22 23.4 10.0 > 0.005 
h 23 22.1 9.0 < 0.005 
h 24 20.4 7.3 < 0.005 
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Application of SIENA 
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Table C.I and C.II show results of the statistical analysis at the second hierarchical layer. 
 
Table C.I: Results of model evaluation I: Descriptive statistics 
 
Monitoring network No. of 
stations 
Minimum 
(µg/m3)  
Maximum 
(µg/m3) 
Mean 
(µg/m3) 
Median 
(µg/m3) 
5th/95th 
ratio 
Observed 17 157 23 20 0.5 
1km x 1km grid 154 17 119 22 20 0.6 
1.25 km x 1.25 km grid 99 17 38 22 20 0.5 
1.75 km x 1.75 km grid 48 17 46 22 20 0.6 
2.25 km x 2.55 km grid 30 17 32 21 20 0.6 
2.7 km x 2.7 km grid 20 17 28 20 19 0.6 
2.9 km x 2.9 km grid 20 17 50 20 19 0.7 
3.6 km x 3.6 km grid 12 17 21 20 20 0.8 
3.75 x 3.75 km grid 12 17 29 22 22 0.6 
4.1 km x 4.1 km grid 9 17 27 21 20 0.7 
4.4 km x 4.4 km grid 9 17 25 20 19 0.7 
random 8 18 23 21 20 0.8 
random 13 17 44 22 20 0.4 
random 23 18 34 21 20 0.6 
random 24 17 28 21 20 0.7 
random 21 17 29 21 20 0.6 
random 21 17 35 21 20 0.7 
random 31 17 36 20 19 0.8 
random 32 18 36 23 21 0.5 
random 32 17 42 23 20 0.5 
random 33 17 29 21 19 0.7 
random 34 17 30 20 20 0.7 
random 37 17 49 21 20 0.6 
random 37 17 99 25 21 0.4 
random 38 17 35 21 20 0.5 
random 40 17 161 22 20 0.6 
random 42 17 29 22 21 0.6 
random 43 17 40 21 20 0.5 
random 44 17 42 22 20 0.4 
random 44 17 80 23 20 0.6 
random 45 17 24 20 20 0.7 
random 47 17 36 21 20 0.7 
random 48 17 50 24 21 0.4 
purposive - population 
density 41 (3 bs) 17 53 25 20 0.3 
purposive - population 
density 43 (5 bs) 17 53 24 22 0.3 
purposive - road density 20 (1 bs) 18 139 47 42 0.3 
purposive - road density 40 (1 bs) 21 124 43 37 0.3 
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purposive - road density 41 (1 bs) 18 111 45 39 0.3 
purposive - road density 44 (1 bs) 19 89 43 37 0.3 
purposive - road density 45 (2 bs) 18 89 42 37 0.2 
purposive - road density 46 (1 bs) 18 108 43 38 0.4 
purposive - road density 47 (2 bs) 19 108 43 37 0.4 
purposive - road density 48 (3bs) 18 108 43 37 0.4 
purposive - road density 50 (1 bs) 19 72 41 38 0.4 
purposive - road distance 18 (2 bs) 18 99 45 47 0.3 
purposive - road distance 22 (4 bs) 17 123 41 36 0.2 
purposive - road distance 31 (1 bs) 20 122 44 37 0.3 
purposive - road distance 32 (2) 1 122 45 37 0.3 
purposive - road distance 33 (3 bs) 0 122 45 37 0.2 
purposive - road distance 49 (1 bs) 18 134 43 40 0.3 
purposive - population 
density 38 18 53 26 23 0.3 
purposive - road density 31 28 118 41 38 0.4 
purposive - road density 50 22 159 43 35 0.2 
purposive - road distance 15 23 122 47 40 0.3 
purposive - road distance 16 26 99 47 47 0.4 
purposive - road distance 18 23 123 45 37 0.3 
purposive - road distance 31 26 99 45 42 0.4 
purposive - road distance 47 21 163 46 40 0.4 
 
 
Table C.II: Results of model evaluation II: Measures of model performance 
 
Monitoring network No. of 
stations 
R2 RMSE 
(µg/m3) 
NMSE 
(µg/m3) 
MB 
(µg/m3) 
NMB    
(%) 
MFB     
(%) 
FB Fa2       
(%) 
1km x 1km grid 154 0.12 8 0.06 -0.3 -1.4 -1.2 -0.01 96.8 
1.25 km x 1. 25 km grid 99 0.15 7 0.05 -0.6 -2.7 -1.6 -0.03 98.1 
1.75 km x 1.75 km grid 48 0.06 8 0.06 -0.7 -3.3 -1.9 -0.03 96.2 
2.25 km x 2.55 km grid 30 0.08 8 0.06 -1.3 -5.8 -3.8 -0.06 97.7 
2.7 km x 2.7 km grid 20 0.08 8 0.06 -2.6 -11.3 -8.8 -0.12 97.1 
2.9 km x 2.9 km grid 20 0.09 8 0.06 -2.6 -11.3 -9.3 -0.12 97.0 
3.6 km x 3.6 km grid 12 0.08 8 0.07 -3.2 -13.9 -11.3 -0.15 96.7 
3.75 x 3.75 km grid 12 0.08 8 0.06 -0.7 -3.1 -1.3 -0.03 98.0 
4.1 km x 4.1 km grid 9 0.08 8 0.06 -1.4 -6.2 -4.1 -0.06 97.8 
4.4 km x 4.4 km grid 9 0.08 8 0.07 -3.0 -13.4 -11.1 -0.14 96.9 
random 8 0.12 8 0.05 -2.2 -9.6 -6.7 -0.10 97.3 
random 13 0.02 9 0.09 -1.1 -4.7 -4.2 -0.05 93.8 
random 23 0.01 8 0.08 -1.7 -7.3 -5.4 -0.08 97.1 
random 24 0.12 7 0.05 -2.2 -9.7 -7.4 -0.10 97.5 
random 21 0.04 8 0.07 -2.2 -9.5 -7.4 -0.10 97.1 
random 21 0.07 8 0.06 -1.6 -7.1 -4.6 -0.07 97.7 
random 31 0.08 8 0.07 -2.6 -11.3 -9.3 -0.12 97.0 
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random 32 0.10 8 0.06 -0.2 -0.7 0.3 -0.01 98.1 
random 32 0.09 8 0.07 0.2 1.1 1.7 0.01 97.6 
random 33 0.10 8 0.06 -2.1 -9.4 -7.1 -0.10 97.6 
random 34 0.09 8 0.06 -2.6 -11.3 -8.9 -0.12 97.2 
random 37 0.03 12 0.07 -1.8 -8.0 -5.7 -0.08 97.0 
random 37 0.03 12 0.12 2.2 9.6 6.4 0.09 91.9 
random 38 0.13 7 0.05 -1.5 -6.4 -4.4 -0.07 97.8 
random 40 0.05 10 0.07 -0.6 -2.4 -2.3 -0.02 97.9 
random 42 0.11 7 0.05 -1.1 -4.8 -2.8 -0.05 98.0 
random 43 0.05 8 0.07 -1.7 -7.6 -6.1 -0.08 97.2 
random 44 0.10 8 0.06 -1.1 -4.6 -3.4 -0.05 97.6 
random 44 0.00 13 0.14 0.2 1.0 -1.4 0.01 94.2 
random 45 0.15 8 0.06 -2.6 -11.6 -9.0 -0.12 97.3 
random 47 0.09 8 0.06 -1.9 -8.4 -6.1 -0.09 97.4 
random 48 0.04 9 0.09 0.8 3.5 3.1 0.03 92.9 
purposive - population 
density 41 (3 bs) 0.04 11 0.12 1.9 8.4 5.5 0.08 91.3 
purposive - population 
density 43 (5 bs) 0.07 10 0.10 1.4 6.3 4.5 0.06 93.8 
purposive - road density 20 (1 bs) 0.12 32 0.67 24.2 106.1 60.8 0.69 57.7 
purposive - road density 40 (1 bs) 0.11 28 0.53 20.2 88.8 54.9 0.62 66.8 
purposive - road density 41 (1 bs) 0.09 29 0.57 21.9 96.2 59.7 0.65 58.7 
purposive - road density 44 (1 bs) 0.08 26 0.52 19.9 87.1 56.5 0.61 68.2 
purposive - road density 45 (2 bs) 0.09 25 0.50 19.0 83.5 54.0 0.59 70.0 
purposive - road density 46 (1 bs) 0.09 27 0.54 20.7 90.8 58.0 0.62 62.1 
purposive - road density 47 (2 bs) 0.09 27 0.53 20.2 88.8 56.5 0.62 63.7 
purposive - road density 48 (3bs) 0.09 27 0.53 20.4 89.4 57.2 0.62 63.0 
purposive - road density 50 (1 bs) 0.11 22 0.45 18.5 81.1 55.8 0.58 67.0 
purposive - road distance 18 (2 bs) 0.08 27 0.61 22.6 99.0 62.0 0.66 50.8 
purposive - road distance 22 (4 bs) 0.11 28 0.49 17.8 78.2 45.6 0.56 68.9 
purposive - road distance 31 (1 bs) 0.09 29 0.56 21.1 92.7 56.2 0.63 64.1 
purposive - road distance 32 (2) 0.08 29 1.68 21.9 96.2 -5.8 0.19 66.0 
purposive - road distance 33 (3 bs) 0.08 29 2.21 21.7 95.4 -7.7 0.19 65.0 
purposive - road distance 49 (1 bs) 0.07 26 0.54 20.6 90.6 59.1 0.62 62.6 
purposive - population 
density 38 0.02 12 0.14 3.3 14.4 11.0 0.13 90.2 
purposive - road density 31 0.11 23 0.45 18.3 80.5 55.2 0.57 63.3 
purposive - road density 50 0.05 31 0.57 20.3 89.2 53.8 0.62 68.0 
purposive - road distance 15 0.09 31 0.67 24.4 107.3 63.6 0.70 55.2 
purposive - road distance 16 0.09 28 0.64 23.8 104.6 65.4 0.69 48.9 
purposive - road distance 18 0.09 30 0.61 22.4 98.5 59.0 0.66 63.2 
purposive - road distance 31 0.07 26 0.59 22.2 97.5 63.6 0.66 51.1 
purposive - road distance 47 0.05 31 0.64 23.3 102.5 62.7 0.68 58.8 
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Table C.III and C.II show results of the statistical analysis at the third hierarchical layer. 
 
 
Table C.III: Results of the third statistical level of analysis I: Descriptive statistics by tertile 
 
Monitoring network 
No. of 
stations 
Minimum 
(µg/m3) 
Maximum 
(µg/m3) 
Mean 
(µg/m3) 
Median 
(µg/m3) 
5th/95th 
ratio 
Observed  17 19 18 18 0.9 
1.25 km x 1.25 km 99 
1
st
 T
e
rt
il
e 
17 19 18 18 0.9 
2.25 km x 2.25 km 30 17 19 18 18 0.9 
3.75 km x 3.75 km 12 17 19 18 18 0.9 
4.4 km x 4.4 km 9 17 19 18 18 0.9 
random 8 18 20 19 20 0.9 
random 31 17 18 18 18 0.9 
random 32 18 19 18 18 0.9 
random 45 17 19 18 18 0.9 
purposive - population 
density 43 (3bs) 17 19 18 18 0.9 
purposive - road 
density 50 (1 bs) 19 34 29 28 0.6 
purposive - road 
distance 22 (4 bs) 17 30 21 21 0.7 
purposive - road 
distance 16 26 37 31 28 0.7 
Observed  19 22 21 20 0.9 
1.25 km x 1.25 km 99 
2
n
d
 t
e
rt
il
e 
19 22 20 20 0.9 
2.25 km x 2.25 km 30 19 24 21 21 0.8 
3.75 km x 3.75 km 12 20 23 22 22 0.9 
4.4 km x 4.4 km 9 19 21 21 21 1.0 
random 8 21 22 22 22 0.9 
random 31 18 20 20 20 0.9 
random 32 20 22 21 21 0.9 
random 45 19 21 20 20 0.9 
purposive - population 
density 43 (3bs) 20 23 22 22 0.8 
purposive - road 
density 50 (1 bs) 34 43 39 38 0.8 
purposive - road 
distance 22 (4 bs) 32 42 36 37 0.8 
purposive - road 
distance 16 38 50 44 47 0.8 
Observed  22 157 29 26 0.5 
1.25 km x 1.25 km 99 
3
rd
 t
e
rt
il
e 
22 38 28 26 0.6 
2.25 km x 2.25 km 30 24 32 27 29 0.8 
3.75 km x 3.75 km 12 29 29 29 29 1.0 
4.4 km x 4.4 km 9 25 25 25 25 0.9 
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random 8 23 23 23 23 1.0 
random 31 21 36 24 23 0.7 
random 32 23 36 29 31 0.9 
random 45 21 24 23 23 0.6 
purposive - population 
density 43 (3bs) 23 53 34 30 0.5 
purposive - road 
density 50 (1 bs) 43 72 56 53 0.6 
purposive - road 
distance 22 (4 bs) 46 123 67 55 0.4 
purposive - road 
distance 16 53 99 65 65 0.7 
 
 
 
 
Figure C.I: Local Moran’s I for selected monitoring networks 
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Table C.III: Results of the third statistical level of analysis II: Moran’s I 
 
Monitoring network No. of 
stations 
Global 
Moran’s 
I index* 
Total 
accuracy 
(%) 
Class 1 
accuracy 
(%) 
Class 2 
accuracy 
(%) 
Class 3 
accuracy 
(%) 
Class 4 
accuracy 
(%) 
Class 5 
accuracy 
(%) 
Class 6 
accuracy 
(%) 
Class 7 
accuracy 
(%) 
Class 8 
accuracy 
(%) 
Class 9 
accuracy 
(%) 
Class 10 
accuracy 
(%) 
Kappa 
statistic 
1.25 km x 1.25 km 99 0.4 45 61 52 48 51 46 25 16 8 0 0 0.32 
2.25 km x 2.25 km 30 0.4 37 22 59 33 39 40 16 2 0 0 0 0.15 
3.75 km x 3.75 km 12 0.5 31 27 21 31 58 37 16 0 0 0 0 0.16 
4.4 km x 4.4 km 9 0.4 22 21 23 21 0 26 16 0 0 0 0 0.07 
random 8 0.4 38 0 0 38 37 39 0 0 0 0 0 0.17 
random 31 0.4 33 18 20 30 23 34 12 14 0 0 0 0.19 
random 32 0.5 27 0 31 33 44 40 0 8 0 0 0 0.11 
random 45 0.4 44 20 34 40 48 46 0 0 0 0 0 0.28 
purposive - 
population density 
43 (3bs) 0.6 27 5 25 30 46 32 23 10 7 0 0 0.14 
purposive - road 
density 
50 (1 bs) 0.7 4 0 0 34 0 9 3 3 4 1 0 -0.01 
purposive - road 
distance 
22 (4 bs) 0.9 13 2 0 0 58 11 23 3 4 1 0 0.03 
purposive - road 
distance 
16 0.7 3 0 0 0 0 0 3 3 3 2 0 -0.01 
* 1 indicates clustering, -1 dispersion 
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