One possible approach to exact real arithmetic is to use linear fractional transformations to represent real numbers and computations on real numbers. We show how to determine the digits that can be emitted from a transformation, and present a criterion which ensures that it is possible to emit a digit. Using these results, we prove that the obvious algorithm to compute n digits from the application of a transformation to a real number has complexity O(n 2 ), and present a method to reduce this complexity to that of multiplying two n bit integers.
Introduction
Linear Fractional Transformations (LFT's) provide an elegant approach to real number arithmetic 5, 14, 9, 12, 10, 4] . One-dimensional LFT's x 7 ! ax+c bx+d are used as digits and to implement basic unary functions, while two-dimensional LFT's (x; y) 7 ! axy+cx+ey+g bxy+dx+fy+h provide binary operations such as addition and multiplication, and can be combined to obtain in nite expression trees denoting transcendental functions. In Section 2, we present the LFT approach in some detail. This provides the background for understanding the results in the remainder of this paper.
LFT's can be modelled within linear algebra. If the four parameters of a one-dimensional LFT are written as a (2,2)-matrix (shortly called matrix), functional composition becomes matrix multiplication. Likewise, the eight parameters of a two-dimensional LFT can be written as a (2,4)-matrix (called tensor). We refer to matrices and tensors collectively as transformers. Basic ? Most of the results in this paper were found during a visiting fellowship of the author at Imperial College, London. This visit was organised by Abbas Edalat and funded by EPSRC. c 1998 Published by Elsevier Science B. V. computational steps such as consuming one digit of the argument(s) (absorption) or producing one digit of the result (emission) can be realised as variants of matrix multiplication applied to a transformer and a digit matrix.
Usually, all the transformers employed in real number arithmetic have integer components. In Section 3, we reiterate the main result of 6]: if the di erence of the column sums of a transformer is not zero, at least one entry of the transformer has bit size (n) after n digits have been emitted (law of big numbers).
In Section 4, we rst show how to check whether any digit can be emitted from a given transformer, and how to determine this digit. Then, we introduce attributes of a matrix|shrink factor and contractivity|which are useful for predicting when emission is possible. Using these results, we are able to show that in the cases not covered by the law of big numbers, the entries of a matrix are bounded by a constant (Section 5).
In Section 6, we discuss the impact of these results on the complexity of real number computation. In particular, we consider the time needed to compute n digits from the application of an LFT to a real number. The obvious evaluator that handles each digit individually needs time O(n 2 ) if the law of big numbers applies, and time O(n) otherwise. To reduce the quadratic complexity, we propose to combine many digits in a small basis to one digit in a large basis. By this method, the complexity is reduced to that of multiplying two n bit integers.
Exact Real Arithmetic by Linear Fractional Transformations
In this section, we present the framework of exact real arithmetic via LFT's 5, 14, 9] , specialised to the version used by the group of Edalat and Potts at Imperial College 12,10,11,13,4].
LFT's and Matrices
General Linear Fractional Transformations (LFT's) are functions x 7 ! ax+c bx+d from reals to reals, parameterised by real numbers a, b, c, and d. In this paper, we shall only consider LFT's with integer parameters, as it is usually done in practical implementations of exact real arithmetic. It is useful to present the four parameters of an LFT as a 2-2-matrix A =
The mapping A 7 ! hAi is not one-to-one; for, hAi = hkAi holds for all integers k 6 = 0. We shall write A = B if hAi = hBi, or equivalently B = kA for some k 6 = 0. A matrix is called k-reducible if the integer k is a common factor of its four components. Division of a k-reducible matrix by k is called reduction by k. A matrix is in lowest terms if there is no common factor other than 1 and ?1. All matrices di erent from Composition of LFT's corresponds to matrix multiplication: hAi hBi = hA Bi. The equivalence relation` =' is a congruence w.r.t. multiplication.
Because of the equation det(rA) = r 2 det A, the determinant of a matrix is not invariant under equivalence` =', but its sign (1, 0, or ?1) is, i.e., the sign of the determinant of A is a well-de ned property of the LFT hAi. LFT If almost all LFT's hM 0 i, hM 1 i, . . . are su ciently contractive, then the intersection in (3) shrinks to a singleton set. In this case, the stream of matrices or LFT's denotes a unique real number (it converges). In 7], some 3 su cient criteria for convergence are presented. Because of the usage of matrix multiplication in (3), we consider a stream of matrices converging to a real number x as a (formal) in nite product, and write x = Q 1 n=0 M n . Many real numbers can be elegantly represented by such in nite products, e.g., . To control the information ow in computations with reals, it turned out to be useful to convert these representations into a kind of standard form. The group of Edalat and Potts at Imperial College 11, 4] proposed such a standard form, where the rst matrix M 0 must be one of four sign matrices, while the remaining ones are taken from a nite set of digit matrices. Digit matrices are positive and contracting, so that the intersection in (3) is decreasing and converges to a real number.
The four possible sign matrices correspond to rotations of the unit circle by 0 , 90 , 180 , and 270 . They can be explicitly described as follows:
S + = (5) Since the two entries in the top row of D r k di er by 2, these matrices are either in lowest terms or 2-reducible. The latter case occurs i the parities of r and 4 k are di erent. In base r = 2 for instance, the digit matrices with k 6 = 0 are 2-reducible, while that with k = 0 is not (see Table 1 ).
Compressing Digits
It is a familiar property of number systems used to represent integers that n digits in base r can be combined to one digit in base r n . A similar result holds for the digit matrices presented above. k i r n?i : (8) Hence, we obtain: (i) The product of n digit matrices in base r is always 2 n?1 -reducible.
(ii) After 2 n?1 -reduction, the result is a digit matrix in base r n . For small bases such as r = 2, it is possible to check for each digit matrix D r k individually whether it may be emitted. Of course, this method is unsuitable for large bases. We will return to this issue in Section 4.1.
Because of the built-in redundancy, there are often two, sometimes even three di erent candidates for emission. In this case, it does not matter which one is chosen.
A possible strategy for the computation of hMi(x) is as follows: emit digits until no further emission is possible, then absorb one digit of x, again emit digits until no longer possible, etc. Later, we shall see that O(n) absorptions are su cient to obtain n emitted digits (Theorem 4.5).
Tensors
To compute sums, products, etc., two-dimensional LFT's are employed. 
The Appearance of Big Integers
Naively, one may think that the entries of a transformer become bigger by absorptions, and become smaller again by emissions if common factors are cancelled out (reduction). However, practical experiments have shown that the size of the biggest entry usually increases with the number of transactions. This impression was con rmed by a formal analysis in 6]. For the sake of completeness, we repeat a shortened version of the proof of this important result in this section.
Big Numbers in Matrices
In this subsection, we derive lower bounds for the entries of a matrix after n transactions and all possible reductions. This is done by observing how the determinant and the so-called column di erence are changed by transactions and reductions, and by deriving a reduction invariant from this.
Determinants are easy because of det(A B) = det A det B, which im- It is more useful to consider the bit sizes of the entries instead of the entries themselves. The bit size of a number m is log m. Theorem 3.1 (Law of big numbers) Let M be a matrix with non-zero determinant and non-zero column di erence. After n transactions at M, at least one entry of the result has bit size (n), even if all possible reductions are performed.
The law of big numbers means that the usage of big integers is unavoidable in exact real arithmetic, in the signed digit approach of Edalat's group. It applies even in the simplest cases. For instance, doubling of an unsigned real is e ected by the matrix . According to (2) , after a D-absorption, a subsequent D-emission, and a reduction by det D, the identity matrix is recovered. Repeating this cycle, we see that there are arbitrarily long sequences of transactions at the identity matrix which do not lead to entries bigger than 4r. In 6], it was an open problem whether such a xed bound can be found for any matrix with column di erence 0. Meanwhile, this question was settled positively; we present a proof in Section 5.
Big Numbers in Tensors
In this subsection, we derive analogues of the results of the previous section for tensors. The proceeding is similar, but a major obstacle is that tensors do not have determinants. Fortunately there is a suitable substitute.
We start by introducing an analogue to the column di erence of a matrix. 
Because of (14), all four column sums are doubled by an emission, and so, cdet(D T) = 4 cdet T holds for all tensors T and digit matrices D. Note that in contrast to the determinant of matrices, the factor is not det D = 4r, but only 4. On the other side, the column determinant is multiplicative w.r.t. absorptions; for any tensor T and matrix M,
Heckmann holds. Here, the rst equality follows from (12) and cdet(T ) = cdetT, while the proof of the second equality is a straightforward, but tedious exercise in algebraic manipulations. Summarising and specialising to the case of digit matrices, we obtain: by the corresponding sequence of transactions. Thus, it has entries which are at least as big as the entries of the matrix, which are big by Theorem 3.1.
Discussion
The laws of big numbers as derived above apply to unsigned reals only. Of course, our results crucially depend on the choice of the digit matrices. All digit matrices for all bases have zero column di erence, and this fact is implicitly used in the derivations of the formulae for the cd values after transactions. A completely di erent choice of digit matrices, with non-zero column di erence, may change everything. Also, the results may look di erent if irrational bases are used such as the golden ratio. However, we believe that big numbers cannot be avoided even in these cases, although we do not have a proof.
Emission from Matrices and Tensors
Let r be a xed basis, i.e., an integer greater than 1. In order to perform emissions, we need to know for a given positive transformer A whether there is an integer k with jkj < r such that (D r k ) A 0. As already mentioned, this question can be answered by examining all possible values of k. Of course, this method is only e cient if r is small.
In this section, we present a direct method to nd a suitable value of k if it exists. After this, we introduce two attributes of a matrix M, the shrink factor shr M and the contractivity con M that allow the prediction of the existence of suitable values of k. Thus, we obtain an algorithm suitable for large bases r, and moreover, valuable theoretical insights for a closer analysis of the basic computational processes in the LFT framework.
Computing Digits that can be Emitted
To study (D r k ) A for matrices or tensors A, it su ces to consider the simpler case where A is replaced by a column vector of the original transformer. h , the set of digits that may be emitted is the intersection of four emission sets, belonging to numbers q 1 , . . . , q 4 derived from the four columns.
Guaranteed Emission
If a digit k can be emitted from a matrix, then jq 1 
The Contractivity of a Matrix
By (27), we know that the shrink factor after an absorption is not larger than before, but as the example above shows, we cannot claim any substantial decrease of the shrink factor, and so cannot conclude that after many absorptions, an emission will eventually be possible. To obtain such a result, the shrink factor has to be replaced by another property of a matrix, the contractivity. . 14 Heckmann However, a necessary condition for emission in the sense of the last part of Prop. 4.3 is not possible using contractivities, and the su cient condition with con is much weaker than that with shr. Consider for instance the matrices M uv = . Then, an r-emission is possible, giving a matrix M 000 with con M 000 1 2 . Repeating this, we see that from now on, at least one emission is possible after each absorption. Theorem 4.5 For every positive non-singular matrix M, there is a constant k such that at most n + k digits must be absorbed to allow the emission of n digits.
No Big Numbers in case of Zero Column Di erence
The law of big numbers for matrices (Theorem 3.1) states that for non-singular matrices with non-zero column di erence, the result after n transactions has at least one entry of bit size (n), even if all possible reductions are performed. In this section, we prove a complementary result: for every positive non-singular matrix M with column di erence zero and every argument x in 0; 1], the result of applying hMi to x can be computed with a bounded subset of the etc. Thus, the computation sequence A; A; E; A; E; A; E; :: : is possible, where A means absorption and E emission. From the results in Section 3.1, we know that all the matrices M i satisfy cd M i = 0. In the sequel, we assume that all matrices M i are reduced to lowest terms. These reductions do not a ect the arguments above since contractivity and zero column di erence are invariant under reductions.
Consider the matrix M 2n+1 after n emissions, i.e., n + 1 digits have been absorbed and n digits have been emitted. According to (8) in Section 2.3, we may summarise all but the rst absorbed r-digits into one r n -digit K and all emitted r-digits into one r n -digit K 0 . With R = r n , the resulting matrix is (D R Note that the sum of the four entries of this matrix is 4(a 1 + b 1 ). Since the matrix is positive, this provides an upper bound for the entries. From this bound for the entries of M 2n+1 , we easily get a bound for the entries of M 2n+2 , and hence for the entries of all matrices. 16 6 The Complexity of LFT Application
The appearance of big integers a ects the complexity of real number arithmetic. In this section, we study the time needed to compute n digits from the application of a matrix to a real number. Because of the law of big numbers, this time is O(n 2 ) for matrices with non-zero column di erence if the individual digits are handled one by one. By combining many digits in a small basis to one digit in a large basis, this quadratic complexity can be reduced to that of big integer multiplication. This kind of digit compression was already proposed by Peter Potts for absorptions, but not for emissions. Potts did not provide a complexity analysis.
Basic Assumptions
In computing a real number y, we are interested in the time T(n) needed to compute the rst n digits of y. By digits, we mean digit matrices, plus possibly a sign matrix in front. If y is not a constant, but depends on some input value x, i.e., y = f(x), we consider a xed argument x and assume that all digits of x are already computed and freely available. This assumption means that we do not directly take into account the di erence between two algorithms for f, one of which computes n digits of y from n digits of x, while the other one needs n 2 digits of x. Yet this di erence has an indirect impact on the complexity; for, the second algorithm presumably needs additional time to digest the additional digits.
By the law of big numbers, big integers cannot be avoided except in some exceptional cases. Hence, we need to consider the complexity of big integer operations.
Addition, subtraction, and comparison of two integers of bit size n take time O(n).
Multiplication of an integer of bit size n with a`small' integer such as 2 or 3 takes time O(n), too. Multiplication of two integers of bit size n requires more than O(n) basic arithmetical operations. Any straightforward algorithm takes time O(n 2 ). However, there are several faster algorithms in 8], including one which needs only O(n log n log log n) basic arithmetical operations, and one that simulates the multiplication in O(n) operations on a pointer machine.
In the sequel, let us assume a xed algorithm for multiplication with complexity C(n) better than O(n 2 ). Integer division of a 2n bit integer by an n bit integer, yielding an n bit integer, is as complex as n bit multiplication times a constant 8]. Thus, we assume a complexity of C(n) for integer division, too. 17
Digit by Digit Evaluation
For a matrix M, we want to estimate the complexity T(n) of computing the rst n digits of hMi(x). The straightforward method to compute this result is digit by digit evaluation: emit digits as long as possible, then absorb one digit of x, again emit digits as long as possible etc. Assume that after some of these transactions, we have obtained the matrix M 0 with bit size s in its entries. To compute the next transaction, one has to check whether emission is possible which involves the computation of (D r k ) M 0 for all possible k, and if no emission is possible, an absorption has to be done by computing M 0 D r k for some digit matrix D r k . Since we assumed a small basis r, all the entries of D r k are small, and so, all calculations can be done in time O(s).
Assume that the start matrix M has non-zero column di erence. From Theorem 4.5, we know that O(n) digits have to be absorbed to emit n digits. By Theorem 3.1, the matrix resulting after O(n) absorptions and n emissions has an entry of bit size O(n). Hence, the next transaction needs time O(n), and so, the overall time for the absorption and emission of n digits is O(n 2 ). The situation is di erent for matrices with column di erence zero. In Section 5, we have seen that the entries of all matrices occurring during the computation can be bounded by a xed upper bound, i.e., have bit size O(1). Hence, every transaction needs time O(1) in this case, and so, the overall time for the computation of n digits is merely O(n).
Mass Absorption
The quadratic complexity of digit by digit evaluation can be reduced by handling many digits at once. For the following, assume the basis r = 2.
Let M be a positive non-singular matrix with non-zero column di erence and small entries, and consider the task of computing n digits of hMi(u) for an unsigned real u (a stream of digit matrices). By Theorem 4.5, we know that m = n + k digits of u have to be absorbed into M in order to compute the desired number of digits of the result. Let these m digits be D We have already pointed out that the computation of the result takes time O(n 2 ) if the digits are absorbed and emitted one by one. Now assume that we rst perform all m absorptions and start emitting the n digits of the result only afterwards. Thus, the rst subtask is to compute M D 
