Software defect prediction (SDP) plays a significant part in allocating testing resources reasonably, reducing testing costs, and ensuring software quality. One of the most widely used algorithms of SDP models is Naive Bayes (NB) because of its simplicity, effectiveness and robustness. In NB, when a data set has continuous or numeric attributes, they are generally assumed to follow normal distributions and incorporate the probability density function of normal distribution into their conditional probabilities estimates. However, after conducting a Kolmogorov-Smirnov test, we find that the 21 main software metrics follow non-normal distribution at the 5% significance level. Therefore, this paper proposes an improved NB approach, which estimates the conditional probabilities of NB with kernel density estimation of training data sets, to help improve the prediction accuracy of NB for SDP. To evaluate the proposed method, we carry out experiments on 34 software releases obtained from 10 open source projects provided by PROMISE repository. Four well-known classification algorithms are included for comparison, namely Naive Bayes, Support Vector Machine, Logistic Regression and Random Tree. The obtained results show that this new method is more successful than the four well-known classification algorithms in the most software releases.
Introduction
In recent years, software defect prediction (SDP) has attracted the attentions of a growing number of researchers in the field of software engineering [1] - [7] . It usually focuses on estimating the defect proneness of software modules, and helps software practitioners allocate limited testing resources to those parts which are most likely to contain defects. This effort is particularly useful when the whole software system is too large to be tested exhaustively or the project budget is limited. At present, many machine learning and statistical methods have been investigated for defect prediction [8] - [11] , and one of the most widely used approaches is classification. Its main task is to classify software modules into two types: defective or non-defective. Therefore, prediction accuracy is the key to a defect prediction model. For a specific defect prediction model, it usually consists of two components: training data and classifier [12] . The training data could be obtained from bug reports, emails of developers, change logs and so on [3] , which can be then used to train the classifiers. At present, many software metric data sets from real-world projects are available for public use, such as PROMISE (available at http://openscience.us/repo), Apache (available at http://www.apache.org) and Eclipse (available at http://eclipse.org) repositories, which allow researchers to build repeatable, comparable models across studies. In terms of classifiers, many classification algorithms (classifiers) have been employed in SDP, such as Naive Bayes (NB) [7] , Support Vector Machine (SVM) [9] , Logistic Regression (LR) [10] and Random Tree (RT) [11] . After comparing with SVM, LR and RT, Menzies et al. [7] demonstrated that NB may be more suitable than the other classifiers in SDP. NB is one of the most widely used classifiers of SDP models because of its simplicity, effectiveness and robustness [13] . In NB, when a data set has continuous or numeric attributes, they are generally assumed to follow normal distributions and incorporate the probability density function of normal distribution into their conditional probabilities estimates [20] . However, after conducting a Kolmogorov-Smirnov (KS) test on the 34 software releases (the 34 software releases are explained in detail in Sect. 4.1) [14] , we find that the 21 main software metrics follow non-normal distribution at the 5% significance level. More specifically, for each numeric attribute in a specific data set (i.e. each software release is a data set), the default null hypothesis is that all the values of this attribute are from a normal distribution; we do the KS test 10000 times for each numeric attribute of a data set based on the "kstest" function in Matlab; the return value h equals 1 if it rejects the null hypothesis at the default significance level 5%, otherwise, h equals 0 if it cannot. Taking Lucene-2.4 as an example, the results are shown in Table 1 . From this Table, it can be easily obtained that it is not appropriate to estimate the conditional probability of a specific value in numeric attributes utilizing the probability density function of normal distribution.
Aiming at shortcomings of the existing classifiers mentioned above, we introduce kernel density estimation (KDE) method to improve the NB classifier in this paper. To the best of our knowledge, no study about KDE has been reported in SDP literature. KDE is an effective method to estimate the underlying probability density function of a data set. It is a nonparametric density estimator requiring no assumption that the underlying density function is from a Copyright c 2019 The Institute of Electronics, Information and Communication Engineers parametric family [15] . Based on the KDE, the probability density function can be learned from the observations, whether they follow normal distribution or not. As a result, we obtained an improved NB method based on KDE and named it as KDENB.
The rest of this paper is structured as follows: Section 2 gives a brief overview of some related work. Section 3 presents our new proposed method KDENB for SDP. Sections 4 and 5 give the detailed experimental setup and the primary results analysis respectively. Finally, we closes this paper with some summaries in Sect. 6.
Related Work
To facilitate readers' easy understanding, we review several basic concepts of Naive Bayes and kernel density estimation in this section.
Naive Bayes
NB is one of the most effective classifier methods. Compared with other machine learning algorithms, it is easy to understand and usually superior to the more complex classifiers especially in small data sets [7] , [16] - [19] .
Let A = {A 1 , A 2 , . . . , A m } be a set of software attributes, and C = {C 0 , C 1 } be the category notion of a software module, where C 0 denotes non-defective category and C 1 is defective one. Let Y = {(A 1 , a 1 ), (A 2 , a 2 ), . . . , (A m , a m )} be a testing software module, and X = {x i | i = 1, 2, . . . , n} be training data set of Y, where a i and x i are the attribute value and a software module, respectively.
According to Bayesian theory [20] , the posterior probability of an instance is proportional to prior probability and likelihood. Thus, the NB formula of a specific category to which the testing software module Y belongs will be computed by Eq. (1):
Since the denominator P(Y) in Eq. (1) is same for all categories (i.e. C0 and C1 in this paper), it does not affect the classification. Thus, it can be removed from Eq. (1) and written as the following expression:
In NB, the attributes are assumed to be independent [20] . Therefore, Eq. (2) can be deduced to Eq. (3):
After training the NB classifier with training data set X, the C k (k = 0 or 1) with higher argmax k (P(C k |Y)) is the category of testing software module Y. In other words, as shown in Eq. (4), the classifier will classify the software module Y to the category with higher V(Y).
In Eq. (4), P(C k ) will be computed by Eq. (5):
where N is the total number of software modules in training data set X, and N k refers to the number of software modules which belong to the category C k . In SDP, as most of the attributes of software metric data sets are numeric ones, they are generally assumed to follow normal distributions and incorporate the probability density function of normal distribution into their conditional probabilities estimates (i.e. the likelihood P(a i | C k )) [20] . Therefore, the likelihood P(a i | C k ) will be computed by Eq. (6):
where the parameters μ i and σ i are the mean and standard deviation of the values of attribute A i in training data set X belonging to the category C k . The above derivation has briefly described the principle of NB. However, in SDP, the software metric attributes often follow non-normal distribution, which will eventually do harm to the classification performance of the NB classifier. In other words, the Eq. (6) is not appropriate in this case.
Kernel Density Estimation
Kernel density estimation refers to a nonparametric statistical modeling method that only uses given data to build a statistical model [15] . In other words, it can estimate a probabilistic distribution for given data without requiring the specific probability density functions. The probability density function of given data can be obtained by combining kernel functions, which are generated by each value in the given data [21] , [22] . Therefore, KDE is an effective way to estimate the probability density function when we do not know the distribution of given data and this characteristic of KDE will help solve the problem of non-normal distribution for NB, when a data set has continuous or numeric attributes.
Before presenting the detailed principle of KDE, it could be helpful to get some intuitive feeling on KDE through an experiment. This experiment is conducted on the attribute "DAM" of software release "Lucene-2.4" (the software release "Lucene-2.4" is explained in Sect. 4.1). The attribute "DAM" has 340 values and the frequency description is shown in Fig. 1 . We plot the probability density function of normal distribution (i.e. "normal distribution pdf" in Fig. 2 ) according to mean = 0.4758 and standard deviation = 0.44442, and the one estimated by KDE estimator with Gaussian kernel (i.e. "KDE pdf" in Fig. 2 ). From Fig. 1 and Fig. 2 , it can easily be concluded that "normal distribution pdf" does not reflect the actual probability density of data following non-normal distribution because it only considers the mean and standard deviation, while "KDE pdf" can reflect the actual probability density of data well. Therefore, we intend to use the probability density estimated by KDE to solve the problem of non-normal distribution in NB. Now, let us give several basic concepts of KDE as follows.
Let X 1 , X 2 , . . . , X n in the set R be a given univariate random sample from a distribution with probability density function f which we wish to estimate. Then the probability Table 2 Common second-order kernels. density function estimated by KDEf : R → R is defined as [21] , [22] :
where n is the sample size, h is the smoothing parameter of the KDE estimatorf and named as bandwidth. K: R → R is the kernel function that satisfies the condition in Eq. (8):
An important factor that affects the accuracy of KDE estimatorf is the types of kernel functions. Table 2 lists the common second-order kernels [23] . The most commonly used kernels are the Gaussian and the Epanechnikov [23] . In this paper, we will explore using them to evolve Naive Bayes classifier.
Another important factor that affects the accuracy of KDE estimatorf is bandwidth h. The smaller the value of h, the sharper the probability density function estimated by KDEf ; the larger the value of h, the smoother the probability density function estimated by KDEf . An inappropriate bandwidth h may result in under-smoothing or oversmoothing. Therefore, an optimum h is very important to a kernel density function.
Among bandwidth selection methods, Silverman's rule of thumb is the most popular one [24] . The more detailed information about Silverman's rule of thumb can be seen in reference [21] and [23] . It defines optimum bandwidth h for common kernel functions as follows.
where n is the number of samples, v is the order of kernel functions (v = 2 in this paper). C v (k) is a constant shown in Table 3 that depends on the order v.σ is the standard deviation estimated from data samples. As Silverman's rule of thumb is sensitive to outliers, it is not appropriate to use the standard deviation that square root of variance of values from its mean. In this paper, a more robust corrected standard deviation is used, and the Eq. (14) shows the formula definition [25] .
With the training data, the KDE is an appropriate method for analyzing the probability density function either normal or non-normal distribution. In the next section, we will propose the improved Naive Bayes based on KDE.
A Kernel Density Estimation Based Naive Bayes Method for Software Defect Prediction
As discussed in previous sections, the software metric attributes are usually numeric attributes and they do not follow normal distribution. Therefore, we propose an improved Naive Bayes method, named as KDENB, to improve the performance of NB for SDP using KDE.
. . , A m } be a set of software attributes, and C = {C 0 , C 1 } be the category notion of a software module, where C 0 denotes non-defective category and C 1 is de-
where a i and x i are the attribute value and a software module, respectively.
As discussed in Sect. 2, according to Eq. (4), the testing software module Y will be classified to C 0 or C 1 . The prior probability P(C k ) in Eq. (4) can be obtained by Eq. (5). The conditional probability P(a i | C k ) (i.e. the likelihood), which is the main difference between NB and our proposed method KDENB, can be computed by Eq. (15) .
where x ji is the i th metric attribute of the software module x j in the training data set X. The bandwidth h can be obtained by Eq. (13) and Eq. (14) . There are 4 common kernel functions K(·) available, i.e. Gaussian (Eq. (9)), Epanechnikov (Eq. (10)), Biweight (Eq. (11)) and Triweight (Eq. (12)), which have been discussed in Sect. 2. Therefore, in this paper, we conduct experiments to make comparisons among these common kernel functions, and select the most appropriate one based on F-measure. For readers' easy understanding, the improved Naive Bayes method based on kernel density estimation KDENB can be described as the following algorithm.
Experimental Setup
In order to apply the proposed method KDENB to software defect prediction, there are some work to be done, such as the data sets used in the experiments, the learner model and the experiment design.
Data Collection
There are 34 software releases from 10 real-world software applications in our experiments. They are public available in PROMISE repository. Table 4 presents the details of these software releases, where #MDs represents the number of instances, #DP is the number of defects, and %DP is the ratio of defective modules to all modules. The 21 software metric attributes are listed in Table 5 , which contains 20 software attributes describing structural characteristics of each module from the selected software applications, and a labeled attribute BUG. Since BUG is the number of bugs in the module, we should transform BUG into a binary classification in our experiments. More specifically, if the BUG of a module is 0, this module is non-defective. Otherwise, it 
Learner Model
The learner model used in experiments is shown in Fig. 3 referring to Song et al. [26] . As shown in Fig. 3 , the learner model trains the proposed method KDENB in training data, and then applies the trained method to the test data to generate the performance report. The test data is not included in the training phase. Specifically, the training data is first preprocessed in the normalization and feature selection steps, and the obtained parameters are used to preprocess the test data. The parameters of KDENB are learned from the preprocessed training data and used in the proposed method.
Each instance in the test data are then tested based on the proposed method KDENB, and finally the performance report is created. In order to get reliable experimental results, this learner model are repeated using 10 × 10 crossvalidation, which is shown in Fig. 4 . In more specific terms, the whole data set is divided into 10 bins, 9 bins are used for training data and 1 bin is used for test data. To ensure that each bin is used for test data once to minimize the sampling bias, the experiment is conducted 10 runs. On the other hand, to reduce the ordering effect, the above process is re-peated 10 times and the ranking of data sets is randomized in each iteration. Thus, we perform 10 × 10 = 100 times for each experiment. Now let us introduce the normalization, feature selection and Evaluation Measures used in this paper.
Normalization
Since the range of software metric attributes may vary widely, this can lead standard deviation, minimum and maximum to be very different, which seriously affect the performance of the classifier. Therefore, it is necessary to normalize the data in preprocessing. In this paper, we use a min-max normalization procedure for each attribute. More specifically, the data is convert to the range of [0 1] as follows.
where x and x' are the original data and converted value respectively. After normalization, standard deviation within and between attributes (i.e. features) is reduced and the negative impact on the classifier caused by outliers can be alleviated.
Feature Selection
The software metric attributes (i.e. features) are designed for different purposes, not all of them contribute to software defect prediction. In other words, the useless or correlative features may do harm to the performance of predictor. Therefore, feature selection is necessary in the preprocessing, and the correlation-based feature selection (CFS) is used in this paper [27] .
CFS is widely used for feature selection [27] . CFS aims to select the good feature subsets, which are highly correlated with the class feature (i.e. labeled attribute), and uncorrelated with each other. CFS uses the best first strategy to search the feature subset space and uses the following equation to evaluate the merit of a feature subset S containing k features [27] :
where r cf refers to the average feature-class correlation, and r ff is the average feature-feature intercorrelation. It can be obtained that the heuristic merit aims to search the feature subset with bigger r cf by removing irrelevant features and smaller r ff by removing redundant features.
Evaluation Measures
In this paper, the prediction accuracy of proposed method is measured by F-measure, which is a weighted mean of Precision and Recall:
where Precision and Recall are defined as follows:
In software defect prediction, the defective modules are classified as positive category and the non-defective modules are classified as negative category. Therefore, TP (i.e. true positive) is the number of defective modules which are correctly classified, and TN (i.e. true negative) refers to the number of non-defective modules which are correctly classified. FP (i.e. false positive) is the number of modules which are wrongly classified from non-defective modules to defective, while FN (i.e. false negative) refers to the number of modules which are wrongly classified from defective modules to non-defective.
Experiment Design
In this section, we design experiments based on three questions to validate the feasibility and effectiveness of the proposed method KDENB. All these experiments follow the process of learner model discussed in Sect. 4.2. RQ1. Which kernel function used in KDE is more appropriate in SDP?
In this paper, KDENB use KDE to estimate the probability density function of given data to solve the problem of non-normal distribution of NB in SDP. The kernel function K(·) is very important to KDE. Therefore, to identify which kernel function is the most appropriate in KDE, we perform comparison experiments among Gaussian (Eq. (9)), Epanechnikov (Eq. (10)), Biweight (Eq. (11)) and Triweight (Eq. (12)) based on F-measure.
The descriptions of these four kernel functions have been discussed in Sect. 2.2. As shown in Table 6 , after applying these kernel functions to KDE, the likelihood P(a i | C k ) in Eq. (15) performance in KDENB.
RQ2. How is the classification performance affected by improper bandwidth h of KDE?
The bandwidth h of KDE is very important to the classification performance of the proposed method KDENB. An inappropriate bandwidth h may result in under-smoothing or over-smoothing. According to Silverman's rule of thumb [21] , [23] , [24] , the bandwidth h is computed by Eq. (13) . Since Silverman's rule of thumb is sensitive to outliers,σ in Eq. (13) is computed by Eq. (14) , other than the standard deviation that square root of variance of values from its mean. Therefore, we design this experiment to verify that the bandwidth h used in this paper is appropriate, and that how classification performance is affected by improper bandwidth h. In this experiment, the best kernel function obtained in RQ1 is used, and the values of bandwidth h used for comparison are listed in Table 7 . RQ3. What is the classification performance compared with other prediction methods?
In this experiment, we implement the proposed method KDENB using best kernel function obtained in RQ1 and the bandwidth h, and the four well-known classification algorithms for SDP are included for comparison. They are Naïve Bayes (NB), Support Vector Machine (SVM), Logistic Regression (LR) and Random Tree (RT).
NB is one of the simplest classifier based on conditional probability [16] . The reason why the classifier is named as 'naive' is that the features are assumed to be independent. In practice, the NB classifier can performs better than some more sophisticated classifiers, although the independence assumption is often violated [28] . The prediction model established by this classifier is a set of probabilities. The probability that a new instance is defective or not is computed from the product of the individual conditional probabilities for the feature values of the instance.
SVM is used as a kind of supervised learning algorithms. In common practice, it is utilized for classification and regression analysis. It could search the optimal hyper plane and maximally divide the instances into two categories [9] .
LR is a type of probabilistic statistical regression model for categorical prediction by fitting data to a logistic curve [10] , [29] . It could also be used as a binary classifier to predict a binary response. In SDP, the labeled feature (either defective or not) is binary, thus, it is suitable for SDP.
RT, as a hypothesis space for supervised learning algorithm, is one of the simplest hypothesis spaces possible [11] . It consists of two parts: a schema and a body. The schema is a set of features and the body is a set of labeled instances. Table 7 The values of bandwidth h used for comparison.
Experimental Results
In this section, based on the experimental results, we study the three research questions. RQ1. Which kernel function used in KDE is more appropriate in SDP?
In this experiment, we do experiments to make comparisons among the 4 kernel functions listed in Table 6 . The bandwidth h used in these kernel functions is computed by Eq. (13) and Eq. (14) . This experiment follows the learner model discussed in Sect. 4.2. KDENB with each kernel function runs after preprocessing (i.e. normalization and feature selection, more detailed information is shown in Sects. 4.2.1 and 4.2.2) and this process repeats according to 10 × 10 cross-validation. In other words, we perform 10 × 10 = 100 times for each data set and each reported result is the average F-measure of these 100 experiments. We take the release Ant-1.3 as an example to illustrate the experiment results as follows.
As shown in Fig. 5 , considering the median line of the boxes, we find that, for the proposed methods with different kernel functions, the KDENB with Gaussian kernel performs better than the others in general. The similar results are shown in Table 8 . Since each value in Table 8 is the average of 100 experimental results and the Gaussian kernel has the highest average, we perform a Student's t-test between the Gaussian and the others at a confidence level of 95%. The significance test results are listed in Table 9 . However, all the three p-value are greater than 0.05. In other words, there is no significant difference between Gaussian kernel and the other three kernels for Ant-1.3.
All experiments for the 34 software releases are listed in Table 10 . It can be easily obtained that there is no sig- Table 8 The performances of KDENB achieved by different kernel functions for Ant-1.3. Values in boldface are significantly better than the rest, and there is no significant difference between the boldface values. nificant difference among the four kernels for all 34 software releases. Therefore, the most commonly used kernel Gaussian kernel is selected as the kernel function in the proposed method KDENB. RQ2. How is the classification performance affected by improper bandwidth h of KDE?
The bandwidth h of KDE is another very important factor that may affect the classification performance of KDENB. Therefore, we do experiments to make comparisons among the 4 kinds of bandwidths listed in Table 7 . In this experiment, the kernel function used in KDE is Gaussian kernel, which has been discussed in RQ1. The learner model discussed in Sect. 4.2 is followed. We take the release Ant-1.3 as an example to illustrate the experiment results below.
As shown in Fig. 6 and Table 11 , the proposed method KDENB with bandwidth h has the best performance. The results of Student's t-test are shown in Table 12 , and all the three p-value are less than 0.05. The statistical results reveal that the performance between bandwidth h and others is significantly different. In other words, this result prove that the proposed method with bandwidth h performs best Table 9 The Student's t-test of KDENB achieved by different kernel functions for Ant-1.3.
Table 10
The performances of KDENB achieved by different kernel functions for 34 software releases.
Fig. 6
The standardized boxplots of the performances of KDENB achieved by different bandwidths. Any data not included between the box is plotted as a small cross.
Table 11
The performances of KDENB achieved by different bandwidths for Ant-1.3.
Table 12
The Student's t-test of KDENB achieved by different bandwidths for Ant-1.3.
for Ant-1.3.
For all the 34 software releases, the experimental results are listed in Table 13 . The bandwidth h obtain the best performance on all 34 software releases, while the bandwidth h 1 , h 2 , h 3 obtain the best performance on 17, 4 and 3 software releases respectively. The bandwidth h also obtain the highest F-measure 0.6263 in average. These experiments demonstrate that the bandwidth h computed by Eq. (13) and Eq. (14) is the most appropriate in KDENB for SDP. RQ3. What is the classification performance compared with other prediction methods?
To demonstrate the overall effectiveness of the proposed method KDENB, we do comparison experiments among KDENB, NB, SVM, LR and RT. The kernel function and bandwidth in KDENB are Gaussian kernel and bandwidth h, which have been discussed in RQ1 and RQ2 respectively. The experiments are conducted following the learner model which is discussed in Sect. 4.2. We take the release Ant-1.3 as an example to illustrate the experiment results as follows.
As shown in Fig. 7 and Table 14 , the proposed method KDENB has the best performance for Ant-1.3. Table 15 shows that the performance of KDENB is significantly different from others. Therefore, our proposed method KDENB is the best classifier for Ant-1.3. Table 16 shows the final results for all 34 releases. The proposed method KDENB performs better than the other classifiers or has no significant difference with the best classifiers, except for Ivy-1.4. That may be because the %DP Table 13 The performances of KDENB achieved by different bandwidths for 34 software releases. Values in boldface are significantly better than the rest, and there is no significant difference between the boldface values. Fig. 7 The performances of different classifiers for Ant-1.3 Table 14 The performances of different classifiers for Ant-1.3.
(i.e. the ratio of defective modules to all modules) of Ivy-1.4 is too small (i.e. 0.066) and KDENB could not estimate the probability density function appropriately. In addition, with regard to different classifiers (NB, SVM, LR and RT), our KDENB performs better than the other four methods with the highest F-measure in average. Table 15 The Student's t-test between KDENB and other four classifiers for Ant-1.3.
Table 16
The performances of different classifiers for 34 software releases.
Discussion and Conclusion
In this paper, in order to solve the problem of non-normal distribution of the continuous or numeric attributes, kernel density estimation is used to evolve the Naive Bayes classifier, which is called KDENB classifier. The reported results showed that the KDENB classifier can be used to estimate the probability distributions appropriately, when the continuous or numeric attributes are non-normally distributed. The contributions of this study can be summarized as follows:
(1) An improved Naive Bayes method based on kernel density estimation (KDENB) is proposed. The KDENB can improve the performance of NB though estimating the probability distribution appropriately.
(2) We validated the performance of the KDENB based on four common kernels (i.e. Gaussian, Epanechnikov, Biweight and Triweight), and found that there is no significant difference among the four common kernels. Therefore, the most commonly used kernel Gaussian kernel is used in KDENB. We also make comparison among the bandwidth h which is used in KDENB and other three kinds of bandwidth, and found that the bandwidth h used in KDENB obtained the best performance.
(3) We also validated the performance of the KDENB by making comparison with other 4 classifiers, and the KDENB was proved to be best classifier in the most software releases.
In conclusion, the reported results show that our KDENB classifier for SDP is practical and feasible. We expect our findings will promote the development of software testing. In our future work, we attempt to optimize the KDENB in two aspects. First, we plan to evolve the kernel function and its parameters to improve the generality. Second, we will explore more efficient approaches to simplify the metric attribute sets to further enhance the performance of KDENB.
