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Abstract
All torsion-free locally homogeneous connections on 2-dimensional manifolds are described in appropriate
coordinate systems.
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1. Introduction
Homogeneity is one of the fundamental notions in geometry although its meaning is not unique. In this
paper we consider the homogeneity of manifolds with affine structures, that is, manifolds equipped with
affine connections. This homogeneity, roughly speaking means, that for each two points of a manifold
there is an affine transformation which sends one point into another. We treat a local version of the
homogeneity, that is, an affine transformation can be given only locally.
Locally homogeneous Riemannian structures were first studied by I.M. Singer in [11]. The present
author worked out an affine version of Singer’s theory in [8] and [9].
Two-dimensional locally homogeneous Riemannian manifolds are those with constant curvature.
In spite of this situation there are many locally homogeneous affine structures on 2-dimensional
manifolds. In this paper we give a complete local classification of locally homogeneous torsion-free
affine connections on 2-dimensional manifolds. Despite the simple formulation of the main theorem, the
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general case remained open until recently. We obtain, besides metric connections of constant curvature,
two classes of connections, each depending on six parameters.
In [6], the authors proved that these two classes of connections depend only on two or four essential
parameters, respectively. In 2002, a completely different and shorter version of the full classification has
been worked out in [4]. Yet, that paper is based on the classification of all transitive local group actions
in the real plane as presented by P.J. Olver in [7]. (There are 19 such local group actions, some of them
still depending on arbitrary functions of one variable. This result belongs originally to Sophus Lie.)
Very recently, an unexpected application of the main theorem of this paper, that is Theorem 1.1, was
found in [5]. It was proved that each locally non-homogeneous pseudo-Riemannian metric g with locally
homogeneous Levi-Civita connection on an open plain domain can be expressed in the form:
g = εu2k(du2 + dv2) or g = εu2k(du2 − dv2),
where ε = ±1, (u, v) is a coordinate system on the domain with u > 0, and k is a real number different
from 0 and 1. The number k is a Riemannian invariant.
Finally, let us mention that a global result about locally homogeneous connections on compact two-
dimensional manifolds was proved in [10]:
Theorem 1.0. Let M be a compact connected 2-dimensional manifold of genus different than 1 and ∇
be a locally homogeneous torsion-free affine connection on M . Then ∇ is the Levi-Civita connection of
a Riemannian metric of constant curvature.
In [10] it was also shown that non-metrizable locally homogeneous affine connections exist on the
torus of genus 1.
Let ∇ be a connection on a manifold M . It is locally homogeneous, if for each two points x, y ∈ M
there exist a neighbourhood U of x, a neighbourhood V of y and an affine transformation ϕ :U → V such
that ϕ(x) = y. By an affine transformation (local) we mean such a diffeomorphism (local) ϕ that
(1.1)∇ϕ∗Xϕ∗Y = ϕ∗(∇XY )
for every vector fields X,Y .
We shall start with examples. In the examples (u, v) will denote the canonical coordinate system on
R2 and U = ∂u, V = ∂v .
Example 1.1. Let a, b, c, d , e, f be real numbers. The following connection on R2 is locally
homogeneous.
(1.2)∇UU = aU + bV, ∇UV = cU + dV, ∇V V = eU + fV.
In fact, the connection is homogeneous, that is, there is a group of global affine transformations acting
transitively on R2. Namely, the group of translations acts as a group af affine transformations of ∇ .
Connections having expression as in (1.2) will be called connections with constant Christoffel symbols.
Example 1.2. The following connection on M = R+ × R is homogeneous:
∇UU = au−1U + bu−(k+2)V ,
∇UV = cukU + du−1V,
(1.3)∇V V = eu2k+1U + f ukV,
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ϕ(u, v) = (αu,βv+bo), where α ∈ R+, β = α−k and βo ∈ R is a group of affine transformations (relative
to ∇) acting transitively on M .
If k = −1, then the connection has a specially easy expression:
∇UU = a
u
U + b
u
V,
∇UV = c
u
U + d
u
V,
(1.4)∇V V = e
u
U + f
u
V.
If the parameter k in (1.3) is not zero, we can change a coordinate system in the following way:
u˜ = u−k , v˜ = v. Then, in the new coordinate system, which we denote again by (u, v), the connection
has the form (1.4).
If k = 0, we can apply another change of coordinates. Namely, we set u˜ = logu, v˜ = v. After such a
change of coordinates we obtain constant Christoffel symbols.
In this paper we shall prove
Theorem 1.1. Let ∇ be a torsion-free connection on a 2-dimensional connected manifold M . If ∇ is
locally homogeneous, then ∇ is the Levi-Civita connection of a metric of constant curvature or around
each point of M there is a coordinate system in which the connection has constant Christoffel symbols
or it is given by (1.4).
2. Properties of the curvature and Ricci tensors of a locally homogeneous connections
Let ∇ be a locally homogeneous torsion-free affine connection on a 2-dimensional manifold M .
The following lemma will be useful
Lemma 2.1. Let D be a 1-dimensional distribution on a 2-dimensional manifold M equipped with a
locally homogeneous affine connection ∇ . If D is invariant under affine transformations of ∇ and it is
not totally geodesic, then there is a distribution D˜ transversal to D which is also invariant by affine
transformations of ∇ .
Proof. Observe that, since ∇ is locally homogeneous and D is invariant under affine transformations,
the assumption that D is not totally geodesic means that ∇XX /∈ D for every local nowhere vanishing
section of D.
Take the 1-dimensional quotient bundle TM/D and consider the 1-form
τ :Z → [∇ZX] ∈ TM/D,
where X is a local nowhere vanishing section of D. If X is replaced by αX, where α is a nowhere
vanishing function, then τ multiplies by α. Therefore the kernel of τ is defined independently of the
choice of X.
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defined smooth distribution on M . By the definition of the form τ it is clear that ker τ is invariant under
affine transformations of ∇ . The proof of the lemma is completed. 
A distribution invariant under the action of affine transformations relative to a locally homogeneous
connection will be shortly called an invariant distribution.
The curvature tensor R of the connection ∇ is uniquely determined by the Ricci tensor due to the
formula
(2.1)R(X,Y )Z = Ric(Y,Z)X − Ric(X,Z)Y
for any X,Y,Z ∈ TxM , x ∈ M .
If (u, v) is a local coordinate system on a domain of M , then U,V will denote the corresponding coor-
dinate vector fields ∂u, ∂v . The corresponding Christoffel symbols will be denoted by A,B,C,D,E,F .
More precisely
(2.2)∇UU = AU + BV, ∇UV = CU + DV = ∇VU, ∇V V = EU + FV.
By an easy computation one gets
Ric(U,U) = Bv − Du + D(A− D)+B(F −C),
Ric(U,V ) = Dv −Fu + CD − BE,
Ric(V ,U) = Cu − Av + CD − BE,
(2.3)Ric(V ,V ) = Eu − Cv +E(A − D)+C(F − C).
Denote by ω the skew-symmetric part of the Ricci tensor and by g the symmetric part of Ric. If a
coordinate system is fixed, we define functions λ, µ, ρ, ρ˜ by
λ = Ric(U,U), µ = Ric(V ,V ), ρ = Ric(U,V ), ρ˜ = Ric(V ,U).
If Ric is non-symmetric (automatically everywhere), then ∇ω = 0 everywhere on M . In such a case
we have the following non-vanishing 1-form on M :
(2.4)τ1 :Z → ∇ω(Z,X,Y ),
where ω(X,Y ) = 1 and ∇ω(X,Y,Z) stands for (∇Xω)(Y,Z). Let D be the kernel of this form. It is a
smooth 1-dimensional invariant distribution on M .
If X,Y is a basis of TxM , then R(X,Y ) is an endomorphism of TxM , which depends on the basis X,Y
but only up to proportionality. It follows that at each point of M the algebraic type of the endomorphism
is the same. Therefore, we have the following cases depending on the Jordan form of R(X,Y ):
(1) R(X,Y ) is proportional to the identity. This is equivalent to the property that Ric is a volume
element on M , if ∇ is non-flat.
(2) R(X,Y ) has two different real eigenvalues.
(3) R(X,Y ) has no real eigenvalue. In this case g is nondegenerate and definite.
(4) R(X,Y ) has one real eigenvalue of multiplicity 2. In this case g has rank 1.
From now on we shall assume that the connection ∇ is non-flat (automatically nowhere flat).
Let us now look through the cases (1)–(4).
In the first case we have a 1-dimensional invariant distribution D defined by (2.4). If D is not totally
geodesic, then, by Lemma 2.1, we have another invariant distribution D˜ transversal to D.
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1-dimensional invariant distributions.
Consider the third case. If Ric is not symmetric, we have the distribution D given by (2.4). We can
now define an invariant transversal to D distribution as the g-orthogonal complement to D. Assume that
ω = 0, that is, Ric is symmetric. Denote by ωg the volume form determined by g. Consider the following
1-form
(2.5)τ2 :Z → ∇ Ric(X,Y,Z)− ∇ Ric(Y,X,Z),
where ωg(X,Y ) = 1 and, as in case of ω, ∇ Ric(X,Y,Z) = (∇X Ric)(Y,Z). Either ∇ Ric(X,Y,Z) is
symmetric in all arguments, or the kernel of the 1-form τ2 is a 1-dimensional invariant distribution on M .
In the last case we have also the g-orthogonal complement to this distribution. Finally assume that Ric is
symmetric and ∇ Ric is symmetric. We now take the following form
(2.6)τ3 :Z → trg ∇ Ric(Z, ·, ·) = 0.
If it is not zero (automatically everywhere on M), then ker τ3 is a 1-dimensional invariant distribution
and we also have its g-orthogonal complement. We also have the following
Theorem 2.2. Let ∇ be a locally homogeneous torsion-free affine connection on a connected
2-dimensional manifold. Assume that the Ricci tensor of ∇ is symmetric and definite. If ∇ Ric is
symmetric and trRic ∇ Ric(Z, ·, ·) = 0 for every Z, then ∇ is a metric connection of constant curvature or
around each point there is a coordinate system in which the Christoffel symbols of ∇ are constant.
Proof. If ∇ Ric vanishes, then ∇ is the Levi-Civita connection of the metric g = Ric.
Assume that ∇ Ric = 0. In this case ∇ is a connection which can be locally realized as the induced
affine connection on a non-degenerate surface whose Blaschke metric is proportional to g. Locally
homogeneous connections on such surfaces are known in the classical affine differential geometry. We
shall sketch and adapt the arguments about this situation from [1]. If X,Y is a g-orthonormal local frame,
then
∇ Ric(X,X,X)= −∇ Ric(Y,Y,X)= −∇ Ric(Y,X,Y )= −∇ Ric(X,Y,Y ),
(2.7)∇ Ric(Y, Y,Y )= −∇ Ric(X,X,Y )= −∇ Ric(X,Y,X)= −∇ Ric(Y,X,X),
that is, ∇ Ric(X,X,X), ∇ Ric(Y, Y,Y ) determine all the values of ∇ Ric. Set a = ∇ Ric(X,X,X), b =
∇ Ric(Y, Y,Y ). It is clear that there is a g-orthonormal local frame such that the functions a, b are non-
zero in a domain of X,Y . One can now prove that there is a vector field Z = X + yY , where y is a
function, such that ∇ Ric(Z,Z,Z) = 0. Indeed, this condition is equivalent with the equation
(2.8)y3 − 3cy2 − 3y + c = 0,
where c = a/b. Eq. (2.8) relative to y has three distinct roots being smooth functions. Hence there is a
smooth distribution (not necessarily invariant by affine transformations) consisting of vectors Z such that
∇ Ric(Z,Z,Z) = 0.
Since ∇ is locally homogeneous, the length of the tensor field ∇ Ric relative to Ric is constant on
M . Let X,Y be a local g-orthonormal frame such that ∇ Ric(Y, Y,Y ) = 0. Then ∇ Ric(X,X,X) is a
constant, say r . Assume first that Ric is negative definite. If we set
∇XX = AX +BY, ∇XY = CX + DY, ∇YX = C ′X + D′Y, ∇YY = EX +DY,
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∇ Ric(Y,X,X) and using (2.7) we obtain
(2.9)A = r
2
, C ′ = F = 0, D = − r
2
, E = −r −D′, C = −B.
Hence
(2.10)[X,Y ] = CX + (D + E + r)Y.
Using now the definition of the curvature tensor, (2.9), (2.10) and the relation (2.1) for Z = X and Z = Y
one gets C = B = 0, D′ = D, E = A. It follows that [X,Y ] = 0, i.e., we can assume that X = ∂u, Y = ∂v
for some coordinate system (u, v), and the Christoffel symbols in this coordinate system are constant.
Moreover we get r2 = 2.
If we assume that the Ricci tensor is positive definite, then the same arguments as above lead to the
contradiction r2 = −2. The proof is completed. 
In the forth case we have a 1-dimensional invariant distribution equal to the nullity space of g. If it not
totally geodesic, we can use Lemma 2.1.
Summing up, we have two general cases to consider:
Case I. There exists an almost product structure D1,D2 on M consisting of two invariant 1-dimensional
distributions D1,D2.
Case II. There exists a 1-dimensional invariant totally geodesic distribution D and either
(1) ω is a volume element on M , D = ker τ1, D is contained in the nullity bundle of g or
(2) Ric is symmetric, rk Ric = 1, D = ker Ric.
The considerations of this paper are of local nature and the restriction to open subsets will be made
without mentioning this each time. By a neighbourhood we shall mean an open connected one. The
expression “around a point” stands for “in a neighbourhood of a point”.
3. Case I
Assume that ∇ is a torsion-free connection on a 2-dimensional manifold M and D1,D2 be an invariant
almost product structure on a manifold M . Around each point of M there is a coordinate system (u, v)
defined in a region U such that U spans D1 and V spans D2. Such a coordinate system will be called
adapted. A change from one adapted coordinate system to another adapted coordinate system will be
called admissible. Let (u˜, v˜) be another adapted coordinate system and U˜ , V˜ be the corresponding vector
fields. We have
(3.1)U˜ = α˜U, V˜ = β˜V .
Since [α˜U, β˜V ] = 0, we have α˜v = 0 and β˜u = 0. Conversely, if α˜, β˜ are nowhere vanishing functions
such that α˜v = 0 and β˜u = 0, then (3.1) gives an admissible change of coordinates. Obviously, a
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admissible change of coordinates.
By a straightforward computation one gets
Lemma 3.1. Let A˜, B˜ , C˜, D˜, E˜, F˜ be the Christoffel symbols after an admissible change of coordinates
determined by functions α˜, β˜. Then
A˜ = α˜′ + α˜A, B˜ = α˜
2
β˜
B,
C˜ = β˜C, D˜ = α˜D,
(3.2)E˜ = β˜
2
α˜
E, F˜ = β˜ ′ + β˜F.
Moreover
(3.3)B˜u˜ = α˜
2
β˜
(2α˜′B + α˜Bu), D˜u˜ = α˜(α˜′D + α˜Du).
If µ˜ = Ric(V˜ , V˜ ) and ρ˜ = R˜ic(U˜, V˜ ), then
µ˜ = β˜2µ, µ˜u˜ = α˜β˜2µu,
µ˜u˜u˜ = α˜β˜2(α˜′µu + α˜µuu),
µ˜v˜ = β˜2(2β˜ ′µ + β˜µv),
(3.4)ρ˜ = α˜β˜ρ.
Assume that ϕ is a local affine transformation defined in a domain contained in U and having values
in U . Set y = ϕ(x). Since any affine transformation preserves the almost product structure D1,D2, we
have
(3.5)(ϕ∗)(Ux) = α(x)Uy, (ϕ∗)(Vx) = β(x)Vy
for some nowhere vanishing functions α,β. Thus
(3.6)U ◦ ϕ = 1
α
ϕ∗(U), V ◦ ϕ = 1
β
ϕ∗(V ).
Moreover αv = 0 and βu = 0. Set ϕ(u, v) = (ϕ1(u, v), ϕ2(u, v)). Then
ϕ∗(Ux) = ∂ϕ1
∂u
(x)Uy + ∂ϕ2
∂u
(x)Vy,
(3.7)ϕ∗(Vx) = ∂ϕ1
∂v
(x)Uy + ∂ϕ2
∂v
(x)Vy.
By comparing (3.5) and (3.7) we obtain that ϕ1 is a function of u, ϕ2 is a function of v and
(3.8)α = ∂ϕ1
∂u
, β = ∂ϕ2
∂v
.
We have
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A ◦ ϕ =
(
1
α
)′
+ 1
α
A, B ◦ ϕ = β
α2
B,
C ◦ ϕ = 1
β
C, D ◦ ϕ = 1
α
D,
(3.9)E ◦ ϕ = α
β2
E, F ◦ ϕ =
(
1
β
)′
+ 1
β
F.
Proof. We use directly the homogeneity condition. Namely, we have
(∇UU)y = ∇ 1
α(x)
ϕ∗(Ux)
(
1
α
ϕ∗U
)
= 1
α(x)
[(
1
α
)′
(x)ϕ∗(Ux)+ 1
α(x)
ϕ∗(∇UU)x
]
= 1
α(x)
[(
1
α
)′
(x)α(x)Uy + 1
α(x)
ϕ∗(AxUx + BxVx)
]
(3.10)=
[(
1
α
)′
(x) + 1
α(x)
Ax
]
Uy + β(x)
α(x)2
BxVy.
On the other hand
(∇UU)y = AyUy + ByVy.
By comparing this with (3.10) we obtain the first two formulas of (3.9). In order to prove the next four
formulas we compute in the same manner as above and we get
(3.11)(∇UV )y = ∇ 1
α(x)
ϕ∗(Ux)
(
1
β
ϕ∗V
)
= 1
β(x)
CxUy + 1
α(x)
DxVy,
(3.12)(∇V V )y = ∇ 1
β(x)
ϕ∗(Vx)
(
1
β
ϕ∗V
)
= α(x)
β(x)2
ExUy +
[(
1
β
)′
(x) + 1
β(x)
Fx
]
Vy.
By comparing (3.11) and (3.12) with
(∇UV )y = CyUy + DyVy, (∇V V )y = EyUy + FyVy
respectively, we complete the proof of the lemma. 
If ϕ is an affine transformation, then
µ ◦ ϕ = 1
β2
µ, λ ◦ ϕ = 1
α2
λ,
(3.13)ρ ◦ ϕ = 1
αβ
ρ, δ ◦ ϕ = 1
αβ
δ.
Since α, β nowhere vanish and each point of U can be transformed into each other by an affine
transformation, we have that each of the functions µ,λ,ρ, ρ˜ is everywhere vanishing or nowhere
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functions µ and λ play a similar role. The same holds for the functions ρ and δ. Therefore we can
consider two main subcases: µ = 0 and ρ = 0.
Assume that (u, v) is such a coordinate system that for every affine transformation the functions α, β
are constant. Then, by (3.9) each Christoffel symbol is everywhere positive or everywhere negative, or
constantly zero. If B = 0 or C = 0 or F = 0, then β > 0 for any affine transformation. If moreover ρ = 0
or ρ˜ = 0, then α > 0. If at least one of A,D,E is not zero, then α > 0.
The following lemma will be useful throughout this section.
Lemma 3.3. If there is an adapted coordinate system such that for any affine transformation the functions
α,β are positive constants and β = α−k , where k = 0 is the same for all affine transformations, then there
is a coordinate system (not necessarily adapted) in which the connection has constant Christoffel symbols
or is given by (1.4).
Proof. Since α,β are constant and β = α−k, by (3.9), we have
A ◦ ϕ = 1
α
A, B ◦ ϕ = α−(k+2)B,
C ◦ ϕ = αkC, D ◦ ϕ = 1
α
D,
(3.14)E ◦ ϕ = α(1+2k)E, F ◦ ϕ = αkF.
Since at least one of the Christoffel symbols is nowhere vanishing, there are two possibilities. Either
only one of the Christoffel symbols is non-vanishing and it is E or B but it is constant (it happens if
k = −2 or k = − 12 ), or there exists a positive valued function G (one of the Christoffel symbols or its
absolute value, or some power of such a function) such that for any affine transformation ϕ we have
G◦ϕ = 1
α
G. Thus Gk ◦ϕ = 1
αk
Gk for any affine transformation. Then (Gk)v ◦ϕ = 1αkβ (Gk)v = (Gk)v for
any affine transformation. Since ∇ is locally homogeneous, (Gk)v is constant and therefore Gk(u, v) =
g1v + g2(u), where g1 is a constant. Let H = 1G . Then H ◦ ϕ = αH for any affine transformation ϕ.
Therefore, Hu ◦ ϕ = Hu for any affine transformation, i.e., Hu is constant. Hence H = h1u + h2(v),
where h1 is constant. By comparing this with the expression for Gk we get
(3.15)(g1v + g2(u))− 1k = h1u + h2(v)
and consequently
(3.16)h1 = −1
k
g′2(u)
(
g1v + g2(u)
)−( 1k +1).
If Hu = 0, i.e., h1 = 0, then H = (g1v + g2)−1/k, where g2 is a constant. Therefore, either H is constant
and consequently, by (3.14), all the Christoffel symbols are constant or, by making an admissible change
of coordinates, we can assume that H = v−1/k. By comparing this with (3.14), the relation H ◦ ϕ = αH
and the expression for H we get
A = av 1k , B = bv(1+ 2k ),
C = cv−1, D = dv 1k ,
(3.17)E = ev−( 1k +2), F = f v−1,
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k
we get the
desired expression.
Assume now that Hu = 0, that is, h1 = 0. If k = −1, then we proceed as follows. By (3.16) g1 = 0 and
consequently h2(v) is constant. Hence H = h1u + h2, where h1, h2 are constant. Using an admissible
change of coordinates we can assume that H = u. By comparing this with (3.14) we get the desired
expression for ∇ .
Assume now that h1 = 0 and k = −1. If g1 = 0, then H = h1u and we have the same situation as
above. If g1 = 0, then changing, if necessary, coordinates we can assume that H = u + v. Using this
and the relation H ◦ ϕ = αH and comparing this with (3.14) we see that all the Christoffel symbols are
proportional by constants to 1
u+v . If we now make a non-admissible change of coordinates: u˜ = u + v,
v˜ = v, we get an expression of ∇ as in (1.4).
The lemma is proved. 
We shall now consider several subcases. Assume that µ = 0. We have
µu ◦ ϕ = 1
αβ2
µu,
(
log |µ|)
u
◦ ϕ = 1
α
(
log |µ|)
u
,
(3.18)(log |µ|)
uv
◦ ϕ = 1
αβ
(
log |µ|)
uv
.
It follows, by the local homogeneity, that each of the functions µu, (log |µ|)u, (log |µ|)uv is everywhere
zero or nowhere zero.
Let us now assume that (log |µ|)uv = 0. In this case µu = 0 everywhere on U . Thus µu is everywhere
positive or everywhere negative on U . By the first formula in (3.18) we have that α > 0 in its domain for
every affine transformation. Also (log |µ|)uv is everywhere positive or everywhere negative on U and it
follows that also β > 0 in its domain for every affine transformation.
We shall prove
Lemma 3.4. If (log |µ|)uv = 0, then around each point x ∈ M there is an adapted coordinate system
(u, v) in which
A = a
u + v , B =
b
u + v , C =
c
u+ v ,
(3.19)D = d
u + v , E =
e
u + v , F =
f
u + v ,
where a, b, c, d, e, f are constants.
Proof. Let z be a positive valued function such that z2 = |µ|. Then for every affine transformation ϕ we
have z ◦ ϕ = 1
β
z or z ◦ ϕ = − 1
β
z. Since, as we have observed β > 0 for every affine transformation, the
second possibility cannot occur. We have
(3.20)zu ◦ ϕ = 1 zu,
αβ
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α
(log z)u,
(3.22)(log z)uv ◦ ϕ = 1
αβ
(log z)uv.
Hence
(log z)uv
(log z)u
◦ ϕ = (log z)uv
(log z)u
for any affine transformation. Since each point can be transformed into each other by an affine
transformation, we have (log z)uv = Kzu, where K is a non-zero constant. It follows that
(3.23)(log z)v = Kz + k(v)
for some function k(v). If we set w = z−1, by (3.23) we get
(3.24)wv + kw = −K.
The general solution of (3.24) is
(3.25)w = e−F(v)
(
χ(u) −K
∫
v
eF(v) dv
)
,
where F ′(v) = k(v). Setting κ(v) = ∫
v
eF(v), we obtain
w = χ(u) − Kκ(v)
κ ′(v)
.
Hence
(3.26)z = κ
′(v)
χ(u) − Kκ(v) .
Since κ ′(v) = 0 and χ ′(u) = 0, we can transform the coordinate system in the following manner:
u˜ = χ(u), v˜ = −Kκ(v). It is an admissible change of coordinates. If we denote the coordinate system
(u˜, v˜) as (u, v) again, then the function µ takes on the form
(3.27)µ = m
(u + v)2 ,
where m is constant. By the second formula in (3.18) and (3.13) we now have for any affine
transformation ϕ = (ϕ1(u), ϕ2(v)):
ϕ1(u) + ϕ2(v) = α(u)(u + v),
(
ϕ1(u) + ϕ2(v)
)2 = β2(v)(u + v)2.
Hence α, β are constant and α = β for any affine transformation.
From the proof of the previous lemma we get the desired condition. From Lemma 3.3 we also know
that after a non-admissible change of coordinates we obtain the expression of ∇ as in (1.4).
Consider now the case µu = 0 (log |µ|)uv = 0 (automatically everywhere). We shall start the case with
the following
Lemma 3.5. Around each point of M there is an adapted coordinate system in which µv = 0 and µuu = 0.
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is independent of v. Using now (3.4) we see that it is sufficient to take α˜ satisfying the equation α˜′
α˜
= −µuu
µu
and β˜ satisfying the equation 2 β˜
′
β˜
= −µv
µ
. The lemma is proved. 
Using the last lemma one gets that around each point of M there is an adapted coordinate system
in which µ = m(u + l) for some constants m = 0 and l. By replacing u by u + l we get an adapted
coordinate system in which µ = mu. Let ϕ be an affine transformation. Since µ ◦ ϕ = 1
β2
µ, we have
ϕ1(u) = 1β2 u. It follows that β (depending only on v) is constant. Since µu is constant and non-zero, the
first formula in (3.18) says that α = β−2 is a positive constant. If B = 0 or C = 0 or F = 0, then, by (3.9),
β > 0 and we can use Lemma 3.3. We also have E ◦ ϕ = β−4E = α2E. Hence, if B = C = F = 0, then
all the formulas in (3.14) hold and we can argue as in the proof of Lemma 3.3 getting the same result.
The case where µu = 0 is completed.
In a similar way can be treated the case where λv = 0. Assume that µu = 0 and λv = 0. It is clear
that an adapted coordinate system can be now chosen in such a way that µ and λ are constant. If µ = 0
and λ = 0 are constant, then, by (3.13), for any affine transformation ϕ we have α2 = 1 and β2 = 1. In
particular, α and β are constant equal to 1 or −1. If a Christoffel symbol B,C or F is non-zero, then
β = 1 and the Christoffel symbol is constant. If a Christoffel symbol A,D or E is non-zero, then α = 1
and the Christoffel symbol is constant. Therefore, if µ = 0, λ = 0, µu = 0 and λv = 0, then around each
point there is an adapted coordinate system in which the Christoffel symbols of ∇ are constant.
Assume now that µu = 0, µ = 0 and λ = 0. There is an adapted coordinate system in which µ is
constant. Then, by (3.13), β2 = 1 for every affine transformation. Assume first that B = 0 (automatically
everywhere positive or negative), that is D1 is not totally geodesic. Then β = 1. Observe now that
(log |B|)uv = 0. Indeed, for any affine transformation we have
(3.28)B ◦ ϕ = 1
α2
B, Bv ◦ ϕ = 1
α2
Bv,
(
log |B|)
v
◦ ϕ = log |B|v.
Hence (log |B|)v is constant. In particular, (log |B|)uv = 0. If we take α˜ such that 2(log |α˜|)′ = (log |B|)u,
then, by (3.3) in an adapted coordinate system determined by this α˜ and β˜ = 1 we have B˜u˜ = 0. The
condition “µ is constant” remains unchanged. Denote by (u, v) an adapted coordinate system in which
µ is constant and Bu = 0. For any affine transformation we have B ◦ ϕ = 1α2 B , which yields that α
(depending only on u) is constant. Moreover, for any affine transformation we have Bv ◦ ϕ = 1βα2 Bv .
Since β = 1, we have Bv
B
◦ ϕ = Bv
B
for any affine transformation. Hence Bv
B
is constant, and consequently
B = beb˜v for some constants b˜ and b. By comparing the relation B ◦ ϕ = 1
α2
B with formulas (3.9) and
taking into account that β = 1 we obtain the following expression for the Christoffel symbols
A = ae b˜2 v, B = beb˜v,
C = c, D = de b˜2 v,
(3.29)E = ee− b˜2 v, F = f,
where a, b, c, d, e, f, b˜ are constants. If b˜ = 0, we have a connection with constant Christoffel symbols.
We now change the coordinate system as follows u˜ = u, v˜ = elv , where l = − b˜2 . Eventually we
interchange coordinates and we get a connection as in (1.3) with k = −1.
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constant. Consider the case where D = 0, that is, the distribution D1 is totally geodesic but not parallel.
Since for any affine transformation β2 = 1, we obtain: (log |D|)v2 ◦ ϕ = (log |D|)v2. Hence log(|D|)v is
constant, i.e.,
(3.30)D = ed˜vd1(u),
where d˜ is constant. By (3.30) it is clear that (log |D|)u depends only on u. Using (3.3) one sees that by
taking β˜ = 1 and α˜(u) such that (log |α˜|)u = −(log |D|)u we get an adapted coordinate system in which
D˜u˜ = 0. It means that d1 in formula (3.30) can be assumed to be constant. Since λ = 0, B = 0, D = 0
and Du = 0, by (2.3), we have A = D. It follows that A ◦ ϕ = 1αA. Comparing this with the first formula
of (3.9) we see that α is constant for any affine transformation. Since E ◦ ϕ = αE, we have that E−1 is
proportional by a constant to D. Since β2 = 1 for any affine transformation, we have that C2 and F 2 are
constant, that is, the Christoffel symbols C and F are constant. Hence either the Christoffel symbols are
constant or changing an adapted coordinate system as in the previous case we obtain an expression as in
(1.3) with k = −1.
The remaining case to consider is the following: µ = 0, λ = 0 and at least one of the functions ρ or δ
is not zero. Assume that ρ = 0. For any affine transformation ϕ we have
ρ ◦ ϕ = 1
αβ
ρ,
ρu ◦ ϕ = 1
αβ
[(
1
α
)′
ρ + 1
α
ρu
]
,
(3.31)(log |ρ|)
uv
= 1
αβ
(
log |ρ|)
uv
.
In particular (log |ρ|)uv is everywhere zero or nowhere zero. Assume first that (log |ρ|)uv = 0. By (3.31)
we have (log |ρ|)uv = rρ for some constant number r = 0. Let L be a function such that Lu = ρ. Then
(log |ρ|)uv = rLu. Integrating this we get
log
(|Lu|)v = rL + k1,
where k1 is a function of v. Hence
Luv = rLuL+ k1Lu.
Integrating this we get
(3.32)Lv = r2L
2 + k1L+ k2,
where k2 is a function of v. Let l(v) be a solution of the following Riccati equation
(3.33)l′ = − r
2
l2 + k1l − k2,
then by (3.32) we get
(3.34)L˜v + k3L˜ = r L˜2,2
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L˜
. Then (3.34) gives
(3.35)wv − k3w = − r2 .
The general solution of this equation is
(3.36)w = e−F
(
χ(u) − r
2
∫
eF dv
)
,
where F = ∫
v
k3 dv. It follows that
(3.37)Lu = − κ
′(v)χ ′(v)
(χ(u) − r2κ(v))2
,
where κ(v) = ∫ eF dv. Transforming the coordinate system as follows: u˜ = χ(u), v˜ = −κ(v) r2 and using
again the notation (u, v) for the new coordinate system we see that ρ is proportional by a constant to
1
(u+v)2 . The new coordinate system is adapted.
Using this expression for ρ and the fact that for any affine transformation ϕ(u, v) = (ϕ1(u), ϕ2(v)) the
relation ρ ◦ ϕ = 1
αβ
ρ holds, we get(
ϕ1(u) + ϕ2(v)
)2 = αβ(u + v)2.
Using this and the relation ρu ◦ ϕ = 1αβ [( 1α )′ρ + 1αρu] one easily sees that α, β are constant and α = β.
Since at least one Christoffel symbol is not zero, α and β are positive. We can now use Lemma 3.3.
Assume that (log |ρ|)uv = 0. Then ρ(u, v) = ρ1(u)ρ2(v). If we take α˜ = 1ρ1 and β˜ = 1ρ2 , then the
functions α˜, β˜ determine an admissible change of coordinates such that in the new coordinate system ρ
is constant. Let (u, v) be a coordinate system in which ρ is constant. Since in any coordinate system and
for any affine transformation ϕ one has ρ ◦ ϕ = 1
αβ
ρ, we get that αβ = 1. Since α depends only on u and
β depends only on v, it follows that α, β are constant and β = 1
α
. Since at least one Christoffel symbol is
not zero, α are β are positive. Using Lemma 3.3 completes the proof of the first case. 
4. Case II
Around each point of M there is a coordinate system (u, v) in a neighbourhood U such that ∇UU = 0
and U spans D. Such a coordinate system will be called adapted. As in Case I, a change from one adapted
coordinate system to another adapted coordinate system will be called admissible.
Let (u˜, v˜) be another adapted coordinate system with corresponding vector fields U˜ , V˜ . We have
(4.1)U˜ = α˜U, V˜ = γ˜ U + β˜V ,
where α˜, β˜ are nowhere zero. Since ∇U˜ U˜ = 0, we have α˜u = 0. Since [α˜U, γ˜U + β˜V ] = 0, we have
(4.2)β˜u = 0, γ˜u
β˜
= α˜
′
α˜
.
In particular γ˜uu = 0. Conversely, if α˜u = 0 and (4.2) holds, then (4.1) gives an admissible change of
coordinates. Therefore we have
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only if α˜u = 0 and (4.2) holds.
We shall now check how the Christoffel symbols change under admissible change of a coordinate
system. We have
Lemma 4.2. Let C˜, D˜, E˜, F˜ be the Christoffel symbols after an admissible change of a coordinate system.
Then
(4.3)D˜ = α˜D,
(4.4)C˜ = −Dγ˜ + γ˜u + β˜C,
(4.5)E˜ = 1
α˜
{
γ˜ γ˜u + β˜2E + β˜γ˜v + γ˜ β˜(2C −F) − γ˜ (2Dγ˜ + β˜ ′)
}
,
(4.6)F˜ = 2γ˜ D + β˜ ′ + β˜F.
Proof. We have
∇U˜ V˜ = ∇α˜U (γ˜ U + β˜V ) = α˜γ˜uU + α˜β˜CU + α˜β˜DV.
On the other hand
∇U˜ V˜ = C˜U˜ + D˜V˜ = C˜α˜U + D˜(γ˜ U + β˜V ) = (C˜α˜ + D˜γ˜ )U + D˜β˜V .
By comparing the above formulas one gets (4.3), (4.4). We also have
∇V˜ V˜ = ∇γ˜ U+β˜V (γ˜ U + β˜V ) = {γ˜ γ˜u + 2γ˜ β˜C + β˜γ˜v + β˜2E}U + {2β˜γ˜D + β˜ ′β˜ + β˜2F }V.
On the other hand
∇V˜ V˜ = E˜α˜U + F˜ (γ˜ U + β˜V ) = (E˜α˜ + F˜ γ˜ )U + F˜ β˜V .
The last two formulas imply (4.5), (4.6). The lemma is proved. 
Assume now that ϕ is a local affine transformation defined in a domain contained in U and having
values in U . Denote y = ϕ(x). Since affine transformations preserve D, we have
(4.7)ϕ∗(Ux) = α(x)Uy, ϕ∗(Vx) = γ (x)Uy + β(x)Vy
for some functions α,β, γ , where α, β are nowhere vanishing. Thus
(4.8)U ◦ ϕ = 1
α
ϕ∗(U), V ◦ ϕ = 1
β
{
ϕ∗(V )− γ
α
ϕ∗(U)
}
.
Since ∇ϕ∗Uϕ∗U = 0, we have αu = 0, i.e., α is a function of v. By a straightforward computation using
the local homogeneity of ∇ one gets
(∇VU)y = ∇ 1
β {ϕ∗(Vx)− γα ϕ∗(Ux)}
(
1
α
ϕ∗(U)
)
=
(
− αv
αβ
+ C
β
+ Dγ
αβ
)
(x)Uy +
(
D
α
)
(x)Vy.
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(4.9)D ◦ ϕ = D
α
,
(4.10)C ◦ ϕ = − α
′
αβ
+ C
β
+ Dγ
αβ
.
Similarly, by computing
(∇V V )y = ∇ 1
β {ϕ∗(Vx)− γα ϕ∗(Ux)}
(
1
β
{
ϕ∗(V ) − γ
α
ϕ∗(U)
})
and comparing this with (∇V V )y = EyUy +FyVy , we get
(4.11)E ◦ ϕ = −γβ
′
β3
+ γ γu
αβ2
− α
β
(
γ
αβ
)
v
+ α
β2
E + γ
β2
F − 2 γ
β2
C − 2 γ
2
β2α
D,
(4.12)F ◦ ϕ = − β
′
β2
+ 1
β
F − 2 γ
βα
D.
Observe now that if ϕ(u, v) = (ϕ1(u, v), ϕ2(u, v)), then by (3.7) and (4.7), we get ∂ϕ2∂u = 0, i.e., ϕ2 is a
function of v only and α(x) = (ϕ1)u(x). Since αu = 0, we have
(4.13)ϕ1(u, v) = α(v)u+ Γ (v).
Since γ = ∂ϕ1
∂v
, we also have
(4.14)γ (u, v) = α′(v)u + Γ ′(v).
Because of formula (4.9) and by the fact that each point can be transformed into each other by an
affine transformation, we have that either D is everywhere zero or nowhere zero in its domain. Similarly
we argue in case of other functions. For instance, we have
µ ◦ ϕ = 1
β2
µ, µu ◦ ϕ = 1
αβ2
µu.
Therefore the functions µ and µu are constantly zero or nowhere zero.
Subcase 1. Let ωˆ be the function defined by ωˆ = ω(U,V ). In the case under consideration D = ker τ1,
i.e., ∇ω(U,U,V ) = 0. Thus D = ωˆu
ωˆ
. Since ωˆu ◦ ϕ = 1α2β ωˆu and ∇ is locally homogeneous, the
function ωˆu is nowhere zero or everywhere zero. Moreover, the property ωˆu = 0 is a property of ∇
independent of the choice of an admissible coordinate system.
Assume first that ωˆu = 0. Since ωˆuωˆ = D, we have D = 0. We shall now prove
Lemma 4.3. If ωˆu = 0, then there is an adapted coordinate system in which ωˆ is constant.
If ωˆ is constant, β˜(v) is an arbitrary nowhere vanishing function, α˜ = β˜−1 and γ˜ = −β˜ ′u + Γ˜ (v),
where Γ˜ (v) is an arbitrary function, then α˜, β˜, γ˜ determine an admissible change of a coordinate system
in which ωˆ is again constant.
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α˜β˜ω(U,V ). Thus
V˜
(
ω(U˜, V˜ )
)= (γ˜ U + β˜V )(α˜β˜ωˆ).
Therefore ωˆv˜ = 0 if and only if
(4.15)(α˜β˜)
′
α˜β˜
= − ωˆv
ωˆ
.
Now it is sufficient to take β˜ = 1, α˜ such that α˜′
α˜
= − ωˆ′
ωˆ
and γ˜ = α˜′
α˜
u.
The second part of the lemma easily follows from (4.15) and Lemma 4.1. The proof of the lemma is
completed. 
Assume that (u, v) is a coordinate system, in which ωˆ is constant. In the case under consideration
g(U,V ) = 0, i.e., Ric(U,V ) = −Ric(V ,U). By (2.3) we get
(4.16)Fu = Cu.
On the other hand ωˆ = −(Fu + Cu). Since ωˆu = 0, we have
(4.17)C = cu + c˜(v), F = cu + f˜ (v),
where c is a non-zero constant.
We shall now change the coordinate system again.
Lemma 4.4. There is an adapted coordinate system in which F = C, ωˆ is constant and Fv = 0.
Proof. Set β˜ such that 2 β˜
′
β˜
= c˜ − f˜ , α˜ = β˜−1 and γ˜ = −β˜ ′u + Γ˜ (v), where Γ˜ is an arbitrary function.
Since D = 0, by (4.6) and (4.4), we have that
F˜ = β˜ ′ + β˜F, C˜ = −β˜ ′ + β˜C.
It follows that
F˜ − C˜ = 2β˜ ′ + β˜(F − C) = 2β˜ ′ + β˜(f˜ − c˜).
Hence F˜ = C˜. By Lemma 4.3 we know that ωˆ is constant. If we take Γ˜ = − 1
c
(β˜ ′′ + β˜f˜ + β˜f˜ ′), then
F˜v˜ = 0. The proof of the lemma is completed. 
After a change of coordinates as in Lemma 4.4 we can assume that C = F = c(u + l), where c
and l are constants. By applying an admissible change of coordinates we can write C = F = cu. Since
ωˆ is constant and ωˆ ◦ ϕ = 1
αβ
ωˆ, we have that αβ = 1 for every affine transformation. Thus α′
α
= −β ′
β
.
Consequently, by using (4.10) and (4.12), we obtain
C ◦ ϕ = β
′
β2
+ 1
β
C, F ◦ ϕ = − β
′
β2
+ 1
β
F.
Using now the equality C = F , we get β ′ = 0 and α′ = 0 everywhere. Recall that ϕ1(u, v) = αu+ Γ .
Since C ◦ ϕ = 1
β
C and C = cu, we obtain
c(αu+ Γ ) = c u
β
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we get E ◦ ϕ = α
β2
E = 1
β3
E. By the local homogeneity we get that E is proportional to C3, that is,
E = eu3, where e is a constant. We have got the following expression of the connection ∇
(4.18)∇UU = 0, ∇UV = uU, ∇V V = eu3U + uV.
We have finished considering the subcase 1 under the additional assumption: ωˆu = 0.
Assume now that ωˆu = 0. Since ωˆuωˆ = D, the function D is nowhere vanishing. Since, by (2.3),
D2 + Du = 0, in any adapted coordinate system D(u, v) = 1u+l(v) . Consequently
(4.19)ωˆ = er(v)(u + l(v)).
We shall choose an adapted coordinate system in a special way.
Lemma 4.5. If ωˆu = 0, then there is an adapted coordinate system in which ωˆv = 0 everywhere.
Proof. Let α˜, β˜, γ˜ give an admissible change of coordinates. We have
V˜ ωˆ = (γ˜ U + β˜V )(α˜β˜ωˆ) = β˜{γ˜ α˜ωˆu + (α˜′β˜ + α˜β˜ ′)ωˆ + α˜β˜ωˆv}.
Using (4.2) one sees that ωˆv˜ = 0 if and only if
(4.20)γ˜ ωˆu
ωˆ
+ γ˜u + β˜ ′ + β˜ ωˆv
ωˆ
= 0.
Take β˜ = 1. Formula (4.20) is then equivalent to
(4.21)γ˜ ωˆu
ωˆ
+ γ˜u + ωˆv
ωˆ
= 0.
By (4.19) we have ωˆv
ωˆ
= r ′ + l′
u+l . If we now take γ˜ = − r
′
2 (u + l)− l′ and α˜ such that α˜
′
α˜
= − r ′2 , we get a
desired coordinate system. The proof of the lemma is completed. 
We can now assume that we have an adapted coordinate system in which ωˆ = er(u + l), where l and
r are constant. Then D = 1
u+l .
Let ϕ = (ϕ1, ϕ2) be an affine transformation and the functions α,β, γ be given by (4.7). We know
that ϕ1 = αu + Γ and γ = α′u + Γ ′. Using the expression for D and ωˆ, the relations ωˆ ◦ ϕ = 1αβ ωˆ and
D ◦ ϕ = 1
α
D, we obtain
(4.22)β = α−2, Γ = l(α − 1).
Using this and formulas (4.10), (4.12) we get
C ◦ ϕ = C
β
, F ◦ ϕ = F
β
,
that is,
C ◦ ϕ = α2C, F ◦ ϕ = α2F.
Since D ◦ ϕ = 1
α
, D = 1
u+l and ∇ is locally homogeneous, we have
(4.23)C = c(u + l)2, F = f (u + l)2,
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β2
µ = α4µ,
D ◦ ϕ = D
α
and the local homogeneity, we obtain
(4.24)µ = m(u + l)4,
where m is a real number. On the other hand, by (2.3) and (4.23), we have
µ = Eu − ED +C(F − C) = Eu −ED + c(f − c)(u+ l)4.
Hence we have the following equation for E
(4.25)m˜(u + l)4 = Eu − E 1
u + l ,
where m˜ is a constant. The general solution of the equation is given by
(4.26)E = e(u + l)5 + (u + l)L(v),
where e ∈ R and L(v) is an arbitrary function.
We shall now rechoose the coordinate system again. We have
Lemma 4.6. There is an adapted coordinate system in which ωˆv = 0 and 5ED = Eu.
Proof. Let (u, v) be an adapted coordinate system such that ωˆv = 0. Consider an admissible change of
the coordinate system determined by some functions α˜, β˜, γ˜ . By (4.20) one sees that if
(4.27)γ˜ = − β˜
′
2
(u + l),
then, in the new coordinate system, ωˆv˜ = 0. If (4.27) is satisfied, then
2Dγ˜ + β˜ ′ = 2 1
u + l
(
− β˜
′
2
)
(u + l) + β˜ ′ = 0.
Since g(U,V ) = 0, by (2.3) and (4.23), we have 2C − F = 0. By (4.5)
E˜ = 1
α˜
[γ˜ γ˜u + β˜γ˜v + β˜2E].
We compute
γ˜ γ˜u + β˜γ˜v + β˜2E = β˜
′2
4
(u + l) −
(
β˜β˜ ′′
2
)
(u + l)+ β˜2{e(u + l)5 + (u + l)L}.
Since
5E˜D˜ = 5
{
β˜ ′2
4
− β˜β˜
′′
2
+ β˜2(e(u + l)4 +L)}
and
E˜u˜ = α˜E˜u = β˜
′2
− β˜β˜
′′
+ 5β˜2e(u + l)4 + β˜2L,
4 2
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β˜ ′2 − 2β˜β˜ ′′ + 4β˜2L = 0.
Setting ι = log |β˜| we obtain an equivalent equation
−ι2 − 2ι′ + 4L = 0,
which can be solved. Having ι we obtain β˜ and then we define α˜ = β˜−1/2. The functions α˜, β˜, γ˜ give the
desired admissible change of coordinates.
Using the lemma we have a coordinate system in which
D = 1
u + l , C = c(u + l)
2, F = f (u + l)2, E = e(u + l)5
for some real numbers c, f, e. It now suffices to apply the change of coordinates: u˜ = u + l, v˜ = v. We
obtain the following expression for ∇
(4.28)∇UU = 0, ∇UV = cu2U + 1
u
V, ∇V V = eu5U + f u2V,
where c, e, f are constants. This is an expression as in (1.3) with k = 2. 
Subcase 2. In this case the function µ is nowhere 0. If ϕ is an affine transformation of ∇ , then
(4.29)µ ◦ ϕ = 1
β2
µ, µu ◦ ϕ = 1
αβ2
µu.
Assume first that µu = 0 (automatically everywhere). This is a property independent of the choice of an
adapted coordinate system. If we set
(4.30)κ = (log |µ|)
u
−1
,
then
κ ◦ ϕ = ακ and κu ◦ ϕ = κu.
Since each point of U can be transformed into each other by an affine transformation, κu is a constant.
Observe that the number κu is a property of ∇ independent of the choice of an adapted coordinate system.
Indeed, let (u˜, v˜) be another adapted coordinate system. If µ˜ = Ric(V˜ , V˜ ) and κ˜ = µ˜
µ˜u˜
, then µ˜ = β˜2µ
and consequently κ˜u˜ = κu.
Assume first that κu is not zero. Denote it by 12k . Then
µ(u, v) = m˜(v)
(
1
2k
u + κ˜(v)
)2k
for some functions m˜(v) and κ˜(v). We shall improve an adapted coordinate system according to the
following lemma.
Lemma 4.7. There is an adapted coordinate system in which µv = 0 everywhere.
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µ˜ = Ric(V˜ , V˜ ). We have
V˜ µ˜ = γ˜ β˜2µu + 2β˜2β˜ ′µ + β˜3µv.
Hence µ˜v˜ = 0 if and only if
(4.31)γ˜ (log |µ|)
u
+ β˜(log |µ|)
v
+ 2β˜ ′ = 0.
It is now sufficient to take β˜ = 1 and
(4.32)γ˜ = − (log |µ|)v
(log |µ|)u .
Differentiating twice the right-hand side of (4.32) relative to u gives zero. It is now sufficient to take α˜
such that γ˜u = α˜′α˜ . The lemma is proved. 
By Lemma 4.7 we can write
(4.33)µ = m(u + l)2k,
where m and l = 2kκ˜ are constant. Going back to the relation µ ◦ ϕ = 1
β2
µ and using (4.33), (4.13) and
(4.14) we get
(4.34)β = α−k, Γ = l(α − 1)
and consequently
(4.35)γ = α′(u + l).
Recall that in any adapted coordinate system D2 = −Du. Assume first that D = 0 (automatically
everywhere). Then D = 1
u+l˜(v) for some function l˜. On the other hand, using the relations D ◦ ϕ = 1αD =
β1/kD, µ ◦ ϕ = β−2µ for any affine transformation ϕ and the fact that each point can be transformed to
each other by an affine transformation, we see that D = d(u + l)−1, where d is constant. Hence
(4.36)D = 1
u + l .
Thus Dγ = α′. Using now (4.10) we get C ◦ ϕ = 1
β
C. By comparing this with µ ◦ ϕ = 1
β2
µ and using
the local homogeneity we get
C = c(u + l)k.
Formula (4.12) and the expressions for D and γ yield
(4.37)F ◦ ϕ = 1
β
F −
(
1 − 2
k
)
β ′
β2
.
If k = 2 (which is a property of ∇), then F ◦ϕ = 1
β
F and, as in case of C, we have F = f (u+ l)k , where
f is a constant. This case will be continued later. In the general case we have
Fu ◦ ϕ = F , Cu ◦ ϕ = C .
αβ αβ
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(4.38)F = f (u + l)k + f˜ (v)
for some function f˜ . In order to get rid of f˜ we shall prove
Lemma 4.8. There is an adapted coordinate system in which µv = 0 and F − 2 µµu Fu = 0.
Proof. We study the case where k = 2. We already have an adapted coordinate system in which µv = 0.
As usual α˜, β˜, γ˜ denote the functions determining an admissible change of the coordinate system. In
order to preserve the condition µv = 0, by (4.31), it is sufficient and necessary to have
(4.39)γ˜ = −2β˜ ′[(log |µ|)u]−1 = − β˜ ′
k
(u + l).
By using (4.6), (4.39) and the expressions for µ, F and D we see that F˜ − 2 µ˜
µ˜u˜
F˜u˜ = 0 if and only if
β˜f˜ +
(
1 − 2
k
)
β˜ ′ = 0.
Since k = 2, this equation (relative to a nowhere vanishing β˜) can be solved. By Lemma 4.1, it now
suffices to take α˜ = β˜−1/k . The lemma is proved. 
By using Lemma 4.8 and the above consideration we can assume that we have an adapted coordinate
system in which F = f (u + l)k , C = c(u + l)k, D = (u + l)−1.
We can now complete the case where k = 2. For any affine transformation ϕ formula (4.37) holds.
Since F is proportional to C by a constant we have (because C ◦ ϕ = 1
β
C) β ′ = 0 and consequently, by
(4.34), (4.35), we have α′ = 0 and γ = 0. Hence, by (4.11) and (4.34), we get
E ◦ ϕ = α
β2
E = α1+2kE.
Comparing this with D ◦ ϕ = 1
α
D and using the local homogeneity we obtain
(4.40)E = e(u + l)2k+1.
Consider now the case where µu = 0, k = 2 and D = 0. By (2.3), we have Fu = −Cu and Cu +CD = 0.
In any adapted coordinate system in which µv = 0 we have C = c(u+ l)2. Using the equality Cu +CD =
0 we get c = 0 and consequently C = F = 0. By (2.3) we also have
Eu − E
u + l = m(u + l)
4.
The general solution of this equation is
E = e(u + l)5 + (u + l)L(v).
Similarly as in Lemma 4.6 we shall prove that there is a coordinate system in which the function L
constantly vanishes. Namely we have
Lemma 4.9. There is an adapted coordinate system in which µv = 0 and 5ED = Eu.
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by (4.31) and the fact that µ = m(u + l)4, the following condition must be satisfied
γ˜ = −1
2
β˜ ′(u + l).
As in Lemma 4.6 we have 2Dγ˜ + β˜ ′ = 0 and 2C − F = 0. The proof can be now completed exactly in
the same manner as the proof of Lemma 4.6. 
Consider now the case where µu = 0, κu = 0 and D = 0. By (2.3) we have Fu = 0 in any adapted
coordinate system. In Lemma 4.7 we obtained an adapted coordinate system in which µv = 0. Then we
observed that in such a coordinate system β = α−k and µ
µu
= 12k (u + l) for any affine transformation ϕ.
If we take β˜ such that (log |β˜|)′ = −F , γ˜ = −2β˜ ′ µ
µu
and α˜ such that (4.2) is satisfied, then, by (4.31)
and (4.6), we have that µ˜v˜ = 0 and F˜ = 0 in the coordinate system determined by α˜, β˜, γ˜ . Assume that
(u, v) is a coordinate system in which µv = 0 and F = 0. For every affine transformation ϕ, by (4.12),
the function β is constant. Since β = α−k, α is constant and, by (4.35), γ = 0. By (4.10) and (4.11) we
have C ◦ ϕ = 1
β
C, E ◦ ϕ = α
β2
E for every affine transformation ϕ. Comparing this with µu
µ
◦ ϕ = 1
α
µu
µ
we
obtain that C = c(u + l)k , E = e(u + l)2k+1, where c, e are constant. Since Cu = 0, we have C = 0. We
have obtained an expression as in (1.3). The case µu = 0, κu = 0 is completed.
Consider now the case where µu = 0 and κu = 0 (automatically everywhere). In this case we have
µ(u, v) = m(v)er(v)u,
where the functions m(v) and r(v) are nowhere vanishing. We have
Lemma 4.10. There is an adapted coordinate system in which µv = 0 everywhere.
Proof. As in the proof of Lemma 4.7 we see that the condition µ˜v˜ = 0 is equivalent to (4.31). We have(
log |µ|)
u
= r, (log |µ|)
v
= r ′u + m
′
m
.
Take β˜ = 1. By (4.31)
γ˜ = −1
r
(
r ′u + m
′
m
)
.
In order to finish the proof it is now sufficient to take α˜ = 1
r
. 
We can now assume that
(4.41)µ = meru,
where m, r are non-zero constants. Using now (4.41), (4.13) and the fact that µ ◦ϕ = 1
β2
µ we obtain that
α = 1 for any affine transformation ϕ. It follows that D ◦ ϕ = D for every affine transformation, that is,
D is constant. By (2.3) D = 0. By (4.10) we now get C ◦ ϕ = C
β
. Comparing this with µ ◦ ϕ = 1
β2
µ and
using the local homogeneity we get
C = ce r2 u,
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contradiction with the assumption µu = 0. The case cannot occur.
The case µu = 0 is completed.
Assume now that µu = 0 and D = 0. Since Du = −D2, we have D = 1u+l(v) . Using the beginning of
the proof of Lemma 4.7, in particular formula (4.31), we can assume that µ is constant. We have
Lemma 4.11. There is an adapted coordinate system in which µ is constant and Dv = 0.
Proof. Assume that µ is constant. By (4.31) and (4.3) it is sufficient to take β˜ = 1, any nowhere vanishing
function α˜ and γ˜ = α˜′
α˜
(u + l) + l′. The proof of the lemma is completed. 
We can now assume that D = 1
u+l , where l is constant. If ϕ is an affine transformation with the
functions α,β, γ , then, by the relation D ◦ ϕ = 1
α
D, we get γ = α′(u + l). Therefore Dγ = α′ and
consequently, by (4.10), we have C ◦ ϕ = 1
β
C. Since µ ◦ ϕ = 1
β2
µ and µ is constant, we have β = 1 for
every affine transformation ϕ. Hence C is constant as well. By (2.3) C = 0 and Fu = 0. Using (4.12) we
obtain
(4.42)F ◦ ϕ = F − 2α
′
α
.
We shall now prove
Lemma 4.12. There is an adapted coordinate system in which µ is constant Dv = 0 and Fv = 0.
Proof. Let α˜, β˜, γ˜ give an admissible change of a coordinate system. In order to preserve the constancy
of µ we set β˜ = 1. Let α˜ be a solution of the equation
0 = 2(log |α˜|)′′ +Fv.
Define now γ˜ = α˜′
α˜
(u + l). By a straightforward computation, using (4.6), one checks that V˜ F˜ = 0 and
V˜ D˜ = 0. The proof of the lemma is completed. 
We can now assume that F is constant. By (4.42), α is constant and consequently γ = 0. Using now
(4.11) we get E ◦ ϕ = αE, which compared with D ◦ ϕ = 1
α
D gives
E = e(u + l),
where e is a constant. It means that we have an expression as in (1.3) with k = 0.
Finally we consider the case where µu = 0 and D = 0. As in the previous case we can assume that µ is
constant. By (2.3) Cu = Fu = 0. Since for any affine transformation µ◦ϕ = 1β2 µ, we have β2 = 1. Hence,
by using also (4.12), we get F ◦ ϕ = F
β
. Therefore F 2 ◦ ϕ = F 2
β2
= F 2. It follows that F 2 is constant and
so is F . We now prove
Lemma 4.13. There is an adapted coordinate system in which µ and F are constant and C = 0.
Proof. If we take β˜ = 1, then µ˜ and F˜ remain constant. By (4.4) we have
(4.43)C˜ = γ˜u + C.
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is completed. 
Having a coordinate system as in Lemma 4.13, by (4.10) we see that α is constant for any affine
transformation.
Observe that if in an adapted coordinate system C, F , µ are constant, then by (2.3)
(4.44)E = eu + e˜(v),
where e is constant and e˜(v) is some function. We now use the following
Lemma 4.14. There is an adapted coordinate system in which µ, C and F are constant and moreover
Ev = 0.
Proof. Assume that we have coordinates as in Lemma 4.13. As in the proof of Lemma 4.13 we take
β˜ = 1. By (4.5) we have
(4.45)E˜ = 1
α˜
{γ˜ γ˜u + γ˜v + E −F γ˜ }.
Take α˜ such that α˜′
α˜
= F and γ˜ = Fu+s(v), where s is a function which will be specified by the condition
V˜ E˜ = 0. By (4.45) we obtain
E˜ = 1
α˜
(s′ + eu + e˜)
and V˜ E˜ = 0 if and only if
s′′ − Fs′ + es − F e˜ + e˜′ = 0.
This differential equation relative to s can be solved. In the new coordinate system C and F are constant.
The proof is finished. 
By Lemma 4.14 we can assume that e˜ in (4.43) is constant. Hence, in our coordinate system either E
is also constant or E = e(u + l) for some real numbers e and l. In the last case we have an expression as
in (1.3) with k = 0.
The proof of Theorem 1.1 is completed.
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