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Let f and w be nondecreasing continuously differentiable functions from 
the real line R into [0, 11, 01 a nonnegative real number, and F a real class 
C”’ function on some open subset of R@’ which contains R x [0, 11. Let F be 
bounded and Fa nonnegative on R x [0, I], and consider the quasilinear 
first order initial value problem 
4-q t) = -F(x, u) ul + &J(X) - ~1, 4x, 0) = f(x), (*) 
where the solution u is sought on R x [0, co). There is a semigroup {T(t); 
t > 0) of nonlinear transformations such that the solution of (*) is given by 
u(x, t) = (T(t) f )(x), but the main interest is in the description of a Markov 
process which has distribution T(t)f at time t if the initial distribution is f. 
The transition probabilities P(X(t + h) E r 1 X(t) = x) depend on x and the 
distribution at time t. The process can be constructed more naturally if f 
and w are probability distributions, but the construction can still be carried 
out in the situation indicated, and in more general cases as well. 
We consider the quasilinear first order initial value problem 
u2(x, t) = --F(x, u) u1 -I- “[W(X) - u], 4? 0) = f(X), (*) 
where f and w are nondecreasing continuously differentiable functions from 
the real line R into [0, 11, F is of class G’(l) on some open subset of Rt2) which 
contains R x [0, I], F is bounded and F, is nonnegative on R x [0, 11, 01 is a 
nonnegative real number, and the solution u is sought on R x [0, 03). We 
exhibit a semigroup {T(t), t 2 0} o nonlinear transformations such that the f 
solution of (*) is given by u(x, t) = (T(t)f) (x), but the main interest is in the 
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description of a Markov process of the type introduced by McKean in [IO] 
such that u(*, t), or T(t)f, is the distribution of the process at time t if the 
initial distribution isf. The transition probabilities p(X(t + h) E r 1 X(t) = x) 
depend on x and the distribution at time t. In some terminologies [IO], (*) is 
called the forward differential equation of the process, but in others it is 
called the Fokker-Plank equation of the process [S], with the term forward 
equation being reserved for a differential equation to be satisfied by the 
transition function. The process can be constructed more naturally iff and w 
are probability distributions, but the construction can still be carried out in 
the situation that we have indicated, and in more general cases as well. The 
term “[w(x) - U] of the equation (*) turns out to be of interest from the 
probibalistic point of view, and we will now point out why it is of interest 
from the semigroup point of view. 
Suppose C is a closed convex set in the Banach space X, {U(t)} is a strongly 
continuous semigroup of nonlinear nonexpansive transformations in C, and 
A is the infinitesimal generator of {U(t)}; see [4] or [6]. Let w E C, and define 
B on 9(A) by Bf = Af - f + w. Suppose B generates a strongly continuous 
semigroup (W(t)} f o nonlinear, nonexpansive transformations in C. Then it 
follows that w E (I- A) 9(A), where I is the identity transformation, and that 
(I - A)-l w = lim,,, IV(t) f for each f E C; see [4, Theorem 4.1, p. 4021 or 
[2] (there is a misprint in [2]). We very nearly have this situation if we let 
(U(t) be the semigroup (T(t)} which gives the solution of (*) for (Y = 0 and 
let {w(t)> be the semigroup which gives the solution of (*) for LY. = I. We 
do not know that this situation holds exactly because we do not know 
that the generators have the same domain for (y. = 0 and 01 = 1, but it 
is true that the intersection of the domains of the two generators is 
dense in C. 
The Markov process giving the solution of (*) is deterministic if 01 = 0, 
and if cy > 0, then it is deterministic except for jumps that occur at a sequence 
of random times. The waiting times between jumps are independent with 
distribution 1 - e-*t, and if w is a probability distribution, then the process 
has distribution w at each jump time. If w is not a probability distribution, 
then the situation is a little more complicated and somewhat unusual. The 
state space in that case will be the real line with an ideal element d adjoined, 
but A will not be the standard “cemetery” for a Markov process, because at 
each jump time, a particle at A will have positive probability of jumping back 
to the real line. We include this case in the probabalistic treatment because 
it is desirable to include it in either the semigroup treatment or a straight 
differential equations approach. In Section 1, we construct the solution of (*), 
the semigroup (T(t)}, and an evolution system in R which is the deterministic 
part of the Markov process. In Section 2, the Markov process is constructed, 
and we discuss generalizations in Section 3. 
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1. THE SEMIGROUP OF TRANSFORMATIONS AND THE 
BASIC EVOLUTION SYSTEM 
Let s(R) denote the continuous probability distributions OR R, and let 
So(R) denote the continuous subprobability distributions on R; that is, the 
continuous nondecreasing functions from R into [0, I]. Let F, (Y, and w be as 
in the introduction; we will consider various functions f. The results of this 
section are based on the method of characteristics for solving a first order 
partial differential equation; see [3] or [9]. Much of what is done in this 
section can still be done if we do not suppose that F and w are differentiable; 
we will comment further on this in Section 3. 
If a E R and 0 < b < 1, then we denote by Y(u, b) the system 
x’(t) = FW), 4th x(0) = a, 
z’(t) = &+(t)) - ml, z(0) = 6, 
where x and z are defined on some interval [0, K] with 0 < k < co. Such 
solutions exist, and they are unique on any interval [0, k] on which they exist; 
see for instance [5, Chapter X]. If (x, a) is a solution of Y(a, b) defined on 
[0, A], then we can write the second equation in the form 
Z’(T) + a.z(r) = aw(x(t.)). 
Multiplying both sides by eUr, integrating from 0 to t, and simplifying, we get 
z(t) = be-OLt + 11 c~-~~~-~)w(x(r))dr (1.1) 
for 0 < t < K. Thus, we see that 0 < z(t) < 1 for 0 < t < K. From this 
and the fact that F is bounded on R x [0, 11, it follows that P’(a, b) 
has a global solution defined on [0, 0~)). We denote this solution by 
(A(a, b, *), B(a, b, *)). That is, we have 
A&, 6, t) = W(a, 4 t>, W, 4 t>>, A(a, 6,O) = a, 
w4 6, t) = 4w(44 69) - e, 4 t)], &a, 6, 0) = 6, 
(1.2) 
where the differential equations hold for t > 0. We also have 
B(a,b, t) = be-OLt + s: ~~e-“(~-‘)w(A(u,b,r))dt. (1.3) 
for t 2 0, and 
&qa,h t), w, 4 4, y> = 4% 6, t + r), 
W(4 6, t), qa, 6, t), r> = qa, 6, t + r> 
(1.4) 
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for t, r 3 0. (1.3) is just a restatement of (1 .I), and (1.4) follows from the fact 
that Y(A(a, b, t), B(a, b, t)) has a unique solution. 
LEMMA 1.1. A and B are class C(l) functions, and 
A, > 0, A, 2 0, B, 2 0, B, > 0. 
Proof. The fact that A and B are of class CY is a standard theorem of 
differential equations; see [5, Chapter X]. 
Let a E R, b E [0, 11, and define 
A(t) = 4, b, t), Al(t) = Ada, b, t), 
A,(t) = A&, b, t), B(t) = B(a, 4 t), 
B,(t) = &(a, h 4, B,(t) = &(a, b, t), 
F,(t) = WW), B(t)), F,(t) = ~&J(t)> B(t))> 
for t > 0. The following equations are also standard; see [5]. 
A,‘(t) = h(t) A,(t) + F,(t) B,(t), 40) = 1, 
B,‘(t) = axu’(A(t)) A,(t) - olB,(t), B,(O) = 0, 
A,‘(t) = W A,(t) + F,(t) B,(t), A,(O) = 0, 
(1.5) 
B,‘(t) = cm’(A(t)) A,(t) - mBz(t), B,(O) = 1. 
If in each equation we treat the differentiated function as unknown and the 
others as known, then the standard technique for solving linear first order 
differential equations yields the equations, 
4) = exp [ j:W) ds] (1 + 1: exp [ - j:W) ds] Fdr) W) dy) j (1.6) 
B,(t) = j: ae-@(t-rW(A(r)) A,(r) dr, (1.7) 
As(t) = 1: exp [St F,(s) ds] F,(r) B,(r) dr, ( 1.8) 
T 
B,(t) = erut + 11 a~+~)w’(A(r)) A,(r) dr. (1.9) 
From (1.6) and (1.7), we see that A,(t) > 0 and B,(t) > 0 for t >, 0. From 
(1.8) and (1.9), we see that A,(t) > 0 and B,(t) > 0 for t > 0. I 
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LEMMA 1.2. If t > 0, and A(a, , b, , t) = A(a, , b, , t), then 
I B(% , h , t) - B(4 , h , t)l < e-at I bl - b, I . 
Proof. Let xi = A(a, , bi , e), zi = B(ai ,6,, *) for i = 1,2. 
Suppose a, = ua . If b, = b, , then zl(t) == x2(t). Let b1 > b, . Then by 
Lemma 1, we have zr(s) > zs(s) and x1(s) > x2(s) for all s 3 0. If ,x1(7) > xs(7) 
for some T < t, then by Lemma 1.1 and Eq. (1.4) we have xl(t) > x2(t), 
a contradiction. Therefore, x1(s) = x2(s) for 0 < s < t, and 
q(t) - .zg(t) = e-at(bl - b,) 
by (1.1) or (1.3). A similar proof works if 6, < b, . 
Suppose a, < ua . If b, < b, , then xl(t) < x2(t) by Lemma 1.1. There- 
fore, 4 > b, . Let 7 denote the least s > 0 such that x1(s) = x2(s). Then 
0 < 7 < t, and xi(s) < xs(s) for 0 d s < T. Thus 
by (1 .l) or (1.3). Suppose x1(s) = s( ) f z s or some s < T .  Then by Eq. (1.4) 
and Lemma 1.1, we have x1(y) < x~(Y) for s < Y, a contradiction. Therefore, 
Xl(S) > f?+(s) for 0 < s < 7, Xl(T) 3 X2(T), 
Now by Eq. (1.4) and the last paragraph we get 
1 Zl(t) - &(t)l < e--ar(t-T) 1 Xl(T) - +(T)I < eeat(bl - b2). 
A similar proof works if a, > us . 1 
If f E sO(R), then we define AI on R x [0, co) by 
Aj@, t) = A(& f (A), t). 
From Lemma 1 .l, we see that if t >, 0, then Af(*, t) is a strictly increasing 
function from R onto R. We denote the inverse of Af(*, t) by clf(+, t). That is, 
if x E R and t > 0, then X = clf(x, t) is the solution of 
x = A(4 f (4, t). 
Iffis continuously differentiable, then Ar and IIf are both class C(r) functions. 
If f E .%(R), and t > 0, then we define ft on R by 
f&9 = m f (9 t), 
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where 
h = Af(x, t), A(h,f(A), t) = x. 
Then f t E %(R), and ft E g(R) if f, w E 3(R). Also, if f is continuously 
differentiable, thenf, is continuously differentiable. 
The chain rule for partial derivatives, the implicit function theorem, etc., 
yield many easy consequences of these definitions. Let f~ 9$(R) be continu- 
ously differentiable. Then 
where X = flf(x, t). If we define u on R x [0, CO] by U(X, t) =ft(x), then u 
is of class C(l), and 
Thus we have shown that u is a solution of (*). However, we also want to 
study the semigroup of transformations associated with the equation (*). 
If t > 0, define the transformation T(t) from 3$(R) into 3$(R) by 
T(t)f=f, . D e fi ne operator Q on 9(Q) = C(l)(R) n %(R) by 
(Q.0 (4 = --Fb fWf’(4 + +4x) - .+)I. 
Then S(Q) is dense in 9$(R) and 9(Q) n F(R) is dense in F(R). 
THEOREM 1.1. {T(t); t 3 0} is a semigroup qf transformations in So(R), 
and {T(t)} is strongly continuous in the supremum norm topology. If t > 0, then 
T(t)9(&) Ca(Q), and T(t) S(R) C F(R) ;f w E P(R). If  f ,  g E 3$(R), then 
II T(t)f - T(t)g II G e+ Ilf - g II (1.10) 
for t > 0, where 11 11 denotes the supremum norm. If (Y > 0, then {T(t)> has a 
unique fixed point g; furthermore, 
kc II T(t)f - g II = 0 (1.11) 
for all f  E go(R), and g E F(R) if w E S(R). The infinitesimal generator of 
{T(t)} in the topology of uniform convergence on compact sets is an extension of Q. 
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Proof. Let fc 9s(R), xER,ands,t>O.Then 
fs+t(x) = W,fN, s + th 
where 
A(kf(W, s + t) = x. 
where 
where 
Thus 
(fs)t (4 = q4kf(qs), B@, f(47 $9 t) = w4f(Q s + t) = fs+&9 
Thus {T(t)} is a semigroup of transformations in So(R). We have already 
observed that ft E F(R) if f, w E 9(R), and that ft E C(l)(R) if fE C’(‘)(R). 
Now let f,g E .3$(R), x E R, and t > 0. Let X = Ilf(x, t), 7 = (1g(x, t). 
Then by Lemma 1.2, we have 
I f&9 - g&>l < e-“t I .~@I - AdI . 
If X < 7, then f (h) > g(q) by Lemma 1.1. Thus 
If@) -g(rl)l =f(4 -&+I) Gf(d -L?(7) G llf -gli . 
A similar proof works if X > 7, so (1.10) is proved. 
From the definition of nf and f t  , we have 
x = Ark, t> + s tJT4hf(4, r), Wf(4, T)) dr, 0 
for x E R and t > 0, where X = clf(x, t). Thus 
1 fqx, t) - x 1 < Mt, (1.12) 
where 1 F(a, b)l ,( 111 for a c R and b E [0, 11. Now we have 
ft(x) = e-atf(h) + 1: ore-~(“-‘)w(s(l\,f(X),r))dr, 
I .f&> - f  WI d I e-90) - f  (41 + (1 - e-at) 
d (1 -e-T (1 +f@)) + If@) -fWl 
d 2(1 - e+) + If (A) - f(x)1 * 
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Rut f is uniformly continuous since f E &(R), so by (1.12), we have 
uniformly for x E R. Thus {T(t)} is strongly continuous at 0, and thus is 
strongly continuous from the right on [0, 00). If t > 0, and 0 < h < t, then 
by (l.lO), we have 
/I T(t)f - T(t -h)fil <e-“(t-h)// T(h)f -fil, 
so that {T(t)} is also strongly continuous from the left on [0, co). 
Now let 01 > 0. Iffi , g, are fixed points of (T(t)}, then by (1 .lO), we have 
llfi -a I/ = II T(t)f, - T(t)g, II < e-tit llfi - gl II 
for t 3 0, so that fi = g, . If f  E FO(R), then by (1 .lO), we have 
I/ T(t + h)f - T(t)f II d e+ II T(h)f -fll 
for t, h > 0, so that lim,,, T(t)f exists in the supremum norm topology. 
This limit is clearly a fixed point for {T(t)}. If w E S(R), then 
T(t) S(R) C-F(R) for t > 0, and 9(R) is norm closed, so the fixed point 
is in S(R). 
From the discussion preceding the statement of this theorem, it is clear 
that the infinitesimal generator of {T(t)} in the topology of uniform conver- 
gence on compact sets is an extension of Q. 1 
If we wish to obtain information about the infinitesimal generator in the 
supremum norm topology, some further restrictions are necessary. 
Let Q,, denote the restriction of Q to the set of all f  EGO which have a 
bounded uniformly continuous derivative. Then a(Qs) is dense in 3$(R), 
and C@(Qs) n F(R) is dense in 9(R). 
THEOREM 1.2. Suppose F has bounded uniformly continuous jirst order 
partial derivatives on R x [0, 11, and that w E~(QJ. Then 
T(t) I C -%Qoo) for t 2 0, 
and the inJnitesima1 generator of {T(t)} in the supremum norm topology is an 
extension of Q,, . 
Proof. It follows from the Eqs. (lS)-( 1.9) in the proof of Lemma 1.1, 
that B, Al, 4,4, Alay A,, , B, , B, , B3 , B,, , and B, are all bounded 
and uniformly continuous on each set R x [0, l] x [0, k]. It also follows 
that A is uniformly continuous on each set R x [0, l] x [0, k]. It follows 
from (1.6) that A, is bounded away from zero on each set R x [0, l] x [0, k]. 
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If we let f E 9( Q,,) and look at the equations for the partial derivatives of Ar 
which preceede the statement of Theorem 1.1, then we can show that the 
first order partial derivatives of (1’ are bounded and uniformly continuous 
on each set R x [0, k]. Also, Ilf itself is uniformly continuous on each set 
R x [0, K]. Now letting U(X, t) =f$(x), and looking at the equations 
for the partial derivatives of u which follow the equations for the partial 
derivatives of flf, we can show that u, u1 , and u2 are bounded and uniformly 
contineuous on ach set R x [0, k]. 
The theorem follows from these facts without much difficulty. The prop- 
erties of u1 imply that T(t)g(Q,) C9(Q0) for t > 0. Also, 
t-V(t)f(x) - f(4) - (Qof) (4 = t-l 1: kdx, $1 - u& OH4 
and the statement about the infinitesimal generator follows from this. [ 
If f~ 9JR), and 0 < s < t, then we define the function Vf(t, S) on R by 
Vr(t, s) h = m,fdq, t - s). 
Then Vf(t, S) is a continuous strictly increasing function on R. If 0 < t < S, 
then we define 
vf(t, 4 = Wf(S, W’~ 
Then the function (s, t, /\) -+ Vf(t, S) h is continuous on [0, CO) x [0, CO) x R, 
and it is of class C(l) if f is continuously differentiable. We also have 
qu, t) = Vf(U + s, t + 4 (1.13) 
for s, t, u 3 0 and f~ So(R). 
THEOREM 1.3. {Vf(t, s); s, t > 0} is an evolution system; that is, 
Vf(S, s) = x 
fors>,OandXER,and 
Vf(U, t) Vr(t, s) h = Vf(U, s) h 
for s, t, u 3 0 and h E R. 
Proof. Let 0 < s < t < u, h E R, and q = Vf(t, s) X. Then 
VfII(U, t) v,(t, s) x = A(% f&l), u - t) 
= 4%4f,(4, t - s), ~(~,fS(4, t - sh fJ - t) 
= A(X,f,(h), u - s) = v-f(U, s) A. 
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Thus 
Vf(% 4 vr(t, s) = v&4 s) 
From this we get 
for 0 < s < t < u. 
etc., so the theorem is proved. 1 
THEOREM 1.4. lff~ 9”,(R), x E R, and 0 < s < t, then 
ft(x) = e-&tf( V,(O, t) x) + /I ae-a(t-r)w( Vf(r, t) x) dr, 
and 
(1.14) 
ft(x) = ecortt-@fs( Vf(s, t) x) + j: aeb-‘)w( Vf(r, t) x) dr. (1.15) 
Proof. Let A = Af(x, t), x = A(X, f(A), t) = V,(t, 0) A, so that 
h = V,(O, t) X. Let x(s) = A(& f(h), s), z(s) = B(X, f (A), s) for s 2 0. Then 
by (1.1) or (1.3), we have 
x(t) = e-et/(A) + 1: ae-act-+‘)w(x(r)) dr. 
But z(t) = ft(x), and 
x(r) = lqr, 0) h = Vf(T, 0) Vf(O, t) x = Vf(Y, t) x. 
This proves (1.14). 
Substituting fs for f, and t - s for t, we get 
f*(x) = e-m(t-s’fs(VfB(O, t - s) x) + jr ~-~(~-~-~)eu(‘Vf,(r, t - s) x) dr 
= e-a(t-s)fa(Vf(s, t) LX) + 1:” cte-a(t-8-r)w( V,(r + s, t) x) dr 
= e-“( t-s)fs( Vf(s, t) x) + j: ae-e(t-u)w( Vf(u, t) x) du. 
Thus (1.15) is proved. 1 
It is this theorem which suggests that we can interpret ft as the distribution 
at time t of a Markov process with initial distribution f for f E F(R). The 
formulas also suggest the particular nature of the process, which we describe 
in the next section. 
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2. THE MARKOV PROCESS 
Let 01> 0 and f, w E 9(R). Let 
z = (1, 2,...}, R, = [O, a>, L2 = R x R+= x R=. 
Define the functions Jo, Jr , J2 ,..., and WI , W, ,... on Sz by 
and 
where 
lo(~) = 4 l&J) = rln for n = 1, 2,..., 
Wn(w> = 5, for n = 1, 2,..., 
Define the probability measure P on Q to be the product measure with the 
following factors: 
wo G 4 = f(a), P(ln < 4 = 44 for n = 1, 2, 3 ,..., 
P(W, > t) = e-at for n = 1, 2, 3 ,.... 
Thus the random variables J,, , J1 ,..., WI W, ,... are mutually independent. , 
Let So(w) = 0 for w E Q, and let 
s, = WI + *** + w, for n = 1, 2, 3 ,.... 
For each t > 0, define the random variables N(t), S(t), J(t), S+(t) on Q 
as follows: 
N(t, W) = max{n : S,(w) < t}, 
I(4 WI = lNct.wd~), 
SC4 w) = SNh&J)> 
s+ct> w> = SN(t*w)+l(W). 
Then {J(t)} is a Markov process. In particular, it is a jump process with 
initial distribution f and jump distribution w. N(t) is the number of jumps 
up to time t, and {N(t)} is a Poisson process. S(t) is the last jump time up to 
the instant t, and S+(t) is the first jump time after t. 
Now let {V(t, s); s, t > 0} be an evolution system on R. Let the function 
(s, t, A) --+ V(t, s) h be continuous on [0, co) x [0, co) x R, and let V(t, s) 
be strictly increasing for each s, t 3 0. For each t > 0, define X(t) on J2 by 
at, w) = qt, S(t, w)) I(& w). 
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THEOREM 2. I. {X(t)) is a Markov process. The evolved distribution and the 
transition function are given by 
P(X(u) < z) = ecat(f( V(0, u) x) + J‘I ae--n(TL-Th( V(r, u) x) dr, (2.1) 
P(X(u) < x 1 X(t) = x) 
= e-a’Th-t)x[z,m~( V(t, u) z) + 1: ae-~“(u-r)w( V(r, u) z) dr, JOY t < u. 
(2.2) 
Proof. Let A! denote the standard product field in 9. If GZ is a u-field 
contained in A’, then let a- denote the completion of GZ with respect to P. 
We will make free use of the properties of the Markov process {J(t)}. We are 
not able to give reference for all these properties, but they are all easily 
derivable by standard methods. By a Markov process, we will simply mean a 
stochastic process which has the Markov property, see [1 , Definition (l.l), 
p. 111. Elsewhere, the term is commonly used in reference to much more 
elaborate structures, see [ 1, p. 201 or [7]. 
It is not hard to show that u(S+(t)) . IS independent of u(J(s); 0 < s < t)-. 
But if Y  < s, then 
(J(v) = J(Y) for Y  < v < s) = (S(s) < r) U A, 
where P(A) = 0. Thus 
u(S(s); 0 < s < t) c u(J(s); 0 < s < t)-, 
and therefore, u(S+(t)) is independent of o(S(s), J(s); 0 < s < t). 
Now let 0 < t < u, z E R. Let B E u(X(s); 0 < s < t). Then 
B E a(](~), S(s); 0 G s < 4, 
so that u(S+(t)) is independent of B. We have 
P(B, X(u) < z, S(u) < t) = P(B, S+(t) > u, X(u) < 2). 
If S(U) < t, then S(u) = S(t) and J(u) = J(t), so that 
X(u) = w, S(t)) JW, 
x(t) = v, S(t)> J(t)9 
X(u) = I+, t) X(t). 
Therefore, 
P(B, X(u) < z, S(u) < t) = P(B, S+(t) > u, X(t) < V(t, u) z) 
= P@+(t) > u) P(B, X(t) < V(t, u) z). 
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Thus we have 
P(B, X(u) < z, S(u) < t) = e-a(u-t’qB, X(t) < V(t, u) 4. (2.3) 
We also have 
P(B, S(u) > t, X(u) d z) = P(& S(u) > t, J(u) < vw> 4 4 
But 
= j P(4 S(u) > t, I(4 < WW, 4 z I JO)) dp- R 
P(B, s(u) > t, J(u) < W+), 4 z I J(t)) 
= P(B 1 J(t)) P(S(u) > t, J(u) d WW 4 z I J(t)), 
since 
and 
(S(u) > t, J(u) ,< V(S(u), u) z) E ~(I($ t d 4, 
I? E u(J(s); 0 < s < t)-. 
Furthermore, (S(u) > t, J(u) < V(S(u), u) z) is independent of 41(f)), and 
thus 
Therefore, 
W(u) > t, J(u) d W(u)> 4 x I J(t)) 
= P@(u) > t, J(u) < W(u), 4 4. 
P(B, s(u) > t, x(u) < z) = P(B) P@(u) > t, J(u) < V(Q), 4 4. 
But 
P(S(u) > t, J(u) d V(u), u) 4 
= 
s 
1 P(J(u) < V(Y, u) z 1 S(u) = Y) P(S(u) E dy) 
s 
u 
= lye-~(+%u( V(Y, u) z) dy. 
t 
Thus we have 
P(B, S(u) > t, X(u) < z) = p(B) s: c~e-+~h(V(~, u) z) dy. (2.4) 
Adding (2.3) and (2.4), we get 
P(B, X(u) < z) = e-acu-t)P(B, X(t) < V(t, u) z) 
(2.5) 
+ P(B) 1: ae-a(+rku( V(y, u) z) dy. 
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Letting B = 9, t = 0, we get (2.1). Letting t > 0, B = (X(t) E r), we get 
P(X(u) < z, X(t) E r) = e-” ‘T’-t’P(X(t) < Jqr, 24) 2, X(t) E r) 
-c P(X(t) E I’) j’; CP--)w( V(r, u) z) dr. 
Dividing by p(X(t) E r), and letting r 1 {x), we get (2.2). 
We have now found the evolved distribution and the transition function 
of the process {X(t)>, and only a little work remains in order to show that the 
process has the Markov property. 
If B E u(X(s); 0 ,( s < t), then 
s 
P(X(u) < z 1 X(t)) dP = c~(~-~)P(B, X(t) < v(t, =) z) 
B 
+ P(B) j: ae-a(u-r)w( V(r, u) z) dr 
by (2.2). Thus by (2.9, we have 
P(B, X(u) < z) = j, P(X(u) < z I X(t)) dP. 
Therefore, 
q-q4 < 2 I G(s); 0 G s < t)) = ww d z I X(t)), 
so that the process (X(s); s E R+) is a Markov process, see [1, Theorem 1.3(iii), 
P* w I 
We will need more elaborate notation for what follows. If g E 9(R) and 
Y > 0, then X,(r) means the function X(t) of Theorem 2.1 obtained by taking 
{ V(t, s)) to be the evolution system { V,,(t, s)} of Theorem 1.3. The probability 
measure P, is the measure P of Theorem 2.1 with f = g, We indicate the 
dependence on g by denoting the process as (Q, {XJt)}, P,). Thus 
(Q, (X,Jt)>, P,) is simply the process {X(t)} of Theorem 2.1 with 
w7 4 = V& 41 and f=g. 
We want to enlarge the sample space so that a single stochastic process 
{X*(t); t E R+) will serve as the outcome functions for all these processes 
as we let the initial distributions run through T(R). Accordingly, let 
For each g E .9(R), let 
&I* = S(R) x sz. 
Q&l = (g, Q). 
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Let A?* denote the product field in sZ* generated by A? and the field of all 
subsets of S(R). For each t > 0, define X*(t) on Q* by 
x*(4 (g, w>) = Xg(t, w). 
For each g E *F(R), define the probability measure P,* on (Q*, A!*) by 
for AEd. 
P*(Q*\Qg) = 0, p,*klA) = P,(A) 
Thus the process 1M, = (Q*, {X*(t)>, P,*) is equivalent to the process 
P, KG)>9 PA and is therefore a Markov process; it corresponds to the 
process AZ, of [lo, p. 19071. The process 
M = (Q*, W*(t)>, Pg*>), or M = p*, v*(t)>, p*j, 
is simply the collection of all the individual processes M, and it corresponds 
to the process M of [lo, p. 19081. W e want to justify calling M a Markov 
process by showing that the transition functions of the component processes 
M, satisfy the relation (3) of [IO, p. 19081, which we will state presently. 
The relationship to be verified involves translates of paths, and since our 
sample space J2* is not a space of paths, we will have to define translation 
operators in 52*. We did not use a path space for the sample space because, 
in our case, we can get such a simple explicit description of the process by 
taking the sample space as we do. We need then, for each t >, 0, a function 
Bt from Q* into Q* such that X*(h) 0 et = X*(t + h) for each h 3 0. 
Notice that the processes (Q, {X,Jt)}, P,) d 0 not in general possess translation 
operators; a translate of a path of X, need not be a path of X, . 
If t 3 0, then define qt from fin* into Q by 
Johk~ WI) = X&T w) 
J&tk, WI) = JN(Lw)+k(W) 
for K = 1, 2,..., and 
xhJ& w>> = SN(t,w)+k(W) - t 
for K = 1, 2,.... Define Bt from sZ* into Q* by 
U& w) = W) g> Vt(& w)), 
where {T(t)} is the semi-group of Theorem 1 .l. 
LEMMA 1.1. If t, h 2 0, then 
X*(h) 0 et = x*(t + h), 
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Pyoof. Let w E Q, g E P(R), g, = T(t) g. First notice that 
N(h, q,(g, co)) = N(t -t- h, w) ~ yt, w), 
S(h, &g, w)) = ma@, s(t + h, w> - t), 
J(h pl (g, w)) = jXg@, w) if qt + 4 w) < t > t lJ(t + h, co) if S(t + h, w) > t. 
Suppose that A’(t + h, w) < t. Then 
Now suppose that S(t + h, W) > t. Then 
x*(h, b(& WI) = x$4 9&Y? w)) 
= T7,(k S(h> P)t(& w>) Jv4 9Jt(& w)> 
= Vg(t + h, qt + k w>> J(t + h, w> 
= Xg(t + h, w) = x*(t + 4 (g, w)). I 
The main relation (3) of [lo, p. 10981 to be satisfied is (2.8) of the following 
theorem. 
THEOREM 2.2. If t 3 0 and g E F(R), then let g, = T(t)g, where {T(t)} 
is the semigroup of Theorem 1 .l . If t > 0, g E F(R), and y E R, then 
p,*w*(t) G Y) = gt(Y). (2.6) 
Ift,h>Oandx,zER,andgcS(R),then 
Pq*(X*(t + h) < z 1 X*(t) = x) = P;(X*(h) < z I X*(O) = x). (2.7) 
If B E&Z*, g E*(R), and t > 0, then 
P,*(fql(B) 1 x*(t) = x) = P,*t(B 1 x*(o) = x). (2.8) 
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Proof. (2.6) f 11 o ows immediately from Theorems 1.1 and 2.1. To get 
(2.7), we will prove the equivalent identity 
Pg(Xg(t + h) < z I X&) = 4 = P,,(X,p9 < z I XJO) = 4. (2.9) 
By (2.2) we have 
Pp(Xg(t + h) < z I Xg(t) = 4 = e-ahxrwo,(~B(tr t + 4 4 
+ 1:“’ ae-a(f+h-r)w( VJr, t + h) z) dr, 
P#&(h) < 2 I -K&V = 4 = e-~hxr~,d(~gt(O, A) 4 
4; me-a(h-~)w( VJY, h) z) dr. 
But these are equal by (1.13). Thus (2.7) is proved; as a corollary, we have 
P,*(x*(s + t + h) < z j x*(s + t) = x) 
= P,*,(x*(s + h) < z 1 X”(s) = Lx). 
(2.10) 
If 0 < s < u, y E R, and F is a Bore1 set in R, then define 
Q(s, y; u, q = p,*(x*(u) 6 r I X”(s) = Y), 
Qt(S, y; u, r> = fYp*w E r I x*(s) = Y). 
Then (2.10) becomes 
Qt(S, y; % q = Q(s + t, y; u + t, 0. (2.11) 
Now to prove (2.8). It is sufficient to take 
B = (X*(t,) < x1 ,..., X*(&J < z,) 
where 
0 < t, < t, < -a- < t, and z1 ,..., z, E R. 
These sets do not generate A*, but the intersections of these sets with any 
In, generate the restriction of A%‘* to Sz, , and every measure Pf* is concen- 
trated on the set Q, . If B is as above, then 
ql(B) = (X*(t + tl) < z1 ,..., X*(t + t,) < a,). 
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We have 
PZ(B 1 x*(o) = x) 
= EQt(O> s x; t, , dy,)Q,(t, > ~1; t, 9 dy2) ... Qdtn-1 ,~n-1 9 tn 7 ~Y,J> 
where 
E = ((~1 ,..., YJ : ~1 < ~1 ,..., yn < 4; 
see for instance [l, (2.8), p. 161. Likewise, if we let si = t + ti for 
i = 1, 2 ,..., 11, then 
P,*(epB / x*(t) = x) 
= EQL I t x; ~1, dy,)Q(s, 3~1; ~2 9 dy2) -*Qh-1 >~n-ii sn > ~YJ. 
These are equal by (2.11). 1 
Remember that by (2.6) and Theorem 1.1, there is a unique distribution 
v such that vt = v for all t > 0. Furthermore, I] g, - v I] -+ 0 as t + 00 
for each g E 9(R). Thus for any initial distribution, the evolved distribution 
converges uniformly to the unique stable distribution. 
In [ll], Moyal considers transition functions corresponding to process 
which are like our processes iI4, in that the transition between states can take 
place either by jumps of a specified kind, or by motion of another kind, which 
may or may not include jumps. He obtains these transition functions under 
very general conditions, but he is not concerned with the underlying pro- 
cesses, and certainly not with obtaining processes like our process M. 
Everything we have done here is still correct for (Y = 0, but if 01 = 0, the 
situation can be simplified tremendously. We could take 
i2 = R, PAW < 4 = f(4, &(t, 4 = v,(t, 0) 4 
and the formulas for evolved distribution and transition function become 
Similarly, we could take 
Q* =9=(R) x R, pg*(g, (--00,4) = g(a), 
x*(4 (g, a)) = &(t, 4 = Vo(t, 0) a. 
MARKOV PROCESSES 223 
3. GENERALIZATIONS 
If eitherfor eu is not a probability distribution, then the construction of the 
last section needs to be modified somewhat. It would be very convenient to 
take the state space to be the extended reals, but we prefer to use a device that 
will also work in higher dimensions. Let R* denote the real line with an ideal 
element A adjoined, and if g E SO(R), then define tag on R* by 
cL!m = j, 4 
for every Bore1 set in R, and 
Extend the evolution system to R* by letting 
V,Jt, s) A = A 
for s, t > 0, g E SO(R). It should be clear how to construct the process 
({X*(t)}, {P,*}). Notice that we still have the formula 
cqt)g) (4 = P,*(x*(t) E (-~,4> 
= e-=tg( v,(o, t) x) + 11 M+-~)w( Vg(r, t) x) dr. 
If we drop the condition that F and w are continuously differentiable, then 
we can still construct the semigroup {T(t)}, the evolution systems {V,(t, s)}, 
and the Markov process ({X*(t)}, {P,*}). We need to suppose as before that 
w E PO(R), and F is bounded on R x [0, 11. We also need to suppose that 
F and w are Lipschitz continuous on each bounded set and that 
F(x, zl) < F(x, x2) for x E R and 0 ,< z1 < z2 < 1. It is obvious that many 
of the remarks in Section 1 about differentiability will no longer be true. 
Lemma 1 .l is replaced by the more difficult: 
LEMMA 1.1’. Ifa,<a,andb,~b,,then 
4a, , b, , t> < A@, , b, ,t) for t > 0, 
and 
B(a,, b, , t> < G, , b, ,t) for t 3 0. 
If al < u2 , then the first inequality is strict, and ;f b, < b, , then the second 
inequality is strict. 
409/41/I-15 
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From Lemma 1.1’) it follows that iff E 3$(R) and t > 0, then the function 
h --f A(h,f(h), t) is a strictly increasing function from R onto R, and all 
constructions proceed as before. Theorem 1.1 is still true with one exception. 
It is still true that the infinitesimal generator in the topology of uniform con- 
vergence on compact sets is an extension of Q, but it need no longer be true 
that T(t) .9(Q) C9(Q) for t > 0. Thus, we can no longer assert that 
a t) = V(0.f) ( x is a solution of (*). Everything in Section 2 is still ) 
true. 
We now want to briefly consider the n-dimensional analog of (*). We will be 
considering a general region, so some generality is gained even for n = 1. 
Let S, be an open set in R(nJ, S the closure of S, , S, an open set in Rtn) 
which contains S, and Sa an open set in R(*+l) which contains S x [0, 11. 
Let w be a real valued class C1) function on S, with 0 < w(x) < 1 for x E S, 
and Wj(x) > 0 for x E S and j = 1, 2 ,..., n. For each R = 1, 2 ,..., n, let P 
be a real valued class P) function on S’s with Fi+,(x, z) > 0 for x E S and 
x E [0, 11. Also let F be bounded on S x [O, 11. 
Let 9(S) denote the continuous probability distributions on S, and 9s(S) 
the continuous subprobability distributions on S. That is, f E So(S) if f is 
continuous and there is a positive measure p on S with p(S) < 1 such that 
ft-4 = p(Jz n S), where 
1% = {y E R(“) : yj < x3 forj = 1,2 ,..., n>. 
f E F(S) if this holds with p(S) = 1. Thus the restriction of w to S is in 
%W 
The analog of (*) is 
t&+1(x, t) = - $lFk(x’ u, uk + dWtx) - ‘1, (**I 
where the differential equation is to be satisfied for x E S, t 3 0. The initial 
function f (x) = U(X, 0) is to be in C(l)(S) n Fs(S), although we would want 
to construct the semigroup (T(t)) on all of go(S) and the Markov process 
((X*(t)}, {Pf*}) for all f E F(S). 
The initial value problem Y(a, b) for a G S, b E [0, l] is 
J&z, 4 t) = q+, 6 t), B(a, 6 t)), A(u, b, 0) = u, 
&(a, b, t) = c+.@(fz, h t) - B(% h q, B(a, b, 0) = b, 
where 
A : s x [O, l] x [O, co) -+ s, 
B : S x [0, l] x [0, co) + [0, I]. 
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The conditions we have given on the functions Fk are not sufficient to 
guarantee that Y(a, b) has a global solution defined on S x [0, l] x [O, CO), 
nor do they guarantee that for each t 3 0, the function 
x - 4, f(9 t) 
is a l-l function from S onto S with a class G’(l) inverse. Assuming that this 
is the case, however, everything that was done in Sections 1 and 2 can be done 
in this case. It will be true for instance that 
for K = 1, 2,..., n if xi < JJ~ forj = 1,2 ,..., n, and likewise that 
( vf(t> s, x)k < (vf(t, s> dk - 
Each function ft will be in FO(S), with ft E F(S) if f, w Is E P(S). We can 
sum this up by saying that if the method of characteristics works to give a 
global solution of (**), then the solution is given by a Markov process. The 
question of when (**) is globally solvable by the method of characteristics is a 
question involving relationships between the region S and the functions Fk. 
We know of no simple set of conditions that hold in any generality, but it 
can be shown, for instance, that everything works if S = R(n), and the first 
order partial derivatives of the functions Fk are bounded. 
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