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Resumen
Diversos autores como Atkinson (1996), Pukelsheim (1993), Fedorov(1997), entre otros, han real-
izado investigacio´n en la construccio´n de disen˜os o´ptimos considerando diversos escenarios. Una
revisio´n en esta a´rea fue realizada por Lo´pez-R´ıos y Ramos-Quiroga (2007) quienes hacen una
introduccio´n a los disen˜os o´ptimos exponiendo los fundamentos teo´ricos para su construccio´n y
considerando una aplicacio´n para modelos lineales. Para modelos no lineales, algunos autores como
Dette (1999), Box (1959), Ford et al (1992) construyen disen˜os o´ptimos bajo distintos enfoques; este
u´ltimo describe la metodolog´ıa de los disen˜os o´ptimos locales en problemas de regresio´n no lineal.
En este trabajo se construyen disen˜os D- o´ptimos y L-o´ptimos para el modelo monocompartimental
y el modelo de Michaelis-.Menten, modelos no lineales de amplio uso en el a´rea farmacocine´tica.
El aporte de este trabajo es la realizacio´n de un estudio comparativo del efecto que tiene la lineal-
izacio´n en un modelo no lineal, sobre la construccio´n de disen˜os D-o´ptimos y L-o´ptimos. El efecto
es medido a trave´s del ca´lculo de las eficiencias de los disen˜os hallados bajo cada uno de los criterios
de optimalidad.
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Cap´ıtulo 1
Introduccio´n
Los disen˜os o´ptimos son u´tiles en diversas a´reas de investigacio´n, en el sentido de que reduce los
costos y facilita la inferencia respecto a un proceso o feno´meno. De manera particular en el a´rea
de farmacocine´tica se requiere estudiar co´mo es el proceso de accio´n de un fa´rmaco. Estos procesos
generalmente se pueden expresar mediante un modelo que en varios casos resulta ser no lineal,
como en el caso del modelo de Michaelis-Menten o en el caso cuando se estudia la cine´tica de un
fa´rmaco, al considerar todos los o´rganos del cuerpo con los cuales interactu´a el medicamento como
si fueran un compartimiento, denominado modelo monocompartimental. En ambos casos, los mode-
los obtenidos se pueden linealizar mediante alguna transformacio´n apropiada ya sea en la variable
respuesta (concentracio´n plasma´tica) o en la variable regresora (tiempo de muestreo o dosis). Una
pregunta de intere´s que surge es ¿que´ ocurre con los disen˜os o´ptimos a partir del modelo original
sin transformar y con el modelo transformado?. Para responder este interrogante se estudian los
disen˜os D- y L-o´ptimos para las dos modelos considerados, bajo dos escenarios; cuando los errores
son normales - independientes y cuando los errores son normales - correlacionados.
Los disen˜os experimentales o´ptimos fueron desarrollados originalmente por Kiefer(1959), princi-
palmente en modelos de superficies de respuesta. El origen del trabajo matema´tico sobre el disen˜o
de experimentos se remonta al trabajo realizado por Smith en 1918, segu´n lo referencia Lo´pez-R´ıos
& Ramos Quiroga (2007), quie´n en un trabajo sobresaliente encontro´ disen˜os o´ptimos para una
serie de modelos polinomiales de un solo factor. Posteriormente Fisher en 1960, citado por Atkinson
(1996), dio un tratamiento matema´tico de la determinacio´n del disen˜o o´ptimo para algunos modelos
no lineales, considerandose as´ı como una herramienta de potenciales desarrollos recientes. En el caso
de los modelos lineales, la construccio´n de disen˜os exactos, especialmente sobre regiones irregulares
de disen˜o es de bastante intere´s.
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El trabajo introductorio de Kiefer (1959) da lugar a investigaciones en diversos to´picos de la es-
tad´ıstica. An˜os ma´s adelante, Atkinson (1988) retoma estas ideas para describir teo´ricamente los
procesos, proporcionando algunas ideas para la implementacio´n computacional de los algoritmos
que ayudan a encontrar los disen˜os o´ptimos bajo diversos criterios de optimalidad. El intere´s del
reporte radica en la descripcio´n que se hace acerca del disen˜o o´ptimo cuando se vinculan en el
estudio factores cualitativos y cuantitativos.
Algunas aplicaciones modernas son descritas por Atkinson (1996) quien hace una descripcio´n de los
avances actuales desde la perspectiva de su utilidad, entre ellos se presentan algunas aplicaciones de
los disen˜os o´ptimos exactos para modelos lineales particularmente sobre regiones de disen˜o irregu-
lares, como los disen˜os de bloques para superficies de respuesta. Adema´s, se explican disen˜os D y
c-o´ptimos en el caso de modelos no lineales, tambie´n describe disen˜os localmente o´ptimos y disen˜os
bayesianos y se explican algunos resultados para modelos lineales generalizados para el caso en que
se estudia la diferencia entre las respuestas de hombres y mujeres.
Lo´pez-R´ıos & Ramos-Quiroga (2007) en su introduccio´n a los disen˜os o´ptimos presentan con mayor
claridad la definicio´n, conceptos propiedades e implementacio´n de los criterios de optimalidad, pro-
porcionando algunos resultados, entre ellos el ma´s importante, el teorema de equivalencia (Kiefer
& Wolfowitz, 1960), para modelos lineales y no lineales.Presentan algunos ejemplos de aplicacio´n
de la teor´ıa de los disen˜os concluyendo acerca de las ventajas de los disen˜os y las diferencias en la
aplicacio´n de los criterios de optimalidad.
En farmacocine´tica han sido diversas las aplicaciones de esta teor´ıa particularmente en la cons-
truccio´n de modelos por compartimentos, proporcionando expresiones matema´ticas, con propiedades
espec´ıficas dadas las condiciones del modelo (Atkinson, et al. 2007)
Trabajos como los de Lo´pez - Fidalgo & Wong W. K. (2002), Dette, et al (2005), entre otros, han
mostrado la importancia de los disen˜os o´ptimos en la explicacio´n de algu´n para´metro farmacolo´gico,
disciplina en la que se enfoca este estudio. Atkinson(1988,1996), Lo´pez-R´ıos & Ramos-Quiroga
(2007) presentan un panorama general de los trabajos realizados al respecto hasta el momento.
En el a´rea me´dica y especialmente en el campo farmacocine´tico los modelos no lineales son de
uso frecuente como lo menciona Katzung B. (2001), Gabrielsson & Weiner (2000) y Carmona, et al
(2005). A fin de estimar algunos para´metros de intere´s para cada uno de los modelos usados en esta
a´rea, se plantean algunos disen˜os de experimentos emp´ıricos que permiten la estimacio´n de dichos
para´metros como el planteado por Clark & Smith (1989) para el estudio del comportamiento de la
fenito´ına so´dica.
Los disen˜os D, c y L-o´ptimos para modelos lineales y no lineales son de bastante utilidad en el
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campo investigativo. Los disen˜os o´ptimos para modelos lineales han sido ampliamente trabajados
por autores como Atkinson, et al. (2007), Lo´pez-Fidalgo & Wong. (2002), Dette & Wong (1999),
entre otros.
El objetivo de los disen˜os o´ptimos construidos y sugeridos en este trabajo corresponden a un enfoque
netamente estad´ıstico que tiene su fundamento en la maximizacio´n de la informacio´n obtenida al
realizar un experimento de manera tal que se atiendan dos necesidades ba´sicas: la primera de ellas
es obtener la mayor informacio´n y la segunda minimizar los costos de muestreo, teniendo en cuenta
que se desea estimar eficazmente algunos para´metros farmacocine´ticos como el aclaramiento, el vo-
lumen de distribucio´n, en el caso del modelo monocompartimental, o el volumen de distribucio´n y
la constante de eliminacio´n del medicamento, en el caso del modelo de Michaelis - Menten.
El propo´sito principal de este trabajo es construir disen˜os D y L-o´ptimos para modelos no lineales
de bastante aplicacio´n en el campo farmacocine´tico y compararlos con sus equivalentes construidos
a partir del modelo transformado, linealizado, y con base en esto establecer las condiciones bajo
las cuales los disen˜os obtenidos para el modelo no lineal original son comparables con los obtenidos
para el modelo transformado.
La estrcutura de este trabajo es como sigue:
En el cap´ıtulo 2 se exponen algunas definiciones ba´sicas u´tiles para el desarrollo teo´rico de este
trabajo, desde el punto de vista del fundamento teo´rico de los disen˜os o´ptimos y se introducen los
conceptos farmacolo´gicos inherentes a los modelos trabajados.
El cap´ıtulo 3 presenta los resultados de importancia sobre la construccio´n de disen˜os D y L-o´ptimos
para un modelo monocompartimental, derivado de la administracio´n de un medicamento v´ıa intra-
venosa ra´pida. Se muestra que existe una relacio´n directa entre el disen˜o D-o´ptimo para el modelo
no lineal y el disen˜o DA-o´ptimo para el modelo linealizado, si para este u´ltimo se tiene en cuenta
la distribucio´n asinto´tica de los estimadores de los para´metros asociados al modelo transformado.
El cap´ıtulo 4 presenta algunos resultados importantes para el Modelo de Michaelis-Menten en su
versio´n original y cuando este mismo modelo es transformado. Los resultados sen˜alan la igualdad
en los disen˜os D-o´ptimos para el modelo no lineal y linealizado y muestran que el disen˜o D-o´ptimo
resulta ser tan eficiente como el A-o´ptimo en la estimacio´n de los para´metros del modelo, cuando
el objetivo es minimizar la varianza generalizada de los para´metros estimados.
Finalmente el cap´ıtulo 5 presenta algunas conclusiones y recomendaciones derivadas de los resulta-
dos obtenidos en este trabajo y algunas sugerencias de l´ıneas de investigacio´n que quedan abiertas
para ser abordadas con posterioridad.
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Cap´ıtulo 2
Marco teo´rico
2.1. Introduccio´n a los disen˜os o´ptimos
La teor´ıa de disen˜os o´ptimos tiene como piedra angular la teor´ıa de disen˜o de experimentos
cla´sico, al cual hace un aporte bastante significativo, en el sentido de mejorar la calidad de la in-
ferencia y reducir los costos de la investigacio´n. Estos disen˜os buscan determinar las condiciones
experimentales o´ptimas para realizar una inferencia adecuada acerca del comportamiento de la va-
riable respuesta y el nu´mero de re´plicas que han de tomarse bajo cada una de las condiciones.
Un disen˜o o´ptimo permite determinar las condiciones experimentales, niveles Xj´s, donde se debe
medir la respuesta para obtener una mejor´ıa en la calidad de la inferencia estad´ıstica a un menor
costo y conocer el nu´mero de re´plicas en cada nivel del factor con el fin de estimar en forma o´ptima
el valor de los efectos promedios (en el caso de un disen˜o con factores). Para tal fin se identifica la(s)
variable(s) que interviene(n) en la explicacio´n de Y, y luego se establece un modelo que las relacione.
Es necesario aclarar que este modelo generalmente se fundamenta en los supuestos ba´sicos acerca
de la distribucio´n del te´rmino de error del modelo lineal, es decir, εi ∼ N(0, σ2) e incorrelacionados
(Lo´pez - R´ıos & Ramos - Quiroga. 2007).
Para ampliar este to´pico, se presentan algunas definiciones previas y conceptos ba´sicos.
2.2. Conceptos Ba´sicos
En algunas a´reas de investigacio´n como la medicina, la agricultura, la industria, entre otros, interesa
explicar una variable respuesta, Y, a trave´s de k-variables explicativas mediante un modelo de la
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forma:
Yi(x) = η(xi; θ) + εi . (2.1)
En la expresio´n anterior η(x; θ) puede ser una funcio´n de tipo lineal o no lineal, xi es la i-e´sima
condicio´n experimental (con i = 1, 2, · · · , n), xi ∈ χ, donde χ se conoce como el rango de regresio´n,
θ es un vector de m para´metros desconocidos, en el caso de los modelo considerados m = 2, y se
asume adema´s que ε ∼ N(0, σ2).
2.2.1. Generalidades de los disen˜os o´ptimos
Segu´n Lo´pez-R´ıos & Ramos-Quiroga(2007), un disen˜o o´ptimo se define como una medida de pro-
babilidad, ξ, definida en el conjunto de todos los borelianos, B = Borel(χ), con soporte finito, es
decir:
ξ : B → R
A→ ξ (A)
la siguiente es su notacio´n
ξ =
[
x1 x2 ... xn
w1 w2 ... wn
]
con wi = ξ(xi). El soporte del disen˜o, ξ es Supp(ξ) = [x1, ..., xn],con n: nu´mero de puntos de soporte
de ξ, y las observaciones Y (x) se hacen en x1, ..., xn con frecuencias (o pesos) aproximadamente
proporcionales a w1, ..., wn.
El conjunto de posibles condiciones experimentales esta´ dado por la regio´n de disen˜o χ, la cual se
supone compacta, con el fin de garantizar que el problema de optimizacio´n, el cua´l se discutira´ en la
seccio´n 2.2.3, tenga solucio´n. El disen˜o se puede ver como una distribucio´n de probabilidad que da
un peso 1/n a cada uno de los puntos experimentales, donde no necesariamente las xi son diferentes.
La definicio´n anterior permite distinguir dos tipos de disen˜o:
El disen˜o exacto: cuando los pesos del disen˜o esta´n dados por wi = nin , siendo ni el nu´mero
de re´plicas a realizarse en xi.
El disen˜o continuo: en este caso los wi ∈ (0, 1) y generalmente n× wi no es un entero.
“En la pra´ctica todos los disen˜os son exactos”(Atkinson A. et al. 2007) dado que para un N ,
nu´mero total de observaciones, moderado los disen˜os exactos pueden ser hallados con frecuencia
por una aproximacio´n entera de las medidas ξ de los o´ptimos continuos, en otras palabras, el tra-
bajo consiste en aproximar los disen˜os continuos a los disen˜os exactos, encontrando as´ı el nu´mero
entero que indicara´ el nu´mero de re´plicas bajo cada condicio´n. No obstante, a pesar de las ventajas
que representa en la pra´ctica trabajar con disen˜os exactos, desde el punto de vista teo´rico es ma´s
via-ble trabajar con disen˜os continuos ya que se puede hacer uso de la teor´ıa de ana´lisis convexo,
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con el fin de garantizar que la funcio´n a optimizar alcance el maximo. Los detalles de las reglas de
la aproximacio´n de los disen˜os continuos a los disen˜os exactos son expuestas por Pukelsheim (1993) .
Cuando la funcio´n η(x; θ) = θT f(x), donde fT (x) = [f1, f2, ..., fm]T un vector de m-funciones
continuas linealmente independientes definidas en un conjunto compacto χ, rango de regresio´n, y
θ ∈ Rm es un vector de m-para´metros desconocidos, se tiene la definicio´n de matriz de informacio´n
dada por Atkinson, et al (2007), presentada en la ecuacio´n (2.2). Cuando la funcio´n η(x; θ) es no
lineal con respecto a los para´metros se requiere entonces tomar la definicio´n de Fedorov & Hackl
(1997), en la ecuacio´n (2.3). La teor´ıa que se enuncia a continuacio´n respecto a los disen˜os o´ptimos,
sus criterios de optimalidad y teorema general de equivalencia son igualmente va´lidos para cuando
η(x; θ) es o no lineal en los para´metros.
2.2.2. Matriz de informacio´n
Para cada disen˜o ξ se define la matriz de informacio´n:
M (ξ) =
∫
χ
f (x) fT (x)dξ (x)
o equivalentemente
M (ξ) =
n∑
i=1
f (xi) fT (xi)wi . (2.2)
Esta matriz mide la informacio´n que aporta el disen˜o para la estimacio´n del vector de para´metros
θ. Una extensio´n de dicha definicio´n para modelos no lineales es dada por Fedorov & Hackl (1997)
de la siguiente manera:
M(ξ, θ) =
∑
x∈Supp(ξ)
f(x; θ)fT (x; θ)ξ(x) , (2.3)
donde f(x; θ), corresponde a la derivada parcial de la funcio´n no lineal a estimar con respecto a cada
uno de los para´metros del modelo. Dado que el proceso de estimacio´n del vector de para´metros θ
para el modelo no lineal es iterativo se requiere contar con valores iniciales preasignados para dichos
para´metros como lo presenta Bates & Watts (1988). Propiedades de la matriz de informacio´n
Una matriz de informacio´n presenta algunas caracter´ısticas importantes(Fedorov & Hackl. 1997), a
continuacio´n se mencionan las ma´s relevantes:
1. La matriz de informacio´n es definida no negativa: Para cualquier vector a 6= 0 se tiene
que aTM (ξ) a ≥ 0, lo cual se sigue de la definicio´n y el hecho de que aT ffTa = (aT f)2 ≥ 0.
2. La matriz de informacio´n es aditiva: La matriz de informacio´n corresponde a la suma
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ponderada de la informacio´n suministrada por las observaciones individuales:
M(ξn) =
n∑
i=1
f (xi) fT (xi)wi.
Tal como se ha trabajado hasta el momento la matriz de informacio´n mide la informacio´n que
aportan los datos respecto al vector de para´metros θ, sin embargo se puede indagar acerca de co´mo
medirla; para ello la teor´ıa de disen˜os o´ptimos cuenta con una herramienta u´til que consiste en
definir una funcio´n de la matriz de informacio´n que permita cuantificar por medio de un valor real
la informacio´n que aporta dicho vector de para´metros.
Propiedades de la funcio´n de la matriz de informacio´n
Se considera el caso general, es decir, cuando el investigador esta´ interesado en la estimacio´n de
q-combinaciones lineales de θ, representado por el subsistema KT θ, con K ∈ Rm×q.
El problema de disen˜o (Lo´pez-R´ıos & Ramos - Quiroga, 2007) para el sistema parametral KT θ, con-
siste en encontrar un disen˜o ξ∗ que sea factible y que maximice, sobre todos los disen˜os ξ factibles
para dicho sistema, la funcio´n de la matriz de informacio´n, denotada Ψ y que se define de la siguiente
manera:
Ψ (CK (M (ξ))) = Ψ
((
KTM− (ξ)K
)−1)
,
donde M−(ξ) corresponde a la inversa generalizada de la matriz de informacio´n M(ξ) y CK es
una funcio´n puente que cuantifica la informacio´n contenida en las q combinaciones lineales de θ.
Se debe notar que esta u´ltima es una matriz definida no negativa de orden m, que en adelante se
notara´ NND(m).
El ma´ximo se alcanza para algu´n disen˜o ξ dada la compacticidad de la regio´n de disen˜o χ. Ψ es
una funcio´n de valor real, Ψ : NND(q) → R, y es llamada una funcio´n de informacio´n si cumple
las siguientes propiedades (Pukelsheim, 1993):
Homoge´neamente Positiva: Ψ (δC) = δΨ (C) , δ > 0, C ≥ 0,
Superaditiva: Ψ (C +D) ≥ Ψ (C) + Ψ (D) , D,C ≥ 0,
No negativa: Ψ(C) ≥ 0, C ≥ 0,
Semicontinua superiormente:
Los conjuntos de nivel {Ψ ≥ α} = {C ∈ NND(q) : Ψ (C) ≥ α} son cerrados para todo α ∈ R,
No constante: Ψ (C) 6= 0 para algu´n C ≥ 0.
La forma de cuantificar la informacio´n suministrada por la matriz de informacio´n depende de los
criterios de optimalidad, que se vera´n a continuacio´n.
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2.2.3. Criterios de optimalidad
La teor´ıa de disen˜os o´ptimos (Kiefer,1959) esta´ relacionada con la seleccio´n de un disen˜o ξ que
maximiza algu´n funcional de la matriz de informacio´n. De esta manera los criterios de optimalidad
son definidos como juicios que maximizan algu´n funcional real (con un significado estad´ıstico) de
la matriz de informacio´n sobre la clase de todos los disen˜os aproximados definidos en B (Lo´pez -
R´ıos & Ramos - Quiroga, 2007). Para estos criterios siguiendo el enfoque de Pukelsheim (1993), se
introduce la funcio´n puente CK .
Funciones de informacio´n
Existe una clase de funciones de informacio´n, denominada matrix means, la cual contiene los crite-
rios de optimalidad de mayor popularidad (Lo´pez-R´ıos & Ramos Quiroga. 2007). Sea C ∈ NND(q)
para C definida positiva C > 0, se define:
Ψp (C) =

λma´x (C) , p =∞[
1
q tr (C
p)
] 1
p
, p 6= 0
(det(C))
1
q , p = 0
λmı´n (C) , p = −∞
,
donde Ψp es una funcio´n de informacio´n para p ∈ [−∞, 1], λma´x(C) y λmı´n(C) corresponde al mayor
y menor valor propio de C, respectivamente, ver Pukelsheim (1993) seccio´n 6.7. Sea:
C = CK(M(ξ)) = (KTM(ξ)−K)−1 ,
Un disen˜o ξ es φp-o´ptimo si maximiza la funcio´n Ψp (CK(M(ξ)).
Para p ∈ {0,−1,−∞} se tienen los criterios de optimalidad ma´s populares, versio´n generalizada,
que dependen de la maximizacio´n del respectivo funcional evaluado en la matriz de informacio´n ;
ellos son, respectivamente,
DK-optimalidad p = 0, criterio del determinante, equivale a minimizar el volumen del elip-
soide asociado a la estimacio´n del sistema parametral KT θ, cuando los errores son normales.
El disen˜o D-o´ptimo se obtiene cuando K = I y el disen˜o c-o´ptimo es el caso particular cuando
K es un vector y se desea estimar una combinacio´n lineal de los para´metros, de esta manera
K = cm×1. A continuacio´n se explicitan los criterios a utilizar en este trabajo.
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c-o´ptimo
El criterio c-o´ptimo permite estimar una combinacio´n lineal de los para´metros cT θ con va-
rianza mı´nima, donde c es el vector de constantes. El criterio de disen˜o a ser minimizado
es:
var
(
cT θˆ
)
∝ cTM−1(ξ)c . (2.4)
D-o´ptimo
Un disen˜o D-o´ptimo minimiza el volumen del elipsoide de confianza, asociado a la estimacio´n
de ma´xima verosimilitud de los para´metros de η(x; θ). En este caso se entiende que el disen˜o
o´ptimo ξ∗ maximiza |M(ξ)|, o equivalentemente minimiza ∣∣M−1(ξ)∣∣. Algunos autores como
Atkinson, et al (2007) sugieren la conveniencia de usar funciones convexas en problemas de
maximizacio´n, de esta manera la funcio´n a considerar es la maximizacio´n de log |M(ξ)| o la
minimizacio´n de
Ψ(ξ) = − log |M(ξ)| . (2.5)
L-optimalidad
Esta´ definido entre los criterios de linealidad junto con el disen˜o c-o´ptimo. As´ı dada una matriz
de coeficientes L de orden m× q, la funcio´n de la matriz de informacio´n a minimizar es:
Ψ(ξ) = tr
{
M−1 (ξ)L
}
. (2.6)
En te´rminos pra´cticos permite minimizar la suma de las varianzas asociadas a las estimaciones
de las q-combinaciones lineales.Para efectos del presente trabajo L = KKT .
A-optimalidad
Un disen˜o es A-o´ptimo si minimiza la suma de las varianzas asociadas a la estimacio´n de los
para´metros del modelo. As´ı la funcio´n a minimizar es:
Ψ(ξ) = tr
{
M−1 (ξ)
}
. (2.7)
En general, despue´s de obtener un posible disen˜o o´ptimo ξ∗, la manera de verificar si en efecto e´ste
es un disen˜o o´ptimo, es a trave´s del teorema general de equivalencia que se da a continuacio´n.
2.2.4. Teorema de equivalencia
En la teor´ıa para disen˜os continuos se considera la maximizacio´n de algu´n funcional de la matriz de
informacio´n Ψ : Rm×m → R, Ψ {M(ξ)}, bajo algunos supuestos, de los cuales el ma´s importante es la
compacticidad de la regio´n de disen˜o χ y la convexidad y diferenciabilidad de Ψ. El Teorema General
de Equivalencia (Atkinson, et al. 2007), puede ser visto como una generalizacio´n del resultado del
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ca´lculo para hallar ma´ximos de funciones al hacer la derivada igual a cero. Sin embargo, la funcio´n
a maximizar depende de la medida ξ a trave´s de la matriz de informacio´n M(ξ). Dadas, la medida
ξ¯x, que da peso unidad al punto x ∈ χ, y la medida ξ′ definida como:
ξ′ = (1− α)ξ + αξ¯x , (2.8)
entonces la matriz de informacio´n de ξ′ esta´ dada por:
M(ξ′) = (1− α)M(ξ) + αM(ξ¯x). (2.9)
El teorema general de equivalencia entonces establece la equivalencia entre las siguientes condi-
ciones para un disen˜o o´ptimo ξ∗:
1. El disen˜o ξ∗ maximiza Ψ {M(ξ)},
2. El disen˜o ξ∗ maximiza el mı´nimo sobre χ de φ(x; ξ),
3. En los puntos de soporte de ξ∗, φ (x; ξ∗) = 0.
donde φ (x; ξ∗) denota la derivada direccional de ξ en la direccio´n del disen˜o ξ¯x definida por:
φ (x; ξ) = l´ım
α→0+
1
α
[
Ψ
{
(1− α)M (ξ) + αM (ξx)}−Ψ {M (ξ)}] . (2.10)
El teorema anterior da condiciones necesarias y suficientes para que un disen˜o dado ξ∗ sea o´ptimo.
La condicio´n 3 es el analo´go al resultado del ca´lculo para encontrar candidatos a puntos de ma´ximo
o mı´nimo local al igualar la derivada a cero.
2.2.5. Teorema de equivalencia y criterios de optimalidad
Atkinson, et al (2007), presentan los casos particulares del teorema general de equivalencia para
cada uno de los criterios de optimalidad lineal usados en el presente trabajo.
Disen˜os c-o´ptimos
Segu´n el teorema general de equivalencia para un disen˜o c-o´ptimo, ξ∗ es un disen˜o c-o´ptimo si y
so´lo s´ı ∀x ∈ χ: {
fT (x)M−1 (ξ∗)
}2 ≤ cTM−1 (ξ∗) c ,
donde c es un vector conocido de constantes.
Disen˜os D-o´ptimos
El primer teorema de equivalencia lo demostraron Kiefer & Wolfowitz (1960); all´ı establecieron la
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equivalencia entre D-optimalidad y G-optimalidad. Sea χ ⊆ Rk con m-vectores linealmente inde-
pendientes. Un disen˜o es G-o´ptimo si minimiza el ma´ximo sobre la regio´n de disen˜o χ de la varianza
estandarizada d(x; ξ) = fT (x)M−1(ξ)f(x).
Un disen˜o ξ con matriz de informacio´n M(ξ), definida positiva, es D-o´ptimo si y so´lo s´ı ξ es
G-o´ptimo si y so´lo si
fT (x)M−1(ξ)f(x) ≤ m , ∀x ∈ χ. (2.11)
En caso de optimalidad, fT (x)M−1 (ξ) f(x)) = m y ξ(xi) ≤ 1m , ∀xi ∈ Supp(ξ). En caso de D-
optimalidad se tiene un disen˜o balanceado donde wi = 1m .
La varianza de la respuesta predicha para un disen˜o de experimentos cla´sico, con N ensayos, se
calcula como V ar [yˆ(x)] = σ2fT (x)(FTF )−1f(x), donde FTF es la matriz de informacio´n para el
vector de para´metros θ. As´ı, de acuerdo con la teor´ıa de disen˜os o´ptimos para modelos lineales, la
varianza estandarizada para un disen˜o continuo esta´ dada por:
d(x; ξ) = fT (x)M−1(ξ)f(x) . (2.12)
En la expresio´n anterior d(x, ξ) es tambie´n conocida como funcio´n de sensibilidad. Si se observa las
condiciones que establece el Teorema General de Equivalencia se puede afirmar que los puntos en
donde esta funcio´n se hace ma´xima debe coincidir con el punto donde la derivada φ(x, ξ) = 0, ver
condicio´n 3. del teorema general de equivalencia en la seccio´n 2.2.4, verificando la optimalidad del
disen˜o encontrado.
Disen˜os L-o´ptimos
El teorema general de equivalencia establece para el disen˜o L-o´ptimo, lo siguiente: ξ∗ es L-o´ptimo
si y so´lo s´ı ∀x ∈ χ
fT (x)M−1 (ξ∗)LM−1 (ξ∗) f(x) ≤ tr {M−1 (ξ)L} .
Disen˜os A-o´ptimos
El teorema general de equivalencia establece para el disen˜o A-o´ptimo, lo siguiente: ξ∗ es A-o´ptimo
si y so´lo s´ı ∀x ∈ χ
fT (x)M−1 (ξ∗) f(x) ≤ tr {M−1 (ξ)} .
La anterior teor´ıa se vio para el caso de modelos lineales. En el caso de un modelo no lineal se tiene
que la matriz de informacio´n depende del vector de para´metros θ. Para la construccio´n de disen˜os
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o´ptimos, en este caso, existen varios enfoques que intentan dar solucio´n a esta dificultad, entre ellos
esta´ los disen˜os o´ptimos locales, los disen˜os o´ptimos maximin y los disen˜os o´ptimos bayesianos, a
continuacio´n se ampliara´ el tema respecto a la primera estrategia.
2.2.6. Disen˜os o´ptimos locales
Este tipo de disen˜os introducidos por Chernoff (1953), son los primeros que aparecieron como
estrategia para construir disen˜os o´ptimos cuando la funcio´n η(x; θ) es no lineal. Inicialmente da un
valor apriori θ0 para el verdadero valor del vector de para´metros θ, de manera que e´ste se encuentre
cercano al valor verdadero del vector de para´metros, luego utiliza la aproximacio´n lineal de Taylor
para η(x; θ) alrededor de θ0 y construye disen˜os o´ptimos para el modelo linealizado:
Y ∗(x) = βT g(x; θ0) + ∗ ,
en este caso
g(x; θ0) =
∂η(x; θ)
∂θ
|θ=θ0 ,
y los disen˜os resultantes son disen˜os o´ptimos locales. Varios autores han construido disen˜os con este
enfoque; ve´ase por ejemplo: Ford, et al. (1992), Dette, et al. (2004), Dette, et al. (2005), entre otros.
Otras alternativas para la construccio´n de disen˜os o´ptimos para modelos no lineales han sido explo-
radas por Dette et al (2003). La primera estrategia es la construccio´n de disen˜os o´ptimos maximin
en los cuales se maximiza el valor mı´nimo (estandarizado) de una funcio´n real de la matriz de
informacio´n, donde el mı´nimo se toma sobre un rango espec´ıfico de cada uno de los para´metros des-
conocidos, sin embargo trabajar desde este enfoque puede resultar algo d´ıficil de llevar a la pra´ctica
puesto que esta funcio´n (criterio) es no diferenciable, una posible solucio´n a este problema (segunda
estrategia) es la construccio´n de disen˜os o´ptimos bayesianos, este enfoque permite trabajar con una
distribucio´n apriori para los para´metros con el fin de obtener de manera general disen˜os o´ptimos que
permitan la estimacio´n o´ptima de los para´metros del modelo y la discriminacio´n entre modelos de
regresio´n para explicar algu´n feno´meno. Para efectos del presente trabajo se trabaja bajo el enfoque
de los disen˜os o´ptimos locales y el procedimiento de optimizacio´n se muestra a continuacio´n
2.2.7. Proceso de optimizacio´n
Todos los algoritmos para encontrar disen˜os o´ptimos son procesos iterativos, en adelante se describe
el proceso para obtener los disen˜os o´ptimos de acuerdo con el procedimiento sugerido por Fedorov
& Hackl (1997).
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1. Dado un disen˜o ξk, se encuentra el punto sobre la regio´n de disen˜o tal que
xk = arg(ma´x d(x; ξk)), (2.13)
donde d(x; ξk) corresponde a la funcio´n de sensibilidad definida en la ecuacio´n (2.12), evaluada
en el disen˜o ξk
2. Se agrega el punto xk al disen˜o, es decir, se construye el nuevo disen˜o de la siguiente manera:
ξk+1 = (1− αk)ξk + αkξ(xk) (2.14)
donde ξ(xk) asigna probabilidad 1 a xk y 0 ≤ αk ≤ 1.
3. Este proceso se repite iterativamente y el proceso se detiene cuando no se puede encontrar un
punto en el rango de regresio´n para el cual la funcio´n de sensibilidad sea mayor que cualesquier
valor anterior, es decir cuando los puntos donde se hace ma´xima esta funcio´n no difieren.
El procedimiento anterior corresponde a una buena descripcio´n teo´rica del proceso, sin embargo
es de d´ıficil implementacio´n computacional. La tasa de convergencia es mejorada si paralelamente,
se an˜aden puntos ‘buenos’y se eliminan puntos ‘malos’del disen˜o ξk. A continuacio´n se describe el
proceso que permite una implementacio´n pra´ctica:
a. Encuentre el punto x−k = arg(mı´nx∈χd(x; ξk)), donde χ es la regio´n de regresio´n o soporte
del disen˜o y el punto x−k corresponde al punto a eliminar o al cual se le reduce su peso.
b. El punto xk, definido en la ecuacio´n (2.14), puede ser reemplazado por
xk = argma´x
[
d(x+k ; ξk)−m,m− d(x−k ; ξk)
]
,
donde x+k es definido por (2.14) y usa el siguiente valor de αk:
αk =
{
α
′
k si xk = x
+
k ,
−mı´n
(
α
′
k,
pk
1−pk
)
si xk = x−k ;
,
0 < α
′
k < 1 y pk es el peso del punto x
−
k en el disen˜o ξk
c. Con este algoritmo es suficiente determinar los puntos xk tal que d(xk; ξk)−m = 0
Del algoritmo anterior se puede observar que la definicio´n del disen˜o, ecuacio´n (2.14), obedece a la
misma definicio´n dada por el Teorema General de Equivalencia de la ecuacio´n (2.8) y (2.9), y los
puntos que sen˜ala el disen˜o o´ptimo corresponde a los puntos donde la derivada direccional enunciada
en la ecuacio´n (2.10), es igual a cero.
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2.2.8. Eficiencia de un disen˜o
Una forma de medir la eficiencia de un disen˜o, ξ, con respecto al o´ptimo ξ∗ es a partir del cociente
del criterio de optimalidad usado evaluado en cada uno de los disen˜os (Atkinson, et al. 2007), es
decir,
Ψ− eficienciaξ∗ (ξ) = Ψ (ξ)Ψ (ξ∗) .
En el caso de la D-eficiencia, e´sta es calculada como:
D-eficienciaξ∗ (ξ) =
{ |M (ξ)|
|M (ξ∗)|
}1/m
. (2.15)
En el caso particular del criterio L-optimalidad, la eficiencia del disen˜o es equivalente a la razo´n de
las respectivas varianzas estimadas de los disen˜os, esta´ dada por:
L− eficienciaξ∗ (ξ) =
Tr
(
KTM−1 (ξ∗)K
)
Tr (KTM−1 (ξ)K)
=
V arξ∗(KT θˆ)
V arξ(KT θˆ)
, (2.16)
donde ξ∗ minimiza la varianza de las combinaciones lineales a estimar.
En caso de A-optimalidad, la eficiencia del disen˜o es calculada como el cociente de la suma de
las varianzas asociada a la estimacio´n de los para´metros, dicha eficiencia se calcula por:
A− eficienciaξ∗ (ξ) =
Tr
(
M−1 (ξ∗)
)
Tr (M−1 (ξ))
, (2.17)
donde ξ∗ minimiza la suma de varianzas de los estimadores de los para´metros.
Los disen˜os o´ptimos son una herramienta u´til en el campo investigativo, en este caso particular
en el a´rea me´dica de la farmacolog´ıa, la realizacio´n de estos experimentos se espera conlleve a re-
ducir los costos de muestreo y las incomodidades generadas a los pacientes en la toma de muestras.
El intere´s en esta a´rea es construir un modelo que explique el comportamiento de un medicamento en
el organismo, una vez e´ste es administrado. Para ello los investigadores plantean y realizan experi-
mentos con el objetivo de estimar algunos para´metros de importancia farmacolo´gica. A continuacio´n
se presentan algunos de los conceptos ba´sicos de farmacocine´tica que son de bastante utilidad en
el a´rea farmacolo´gica y que orientan la construccio´n de disen˜os o´ptimos que se desarrollara´n en el
cap´ıtulo posterior.
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2.3. Farmacocine´tica y modelos a considerar
La farmacocine´tica es una rama de la farmacolog´ıa que estudia la relacio´n entre el paso de un
medicamento a trave´s del organismo y los procesos que lo afectan (las fuerzas que actu´an sobre e´l).
En otras palabras, describe la evolucio´n en el tiempo del medicamento en el organismo (Katzung,
2001).
Para que un medicamento cumpla su accio´n farmacolo´gica en el sitio de accio´n, es necesario que pase
por el mecanismo de absorcio´n. Esto implica obligadamente el paso del componente activo de dicho
medicamento a trave´s de membranas biolo´gicas semipermeables para finalmente alcanzar la sangre.
Desde la sangre se distribuyen, circulan, metabolizan y finalmente los metabolitos o mole´culas de
la misma droga, inalterada, sufren el proceso de excrecio´n.
Un aspecto de inte´res en terape´utica es el alcance de una concentracio´n adecuada en los sitios
de accio´n y el primer paso en el proceso farmacocine´tico es el de la absorcio´n. Es relevante conocer
los mecanismos por los cuales las drogas atraviesan las membranas celulares ya que de dichos pro-
cesos dependera´ que la droga adquiera finalmente la concentracio´n ma´s conveniente en los sitios de
accio´n (Katzung, 2001).
Transporte y distribucio´n de los medicamentos en el organismo
Una vez que el fa´rmaco sufrio´ los procesos de la absorcio´n, ingresa a la sangre y en el plasma
sangu´ıneo se liga a prote´ınas en parte y el resto circula en forma de mole´culas libres. La unio´n a
las prote´ınas es usualmente fra´gil y reversible, generalmente a trave´s de enlaces io´nicos, puentes o
enlaces de hidro´geno, fuerzas de Van der Walls y raramente enlaces covalentes, de esta forma la
razo´n de odds entre prote´ınas ligadas y libres se mantiene constante aunque la concentracio´n total
vaya disminuyendo progresivamente en el plasma. Generalmente el porcentaje de mole´culas que
circulan como fraccio´n ligada a prote´ınas es mucho mayor que el correspondiente a la fraccio´n libre.
La vida media plasma´tica depende parcialmente de la unio´n del fa´rmaco a las prote´ınas plasma´ticas
ya que la fraccio´n ligada no puede atravesar las membranas, por tanto la capacidad de fijacio´n a
las prote´ınas no es ilimitada: se saturan y luego aparecen los signos de intoxicacio´n (Katzung, 2001).
Excrecio´n de los medicamentos
Los medicamentos son eliminados del organismo inalterados (mole´culas de la fraccio´n libre) o mo-
dificados como metabolitos activos o inactivos. En lo que se refiere a la excrecio´n de los fa´rmacos
el rin˜o´n es el principal o´rgano excretor. Dicha excrecio´n puede realizarse, por v´ıa renal, fecal o por
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otras v´ıas (Katzung, 2001).
2.3.1. Para´metros farmacocine´ticos
En farmacocine´tica son de utilidad algunos para´metros, que permiten establecer modelos (general-
mente de compartimientos), para explicar el comportamiento de un medicamento en su paso por el
organismo. De esta manera se introducen ahora de manera breve los para´metros farmacocine´ticos
ma´s relevantes (Clark & Smith. 1989).
Volumen aparente de distribucio´n: (V ) Relaciona la dosis administrada con la concentracio´n
plasma´tica resultante. Es un concepto teo´rico ya que para la determinacio´n del V se considera al
organismo como un u´nico compartimiento homoge´neo en el que se distribuye el fa´rmaco (Katzung,
2001).
Es importante aclarar que el volumen de distribucio´n es un volumen aparente, en otras palabras es
un valor que refleja no necesariamente el volumen real del fluido en que se disuelve el medicamento,
debido a que algunos medicamentos tienen la propiedad de concentrarse en algunos tejidos, au´n
cuando la concentracio´n medicamento-tejido y medicamento-plasma permanezca en equilibrio, de
esta manera se explica que el volumen de distribucio´n excede con frecuencia el volumen total del
organismo.
El volumen de distribucio´n es un para´metro de bastante importancia ya que permite determinar
la capacidad de retencio´n del medicamento por un compartimiento particular. De lo anterior se
tiene que si para un medicamento el volumen de distribucio´n es pequen˜o entonces existe una alta
retencio´n del medicamento en el compartimiento en estudio y un volumen de distribucio´n grande
implica distribucio´n a toda el agua corporal o retencio´n baja en el compartimiento.
Vida media plasma´tica (o vida media de eliminacio´n): Es el tiempo necesario para eliminar
el 50 % del fa´rmaco administrado del organismo. Tambie´n puede definirse como el tiempo que tarda
la concentracio´n plasma´tica en reducirse a la mitad. En este caso se tiene que Y(x)C0 = 0, 5, donde C0
es la concentracio´n inicial del medicamento en plasma y Y (x) es la concentracio´n del medicamento
en plasma al tiempo t. Tambie´n puede expresarse como:
T1/2 =
ln(0,5)
k1
,
donde k1 es la constante de eliminacio´n ((Clark & Smith. 1989)).
Aclaramiento o depuracio´n: Es generalmente constante dentro de las concentraciones terape´uti-
cas y corresponde al volumen de sangre depurado de medicamento por unidad de tiempo, es impor-
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tante aclarar que aunque en realidad el medicamento no se elimina de manera discreta la cine´tica
lo describe como si lo fuese. El aclaramiento plasma´tico viene dado en ml por unidad de tiempo
(Clark & Smith. 1989) y se puede expresar por:
Cl = V k1 .
Muchos sistemas son aclarados mı´nimo por dos v´ıas. En estos casos se dice que el aclaramiento es
la suma de los valores individuales de aclaramiento. El aclaramiento esta´ relacionado de alguna ma-
nera con el volumen en que se disuelve el medicamento y con la velocidad con que e´ste es eliminado.
A´rea bajo la curva: Dada la expresio´n anterior es de esperar que el aclaramiento se encuen-
tre relacionado con el a´rea bajo la curva de concentracio´n - tiempo. Por medio de la expresio´n:
ABC
0−∞
=
∞∫
0
η(x; θ)dt .
El a´rea bajo la curva(ABC
0−∞
) tiene una interpretacio´n clave en las estimaciones de biodisponibilidad,
cantidad de medicamento presente en el flujo plasma´tico, ya que dada la relacio´n entre la intensidad
y la duracio´n de la respuesta biolo´gica con el a´rea bajo la curva, la estimacio´n de e´sta permitira´ cono-
cer la biodisponibilidad del medicamento y una forma para calcular el aclaramiento, dado que e´sta
u´ltima es una aproximacio´n (Clark & Smith. 1989). La curva de concentracio´n plasma´tica - tiempo
es una medida muy u´til de la cantidad de medicamento absorbida tras la administracio´n extravasal,
sobre todo si el medicamento puede ser administrado por v´ıa endovenosa. En este caso k1 = Cl×C0.
Concentracio´n estable o “steady state”: Los para´metros farmacocine´ticos (vida media, Vd,
Cl) determinan la frecuencia de administracio´n de los fa´rmacos y las dosis para alcanzar el estado
de concentracio´n estable o “steady state” de una droga. Es importante considerar que el efecto far-
macolo´gico o la accio´n terape´utica depende de que la droga alcance y mantenga una concentracio´n
adecuada en el sitio de accio´n y ello depende del estado de concentracio´n estable (Katzung, 2001).
Biodisponibilidad: Es la fraccio´n de la dosis administrada que llega al plasma y esta´ disponible
para cumplir el efecto farmacolo´gico. Es una forma de verificar que el fa´rmaco cumple con las
exigencias convencionales y si se libera a una velocidad y cantidad precisa, para facilitar la absorcio´n
y garantizar que los resultados obtenidos sean los deseados (Clark & Smith. 1989).
La Biodisponibilidad de los medicamentos es actualmente una de las propiedades fundamentales de
la calidad de los mismos, ya que las diferencias en la cantidad absorbida de un fa´rmaco y/o en la
velocidad de absorcio´n, conducen a rendimientos terape´uticos distintos (Katzung, 2001).
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La Biodisponibilidad es as´ı, una garant´ıa farmace´utica necesaria, al igual que la pureza de la droga y
su valoracio´n biolo´gica, y por lo tanto debe ser objeto del control de calidad a que deben someterse
todos los medicamentos. De poco vale que una determinada forma farmace´utica de un fa´rmaco
satisfaga las exigencias farmacote´cnicas convencionales, si el fa´rmaco no se libera a la velocidad y
en la cantidad precisa para facilitar la absorcio´n y obtener la respuesta terape´utica deseada.
Para los medicamentos que se administran por via oral, en formas so´lidas (comprimidos, grageas,
etc.) que es la forma habitual y conveniente de administrar fa´rmacos, la cine´tica de disolucio´n es
un aspecto importante en la biodisponibilidad. Regulando las caracter´ısticas cine´ticas del proceso
de disolucio´n de un medicamento o de su principio activo desde la dosificacio´n, es posible controlar
la cine´tica del proceso de absorcio´n y as´ı regular la evolucio´n plasma´tica del principio activo en
el organismo, es decir su biodisponibilidad. Por ello en Farmacotecnia es importante conocer los
factores de los que depende la disolucio´n del medicamento y su cine´tica, para correlacionarlos con
los para´metros farmacocine´ticos que ocurrira´n “in vivo”.
Bioequivalencia: Dos formulaciones o dos medicamentos con el mismo principio activo pero de
distinto origen que presenten la misma biodisponibilidad, no necesariamente son bioequivalentes
o equivalentes biolo´gicos. Para que dos medicamentos que contienen el mismo principio activo,
sean bioequivalentes, deben poseer una velocidad de absorcio´n y una extensio´n o magnitud de la
absorcio´n, similares. El efecto farmacoterape´utico sera´ tambie´n similar y en la pra´ctica se pueden
utilizar indistintamente. Por lo tanto, la bioequivalencia es tambie´n un para´metro objeto del control
de calidad (Clark & Smith. 1989).
2.3.2. Una aplicacio´n de los disen˜os o´ptimos en farmacocine´tica
En farmacocine´tica se hace uso de diversos modelos no lineales en la explicacio´n de un determi-
nado proceso o feno´meno. En este caso se trabaja con dos modelos no lineales, bastante u´tiles en
farmacocine´tica, que tienen la caracter´ıstica de ser linealizables. De esta manera se tiene:
El modelo monocompartimental
El concepto de compartimientos es con frecuencia dif´ıcil de comprender. En realidad el organismo
esta´ compuesto de un nu´mero muy grande de compartimientos. En una situacio´n l´ımite, cada ce´lula
y cada parte de una ce´lula es un compartimiento pequen˜o. Sin embargo, cuando en farmacocine´tica
se habla de compartimientos se hace referencia a aquellos o´rganos y tejidos en los que las veloci-
dades de entrada y aclaramientos del medicamento son similares. En muchas ocasiones el modelo
monocompartimental es suficiente para explicar la cine´tica del medicamento.
En un modelo monocompartimental se tiene en cuenta que todos los o´rganos del cuerpo humano
son un u´nico compartimiento, donde se asume que el medicamento actu´a, y lo que interesa estudiar
es la cine´tica de dicho medicamento bajo las condiciones expresadas con anterioridad.
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En el modelo monocompartimental que se pone en consideracio´n (administracio´n intravenosa) se
tiene que el medicamento es absorbido dentro del compartimiento Sangre (aunque en mu´ltiples oca-
siones es considerada como el compartimiento que incluye todos los o´rganos y tejidos con los cuales
el medicamento entra en equilibrio ra´pidamente) y adema´s se tiene que la velocidad de eliminacio´n
del medicamento var´ıa continuamente dependiendo de la concentracio´n a cada tiempo (proceso de
primer orden), Gabrielsson & Weiner (2000). Es decir,
dC
dt
∝ −k1 ∗ C .
La solucio´n de la ecuacio´n diferencial anterior genera la expresio´n general del modelo monocompar-
timental, dado por:
Ct = C0 ∗ e−k1t .
En general la constante de eliminacio´n k1 puede ser expresada en te´rminos de los para´metros
farmacocine´ticos de la siguiente manera:
k1 =
Cl
V
.
Si el proceso a estudiar sigue el comportamiento de la concentracio´n plasma´tica de un medicamento
indicado en la Figura 2.1, reexpresando la ecuacio´n anterior en te´rminos de los para´metros farma-
cocine´ticos de intere´s, aclaramiento y Volumen de distribucio´n, la parte determin´ıstica del modelo
a considerar, con 2 para´metros Cl y V , es entonces:
Ct = η (Cl, V ) =
D
V
e−
Cl
V (t−τ) . (2.18)
La concentracio´n del medicamento en plasma puede ser vista en tres fases (Gabrielsson & Weiner.
2000), como se observa en la Figura 2.1. La primera de ellas corresponde a la etapa de perfusio´n en-
dovenosa, en e´sta la concentracio´n en plasma aumenta a una velocidad considerable hasta que cesa
la administracio´n; la segunda etapa corresponde al tiempo de espera, en dicha etapa el medicamento
se distribuye en el organismo con una velocidad menor que en la fase anterior hasta que alcanza la
concentracio´n ma´xima; finalmente en la tercera etapa la concentracio´n del medicamento en plasma
empieza a descender, con una tasa de eliminacio´n constante, hasta que alcanza una concentracio´n
en plasma que puede ser considerada como despreciable.
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Figura 2.1: Comportamiento de la concentracio´n de un medicamento en plasma, v´ıa administracio´n intra-
venosa.
Otro modelo de bastante aplicacio´n en el a´rea famacolo´gica y que ha sido ampliamente estudiado
desde el punto de vista de los disen˜os o´ptimos es el modelo de Michaelis Menten. Este modelo
resulta u´til cuando se tiene altas concentraciones del medicamento en plasma y se puede saturar el
proceso de eliminacio´n (o sea, metabolismo, excrecio´n) resultando una eliminacio´n de orden cero,
importante incluso a niveles terape´uticos del medicamento; la eliminacio´n de orden cero se refiere a
un proceso en el cual el cambio en la concentracio´n en plasma del medicamento es independiente de
la concentracio´n inicial. A continuacio´n se presenta la estructura general y algunas caracter´ısticas
de este modelo.
El modelo de Michaelis-Menten (MM)
El modelo de Michaelis-Menten es un modelo no lineal que se encarga de describir la relacio´n
entre la velocidad de reaccio´n y la concentracio´n del sustrato para una enzima que no muestra
cooperatividad. En 1882 se introdujo el concepto del complejo enzima-sustrato como intermediario
del proceso de cata´lisis enzima´tica. En 1913 Leonor Michaelis y Maud Menten, desarrollaron esta
teor´ıa y propusieron una ecuacio´n de velocidad que explica el comportamiento cine´tico de las enzimas
(Dı´az & Jua´rez. 2007), lo cual es de gran importancia en a´reas como la farmacolog´ıa, la biolog´ıa y la
investigacio´n me´dica. Este modelo es usado con frecuencia en las ciencias biolo´gicas para describir
el comportamiento cine´tico de las enzimas en el ana´lisis de un medicamento neurotransmisor y una
hormona receptora, adema´s es de utilidad en modelos compartimentales, buscando modelar la tasa
de cambio de un compartimiento a otro (Lo´pez- Fidalgo & Wong. 2002). La expresio´n del modelo
MM es:
E (v) =
V s
KMM + s
, V ar(v) = σ2, s ∈ S = [0,∞] .
Donde V y KMM son constantes de la enzima que rigen la velocidad ma´xima v y la afinidad del
substrato por la enzima (KMM ), V corresponde al volumen de distribucio´n y s se refiere a la
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cantidad de sustrato (concentracio´n del medicamento) administrada.
Cuando las concentraciones pla´smaticas (sustrato) son bajas la velocidad de eliminacio´n es:
E (v) =
V s
KMM
.
Cuando las concentraciones en plasma son muy altas (s >> KMM ) se tiene entonces que la ve-
locidad de eliminacio´n del medicamento es una constante, entre tanto cuando las concentraciones
plasma´ticas son bajas (s << KMM ) la velocidad de eliminacio´n es proporcional a la concentracio´n
pla´smatica a bajas concetraciones en plasma.
Lo´pez-Fidalgo & Wong ( 2002) sugirieron disen˜os o´ptimos para el caso cuando S = [0, bKMM ]
con b una constante cualquiera. Los autores mostraron que los disen˜os o´ptimos locales dependen so´lo
de b. Adema´s, proporcionan algunas indicaciones para construir disen˜os C-o´ptimos y D-o´ptimos,
teniendo en cuenta que este tipo de modelos describen un proceso cine´tico de primer orden, es
decir, que la velocidad de reaccio´n no es independiente de la cantidad inicial del medicamento
administrado. Dette, et. al. (2005) encuentran disen˜os eficientes para la estimacio´n de para´metros
en el modelo EMAX, este modelo es una generalizacio´n del modelo de Michaelis Menten donde:
E [vi] =
V shi
KMM + shi
.
El modelo de Michaelis-Menten y el modelo de EMAX son ampliamente utilizados en la medicio´n
de la concentracio´n de relaciones causales en toxicolog´ıa, farmacocine´tica y metabolismo de los
fa´rmacos. El modelo de EMAX tiene muchas aplicaciones y es un serio competidor para el modelo
de Michaelis-Menten (Dette, et al (2005)). En particular, el modelo de EMAX es u´til para eva-
luar la cooperatividad en diversos tipos de ligamiento obligatorio en los sistemas biolo´gicos. En
la bioqu´ımica, la fortaleza de ligamiento a una macromole´cula es con frecuencia mayor si otros
ligamientos ya esta´n presentes en la misma macromole´cula, para estimar dicho efecto se usa el
coeficiente de Hill, h. Un valor de h = 1 indica independencia entre ligamentos de otras mole´culas
totalmente vinculante a la macromolecula en estudio, independientemente del nu´mero de ligandos
ya vinculado a la macromole´cula. Los valores de h mayores que 1 indican cooperatividad positiva.
Asimismo, en los estudios con fa´rmacos contra el ca´ncer, el modelo de EMAX es la curva de
concentracio´n-efecto, donde s representa la concentracio´n del medicamento, KMM la concentracio´n
efectiva media del medicamento, h el coeficiente de Hill y vi la medida del efecto (el porcentaje de
ce´lulas que sobreviven). En el programa de instalacio´n de este tipo, si el coeficiente de Hill es menor
que 1, la curva de respuesta aumenta ra´pidamente desde el origen, sin mostrar ma´ximo aparente
de respuesta. Cuando el coeficiente de Hill es mayor que 1, esto significa que la curva de respuesta
tiene un a´rea plana con una respuesta adicional poco cerca del origen.
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Cap´ıtulo 3
Ana´lisis de disen˜os o´ptimos para el
modelo monocompartimental
(MMC)
Los sistemas de eliminacio´n compartimental simple son modelados matema´ticamente por una
ecuacio´n diferencial ordinaria de primer orden, Clark & Smith (1989). En caso de la adminis-
tracio´n de un medicamento por v´ıa intravenosa ra´pida, y asumiendo que el cuerpo es un so´lo
compartimiento, se tiene que la velocidad de eliminacio´n del medicamento var´ıa continuamente
dependiendo de la concentracio´n en el tiempo t, es decir,
d
dt
η(t, Cl, V ) ∝ −Cl
V
η(t, Cl, V ) .
As´ı, segu´n Clark & Smith(1989) al resolver dicha ecuacio´n diferencial se tiene el modelo no lineal a
considerar.
Y (t) = η(t;Cl, V ) + ε =
Do
V
e−
Cl
V (t−τ) + ε . (3.1)
Donde Cl y V son los para´metros del modelo, Do y τ son valores fijos conocidos, con Do la
cantidad inicial de medicamento y τ el tiempo de espera para que el medicamento se distribuya
a trave´s de todo el organismo. En general se supone que los errores (ε) son variables aleatorias
distribuidas normalmente con media cero. Desde el punto de vista del ana´lisis de regresio´n y de la
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teor´ıa asinto´tica el estimador del vector de para´metros θ = (Cl, V ) se distribuye asinto´ticamente:
θˆ
d→ N (θ,M−1(ξ, θo)) ,
donde M−1(ξ, θo) es la matriz inversa de la matriz de informacio´n hallada segu´n la ecuacio´n (2.3) y
se encuentra directamente relacionada con la matriz de informacio´n de Fisher. Una forma anal´ıtica
de obtener la matriz de informacio´n para los modelos que son objeto de estudio en este trabajo, se
muestra en el ape´ndice A.1, el desarrollo teo´rico para la obtencio´n de dicha matriz .
3.1. Disen˜o D-o´ptimo para el modelo no lineal
Para construir el respectivo disen˜o D-o´ptimo, la funcio´n a minimizar, como se indico en la ecuacio´n
(2.5) es:
Ψ(ξ) = − log |M(ξ, θ)| , (3.2)
La matriz de informacio´n M(ξ, θ) es construida de acuerdo a la definicio´n dada en la ecuacio´n (2.3),
para lo cual se requiere el vector de gradientes obtenido a partir de las derivadas de la funcio´n
η(t;Cl, V ) en la ecuacio´n (3.1), con respecto a cada uno de los para´metros, como se describe a
continuacio´n:
La derivada con respecto a V es
∂
∂V
η (t;Cl, V ) =
Do
V 2
[
(t− τ)Cl
V
− 1
]
exp
{
−Cl
V
(t− τ)
}
.
La derivada con respecto a Cl es
∂
∂Cl
η (t;Cl, V ) =
−Do
V 2
(t− τ) exp
{
−Cl
V
∗ (t− τ)
}
.
As´ı,
fT (t;V,Cl) =
[
∂η (t;Cl, V )
∂V
,
∂η(t;Cl, V )
∂Cl
]
.
La matriz de informacio´n para un modelo no lineal de acuerdo con la definicio´n dada en la ecuacio´n
(2.3), esta´ dada entonces por la siguiente expresio´n:
M(ξ, θ) =
∑
t∈Supp(ξ)
f(t;Cl, V )fT (t;Cl, V )ξ(t) , (3.3)
Lo´pez-R´ıos & Ramos-Quiroga (2007) muestran que M(ξ, θ) puede ser expresada de la siguiente
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manera:
M(ξ, θ) = XT∆wX ,
donde M(ξ, θ) es de orden m × m y las columnas de X contienen los gradientes de η (ti;Cl, V )
evaluado en el respectivo ti ∈ Supp(ξ) y ∆w = diag(wi); con
ξ =
[
t1 . . . tn
w1 ... wn
]
.
Este modelo es estudiado por Clark & Smith (1989) quienes presentan los registros que resultaron de
la monitorizacio´n de la concentracio´n en plasma de la fenito´ına so´dica (300 mg) bajo administracio´n
intravenosa, a fin de estudiar el comportamiento farmacocine´tico de dicho medicamento y presenta
adema´s una sugerencia para los valores iniciales de los para´metros a partir de esta informacio´n. Los
resultados obtenidos por Clark & Smith se muestran en la Tabla 3.1.
t(h) Y (t) ( µgml )
5 4.70
10 3.65
15 3.05
20 2.40
30 1.45
40 0.93
50 0.61
Tabla 3.1: Concentracio´n plasma´tica para la fenito´ına so´dica, Clark & Smith(1989).
El modelo que se asume para ajustar la concentracio´n del medicamento en plasma es un modelo
monocompartimental con dosis Do = 300 mg y tiempo de rezago (tiempo de espera) τ = 5, los
cuales se asumen fijos. La figura 3.1 permite observar la curva de concentracio´n como resultado
del experimento enunciado por Clark & Smith y las curvas de concentracio´n ajustada por ma´xima
verosimilitud siguiendo un modelo monocompartimental (MMC), donde los valores de Cl = 2,3 litroshora
y V = 50 litros corresponden a los valores estimados a partir de los resultados de dicho experimento
y donde los valores de Cl = 2,92 litroshora y V = 64 l corresponden a los estimadores de ma´xima
verosimilitud (EMV) para este modelo no lineal, hallados usando la informacio´n que se muestra en
la Tabla 3.1.
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Figura 3.1: Ajuste concentracio´n vs tiempo para la fenito´ına so´dica.
En la Figura 3.1 se observa que la curva de concentracio´n vs. tiempo ajustada usando los valores
sugeridos por Clark & Smith (1989) se encuentra bastante alejada de aquella obtenida por ma´xima
verosimilitud y de las concentraciones observadas. Considerando que los valores sugeridos por Clark
& Smith (1989) pueden ser tomados como valores iniciales para los para´metros en el proceso de
estimacio´n, y tambie´n pueden ser usados para verificar posteriormente la eficiencia de los disen˜os
cuando los valores locales se encuentran alejados de los EMV del modelo.
3.1.1. Disen˜os D-o´ptimos bajo los supuestos de errores normales- inde-
pendientes
Los disen˜os D-o´ptimos que se construyen para el modelo monocompartimental son hallados por
medio del me´todo de minimizacio´n de la funcio´n Ψ(ξ) = −log|M(ξ)| segu´n el proceso de opti-
mizacio´n descrito en la seccio´n 2.2.7 usando un algoritmo implementado en el software estad´ıstico
R [31], bajo el comando nlminb que permite la localizacio´n de los puntos en donde la funcio´n es
mı´nima, sujeto a algunas restricciones. En el caso de los disen˜os D - o´ptimos, bajo incorrelacio´n de
los errores, es necesario restringir tanto el rango de regresio´n como los pesos respectivos para cada
uno de los puntos de soporte. Las rutinas ejecutadas se pueden observar en el ape´ndice B.
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En general el disen˜o o´ptimo no depende del disen˜o inicial
(
ξ0 =
[
t1 t2
w1 w2
])
pero si del vector
θ0 = (Cl0, V0) que corresponde a los valores locales de los para´metros farmacocine´ticos de intere´s
en el modelo. En la Figura 3.2 y 3.3 se pueden observar las funciones de sensibilidad, definidas en
la ecuacio´n (2.12), asociadas a algunos de los disen˜os D-o´ptimos construidos para distintos valores
locales del aclaramiento Cl y del volumen aparente de distribucio´n V . Los puntos donde se hace
ma´xima la funcio´n de sensibilidad, corresponden a los puntos de soporte del disen˜o o en el caso par-
ticular del MMC los tiempos de muestreo, bajo el supuesto de independencia, concluye´ndose que los
disen˜os obtenidos en efecto son los o´ptimos al aplicar el respectivo teorema general de equivalencia
definido en la ecuacio´n (2.11).
Figura 3.2: Funcio´n de sensibilidad para los disen˜os D-o´ptimos locales, cuando var´ıa Cl, bajo incorrelacio´n.
En la Figura 3.2, se observa el comportamiento de las funciones de sensibilidad asociada a diferen-
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tes valores locales del aclaramiento, cuando el volumen de distribucio´n es fijo, en general el primer
punto de soporte es igual para todos los disen˜os, pero el segundo punto de soporte es diferente de
acuerdo a la velocidad de aclaramiento de esta forma se tiene que a mayor valor del aclaramiento
se debe muestrear en tiempos no muy diferentes.
Figura 3.3: Funcio´n de sensibilidad para los disen˜os D-o´ptimos locales, variando V, bajo incorrelacio´n.
En el caso de la Figura 3.3 la funcio´n de sensibilidad no es muy diferente a la presentada en la
Figura 3.2 puesto que los dos puntos de soporte del disen˜o son similares, sin embargo, es de notar
que el valor para el segundo punto de soporte tiene un incremento mayor a medida que el valor del
volumen aumenta.
La Tabla 3.2 presenta los puntos de soporte (tiempos de muestreo) del disen˜o D-o´ptimo hallados
bajo el supuesto de normalidad y errores independientes, para cada par de posibles combinaciones
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de valores locales, siendo el aclaramiento en plasma: 1.9 litroshora , 2.3
litros
hora , 2.92
litros
hora y 3.6
litros
hora .
En el caso del volumen se consideran los siguientes valores locales: 35 litros, 50 litros, 64 litros y
75 litros; los valores resaltados corresponden, respectivamente, a los valores sugeridos por Clark &
Smith (1989) y los estimadores de ma´xima verosimilitud (EMV) del modelo monocompartimental,
los otros valores corresponden a pequen˜as desviaciones de los valores de dichos para´metros que son
convenientes para la verificacio´n de la eficiencia de los disen˜os frente a pequen˜as variaciones en los
valores locales.
De otro lado siguiendo el Teorema de Equivalencia de Kiefer - Wolfowitz, definido en la ecuacio´n
(2.11), el peso o frecuencia en cada uno de los puntos tiene un peso de 1/m, luego, como en el caso
del modelo monocompartimental se tienen dos para´metros a estimar, entonces, el disen˜o D-o´ptimo
tiene dos puntos de soporte t1 y t2 con pesos iguales a 0.5; dichos puntos de soporte corresponden a
las condiciones experimentales en que se debe llevar a cabo el experimento en este caso representan
los tiempos en que se requiere muestrear de manera tal que los estimadores de los para´metros del
modelo, luego de ejecutar el experimento, sean de varianza mı´nima.
ξi Cl V t1 t2 ξi Cl V t1 t2
ξ1 3.6 35 5 14.72 ξ5 2.92 35 5 16.98
ξ2 3.6 50 5 18.89 ξ6 2.92 50 5 22.12
ξ3 3.6 64 5 22.78 ξ7 2.92 64 5 26.91
ξ4 3.6 75 5 25.83 ξ8 2.92 75 5 30.68
ξ9 2.3 35 5 20.21 ξ13 1.9 35 5 23.42
ξ10 2.3 50 5 26.74 ξ14 1.9 50 5 31.32
ξ11 2.3 64 5 32.83 ξ15 1.9 64 5 38.68
ξ12 2.3 75 5 37.61 ξ16 1.9 75 5 44.47
Tabla 3.2: Disen˜os D-o´ptimos locales, MMC, bajo independencia.
De la Tabla 3.2, se observa que el primer punto de muestreo (t1) es igual y en general no depende
del valor local de los para´metros pues coincide con el valor de t = 5 horas; el segundo punto de
muestreo (t2) obtenido para el disen˜o D-o´ptimo, cambia de manera significativa cuando var´ıa el
volumen. Note que a mayor volumen de distribucio´n es mayor el segundo tiempo de muestreo.
Eficiencias de los disen˜os obtenidos
De los disen˜os D-o´ptimos para diferentes valores locales de los para´metros, se consideran tres disen˜os
con los cuales se calculara´n las eficiencias. El primer disen˜o o´ptimo fue obtenido para los valores
locales Cl = 2,3 litroshora y V = 50 litros sugeridos por Clark & Smith (1989), un segundo disen˜o
se encuentra para los valores locales correspondientes a los EMV de los para´metros del modelo
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Cl = 2,92 litroshora y V = 64 litros y finalmente se verifica la eficiencia del disen˜o D-o´ptimo con
respecto al disen˜o con 7 puntos (Tabla 3.1), planteado por Clark & Smith. Los resultados de las
eficiencias teniendo en cuenta los disen˜os D-o´ptimos, ξj , sen˜alados en la Tabla 3.2 se muestran en
la Tabla 3.3.
D- eficiencia del disen˜o ξj con respecto a ξi, effD,ξj =
{ |M(ξj)|
|M(ξi)|
} 1
2
disen˜o ξj
Disen˜o ξi ξ1 ξ2 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8
ξ1 = ξ(2,3; 50) =
[
5 26,74
0,5 0,5
]
0.65 0.89 0.978 0.999 0.804 0.970 0.99 0.99
ξ2 = ξ(2,92; 64) =
[
5 26,91
0,5 0,5
]
0.64 0.89 0.976 0.987 0.799 0.967 1 0.99
ξ3 =
[
5 10 15 20 30 40 50
1
7
1
7
1
7
1
7
1
7
1
7
1
7
]
0.51 0.59 0.653 0.690 0.5574 0.644 0.70 0.73
D- eficiencia del disen˜o ξj con respecto a ξi, effD,ξj =
{ |M(ξj)|
|M(ξi)|
} 1
2
disen˜o ξj
Disen˜o ξi ξ9 ξ10 ξ11 ξ12 ξ13 ξ14 ξ15 ξ16
ξ1 = ξ(2,3; 50) =
[
5 26,74
0,5 0,5
]
0.93 1.00 0.972 0.93 0.99 0.983 0.92 0.863
ξ2 = ξ(2,3; 50) =
[
5 26,91
0,5 0,5
]
0.93 0.99 0.973 0.93 0.98 0.984 0.92 0.866
ξ3 =
[
5 10 15 20 30 40 50
1
7
1
7
1
7
1
7
1
7
1
7
1
7
]
0.183 0.61 0.70 0.739 0.66 0.732 0.75 0.750
Tabla 3.3: D-eficiencias para los D-o´ptimos locales, MMC, bajo independencia.
De la Tabla 3.3 se puede afirmar que la eficiencia de los disen˜os D-o´ptimos, para estimar los para´me-
tros de intere´s, es similar si se usa los valores locales de los para´metros Cl = 2,3 litroshora y V = 50 litros
sugerido por Clark Smith (1989) o los valores locales de los EMV de los para´metros Cl = 2,92 litroshora
y V = 64 litros, para los datos de la fenito´ına so´dica, presentados por Clark & Smith. Adema´s, se
observa que para un modelo con dos para´metros no es conveniente usar un disen˜o con los tiempos
de muestreo sen˜alados por clark & Smith, dado que resultan ser menos eficientes; la eficiencia con
respecto a los dema´s disen˜os alcanzan a lo sumo un 75 % y cuando el valor local del volumen
se aleja lo suficiente del estimador ma´ximo veros´ımil de V , disen˜o ξ9, la eficiencia del disen˜o es
del 18.3 %. Es importante notar que la discrepancia entre el valor local y el valor esperado de los
para´metros influye de manera significativa en la cantidad de esfuerzo experimental (eficiencia) que
se ha de realizar en el momento de llevar a la pra´ctica el disen˜o planeado, pero en general si el
disen˜o D-o´ptimo es llevado a la pra´ctica requerira´ menos puntos o en este caso tiempos de muestreo
incidiendo directamente en facilidad para la recoleccio´n de informacio´n y evitando generar molestias
en los pacientes que usan este tipo de medicamento.
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3.1.2. Disen˜os D-o´ptimos bajo los supuestos de errores normales- depen-
dientes
El modelo monocompartimental en consideracio´n es de la forma, presentada en la ecuacio´n (3.1).
Y (t) = η(t;Cl, V ) + ε =
Do
V
e−
Cl
V (t−τ) + ε .
Ucinski D. & Atkinson A.(2004) sugieren en el caso de tener errores normales dependientes o bajo
estructura de correlacio´n, escribir la matriz de informacio´n de la siguiente manera:
M (ξ) = FTWF . (3.4)
Donde F es la matriz de gradientes de la funcio´n η(t;Cl, V ) evaluada en cada uno de los puntos
de soporte del disen˜o inicial ξ = (t1, t2, ..., tn) , y la matriz W es la inversa de la matriz Ke que
contiene los kernel de covarianza calculados como:
Cov (ε(t), ε(s)) = kes,t = e−ρ|t−s| , (3.5)
donde ρ es una caracter´ıstica previa del individuo que esta´ en estudio.
Se considera este Kernel de covarianza debido al comportamiento exponencial de la funcio´n no
lineal que describe el comportamiento del medicamento en plasma, es decir la funcio´n de covarianza
tiene una expresio´n ana´loga a la forma funcional de η(t;Cl, V ). En este caso, los disen˜os obtenidos
bajo estas condiciones de normalidad y dependencia son disen˜os exactos, es decir, se trata de bus-
car n− tiempos de muestreo, con el nu´mero de puntos n fijo, de tal forma que maximicen algu´n
funcional apropiado de la matriz de informacio´n, de esta manera los disen˜os son de la forma:
ξ = (t1, t2, ..., tn) . (3.6)
En el caso del disen˜o D-o´ptimo la funcio´n a minimizar es Ψ(ξ) = − log |M(ξ)|.
La Figura 3.4 muestra el comportamiento de los puntos de muestreo cuando se tienen 2 y 5 pun-
tos, para valores locales de Cl =2.3 litroshora l y V = 50 litros, as´ı, dado que los puntos de muestreo
tienen igual peso cuando hay correlacio´n alta (ρ es cercano a 0), el disen˜o D-o´ptimo da 5 puntos de
muestreo claramente diferenciables y que coincide con el conocimiento emp´ırico de tomar registros
en tiempos no muy distantes del tiempo de espera y tomar un tiempo muy lejano con el fin de
verificar que la concentracio´n es casi nula, de esta manera cuando la correlacio´n es alta se sugiere
tomar puntos tan distanciados como el disen˜o lo indique, pero a partir de ρ = 0,4 se puede consid-
30
erar que es conveniente obtener las muestras en los dos puntos de muestreo sen˜alados por el disen˜o
D-o´ptimo construido para el caso en que los errores tienen distribucio´n normal y son independientes.
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Figura 3.4: Disen˜os D-o´ptimos con diferentes taman˜os de muestra, bajo correlacio´n, y distintos valores de
ρ.
De esta manera se tiene que cuando hay alta correlacio´n los disen˜os D-o´ptimos tienden a ser disen˜os
secuenciales donde se muestrea en tiempos casi consecutivos con igual nu´mero de re´plicas, entre
tanto que cuando la correlacio´n es casi nula, ρ → ∞, independiente del nu´mero de puntos que
tenga el disen˜o inicial, o puntos iniciales de muestreo, el disen˜o D-o´ptimo para un modelo con dos
para´metros, tendra´ tantos puntos de soporte como para´metros se este´n estimando en el modelo.
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Los disen˜os D-o´ptimos para los valores locales de Cl = 2,3 litroshora y V = 50 litros y para diferentes
taman˜os de muestra se pueden observar en las Tablas 3.4 y 3.5
ρ t1 t2
0.01 5.00 17.14
0.11 5.00 26.26
0.21 5.00 26.73
0.31 5.00 26.74
0.41 5.00 26.74
0.51 5.00 26.74
0.61 5.00 26.74
0.71 5.00 26.74
0.81 5.00 26.74
0.91 5.00 26.74
Tabla 3.4: Disen˜os D-o´ptimos locales, para el modelo monocompartimental, con errores correlacionados
con dos puntos de soporte.
Cuando se tienen dos puntos en el disen˜o y los errores asociados a estos se encuentran correlaciona-
dos e´stos en esencia son iguales (ρ pequen˜o), excepto en el caso en que la correlacio´n es bastante
alta (ρ→ 0).
ρ t1 t2 t3 t4 t5
0.01 5.00 10.23 17.26 28.53 78.77
0.11 5.00 15.55 26.15 38.07 53.50
0.21 5.00 15.17 25.06 34.98 46.68
0.31 5.00 13.43 23.13 31.94 41.69
0.41 5.00 11.43 21.92 29.99 38.50
0.51 5.00 9.99 21.85 29.17 36.70
0.61 5.00 9.16 22.22 28.82 35.57
0.71 5.00 8.63 22.59 28.61 34.74
0.81 5.00 8.26 22.91 28.44 34.07
0.91 5.00 7.97 23.18 28.31 33.51
Tabla 3.5: Disen˜os D-o´ptimos locales, para el modelo monocompartimental con errores correlacionados y
5 puntos de soporte.
Los puntos de soporte del disen˜o cuando los errores tienen distribucio´n normal, con Kernel de
covarianzas definido en la ecuacio´n (3.5), toman valores cercanos a los puntos sen˜alados por el disen˜o
D-o´ptimo, bajo condiciones de incorrelacio´n. El primer punto de soporte es el mismo para cada uno
de los disen˜os, los dema´s puntos de muestreo var´ıan significativamente especialmente cuando hay
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alta correlacio´n. En las Tablas 3.4 y 3.5 se observa que a medida que aumenta el nu´mero de puntos
de muestreo, los puntos de soporte se agrupan alrededor de los dos puntos sen˜alados por el D-o´ptimo
bajo incorrelacio´n, excepto en el caso en que hay correlacio´n alta.
3.2. Disen˜os L-o´ptimos
En el campo farmacocine´tico es importante conocer el a´rea bajo la curva de concentracio´n y el
tiempo de concentracio´n media a fin de comprobar la biodisponibilidad y bioequivalencia de un
medicamento. El criterio de optimalidad que permite hallar disen˜os que estiman simulta´neamente
estas dos funciones, que corresponden a combinaciones no lineales de los pa´rametros del modelo Cl y
V , es el criterio L-o´ptimo que en este caso se construye de la siguiente manera (Atkinson, et al. 2007):
1. Considere las funciones a estimar. En este caso las funciones a estimar son el a´rea bajo la
curva y el tiempo de concentracio´n media, como sigue:
ABC = g1(Cl, V ) =
∫ ∞
0
η(t, Cl, V )dt =
Do
Cl
e
Cl
V τ , (3.7)
T 1
2
= g2(Cl, V ) =
ln(2)V
Cl
. (3.8)
2. Considere las derivadas respecto de cada para´metro en la funcio´n y dispo´ngalas en una matriz
L. La matriz L = KKT , donde K esta´ dada por:
K =
[
τDo
V Cle
Cl
v τ − DoCl2 e
Cl
V τ −DoτV 2 e
Cl
V τ
− ln(2)VCl2 ln(2)Cl
]
3. La matriz de varianzas y covarianzas asinto´tica asociada a los E.M.V. no lineales de g1(Cl, V )
y g2(Cl, V ), como lo sugiere Atkinson, et al.2007, esta´ dada por M−1 (ξ)L y el funcional a
ser minimizado es:
Ψ(ξ) = Tr
{
M−1 (ξ)L
}
,
donde L = KKT , es decir, se minimiza la suma de las varianzas asinto´ticas asociada a los
EMV de las funciones a estimar, g1(Cl, V ) y g2(Cl, V ).
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3.2.1. Disen˜o L-o´ptimo bajo los supuestos de errores normales- indepen-
dientes
En la Tabla 3.6 se presentan los disen˜os L - o´ptimos obtenidos para los diferentes valores locales de
los para´metros presentados previamente en la Tabla 3.2, considerando las caracter´ısticas sen˜aladas
con anterioridad y bajo la condicio´n de errores normales independientes
L-o´ptimo L-o´ptimo
Cl V xi wi Cl V xi wi
3.6 35 5.00 0.68 2.92 35 5.00 0.57
6.01 0.32 20.23 0.43
3.6 50 5.00 0.88 2.92 50 5.00 0.95
22.74 0.12 26.88 0.05
3.6 64 5.00 0.94 2.92 64 5.00 0.97
22.72 0.06 33.02 0.03
3.6 75 5.00 0.95 2.92 75 5.00 0.98
31.63 0.05 37.83 0.02
2.3 35 5.00 0.95 1.9 35 5.00 0.97
24.45 0.05 28.54 0.03
2.3 50 5.00 0.97 1.9 50 5.00 0.98
32.79 0.03 38.64 0.02
2.3 64 5.00 0.98 1.9 64 5.00 0.98
40.57 0.02 48.06 0.02
2.3 75 5.00 0.98 1.9 75 5.00 0.98
46.69 0.02 55.57 0.02
Tabla 3.6: Disen˜os L-o´ptimos locales para el modelo monocompartimental.
De la Tabla 3.6 se observa que los disen˜os L-o´ptimos asignan pesos diferentes a cada uno de los
puntos de soporte, lo cual sugiere en general una mayor frecuencia de muestreo en el punto t = 5, que
en el caso del modelo MMC corresponde al tiempo de espera para la toma de la primera muestra,
esto es, el tiempo en el cual se asume que el medicamento se ha distribuido en todo el organismo
(compartimiento). A continuacio´n se muestran las eficiencias de los disen˜os L-o´ptimos trabajados
en la Tabla 3.6.
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L- eficiencia del disen˜o ξj con respecto a ξi, effL,ξj =
Tr(M(ξi))
Tr(M(ξj))
disen˜o ξj
Disen˜o ξi ξ1 ξ2 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8
ξ1 = ξ(2,3; 50) =
[
5 32,79
0,97 0,03
]
0.60 0.80 0.93 0.95 0.74 0.950 0.99 0.96
ξ2 = ξ(2,92; 64) =
[
5 33,02
0,97 0,03
]
0.62 0.84 0.92 0.93 0.75 0.967 1 0.97
ξ3 =
[
5 10 15 20 30 40 50
1
7
1
7
1
7
1
7
1
7
1
7
1
7
]
0.49 0.56 0.63 0.64 0.51 0.62 0.70 0.72
disen˜o ξj
Disen˜o ξi ξ9 ξ10 ξ11 ξ12 ξ13 ξ14 ξ15 ξ16
ξ1 = ξ(2,3; 50) =
[
5 32,79
0,97 0,03
]
0.89 1.00 0.96 0.91 0.97 0.97 0.90 0.83
ξ2 = ξ(2,3; 50) =
[
5 33,021
0,97 0,03
]
0.91 0.98 0.97 0.96 0.98 0.98 0.92 0.86
ξ3 =
[
5 10 15 20 30 40 50
1
7
1
7
1
7
1
7
1
7
1
7
1
7
]
0.17 0.59 0.69 0.72 0.62 0.72 0.73 0.74
Tabla 3.7: L-eficiencias para los disen˜os L-o´ptimos locales, MMC, bajo independencia.
Al calcular las L-eficiencias como se muestra en la Tabla 3.7 de acuerdo con la ecuacio´n (2.16), se
obtiene que en general los disen˜os L-o´ptimos presentan un comportamiento similar al de los disen˜os
D-o´ptimos con respecto a su eficiencias, ver Tabla 3.3. La diferencia entre el valor local y el valor
esperado de los para´metros influye directamente en la cantidad de esfuerzo experimental (eficien-
cia), en el momento de llevar a cabo el disen˜o planeado.
Eficiencia de los disen˜os D-o´ptimos respecto a los L-o´ptimos
Una de las inquietudes respecto a la construccio´n de los disen˜os o´ptimos es determinar si el disen˜o
D-o´ptimo, adema´s de utilizarse para realizar estimaciones eficientes de los para´metros se puede
utilizar para la estimacio´n de funciones no lineales de e´stos. Para resolver la inquietud se cons-
truyen los disen˜os L-o´ptimos y se calculan adema´s las respectivas L-eficiencias, como se indica en
la ecuacio´n (2.16). La Tabla 3.8 permite observar los resultados, considerando la eficiencia de los
disen˜os D-o´ptimos con respecto a los L-o´ptimos cuando los valores locales de los para´metros var´ıan.
Los disen˜os ξj corresponden a los disen˜os L-o´ptimos presentados en la Tabla 3.6.
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Disen˜o D-o´ptimo L-eficiencia del disen˜o ξi con respecto a ξj effL =
Tr(M−1(ξj)L)
Tr(M−1(ξi)L)
de referencia ξj
ξi ξ1 ξ2 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8
ξ(2,3; 50) =
[
5 26,74
0,5 0,5
]
0.026 0.014 0.053 0.083 0.270 0.363 0.69 0.534
ξ(2,92; 64) =
[
5 26,91
0,5 0,5
]
0.066 0.035 0.137 0.211 0.598 0.772 0.954 0.870
Disen˜o D-o´ptimo L-eficiencia del disen˜o ξi con respecto a ξj effL =
Tr(M−1(ξj)L)
Tr(M−1(ξi)L)
de referencia ξj
ξi ξ9 ξ10 ξ11 ξ12 ξ13 ξ14 ξ15 ξ16
ξ(2,3; 50) =
[
5 26,74
0,5 0,5
]
0.152 0.884 0.527 0.398 0.024 0.246 0.088 0.023
ξ(2,92; 64) =
[
5 26,91
0,5 0,5
]
0.389 0.970 0.84 0.565 0.055 0.468 0.142 0.034
Tabla 3.8: L-eficiencias con respecto a los D-o´ptimos locales, MMC, bajo independencia.
En la Tabla 3.8 se observa que los disen˜os D-o´ptimos obtenidos resultan ser tan eficientes como
los disen˜os L-o´ptimos en la estimacio´n de funciones no lineales cuando los valores locales de los
para´metros esta´n cerca del valor de los EMV (ξ7-ξ11). Se observa tambie´n la conveniencia de con-
struir disen˜os L-o´ptimos en lugar de disen˜os D-o´ptimos cuando se tienen valores locales alejados de
los EMV para realizar estimaciones de funciones no lineales de los para´metros en este modelo lo
cual implica economizar al menos el 95 % de esfuerzo experimental,ver eficiencias de la Tabla 3.8
disen˜os ξ1 y ξ16.
De otro lado se pretende establecer la conveniencia de usar un disen˜o como el presentado por
Clark & Smith (1989) para la estimacio´n de funciones de los para´metros del modelo, en este caso,
en la estimacio´n de las funciones definidas en las ecuaciones( 3.7) y (3.8).
La Tabla 3.9 permite observar las L-eficiencias del disen˜o de Clark & Smith (1989) con respecto a
los dema´s disen˜os, considerados en la Tabla 3.6, las eficiencias que se muestran a continuacio´n son
calculadas como se definio´ en la ecuacio´n (2.16).
L-eficiencia del disen˜o ξi con respecto a ξj effL =
Tr(M−1(ξj)L)
Tr(M−1(ξi)L)
Disen˜o ξi ξj
ξ1 ξ2 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8
0.008 0.004 0.021 0.034 0.10 0.140 0.189 0.125[
5 10 15 20 30 40 50
1
7
1
7
1
7
1
7
1
7
1
7
1
7
]
ξj
ξ9 ξ10 ξ11 ξ12 ξ13 ξ14 ξ15 ξ16
0.05 0.269 0.213 0.376 0.034 0.147 0.056 0.014
Tabla 3.9: L-eficiencias con respecto al disen˜o planteado por Clark & Smith (1989), MMC, bajo indepen-
dencia.
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La tabla 3.9 indica que un experimento con demasiados puntos de muestreo y tomados como lo
sen˜ala Clark & Smith (1989) no es recomendable cuando se desea estimar funciones no lineales
de los para´metros, dado que la eficiencia del disen˜o sen˜alado por con respecto al disen˜o L-o´ptimo
es ma´ximo del 37.6 %, lo cual implica derrochar al menos un 63.4 % del esfuerzo experimental al
implementar un disen˜o como el sen˜alado por dicho autor.
3.2.2. Disen˜os L -o´ptimos bajo los supuestos de errores normales- de-
pendientes
A partir de la estructura para la matriz de varianzas y covarianzas dada en la ecuacio´n (3.4), para el
caso donde los errores son correlacionados; se construyen los disen˜os L-o´ptimos para valores locales
de los para´metros. En la Figura 3.5 se puede observar que en contraste con los disen˜os D-o´ptimos
una alta correlacio´n en los errores no implica necesariamente la definicio´n de tiempos de muestreo
diferentes, por el contrario se observa una clara tendencia a que el disen˜o o´ptimo que permite
estimar el a´rea bajo la curva y el tiempo de concentracio´n media este´ conformado por dos tiempos
de muestreo.
Figura 3.5: Disen˜os L-o´ptimos para el MMC, bajo estructura de correlacio´n.
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Segu´n los resultados presentados en las Figuras 3.4 y 3.5, es importante sen˜alar que el segundo
tiempo de muestreo para n = 2, no coincide con el respectivo punto del disen˜o, x2, hallado para
el L-o´ptimo para el modelo no lineal bajo el supuesto de incorrelacio´n en el te´rmino de error, con
valores locales de Cl =2.3 y V = 50. El segundo punto de soporte es parecido con su similar en
el L-o´ptimo para el modelo no lineal, con los valores locales sen˜alados, siempre y cuando el disen˜o
L-o´ptimo construido bajo el supuesto de incorrelacio´n en los errores sea un disen˜o exacto, es decir,
un disen˜o como el sen˜alado en la ecuacio´n (3.6), en el cual cada uno de los puntos de soporte tienen
el mismo peso.
3.3. Disen˜os D-o´ptimos para el modelo linealizado
El modelo no lineal en consideracio´n es de la forma:
Y (t) = η(t;V,Cl)ε =
Do
V
e−
Cl
V (t−τ)ε . (3.9)
La transformacio´n adecuada sobre este modelo, de manera que pueda ser expresado como un modelo
lineal, es una transformacio´n logar´ıtmica. El modelo considerado, luego de la transformacio´n es:
Y ∗(t) = η∗ (t;V,Cl) + ε∗ = log
(
D0
V
)
+
(
−Cl
V
)
(t− τ) + ε∗ . (3.10)
As´ı,
η∗(t;V,Cl) = η∗(t;β) = β0 + β1t ;
donde
β0 = log
D0
V
+
Cl
V
τ = log
D0
V
− β1τ ,
con τ conocido, y
β1 = −Cl
V
.
Sea βT = (β0, β1) el vector de para´metros del modelo transformado, entonces η∗ (t;V,Cl) se puede
reescribir en funcio´n de los para´metros originales a estimar, V y Cl, como:
β0 + β1τ = log
D0
V
,
eβ0+β1τ =
D0
V
,
donde
V = D0e−β0−β1τ ,
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y adema´s
Cl = −β1V = −β1D0e−β0−β1τ .
De esta manera el vector de para´metros θˆ teniendo en cuenta la transformacio´n se escribe de la
siguiente forma: [
Vˆ
Cˆl
]
= θˆ =
[
D0e
−βˆ0−βˆ1τ
−βˆ1D0e−βˆ0−βˆ1τ
]
,
as´ı:
θˆ = g(βˆ0, βˆ1) = g(βˆ∗)
La distribucio´n asinto´tica de g(βˆ), Huet. et al (2007), es:
g(βˆ) ∼
a
N
(
g (β) ,∇g (β0)M−1 (ξ, β0)∇T g (β0)
)
,
donde ∇g (β0) representa el gradiente de la funcio´n g(β) evaluada en un valor inicial del vector de
para´metros β0.
Adema´s, el vector βˆ es una funcio´n h
(
Cˆl, Vˆ
)
, cuya distribucio´n es:
βˆ ∼
a
N
(
β,∇h(θ)M−1(ξ, θ)∇Th(θ)) .
De esta manera la distribucio´n de θˆ es:
θˆ ∼
a
N
(
g ◦ h(θ),∇g (β0)∇h(θ)M−1(ξ, θ)∇Th(θ)∇T g (β0)
)
, (3.11)
donde g ◦ h(θ) representa la composicio´n de g(β) en h(θ) y ∇h(θ) corresponde al gradiente de la
funcio´n h(θ).
Estimar θ con el modelo linealizado usando transformaciones tal que se minimice V
(
θˆ
)
, corresponde
a usar la matriz A = ∇g (β0)∇h(θ) asociada al Disen˜o DA- o´ptimo para el modelo transformado,
la cual es el gradiente de las funciones objeto de la transformacio´n y corresponde a la matriz:
A(g(β)) =
[
−D0e−β0−β1τ D0β1e−β0−β1τ
−τD0e−β0−β1τ −D0β1
[−τe−β0−β1τ ]−D0e−β0−β1τ
]
,
A(g(β)) = D0e−β0−β1τ
[
−1 β1
−τ τβ1 − 1
]
,
A(g(β)) = −D0e−β0−β1τ
[
1 −β1
τ 1− τβ1
]
. (3.12)
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Siguiendo la d´ıstribucio´n asinto´tica del vector de para´metros dada en la ecuacio´n (3.11), se tiene
entonces que el disen˜o D-o´ptimo depende de la matriz g(θ) que contiene los te´rminos correspondien-
tes al Jacobiano de la transformacio´n para la linealizacio´n del modelo (Krasnosel´skii, 1995. Huet,
et al. 2007, Gallant, 2007).
Para el disen˜o D-o´ptimo el intere´s es minimizar Ψ(ξ) = − log |M−(ξ)|, de esta manera se debe
minimizar:
− log ∣∣∇g (β0)∇h(θ)M−1(ξ, θ)∇Th(θ)∇T g (β0)∣∣ , (3.13)
por propiedades del determinante la ecuacio´n (3.13) se puede expresar:
− log [|∇g (β0)∇h(θ)| · ∣∣M−1(ξ, θ)∣∣ · ∣∣∇Th(θ)∇T g (β0)∣∣] , (3.14)
en la ecuacio´n (3.14) la expresio´n |∇g (β0)∇h(θ)| se convierte en una constante para la minimizacio´n
de la funcio´n Ψ(ξ), reduciendo el proceso al encuentro de los puntos donde se hace mı´nima la funcio´n
dada en la ecuacio´n (3.2), tal como se observo´ en el caso del modelo no lineal. As´ı, para el caso
del modelo linealizado se tiene que el disen˜o D-o´ptimo es un disen˜o DA-o´ptimo. Adema´s, dado que
el disen˜o D-o´ptimo es invariante ante transformaciones no degeneradoras del modelo (funciones
inyectivas), y la funcio´n log(y) es una funcio´n uno a uno y sobreyectiva (no degeneradora), entonces
el disen˜o D-o´ptimo hallado coincide para el modelo no lineal y el transformado como se presenta a
continuacio´n.
3.3.1. Disen˜os o´ptimos, para un MMC linealizado, bajo los supuestos de
errores normales- independientes
Disen˜os D-o´ptimos
Un primer intento por obtener los disen˜os D-o´ptimos para el modelo linealizado es considerar la
transformacio´n adecuada para linealizar el modelo y construir el disen˜o D-o´ptimo sugerido para
modelos lineales, que llevado a la pra´ctica permitira´ estimar los para´metros del modelo conside-
rado. Sin embargo, el disen˜o construido depende del la acotacio´n del rango de regresio´n, dado que
tiene sus puntos de soporte en los extremos de dicho rango (Garc´ıa & Lo´pez- R´ıos, 2007). Para
volver estos disen˜os comparables, siguiendo la idea de Lo´pez-Fidalgo & Wong (2002) se considera
la distribucio´n asinto´tica de la transformacio´n, trabajada en la seccio´n anterior.
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ξi Cl V x1 x2 ξi Cl V x1 x2
ξ1 3.6 35 5,00 14.72 ξ5 2.92 35 5,00 16.98
ξ2 3.6 50 5,00 18.89 ξ6 2.92 50 5,00 22.12
ξ3 3.6 64 5,00 22.78 ξ7 2.92 64 5,00 26.91
ξ4 3.6 75 5,00 25.83 ξ8 2.92 75 5,00 30.68
ξ9 2.3 35 5 20.21 ξ13 1.9 35 5,00 23.42
ξ10 2.3 50 5,00 26.74 ξ14 1.9 50 5,00 31.32
ξ11 2.3 64 5,00 32.83 ξ15 1.9 64 5,00 38.68
ξ12 2.3 75 5,00 37.61 ξ16 1.9 75 5,00 44.47
Tabla 3.10: Disen˜os D-o´ptimos locales, cuando var´ıa el Volumen o el aclaramiento, para el MMC, lineal-
izado.
Como se muestra en la Tabla 3.10, el disen˜o D-o´ptimo tiene, de manera similar al caso del modelo
MMC no lineal, dos puntos de soporte, cada uno de ellos tiene un peso o frecuencia de 0.5, los
valores locales tomados como referencia son los mismos empleados en la Tabla 3.2.
Otro de los intereses de este trabajo es verificar la conveniencia de construir un disen˜o o´ptimo que
permita estimar eficazmente combinaciones no lineales de los para´metros del modelo farmacocine´tico
original partiendo de la linealizacio´n del modelo, para tal fin se construyen los disen˜os L-o´ptimos para
el modelo linealizado y se observa la ganancia que se obtiene al trabajar con el modelo linealizado a
trave´s de las eficiencias de los disen˜os construidos para diferentes valores de los para´metros locales.
3.3.2. Disen˜os L-o´ptimos
En la Tabla 3.11 se muestran los disen˜os L-o´ptimos utilizados en el caso del modelo monocom-
partimental linealizado construidos para los diferentes valores locales de los para´metros Cl y V .
Tambie´n se presentan las eficiencias del disen˜o L-o´ptimo utilizado para estimar el a´rea y tiempo
medio para el modelo no lineal con respecto al disen˜o L-o´ptimo utilizado para el modelo transfor-
mado, dichas eficiencias son calculadas co´mo se indico en la ecuacio´n (2.16), de esta manera en
la siguiente tabla, EfNL =
Tr(M−1(ξj)L)
Tr(M−1(ξi)L)
donde ξj corresponde al disen˜o L-o´ptimo hallado para el
modelo transformado y ξi corresponde al disen˜o hallado para el modelo no lineal:
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L−o´ptimo EfNL L−o´ptimo EfNL
Cl V xi wi Cl V xi wi
3.6 35 5,00 0.42 0.41 2.92 35 5.00 0.47 0.69
17.43 0.58 20.32 0.53
3.6 50 5.00 0.51 0.64 2.92 50 5.00 0.56 0.62
22.76 0.49 26.89 0.44
3.6 64 5.00 0.57 0.64 2.92 64 5.00 0.62 0.67
27.73 0.43 32.87 0.38
3.6 75 5.00 0.61 0.67 2.92 75 5.00 0.66 0.70
31.60 0.39 37.84 0.34
2.3 35 5.00 0.53 0.59 1.9 35 5.00 0.58 0.62
24.45 0.47 28.55 0.42
2.3 50 5.00 0.62 0.66 1.9 50 5.00 0.66 0.69
32.65 0.38 38.64 0.34
2.3 64 5.00 0.67 0.71 1.9 64 5.00 0.71 0.74
40.43 0.33 48.06 0.29
2.3 75 5.00 0.71 0.74 1.9 75 5.00 0.74 0.76
46.68 0.29 31.48 0.26
Tabla 3.11: Comportamiento de los disen˜os L-o´ptimos locales para el modelo linealizado con respecto al
modelo no lineal.
En la tabla anterior el efecto de la linealizacio´n del modelo es conveniente cuando se construye un
disen˜o o´ptimo con miras a estimar eficazmente funciones de los para´metros, dado que la eficiencia del
disen˜o L-o´ptimo del modelo no lineal con respecto al disen˜o L-o´ptimo para el modelo transformado
oscila entre el 60 % y 70 %, cuando los valores locales esta´n cercanos a los EMV de los para´metros
del modelo, lo cual implica al menos un 30 % de economı´a en esfuerzo experimental.
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Cap´ıtulo 4
Ana´lisis de resultados para el
Modelo de Michaelis Menten
El modelo de Michaelis Menten (MM) es usado con frecuencia en las ciencias biolo´gicas con el objeto
de describir la cine´tica de ra´pido equilibrio de sistemas de enzimas y ana´lisis del comportamiento
de un medicamento en plasma cuando se asume una cine´tica de primer orden, es decir, cuando la
variacio´n en dicha concentracio´n depende de la cantidad de medicamento suministrada inicialmente.
El modelo MM es de bastante aplicacio´n en modelos compartimentales en los cuales es impor-
tante modelar la tasa de cambio de un compartimiento a otro. Este modelo predice la velocidad de
formacio´n de un producto en una reaccio´n qu´ımica dada la concentracio´n del sustrato, s, Lo´pez-
Fidalgo & Wong (2002), la expresio´n general para este modelo es:
v = ζ(s;V,KMM ) + ε =
V s
KMM + s
+ ε, con V ar(v) = σ2 y s ∈ S = [0,∞) . (4.1)
donde V indica la saturacio´n ma´xima y KMM es denominada la constante de Michaelis Menten, y
en este valor de la concentracio´n se asume que se ha alcanzado el nivel de saturacio´n media.
Mu´ltiples aportes en el campo de estimacio´n o´ptima de para´metros y disen˜os o´ptimos para este
modelo han sido realizados por diversos autores, quienes ampl´ıan estas aplicaciones a situaciones
particulares y generales de heterocedasticidad, estudian la robustez y la eficiencia de estos modelos
y hacen algunas sugerencias respecto a la decisio´n de linealizar el modelo y cua´l es la transformacio´n
adecuada de acuerdo con la estructura de varianza del te´rmino error, ver por ejemplo Ruppert, et
al. (1989); Beal & Shiner (1988); Box & Lucas (1959); Dette & Wong (1999); Kimura (1990); Lo´pez
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Fidalgo & Wong (2002); Rizing & Ray (1987), entre otros.
4.1. Disen˜os D - o´ptimos para el modelo MM no lineal, bajo
supuesto de homocedasticidad
Estad´ısticamente si en el modelo MM los errores asociados a las medidas de velocidad son descono-
cidos, o se sabe que se desv´ıan de una distribucio´n normal, los me´todos basados en la minimizacio´n
de la suma de los cuadrados son inadecuadas, para corregir dicha situacio´n. Duggebly(1979) con-
sidera una aproximacio´n a los disen˜os D-o´ptimos y muestra que mediante un disen˜o experimental
adecuado, como los construidos en la Tabla 4.1, los para´metros cine´ticos se pueden estimar de forma
inequ´ıvoca al tiempo que se tiene en cuenta so´lo los supuestos mı´nimos relativos a la estructura
de error de los datos. Adema´s, sugiere que dado que el modelo tiene dos para´metros el disen˜o
experimental tendra´ dos puntos de soporte s2 = sma´x y s1 = KMM∗sma´xsma´x+2KMM .
Tal como se vio para el caso del modelo monocompartimental, se hace el mismo desarrollo para
construir los disen˜os D-o´ptimos para el modelo de Michaelis-Menten. Para el vector de para´metros
ϑT = (KMM , V ), la matriz de informacio´n se construye teniendo en cuenta que:
f (s) =
∂ζ(s;V,KMM )
∂ϑ
,
entonces se tiene que:
fT (s, ϑ) = fT (s;V,KMM ) =
(
−V s
(KMM+s)
2
s
KMM+s
)
,
y
f (s, ϑ) fT (s, ϑ) =
(
V 2s2
(KMM+s)
4
−V s2
(KMM+s)
3
−V s2
(KMM+s)
3
s2
(KMM+s)
2
)
.
La matriz de informacio´n esta´ dada por
M (ξ, ϑ) =
∑
s∈S
(
V 2s2
(KMM+s)
4
−V s2
(KMM+s)
3
−V s2
(KMM+s)
3
s2
(KMM+s)
2
)
ξ(s) .
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4.1.1. Disen˜os D-o´ptimos bajo los supuestos de normalidad, independen-
cia y homocedasticidad
De acuerdo con el desarrollo anterior y la definicio´n dada en la ecuacio´n (2.2) y (3.3) el disen˜o
D-o´ptimo es aquel que minimiza − log |M(ξ)|, de esta manera, en el modelo de Michaelis Menten
se tiene que:
M(ξ) =
n∑
i=1
f(si;V,KMM )fT (si;V,KMM )wi ,
donde f(s) = ∇g(s;V,KMM ) de esta manera:
f(s) =
[
∂ζ(s;V,KMM )
∂V
∂ζ(s;V,KMM )
∂KMM
]
=
[
s
KMM+s
− V s(KMM+s)
]
.
As´ı, para el disen˜o ξ con pesos asociados de 1m y en este caso m = 2,
ξ =
[
s1 s2
1
2
1
2
]
,
la matriz de informacio´n estara´ dada por:
M(ξ) =
[
s1
KMM+s1
− V s1(KMM+s1)2
] [
s1
KMM+s1
− V s1(KMM+s1)2
] 1
2
+
[
s2
KMM+s2
− V s2(KMM+s2)2
] [
s2
KMM+s2
− V s2(KMM+s2)2
] 1
2
,
M(ξ) =
1
2
 ( s1KMM+s1)2 + ( s2KMM+s2)2 − V s21(KMM+s1)3 − V s22(KMM+s2)3
− V s21(KMM+s1)3 −
V s22
(KMM+s2)3
V 2s21
(KMM+s1)4
+ V
2s22
(KMM+s2)4
 .
El determinante de M(ξ), γ(s1, s2), es:
γ(s1, s2) =
(
V 2K2MMs
2
1s2 − 2V 2K2MMs1 + V 2K2MMs32 − 4V 2KMMs1s2 − 2V 2s1s22
)
K6MMs
2
1s2(KMM + s2)2
Se halla el ma´ximo para γ(s1, s2), asumiendo V , KMM , s2, constantes:
∂γ(s1)
∂s1
=
V 2
K7MMs
3
2(KMM + s1)3
(
3K2MMs
2
2 −K3MMs32 −K4MMs22 +KMMs22s1 +K4MMs1s2 +K3MMs21s2
)
,
∂γ(s1)
∂s1
=
V 2
K6MMs
2
2(KMM + s1)3
(−K3MMs2 + s2K3MM −K2MMs22 +K2MMs1s2 + 3KMMs2 + s2s1) .
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De esta manera se obtiene que el primer punto donde se hace ma´ximo el determinante de la matriz
de informacio´n para el modelo de Michaelis Menten es como lo afirma Duggleby (1979):
s1 =
s2KMM
s2 + 2KMM
, (4.2)
donde s2 = sma´x corresponde a la cantidad de sustrato ma´xima que se puede administrar al pa-
ciente y que es prefijada por el investigador. Co´mo se observa en la ecuacio´n (4.2), el primer punto
de disen˜o s1 var´ıa conforme lo hace KMM y adema´s depende del valor de s1, y no del valor de V .
Los resultados que se presentan a continuacio´n corresponden a los disen˜os D-o´ptimos hallados para
diferentes valores locales relativamente cercanos a los sugeridos por Montgomery (2002), para el
estudio del comportamiento de la fenito´ına so´dica, de manera similar a la trabajada en el Cap´ıtulo
3 se toman los valores de los EMV y pequen˜as desviaciones de estos para determinar la variacio´n
de los puntos de soporte:
KMM s1 s2
0.070 0.061 0.95
0.070 0.062 1.10
0.070 0.063 1.20
0.080 0.069 0.95
0.080 0.070 1.10
0.080 0.071 1.20
0.085 0.072 0.95
0.085 0.074 1.10
0.085 0.075 1.20
Tabla 4.1: Disen˜os D-o´ptimos locales para el modelo MM, bajo supuestos de homocedasticidad e indepen-
dencia.
En la Tabla 4.1 se observa que el disen˜o D-o´ptimo tiene dos puntos de soporte claramente diferen-
ciados el primero de ellos es como sugiere Duggleby (1979) y como se demostro´ en la ecuacio´n (4.2)
y el segundo punto de soporte del disen˜o es el valor ma´ximo de la concentracio´n del medicamento
que se puede administrar al paciente, representada por s2, como sugiere Lo´pez-Fidalgo (2002).
4.1.2. Disen˜os D-o´ptimos bajo los supuestos de normalidad, dependencia
y homocedasticidad
Ucinski, D.& Atkinson A.(2004) sugieren en caso de tener errores normales dependientes o bajo
estructura de correlacio´n, escribir la matriz de informacio´n, como se describio´ en la ecuacio´n (3.4):
M (ξ) = FTWF .
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Donde F es la matriz de gradientes de la funcio´n evaluada en cada uno de los puntos de soporte
del disen˜o inicial y la matriz W es la inversa de la matriz Ke que contiene los kernel de covarianza,
los cuales son calculados para el modelo lineal como sigue:
Cov (ε(t), ε(s)) = kes,t =
σ2ρ|t−s|
1− ρ2 . (4.3)
Se considera este Kernel de covarianza sugerido por Atkinson, et al (2007) debido a que la funcio´n
de covarianza tiene una forma ana´loga al funcional de ζ(s;V,KMM ), en este caso se asume que
la estructura de correlacio´n es explicada por un modelo autorregresivo de primer orden, dado el
caracter lineal del modelo presentado en la ecuacio´n (4.1)Tal como se observo´ en la ecuacio´n (3.5)
los disen˜os a hallar son exactos, es decir, disen˜os de la forma:
ξ = (t1, t2, ..., tn)
As´ı los disen˜os D-o´ptimos que se obtienen en caso de tener dos puntos de soporte para valores
locales, sugeridos por Montgomery(2002), KMM = 0,08, V = 205 y sma´x = 1,1 son los siguientes:
KMM V sma´x ρ s1 s2 ρ s1 s2
0.20 0.0704 1.1000 0.60 0.0651 0.4396
0.25 0.0706 1.1000 0.65 0.0647 0.4157
0.30 0.0708 1.1000 0.70 0.0644 0.3974
0.08 205 1.1 0.35 0.0710 1.1000 0.75 0.0642 0.3826
0.40 0.0713 1.1000 0.80 0.0640 0.3704
0.45 0.0677 0.6295 0.85 0.0638 0.3601
0.50 0.0664 0.5238 0.90 0.0636 0.3512
0.55 0.0656 0.4727 0.95 0.0635 0.3435
Tabla 4.2: Disen˜os D-o´ptimos locales para el modelo MM, bajo supuestos de homocedasticidad y depen-
dencia, n = 2.
El disen˜o D-o´ptimo con dos puntos de soporte para el modelo de la ecuacio´n (4.1), bajo la es-
tructura de correlacio´n en los errores dada en la ecuacio´n (4.3), mantiene casi constante el primer
punto de soporte s1 a pesar de que la correlacio´n ρ aumente, entre tanto que el segundo punto de
soporte s2 deja de estar limitado por el valor de la dosis ma´xima tolerable para el paciente cuando
la correlacio´n entre las mediciones empieza a aumentar.
En la Tabla 4.3 los disen˜os D-o´ptimos con 5 puntos de muestreo, bajo estructura de correlacio´n
dada en la ecuacio´n (4.3),para los valores locales sugeridos por Montgomery (2002) de KMM = 0,08,
sma´x = 1,1, V = 205 trabajados tambie´n en la Tabla 4.2:
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ρ s1 s2 s3 s4 s5
0.20 0.001 0.001 0.0850 1.0470 1.0372
0.25 0.001 0.001 0.0852 1.0467 1.0398
0.30 0.001 0.001 0.0853 1.0464 1.0431
0.35 0.001 0.001 0.0855 1.0462 1.0470
0.40 0.001 0.001 0.0857 1.0460 1.0516
0.45 0.001 0.001 0.0859 1.0458 1.0571
0.50 0.001 0.001 0.0861 1.0456 1.0637
0.55 0.001 0.001 0.0863 1.0454 1.0712
0.60 0.001 0.001 0.0865 1.0452 1.0801
0.65 0.001 0.001 0.0867 1.0449 1.0903
0.70 0.001 0.001 0.0870 1.0445 1.1000
0.75 0.001 0.001 0.0872 1.0440 1.1000
0.80 0.001 0.001 0.0875 1.0436 1.1000
0.85 0.001 0.001 0.0878 1.0431 1.1000
0.90 0.001 0.001 0.0881 1.0427 1.1000
0.95 0.001 0.001 0.0886 1.0423 1.1000
Tabla 4.3: Disen˜os D-o´ptimos locales para el modelo MM, bajo supuestos de homocedasticidad y depen-
dencia, n = 5.
En caso de que el disen˜o exacto tenga cinco puntos de soporte, se observa que estos tienden a
reducirse a 4 puntos dado que s1 y s2 toman valores muy similares. Adema´s, cuando el valor de ρ
es pequen˜o se observan tres puntos claramente diferenciados, sin embargo cuando ρ se incrementa
el disen˜o sen˜ala cuatro puntos, los dos primeros sen˜alan cantidades de sustrato pequen˜os y que
se centran alrededor del punto sen˜alado en la ecuacio´n (4.2) y los otros dos se ubican alrededor
del punto correspondiente al valor de la dosis ma´xima tolerable segu´n el medicamento. La Figura
4.1 permite verificar las afirmaciones realizadas anteriormente pues presenta la informacio´n en las
Tablas 4.2 y 4.3 de manera gra´fica:
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Figura 4.1: Disen˜os D-o´ptimos para el modelo MM bajo supuestos de normalidad y dependencia.
A pesar de que se tienen diversos puntos de soporte, en general cuando hay correlacio´n entre los
errores, las cantidades ma´xima y mı´nima de sustrato que se puede administrar a los pacientes se
reduce a muestrear en dos puntos bastante diferenciados y que corresponden respectivamente a las
cantidades s1 y s2 mencionadas en la seccio´n 4.1.1, siendo importante resaltar que para un disen˜o
con dos puntos de soporte cuando ρ > 0,5 el segundo punto de muestreo s1 disminuye acercandose
al valor de 0,3, a medida que se incrementa ρ, correspondiente a una dosis farmacolo´gica de 300 mg.
4.2. Disen˜os D - o´ptimos para el modelo MM lineal, bajo los
supuestos de normalidad, homocedasticidad
En el caso del modelo MM, el modelo despue´s de la linealizacio´n corresponde a:
1
vi
=
1
V
+
KMM
V
1
si
+ εi ,
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as´ı el modelo transformado es:
v∗i = β0 + β1s
∗
i + εi .
En este caso el vector de para´metros de intere´s es ϑT = (V,KMM ) y el vector de para´metros para
el modelo transformado es βT = (β0, β1). Adema´s, la funcio´n g(θ) es de la siguiente manera:
g (ϑ) = g
([
V
KMM
])
=
[
1
β∗0
β∗1
β∗0
]
,
luego:
g
(
ϑˆ
)
∼
a
N
(
g ([s, β0]) ,∇g ([s, β0])M−1(ξ, β0)∇T g ([s, β0])
)
.
En este caso ∇g ([s, β0]), corresponde al jacobiano de la transformacio´n de esta manera
∇g ([s, β0]) =
[
−(β0)−2 0
−β1 (β0)−2 1β0
]
,
adema´s es necesario hacer una transformacio´n de manera tal que la matriz de informacio´n de
las estimaciones se pueda comparar de alguna manera con la matriz de informacio´n del modelo
dado en la ecuacio´n (4.1). Para ello es necesario hallar el gradiente de la funcio´n que retorna a
estos para´metros, esto se logra haciendo un procedimiento similar al desarrollado para el modelo
monocompartimental de donde se tiene que la distribucio´n asociada al vector de pa´rametros es:
ϑˆ ∼
a
N
(
g ◦ h(ϑ),∇g (β0)∇h(ϑ)M−1(ξ, ϑ)∇Th(ϑ)∇T g (β0)
)
, (4.4)
donde h(ϑ) = f(s)fT (s), trabajada en la seccio´n 4.1 y g ◦ h(ϑ) representa la funcio´n h (g(ϑ)).
De la definicio´n anterior se tiene una relacio´n directa entre el D-o´ptimo para el modelo no lineal y
el modelo linealizado, justificando as´ı la propiedad de invarianza del disen˜o D-o´ptimo, sen˜alada por
Atkinson & Donev (2007), y se halla una relacio´n directa con el disen˜o DA-o´ptimo que constituye
la versio´n generalizada del disen˜o D-o´ptimo, establecie´ndolo as´ı para los modelos no lineales. Los
resultados que ilustran dicha conclusio´n se muestran en la Tabla 4.4
4.2.1. Disen˜os o´ptimos bajo supuestos de normalidad, independencia y
homocedasticidad, para el modelo transformado
Siguiendo el mismo ana´lisis aplicado en la seccio´n anterior y en el caso del modelo monocomparti-
mental (MMC), en esta seccio´n se mostrara´ que los resultados para el modelo de Michaelis - Menten
transformado, en el caso del D-o´ptimo no son diferentes a los disen˜os obtenidos cuando se trabaja
con el modelo original. El disen˜o D - o´ptimo para el modelo linealizado tiene dos puntos de soporte
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definidos por la ecuacio´n (4.2), los cuales son presentados en la Tabla 4.4, junto con la dosis ma´xima
que puede ser administrada a los pacientes.
KMM s1 s2
0.070 0.061 0.95
0.070 0.062 1.10
0.070 0.063 1.20
0.080 0.069 0.95
0.080 0.070 1.10
0.080 0.071 1.20
0.085 0.072 0.95
0.085 0.074 1.10
0.085 0.075 1.20
Tabla 4.4: Disen˜os DA-o´ptimos locales para el modelo MM linealizado, bajo supuestos de homocedasticidad
e independencia.
Los puntos de soporte para los disen˜os DA-o´ptimos obtenidos en la Tabla 4.4 no son diferentes a
los obtenidos en la Tabla 4.1, a pesar de que los valores locales cambien.
4.2.2. Disen˜os D-o´ptimos bajo los supuestos de normalidad, dependencia
y homocedasticidad
En el caso de errores dependientes y bajo condiciones de homocedasticidad, en el modelo MM lineal
se observa que los puntos de soporte del disen˜o DA-o´ptimo son similares a los disen˜os D-o´ptimos
mostrados en la Tabla 4.1, cuando se tiene el modelo no lineal. Las Tablas 4.5 y 4.6 muestran
respectivamente los disen˜os D-o´ptimos exactos con dos y cinco puntos de soporte:
Cuando se define un disen˜o con dos puntos de soporte para el modelo MM transformado, bajo
la estructura de covarianza definida en (4.3), los resultados no son diferentes de los obtenidos en
la Tabla 4.2. Si el intere´s esta´ en construir disen˜os con 5 puntos de muestreo, bajo estructura de
correlacio´n se obtienen los disen˜os de la Tabla (4.6), para los valores locales de KMM , sma´x, V
trabajados en el modelo original.
Similarmente a lo observado para n = 2, dos puntos de soporte, en caso de un disen˜o D-o´ptimo
exacto para el modelo MM transformado con n = 5, 5 puntos de soporte, bajo estructura de
covarianza definidos en la ecuacio´n (4.3), los resultados no difieren de los presentados en la Tabla
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KMM V sma´x ρ s1 s2 ρ s1 s2
0.20 1.1000 0.0704 0.60 0.4396 0.0651
0.25 1.1000 0.0706 0.65 0.4157 0.0647
0.30 1.1000 0.0708 0.70 0.3974 0.0644
0.08 205 1.1 0.35 1.1000 0.0710 0.75 0.3826 0.0642
0.40 1.1000 0.0713 0.80 0.3704 0.0640
0.45 0.6295 0.0677 0.85 0.3601 0.0638
0.50 0.5238 0.0664 0.90 0.3512 0.0636
0.55 0.4727 0.0656 0.95 0.3435 0.0635
Tabla 4.5: Disen˜os D-o´ptimos locales para el modelo MM linealizado, bajo supuestos de homocedasticidad
y dependencia, n = 2.
ρ s1 s2 s3 s4 s5
0.20 0.001 0.001 0.0850 1.0470 1.0372
0.25 0.001 0.001 0.0852 1.0467 1.0398
0.30 0.001 0.001 0.0853 1.0464 1.0431
0.35 0.001 0.001 0.0855 1.0462 1.0470
0.40 0.001 0.001 0.0857 1.0460 1.0516
0.45 0.001 0.001 0.0859 1.0458 1.0571
0.50 0.001 0.001 0.0861 1.0456 1.0637
0.55 0.001 0.001 0.0863 1.0454 1.0712
0.60 0.001 0.001 0.0865 1.0452 1.0801
0.65 0.001 0.001 0.0867 1.0449 1.0903
0.70 0.001 0.001 0.0870 1.0445 1.1000
0.75 0.001 0.001 0.0872 1.0440 1.1000
0.80 0.001 0.001 0.0875 1.0436 1.1000
0.85 0.001 0.001 0.0878 1.0431 1.1000
0.90 0.001 0.001 0.0881 1.0427 1.1000
0.95 0.001 0.001 0.0886 1.0423 1.1000
Tabla 4.6: Disen˜os D-o´ptimos locales para el modelo MM linealizado, bajo los supuestos de homocedasti-
cidad y dependencia, n = 5.
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4.3 (Disen˜os D-o´ptimos para el modelo MM original). En la Figura 4.2 pueden observarse tambie´n
los resultados de las Tablas 4.5 y 4.6.
Figura 4.2: Disen˜os D-o´ptimos para el modelo MM linealizado, bajo supuestos de normalidad y dependen-
cia.
En la Figura 4.2 se observa que los puntos de soporte para el disen˜o D-o´ptimo del modelo trans-
formado son similares a los puntos de soporte del disen˜o D-o´ptimo del modelo dado en la ecuacio´n
(4.1), como se describio´ anteriormente.
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4.2.3. Disen˜os L-o´ptimos para el modelo MM linealizado, bajo los supuestos
de homocedasticidad e independencia
El procedimiento para hallar disen˜os L-o´ptimos para el modelo de MM es similar al descrito en la
seccio´n 3.2 para el modelo MMC, diferenciandose´ en las expresiones de las funciones no lineales de
inte´res entre las cuales se encuentra el volumen de distribucio´n, el a´rea bajo la curva, el aclaramiento
promedio, entre otras. Las expresiones de dichas funciones dependen de valores no conocidos de la
concentracio´n en plasma del medicamento, como se observa en la Tabla 4.7:
Funcio´n expresio´n
Volumen de Distribucio´n Vd = V tKMM ln( c1c2 )+(c1−c2)
litros
Kg
A´rea bajo la curva ABC = DV
(
D
2Vd
+KMM
)
Aclaramiento promedio C¯l = DABC =
V
KMM+
D
2Vd
para´metros desconocidos
c1 y c2 Concentraciones del medicamento en plasma
t Diferencia de tiempo entre c1 y c2
Vd Este valor depende de c1, c2 y t
Tabla 4.7: Funciones de intere´s para los disen˜os L-o´ptimos en el modelo MM.
De acuerdo con la definicio´n de las funciones no lineales dadas en la Tabla 4.7, se deben conocer
los valores c1, c2 y t, dichos valores so´lo se pueden conocer una vez sea ejecutado el experimento,
por esta razo´n ante la imposibilidad de hallar disen˜os L-o´ptimos, se abandona el estudio de estos
para el modelo de Michaelis Menten y en su lugar se decide hallar disen˜os A-o´ptimos y comparar
sus respectivas eficiencias como se indico´ en la ecuacio´n (2.17).
4.2.4. Eficiencias de los disen˜os D-o´ptimos respecto de los disen˜os L-
o´ptimos
De manera similar a lo establecido en el Cap´ıtulo 3 para el modelo monocompartimental, en el caso
del modelo de Michaelis- Menten es de intere´s determinar la eficiencia de los disen˜os D-o´ptimos
respecto de los disen˜os L-o´ptimos en la estimacio´n de los para´metros farmacocine´ticos en el mode-
lo definido en (4.1). Para objeto del presente trabajo se hace necesario realizar la comparacio´n
entre los disen˜os D-o´ptimos y A-o´ptimos dada la imposibilidad de construir disen˜os L-o´ptimos
como se enuncio´ anteriormente. En este caso lo que se busca es determinar que´ tan eficiente es un
disen˜o D-o´ptimo, que minimiza la varianza generalizada, compara´ndolo con el disen˜o construido
cuando el objetivo es minimizar la suma de las varianzas de los estimadores de los para´metros, o
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e-quivalentemente, cuando minimizar la varianza promedio, es decir, un disen˜o A-o´ptimo. El crite-
rio en mencio´n minimiza el funcional de la matriz de informacio´n expresado de la siguiente manera
Ψ(ξ) = tr
[
M−1 (ξ)
]
.
La Tabla 4.8 presenta los disen˜os D-o´ptimos y A-o´ptimos asociados a los diferentes valores locales
de los para´metros y las eficiencias calculadas como se muestra en las ecuaciones (2.15) y (2.17),
respectivamente. Es importante notar que para dicho ca´lculo en el caso de la A-eficiencia ξ∗ es el
disen˜o A-o´ptimo y ξ es el disen˜o D-o´ptimo; en el caso de la D-eficiencia ξ∗ es el disen˜o D-o´ptimo y
ξ es el disen˜o A-o´ptimo.
D − o´ptimo A− o´ptimo A− eficiencia D − eficiencia
KMM Sma´x xi wi xi wi =
Tr(M−1(ξ∗))
Tr(M−1(ξ)) =
{
|M(ξ)|
|M(ξ∗)|
} 1
2
0.07 0.95 0.061 0.5 0.044 0.22 0.93 0.73
0.950 0.5 0.950 0.78
0.07 1.1 0.062 0.5 0.070 0.24 0.95 0.74
1.100 0.5 1.100 0.76
0.07 1.2 0.063 0.5 0.070 0.32 0.92 0.71
1.200 0.5 1.100 0.68
0.08 0.95 0.069 0.5 0.070 0.23 0.94 0.74
0.950 0.5 1.100 0.77
0.08 1.1 0.070 0.5 0.051 0.21 0.97 0.73
1.100 0.5 1.100 0.79
0.08 1.2 0.071 0.5 0.042 0.19 0.93 0.72
1.200 0.5 1.100 0.81
0.085 0.95 0.072 0.5 0.052 0.25 0.93 0.71
0.950 0.5 1.100 0.75
0.085 1.1 0.074 0.5 0.053 0.27 0.94 0.70
1.100 0.5 1.100 0.73
0.085 1.2 0.075 0.5 0.051 0.24 0.93 0.70
1.200 0.5 1.100 0.76
Tabla 4.8: A- eficiencias y D-eficiencias para el modelo MM, bajo supuestos de homocedasticidad e inde-
pendencia.
La Tabla 4.8 permite observar que para valores cercanos a los EMV del modelo, valores resaltados
en la tabla, el disen˜o D-o´ptimo resulta ser tan eficiente como el A-o´ptimo en la estimacio´n de los
para´metros del modelo cuando el propo´sito es minimizar la suma de las varianzas asociadas a la
estimacio´n de los para´metros. Adema´s, es de anotar que esto no se cumple de manera rec´ıproca
dado que cuando el objetivo es minimizar la varianza generalizada asociada a la estimacio´n de los
para´metros del modelo, es necesario emplear al menos un 25 % del esfuerzo experimental con el
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disen˜o A-o´ptimo que con el respectivo disen˜o D-o´ptimo. La conclusio´n anterior lleva a afirmar que
inclusive en la estimacio´n de la varianza promedio asociada con la estimacio´n de los para´metros
el disen˜o D-o´ptimo resulta ser tan eficiente como el A-o´ptimo, cuando los valores locales para los
para´metros esta´n cerca de los EMV del modelo.
4.3. Disen˜os D-o´ptimos para el modelo MM, bajo supuesto
de heterocedasticidad
Diversos autores han trabajado con este modelo, tal es el caso de Raaijmakers & Jeroen (1987),
quienes sugieren utilizar una correcio´n en el modelo cuando los errores no tienen varianza constante
a fin de mejorar la estimacio´n de los para´metros, plantea´ndolo de la siguiente manera:
vi =
V si
KMM + si
+
si
KMM + si
εi , (4.5)
donde siKMM+si εi ∼ N
(
0, σ2
)
. Adema´s, sugieren que la transformacio´n de Woolf es la ma´s adecuada
para la obtencio´n de mejores estimadores cuando se requiere linealizar el modelo para estabilizar la
varianza e identificar la fortaleza de la relacio´n lineal entre la velocidad de reaccio´n (v) y el cociente
entre la velocidad y cantidad de sustrato ( vs ). De manera similar a la trabajada en el ape´ndice
A.1, en el A.2, se hace la deduccio´n teo´rica de la forma funcional matriz de informacio´n de Fisher
asociada con el modelo enunciado en la ecuacio´n (4.5). Dette, H & Wong, W (1999) y Atkinson &
Cook (1995), plantean una forma alterna de fa´cil implementacio´n computacional para la obtencio´n
de la matriz de informacio´n deducida en el ape´ndice A.2, a partir de la ecuacio´n siguiente: 4.6 para
el ca´lculo de la matriz de informacio´n:
I(ξ, θ) =
n∑
i=1
ξi
∂g(xi, θ)
∂θ
∂g(xi, θ)
∂θT
×
[
1
v(g(xi, θ))
+
1
2
{
v′ (g (xi, θ))
v(g(xi, θ))
}2]
(4.6)
donde g(xi, θ) es la media de la funcio´n, la funcio´n varianza es v(g(xi, θ)) y v′(g(xi, θ)) corresponde a
la primera derivada de la funcio´n de varianza respecto del valor esperado, g(xi, θ). Los resultados de
la implementacio´n en R del algoritmo presentado en las secciones 2.2.7 y 3.1.1 para este modelo son
presentadas en las las siguientes secciones en las que son considerados los supuestos de normalidad,
heterocedsticidad, independencia y depenencia, en el te´rmino error.
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4.4. Disen˜os D-o´ptimos para el modelo MM, bajo supuesto
de heterocedasticidad
Raaijmakers & Jeroen(1987), sugiere usar la transformacio´n de Woolf para la linealizacio´n del
mo-delo bajo condiciones de heterocedasticidad. Esta transformacio´n que corresponde a y∗ = 1y ,
permite obtener mejores estimadores que facilitan identificar la fortaleza de la relacio´n lineal entre
la velocidad de reaccio´n (V ) y el cociente entre la velocidad y la cantidad de sustrato (Vs ), no
obstante, esta transformacio´n debe usarse solo en casos donde la varianza del modelo original sea
no constante. Si el modelo no lineal tiene varianza no constante, entonces al hacer la transformacio´n
para la linealizacio´n se espera que la varianza se estabilice. En la Tabla (4.9) se presentan los disen˜os
D-o´ptimos que permiten estimar adecuadadmente los para´metros farmacocine´ticos de intere´s, para
diferentes valores de la constante de eliminacio´n y de la dosis ma´xima del medicamento.
4.4.1. Disen˜os D-o´ptimos bajo los supuestos de normalidad, independen-
cia y heterocedasticidad
En los resultados de la Tabla 4.9 se observa que bajo condiciones de heterocedasticidad, uno de los
puntos de soporte del disen˜o D-o´ptimo resulta afectado por el valor de la dosis ma´xima tolerable s1
y el valor de KMM , mientras que el volumen de distribucio´n V no tiene efecto como se mostro´ en la
seccio´n 4.1.1. De la comparacio´n entre la Tabla 4.1 y la Tabla 4.9 se observa que el segundo punto
de soporte s2 es similar para el modelo homoceda´stico y heteroceda´stico, sin embargo, cuando se
tiene un modelo heteroceda´stico el primer punto de soporte s1 se ve´ afectado al tener que realizar
el experimento probando con concentraciones de medicamento que se encuentren casi a la mitad de
la concentracio´n sen˜alada por el modelo homoceda´stico.
KMM Sma´x s1 s2
0.070 0.95 0.0315 0.95
0.070 1.10 0.0320 1.10
0.070 1.20 0.0322 1.20
0.080 0.95 0.0355 0.95
0.080 1.10 0.0361 1.10
0.080 1.20 0.0364 1.20
0.085 0.95 0.0375 0.95
0.085 1.10 0.0381 1.10
0.085 1.20 0.0384 1.20
Tabla 4.9: Disen˜os D-o´ptimos, para diferentes valores locales de los para´metros del modelo MM, hete-
roceda´stico bajo independencia.
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Adema´s de establecer los puntos de soporte del disen˜o D-o´ptimo para el caso del modelo hete-
roceda´stico, cuando los errores son independientes, tambie´n interesa determinar los puntos de so-
porte y el comportamiento de los disen˜os D-o´ptimos para el modelo de Michaelis-Menten cuando
los errores se encuentren correlacionados. Esto u´ltimo es considerado en la siguiente seccio´n.
4.4.2. Disen˜os D-o´ptimos bajo los supuestos de normalidad, dependencia
y heterocedasticidad
La estructura heteroceda´stica del Modelo de Michaelis-Menten considera un factor de correccio´n
debido a que la varianza es una funcio´n de la media, como lo expresa Atkinson & Cook(1995). En la
Figura 4.3 se presentan los disen˜os D-o´ptimos locales exactos, para n = 2 y n = 5 puntos de soporte,
obtenidos bajo las condiciones de normalidad, heterocedasticidad y una estructura de correlacio´n
en el error, esta u´ltima dada por Atkinson & Ucinski (2004) y por Atkinson. et al (2007) , trabajada
en la seccio´n 4.1.2, ecuacio´n (4.3), considerando valores locales para KMM = 0,08 , V = 205 y una
cantidad de sustrato ma´xima de 1,1 g.
Figura 4.3: Disen˜os D-o´ptimos para el modelo MM heteroceda´stico, bajo supuestos de normalidad y de-
pendencia.
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Los resultados obtenidos hasta aqu´ı sugieren que para un modelo con dos para´metros de intere´s,no
es rescomendable un disen˜o con demasiados puntos de soporte, inclusive bajo condiciones de hete-
rocedasticidad y correlacio´n entre los errores, a menos que dichos puntos se encuentren muy cerca
de los valores sugeridos por el disen˜o D-o´ptimo. En la Figura 4.3 se puede notar que los disen˜os
D-o´ptimos hallados para el modelo MM no son diferentes a pesar de que el nu´mero de puntos de
soporte aumente y el valor de la correlacio´n entre las cantidades de sustrato sea lo suficientemente
alta. Los disen˜os D-o´ptimos sen˜alan a lo sumo cuatro puntos cuando la correlacio´n es lo suficien-
temente alta. Es importante notar que los puntos de soporte del disen˜o son cercanos a los valores
dados por la ecuacio´n (4.2) y el valor de la dosis ma´xima tolerable.
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Cap´ıtulo 5
Conclusiones y recomendaciones
Existe una relacio´n directa entre el D-o´ptimo para el modelo no lineal y el disen˜o DA-o´ptimo
para el modelo linealizado, cuando en este u´ltimo se tiene en cuenta la distribucio´n asinto´tica
de los estimadores de los para´metros asociados al modelo transformado. La transformacio´n
del modelo relaciona el nuevo vector de para´metros del modelo transformado con el vector de
para´metros asociado al modelo original y la matriz A, asociada al disen˜o DA-o´ptimo, se cons-
truye como el gradiente de la transformacio´n que relaciona dichos para´metros, determinando
que la linealizacio´n de un modelo es un caso generalizado de los disen˜os D-o´ptimos.
Cuando el objetivo es estimar combinaciones no lineales de los para´metros, los disen˜os D-
o´ptimos resultan ser tan eficientes como los disen˜os L-o´ptimos siempre y cuando los valores
locales de los para´metros son cercanos a los EMV.
Para el modelo monocompartimental y el modelo de Michaelis-Menten los disen˜os D-o´ptimos
bajo alta correlacio´n entre los errores tienden a ser disen˜os secuenciales donde se muestrea
en tiempos casi consecutivos con igual nu´mero de re´plicas, mientras que bajo correlacio´n
casi nula, independiente del nu´mero de puntos que tenga el disen˜o inicial, o puntos iniciales
de muestreo, el disen˜o o´ptimo tendra´ tantos puntos de soporte como para´metros se este´n
estimando en el modelo.
El efecto de la linealizacio´n del modelo, es observable en la construccio´n de los disen˜os L-o´pti-
mos, sin embargo dada la similitud de los disen˜os cuando los valores locales de los para´metros
60
esta´n cercanos a los EMV, los disen˜os D-optimos y L-optimos resultan ser igualmente efi-
cientes en la estimacio´n de los para´metros. Si por el contrario los valores locales son d´ısimiles
de los EMV es recomendable entonces linealizar el modelo y luego hallar el disen˜o L-o´ptimo.
Si los valores locales de los para´metros son cercanos a los estimadores de ma´xima verosimilitud
del modelo, el disen˜o D-o´ptimo resulta ser tan eficiente como el A-o´ptimo en la estimacio´n
de los para´metros del modelo, cuando el objetivo es minimizar la varianza generalizada de
los para´metros estimados, incluso en la estimacio´n de la varianza promedia asociada con
la estimacio´n de para´metros, los disen˜os D-o´ptimos presentan mayor eficiencia, cuando los
valores locales para los para´metros esta´n cerca de los EMV del modelo.
En general se recomienda usar el disen˜o D-o´ptimo ya que su eficiencia con respecto a los
disen˜os L-o´ptimos y A-o´ptimos es alta, para valores cercanos a los EMV. El disen˜o D-o´ptimo
adema´s de tener la ventaja de ser de fa´cil implementacio´n nu´merica proporciona un disen˜o
balanceado con dos puntos de soporte, favoreciendo la ejecucio´n del experimento dado que
bajo independencia sera´ necesario muestrear la misma cantidad de sujetos bajo cada una de
las condiciones asumiendo que los sujetos son seleccionados de grupos homoge´neos. Bajo la
estructura de correlacio´n en los errores los disen˜os D-o´ptimos garantizan la toma del menor
nu´mero de muestras posibles sobre cada paciente, as´ı, al considerar las condiciones de la e´tica
me´dica y farmacolo´gica, se tiene la ventaja de tomar los registros correspondientes so´lo para
dos muestras (usualmente de sangre).
Uno de los problemas para trabajo futuro es determinar un procedimiento de comparacio´n de
los disen˜os D-o´ptimos y L-o´ptimos para el modelo original con los disen˜os construidos para el
modelo linealizado. Lo anterior se propone cuando hay estructura de correlacio´n en los errores,
bajo el escenario homoceda´stico y heteroceda´stico.
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Ape´ndice A
Matriz de Informacio´n de Fisher
A.1. Matriz de informacio´n para el Modelo MMC
El modelo en consideracio´n es:
Y (ti) =
D0
V
e−
Cl
V (ti−τ) + εi
Bajo el supuesto de εi ∼ N(0, σ2), se tiene que:
E [Y (ti)] =
D0
V
e−
Cl
V (ti−τ)
V [Y (ti)] = σ2
La funcio´n de verosimilitud es:
L (Cl, V | t) = 1
(2piσ2)
n
2
exp
{
− 1
2σ2
n∑
i=1
(
Yi − D0
V
e−
Cl
V (ti−τ)
)2}
La funcio´n de log verosimilitud:
`(Cl, V | t) = −n
2
log(2pi)− n
2
log
(
σ2
)− 1
2σ2
n∑
i=1
(
Yi − D0
V
e−
Cl
V (ti−τ)
)2
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Para la matriz de informacio´n de Fisher se requieren las siguientes expresiones:
∂`
∂V
= − 1
σ2
n∑
i=1
(
Yi − D0
V
e−
Cl
V (ti−τ)
)
D0
V 2
e−
Cl
V (ti−τ)
(
1− Cl
V
(ti − τ)
)
∂2`
∂V 2
= − 1
σ2
D0
V 2
n∑
i=1
e−
Cl
V
(ti−τ)
{
D0
V 2
e−
Cl
V
(ti−τ)
(
1− Cl
V
(ti − τ)
)
+
(
Yi − D0
V
e−
Cl
V
(ti−τ)
)(
− 2
V
+
4Cl
V
(ti − τ)− Cl
V 3
(ti − τ)
)}
∂`
∂Cl
= − 1
σ2
{
n∑
i=1
(
Yi − D0
V
e−
Cl
V (ti−τ)
)(
D0
V 2
(ti − τ) e−ClV (ti−τ)
)}
∂2`
∂Cl2
= − 1
σ2
{
n∑
i=1
Yi − D0
V 3
(ti − τ)2 e−ClV (ti−τ) + 2D0
V 4
(ti − τ)2 e− 2ClV (ti−τ)
}
Adema´s
∂2`
∂V ∂Cl
= − 1
σ2
{
n∑
i=1
D0
V 4
(ti − τ)2 e−ClV (ti−τ)
{
−2Yi + 3D0e−ClV (ti−τ) − 2D0Cl
V
e−
Cl
V (ti−τ)
}}
De esta manera la matriz de informacio´n estara´ data por las expresiones anteriores organizadas
de la siguiente manera:
I(Cl, V ) =
1
σ2
E
 ∂2`∂Cl2 ∂2`∂V ∂Cl
∂2`
∂Cl∂V
∂2`
∂V 2
 .
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A.2. Matriz de informacio´n para el Modelo MM hetero-
cedastico
El modelo a considerar:
vi =
V si
KMM + si
+
si
KMM + si
εi ,
donde siKMM+si εi ∼ N
(
0, σ2
)
.
de la expresio´n anterior se tiene que:
E [vi] =
V si
KMM + si
,
V [vi] =
(
si
KMM + si
)2
σ2 ,
De esta manera vi ∼ N
(
V si
KMM+si
,
(
si
KMM+si
)2
σ2
)
.
La funcio´n de Verosimilitud es:
L (V,KMM | s) = 1
(2pi)
n
2
∏n
i=1
((
si
KMM+si
)2
σ2
) 1
2
exp
{
− 1
2σ2
n∑
i=1
(
vi (KMM + si)
si
− V
)2}
La funcio´n de log verosimilitud es entonces:
` (V,KMM | s) = −n2 log 2pi−
1
2
n∑
i=1
[
log
(
si
KMM + si
)]
−n
2
log σ2− 1
2 (σ2)
n∑
i=1
(
vi (KMM + si)
si
− V
)2
Para la matriz de informacio´n de Fisher se requiere:
∂`
∂V =
1
σ2
∑n
i=1
(
vi(KMM+si)
si
− V
)
∂2`
∂V 2 = − nσ2
∂2`
∂KMM∂V
= 1σ2
∑n
i=1
vi
si
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∂`
∂KMM
= −∑ni=1 1(si+KMM ) − 1σ2 ∑ni=1 (vi(KMM+si)si − V )(visi)
∂2`
∂K2MM
= − 1σ2
[∑n
i=1
σ2
(si+KMM )
2
]
− 1σ2
∑n
i=1
(
vi
si
)2
La matriz de informacio´n de Fisher es:
I(V,KMM) =
1
σ2
E
 n −
∑n
i=1
vi
si
−∑ni=1 visi ∑ni=1 [(visi)2 + σ2(si+KMM )2
] 
I(V,KMM) =
1
σ2
 n −∑ni=1 VKMM+si
−∑ni=1 VKMM+si ∑ni=1 [ 1(KMM+si)2 (1− V 2) + σ2(si+KMM )2 ]

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Ape´ndice B
Rutinas ejecutadas en R para la
construccio´n de los disen˜os
o´ptimos
B.1. Disen˜os D-o´ptimos para MMC no lineal, bajo indepen-
dencia
## Disenio D optimo para un modelo monocompartimental
# El modelo es c0* \exp (-\theta(t-\tau))
# La funcion a maximizar se describe como fn a continuacion
# b=(D,v,cl,tau)
# 1. Defina los gradientes de la funcio´n
fx <- function(t)
{
f1 <- (b[1]/(b[2]^2))*((b[3]/b[2])*(t-b[4])-1)*exp((-b[3]/b[2])*(t-b[4]))
f2 <- -(b[1]/(b[2]^2))*((t-b[4]))*exp((-b[3]/b[2])*(t-b[4]))
return(as.matrix(c(f1,f2),ncol=1))
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}# 2. Defina la forma de hallar la matriz de informacio´n
Mom <-function(xi)
{
x <- as.matrix(xi[1,]);w <- xi[2,]; X <- t(apply(x,1,fx));W <- diag(w)
Mom <- t(X)%*%W%*%X;return(Mom)
}
# 3. Defina el funcional de la matriz de informacio´n
phi<-function(xi){M=Mom(xi);return(-log(det(M)))}
# 4. Defina la funcio´n de sensibilidad, para verificar los ma´ximos
dd<-function(t,xi) t(fx(t))%*%solve(Mom(xi))%*%fx(t)
# 5. Defina la funcio´n apropiada a minimizar
# que tiene como argumento una vector de dimensio´n 2s
# LAS PRIMERAS COMPONENTES SON LOS PUNTOS DE SOPORTE Y LAS ULTIMAS LOS PESOS
#######
G<-function(dis)
{
ss<-length(dis);m<-ss/2
xi<-matrix(c(dis[1:m],dis[m+1:ss]/sum(dis[(m+1):ss])),ncol=m,byrow=T)
au<-phi(xi);return (au)
}
# 6. Se realiza la minimizacio´n de G, para ello
# 6.1 se dan los valores iniciales del dise~no
xi0=c(5,30,0.5,0.5)
# 6.2 se dan los valores locales de los para´metros, en este caso:
#El volumen es de 50 lts, el cl 2.3, La dosis inicial es 300
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#1
Do=300;v=35;cl=3.6;tao=5;b=c(Do,v,cl,tao)
ss=length(xi0)
m=ss/2
# 7. Se realiza el proceso de minimizacio´n restringido al rango de regresio´n
#y peso de los puntos
res=nlminb(xi0,G,lower=c(5,5,0.01,0.01),upper=c(Inf,Inf,0.99,0.99))
# 8. Chequee la convergencia del proceso iterativo de minimizacio´n en ’res’
soporte<-res$par[1:2]
pesos<-res$par[3:4]/sum(res$par[3:4])
# 9. Obtenga el dise~no que minimiza el funcional de la matriz de informacio´n
xioptimo<-matrix(c(soporte,pesos),ncol=2,byrow=T)
xioptimo
##-----------------Para las eficiencias de los dise~nos------------------------#
# los dise~nos de referencia
xiopt1=matrix(c(5,26.74,0.5,0.5),ncol=2,byrow=T) #cl=2.3;v=50
xiopt2=matrix(c(5,26.91,0.5,0.5),ncol=2,byrow=T) #cl=2.92;v=64
xiopt3=matrix(c(5,10,15,20,30,40,50,rep(1/7,7)),nrow=2,byrow=T)
eff1=(det(Mom(xioptimo))/det(Mom(xiopt1)))^(1/2)
eff2=(det(Mom(xioptimo))/det(Mom(xiopt2)))^(1/2)
eff3=(det(Mom(xioptimo))/det(Mom(xiopt3)))^(1/2)
eff1
eff2
eff3
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B.2. Disen˜os D-o´ptimos para el MMC no lineal, bajo cor-
relacio´n
#Dise~nos o´ptimos para el modelo no lineal con errores correlacionados#
#Dariusz Ucinski & Anthony C. Atkinson
m=seq(5,10,1)
#rho=0.8
Kernel=function(ti1,ti2,rho)
{
k=exp(-rho*(abs(ti1-ti2)));return(k)
}
fx <- function(ti)
{
f1 <- (b[1]/(b[2]^2))*((b[3]/b[2])*(ti-b[4])-1)*exp((-b[3]/b[2])*(ti-b[4]))
f2 <- -(b[1]/(b[2]^2))*((ti-b[4]))*exp((-b[3]/b[2])*(ti-b[4]))
return(as.matrix(c(f1,f2),ncol=1))
}
Mom_corr <-function(xi,rho)
{
xc <- as.matrix(xi);Xc <- t(apply(xc,1,fx))
Kc <- outer(as.vector(xc),as.vector(xc),’Kernel’,rho)
Wc <- solve(Kc) ; Mom_corr <- t(Xc)%*%Wc%*%Xc
return(Mom_corr)
}
phic<-function(xi,rho){Mc=Mom_corr(xi,rho);return(-log(det(Mc)))
}
dd<-function(ti,xi) t(fx(ti))%*%solve(Mom_corr(xi))%*%fx(ti)
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####LA FUNCION APROPIADA A MINIMIZAR: CON ARGUMENTO UN VECTOR DE DIMENSION 2S
# LAS PRIMERAS COMPONENTES SON LOS PUNTOS DE SOPORTE Y LAS ULTIMAS LOS PESOS
#######
Gc<-function(dis,rho)
{
auc<-phic(dis,rho);return (auc)
}
#__________________________________________________________________#
#Si se tienen dos puntos
## Se minimiza G ###
rho=seq(0.01,1,.1)
# Valores iniciales del dise~no
#El volumen es de 50 lts, el cl 2.3, La dosis inicial es 3000
xi0=c(5,10)
Do=300;v=50;cl=2.3;tao=5;b=c(Do,v,cl,tao)
resc2=matrix(0,ncol=2,nrow=length(rho))
for(i in 1:length(rho)){
resc2[i,]=nlminb(xi0,Gc,lower=c(5,5),upper=c(Inf,Inf),rho=rho[i])$par
i=i+1
}
Tabla1=cbind(rho,resc2)
require(xtable)
xtable(Tabla1)
plot(rho,resc2[,1],’b’,lty=1,pch=20,xlab=’rho’,ylab=’tiempos de muestreo’,
main=’Dise~nos o´ptimos para el Modelo Monocompartimental \n con errores correlacionados’,
ylim=c(0,85))
lines(rho,resc2[,2],’b’,lty=1,pch=20)
abline(h=26.74,lwd=2,lty=3)
#----------------------------------5 puntos
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xi0=c(5,10,13,19,32)
resc5=matrix(0,ncol=5,nrow=length(rho))
for(i in 1:length(rho)){
resc5[i,]=nlminb(xi0,Gc,lower=c(5,5,5,5,5),
upper=c(Inf,Inf,Inf,Inf,Inf,Inf),rho=rho[i])$par
i=i+1
}
#plot(rho,resc5[,1],’b’,xlab=’rho’,ylab=’tiempos de muestreo’,ylim=c(0,85),lty=4,pch=8,sub=’n=5’)
for(j in 1:5){lines(rho,resc5[,j],’b’,lty=4,pch=8);j=j+1}
abline(h=26.74,lwd=2,lty=3)
legend(0.6,80,pch=c(20,8),lty=c(1,4),c(’n=2’,’n=5’))
Tabla4=cbind(rho,resc5)
require(xtable)
xtable(Tabla4)
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B.3. Disen˜os L-o´ptimos para el modelo MMC no lineal, bajo
independencia
## Disenio L optimo para un modelo monocompartimental
# El modelo es c0* \exp (-\theta(t-\tau))
# La derivada con respecto a \theta es (\tau- t)\exp(-\theta*(t-\tau))
# La derivada con respecto a \tau es (\theta)*\exp(-\theta*(t-\tau))
# Asi f^T(t,\theta)=[(\tau-t)\exp^(-\theta(t-\tau)) \theta \exp(-\theta (t-\tau))]
# La funcion a maximizar se describe como fn a continuacion
# b=(D,v,cl,tau)
#______________________________________________________________________________#
# Esta funcio´n se ejecuta si no se han corrido las anteriores Dlineal y no lineal
fx <- function(ti)
{
f1 <- (b[1]/(b[2]^2))*((b[3]/b[2])*(ti-b[4])-1)*exp((-b[3]/b[2])*(ti-b[4]))
f2 <- -(b[1]/(b[2]^2))*((ti-b[4]))*exp((-b[3]/b[2])*(ti-b[4]))
return(as.matrix(c(f1,f2),ncol=1))
}
Mom <-function(xi){x <- as.matrix(xi[1,]);w <- xi[2,]; X <- t(apply(x,1,fx));W <- diag(w);
Mom <- t(X)%*%W%*%X;return(Mom)}
Lphi<-function(xi,K){M=Mom(xi);require(MASS);LM=sum(diag((ginv(M))%*%t(K)%*%K));return(LM)}
Ldd<-function(ti,xi) t(fx(ti))%*%solve(Mom(xi))%*%K%*% t(K)%*%solve(Mom(xi))%*%fx(ti)
####LA FUNCION APROPIADA A MINIMIZAR: CON ARGUMENTO UN VECTOR DE DIMENSION 2S
# LAS PRIMERAS COMPONENTES SON LOS PUNTOS DE SOPORTE Y LAS ULTIMAS LOS PESOS
#######
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LG<-function(xi0,K)
{
ss<-length(xi0);m<-ss/2
xi<-matrix(c(xi0[1:m],xi0[m+1:ss]/sum(xi0[(m+1):ss])),ncol=m,byrow=T)
Lau<-Lphi(xi,K);return (Lau)
}
## Se minimiza LG ###
# Valores iniciales del disenio
xi0=c(4,6,0.5,0.5)
v1=50;cl1=2.3;b1=c(Do,v1,cl1,tao)
v2=64;cl2=2.92;b2=c(Do,v2,cl2,tao)
#######
xiopt1=matrix(c(5,26.74,0.5,0.5),ncol=2,byrow=T)
xiopt2=matrix(c(5,26.91,0.5,0.5),ncol=2,byrow=T)
xiopt3=matrix(c(5,10,15,20,30,40,50,rep(1/7,7)),nrow=2,byrow=T)
#################################
Do=300;v=5;cl=3.6;tao=5;b=c(Do,v,cl,tao)
K1_=(-b[1]/(b[3]^2)*exp(-(b[3]/b[2])*b[4])+(b[4]*b[1]/(b[2]*b[3]))*exp(b[3]/b[2]*b[4]))
K2_=-b[1]/b[2]^2*exp(-b[3]/b[2]*b[4])
K11=matrix(c(K1_,K2_,abs(log(0.5)*b[2]/(b[3]^2)),-abs(log(0.5)/b[3])),ncol=2)
ss=length(xi0)
m=ss/2
Lres=nlminb(xi0,LG,lower=c(5,5,0.01,0.01),upper=c(Inf,Inf,0.99,0.99),K=K11)
Lsoporte<-Lres$par[1:2]
Lpesos<-Lres$par[3:4]/sum(Lres$par[3:4])
Lxioptimo<-matrix(c(Lsoporte,Lpesos),ncol=2,byrow=T)
Lxioptimo
eff1=Lphi(Lxioptimo,K11)/Lphi(xiopt1,k11)
eff2=Lphi(Lxioptimo,K11)/Lphi(xiopt2,k12)
eff3=Lphi(Lxioptimo,K11)/Lphi(xiopt3,k11)
eff1;eff2;eff3
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