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ABSTRACT 
Statistical Mechanics of Quasispecies theories of molecular 
evolution 
by 
Enrique Murioz Tavera 
This thesis presents a statistical mechanical analysis of different formulations of 
quasispecies theory of molecular evolution. These theories, characterized by two 
different families of models, the Crow-Kimura and the Eigen model, constitute a 
microscopic description of evolution. These models are most often used for RNA 
viruses, where a phase transition is predicted, in agreement with experiments, between 
an organized or quasispecies phase, and a disordered non-selective phase when the 
mutation rate exceeds a critical value. 
The methods of statistical mechanics, in particular field-theoretic methods, are 
employed to obtain analytic solutions to four problems relevant to biological inter-
est. The first chapter presents the study of evolution under a multiple-peak fitness 
landscape, with biological applications in the study of the proliferation of viruses or 
cancer under the control of drugs or the immune system. The second chapter studies 
i i i 
the effect of incorporating different forms of horizontal gene transfer and two-parent 
recombination to the classical formulation of quasispecies models. As an example, 
we study the effect of the sign of epistasis of the fitness landscape on the advantage 
or disadvantage of recombination for the mean fitness. The third chapter considers 
the relaxation of the purine/pyrimidine assumption in the classical formulation of the 
models, by formulating and solving the parallel and Eigen models in the context of 
a four-letter alphabet. The fourth and final chapter studies finite population effects, 
both in the presence and in the absence of horizontal gene transfer. 
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Chapter 1 
Introduction 
1.1 Quasispecies theory of evolution 
Molecular evolution constitutes, without a doubts, a cornerstone in modern bio-
physics. It provides a central dogma [1] that connects diverse fields such as protein 
folding [2, 3], protein-ligand interactions, and structural molecular biology [1]. 
Evolutionary dynamics, as understood today, consists of four basic processes: 
replication, selection, mutation, and different forms of recombination [1, 4]. This 
last process has been just relatively recently recognized as an important component 
of evolutionary dynamics [1, 4]. Evolution is believed to be the fundamental source 
of diversity in biological systems, as it allows living entities to survive environmental 
changes through adaptation, on a time scale that spans across several generations. 
Hence, the typical time scales for evolution can be as short as a few months for 
influenza viruses, as compared with thousands of years for complex mammals such 
as human beings. Regardless of the time scale and size of the living entity, evolu-
tion necessarily involves structural changes at the molecular level, i.e., amino acid 
substitutions in the protein sequence. 
Proteins, the fundamental structural and functional blocks of life, from a physical-
chemical perspective, are heterogeneous polymers [5, 6]. Each monomer, called an 
amino acid, may be one out of 20 different chemical species [7]. Therefore, protein 
N ^ ^ C 
w J- JL> 
Phosphate 
o-
I -
-O P fO CH2 
H/J 
ADENINE GUANINE 
PURINES 
H H 
Purine or 
pyrimidine 
base 
Pentose 
"1—P' 
OH OH C - - - - - - - - - - - - - - . - - - - . . _ -
CYTOSINE 
Hhr CH 
THYMINE 
PIRIMIDINES 
,^ I II 
N 
Pyrimidine 
H 
3
^ . 
,CH 
Purine 
Figure 1.1 The molecular 'letters' of the genetic alphabet [7]. Left: the different nitro-
genated bases are clustered into two chemical groups, purines and pyrimidines. Right: Nu-
cleotides, the monomers which conform the polymeric structure of nucleic acids RNA/DNA. 
life is written with an alphabet of 20 letters, the amino acids code. However, there 
exists a more fundamental level at which nature preserves structural information. To 
synthesize a protein in-vivo, a nucleic acid template is required [7]. The nucleic acids 
DNA and RNA are also heterogeneous polymers, but the alphabet of monomers is 
composed just of four different chemical species [7], Fig. 1.1. The alphabet (A,C,G,T) 
encodes DNA, while (A,C,G,U) encodes RNA. These nitrogenated bases are attached 
to a pentose sugar structure (ribose or deoxiribose) to constitute nucleotides, the 
monomers that conform the polymeric structure of nucleic acids, Fig. 1.2. 
In analogy with the situation encountered in elementary particle physics, where 
a combination of three quarks is required to form a composite fermion [8] such as 
a proton or neutron, a specific triplet of nucleotides in the DNA/RNA, a codon, 
encodes for a particular amino acid, Table 1.1. Hence, there is a mapping from the 
Figure 1.2 The polymeric structure of DNA. Left: DNA is a heterogeneous polymer, 
constituted by two complementary nucleotide chains with the topology of an a-helix. Right: 
Nucleotides in the DNA are chemically complementary, and form hydrogen bonds between 
pairs of purines and pyrimidines [7]. 
nucleic acids sequence onto the amino acids sequence that constitutes proteins. This 
mapping, however, is not bijective, since there is redundancy in the number of triplets 
encoding for a particular amino acid [7], Table 1.1 and Fig. 1.3. 
Molecular evolution occurs through the emergence and fixation of substitutions 
in the nucleic acids sequence of a given species, which translates into the fixation of 
substitutions in the amino acids sequence of the corresponding encoded proteins. 
Different approaches have been proposed for the mathematical modeling of molec-
ular evolution. In particular, quasispecies theory provides an interesting scenario for 
theoretical physics. Originally conceived to represent molecular evolution in viral pop-
ulations, quasispecies theory is characterized by two classical models: The parallel, 
Table 1.1 Standard amino acid codons [7]. 
Amino acid 
Isoleucine 
Leucine 
Valine 
Phenylalanine 
Methionine 
Cysteine 
Alanine 
Glycine 
Proline 
Threonine 
Serine 
Tyrosine 
Tryptophan 
Glutamine 
Asparagine 
Histidine 
Glutamic acid 
Aspartic acid 
Lysine 
Arginine 
Stop codons 
Single letter code 
I 
L 
V 
F 
M 
C 
A 
G 
P 
T 
S 
Y 
W 
Q 
N 
H 
E 
D 
K 
R 
Stop 
DNA codon 
ATT, ATC, ATA 
CTT, CTC, CTA, CTG, TTA, TTG 
GTT, GTC, GTA, GTG 
TTT, TTC 
ATG 
TGT, TGC 
GCT, GCC, GCA, GCG 
GGT, GGC, GGA, GGG 
CCT, CCC, CCA, CCG 
ACT, ACC, ACA, ACG 
TCT, TCC, TCA, TCG, AGT, AGC 
TAT, TAC 
TGG 
CAA, CAG 
AAT, AAC 
CAT, CAC 
GAA, GAG 
GAT, GAC 
AAA, AAG 
CGT, CGC, CGA, CGG, AGA, AGG 
TAA, TAG, TGA 
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Figure 1.3 Codons encode for the protein amino acid sequence. Left: Codons, consti-
tuted by triplets of bases along the DNA/RNA, encode for a particular amino acid corre-
sponding to the protein primary structure [7]. Right: Cartoon representation of the protein 
synthesis mechanism [9]. 
6 
or Crow-Kimura [10], model and the Eigen model [11, 12]. Both models are expressed 
in the mathematical language of chemical kinetics, with a system of differential equa-
tions representing the time evolution of an infinite population of information carrying 
macromolecules, equipped with self-reproductive capabilities [11, 12]. These macro-
molecules, corresponding to the hetero-polymers encoding for genetic information 
(DNA/RNA) in living cells and viruses, are represented in an abstract picture by bi-
nary sequences. The choice of a binary alphabet, which simplifies the mathematical 
formulation, constitutes a natural coarse-graining criterion according to the two basic 
chemical structures of the nucleotide bases: Purines (A,G) and pyrimidines (C, T/U) 
[7], Fig.1.1. 
In their original formulation, these classical models include the basic processes 
of replication, mutation, and selection, quasispecies models introduce the concept 
of fitness as the replication rate of a given sequence type. With this operational 
definition, fitness can be estimated by experimental methods [13, 14]. This direct 
mapping is a limitation of quasispecies theory, since in reality it is the phenotype 
and not the genotype characteristics that determine the chances of survival of a 
living entity in a given environment. Since a molecule or organism interacts with 
its physical-chemical environment, as well as with other living entities, and that all 
these conditions fluctuate in time, an exclusive dependence between replication rate 
and genetic sequence is unlikely to be accurate. Despite its inherent limitations, the 
7 
concept of fitness provides a useful approximation to reality, if interpreted in a 'mean-
field' sense, by assuming that all the complex environmental effects are 'averaged out' 
to yield a phenomenological effective replication rate depending only on the genetic 
sequence. This is in analogy with the concept of effective interactions in many-body 
systems [15]. For the numerical and analytical study of quasispecies models, it is 
customary to model the fitness as a deterministic function of the Hamming distance 
between any mutant in the population and the "wild type." The Hamming distance 
is defined as the number of digits by which a pair of binary sequences differ [16]. 
This assumption simplifies considerably the mathematical and numerical analysis, 
since it provides a projection from the multidimensional sequence space into a single, 
one-dimensional coordinate. 
In the parallel, or Crow-Kimura model, replication and mutation are considered 
as independent events [10]. Hence, single point mutations are assumed to occur with 
a fixed rate at each generation. In the Eigen model, mutations are assumed to occur 
as errors in the replication process [11, 12], Fig. 1.4. Therefore, in the Eigen model 
multiple mutations may occur along each sequence at each generation. 
The most remarkable feature of quasispecies models, both Crow-Kimura and 
Eigen, is the existence of a phase transition, denoted as the "error threshold," when 
the mutation rate is below a critical value. This transition separates an organized 
phase, denoted the "quasispecies", from a disordered phase [11, 12, 17]. The quasis-
8 
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Figure 1.4 The replication process of DNA requires the action of several enzymes. 
Helicases and girases act to open the double strand and modify its topological structure. 
Polymerases move along the original strand, and insert complementary nucleotides at each 
site along their path. RNA primers are required to initiate the replication process, which 
is error prone [7]. 
pedes phase is characterized by a distribution of closely related mutants, rather than 
by identical sequences. More precisely, the closeness between a pair of sequences is 
defined in terms of their Hamming distance. The emergence of the quasispecies is a 
consequence of the auto-catalytic nature of the replication process, which exponen-
tially enriches the population with the fittest mutants [11, 12, 17]. In mathematical 
terms, as first noticed by Eigen [11] and according to the Perron-Frobenius theo-
rem [18], the matrix that determines the time evolution of the dynamical system of 
differential equations possesses a positive, non-degenerate maximum eigenvalue that 
determines the long term evolution of the system towards its corresponding eigenvec-
tor, whose components define the composition of the quasispecies. 
Quasispecies models have captured the attention of the theoretical physics com-
9 
munity since it was shown that the Eigen model could be exactly mapped into a type 
of 2D Ising model [19, 20], with sequence and time being the two dimensions. In this 
picture, it was shown that the average composition of the population in steady-state 
is equivalent to a surface magnetization [21]. Alternative formulations of quasis-
pecies theory have been reported in terms of a one dimensional quantum spin chain 
[22, 23, 24, 25, 26, 27, 28] and, more recently, in terms of a quantum field theory 
formalism [29]. 
Besides their traditional applications in high energy and condensed matter physics, 
quantum field theoretical methods provide a powerful technique for the study of 
classical many-body systems [30, 31], such as reaction diffusion [32, 33], turbulence 
[30] or birth-death processes [34, 31, 35]. For dynamical systems, these methods 
are closely related to the Keldysh formalism in non-equilibrium quantum many-body 
systems [36, 37]. In particular, an exact representation of the classical molecular 
evolution models in terms of a Schwinger spin Hamiltonian has been obtained [29], 
and a Path integral representation of the Schrodinger equation in imaginary time leads 
to a field theoretical expression for the action. The mean fitness or replication rate 
is then obtained by maximizing the action under suitable constraints [29], because 
there is a large parameter that enforces the saddle point limit. 
More recent studies in quasispecies models consider the possibility of introducing 
different forms of exchange of genetic material between sequences in the population, 
10 
such as horizontal gene transfer and two-parent recombination [38, 39, 40]. In this 
last direction, as discussed in Chapter 3, one may provide quantitative answers to 
fundamental biological questions, such as the evolutionary advantage or disadvantage 
of sex [41, 42, 43, 44, 45, 46, 47, 48]. Another important direction is the study of finite 
populations evolving according to the quasispecies models dynamics. In this case, the 
theory must describe the fundamentally stochastic nature of the evolutionary process, 
and the theoretical task is to solve the corresponding master equation. 
In the present thesis, some of these theoretical problems are formulated and solved 
analytically. Numerical simulations and calculations are presented to test the ana-
lytical results. The document is constituted by four chapters, each representing a 
separate project. Chapter 2 presents the formulation and solution of quasispecies 
models when the fitness landscape depends on the Hamming distance from multiple 
peaks, thus representing different biological scenarios where competition exists be-
tween an evolving viral population and a drug or the immune system. In this case, 
the method of one-dimensional quantum spin chains was applied to map the system 
of differential equations into a path integral. Chapter 3 studies the effect of intro-
ducing different forms of horizontal gene transfer and recombination in quasispecies 
models. In this case, a mapping into a spin boson Hamiltonian, which is treated with 
a coherent states path integral formalism, was applied to obtain analytical solutions 
for the steady state properties of the population. Chapter 4 extends the standard 
11 
formulation of quasispecies models, by relaxing the assumption of binary sequences 
to consider a more realistic alphabet of four letters, to represent evolution of nucleic 
acids RNA/DNA. The spin boson coherent states technique is also applied in this 
case. 
Since coherent states constitute an ubiquitous concept in most of the analytical 
methods presented in this thesis, a brief introduction of the terminology, methodology 
and properties of these mathematical objects and their connection with path integrals 
and partition functions in many-body systems is presented in the next section. 
1.2 Coherent states and Path Integrals 
1.2.1 Coherent states 
The first notion of coherent states was introduced by Schrodinger [49] in his study 
of the harmonic oscillator, as a set of propagating wave-packets which coherently 
evolve under the action of the harmonic Hamiltonian. The name "coherent states," 
however, was coined much later by Glauber [50] in the different context of photon 
statistics in quantum optics. In parallel with their popularity in quantum optics, 
coherent states have been applied in a variety of different physical scenarios [51], 
from condensed matter and statistical mechanics [15, 52, 53] to elementary particle 
physics [54] and quantum field theory [55]. In particular, Schwinger [56] developed a 
description of angular momentum operators by employing boson spin operators. 
There are several formulations of coherent states [51], including more abstract 
12 
constructions in terms of generalized Lie algebras [51]. In this chapter, I will present 
the so-called "canonical formulation," which is the standard in quantum optics [57], 
and its generalization to many-body quantum mechanics [15]. 
We first define creation a* and annihilation operators a, satisfying boson commu-
tation relations 
[a,tf] = l, [a,a]=[tf,tf]=0 (1.1) 
In the orthogonal basis of occupation states, the action of creation and destruction 
operators is defined by [58, 34, 33, 32] 
a
j\n) = \n+l), a\n) = n\n - 1) (1.2) 
The choice of coefficients in Eq. (1.2) is standard in dynamics [58, 34, 33, 32], but 
differs from the usual one of many-body quantum theory. Considering the "vacuum" 
state |0), and the properties Eq. (1.2), it is straightforward to prove by induction 
that 
|n) = (at)n |0>, a | 0 ) = 0 (1.3) 
We notice that the definitions Eqs. (1.2) and (1.3) differ from the customary choice 
of normalization in quantum mechanics, but they are more convenient to represent 
diffusion-limited reactions [58, 34, 33, 32]. It also implies that the inner product 
between ocupation number states is [58, 34, 33, 32] 
<n|n') = (p|(a)"(atr' |0> = nWBy (1.4) 
13 
and hence the completeness relation for occupation number states becomes 
J2~\n)(n\ = I (1.5) 
n 
By combining the creation and destruction operators, we obtain the "number" op-
erator n = a)a. It is straightforward to show that the occupation states \n) constitute 
eigenstates of the occupation number operator n 
h\n) = a?a\n) = a^\n — 1) = n\n) (1.6) 
Let us define the "displacement" operator 
D{z) = exp(zaf - z*a) (1.7) 
By using the Baker-Campbell-Hausdorff formula [59] 
eA+B = e-[A,B]/2eAeB if [A,[A,B]] = [B,[A,B]] = 0 (1.8) 
we have that the displacement operator may be written as 
D(z) =
 e-W2/2ez^e-z'& = e^l2e-z"aez^ (1.9) 
From this last expression, it is straightforward to show that the displacement operator 
is unitary 
D\z)D(z) = D{z)b\z) = I (1.10) 
and to prove the semi-group property 
b(z)b(z') = eiIm{zz")b{z + z') (1.11) 
14 
The coherent states \z) are defined by the action of the displacement operator 
over the vacuum 
\z) = D(z)\0) (1.12) 
Notice that the property Eq. (1.11) implies 
D(z)D(z')\0) = D(z)\z') = eilm(-zz"\z + z') (1.13) 
An explicit, expression for a coherent state \z) in terms of the orthogonal basis of 
occupation numbers is obtained by combining Eq. (1.9) and Eq. (1.12) 
oo
 1 
\z) = e-l2 l2 /V a te-^|0) = e-l z l2 /2^-^(za t) r i |0) 
n=0 
oo „ 
=
 e
~
| 2 | 2 / 2 E>> a-14) 
n=0 
where we have used the properties Eq. (1.3). Therefore, from the orthogonality of 
the occupation number basis (n\m) = n\5ntTn, we obtain 
{n\z)=e-W2/2zn (z\n) = e-W2/2(z*)n (1.15) 
Coherent states are not orthogonal, as can be proved by considering the inner product 
oo
 1 oo / * / \ n 
n=0 ' n=0 
= e - | « |a /2+»** ' - | * ' | a / 2 ( L 1 6 ) 
Here, we introduced the completeness relation Eq. (1.5), and made use of the iden-
tities Eq. (1.15). From this result, we notice however that they are normalized to 
15 
unity |||z)||2 = (z\z) = 1. Despite not being orthogonal, it is possible to obtain a 
resolution of the identity in the representation of coherent states, 
J\z)(z\^ = I (1.17) 
Here, d2z = d(Rez)d(Imz) = \z\d\z\d6, the last equivalence in polar coordinates 
z = \z\e%e. To prove that Eq. (1.17) is indeed satisfied, we substitute the expansion 
Eq. (1.14) in terms of occupation numbers 
/
,2 oo oo " I « 
\z)(z\— = 7T"1 J2 Y ^ i / e-^\z*)nzmd{Rez)d{Imz)\n){m\ 
n-0 m=0 ' 
• = —YY-r^ d\z\2e-W2\z\n+m / dJ9Sm-n^\n){m\ 
(1.18) 
By substituting the identities 
r2ir /-oo 
I dOei{m-n)e = 27T(5n,m / d\z\2e-W2\z\2n = T(n + 1) = n! (1.19) 
Jo ' Jo 
we finally prove Eq. (1.17), 
/
J 2 °° 1 
l*><*1^ = £ ; > > < » ! = / (1.20) 
7r *—•* n ! 
The name coherent states is due to the unique property that, under a harmonic 
oscillator Hamiltonian (or in general any Hamiltonian proportional to the number 
operator), a coherent state evolves in time as a sequence of coherent states. For a 
Hamiltonian H = Uua)a, we have that when \z(t — 0)) = \z), from Eq. (1.15) 
oo
 1 
\z{t)) = e-^ a t a | z) = e-W2/2 Y —}zne-iwt\n) = \e~^z) (1.21) n n-
71=0 
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Another important property of coherent states is the fact that they are eigenstates 
of the annihilation operator a. For this purpose, consider again the expansion Eq. 
(1.15) 
a\z) = e-Wl^Z-a\n)=e-\*\2l2YjZ-n\n-l) 
n=0 ' n = l 
ze 
0 0
 y n - l 
-|z|2/2 V^ _ £ 
n = l s ' 
From the Hermitian adjoint of this identity, also follows 
(z\a) = z*(z\ (1.23) 
Thus, the expectation value of the number operator in a coherent state is 
(z\a*a\z) = z*z(z\z) = \z\2 (1.24) 
The action of the creation operator on a coherent state is 
0 0
 n 0 0 n 
at|z)=e-NV2£i_at|n) = c-MVa£iL|n + 1 ) 
n=0 
!|E^> = (|+f)w(^) 
Similarly, one can prove 
w-M^+j) (1-26) 
An operator is defined in normal order : 0(a\a) : when all creation operators 
are on the left, and destruction operators on the right. For example : n := a)a is in 
n=0 n=  
OO 
e - N 2 / 2 . " 
hz 
n=0 
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normal order. The matrix element of a normal ordered operator between two coherent 
states, from Eqs. (1.22), (1.23) is 
(z\ : 6(a\ a) : \z') =: 0{z*,z') : (z\z') = 0(z*,
 2')e-W2/2+2V-|2'|V2 (L27) 
A final result, and following the formalism introduced by Schwinger [56] to describe 
angular momentum operators through boson operators, is that it is possible to define 
creation and destruction operators to span a subspace of the occupation number basis 
with a fixed value of the number operator. In particular, this formulation allows us 
to treat a spin s = 1/2 system by employing a pair of boson operators. We define aa, 
a)a, for a = 1,2 
[«L o/?] = <W? [«Q» M = [«L 4 l = ° (L28) 
We define the states \ni, n2) where 
alaa\n1,n2) = na\nx,n2) a = 1,2 (1-29) 
In this formulation, coherent states are defined by a complex vector z = (21,22)-
Using the notation a = (0,1,0,2), and generalizing Eq. (1.7)—(1.12), we have 
\z) = D(z)\o,o) = exp(z-3 -r-a) |o,o> 
=
 e-
2
"'
i
*
/2ei'Ste-£*"|0,0) = e r z 7 2e- f*V2" '" t |0 ,0) (1.30) 
Equations (1.22), (1.23) and Eq. (1.14) are now expressed in vector form 
h\z) = z\z) (z\$ = (z\z* (1.31) 
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0 0
 ° ° jn\ ri2 
Z-\ Z' 
m=0n2=0 
All the remaining properties described before for the single-component coherent 
states are trivially generalized to the two-component case, and moreover to complex 
vectors of dimension larger than two. In particular, the overlap between two coherent 
state vectors is, from Eq. (1.16) 
\z\2) =e-^/2+z*-?-?-z>*/2 ( 1 3 3 ) 
and the resolution of the identity, generalizing Eq. (1.17) is 
• J\m§=i (i-34) 
We want to restrict ourselves to the subspace |1,0) = |+), |0,1) = |—), that is to 
enforce the condition n\ + n2 = 1. This is equivalent to impose a constraint in the 
number operator, which can be done by defining the projector 
1 f2n 
P = - W dAeiA(at-a-1} (1.35) 
To illustrate the method, let us consider the action of the projector Eq. (1.35) over 
a coherent state as defined in Eq. (1.32) 
o° ° ° n\ n% p2iv 
m = 0 n 2 = 0 i. £ JU 
= e - ^ f r l ^ / ^ e i A ( n 1 + n a - l ) | } ( 1 
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Notice that the integral over the parameter A becomes a delta function 
I 2-K - J \ eiA("1+"2-X) = ^ , 1 - n , (1-37) o 2TT 
Thus, the expression Eq. (1.36) reduces to 
P|2) = e-™'2 J2 ^fr—^ln, 1 - n) = e-^'\Zl\+) + Z2\-)) (1.38) 
From Eq. (1.36), it is also straightforward to obtain the equivalent representation 
V»2TT J \ 
p\z) = / ^e-< A |e i A5> (1.39) 
Jo 2?r 
In further applications presented in this thesis, we will consider the representation 
of spin chains of length N in terms of this formalism. The generalization of the 
previous results to this case relays in the property that the Hilbert space HM of the 
many-body system is constructed as the tensor product of the single-particle Hilbert 
space H, i.e. Jij^ = "H®H.. .®H [15]. Thus, a many-body vector in the occupation 
number representation is given by 
\{n}) = \hi) ® |n2) • • • ® I^JV) 
= \hi,n2,...,hN) (1.40) 
where for each site index 1 < j < N, we define the local occupation number vector 
as in Eq. (1.29), \hj) = |n{,n2). Correspondingly, we add a site index to the two-
component creation and annihilation operators in Eq. (1.28), a£(j), aa(j), with 
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a = 1, 2 as before. The commutation relations for this set of operators generalize the 
ones stated in Eq. (1.28), where operators defined at different sites commute, 
The properties stated in Eq. (1.2) now become 
aUj)\{n}) = \(n[,nl),...,(ni + l),...,(n?,n»)) 
&a(3)\{n}) = <\(n\,nl),...,(ni-l),...,(n?,n%)) (1.42) 
An equivalent construction is obtained from the tensor product of single-particle 
coherent states 
\{z}) = \zi)®\Z)...®\zN)'= \zx,z2,...,zN) (1.43) 
Here, we defined \ZJ) = \zi(j), zzij)) as the single-site coherent states, for 1 < j < N. 
A many-body coherent sate as in Eq. (1.43) is created from the vacuum |{0}) by the 
action of a product of single-particle displacement operators as defined in Eq. (1.30) 
N 
\{z}) = ]^D(zJ0|{O}> = e-^=^^ /2e^=i^StO')e-Ef=1^-S(7)|{o}> 
N oo oo 
• * W I I E E ^ ^ K " ) ) (i-«) 
. , . , n\\ nil 
The inner product between two many-body coherent states is 
N 
<{*}|{^ }> ='II^I^> = eXU(-*rW+*!-^*?-W) (1.45) 
J = I 
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The resolution of the identity in terms of the many-body coherent states is 
1 = 
3 
n / \^\%=n n / \*^J^r (L46) 
j = l j = l a=l,2 ^ 
1.2.2 Path Integrals in the coherent states representation 
We will introduce the path integral representation of the time evolution operator, 
and then for the partition function, following the approach in [15]. For a system 
evolving under the quantum Hamiltonian H({a)},{a}), let us calculate the matrix 
element of the time-evolution operator 
"({*/},«/; ( 3 U ) = ({We-W'-Vm) (1-47) 
We split the finite time interval into a large number M of time slices e = (tj — U)/M, 
and take the limit M —> oo, e —» 0, 
e-$Mtf-u)= U m (e-b")M (1.48) 
Between each time-slice factor in Eq. (1.48), we insert a coherent-state resolution of 
the identity, as defined in Eq. (1.48), to obtain 
M - l N . ,„ M 
«({*/},*/;{*},*) = to*, n n / ^ n ^ > i e " ^ i { ^ } ) t1-49) 
~*°° *;=i j = i J fe=i 
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Because e is a small parameter, we have 
({4}|e-^|{4-i}> * ( R l l i - ^ d a t } , ^ } ) ! ! ^ } ) 
= <{&}|{ -^i}> ^1 - ^ : Jf ({;£}, {zU}) :J + 0(e2) 
~
 eEf=i(-V2^, fc-4fc+^, fc-?j,fc-i-l/2^ fc_1-2 :,-,fc_i)e-ic:H({4},{4_1}): 
(1.50) 
where : H({zf.}, {zk}) : has been normal-ordered. Here, we used 
({5pfc}|H({at},{a})|{zfc_1}> 
<Wlte-i}> 
Substituting this result in Eq. (1.49), we have 
=:#({*!} , {4_i}) : (1.51) 
M-X N . ,? 
I 1 A 1 J 
M—>00 A X A A 7 TT2 
fc=l j = l ' 
xe 
*£f <f /\r>JV [ 1 = 1 •\2-'3=l [ 2 
? 7 . f c - ? 7 . f c - l , 1 Zi.k Z j , f c -1 g. 
2^fc e ^ 2 e zJ,k-l i-HU^UZk-i}) 
• ) 
(1.52) 
This expression, in the limit M —> oo, e —> 0 may be written symbolically as 
W({^/},*/; {*;}, «i) = / VzD?eh k \ 2 E '=T' * 8( H H{{2 ) m ) 
(1.53) 
A similar procedure is employed to obtain the partition function in terms of a path 
integral. By definition 
Z = T*e-^ = J^({z}\e-n{z}) (1.54) 
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As in the case of the real time integral, we split the inverse temperature interval into 
M slices, e = /3/M, with M —> oo. By inserting a coherent states resolution of the 
identity between every slice, we obtain an expression analogous to Eq. (1.52) 
Z = lim 
M—»oo 
xe 
M N
 r J -
nn/^ 
k=lj=lJ 
eTi* , / V N , [ - ± 5 * ?7,fc-?j,fc-l , 1 ^ ,fc~^,fc-l z- - e H ( ^ } , { 4 . , } ) ) ; (1.55) 
In the continuum limit M —» oo, e —> 0, we obtain the formal expression 
" / * 
VzDTe -/o
0
^(|Ef=o[^ ' at ~ dt 'zi •H({z*},{z})?) 
*(0)}={z(/3)} 
(1.56) 
Chapter 2 
Quasispecies theory for multiple-peak fitness 
landscapes 
This chapter was communicated in the article D. B. Saakian, E. Mufioz, C.-K. Hu 
and M. W. Deem, Phys. Rev. E 73, 041913 (2006). 
Abstract 
We use a path integral representation to solve the Eigen and Crow-Kimura molec-
ular evolution models for the case of multiple fitness peaks with arbitrary fitness 
and degradation functions. In the general case, we find that the solution to these 
molecular evolution models can be written as the optimum of a fitness function, with 
constraints enforced by Lagrange multipliers and with a term accounting for the en-
tropy of the spreading population in sequence space. The results for the Eigen model 
are applied to consider virus or cancer proliferation under the control of drugs or the 
immune system. 
2.1 Introduction 
Methods of statistical physics have been applied successfully to understand phase 
transitions of various physical systems in the past few decades [60, 61, 62, 63, 64, 65, 
66]. Molecular models of biological evolution also exhibit phase transition behaviors 
and such models have received much attention in recent decades [11, 12, 10, 67, 
25 
23, 25, 26, 24, 28, 68]. In particular, the notion of adaptive evolution on a fitness 
(replication rate) landscape has proved very fruitful [11, 12, 10, 67]. In the last 
decade, several exact results [23, 25, 26, 24, 28] have been derived for the Eigen 
[11, 12] and Crow-Kimura [10, 67, 23] quasispecies models of biological evolution and 
their generalizations [28] for a single peak fitness landscape. 
However, it is widely accepted that biological evolution proceeds on a rugged 
fitness landscape [69, 70]. In this paper, we consider a multiple peak replication rate 
landscape as a means to model a rugged fitness landscape. To date, there are few 
rigorous results for multiple peak fitness landscapes. Such results begin to make the 
connection with the biologically-relevant case of a rugged fitness landscape. We derive 
here the exact error thresholds by means of a path integral representation for both 
the Eigen and Crow-Kimura mutation-selection schemes with an arbitrary number of 
replication rate peaks. 
We first generalize the Crow-Kimura model to the multiple peak case. The solu-
tion of the one-peak version of this model, where the replication rate is a function of 
Hamming distance from one configuration, was provided by a path integral represen-
tation in [25, 26]. We provide here the solution to this model for K peaks, where the 
replication rate is a function of the Hamming distance from K configurations, again 
by means of a path integral. We find that the mean distances from the peaks maxi-
mize the replication rate, with constraints provided by Lagrange multipliers, and with 
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an additional term that represents the entropy of the population in sequence space. 
Explicit solutions to this maximization task are given for the two-peak case. 
We then generalize and solve the continuous-time Eigen model for K peaks, where 
the replication and degradation rates are functions of Hamming distances from K 
configurations. A solution of the discrete-time, single-peak Eigen model, which in a 
sense interpolates between the Crow-Kimura and continuous time Eigen model [71], 
was provided in [72]. We solve here the continuous-time Eigen model for K peaks, 
again by means of a path integral representation. The mean distances from the peaks 
maximize an excess replication rate with an effective mutation rate, with constraints 
provided by Lagrange multipliers, and with an additional term that represents the 
entropy of the population in sequence space under the effective mutation rate. 
The Eigen model was first developed to study viral evolution [11], and we use 
our solution of the two-peak Eigen model to consider viral propagation in the pres-
ence of either immune system suppression or an antiviral drug. The preferred viral 
genome exists at one point in genome space. Conversely, the drug or immune system 
suppresses the virus most strongly at some other point in genome space. These two 
points in genome space are the two peaks of the model. The viral growth rate and 
the suppression rate both decrease with the Hamming distance away from these two 
unique points. 
The rest of the paper is organized as follows: In Sec. 2.3 we describe the gener-
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alization of the Crow-Kimura, or parallel, model [10] to multiple peaks and provide 
a solution of this model for an arbitrary replication rate function that depends on 
distances from K peaks. In Sec. 2.4, we describe the Eigen model and provide a solu-
tion for arbitrary replication and degradation rate functions that depend on distances 
from K peaks. In Sec. 2.5, we use the Eigen model with two peaks to address the 
interaction of the immune system with a drug. We consider both adaptable viruses 
and the original antigenic sin phenomena [73]. We also consider tumor suppression by 
the immune system. We discuss these results and conclude in Sec. 2.6. We provide a 
derivation of the path integral representation of the continuous-time Eigen model in 
the Appendix. 
2.2 Crow-Kimura model with multiple peaks 
Here we first briefly introduce the Crow-Kimura model [10] and its quantum spin 
version [22] so that it is easier to understand its generalizations to be studied in the 
present paper. In the Crow-Kimura model, any genotype configuration i is specified a 
sequence of N two-valued spins s„ = ±1, 1 <n<N. We denote such configuration i 
by Si = (s\,..., slN). That is, as in [12], we consider sn = +1 to represent the purine 
(A, G) and sn = — 1 to represent the pyrimidine (C,T). Two-values spin models 
have also been used to study long-range correlations in DNA sequences [74] and DNA 
unzipping [75, 76] and valuable results have been obtained. The difference between 
two configurations Si and Sj = (s[,..., s3N) is described by the Hamming distance 
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dij = (N — Ylnstnsii)/^i which is the number of different spins between 5, and Sj. 
The relative frequency pt of the configuration Si, 1 < i < 2N, satisfies 
dpi 
dt = Pi[ri - J2 ripi + S f^iPj (2-*) 
Here r» is the replication rate or the number of offspring per unit period of time 
(the fitness) of the sequence Si, and / ^ is the mutation rate to move from sequence Si 
to sequence Sj per unit period of time. In the Crow-Kimura model, only single base 
mutations are allowed: ^ = 7A(dy — 1) — N'yA(dij). Here A(n) is the Kronecker 
delta function. 
The fitness of an organism with a given genotype is specified in the Crow- Kimura 
model by the choice of the replication rate function rj, which is a function of the 
genotype: r^  = f(Si). It has been observed [22, 23] that the system Eq. (2.1), with 
Ti = f(s\,...,slN) evolves according to a Schrodinger equation in imaginary time 
with the Hamiltonian 
- t f = 7 J > * - 1)+ / « , . . , < 7 | , ) (2.2) 
n = l 
Here ax and az are the Pauli matrices. The mean replication rate, or fitness, of the 
equilibrium population of genotypes is calculated as (see Reference [12]); 
lim y^Pi(t)ri = lim -InZ = lim lnTrexp(-/?F) (2.3) 
t—>oo ^-—' /3—»oo B /3-*oo 
i 
In this way, it is possible to find the phase structure and error threshold of the 
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equilibrium population. In the generalized setting, the Crow-Kimura model is often 
called the parallel model. 
2.2.1 The parallel model with two peaks 
We consider two peaks to be located at two configurations v„,v„, 1 < n < 
iV, where v\ = ±1, v„ = ±1, and the two configurations have / common spins: 
X]n=i vnvn = 2/ — JV. The value of I determines how close the two peaks are in 
genome space. Now the replication rate r^  of configuration 5* is a function of the 
Hamming distances to each peak, 
ri = f(2L1/N-l,2L2/N-l), (2.4) 
where £ ^ = 1 vlsn = 2LX-N and YZ=i vlsn = 2^2 - N. 
Due to the symmetry of the Hamiltonian, the equilibrium frequencies are a func-
tion only of the distances from the two peaks: pi = p(Li, I^)- We define the factors 
x
ai,a2 that describe the fraction of spins a configuration St has in common with the 
spins of configurations v*,v2. In particular, we define the fraction of spins that are 
equal to a^ times the value in peak configuration vk. For K peaks, the general defi-
nition is iai,...,aK = j ; Yln=i <^s™> aivn] • • • fi[sn, <*KV%]. For the two peak case, xaua2 
satisfy the relations x+++x+-+x_+ +x = 1. x+++x+_ = L\/N, x+++x = l/N. 
Thus these factors are related to the distances from the configuration to each peak 
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and to the distance between the peaks; 
x+-{L!,L2) = (L1-L2 + N-l)/(2N), 
x++(LuL2) = .{Li + lv-N + iyQN), 
x—^M) = (-L1-L2 + N + l)/(2N), 
x_+(L!,L2) = (-L1 + L2 + N-l)/(2N) (2.5) 
With these factors, we find the following equation for the total probability at a given 
value of L\ and L2, P(Li,L2): 
jtP{LuL2) = f^-i;*£-l)-P(LllL2)-<yNP(LltL2) 
+7 ] p Nxaua2(L1 + a1,L2 + a2)P(Li + a1,L2 + a2) 
ai=±,a2=± 
-P{LUL2) j ^ / f f i - l , ^ - l ) p ( L ^ ) (2.6) 
Only the values of Lj and L2 satisfying the conditions 0 < L; < N, \Li + L2 — N\ < I, 
\Li — L2\ < N — I are associated with nonzero probabilities. Equation (2.6) can be 
solved numerically to find the error threshold and the average Hamming distance of 
the population to the two peaks. In the next section we solve this equation, and its 
generalization to K peaks, analytically. 
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2.2.2 Exact solution of the K peak case by a path integral representation 
We consider the case of K peaks. We consider the replication rate to depend only 
on the distances from each peak 
ri = f
 { w ~ h- • •' 2Jw - 0 -iV/o(Ui' ••-UK) (2-7) 
where Nuk = J2n=i vnsn — 2-^ fe — N, 1 < k < K. The observable value (uk) is called 
the surface magnetization [21], or surplus [22], for peak k. 
Characterization of the fitness function that depends on K peaks through the K 
values of Uk requires more than the K{K — l)/2 Hamming distances between the 
peaks. It proves convenient to define the 2K parameters yai,...,aK = Vi, 1 < « < 2K. 
These are defined by yi = (1/N) ^2n=1 Ilfe=i ${aik,Vn). Here a^ is the set of indices 
cti,..., ax, and a^ = a/t in the ith set of indices ai}..., ax- The introduction of the 
2K parameters y^ is one principle point of this paper. 
The Suzuki-Trotter method has been applied in [26, 24] to convert the quantum 
partition function for a single peak model into a classical functional integral. While 
calculating Z = Trexp[—/3H], intermediate spin configurations are introduced. We 
find Z is a functional integral, with the integrand involving a partition function of 
a spin system in the 2D lattice. In the spin system, there is a nearest-neighbor 
interaction in horizontal direction and a mean-field-like interaction in the vertical 
direction. This spin system partition function was evaluated in [26, 24] under the 
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assumption that the field values are constant. A path integral representation of the 
discrete time Eigen model, which is quite similar to the parallel model, was introduced 
by Peliti [72]. 
Here, we generalize this procedure to K peaks and calculate the time-dependent 
path integral and Ising partition function. Since the replication rate is a function of K 
distances, the functional integral is over K fields that represent the K magnetizations. 
The path integral form of the partition function is 
Z = JvMkVHkexVUj d/3'\folM1(P'),...,MK(P')] 
K 
•J2Hk(P')Mk(P')-i 
fc=i 
+ NJ2yi\nQi (2.8) 
j = i 
where 
Qi = Trfefod0'^xi+<rZ'£Z=i<Xiki!k{0')] (2.9) 
Here j3 = t is the large time to which Eq. (2.1) is solved, and the operator T denotes 
time ordering [24], discussed in the Appendix in the context of the Eigen model. 
Using that N is large, we take the saddle point. Considering S\nZ/SMk(f3') = 0 and 
6\nZ/6Hk(/3') = 0, we find Mk(f3') and Hk((3') independent of /3' is a solution. At 
long time, therefore, the mean replication rate, or fitness, per site becomes 
InZ 
max < /3N Hk,Mk 
K 2K 
fo(M1,...,MK)-J2HkMk-7 + J2yi 
fc=l i = l 
K 
72+ \^aikHk 
yk=l 
• 1 / 2 ' 
(2.10) 
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We take the saddle point limit in Hk to find 
2K v ^ i T TT 
Mk = 2 ^ Vi<Xik I = (2-H) 
i=1
 ^
2
 + (zLi<*ik'Hk>) 
We note that the observable, surface magnetization given by (uk), is not directly ac-
cessible in the saddle point limit, but is calculable from the mean replication rate [22]. 
In the one peak case one defines the observable surface magnetization for a monotonic 
fitness function as follows [23]: one solves the equation /o((^)) = (lnZ)/(/3N). For 
multiple peaks, we use this same trick, considering a symmetric fitness function and 
assuming (ui) = (tt2)... = (UK)-
2.2.3 Explicit results for the two peak case 
For clarity, we write the expression for the case of two peaks. In this case, y++ + 
y__ = (1 + m)/2 and y+_ + y_+ = (1 - ra)/2, where m = (21 - N)/N. We solve Eq. 
(2.11) for the fields Hk and put the result into Eq. (2.10). We find that for a pure 
phase, the bulk magnetizations maximize the function 
^ = fo(Ml,M2) + ly/(l + m)2 - (Mi + M2)2 
+1^/(1 _ m ) 2 _ ( M l _ M 2 ) 2 _ 7 (2.12) 
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with the constraints 
- 1 < Mi < 1, - 1 < M2 < 1, 
-(1 + m) < Mx + M2 < 1 + m, 
-(1 - m) < Mi - M2 < 1 - m, (2.13) 
In the case of a quadratic replication rate, /o = k\Ml + h2M$ + /C3M1M2, Eq. 
(2.11) becomes 
InZ 7 fcjMi2 + fcaM| + fcsMiMa + ^ V ( l + mf - (Mi + M2)2 
7 + ^ V ( l - ^ ) 2 - ( M 1 - M 2 ) 2 - 7 (2.14) 
with the constraints of Eq. (2.12). 
As an example, we consider the replication rate function fQ = k(Mf+M2 +MiM2). 
When m > 0, and the two peaks are within a Hamming distance of N/2 of each other, 
there is a solution with Mi = M2 = M for which 
3fcM2 
2 7 + 
1 + m 
-,1/2 
M2 1 ^ = ^ ({n i ) 2 + (n2)2 + (ui)(u2)) 
(2.15) 
where the observable, surface magnetization, is given by (it;) = (2Li/N — 1). We find 
Mi = M2•= M = V(l + ^ ) 2 / 4 - 72/(9fc2) (2.16) 
We have for the mean replication rate, or fitness, per site 
InZ _ 3A; / 1 + ra 7 
"iv/F ~ y v ~~2 3fc (2.17) 
m 
0.93 
0.93 
0.7 
0.7 
-0.7 
-0.7 
-0.93 
-0.93 
k 
3.0 
2.0 
3.0 
2.0 
3.0 
3.0 
3.0 
2.0 
(«i> 
0.85 
0.80 
0.74 
0.68 
0.52 
0.35 
0.63 
0.46 
(«2> 
0.85 
0.80 
0.74 
0.68 
-0.52 
-0.35 
-0.63 
-0.46 
Y^X) analytic 
0.853 
0.798 
0.738 
0.683 
0.517 
0.35 
0.631 
0.465 
V^2/analytic 
0.853 
0.798 
0.738 
0.683 
-0.517 
-0.35 
-0.631 
-0.465 
Table 2.1 Comparison between the analytical formulas Eqs. (2.18), (2.22) for the 
two peak landscape in the parallel model and results from a direct numerical solution 
of the system of differential equations, Eq. (2.6), for sequences of length N = 1000, with 
p{L1,L2,t = 0) = S(L1,N)6(L2,l): 
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so that [22] 
(«i> = <«2> 
\ + m 7 
~~2 3k 
(2.18) 
When m < 0, and the two peaks are greater than a Hamming distance of N/2 of each 
other, there is a solution with Mi = — M2 = M for which 
1/2 
fcM2 
2 7 + 
1 — 771 
M2 L 2 ^ = ^ ( ( M 2 + (^)2 + ^i)(n2)) 
One solution is 
(2.19) 
Mx = - M 2 = ^ ( 1 - ^ ) 2 / 4 - 72A2, (2.20) 
which gives for a mean replication rate, or fitness, per site 
In Z k (1 — m 7 
~2~ ~~k N/3 2 
so that [22] 
(«i> = - ( « 2 > 
1 — m 7 
~~2 k 
(2.21) 
(2.22) 
Numerical solution is in agreement with our analytical formulas, as shown in Table 
2.2.3. 
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2.3 Eigen model with multiple peaks 
2.3.1 Exact solution by a path integral representation 
In the case of the Eigen model, the system is defined by means of replication rate 
functions, r,-, as well as degradation rates, Dj, 
dpi 
dt = ^2[Qij
rj - SijDj\pj - Pi 
3-1 3=1 
(2.23) 
Here, the frequencies of a given genome, pi, satisfy z2i=iPi = 1- The transition rates 
are given by Q^ = qN~dij(l — q)dii, with d^ being the Hamming distance between two 
genomes Si and Sj. The parameter 7 = N(l — q) describes the efficiency of mutations. 
We take 7 = O(l). As in Eq. (2.6), we take the replication and degradation rate to 
depend only on the spin state, in particular on the Hamming distances from each 
peak: r» = /(<%) and Di = D(Si) where 
f(S) = Nf0(uu ...,uK), D(S) = Nd0(Ul, ...,uK) (2.24) 
We find a path integral representation of the partition function for the Eigen model 
for the K peak case in the limit of long time as 
Z = fvMkVHkVmoVhoexp^N f ^ L M I , . . . ^ ^ - 7 ' 1 - " " 0 ' 
K 1 2 * v 
-h0m0-Y,HkMk-do(M1,...,MK) + N^yilnQA (2.25) 
fc=i • -• t = i ' 
where 
Q.
 = Trfe/0"[^''o(/3')+^ELi«ifc^(/5')] (2.26) 
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The Mfc are the values of the magnetization, and jm0 is an effective mutation rate. 
This form is derived in the Appendix. Using that N is large, we take the saddle point. 
As before, we find the mean excess replication rate per site, fm = limt_00 J ^ Pi{t)(ri — 
Di)/N, from the maximum of the expression for Z — Trexp(—(3H). We find Z ~ 
exp((3Nfm), where 
fm = /o(Mi,. . . , MK)e-^~^ - d0(Mu . . . , MK). (2.27) 
Here m0, Mk are defined through the fields Hk, 
2K v-^K TJ 
2K 
mQ = j j > *° (2.28) / „y» ; ; 
We define 
m . = Ek=iaikHk ( 2 2 9 ) 
We thus find m0 = £ ? i W l - ™?>. giving Eq. (2.28). 
2.3.2 Simple formulas for the two peak case 
In the two peak, K = 2, case we can define the mt from Eq. (2.29) from the system 
1 + m, . 1 — m, . 
Mi = ——(mi + m2) + — - — { m i - m 2 ) , 
1 + m, . 1 —m. ' • . ,„„„., 
M2 = —-— ( m i + m j ) - — — ( m i - m 2 ) (2.30) 
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where m is the overlap between two peaks and we have defined mi, m2 in terms of 
the mi from Eq. (2.29) by m++ = — m = mi + m2 and m+_ = —m_+ = m\ — mi-
We have for the mean excess replication rate per site 
fm = /0(M1,M2)exp 
1 — m 
7(1 - i ± ^ V l - ( M 1 + M2)2/(l + m)2 
v/1 - (Mi - M2)2/(l - m)A -d0{MuM2) (2.31) 
2.3.3 Eigen model with quadratic replication rate without degradation 
We apply our results to model qualitatively the interaction of a virus with a drug. 
In some situations, one can describe the action of a drug against the virus simply as 
a one peak Eigen model; that is, the replication rate is a function of the Hamming 
distance from one peak. The virus may increase its mutation rate, and at some 
mutation rate there is an error catastrophe [77]. Let us define the critical 7 for the 
replication rate function 
kM2 
MM) = — + 1 (2-32) 
According to our analytical solution, Eq. (2.27), we consider the maximum of the 
mean excess replication rate per site, 
fm = fo(M) exp[-7(l - VT-AP)} (2.33) 
which can also be obtained from Eq. (2.31) by taking m — 1 and Mx = M2. The 
error catastrophe occurs and leads to a phase with M = 0 when k < 7. The error 
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k/y. 
1.2 
1.4 
1.6 
1.8 
2.0 
M 
0.24 
0.31 
0.35 
0.38 
0.41 
(u) 
0.065 
0.112 
0.146 
0.172 
0.192 
\U] analytic 
0.068 
0.113 
0.147 
0.172 
0.193 
Table 2.2 Comparison between the analytical formula Eq. (2.33) for the quadratic 
landscape Eq. (2.31) in the Eigen model and results from a direct numerical solution of 
the system of differential equations Eq. (2.22), for sequences of lenght N = 4000, with 
p(u,t — 0) = S(u,I). We set 7 = 5. 
threshold for this quadratic case is the same as in the case of the Crow-Kimura model 
Eq. (2.1). The average of u, (it), satisfies the equation 
/o(M)exp[-7(l - VT^AP)) = / 0 « « » = y&- + 1 (2.34) 
This equation gives (u)ana[ytic shown in Table 2.3.3, which are in agreement with 
numerical solutions. 
2.4 Biological applications 
The Eigen model is commonly used to consider virus or cancer evolution. We here 
consider an evolving virus or cancer and its control by a drug or the immune system, 
using the K = 2, two-peak version of the Eigen model. To model this situation, 
we consider there to be an optimal genome for virus replication, and we consider 
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Figure 2.1 A phase diagram for the interaction of virus and drug, according to the nar-
row replication advantage model, Eqs. (2.34) and (2.33). We set b — 3.5 in the exponential 
degradation function Eq. (2.34), and 7 = 1. As the drug overlaps more with the virus, a 
higher viral replication advantage is required for the virus to survive. In the NS phase, the 
drug eliminates the virus. In the inset is shown the phase diagram for the interaction of an 
adaptable virus and a drug, according to the flat peak replication advantage model, Eqs. 
(2.34) and (2.36). We use Mo = 0.9 to represent a broad peak for the virus replication rate. 
the replication rate function fo(M\,M2) to depend only on the Hamming distance 
of the virus or cancer from this preferred genome, JV(1 — Mi)/2. Conversely, there 
is another point in genome space that the drug or immune system suppresses most 
strongly, and we consider the degradation rate function d0(Mi, M2) to depend only on 
the Hamming distance from this point, ./V(l — M2)/2. While each of the functions /o 
and do While each of the functions / 0 and d0 depends only on one of the two distances, 
this is a multiple-peak problem, because both distances are needed to describe the 
evolution of the system. 
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2.4.1 Interaction of virus with a drug 
We first consider a virus interacting with a drug. We model this situation by 
the Eigen model with one peak in the replication rate function and one peak in the 
degradation rate function. The virus replicates most quickly at one point in genome 
space, with the rate at all other points given by a function that depends on the 
Hamming distance from this one point. That is, in Eq. (2.31) we have 
/o(Mi,M2)={ 
A, Mi = 1 
(2.35) 
1, Mi < 1 
At another point in genome space, a drug suppresses the virus most strongly. We 
consider the case of exponential degradation, a generic and prototypical example of 
recognition [73], 
dQ(MuM2) = e-b^-M^ (2.36) 
Applying the multiple-peak formalism, we find two phases. There is a selected, ferro-
magnetic phase (FM) with Mx = 1, M2 = m and a mean excess replication rate per 
site 
fm = Ae~~< - e-6*1-"1* (2.37) 
There is also a non-selective (NS) phase, with Mi < 1. The values of Mi and M2 in 
the NS phase are those which maximize Eq. (2.31) given the constraints of Eq. (2.12). 
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The error threshold corresponds to the situation when the mean excess replication rate 
of the FM and NS phases are equal. The phase diagram as a function of the optimal 
replication rate of the virus and the distance between the points of optimal virus 
growth and optimal virus suppression is shown in Fig. 2.1. The optimal replication 
rate is A, and the distance between the points of optimal virus growth and optimal 
virus suppression is N — Z, where the parameter m is defined as m —. (21 — N)/N. 
As the point in genome space at which the drug is most effective moves toward the 
point in genome space at which the virus grows most rapidly, the virus is more readily 
eradicated. Alternatively, one can say that as the point in genome space at which 
the virus grows most rapidly, a higher replication rate of the virus is required for its 
survival. 
2.4.2 Interaction of an adaptable virus with a drug 
We now consider a virus that replicates with rate A when the genome is within a 
given Hamming distance form the optimal genome and with rate 1 otherwise. That 
is, in Eq. (2.31) we have 
A, M0 < Mi < 1 f0(MuM2)={ (2.38) 
1, - 1 < Mi < M0 
where Mo > 0 and is close to 1. We consider the suppression of the virus by the 
drug as expressed in Eq. (2.34). There is again a ferromagnetic (FM) phase with a 
successful selection. In the FM phase, one has M0 < Mi < 1. The evolved values of 
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Figure 2.2 A phase diagram corresponding to the original antigenic sin model is shown. 
The degradation function (shown in the inset) is chose to closely reproduce the binding 
constant behavior in [73], with a limiting degradation rate of cfo(Mi,M2 — —1) = 1. We 
use 7 = 1. The virus replication advantage required to escape immune system control is a 
non-monotonic function of the overlap of the vaccine with the virus. 
M\ and M2 maximize 
fm = A exp 
1 — m 
- 7 ( 1 - ^ V l - (Mi + M2)2/(1 + mf 
y/l - (Mi - M 2 ) 2 / ( l - m)2 dQ(M1,M2) (2.39) 
There is also a NS phase where the virus has been driven off its advantaged peak, 
M\ < Mo- In this case, one seeks a maximum of Eq. (2.30) with /o = 1 via Mi and 
M2 in the range — 1 < Mi < M0, — 1 < M2 < 1, subject to the constraints of Eq. 
(2.12). 
A phase diagram for this case is shown in the inset of Fig. 2.2. The broader range 
of virus fitness landscape allows the virus to survive under a greater drug pressure 
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Figure 2.3 A phase diagram corresponding to the immune control of cancer is shown. 
We use 7 = 1, B = 1, M$ = 0.9, and Mb = 0.54. The cancer replication advantage 
required to escape immune system control decreases with the overlap of the cancer with the 
self. Three of the four selective and one of the two non-selective phases are present for the 
chosen parameters. 
in model Eq. (2.37) versus Eq. (2.33). That is, as the drug overlaps more with the 
favored virus genotypes, the adaptable virus is still able to persist due to the greater 
range of genotype space available in the FM phase. For such an adaptable virus, 
a more specific, multidrug cocktail might be required for eradication. A multidrug 
cocktail provides more suppression in a broader range of genome space, so that the 
adaptable virus may be eradicated under a broader range of conditions. 
2.4.3 Original antigenic sin 
The immune system, in the context of this theoretical analysis, acts much like 
a drug, as a natural protection against death by infection. Prior exposure, such as 
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vaccination, typically increases the immune control of a virus. In some cases, the 
immune control of a virus is non-monotonic in the overlap between the vaccine and 
the virus.[73]. This phenomenon is termed the original antigenic sin. To model 
original antigenic sin, we consider a non-monotonic degradation function, centered 
around the second peak, which represents the non monotonic behavior of the binding 
constant, as in our previous model [73]. We fit the binding constant data [73] to a 
sixth order polynomial in p, where p = (1 — M-i)j1 is the relative distance between 
the recognition of the antibody and the virus. The degradation function is shown in 
the inset in Fig. 2.2. We consider a single peak virus replication rate, Eq. (2.33). 
There is an interesting phase structure as a function of m. From Eq. (2.30), we 
have a FM phase with Mx = 1, M2 = m. We also have a non-selective NS phase, 
with Mi < 1, where M\,Mi are determined by maximization of Eq. (2.30) with 
/o = 1 under the constraints of Eq. (2.12). The phase diagram for typical parameters 
[73] is shown in Fig. 2.2. A continuous phase boundary is observed between the 
FM and NS phases. The virus replication rate required to escape eradication by 
the adaptive immune system depends on how similar the virus and the vaccine are. 
When the vaccine is similar to the virus, m near 1, a large virus replication rate is 
required to escape eradication. This result indicates the typical usefulness of vaccines 
in protection against and eradication of viruses. When the vaccine is not similar to 
the virus, m < 0, the vaccine is not effective, and only a typical virus replication rate 
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is required. 
When the vaccine is somewhat similar to, but not identical to, the virus, the 
replication rate required for virus survival is non monotonic. This result is due to the 
non monotonic degradation rate around the vaccine degradation peak. The minimum 
in the required virus replication rate, m ~ 0.30, corresponds to the minimum in the 
degradation rate, Mi ~ 0.30. The competition between the immune system, vaccine, 
and virus results in a nontrivial phase transition for the eradication of the virus. 
2.4.4 Tumor control and proliferation 
We consider cancer to be a mutating, replicating object, with a flat replication rate 
around the first peak, Eqs. (2.38) and (2.30). We consider the immune system to be 
able to eradicate the cancer when cancer is sufficiently different from self. Thus, the 
T cells have a constant degradation rate everywhere except near the self, represented 
by the second peak, 
{ B, - 1 < M2 < Mb (2.40) 0, Mb < M2 < 1 
To be consistent with the biology, we assume Mb > 0. We also assume M0 > 1/2. 
Typically, also, the Hamming distance between the cancer and the self will be small, 
m will be positive and near unity, although we do not assume this. 
There are four possible selective, ferromagnetic phases. We find the phase bound-
aries analytically, as a function of m — (21 — N)/N. For mM0 < Mb, there is a FM4 
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phase with Mi = M0 and M2 = mM0. The mean excess replication rate per site is 
fm = Aertyfi^-V - B. There is a FM3 phase with Mx = M0 and M2 = Mb. The 
mean excess replication rate per site is fm = Ae^{l+m)2-{Mo+Mb)2+^{l-m)2'{M°-Mb)2-2)'2. 
This phase is chosen over the FM4 phase when the mean excess replication rate is 
greater. For mM0 > Mb there is a FM2 phase with Mx = M0 and M2 = mM0. The 
mean excess replication rate per site is fm = Ae1^yl~M°~v>. For mMb > M0 there is 
a FM1 phase with Mi = mMb a n d M2 = M&. The mean excess replication rate per 
site is fm = Ae^^f^-V. 
There are two non-selective phases. There is a NS1 phase with Mi = mMb a n d 
M2 = Mb. The mean excess replication rate per site is fm = e7'v l~Mb~l). There 
is a NS2 phase with Mi = M2 = 0. The mean excess replication rate per site is 
fm = l-B. 
In Fig. 2.3 is shown the phase diagram for cancer proliferation. According to our 
previous model [73, 78], we choose (1 - M6)/2 = 0.23. We choose M0 = 0.9 for the 
width of the advantaged cancer phase. We choose the immune suppression rate as 
B = 1. As the cancer becomes more similar to the self, the immune control becomes 
less effective, and the replication rate required for the cancer to proliferate becomes 
less. Three of the four selective and one of the two non-selective phases are present 
for this set of parameters. 
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2.5 Discussion and conclusions 
We have used the Eigen model to consider the interaction of a virus or cancer 
with a drug or the immune system. One can also use the parallel model to represent 
the replication dynamics of the virus or the cancer. This would be an interesting 
application of our formalism. 
Another application of the formalism would be to consider explicitly the degra-
dation induced by multidrug cocktails. That is, one would consider one peak to 
represent the preferred virus genome and K — 1 degradation peaks to represent the 
K — 1 drugs. We note that in the general case, the yi parameters depend on the ex-
plicit location of the drug degradation peaks, not simply the distance between them. 
Results from this application of the formalism could be quite illuminating as regards 
the evolution of multidrug resistance. 
In conclusion, we have solved two common evolution models with general fitness, 
or replication and degradation rate, landscapes that depend on the Hamming dis-
tances from several fitness peaks. Why is this important? First, we have solved the 
microscopic models rather than assuming a phenomenological macroscopic model. As 
is known in statistical mechanics, a phenomenological model may not always detect 
the fine structure of critical phenomena. Second, approximate or numerical solutions, 
while useful, do not always explicitly demonstrate the essence of the phenomenon. 
With analytical solutions, the essence of the phenomenon is transparent. Third, we 
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have derived the first path integral formulation of the Eigen model. This formulation 
may prove useful in other studies of this model of molecular evolution. 
Our results for cancer are a case in point. There are four stable selective phases 
and two stable non-selective phases. These results may help to shed light on the, 
at present, poorly understood phenomena of interaction with the immune system, 
and on why the immune response to cancer and to viruses differs in important ways. 
These phases could well also be related to the different stages, or grades, through 
which tumors typically progress. Our results are a first step toward making the 
connection with evolution on rugged fitness landscapes, landscapes widely accepted 
to be accurate depictions of nature. We have applied our solution of these microscopic 
complex adaptive systems to model four situations in biology: how a virus interacts 
with a drug, how an adaptable virus interacts with a drug, the problem of original 
antigenic sin [73], and immune system control of a proliferating cancer. 
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Appendix 
In this appendix we derive the path integral representation for the solution to 
the Eigen model. For simplicity, we show the derivation of the K = 1 case. To our 
knowledge, this is the first path integral expression representation of the solution to 
the Eigen model. This path integral representation allows us to make strong analytical 
progress. We start from the quantum representation of the Eigen model [25]. The 
Hamiltonian is given by 
-H = E i V e - ^ y J2 oflofl...<TilxMo*)-Nd0(o*) 
1=0 l<h<i2<--<ii<N 
~ Ne~'re~f/N'Zi°ff0((7*)-Nd0(az) (2.41) 
where we have used the fact that with j/N small, we need to consider only I « N 
spin flips. The partition function is decomposed by a Trotter factorization, 
Z = T r e - ^ = Tr(5x |e-^ / L |5 2 ) (5 2 | e -^ / L |53) . . . ( S ^ e " ^ . ^ ) (2.42) 
Here 
(5,_i|e-^/L|5«) = (Sl-1\^L[e-^N^°ff0{a')-d0(a')]\S,) 
c^W/, J ^ U J^JV \Si) 
(2.43) 
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We use the notation Mi = J2n SUN- W e find 
a, = <5,_1|/ + ^ e - V o ( $ > « / " ) e ^ & « * - ^ d 0 ( l * ^ ) W 
1 - ^ d o ( M , ) + ^ ^ / o ( M , ) e f l S „ ^ " 1 ' - - 1 ) (2.44) = <si-ifsi> 
where e_2B = 7/iV. We thus find 
on = A(dj) 
where d/ = 2„(-s^_1s^ — 1). To represent this in path integral form, we consider 
1 - ^db(Afj) + ^ e - V o ( M ; ) e ^ (2.45) 
- ^ 2 / ^dmrfVeAtJVe"7/o(Mi)eBme^m-AtiVdo(Mi) x
 e^-^m-d) 
= -L / d W m ^ f i j c - ^ * ^ ' ' + AiA^e-7/o(M0eBm5(m - d) + 0[(At)2] 
27r y 
= /" dm[<5(d)5(m - d)e~AtNMMl) + AtNe-'(fQ(Ml)eBrn5(m - d)5(m - d)] 
= S(d)e-AtNdo{Ml) + A(t)iVe-7/o(M0es^(O) 
= <5(0)[A(d)e-A*Ardo(M') + A^e-7 /o(M /)eB d] (2.46) 
where Ai = /3/L. We note that had we used a Fourier representation of the 5 
function on the finite domain [-A/2,A/2] instead of the infinite domain (—00,00), 
the expression 2ix5(Q) simply becomes A; moreover, such a finite representation of 
the 5 function is a sufficiently accurate representation of the A(d/) constraint when 
A » N: Ignoring the constant prefactor <5(0) terms, we can write the full partition 
function as 
^ / ^ ^ - - / ^ - W M , , , (2.47) 
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We now introduce the integral representation of the constraint S[(/3/.L)(NMi—^2n sn))-
After rescaling Bm\ —> mi, hi —• £?/i/ we find 
Z = Tr fv^VhVHVMe0N/L^'[e'yfoiMl)emi]ee~i'imi/B-himi-HlMl 
Xe0/LY,iHlY:„slm+Zi^i+PNBhl/L)Y,n(sinlsln-l) ^ 2 > 4 g j 
We note by an expansion of the 
exp[(/3Ar/L)e-7/o(Mi)em'e-^m'B] 
oo 
= ^[(/3iV/L)e->/0(MOemf 'exp(-^^m i /5)/A ; /! (2.49) 
fcj=0 
term in Eq. (2.48) to first order in (3N/L that the integral over ipi gives nothing more 
than S(—kimi/B + di) for ki = 0,1. This condition, however, is already enforced by 
the hi field when ki — 1 and by the mi field when fcj = 0 if we take as a rule to 
disallow mutations when hi = 0. We can, thus, remove the integral over ip, removing 
the (5(0) that we anticipated, to find 
Z= /p/ lpmP//PMe / 3 J V / L S ' [ e"7 / o ( M i ) e m ,-d o ( M i )- ' l 'm i- i / ( M ( Ig (2.50) 
where 
Q = Trep/LEiH'Zn'n+<3NB/LEn('fc'1»ln-i)F (2.51) 
Here Q is the partition function of N ID Ising models of length L. Here F enforces 
the constraint of disallowing mutations when hi = 0: F = I"L=i ^ { A ^ ^ E ^ s J , - 1 ^ — 
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1)]}. We note that Q = Q^, where Q\ is the partition function of one of these models. 
We are not, at this point, allowed to assume that the Hi or hi fields are constant over 
I. Indeed, by Taylor series expanding the first term in Eq. (2.50) and integrating over 
mi, we find that hi — 0 or hi — L/(/3N). We evaluate the partition function Qi with 
an ordered product of transfer matrices. To first order in (3/L the matrix at position 
I is given by 7} = J + ej where 
£i = 
0H, 2*1 
L N 
\ I 01^ 0^hi \ 
2<i -§Ei . . N N J \ I 
We find 
Q1 = Tr]lTi~Tvl[e« 
We rescale h —• h/j and m —» mj and take the continuous limit to find 
Qi = T r f e ^ V - f ^ ' H ^ M / s ' ) ] 
(2.52) 
(2.53) 
(2.54) 
where the operator T indicates (reverse) time ordering, and j3' — f3(L — l)/L. We find 
the form of the partition function to be 
Z= fvhVmVHVMeN ^o^'i^ M^-,m-MM)-hm-HM]+NinQl ( 2 5 5 ) 
Noting the N prefacing the entire term in the exponential, we take the saddle point. 
We note that 
SQi 
SH(f3') 
PH 
H{0')-- ._HJim=h vw+w 
x2sinh(/3\Aff2+7i2) (2.56) 
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and 
SQi 
= -j==, x 2sinh(/3VlPTh2) (2.57) 
H(t3')=H,h(p)=h Vti' + ti* 5h(P')\ 
We, thus, find a solution of the saddle point condition to be fields H, M, h, m 
independent of f3 that maximize 
1 *7 
^— = /3[/0(M)e-7e7m - do(M) -hm- HM + ln[2 cosh(/V#2 + h2)] (2.58) 
when the fields are averaged over a range A/3 = 0(1/N) by the saddle point limit. 
In the limit of large (3, we find 
— - = max [/0(M)e-7e7m - d0(M) - hm - HM + VH2 + h2} (2.59) 
N p M,H,m,h 
One can also derive Eq. (2.56) by means of a series expansion in /3, a "high temper-
ature" expansion. 
The generalization of the path integral representation to the multiple peak Eigen 
case proceeds as in the parallel case. One introduces K fields for the magnetizations, 
Mfc, and K fields enforcing the constraint, H*. One also finds in the linear field 
part of the Ising model the sum ^2k=1 H\ Y^nvnsn instead of simply Hi ^ 2n sln. The 
definition of the j/j and the a^ allows one to rewrite this in the form that leads to 
Eqs. (2.7), (2.24). 
Chapter 3 
Quasispecies theory for Horizontal Gene Transfer 
and Recombination 
This chapter was communicated in the article E. Mufioz, J.-M. Park, and M. W. 
Deem, Phys. Rev. E (to appear, 2008). 
Abstract 
We introduce a generalization of the parallel, or Crow-Kimura, and Eigen mod-
els of molecular evolution to represent the exchange of genetic information between 
individuals in a population. We study the effect of different schemes of genetic re-
combination on the steady-state mean fitness and distribution of individuals in the 
population, through an analytic field theoretic mapping. We investigate both hori-
zontal gene transfer from a population and recombination between pairs of individ-
uals. Somewhat surprisingly, these nonlinear generalizations of quasispecies theory 
to modern biology are analytically solvable. For two-parent recombination, we find 
two selected phases, one of which is spectrally rigid. We present exact analytical 
formulas for the equilibrium mean fitness of the population, in terms of a maximum 
principle, which are generally applicable to any permutation invariant replication rate 
function. For smooth fitness landscapes, we show that when positive epistatic inter-
actions are present, recombination or horizontal gene transfer introduces a mild load 
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against selection. Conversely, if the fitness landscape exhibits negative epistasis, hor-
izontal gene transfer or recombination introduce an advantage by enhancing selection 
towards the fittest genotypes. These results prove that the mutational deterministic 
hypothesis holds for quasispecies models. For the discontinuous single sharp peak 
fitness landscape, we show that horizontal gene transfer has no effect on the fitness, 
while recombination decreases the fitness, for both the parallel and the Eigen models. 
We present numerical and analytical results as well as phase diagrams for the different 
cases. 
3.1 Introduction 
It has been argued that genetic recombination provides a mechanism to speed 
up evolution, at least in finite populations [39]. Moreover, it has been suggested 
that recombination may provide a way to escape from the phenomenon of "Muller's 
ratchet" [79], or suboptimal fitness characteristic of finite populations with asexual 
reproduction. In bacteria, it has been proposed [80] that horizontal gene transfer 
allows for the gradual emergence of modularity, through the formation of gene clusters 
and their eventual organization into operons. In in-vitro systems, protein engineering 
protocols by directed evolution incorporate genetic recombination in the form of DNA 
shuffling [81, 82] to speed up the search for desired features such as high binding 
constants among combinatorial libraries of mutants. 
Besides these inherently dynamical effects, it remains a matter of debate if the 
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exchange of genetic-encoding elements provides a long-term advantage to an infinite 
population in a nearly static environment. Indeed, it is argued that [83] when advan-
tageous genetic associations have been generated as a result of selection in a given 
environment, further random recombination is likely to disrupt these associations, 
thus decreasing the overall fitness. This argument is less cogent if we consider that 
recombination and horizontal gene transfer preserve the modular structure of the ge-
netic material [80]. That is, entire operational and functional units are recombined, 
rather than random pieces. It has also been proposed that for recombination to intro-
duce an advantage in infinite populations, negative linkage disequilibrium is required 
[45, 84, 42, 44]. This situation means that particular allele combinations are present 
in the population at a lower frequency than predicted by chance. Negative linkage 
disequilibrium can result as a consequence of negative epistasis: alleles with nega-
tive contributions to the fitness interact synergistically, increasing their deleterious 
effect when combined, and alleles with positive contributions to the fitness interact 
antagonistically [46, 45, 85], see Fig. 3.1. Under negative epistasis, the mutational 
deterministic hypothesis [41, 42, 43, 44, 45, 46, 47] postulates that recombination pro-
motes a more efficient removal of deleterious mutations, by bringing them together 
into single genomes, and hence facilitating selection [41, 48] to discard those geno-
types with low fitness. It has been argued that the negative linkage disequilibrium 
generated by negative epistatic interactions is a factor to promote the evolution of 
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recombination in nature [45, 47, 86], and conversely that recombination may act as a 
mechanism to evolve epistasis [87, 88, 89]. This later statement is controversial, since 
it is intuitive that recombination should contribute to weaken correlations between 
different genes [90]. Despite these theoretical arguments, experimental studies seem 
to indicate that negative epistasis is not so common in nature [91, 92] as recombi-
nation and, moreover, both negative and positive epistasis may coexist as different 
fitness components [45] within the same genome in natural organisms. 
To address some of these questions, we study the effect of transferring genetic 
information between different organisms in an infinite population. We choose the 
conceptual framework of "quasispecies" theory, represented by two classical mod-
els of molecular evolution: the Eigen [11, 93, 12, 94] model and the parallel, or 
Crow-Kimura, model [95, 96]. These classical models include the basic processes of 
mutation, selection, and replication that occur in biological evolution. Our goal is 
to solve these two standard models of quasispecies theory, Crow-Kimura and Eigen, 
when horizontal gene transfer or recombination are included. Since horizontal gene 
transfer and recombination are essential features of evolutionary biology, our solu-
tions bring quasispecies theory closer to modern biology. An operational definition 
of fitness is provided in these models by the replication rate, which is considered 
to be a function of the genotype. In their simplest formulation quasispecies mod-
els consider a static environment, with a deterministic mapping between individual 
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genetic sequences and replication rate. Both the Eigen [11, 93] and the parallel, or 
Crow-Kimura model [95], are formulated in terms of a large system of differential 
equations, describing the time evolution of the relative frequencies of the different 
sequence types in an infinite population, a mathematical language that is common in 
the field of chemical kinetics [11, 93]. Sequences, representing information carrying 
molecules such as RNA or DNA, are assumed to be drawn from a binary alphabet 
(e.g. purines/pyrimidines). The most remarkable property of these classical models is 
that when the mutation rate is below a critical value they exhibit a phase transition 
in the infinite genome limit [11, 93, 12, 21, 20, 94, 97, 29, 28], with the emergence of 
a self-organized phase: the quasispecies [11, 93, 12]. This organized phase, character-
ized by a collection of nearly neutral mutants rather than by a single homogeneous 
sequence type, is mainly a consequence of the auto-catalytic character of the evolution 
dynamics, which tends to enrich exponentially the proportion of fittest individuals 
in the population [11, 93, 12, 94]. The quasispecies concept, with its corresponding 
"error threshold" transition, has been applied in the interpretation of experimental 
studies in RNA viruses [98, 99, 100, 101]. In particular, the error-threshold transition 
has been proposed as a theoretical motivation for an antiviral strategy [77], termed 
"lethal mutagenesis", which drives an infecting population of viruses towards extinc-
tion by enhancing their mutation rate [102, 103, 104]. It has been argued, however, 
that the mechanism for lethal mutagenesis possesses a strong ecological component 
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[105], and that perhaps the mean population fitness is simply driven negative, and 
so the total number of viral particles in an infecting population decreases in time 
towards extinction, in contrast with error-threshold theories that describe a shift of 
the composition of the quasispecies in genotype space. 
The existence of the error threshold transition has motivated the attention of the-
oretical physicists, especially since it was proved that the quasispecies theory can be 
exactly mapped into an 2D Ising spin system [20, 21], with a phase transition that is 
first order for a sharp peak fitness, and second or higher order for smooth fitness func-
tions. More recently, exact mappings into a quantum spin chain [22, 23, 27, 24, 25] 
or field theoretic representations [29] have been developed. Analytical and numerical 
studies of these systems, in the large genome limit, are possible when the fitness func-
tion is considered to be permutation invariant [22, 23, 29, 40, 97], or depending on the 
overlap with several peaks in sequence space [28]. The mapping of the quasispecies 
models into a physical system allows for the application of the powerful mathematical 
techniques of statistical mechanics, thus obtaining exact analytical solutions which 
provide significant insight over numerical studies [29, 28, 27]. Most of the existing 
analytical solutions correspond to the case when recombination is absent. Recom-
bination and horizontal gene transfer have been studied by computer simulations of 
artificial gene networks [46] and digital organisms [84], but relatively few analytical 
approaches have been reported in the context of quasispecies theory [38, 39, 40, 106]. 
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Figure 3.1 Convention for the sign of epistasis, e. In the figure are represented two 
smooth fitness landscapes, as a function of u — 21 /N — 1, with N the total length of the 
(binary) genetic sequences and 0 < I < N the number of beneficial mutations (number of 
'+ ' spins) along the sequence. In this representation, positive (synergistic) epistasis e > 0 
corresponds to a positive curvature / (u) > 0, while negative (antagonistic) epistasis e < 0 
corresponds to a negative curvarture / (u) < 0 [85, 46, 45]. The examples shown are a 
quadratic fitness landscape f(u) = ku2/2 (dashed line), with positive curvature and e > 0, 
and a square-root fitness landscape f(u) — ks/u (solid line), with negative curvature and 
e < 0. We set k = 4.0 in both examples. 
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A numerical study of a mathematical model for viral super-infection termed uniform 
crossover, and intermediate between horizontal gene transfer and recombination, has 
been reported [38], with numerical solutions based on relatively short viral sequences 
(N=15). More recently, the-effect of incorporating horizontal gene transfer in qua-
sispecies theory has been studied in terms of the dynamics [39], reporting numerical 
studies and approximate analytical expressions. Exact analytical expressions for the 
equilibrium properties of the population in the presence of horizontal gene transfer 
have been derived using the methods of quantum field theory [40]. 
In this article, we study the effect of introducing different schemes of genetic re-
combination in quasispecies theory. Extending the results in [40], we present an exact 
field theoretical mapping of the parallel and Eigen models. We remark that field the-
oretical methods provide a unique and powerful set of tools for the analytical study 
of dynamical systems, such as reaction-diffusion [32, 58] or birth-death processes [34]. 
In this paper, we employ these theoretical tools to obtain exact analytical expres-
sions for the equilibrium mean fitness and average composition of the population, for 
permutation invariant but otherwise arbitrary replication rate functions. 
In Section 2 we consider the parallel model. We consider horizontal gene transfer 
of non-overlapping blocks, as well as of blocks of random size. We also consider a 
recombination process producing a daughter sequence symmetrically from two par-
ents, as might occur in viral super- or co-infection. In Section 3, we study the effect 
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of these different genetic recombination schemes in the context of the Eigen model. 
In both models, recombination leads to two selected phases. Interestingly, beyond a 
critical recombination rate, the distribution of the population becomes independent 
of the recombination rate. Also interesting is that the steady-state distribution is 
independent of the crossover probability. 
To study the effect of epistasis, whose sign is determined by the curvature of the 
fitness landscape (second derivative) when represented as a function of the Ham-
ming distance with respect to the wild-type, we considered two different examples of 
smooth fitness functions: a quadratic function, representing positive epistasis, and a 
square-root function representing negative epistasis. We find that, for the quadratic 
fitness function, horizontal gene transfer and recombination introduce a mild load 
against selection. The opposite effect is observed for the square-root fitness, that 
is, horizontal gene transfer and recombination introduce an advantage by enhancing 
selection towards fittest genotypes. This results provide support for the mutational 
deterministic hypothesis, which postulates that recombination should be beneficial 
for negative epistasis fitness functions, and deleterious for positive epistasis fitness 
functions. Moreover, we prove analytically in Appendix 3.12 that the mutational de-
terministic hypothesis applies for the parallel model in the presence of horizontal gene 
transfer. A similar proof is provided in Appendix 3.13 for the Eigen model. We also 
show analytically that the mutational deterministic hypothesis applies for the case of 
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two-parent recombination, as presented in Appendix 3.14 for the parallel model, and 
in Appendix 3.15 for the Eigen model. 
The effect of recombination becomes negligible for discontinuous fitness land-
scapes, such as a single sharp peak. For all these cases, we present exact analyti-
cal expressions that determine the phase structure of the population at steady state. 
Results are explicit for any microscopic fitness function: Eqs. (3.14), (3.31), and 
(3.62-3.63) for the parallel model and Eqs. (3.82), (3.93), and (3.106-3.107) for the 
Eigen model. We evaluate these expressions for three permutation invariant fitness 
functions: sharp peak, quadratic, and square root for the two common forms of qua-
sispecies theory, parallel and Eigen: Eqs. (3.22), (3.23), (3.33), (3.34), (3.68), (3.71), 
(3.85-3.87), (3.96-3.98), (3.112), and (3.113). We also present numerical tests sup-
porting our analytical equations. 
3.2 The parallel model 
We consider a generalization [40] of the parallel, or Crow-Kimura [95], model to 
take into account the transfer of genetic material between pairs of individuals in an 
infinite population. 
dqi , v ^ ,
 AT^WRlklQkqi AT a -\\ 
-77 = nqt +• > _ HikVk + vN^^ vNqi (3.1) 
dt $zi l^kQk 
Here, <& represents the (unnormalized) frequency of the sequence type Si = (s\, sl2,..., s%N), 
with s'j = ±1, for 1 < i < 2N and 1 < j < N. The normalized frequencies are ob-
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tained from Pi = qij Ylj=\ Qj- In Eq. (3.1), rt is the replication rate of sequence Si. It 
is given that T{ — Nf I jj ]TV 1 s)) • The mutation rate from sequence Sj into Si is 
Hij = fiS^j^ — NnSd^fi- The Kronecker delta in this expression ensures that mutations 
involve a single base substitution per unit time (generation). Genetic recombination 
processes between pairs of sequences in the population are represented by the nonlin-
ear term. They are considered to occur with an overall rate v, while the coefficient 
Rlkl represents the probability that a pair of parental sequences Sk, Si produces an 
offspring Si. Depending on the particular recombination mechanism, some of these 
coefficients will be identically zero. Also, these coefficients must satisfy the condition 
E-i4< = i , v i < M < 2 " 
For this generic process, we will present the analytical solutions for the steady-
state mean fitness by considering different schemes of genetic recombination. 
3.2.1 Horizontal gene transfer of non-overlapping blocks 
In this recombination scheme, we consider the exchange of blocks of genetic mate-
rial between pairs of individuals. We consider these blocks to be non-overlapping in 
the parental sequences, and of a fixed size M. Thus, each sequence is made of N/M 
blocks. The recombination coefficients in the differential Eq. (3.1) are given for this 
horizontal gene transfer process by 
N/M-l M{b+1) / 1 , i \ N / 1 k i\ 
*- E n F T * n ^ )• <3-2) 
6=0 jb=Mb+l V / j^Vb} V / 
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Figure 3.2 Pictorial representation of the horizontal gene transfer process considered. 
Here, 0 < b < N/M - 1 represents the block index, while Mb + 1 < jb < M(b + 1) 
represents the site index within block b. 
Generalizing the method presented in [40], we write the non-linear term as 
Lm9m
 6=Q \jb=m+i V / / &{jh} 
N /l + s"s n 3 3 (3.3) 
Here, (Ai) = ^ q\Axj ]T}m qm is a population average. At steady state, this average 
is independent of the value of b, due to the symmetry of the fitness function. 
The variance of the composition ul = jj ^ = i 4 is giv e n by ^ V . ji=1(5slj8slj,). 
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In the absence of recombination or horizontal gene transfer this variance is 0(N~1), 
which implies correlations along the sequence are C?(iV_1) [29]. We expect the same 
scaling of the variance in the presence of recombination or horizontal gene transfer. 
Therefore, we introduce the factorization 
/ ^(6+1) 1 + J
 si ' 
n ^ 
\jb=Mb+l 
M(b+1) 
~ n 
jb=Mb+l 
M(6+l) 
1 + Sl,S 3b 3b + 0(M/N) 
n , l + u(jb) ' l - u ( j i ) ( dsit+1 - + d ^ . - i 
jb=Mb+\ 
' v + 1 2 V 
(3.4) 
which becomes exact in the N —* oo limit. Here, u(jb) = ]T^ qisljj J2m Q™ ls *ne 
average base composition at site %. 
We are interested in the long time behavior of the system, when the average base 
composition becomes independent of time and position u(j) ~ u. Thus, in the for-
malism of spin Boson operators [40] a{j) = (a,i(j), OQ{J)), we define the recombination 
operator describing this recombination term by 
N/M-l 
R 
- T 
6=0 
M(b+1) 
I I K a i U ) + P-altib)}[ai(jb) + a2{jb)] - I 
jb=Mb+l 
(3.5) 
Here, / is the identity operator. The coefficients p± = (1 ± u)/2 represent [40] the 
steady-state probability (per site) of having a "+1" or a "-1" . Defining the matrix 
/ 
D = 
V 
P+ P+ 
P- P-
(3.6) 
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the recombination operator in Eq. (3.5) can be expressed as 
N/M-l 
*4E 
6=0 
M(6+l) 
n h\jb)Dh{jb)-i 
jb=Mb+l 
(3.7) 
The Hamiltonian 
Considering the recombination operator in Eq. (3.7), we formulate the Hamilto-
nian describing the system 
-H = Nf 1
 N
 -
N 
+ /*]T[at0>1a(j)-/] 
j = i 
N/M-l 
6=0 
M(6+l) 
H h\jb)D%jb)-i 
jb=Mb+l 
(3.8) 
Here, cr3 = 
' i o N 
v° -V 
and CTI = 
Trotter factorization 
'oi^ 
V1 ° / 
are the Pauli matrices. We introduce a 
~-Ht lim / p r © | | | 5 w > ( n < 
M—KX J V 
«fc|e £ | 4 - i ) <5*o|- (3.9) 
As shown in Appendix 3.1, the partition function that gives the mean population 
fitness is 
Z = J [D£,V£V<f)V<f>]
 e -
s
 [«•*•*] ~
 e
Nfmt 
Here, the action in the continuous time limit is 
S [£,£,$,<!>] = -N J dt[-&-
(3.10) 
^
 M
 M J^' M* . N\nQ 
(3.11) 
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The saddle point limit 
In the N —• oo limit, the saddle point is exact and we obtain an analytical 
expression for the partition function Eq. (3.10). We look for the steady-state solution, 
when the fields become independent of time, £c, £c, 0C, 4>c. The trace defined by Eq. 
(3.126) in the long time saddle-point limit becomes 
lim ^ £ = | + [&(£ + u4>c) + ^ + 0C/2)2]1/2 (3.12) 
Hence, the saddle-point action is 
,. InZ' -Sc 
lim —— = lim N,t-+oo Nt t^oo Nt 
= fm = m a x _ { / ( & . ) - £ & - 0 c 0 c - V-T> + T7<$ 4c,€c,0c,</>c !• MM 
+ | + [&(& + * + 0* + 4>J2f]1/2 } . (3.13) 
As shown in Appendix 3.2, the mean fitness of the population is 
fm = _-xi{/fe)-/,-^+^[^c)r 
+ / i V T ^ 
( l + ^ ( l - i x 2 ) [ ^ c ) ] M - l ) 2 _ u 2 
1/2 }• 
(3.14) 
Here, (f)c is given by Eq. (3.133), and the surplus u is obtained through the self-
consistency condition fm = f(u). Equation (3.14) represents an exact analytical 
expression for the mean fitness of an infinite population experiencing horizontal gene 
71 
transfer. This expression is valid for an arbitrary, permutation invariant replication 
rate f(u). 
It is worth to notice that Eq. (3.14) is a natural generalization of the single-site 
horizontal gene transfer process described in [40]. Indeed, specializing the Eqs. (3.133) 
and (3.14) to the particular case M = 1, after some algebra, we obtain 
(3.15) 
which reproduces the analytical result in [40], 
Numerical tests and examples 
For numerical calculations, it is convenient to reformulate Eq. (3.1) in terms of the 
fraction of the population at a distance I from the wild type, Pi = Ylizc Pi- Here, C\ 
is the class of sequences with / number of " -1" sites. The number of sequences within 
this class is (^). 
As an example, for the case M = 3, the differential equation representing the 
time evolution of the probability distribution of classes within an infinite population 
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of binary sequences is 
m 
dt N 
N 
f{2l/N-l)-Y,PvfW'/N-l)-li 
l'=0 
Pi + liN N-l + 1 l + l n-\ H—— -n+i N N 
v + 3 W {p-93(N - I + 3)P,_3 + [p3_M^ - / + 2) + 3p2_p+g3(N - I + 2)]P,_2 
+ [p3_/^ - 1) + 3P-p2+g3(N - / + 1) + 3p2_p+h{N - I + l ) ] / ^ 
+ [^(AT - I - 1) + 3p2_p+<?3(/ + 1) + 3p-P2+h(l + 1)}P1+1 
+ [p3+h{l + 2) + 3p-p2+g3(l + 2)}Pl+2 + p3+g3{l + 3)Pl+3} 
~N {(pi + 3p2_p+ + 3p-p2+)g3(N -l) + (pi + 3p2_p+ + p3+)h(N - 0 
+ (pi + 3p_p2, + p3+)h{l) + (p3+ + 3p+p2_ + 3p_p2+M0} P 
(3.16) 
In writing this equation we have made use of the only 0(N"1) correlations between 
sites, which holds at long time as well as for short time with suitable initial conditions. 
Here, we defined 
1±« 
P± = 
where the average composition is calculated as 
N 
(3.17) 
y> N - 21
 n 
1=0 N 
(3.18) 
and the functions 
9s(l) = 
h(l) = 3 
l{l-l)(l-2) 
N(N-l)(N-2) 
l(i-l)(N-l) 
N(N-l)(N-2) (3.19) 
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A comparison between the analytical expression Eq. (3.14) and the direct numer-
ical solution of the differential Eq. (3.16) for N = 1002 is presented in Table 3.1, 
where the quadratic fitness /(u) = ku2/2 was considered. We notice that the analyt-
ical method and the numerical solution provide the same results within 0(iV_1), as 
expected from the saddle point limit. 
The differential equation representing the horizontal gene transfer of blocks of size 
M — 4 within an infinite population of binary sequences is given by 
dP JtPl N 
N 
f{2l/N -\)-Y,PvW/N -\)- n 
l'=0 
Pi + liN »-< + IPI_1 + 1±1PM 
N •N 
+jN {g4(N - I + 4)piP,_4 + [pih3(N -I+ 3) + 4p3_p+g4(N - I + 3)]F;_3 
+ \p4_h2(l - 2) + Ap3_p+h3(N - I + 2) 
+ 6ptp2+g4(N - I + 2)]P,_2 + [p4_h3(l - 1) + 4p3_P+h2(l - 1) 
+ 6p2_p2+h3{N -l + l) + 4p_p3+gA(N - I + l ) ] fU 
+ [p4+h3{N -l-l)+ 4p„p3+h2(l + 1) + 6p2_p2+h3{l + 1) + 4p3_P+gA{l + l)]Pi+i 
+ [p4+h2(l + 2) + 4p-p3+h3(l + 2) + 6ptp2+g4(l + 2)\Pl+2 
+ [p4+h3(l + 3) + 4p-p3+gS + 3)}Pl+3 + p4+g4(l + 4)Pl+A) 
~N{[pi + 6p2_pl + 4p3_P+ + p4+}h3(N -I) + [pi + 6p2_p2+ + 4p_p\ + p4+)h3(l) 
+ [4p3_p+ + Qp2_p2+ + 4p_p% + pi]g4(N -l) + [4p3_p+ + 6p2_p2+ + 4p_p3+ + p4+]g4(l) 
+ [pi + 4p3_P+ + Ap_p% + p4]h2(l)} ^ (3.20) 
Here, the parameters p± and u are defined, as before, by Eq. (3.17) and Eq. (3.18), 
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Table 3.1 Analytical versus numerical results for horizontal gene transfer in the parallel 
dratic : 
k/fi 
2.0 
2.0 
2.0 
2.0 
2.5 
2.5 
2.5 
2.5 
5.0 
5.0 
5.0 
5.0 
itness 
vjii 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
f(u) = ku 
„. numeric 
0.4993 
0.4830 
0.4668 
0.4510 
0.5995 
0.5915 
0.5838 
0.5766 
0.7998 
0.7988 
0.7979 
0.7970 
2 / 2 , with j 
..analytic 
0.5000 
0.4838 
0.4677 
0.4519 
0.6000 
0.5920 
0.5844 
0.5772 
0.8000 
0.7990 
0.7981 
0.7972 
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respectively. We also define the functions 
1(1 - l)(l - 2)(l - 3) 
04(0 
MO = 4 
N(N - 1)(N - 2)(N - 3) 
1(1 - l)(l - 2)(N - I) 
N(N-l)(N-2)(N-3) 
h (l\ J(l~l)(N-l)(N-l-l) 
h2{l)
 =
 6N(N-l)(N-2)(N-3) (3"21) 
A comparison between the analytical expression Eq. (3.14) and the direct numeri-
cal solution of the differential Eq. (3.20) for N = 1002 is presented in Table 3.2, for the 
quadratic fitness f(u) = ku2/2. As in the former case, the numerical and analytical 
results agree to within 0(N~1), as expected. 
For the quadratic fitness case in the absence of recombination (v = 0), the exact 
analytical result predicts the existence of a "selected" organized phase, or quasis-
pecies, when k > \i. In this phase, the average composition is given by u = 1 — fx/k. 
For k < fj,, a phase transition occurs and the quasispecies disappears in favor of a 
disordered or "unselected" phase with u = 0. In Figure 3.3, we display the phase 
structure in the presence of horizontal gene transfer. In agreement with the numeri-
cal results presented in Table 3.1 and Table 3.2, the recombination scheme considered 
in this model introduces a mild mutational load. However, near the critical region 
kj[i ~ 1, one observes that horizontal gene transfer distorts the phase boundary 
which defines the error threshold, from the horizontal line k/fi = 1, to a monotoni-
cally increasing curve that saturates for large values of v/fi. We obtain an analytical 
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Figure 3.3 Phase diagram of the parallel (Kimura) model for the quadratic fitness 
f(u) = ku2/2, with horizontal gene transfer of non-overlapping blocks of size M. The 
phase boundary of the error threshold phase transition is given by the curve, and its shape 
is independent of the block size M. In the absence of horizontal gene transfer, the phase 
transition occurs at k/fi — 1. 
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Table 3.2 Analytical versus numerical results for horizontal gene transfer in the parallel 
model for the quadratic fitness f(u) — ku2/2, with M = 4. 
k/n 
2.0 
2.0 
2.0 
2.0 
2.5 
2.5 
2.5 
2.5 
5.0 
5.0 
5.0 
5.0 
v/fi 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
..numeric 
0.4993 
0.4832 
0.4672 
0.4510 
0.5995 
0.5916 
0.5839 
0.5766 
0.7998 
0.7988 
0.7979 
0.7970 
..analytic 
0.5000 
0.4840 
0.4680 
0.4519 
0.6000 
0.5921 
0.5845 
0.5773 
0.8000 
0.7990 
0.7981 
0.7973 
78 
expression for the phase boundary, by expanding Eqs. (3.133) and (3.14) near the 
critical region £c ~ 0, u ~ 0. We find that the boundary is defined by 
We notice from this expression that for small i/, kcvA ~ /x + v/2, whereas for large v 
the phase boundary becomes asymptotically independent of u, kCTit ~ 2/i. We also 
notice from this formula that the phase boundary is independent of the block size M. 
As a second example, we consider a square-root fitness function 
f(u) = ky/\u\ (3.23) 
In Table 3.3, we present a comparison of our analytical result, obtained from Eq. 
(3.14), with the direct numerical solution of the differential Eq. (3.16), for M = 3. As 
in the quadratic fitness example, the analytical and numerical results agree to order 
0(N~1), as expected. 
From the results presented in Table 3.3, it is remarkable that the average composi-
tion u, and correspondingly the mean fitness of the population fm — ky/\u\, increase 
when increasing the horizontal gene transfer rate v. 
The mutational deterministic hypothesis states that recombination is beneficial 
for negative epistasis fitness functions (see Fig. 3.1) / ' [u) < 0, and deleterious for 
positive epistasis fitness functions, f"{u) > 0 [41, 45, 46, 42, 43, 44]. Our results for 
the quadratic and square-root fitness functions, Eqs. (3.14)-(3.22) and Tables 3.1, 
Table 3.3 Analytical versus numerical results for horizontal gene transfer in the parallel 
(Kimura) model for the square-root fitness f(u) = fc^/juf, with M = 3, N = 801. 
k/n 
2.0 
2.0 
2.0 
2.0 
2.5 
2.5 
2.5 
2.5 
4.0 
4.0 
4.0 
4.0 
vj\i 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
„. numeric 
0.4858 
0.4892 
0.4918 
0.4939 
0.5399 
0.5428 
0.5450 
0.5469 
0.6525 
0.6542 
0.6556 
0.6568 
„. analytic 
0.4855 
0.4889 
0.4915 
0.4936 
0.5396 
0.5425 
0.5448 
0.5466 
0.6523 
0.6540 
0.6554 
0.6565 
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3.2, and 3.3 provide support for this hypothesis. In fact, we can prove the mutational 
deterministic hypothesis holds for the parallel model in the presence of horizontal 
gene transfer, Appendix 3.12. 
Horizontal gene transfer has less of an effect for the sharp peak fitness, f(u) = 
ASUji. For general M, the maximum in Eq. (3.14) is achieved for £c = 1, with 
<f>e(l) = (1 + u)/2 from Eq. (3.133). Thus, one obtains 
fm = A-p+j} 1 + U (3.24) 2 
The error threshold is given for u = 0 by the condition A > pi+-~{l — 2~M). However, 
we notice from Eq.- (3.24) that fm(u = 1) = A — // > fm(u = 0). Therefore, we have 
u = 1 — 0(N~1) in the selected phase, with the effect of horizontal gene transfer being 
negligible for finite M. We obtain the fraction of the population located at the peak 
Po, from the self-consistency condition P0A = fm, which yields P0 = 1 — (J./A. Thus, 
the true error threshold is at Aciit — [J,, with the condition A > fji+~(l—2~M) defining 
the limit of metastability for initial conditions with u ~ 0. These results are similar 
to the ones obtained in the absence of horizontal gene transfer [29, 40, 107]. Thus, 
we conclude that for the sharp peak fitness, horizontal gene transfer does not spread 
out the population in sequence space. This result differs from the numerical studies 
presented in [38], where a mathematical model for 'uniform crossover' recombination 
between viral strains super-infecting a population of cells was described. We remark 
that this model studied sequences of finite length (N = 15), where the error threshold 
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transition is not really sharp. Our results correspond to the more realistic limit 
N —> oo (typical viral genomes are 103 — 104). 
In summary, from our exact analytical formula for the mean fitness Eq. (3.14), 
which is valid for any permutation invariant replication rate, we developed the ex-
plicit solution of three different examples: a quadratic fitness, a square-root fitness 
and a single sharp peak. For the case of smooth fitness functions, from our exact 
analytical formulas for the mean fitness fm and average composition u, we conclude 
that in agreement with the mutational deterministic hypothesis [41, 45, 42, 43, 44], a 
population whose fitness represents positive epistasis (i.e. quadratic), will experience 
an additional load against selection due to horizontal gene transfer. On the con-
trary, when negative epistasis is present (e.g. square-root), horizontal gene transfer is 
beneficial by enhancing selection. We provided a mathematical proof for this effect, 
Appendix 3.12. When the fitness is defined by a single sharp peak, the population 
steady-state distribution behaves more rigidly in response to horizontal gene transfer. 
This fundamental difference can be attributed to the structure of the quasispecies 
distribution, which in the smooth fitness case is a Gaussian centered at the mean 
fitness, while in the sharp peak it is a fast decaying exponential, sharply peaked at 
the master sequence [29]. While the Gaussian distribution spreads its tails over a 
wide region of sequence space, thus allowing for horizontal gene transfer effects to 
propagate over a large diversity of mutants, the sharp exponential distribution con-
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centrates in a narrow neighborhood of the master sequence, acting as a barrier to the 
propagation of such effects. 
3.2.2 Horizontal gene transfer for multiple-size blocks 
A natural extension to the model of horizontal gene transfer involving blocks of 
genes of a given size is to consider a process where each site along the sequence may 
be transferred with probability 7, or left intact with probability 1 — 7. The operator 
describing this process is 
A = I l _ n [ ( l - 7 ) / J + 7 « ; ] - ^ / . (3.25) 
Here, Rj = a*(j)Da(j) is the single-site recombination operator defined in Eq. (3.5), 
with the matrix D defined as in Eq. (3.6). Notice that this operator represents a 
binomial process, where an average number of sites (M) = jN is transferred. If we 
consider, as in the former finite block size case, that N/(M) = O(N), then we have 
7 = (M)/N, and for very large AT Eq. (3.25) reduces to 
N 
( ^ n ^ - - ^ - - ^ j - ( M ) ^ ( M ) c • • " — • - - - ( M ) -
(3.26) 
R=-LT\\(1- 7)/, + 7i?,l - -Li ~ -Le-M+^EjLx^PSc,-) - -Li. 
Considering the recombination operator defined in Eq. (3.26), the spin Boson 
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Hamiltonian for the Kimura model becomes 
-H = Nf N Y^a
]{j)a3a{j) 
i = i 
-W)NL (3.27) 
We introduce a Trotter factorization 
= Yxm^JprVA \zM) (f[(zk\e-^\zk^) J (z0|. (3.28) , - f f t 
Mc=l 
As shown in Appendix 3.3, the partition function becomes 
Z = J [V^V^V^Vcp]
 e"
sfc*'**] ~ eNfmt. (3.29) 
Here, the action in the continuous time limit is 
S [£ f, 4>, 0] = -iV j f df | - & - # - /i - ^ + / ( 0 + ^ e - W C i - * ) (M> (M) - iV lnQ 
(3.30) 
The saddle point limit 
As in the previous model, the saddle point limit is exact as N —* oo in Eq. (3.30). 
After a similar procedure as in section II.A.2, we find the saddle-point equation 
for the mean fitness 
f
™ = -^4m~fl'W)+W)' -(M)(l-<M&j) 
+»VT^ec 
VT=1?(1 + £-e-<*>(i-*««°))) 2/ i 
[f1 + ^ ( ! - u2)e-W(Wc«c)))2 _
 u2 
1/2 J (3-31) 
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Here, </>c(£c) is obtained from the equation 
• W W = — o — + ^ — 7 ^Tj2 ( 3 - 3 2 ) 
1 l+^(l-u2)e-<M>(i-<*, c) 
Eq. (3.31) represents an exact analytical expression for the mean fitness fm of an 
infinite population experiencing horizontal gene transfer of multiple size sequences. 
The formula is valid for an arbitrary, permutation invariant replication rate function 
/ ( « ) • 
We notice that recombination introduces an additional mutational load against 
selection. This load is mild at low values of the fitness constant k, and becomes 
negligibly small at larger values. Numerical evaluation of Eqs. (3.31) and (3.32) is 
presented in Table 3.4 for the quadratic fitness f(u) = ku2/2, and average block size 
(M) = 3. 
An analytical expression for the phase boundary is obtained from Eqs. (3.31) and 
(3.32), near the error threshold u ~ 0, £c ~ 0. We find 
1 +
 M 
fccrit = A<1 „ (3.33) 
We notice t ha t for small 1/, the critical value is fccrit ~ fi+v/2, whereas for large values 
of v it becomes independent of recombination fcCI.;t ~ 2/x. This behavior is similar to 
the one previously observed in Fig. 3.3 for the case of horizontal gene transfer with 
blocks of fixed size. The shape of the phase boundary is independent of the block size 
in the horizontal gene transfer process, assuming tha t the size of the blocks is finite. 
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Table 3.4 Analytical results for horizontal gene transfer in the parallel model for the 
quadratic fitness f(u) — | u 2 , with (M) = 3. 
k 
2.0 
2.0 
2.0 
2.0 
2.5 
2.5 
2.5 
2.5 
4.0 
4.0 
4.0 
4.0 
V 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
„. analytic 
0.50 
0.4840 
0.4680 
0.4522 
0.6000 
0.5921 
0.5845 
0.5773 
0.8000 
0.7990 
0.7981 
0.7973 
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As a second example, we consider the square root fitness f(u) = ky/\u\. Analytical 
results for the average composition, obtained after Eq. (3.14), are represented in 
Table 3.5 for blocks of average size (M) — 3. From the values displayed in Table 
3.5, we notice that horizontal gene transfer introduces a mild increase in the average 
composition and, correspondingly, in the mean fitness of the population fm = fcy^juj. 
This trend, which is opposite to the quadratic fitness case, can be attributed to the 
negative epistasis represented by the square root fitness, by similar arguments as in 
the case of fixed block size. 
Horizontal gene transfer does not affect the phase boundary for the sharp peak 
fitness, f(u) = A5U^. In this case, Eq. (3.31) is maximized at £c = 1, with <fic = 
(1 +u)/2 from Eq. (3.32). Thus, the mean fitness becomes 
/
-
 =
 ^ -
/ i
- ( ^ ) [ 1 " e _ < A ? > ( 1 " U ) / 2 ] ( 3 - 3 4 ) 
The error threshold is given, for u = 0 in Eq. (3.34), by the condition A > // — ™[1 — 
e-W/2] However, we notice that fm(u — 1) = A — // > fm(u — 0). Hence, in the 
selected phase u = 1 — 0(N~1), and the recombination effect becomes negligible for 
infinite N. From the self-consistency condition fm = PQA, we obtain the fraction of 
the population located at the peak P0 = 1 — fi/A. Therefore, the true error threshold 
is given by Acrit > /x, with A > fx — 7^y[l — e~^M^2] the limit of metastability for 
initial conditions with u ~ 0. 
Therefore, we conclude that horizontal gene transfer for multiple size blocks dis-
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Table 3.5 Analytical results for horizontal gene transfer in the parallel model for the 
square-root fitness f(u) — k-\/\u\, with (M) — 3. 
k 
2.0 
2.0 
2.0 
2.0 
2.5 
2.5 
2.5 
2.5 
5.0 
5.0 
5.0 
5.0 
V 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
1.0 
1.5 
„. analytic 
0.4855 
0.4889 
0.4915 
0.4936 
0.5396 
0.5425 
0.5448 
0.5466 
0.6523 
0.6540 
0.6554 
0.6566 
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plays a qualitatively similar behavior to the corresponding process for fixed block size. 
A population evolving under a smooth fitness function with positive epistasis (e.g. 
quadratic, see Fig. 3.1) experiences an additional mutational load due to horizontal 
gene transfer, which modifies the quasispecies structure, reducing the mean fitness, 
and hence shifting the error threshold. On the contrary, when epistasis is negative 
(e.g. square-root, see Fig. 3.1) a beneficial effect is induced by horizontal gene trans-
fer, in agreement with the mutational deterministic hypothesis, as we demonstrate in 
Appendix 3.12. 
A discontinuous sharp peak fitness function does not change the quasispecies dis-
tribution or the mean fitness, although it does introduce metastability. 
3.2.3 The parallel model with two-parent recombination 
Biological recombination, as occurs for example in viral super- or co-infection or in 
sexual reproduction, involves the crossing over of parental strands at random points 
along the sequence. The copying process is carried out by the action of polymerase 
enzymes, which move alternatively along one or the other parental strand. An ap-
proximate representation of this process is to consider that the polymerase enzyme 
starts, with probability 1/2 on either parental strand, copying one base at a time. 
We consider the crossovers to occur because there exists a probability pc per site that 
the polymerase "jumps" from its current position towards the other parental strand. 
Alternatively, the enzyme progresses along the current strand with probability 1 — pc. 
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A pictorial representation is shown in Fig. 3.4. 
For this particular process representing the wandering path followed by the poly-
merase enzyme, the recombination coefficients ffkl in Eq. (3.1) are given by the exact 
analytical expression 
1 
Rli - 2 Z^ 
{«y=±i} 
1 + sks[\ ~^ (I + 4 4 x ~^ 
l+<x2 
X[(l-Pc) 2 Pc 2 ] *2a2 1 + 4 5 ^ ^ 
x[(l-Pc) 2 Pc J 
I + q 3 
fe
 ai \ 2 ' 
X . . . X [(1 -
 Pc) 2 pc » ] / 
i + 44 
k ci \ 2 1 + SlNS N°-N 
(3,35) 
Here, the recombining parental sequences are Sk = (4> 4> • • • >sw)> <Si = (4> • • • > s5v) 
and the offspring sequence is Si = ( 4 > 4 > . . . ,slN), with Sj = ± 1 . Using Eq. (3.35), 
Eq. (3.1) representing the t ime evolution of an infinite population of binary sequences 
experiencing replication, point mutations and two-parent recombination, exactly be-
comes 
*:=i fc=l { Q J = ± 1 } k U=2 
N 
n* 
l - a ,
 1 Q 
2
 (1 - Pc) 2 
w / , , * i \ " V 2" 
» n ^ ^ n + sj. i - 4 r 
1-a.,- "\ 
2 
(3.36) 
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1-Pc 
H • 
'1-Pc 1-Pc 
1/2 
o. 
•XL l l i l l l l l l T© 
* I-P. r lp° -i-p. r 
• ^ — • • — i — • 
1/2 N I I I f i i i i i• 11 i i i i 
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Figure 3.4 Pictorial representation of the two-parent genetic recombination process 
considered in the theory. 
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where, again, p\ = q\j YM=I QI is the normalized probability for sequence 1 < I < 2^. 
Prom Eq. (3.36), the recombination operator corresponding to this recombination 
process in the spin Boson representation is 
2N 
1 A+a 
i=i {<*i=±i} 
x [ / 2 2 J 2 « ( 2 ) - ^ ] x [ ( l - P c ) - ^ P c > ] x [ / 3 2 ^ ( 3 ) - ^ ] 
x . . . x [ ( l - p c ) » Pc 2 J x ^ ' ^(JV>-^]-J 
= g({Ri(J)}) ~ I (3.37) 
Here, the local recombination operator is Ri(j) = a,(j)^DlMj), with 
/ 
q = 
1+si- 1+si-
v ^ 
1-4 1-4 
\ 
J 
(3.38) 
riV The /j are the identity operators acting on site 1 < j < N, whereas / = rL=i -0 ^s 
the identity operator for the entire sequence vector. 
The Hamiltonian 
The Hamiltonian describing the evolution of this system in the spin Boson repre-
sentation is given by 
-H = Nf 
N 
N 
^ a f 0 > 3 a ( j ) 
3=1. 
N 
+ (iJ2 [«f0>i«(i) - i] + "N (g[{Rt(j)}] - i) 
3=1 
(3.39) 
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We introduce a Trotter factorization 
e~
At
 = KmoJ[Vz*Vz\\zM) (f[{?k\e~^\zk^) J (z0\ (3.40) 
As shown in Appendix 3.4 the partition function is 
Z = J[ViV(vme-^ (3.41) 
Here, the action"in the continuous time limit is given by 
S [£ £, j>, <t>] = -N f dt [ -& -M-V-U + / ( 0 + vg(<f>)] -NlnQ (3.42) 
Jo 
As shown in Appendix 3.5, the recombination term can be represented, for 0 < 
Pc < 1/2, by the exact finite series 
l<t<j '<fc<n 
x n (i^)+.:.+(1-2^n(i^i)} 
m^i,j,k,n ^ ' j = l \ / J 
(3.43) 
were we used the notation tpj = zKj)DjZk-i(j), and Dlj is defined in Eq. (3.38). 
We consider first the case when pc = 1/2 in the above expression. Then, we have 
2N N 
0({$},Pc = l/2) = 5 > n ( 1 + V'})/2 (3.44) 
(=i j = i 
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We notice that the recombination term in the differential Eq. (3.36) satisfies ^2l=1 PiRli — 
1, V k,i, because Rlkl > 0 and 2j»=i H-h = 1- *n o u r neld theoretic representation of 
the model, this condition is equivalent to g({iplj}) < 1. Hence, for any physical state, 
the product Ylj=i I - 2 / — •*•  This condition imposes a boundary for the values of 
TI>J = z*kU)DjZk-i(j) in any physical state, 
|n>}z| < 1. . (3.45) 
For N very large, we notice that the product in the expression for g Eq. (3.44) will 
be ~ 0, unless 0(N) of the Vj = 1. 
For the general case of 0 < pc < 1/2, we notice that 0 < 1 — 2pc < 1. When 
ipj ~ 1, the first term dominates the series, and the others become arbitrarily small, 
thus recovering the same expression as for pc = 1/2. On the other hand, when 
tpj ~ — 1, we notice that the dominant terms are the last ones. However, those terms 
are proportional to powers of 1 — 2pc of order N, whereas the number of these terms 
is of just polynomial order in N. Therefore, for N very large these terms become 
arbitrary small for ipj < 0. Then, we conclude'that in the limit N —> oo, regardless 
of the value of pc, the function g is represented by Eq. (3.44). 
In the particular case of uniform crossover pc = 1/2, when the fitness function is 
permutation invariant, i.e., it depends only on the average composition of the sequence 
through the average base composition u, it is possible to reformulate the differential 
equation Eq. (3.1) for the evolutionary dynamics of an infinite population of binary 
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sequences in terms of the distribution of classes: 
.fi = I > '(3-46) 
•jeCx 
where C\ represents the class of sequences with /, "—1" spins. Although all the 
sequences in a given class do not have the same dynamics, we can nonetheless calculate 
the class dynamics exactly: 
dt 
N 
f(2l/N-l)-Y*WW/N-l) 
l'=0 
Pi.+ /i(N-l + l ) f U + fi(l + l)Pl+1 
-Nfift + uN^RilllMPiiPh-NvPi, (3.47) 
The coefficients R(l\li, h) represent the probability that a pair of parental sequences 
in the classes C^, Ci2, due to uniform crossover recombination, generate a child 
sequence in the class Q. The number of sequences in these classes is (; ), {t) 
and ( t ) , respectively. For a given pair of parental sequences, let us consider the 
variables n+ + , n+_, n_+ and n , representing the number of pairs of (+1,+1), 
(+1, —1), (—1, +1) and (—1, —1) spins respectively. These variables satisfy the equa-
tion N = n++ + n+_ + n_+ + n We further notice that these variables also satisfy 
n_+ = h — n and n+_ — h — n Considering that from each pair of (+1, —1) or 
(—1,+1) spins in the parental sequences, the child sequence will inherit a "-1" spin 
with probability 1/2, while from a pair of the kind (—1, —1) it will inherit a "-1" spin 
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with probability 1, we have the explicit analytical expression for these coefficients 
mm{h+h-l,h,l2} ( N \ , v 
D/'/l; / \ _ V ^ \n,h-n,h-nJ (n t <2 ^ n \ (j
 + j 2n) 
n=max{0,h+h-N} \li)\h) X 7 
(3.48) 
The first factor is the probability for a configuration with n = n__, given li, l2 and 
I. The second factor is the number of ways of picking / — n "-1" spins among 
n+_ + n_+. The third factor is just (1/2)"-+ (1/2)"+-(l)n—. These coefficients are 
different from zero only if 
max {0, h+l2- N} <l< min {N, h + l2} (3.49) 
They also satisfy the following properties: 
R(l\h,l2) = R(l\l2,h) (3.50) 
N 
^R(l\h,l2) = l Vh,l2 (3.51) 
1=0 
R(N\N, N) = i?(0|0,0) = 1 (3.52) 
In the limit of large N, we find that the recombination coefficients satisfy a Gaussian 
distribution in the variables u\ = 1 — 2li/N, u2 — 1 — 2l2/N, and u = 1 — 21/N (see 
Appendix 3.6): 
-N[(ui+u2)/2-u]2/(l-u2.) 
K,U2 , n 2 W „ (3-53) 
V7r(l - ul)/N 
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where fm = /(«*). 
This form of the recombination operator, Eq. (3.53), is equivalent to Eq. (3.44) 
with slj replaced by u in the D matrix. Alternatively, we notice that when the singular 
behavior of the function g can be described as a delta function, we have 
9 = EP | ^EjL 1 i !&)^- 1 o- ) ; i 
i=i 
= r „ . / w ^ e ^Ef = 1 ^o- )^- iO)- i ] 
tt Jo 2?T 
2N ,2TT » ( -s N 
^U + %T,M)^v) 2TT N 
2 N 
+ 5F ( ^ V E *l(i)^4-iO>l(m)£U-i(™) + • • • i (3.54) 
' ^ ' j,m=l ) 
By noticing that correlations between compositions at different sites along the se-
quence are of order (^(A-1), we have that for the second order correlation 
(D\DlJ - {D\f ~ 0(N-1) (3.55) 
where {Dlj) = Y^i=iPi^lj — Dj *s the population average. A similar analysis for the 
higher order correlations allows us to factorize order by order the terms in the series 
Eq. (3.54), to obtain 
9~s^W)»^m + °(N-1y (3-56) 
We are interested in the long term, steady state distribution, when the average base 
composition u(j) = (slj) ~ u becomes independent of time. In this limit, the trace 
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defined by Eq. (3.152) becomes 
Hm i ^ £ = | + [£(£ + u4>c) + fr+ 0c/2)2]1/2 (3.57) 
Hence, from Eq. (3.42), the saddle point action is 
-,. InZ - 5 C hm - T T - = hm ——- = Jm 
JV.t-00 JV* t-oo JVt 
m a x _ <( - £c£c - <t>c<t>c - V - v + vg((f>c) 
tc,£c,<f>c,<t>c 
+/&)+1+ £c(£c + «0C) + H)t} •(3.58) 
As shown in Appendix 3.7, we find 
—f = max \ /(£.) - p - v + i/g(<f>c) + j(20c - 1 - u£e) 
- ^ L [ ( 2 ^ - l - < ) 2 - ( l - u 2 ) ( l - a ] 1 / 2 } (3-59) 
Because of the singular behavior of the function g((f)c), to find the saddle point we 
need to consider three separate cases: cj)c < 1, (f)c = 1, and 4>c = 1 — 0(1/N). 
The existence of different expressions for the mean fitness suggests the possibility of 
different selected phases in certain conditions. We also notice that the saddle point 
analysis may not apply exactly, unless g(<fic) — 5</,C]i. 
Case 1: <j)c < 1. For this case, we look for a saddle point in the field (f)c, in the 
interior of the domain, 4>c < 1 where g((j>c) = 0 
2/x M 2 ( 2 ^ - 1 - 0 =0(3.60) 
5(f>c \Nt J 1 - v? 1 - v? [(20c - 1 - uQ* - (1 - u2)(l - Q)}1/2 
98 
Prom Eq. (3.60), we solve for 4>c as a function of £c 
MQ = 1-^k + \V^ec (3.61) 
Substituting Eq. (3.61) in the saddle-point action Eq. (3.59), we obtain 
/i1) = _ m a x < i { / ( e c ) - / / - ^ + / / y r ^ } (3.62) 
Case 2: <f>c= 1. The mean fitness is obtained from Eq. (3.59) as 
/£> = jng^iffo) - /* + . 3 ^ 3 ( 1 - <c - K - «2|)} (3.63) 
Case 3: 0C = 1 — D(l/N). In this case, additional analysis is necessary to cal-
culate the mean fitness due to the singular behavior of the g((j)c) function. For a 
smooth fitness function, we can argue this case does not exist. We first consider the 
Hamiltonian (3.39) for the case g — 0. The largest eigenvalue, fm, is shifted by —u 
relative to the v = 0 case^ This allows us to calculate the average composition, u*, 
from the implicit relation fm{v) = jm{y = 0) — v — f(u*). Alternatively, if we con-
sider the differential equation for the unnormalized class probabilities, dQ/dt = LQ, 
we see that the differential operator L looks like that in the absence of recombi-
nation, save for a shift of —u in the fitness function. Thus, the variance of the 
population is given by [29] cr^/N = 2fj,u*/[Nf'(u*)]. Considering more carefully the 
g function, we find f duiduiR^Piu^Pfa) = exp[-N(u - u*)2/{2a2)]/V2ira2N, 
with a1 = crl/2 + (1 — v%)/2. This term is exponentially negligible compared to the 
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-vP(u) term when a2 < a2u, since P(u) = exp[-JV(u - ut)2/(2al)]/^2nalN. In 
other words, we must strictly be in case 1 when 
1 - ul••< 2/iu,//'(u»)- (3-64) 
We denote the value of u at which 
1 — ul'= 2//u*//'(u*) at f = i/* (3.65) 
as z/». Now, at this value of i/* we have / duidu2Ru1U2P(ui)P(u2) = P(u)- Thus, the 
term proportional to v in Hamiltonian (3.39), or differential equation (3.47), exactly 
vanishes. Thus, we have dfm/dv — 0 and dP{u)/dv = 0 at this value of u. There is 
spectral rigidity. This implies that for v > i/t, the distribution P(u) is independent 
of v, and that the value of u* is constant. In other words, the value of fm in case 2 
must be constant with v. Assuming fm varies continuously with v in case 1, and that 
the fitness values for case 1 and case 2 are equal at a single value of u, therefore, case 
2 is simply case 1 with the value u = v* 
fm{y > "•) = fm(v = v*) (3-66) 
Eqs. (3.62), (3.63) provide an exact analytical solution for the mean fitness of an 
infinite population, for a general permutation invariant replication rate represented 
by a continuous, smooth function f{u). 
For a non-smooth fitness function, additional analysis is necessary, since /'(«*) is 
undefined, and P(u) may no longer be Gaussian. 
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Examples and numerical tests 
We investigate the phase diagrams, as predicted from our theoretical equations 
Eqs. (3.62), (3.63) for three different fitness functions: A sharp peak, a quadratic 
fitness landscape and a square-root fitness landscape. 
For the sharp peak landscape f(u) = A8Uii, we notice that the maximum is 
achieved at £c = 1, with u = 1 - 0{N~X). From Eqs. (3.63) and (3.62), we obtain 
fW=A-»>fU = A-»-v (3.67) 
Therefore, for the sharp peak only a single selected phase is observed. In this case, 
the function g{4>^) is not exactly a Kronecker delta < ,^c,i, we are in case 3, and thus 
we find a small correction, approximately linear in u, to the saddle-point prediction. 
In the selected phase, where the population is exponentially localized near u = 1 
for large N, Eq. (3.48) becomes R(l\h,l2) ~ (h + /2)!2-(l-'2/[/!(*i + h - 1% By 
analyzing the differential equation at zeroth-order in v for large N, we find that the 
class distribution is given by p/0) = F0(0)(l - P0(0))'. Hence, we find that at first order 
in v, the fraction of the population Po located at the peak is given by 
1 - 4 
PQ = 1 - ufA - i//A 1-4 - A + 0(u2) (3.68) (2- i ) 2 . 
We note that this value of fm = AP0 interpolates between fm for A/p = 1 and fm 
for A/fi = oo. 
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Figure 3.5 Convergence of the numerical results towards the theoretical value for two-
parent recombination in the parallel (Kimura) model for the sharp peak fitness. In this 
example, Aj\i — 4.0. 
As a second example, we consider the quadratic fitness landscape, / (« ) = ku2/2. 
This smooth, continuous fitness function allows for the use of the exact analytical 
formulas Eq. (3.62), (3.63). By maximizing Eq. (3.62) with respect to £c, when 
4>c < 1 and hence g(^c) = 0, we find 
f « = _ Jm 2 ('-£) / ^ 2 2 ^ T (3.69) 
This mean fitness defines a selective phase SI. 
According to our previous analysis, when <f>c = 1 and g((f>c) = 1, we maximize Eq. 
(3.63) in £c. Here, we consider that the order parameters £c and u have the same sign, 
u£c > 0. We then have u£c > u2 in Eq. (3.63) [108]. Hence, we find 
f (2)
 = !l(i _ ^t Jm
 2 \ k 
(3.70) 
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Table 3.6 Stochastic process versus analytical theory for two-parent recombination in 
the parallel model for the quadratic fitness f(u) = ku2/2, with k/pi = 4.0, v/n — 3.0, and 
N = 100. 
Pc 
0.1 
0.3 
0.5 
..stochastic 
0.7065 
0.7052 
0.7058 
..analytic 
0.7071 
0.7071 
0.7071 
which defines a second selective phase S2. 
By applying the self-consistency condition fm = ku2/2, we find the following 
phases 
5 1 : 
52 : 
u — 
U = 1 
Mr 
/>-¥• 
2v 1/2
 2u /x
 1 
' —
<T<1~ 
2v a 1 
> T < X 
H k 2 
~2v~ 
_k _ 
1/2 
NS : u = 0, otherwise (3.71) 
We note that the phase transition between case 1 and case 2 is exactly as predicted 
by Eq. (3.65). We further note that the mean fitness is independent of v for v > v* = 
fj?/(2k), exactly as predicted by Eq. (3.66). 
The system of differential equations (3.47) provides an exact representation of the 
evolution dynamics for an infinite population, when uniform crossover probability 
pc = 1/2 is assumed. On the other hand, our analytical equations Eq. (3.62), Eq. 
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Figure 3.6 Probability distributions for two-parent recombination in the parallel model 
for the quadratic fitness f(u) = ku2/2, with k/n — 4.0 and u/fi = 3.0, obtained from 
stochastic simulations with M = 10 000 sequences of N — 100 bases and different values of 
Pc-
(3.63) for smooth fitness, or Eq. (3.68) for the discontinuous sharp peak, predict that 
the equilibrium results should be independent of the crossover probability pc. To test 
this theory, we performed exact stochastic simulations based on a Lebowitz/Gillespie 
algorithm [109, 110]. We generate a population of M — 10000 sequences initially 
in the wild-type. The size of the finite population represented in the simulation was 
chosen large enough such that the results become independent of size M. Then, 
the population is evolved in time by point mutation, recombination and replication 
with rates proportional to //, v, and f(ul) respectively, with ul = ~ Ylf=i 4 ^ e 
average composition of sequence Si, 1 < / < M. For that purpose, a list is generated 
by defining: T\ = \i + u + f(ul), T = J ^= i r / - With probability TI/T, a sequence 
1 < / < M is chosen from the population to undergo either a single point mutation 
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with probability / i / r j , replication with probability f(ul)/ri, or recombination with 
another sequence with probability vjr\ according to the process described in Fig. 3.4. 
0.75 
0.74 
A 
V 
0.73 
0.72 
0 7 1
 -5 -4 -3 -2 
10 10 10 10 
1/N 
Figure 3.7 Convergence of the numerical results towards the theoretical value for two-
parent recombination in the parallel model for the selective phase SI in Eq. (3.71). In this 
example, k/ii — 4.0 and v/n < 1/8. 
To preserve the size M of the population, when replication or recombination is 
performed, a sequence chosen at random from the population is substituted with the 
offspring. The time increment after any of these events is performed is calculated as 
dt — —log(w)/(Nr), with w G (0,1] a uniformly distributed random number. The 
results obtained from this stochastic simulation are compared with the theoretical 
prediction in Table 3.7 for the sharp peak fitness landscape and uniform crossover 
Pc = l /2 . 
In agreement with our theoretical prediction, as shown in Table 3.6 from stochas-
tic simulations in the quadratic fitness landscape, the effect of recombination is in-
"T 1 1—rl ., ,, . -1 1 1—I I I I I 
—i—i—i—ni i 
Q-©v/|i = 
Q-Q v/|i = 
~ "thao 
Ulheo 
• — "lhao 
0.1,k/(i = 
0.05, k/n = 
0.025, k/n 
= 0.7331 
= 0.7416 
= 0.7159 
4.0 
4.0 
= 4.0 
_J I I ' • • • I 
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Figure 3.8 Convergence of the numerical results towards the theoretical value for two-
parent recombination in the parallel model for the selective phase S2 in Eq. (3.71). In this 
example, fc//x = 4.0 and v/fx > 1/8. 
dependent of the polymerase crossover probability pc. The probability distributions 
obtained for the systems considered in Table 3.6 are displayed in Fig. 3.6. Clearly, 
the distributions are independent of pc, in agreement with the theory. 
We obtain a direct numerical solution of the deterministic system of differen-
tial equations Eq. (3.47), which provides an exact representation of the evolution 
dynamics for an infinite population experiencing uniform crossover recombination 
pc = 1/2. A comparison between these numerical solutions, and results obtained 
from the stochastic simulation for a system large enough to eliminate finite size ef-
fects, is displayed in Table 3.7 for the sharp peak fitness. The theoretical prediction 
from the analytical formula Eq. (3.68) is also shown for comparison. It is evident from 
this table that the effect of recombination is independent of the polymerase crossover 
G-Ov/n = 
B-Qv/n = 
0-Ov/|i = 
A-Av/|i = 
0.5 
1.0 
2.0 
3.0 
k/H = 
k/|i = 
k/|i = 
k/H = 
— "»,»* = °
7
°
7 1 
4.0 
4.0 
4.0 
4.0 
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probability pc, in agreement with our theoretical predictions. 
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From the data presented in Table 3.7, we notice that the deterministic system of 
differential equations provides an accurate representation of the underlying stochastic 
dynamics for the case of uniform crossover, pc = 1/2. Thus, the results obtained from 
the numerical solution of the deterministic system of differential equations can be 
fairly compared with the analytical theory. 
It is remarkable that the small, but finite, effect introduced by recombination in the 
structure of the quasispecies distribution for the sharp peak case, is not a consequence 
of the Muller's ratchet phenomenon [79] characteristic of finite populations. Indeed, 
the shift in the wild-type probability Po due to recombination, as predicted from our 
analytical equation Eq. (3.68), was derived from the system of differential equations 
Eq. (3.47), which describes the time evolution of an infinite population. Moreover, 
this closed analytical result is in excellent agreement with the numerical solution of 
the system of differential equations Eq. (3.47), as displayed in Fig. 3.8 and Table 3.8. 
A good agreement between our analytical and differential equation results, which 
correspond to the infinite population case, and the stochastic simulation is expected 
when the later is performed in a large enough population. We determined that for the 
parameters we consider, M = 10 000 sequences provides simulation results that are 
independent of the population size for the sharp peak fitness function, thus allowing 
for a comparison with the infinite population theory expressed by the differential 
equations Eq. (3.47) and with our analytical solution Eq. (3.68). 
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Table 3.8 Analytical theory versus numerical solution for two-parent recombination in 
the parallel model for the quadratic fitness f(u) = ku2/2 with N — 800 and fc//x=4.0. 
i///z 
0.0 
0.025 
0.05 
0.1 
0.5 
1.0 
2.0 
3.0 
^diffeq 
0.7499 
0.7417 
0.7329 
0.7202 
0.7091 
0.7083 
0.7075 
0.7073 
...analytic 
0.7500 
0.7416 
0.7331 
0.7159 
0.7071 
0.7071 
0.7071 
0.7071 
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Table 3.9 Analytical theory versus numerical solution for two-parent recombination in 
the parallel model for the square-root fitness f(u) = fc-y/juf, with N = 400,800,1000 and 
fc//z=4.0. ' . 
u/n 
0.0 
0.1 
0.3 
0.5 
0.8 
1.0 
^diffeq^
 N = 4 0 0 
0.6527 
0.6650 
0.6686 
0.6696 
0.6703 
0.6705 
ydiffeq^
 N = 8 0 0 
0.6525 
0.6.672 
0.6697 
0.6703 
0.6707 
0.6708 
^diffeq^
 N = 1 0 0 o 
0.65249 
0.6678 
0.66993 
0.67043 
0.67073 
0.67083 
. . analytic 
0.6523 
0.6710 
0.6710 
0.6710 
0.6710 
0.6710 
Notice that for the quadratic fitness, the analytical theory reproduces the differen-
tial equation results within 0(N'1). The convergence towards the theoretical value 
as a function of the system size 1/N, for parameters within the 51 phase defined in 
Eq. (3.71), is displayed in Fig. 3.7, and for the S2 phase in Fig. 3.8. 
As a final example, we apply our analytical solution Eq. (3.62) and Eq. (3.63) 
to study the square-root fitness, f(u) = ky/\u~\, as displayed in Table 3.9, where 
analytical theory and direct numerical solution of the differential equation agree to 
OiN'1). 
As shown in Table 3.9, two-parent recombination in the square-root fitness land-
scape enhances selection towards sequences which are on average more fit, as observed 
I l l 
by a slight increase of the average composition u, with respect to the case when re-
combination is absent. This effect, which was already observed for the square-root 
landscape in the presence of horizontal gene transfer, can be attributed to the negative 
(see Fig.3.1) epistatic interactions introduced by the square-root fitness, in agreement 
with the mutational deterministic hypothesis, Appendix 3.14. 
An additional interesting effect in two-parent recombination, which was observed 
in the quadratic as well as in the square-root fitness landscapes, is the presence of 
spectral rigidity: the effect of recombination becomes independent of the recombina-
tion rate for v > 0. 
In summary, from our generalization of the parallel or Crow-Kimura model for 
an infinite population of evolving sequences Eq. (3.36), we conclude that two-parent 
recombination introduces a mild mutational load over discontinuous fitness functions, 
such as a single sharp peak, and thus it can shift the error-threshold transition. For 
smooth fitness functions, the effect of recombination depends on the sign of epistasis 
(see Fig. 3.1), in agreement with the mutational deterministic hypothesis [41, 43, 44, 
42]. We show this analytically in Appendix 3.14. 
In contrast with horizontal gene transfer, recombination affects the structure of the 
quasispecies (nor the error threshold transition) for a sharp peak fitness. We believe 
that this fundamental difference between horizontal gene transfer and recombination 
is because of the fact that the later can generate a much larger diversity in the 
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offspring per recombination event. Hence, the diversity barrier that, as previously-
discussed in section II, is imposed by the sharp exponential distribution in the sharp 
peak case can be tunneled through due to the more radical mixing effects of two-
parent recombination. Our analytical theory, which provides explicit expressions for 
the mean fitness fm and average composition u, is developed in the realistic regime 
(N —» oo), considering that typical viral genomes are N ~ 103 — 104. 
3.3 The Eigen model 
In this section, we present a generalization of the classical Eigen model [11, 93, 12], 
including the exchange of genetic material between pairs of individuals in an infinite 
population [40], 
nJV 
A 
-T7 = 5 3 lBiJCikrk - 5ij8ikDi]qk (3.72) 
j,k=l 
Here, recombination as well as mutation are considered to be coupled to the replication 
process. Recombination is represented by the coefficients Cjk, which in general will 
be functions of the frequencies <&, Cjk ~ 5jk + ]Cz Qi^L/ Tlk' *&'• 
3.3.1 Horizontal gene transfer of non-overlapping blocks 
In this recombination scheme, we consider the exchange of blocks of genetic ma-
terial between pairs of individuals in the population. We consider the blocks to 
be non-overlapping, such that we have N/M of them. We define a block index 
0 < b < N/M - 1, and a site index within each block to be Mb + 1 < jb < M(b +1). 
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For this process, we have that the nonlinear recombination term in the differential 
Eq. (3.72) is 
Gjk
 ~ V - N/M) Sj>k + N/M 
M(6+l) 
n u., 
6=0 
N/M-l 
>< n 
jb=Mb+l 
3b 3b 
l + u(Jb) ,
 s 1 ~ u(jb) n*. 
(3.73) 
The recombination operator representing this process, assuming the recombination 
rate per block to be u/M, becomes 
N/M-l 
a. n 
6=0 
Af(6+1) .-. M(6+l) 
1 _ i V ^ TT f 4- i ^H TT » 
TV/My/ . 1 1 J'6 + W/M . 1.1 Ji> 
(3.74) 
jb=Mb+l jb=Mb+l 
Here, we defined the single-site recombination operator as Rj — at(j)Da(j), with 
the matrix D defined in Eq. (3.6). We consider the large N limit, while keeping 
N/M ~ <D(N). Then, the recombination operator defined in Eq. (3.74) becomes, to 
order ©(AT1) 
A
 = e-*c*E^-1nJ^^C,-)^) (3.75) 
The Hamiltonian 
The Hamiltonian operator for the Eigen model, including the horizontal gene 
transfer process described by the operator Eq. (3.74) is given by 
x / ^ f ^ W t f ) -Nd ^af0>3«(i) 
J=I 3=1 
(3.76) 
114 
The microscopic fitness function is f(u) and degradation function is d(u). Here, the 
matrix D is defined as in Eq. (3.6). We introduce a Trotter factorization of the 
evolution operator, in the basis of coherent states 
M ] / M \ 
l[Vz*kVzk \zM) J ] ( 4 | e - ^ | 4 - i ) (3>| -m= lim M- J (3.77) 
.fc=i J \fc=i / 
As shown in Appendix 3.8, the partition function is 
Here, the action is defined by 
S [I £, fj, 77,0,</>] = -N f dt [-ft -fyq-M> + •e-«1-'>)-''!*+%+* f(£) - d(£) 
Jo L 
The saddle point limit 
(3.78) 
NlnQ 
(3 
We consider the saddle point limit of the action denned by Eq. (3.79). In the 
saddle point limit, for long times, the trace defined by Eq. (3.191) becomes 
\2 - | l /2 lim ^ = £ + [&(& + u4>c) + (f)c + 4>c/2f\ 
t—too t 2, 
In this saddle-point limit, the action is given by 
' InZ -Sc 
hm ——- = lim 
(3.80) 
N,t-HX3 Nt t—OO Nt 
_ max \ /(£c)e -Md-^ ) - *+^* * M 0 C - d(£c) - £ct,c - TJCT]C - <pc(j)c 
+ | + Mc + u&) + (fjc + 0c/2)2]1/2 I 
(3.81) 
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As shown in Appendix 3.9 the mean fitness, defined from the saddle point action 
fm = limjv,t_0O In Z/Nt = -Sc/Nt, is 
fm = max {e-"[i-*(e«)]-*ii-[*c(C.)]*}/(&) _ d(£c)} (3.82) 
Here, the expressions </>c(£c) and ?7c(£c) are given by 
^ e ) = i±< + ^ M+fa-.w- (,83) 
(M+l#«-')2-^[*»-'pl 
M 4. v_AM-\ 
Veite) = S^M- , 2 7I7J (3-84) 
_ ( M + ^ - l ) a - ^ [ ^ - l ] 2 ] 
The average composition, M, is obtained from the self-consistency condition fm = 
f(u)-d(u). 
Eq. (3.82) is an exact analytical expression for the equilibrium mean fitness of 
an infinite population of evolving sequences. This analytical expression is valid for 
arbitrary permutation invariant replication rate f(u) and degradation rate d(u). 
Examples 
We consider first the quadratic fitness case, f(u) — ku2/2 + k0. By expanding the 
formulas Eqs. (3.82), (3.83) and (3.84) near the error threshold £c ~ 0, u ~ 0, we 
obtain the phase boundary from the critical condition 
fccrit = MoT-—7^~ (3.85) 
1 + U/2JJL 
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We notice that the phase boundary is qualitatively similar to the horizontal gene 
transfer process analyzed in section LA, Eq. (3.12) for the parallel model. As in this 
former case, we notice that horizontal gene transfer introduces a mild mutational load 
against selection for a smooth fitness (i.e. quadratic). 
As a second example, we consider the square-root fitness landscape f(u) = ky/\u\+ 
1. In Table 3.10, we evaluate our analytical Eqs. (3.82-3.84) for this particular case. 
From the results displayed in Table 3.10, we notice that horizontal gene transfer 
increases the average composition u and therefore the mean fitness of the population. 
This effect, which is attributed to the negative epistasis introduced by the square-root 
fitness (see Fig. 3.1), is in agreement with the previous examples studied in the case of 
the parallel model, and with the mutational deterministic hypothesis [45, 46, 85, 44], 
as we prove in Appendix 3.13. 
As a third example, we consider the sharp peak fitness f(u) = (A — A0)5Uti + A0. 
In this case, the maximum in Eq. (3.82) corresponds to £c = 1. From Eqs. (3.83) and 
(3.84), we have £. = (! + u)/2, rjc = 0, and hence after Eq. (3.82) 
- ^ - M i-m M fm = Ae i \ 2 ' \ • (3.86) 
The error threshold is given, for u = 0 in Eq. (3.86), by the condition Ae~'"-^[1-1/2M] > 
A0. However, we notice that fm(u = 1) = Ae'11 > fm(u = 0). Hence, in the selected 
phase we have u — 1 — 0(N~1). The fraction of the population located at the peak 
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Table 3.10 Analytical results for horizontal gene transfer in the Eigen model for the 
square-root fitness f(u) = fc-y/J«[ + 1, with M = 3. 
k 
3.0 
3.0 
3.0 
3.0 
5.0 
5.0 
5.0 
5.0 
8.0 
8.0 
8.0 
8.0 
V 
0.0 
0.5 
0.8 
1.5 
0.0 
0.5 
0.8 
1.5 
0.0 
0.5 
0.8 
1.5 
„. analytic 
0.3346 
0.3398 
0.3422 
0.3466 
0.3588 
0.3642 
0.3667 
0.3713 
0.3741 
0.3796 
0.3822 
0.3869 
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P0 is obtained from the self-consistency condition fm = AP0 + A0(l — PQ) 
After Eq. (3.8.7), we find the true error threshold at Acrit = A0e^, while the condition 
y l e - ^ - ^ 1 - 2 ' > AQ represents the limit of metastability for initial conditions with 
u ~ 0. We notice that this result is similar to the exact solution in the absence of 
horizontal gene transfer [29]. Hence, as previously discussed in section LA. for the 
parallel model, we conclude that horizontal gene transfer does not affect the structure 
of the quasispecies for a discontinuous, single sharp peak fitness. 
3.3.2 Horizontal gene transfer for multiple-size blocks 
In analogy with the model treated in Section II.B, we consider the natural exten-
sion of horizontal gene transfer of blocks with multiple size, with average (M) and 
(M)/N = 0(N~1). Following a similar analysis as in the derivation of Eq. (3.25), we 
define the recombination operator for multiple-size blocks as 
R ~
 e-m+^ Ef=1 ZWSU) (3.88) 
The Hamiltonian 
We consider horizontal gene transfer to be coupled to the replication process. 
Moreover, we will consider that when replication occurs, a horizontal gene transfer 
event also occurs with a probability 0 < v/{M) < 1. The Hamiltonian operator 
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for the Eigen model, including the horizontal gene transfer process described by the 
operator Eq. (3.88) is given by 
1
 (M) • (M) 
* / -^$>0>s£(j) -JVd ^£#0>8fi(j) 
• j = l 3 = 1 
(3.89) 
We introduce a Trotter factorization 
e~
kt
 = ^ J'[VrVz\\zM) I f[(zk\e-^\zk^ J (£0| 
As shown in Appendix 3.10, the partition function is 
Here, the action in the continuous time limit is 
s[(,c,fj,vAA] = -NJ de{-K-fjri-M>-
V 
JM) ' (M) 
(3.90) 
(3.91) 
+e-"(1-")[l - y ^ + y^-e-^X 1 -*) ] /^ ) - d(£) | - N\nQ 
(3.92) 
The saddle point limit 
The saddle point limit is exact as N —> oo in Eq. (3.92). After a similar procedure 
as in Section 3.A.2, we find the saddle point equation for the mean fitness 
ax < t v v fm= m x ^ - ^ - ^ [ l . _v , . _. J
 - i<t<i l l (M) (M) + TT^e-^-^Utic) - d((c) (3.93) 
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Here, the fields rjc and </>c are expressed as functions of £, 
f l 
vcitc) = y/i-ec (M> + <M> 
(M)(1-0C) , Ji. 
V(M> + 1 \L-(M) 
e(M)(l-0c) + \
2
 2 ' 
2y.) 4/i2 
1/2 (3.94) 
0c(£c) = i+«ec, v ^ ^ + 
<M> + 
1 <L-
1
 (M) 
<M)(l-</>c) + "(l-"2) 
l (W) + 1 K_ 1
 <M) 
3<M)(l-tf>c) + ±-\ _ «!i£ 
-.1/2 (3.95) 
Equations (3.93)-(3.95) represent an exact analytical solution for the equilibrium 
mean fitness of an infinite population experiencing horizontal gene transfer of variable 
blocks size. This expression is valid for arbitrary, permutation invariant replication 
rate f(u) and degradation rate d(u). 
Examples 
We consider first the sharp peak fitness f(u) = (A — A0)8Uti + A0. In this case, the 
maximum in Eq. (3.93) is at £c = 1. From Eqs. (3.94) and (3.95), we obtain rjc = 0 
and (j)c = (1 + u)/2. Substituting these values in Eq. (3.93), we obtain for the mean 
fitness 
f = e~^ 1 ^ _ . _ Z _ P - ( M > ( 1 - « ) / 2 
(M) + (M) (3.96) 
The error threshold for u = 0 is obtained from Eq. (3.96) by the condition 
Ae~* 1 ^ _ + _ ^ _ p - ( M > / 2 (M) + <M> > A0 (3.97) 
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However, we notice that fm(u = 1) = Ae~^ > fm(u = 0). Therefore, in the selected 
phase the average composition u = 1 — 0(N~1), and the effect of recombination 
becomes negligible for the sharp peak fitness. The fraction of the population located 
at the peak P0 is obtained from the self-consistency condition fm = AP0 + A0(l — PQ) 
Prom this expression, we find that the true error threshold for the sharp peak fitness 
1 _ -JL- + _^_e-<M>/2 
1
 (M) ^ (M) e > AQ representing is ACTit — e^Ao, with the condition Ae
-
^ 
the limit for metastability for initial conditions with u ~ 0. 
As a second example, we consider the quadratic fitness f(u) = ku2/2 + kQ. An 
analytical expression for the phase boundary is obtained from Eqs. (3.93), (3.94) and 
(3.95) near the error threshold £c ~ 0, u ~ 0. We find 
1 + * 
fccrit = M O T — ± (3.99) 
1
 + 2/x 
For small u, the critical value is fccr;t ~ &o(/x + u/2). 
As a final example, we consider the square-root fitness f(u) — ky/\u\ +1. Analyt-
ical results, as obtained from Eqs. (3.93)-(3.95) for this case, are presented in Table 
3.11. 
We notice that the results obtained for the horizontal gene transfer process with 
variable block size agree with the corresponding ones when the size of the recom-
bination blocks is fixed. We recall that this correspondence was also observed and 
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Table 3.11 Analytical results for horizontal gene transfer in the Eigen model for the 
square-root fitness f(u) = ky/\u\ + l, with (M) = 3 . 
k 
3.0 
3.0 
3.0 
3.0 
5.0 
5.0 
5.0 
5.0 
8.0 
8.0 
8.0 
8.0 
V 
0.0 
0.5 
0.8 
1.5 
0.0 
0.5 
0.8 
1.5 
0.0 
0.5 
0.8 
1.5 
„. analytic 
0.3346 
0.3409 
0.3450 
0.3546 
0.3588 
0.3654 
0.3695 
0.3794 
0.3741 
0.3809 
0.3851 
0.3950 
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discussed in the previous section for the parallel model, so similar arguments apply 
to the Eigen model as well. An analytical proof is provided in Appendix 3.13. 
3.3.3 The Eigen model with two-parent recombination 
For the Eigen model, we introduce the recombination process described in Section 
II.G and illustrated in Fig. 3.4, which considers the exchange of genetic material 
between pairs of sequences due to crossovers governed by the polymerase switching 
from one parental chromosome to the other with probability pc per site. For the Eigen 
model, mutation and recombination are considered to be coupled to the recombination 
process, as stated in the generic differential equation Eq. (3.72). We will consider 
that during replication, a sequence can recombine with probability v < 1, or just 
replicate without recombining with probability 1 — v. This process is represented by 
the coefficients in Eq. (3.72) 
cjk = (i-v)6jtk+^ E n ^ 2 (i-pe)—^ 
(=1
 n = l 
*£«n(^) 1 ^ ^ + ^ ^ 
(3.100) 
Here, again, pi = qi/ 2i=i Qi is *ne normalized probability for the sequence 1 < / < 2N. 
In the spin Boson representation, we express the Eigen model Hamiltonian by the 
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operator 
- H = Ne~ti+ % ^i=i "f W*1 *V) ( l - ^ + ^ O ' W ) } ] 
x / i f ^ i ) ^ ) -TVd i£at(,>3a*(j). 
i = i i = i 
(3.101) 
Here, gF[{^-}] was defined in Eq. (3.37), and the matrices D1- were defined in Eq. 
(3.38). We introduce a Trotter factorization 
e-
kt
 = Yix^JpTVzWzM) m(4|e-^|4_!) J {z0\ (3.102) 
As shown in Appendix 3.11, the partition function is 
z = I v^viVf}V^vmYs\u>™^ (3.103) 
Here, the action is defined by 
s\i*,,fj,v,4>,<f>) = - N f df [-& -m-H> 
Jo 
+ e -^ -^Cl - v + vg(<l>))f(Z) - d(0] -N.)nQ 
The saddle point limit 
(3.104) 
For long times, a steady state condition is achieved. Then, the fields become 
time-independent, and we have 
21 V2 lnQc <f)c hm = — + 
t—»oo t 2 
£c(£c + U(j)c) + [r]c + <Pc (3.105) 
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We look for the saddle point solution from the action 
InZ 
N,t^oo Nt t™oo Nt 
= lim -§• = _ max_ { - Uc ~ VcVc ~ Mc + e'^'^il -u + vg(4>e))f{Q 
-d&) + | + &(& + u(f)c) + I r\c + M)T} (3.106) 
Because of the singular behavior of the function g(<t>c), to find the saddle point 
we need to consider three separate cases: (f>c < 1, (f>c = 1, and (f>c = 1 — G(l/N). We 
notice that the saddle point analysis may not apply exactly, unless g(<pc) = <Wi-
Case 1: </>c < 1. The mean fitness is given by 
/£>= max { ( l - ^ e - K ^ V ^ l / ^ ) - ^ ) } (3.107) 
We note </>c is still given by Eq. (3.61). 
Case 2: <fic = 1. The mean fitness is given by 
-A* 
-if 
- 1 < £ C < 1 
/£> = max { e ^ r 1 " ^ - * " " ' ] / ^ ) - % ) } (3.108) 
Case 3: c/>c = 1 — 0(1/N). In this case, additional analysis is necessary to cal-
culate the mean fitness due to the singular behavior of the g(4>c) function. For a 
smooth fitness function, we can argue this case does not exist. We first consider the 
Hamiltonian (3.101) for the case g = 0. In this case, the fitness function is simply 
multiplied by (1 — u). If the degradation function is zero, the largest eigenvalue, fm 
is simply multiplied by (1 — v) relative to the v = 0 case. Without degradation, this 
result allows us to calculate the average composition, it*, from the implicit relation 
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frniy) = (1 — v)fm{v = 0) = /(«*). With a non-zero degradation function, the 
equation for fm(v) will be a bit more involved. Alternatively, if we consider the dif-
ferential equation for the unnormalized class probabilities, dQ/dt = LQ, we see that 
the differential operator L looks like that in the absence of recombination, save for a 
multiplication of (1 — v) in the fitness function. Thus, the variance of the population 
is given by [29] a2u/N = 2/m,(l - u)f(u,)/[N{(l - v)f\um) - d\um))]. Considering 
more carefully the g function, we find as before this term is exponentially negligible 
compared to the —vP(u) term when a2 < o\. In other words, we must strictly be in 
case 1 when 
l-ul<2fiu*(l-v)f(uaf)/{(l-v)f'(u*)-d'{u*)} (3.109) 
We denote the value of v at which 
1 - u\ = 2nu,(l - i/)/(«.)/[(l - ")/ '(«.) - <*'(«*)] at v = v, (3.110) 
as v*. Now, at this value of v* we have f duidu2Ru1U2P(ui)P(u2) = P(u)- Thus, 
the term proportional to v in Hamiltonian (3.101) exactly vanishes. Thus, we have 
dfm/dv = 0 and dP(u)/dv — 0 at this value of v. There is spectral rigidity. This 
result implies that for v > z/*, the distribution P(u) is independent of u, and that the 
value of u* is constant. In other words, the value of fm in case 2 must be constant 
with v. Assuming fm varies continuously with v in case 1, and that the fitness values 
for case 1 and case 2 are equal at a single value of u, which mathematically may be 
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negative, case 2 is simply case 1 with the value v = z/„ 
fmiy > "*) = fmiy = "*)- (3.111) 
Equations (3.107), (3.108) constitute an exact analytical expression for the equilib-
rium mean fitness of an infinite population of sequences evolving under the dynamics 
of the Eigen model, and experiencing two-parent recombination. These equations are 
exact for a smooth, permutation invariant replication rate /(it) and degradation rate 
d(u). 
For a non-smooth fitness function, additional analysis is necessary, since f'(u*) — 
d'(u*) is undefined, and P{u) may no longer be Gaussian. 
Examples 
We investigate the phase diagrams, as predicted from our theoretical equations, 
for two different fitness functions: A sharp peak and a quadratic fitness landscape. 
As an example, we consider the sharp peak fitness, f(u) = (A — A0)5Uti + A0. The 
maximum is obtained at £c = 1, u = 1 - £>(./V_1). From Eqs. (3.108) and (3.107) we 
have 
/£> = Ae~" > / « = (1 - v)Ae-» (3.112) 
Hence, for the sharp peak fitness a single selective phase is observed. In this case, 
the function g((j)c) is not exactly a Kronecker delta 6j,Cti, we are in case 3, and then 
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we expect to observe a small correction, approximately linear in v from the pre-
diction of the saddle point analysis. By considering the differential equations for 
the sharp peak case at zeroth-order in v, we find that the class distributions sat-
isfy e-"/2£fc(rfc/A0Pfe(O)/2fe = /£° £ , P/0)/2< with P0(0) - (Ae^ - A0)/(A - A0) 
and f{n] = AP^ + A0(1- P0(0)) = Ae^. Thus we find S = £ , P / 0 ) / 2 ' = {A-
Ao)P0(0)e_'i/2/(/m) - A>e-"/2) = (Ae-» - AQ)e~^2/(Ae^ - AQe'^2). Thus, we find 
the recombination term Y,k(rk/N)P^]/2kY,i P/0)/2* = Ae'^S2. Hence, we find 
that at first order in v, the fraction of the population located at the peak is given by 
Po = 
Ae-f - A) 
A-A0 ve 
-p Ae~^2- Ae-» - A0 + 0(v2) (3.113) 
A-A0 •"" (Ae-^2-Ao)2\ 
We note that this value of fm = AP0 + AQ(1 — P0) interpolates between fm' for 
Ae'^/Ao = 1 and a value intermediate to fm and fm' for Ae~^/AQ = oo. 
As a second example, we consider the quadratic fitness f{u) = ku2/2 + k0. By 
maximizing expressions Eq. (3.108) [111] and Eq. (3.107), we obtain two selective 
phases SI and S2, and a non-selective phase NS, defined by the equations 
1/2 
SI: u = 
S2: u = 
2(1 - v)e~,lV~^1^ (g/2 + ko/k) - 2k0/k 
l-2nk0/k]1/2 
, v < min(z/»,z/c) 
NS: u = 0, otherwise 
where in the SI phase 
(3.114) 
& = 2[^1 + /i2(l + 2k0/k) - 1 - n2k0/k]/fi2 (3.115) 
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and we have defined 
! to ^ i - V ^ / ^ + fcb/*) k 
where £,% is given by Eq. (3.115). The phase structure is defined by the conditions: 
For 2fik0/k > 1, the system is in SI if v < vc, or in NS if v > uc; for 2fxk0/k < 1, 
the system is in SI if v < u*, or in S2 if v > v*. From Eq. (3.116), we notice that at 
2(j,kQ/k = 1, vc = v*. 
We note that the phase transition between case 1 and case 2 is exactly as predicted 
by Eq. (3.110). We further note that the mean fitness is independent of v for v > u*, 
exactly as predicted by Eq. (3.111). 
As a final example, we consider the square-root fitness f(u) = fc-^/fuf + 1 . By 
maximizing expressions Eq. (3.108) [111] and Eq. (3.107) for the square-root fitness 
landscape, we obtain the results presented in Table 3.12 From the results displayed in 
Table 3.12, we observe a similar qualitative behavior as in the two-parent recombina-
tion for the parallel case, Table 3.9. In the square-root fitness, recombination intro-
duces a favorable effect over selection, which can be attributed to negative epistasis 
(see Fig. 3.1) according to the mutational deterministic hypothesis [45, 46, 85, 44], as 
shown in Appendix 3.15. Spectral rigidity is also observed in this case when u > 0. 
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Table 3.12 Analytical results for two-parent recombination in the Eigen model for the 
square-root fitness f(u) = fc-^/jwj-f- 1. 
k/n 
4.0 
4.0 
4.0 
4.0 
3.0 
3.0 
3.0 
3.0 
v/n 
0.0 
0 .1 , 
0.2 
0.5 
0.0 
0.1 
0.2 
0.5 
„. analytic 
0.3493 
0.3892 
0.3892 
0.3892 
0.3346 
0.3892 
0.3892 
0.3892 
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3.4 Conclusion 
We have generalized two classical models of evolutionary biology, the Crow-Kimura 
and Eigen models. We have introduced inter-individual transfer of genetic information 
to these models, bringing them closer to the modern understanding of evolutionary 
biology. For both models, we showed how to incorporate horizontal gene transfer. We 
showed that these generalized models may be written in a equivalent field-theoretic 
formulation. This mapping allows us to apply the powerful mathematical techniques 
of quantum field theory to obtain exact analytical solutions. For fitness landscapes 
that depend only on distance from a wild-type genome and for long genome lengths, 
we are able to solve for the mean population fitness for arbitrary functional forms of 
the fitness. Horizontal gene transfer of M genetic units was shown to be analogous 
to horizontal gene transfer of one genetic unit, with a suitably scaled horizontal gene 
transfer rate. 
We also showed how to incorporate recombination to these classical models, as 
might occur in viral super- or co-infection. This case seems at first glance far more 
non-linear, since on average half of the genetic material is taken from each parent 
to make the child, rather than 0(1) genes as in horizontal gene transfer. Somewhat 
surprisingly, we were able to exactly solve the two-parent recombination case for 
both the Eigen and Crow-Kimura model as well. In the limit of a long genome 
and for fitness landscapes that depend on the distance from a wild-type genome, 
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we find that the mean population fitness is independent of the average cross-over 
length in the recombination process. We also find two selected phases. The phase for 
large recombination rates is spectrally rigid, with the mean fitness and population 
distribution independent of the rate of recombination. 
We proved the mutational deterministic hypothesis holds for horizontal gene trans-
fer or recombination in both the parallel (Kimura) and Eigen models. That is, hor-
izontal gene transfer and recombination reduce the mean fitness in the presence of 
positive epistasis and increase the fitness in the presence of negative epistasis (see 
Fig. 3.1 and Appendices 3.12, 3.13, 3.14, and 3.15. 
For a discontinuous, sharp peak fitness landscape, we found that horizontal gene 
transfer does not affect the structure of the quasispecies distribution or the error 
threshold transition. For the sharp peak fitness function, the only appreciable ef-
fect of horizontal gene transfer is related to the potential emergence of metastability 
depending on the initial conditions, and we analytically determined the region of pa-
rameters space in which this situation may occur. On the other hand, even for the 
sharp peak fitness function, two-parent recombination induces enough mixing to en-
hance diversity in systems evolving under a sharp peak replication rate, thus changing 
the quasispecies distribution and shifting the error threshold transition. We found 
explicit analytical expressions for this shift. 
For smooth fitness landscapes, these genetic transfers affect the steady-state pop-
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ulation distribution and mean fitness. Recombination and horizontal gene transfer 
may, of course, dramatically change the dynamics of the evolution process as well. 
The most dramatic impact of these exchanges of genetic material is expected for 
fitness landscapes that have a correlated, biological structure that is conjugate to 
these exchanges [112]. Analytic investigation of such correlated fitness landscapes is 
perhaps one of the next steps in the development of modern theories of evolution. 
Appendix 3.1 
We consider Eq. (3.9) for horizontal gene transfer of blocks of fixed length M in 
the parallel model. For e = t/M and M —> oo, we have 
. „ (*fcifli*fc-i> 
{zk\e-<H\zk_x) ~ (zfclzfc.!) - e<4 |# |4 - i ) ~ {zk\zk.x)e W*-i> . (3.117) 
For the Hamiltonian matrix elements in the coherent states basis, we obtain to order 
O(N0) 
(zk\H\zk-i) 
(zfc|zfc_i) = Nf 
1 N 
j = i 
N 
N/M-l 
6=0 
We introduce the auxiliary field 
M(6+l) 
n Ffc(j6)^fc-iU)-i 
jb=Mb+l 
(3.118) 
1 N (3.119) 
j = i 
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and the conjugate field £& to enforce the constraint via a Laplace representations of 
the delta function. Substituting into Eq. (3.118) into Eq. (3.9), we obtain 
-m = lim 
M—>oo 
I \vrvz\ I 
' M 
n 
,fc=0 
2TT 
\ZM)(ZO\ 
- « * E & i [ & & 4 7 H - & - / ( & ) - * E ^ - 1 n j i ^ + j 2I(j»)^fc-i Wb)] 
xe 
(3.120) 
The contribution of the interaction term ^ 526=f0 ~* II • Lm+i *k(Jb)Dzk-i(jb) to 
the partition function can be treated to arbitrary order in perturbation theory us-
ing the formula Z = Z0(e~5s)Q, and its contribution shown to be site-independent. 
Moreover, this reference perturbation theory has C?(iV_1) fluctuations. Thus, it 
can be shown that with an error 0(M/N) at all orders in perturbation theory, 
we obtain the same partition function when substituting this interaction term by 
l/NJ2j=i 2kU)Dzk-i(j)) • Therefore, we define the auxiliary field 
1 N (3.121) 
We obtain the partition function from the trace of the evolution operator, Eq. (3.120), 
projected onto physical states [29] 
Z = Tr »-*pl = r T7 d^e-A lim f J
 Jo \ji 2TT jM-<x>y 
M 
J{vrkvzk 
.fc=0 
-s\?A\ I- iA-(3-122) 
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By inserting Eq. (3.121), we obtain 
Z = lim / ' [p |2?W2?0]e- J V e ^i [^+****- /«*)+H-^-^^] 
/•27T 
Jo 
' N 
n d\i 2TT * e - i A , / 
M 
nvz*kvzk 
Lfc=o 
-Ej=iE^=i3!E(j)SH0)2i( j) 
e ^> 
(3.123) 
The matrix S(J) in Eq. (3.123) is defined by 
S(j) = 
I 
-A2 
0 
0 
I 
-A3 
0 
0 
/ 
. -eiX*Ai 
0 
0 
.0 
V o 0 -A M 
(3.124) 
Here Ak = I + e(6^3 + M°"i + <t>kD). 
After calculating the Gaussian integral over the coherent state fields, we obtain 
r2n N 
J{Vz*kVzk lim [*T\QLe-»* ( 
M
^™Jo fj[ 2vr J 
7. S^e 
Ef=iEw=1i*0-)s«(j)«Ci) 
= lim 
M—>oo 
:Aj -Tr ln [ / - e I A JTexp(e SfcLi & * 3 + W + 4 ^ ) 1 
N 
lim T T T r f e 6 ^ ^ 4 ' 7 ^ ^ 1 ^ ^ = O N , 
M—»oo 
(3.125) 
i = i 
where T is the time ordering operator and 
Q — rYJ;rpefodt'(i<J3+^i+4>D) (3.126) 
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With this result the partition function in Eq. (3.123) becomes Eq. (3.10). 
A p p e n d i x 3.2 
From Eq. (3.13), we obtain the saddle-point equations with respect to the fields 
£c, 4>c for horizontal gene transfer of blocks of fixed length M in the parallel model: 
$ f-Se\ , , 2£c + u0c 
6£c \ Nt -& + fc(fc.+ M0c)+(A» + f ) J 
1/2 = 0 (3.127) 
5<j)c \Nt J Vc 2 
U& + /Z + & 
&(&+#c )+(/ /+f y -,1/2 
= 0. 
Then, the system of Eqs. (3.127) and (3.128) reduces to 
& + !& 
£c = 
0 c - 2 
&(& + #c) + (/* + f ) ' 
1/2 
<c + V + f 
£c(£c + V4c) + (l* + f ) ' 
1/2-
We eliminate £c, (f>c, to obtain 
-Se 
(3.128) 
(3.129) 
(3.130) 
Nt - S^{ / («-"-5+5^+r^ (^-1-"« 
- 1 ^ 5 [<2*« - ! - O 2 - (1 - »2)(1 - €)]"2} • (3-131) 
Finally, we look for an extrema in <pc 
_ ( ^ ] = _ M 0 f - i + ^ »\u 
He V Nt MM<-
2(20c - 1 - uQ 
1 _
 U2 ! _ U2 [{2(f)c _ ]_ _ < c ) 2 _ ( 1 _ u 2 ) ( 1 _ a ] i /2 = 0. 
(3.132) 
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We solve for 4>c as a function of £c from this equation 
UQ = i+<c, y/r=ee + vT r 
1 + ^ ( 1 - ^ ) ^ - 1 
i /2- (3.133) 
Substituting into Eq. (3.131), we obtain for the mean fitness or average replication 
rate Eq. (3.14). 
Appendix 3.3 
We consider Eq. (3.28) for horizontal gene transfer of blocks of variable length in 
the parallel model. For e = t/M and M —> oo, we have 
A?k\"\?k-i) 
(zk\e^H\zk^) ~ ( 4 | 4 - i ) - £<zfc|#|£fc-i> * <4|zfe-i)e <'*"*-i> . (3.134) 
For the Hamiltonian matrix elements in the coherent states basis, we obtain 
(2k\H\zk-\) 
(zk\zk-i) = Nf 
1 N 
J=I 
AT 
+/*X^^')ai**-iU)~1] 
+Jl-We-^+^EjLi^CWWik-itf) - — J V (3.135) 
We introduce the fields 
1 N (3.136) 
1 * 
^ = jj^zlifiDzk^d) 
j = i 
(3.137) 
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and the conjugate fields <pk and £* to enforce the constraints via Laplace representa-
tions of the Dirac delta functions. Substituting into Eq. (3.28), we obtain 
-m lim 
M—>oo 
/ \D?Vz[ f 
M . 
Lfe=i 
ieNd£kd£k ieNdfadfa 
2n 2ir \ZM)(Z6\ 
Xe-eJVE£Li[&ft+****.+M+73&y-/(&)-^e-<*>0-*fc)] ( 3 ^ 
We obtain the partition function from the trace of the evolution operator Eq. (3.138) 
Z = Tr \e-AtP\ 
Jo LM. 2-
By inserting Eq. (3.138), we obtain 
lim 
M—•oo / 
M 
\{DrkDzk 
. f c = l 
e-
s[2,
'%
 1A, (3.139) 
Z = lim f [V^V^V(f)V(f)] e'NeE^ ii[&&+&**-/fc*)+/i+7£y-7&7e-<*><1-**>] 
X 
/•27T 
JO 
' AT 
n 
b'=i 
dAj- ^_ 
2TT 
e ^ 
/ 
M 
HVz*kVzk 
k=\ 
(M) ( M ) ' 
e - Ef=1 £ft=I 2JO')SwO)2iO') 
- (3-140) 
The matrix 5(j) in Eq. (3.140) is defined by 
/ 
S(j) 
I 
~A2 
0 
0 
J 
-A3 
0 
0 
/ 
- e i A J'Ai 
0 
0 
0 -A M 
(3.141) 
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where Ak = 1 + e(£ka3 + nox + (j)kD). 
After calculating the Gaussian integral over the coherent state fields, we obtain 
lim rf\^ie-^ t 
M
-*°°Jo y 2TT J 
M 
]JVz*kVzk 
Lfc=i 
e ^ 
EliEif,=i«:a)SwC;«Ci) 
3= 
I im / • Yl^e-^[detS(j)Y 
f27T N J\ 
= lim / r r ^ i e - ^ e - ' T r M / - ^ r e x p ( £ i : ^ i f ^ 3 + ^ i + 4 0 ) ] 
M—>oo 
' M-*oo 
/ •Z7  • " Is 
-1 
2TT 
AT 
= lim TJTr fee^k=i(ikT3+^i+4>kD) = QN 
M^™ A -I- (3.142) 
j = i 
where 
(3 = Tr 2W°dt'^(T3+'i<T1+*'D) (3.143) 
With this result, in the limit M —> oo, the partition function in Eq. (3.140) becomes 
Eq. (3.29). 
Appendix 3.4 
We consider recombination in the parallel model. For the Hamiltonian matrix 
elements in the coherent states basis, we obtain to order O(N0) 
(zk\H\zk-i) 
{zk\zk-i) 
= Nf 1
 N 
j^J2^u)aszk-iU) j = i 
N 
+ A*5Z K(^')^i^t-iO') - 1] 
+uN(g[{zl(j)Dljzk^(j)}] - 1) (3.144) 
where the matrices Dlj are defined by Eq. (3.38). We introduce the auxiliary fields 
1 N 
^ = ^ E ^ ^ > 3 ^ - i ( j ) (3.145) 
. 7 = 1 
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and the conjugate fields £k to enforce the constraints via a Laplace representations of 
the delta functions.. Substituting into Eq. (3.40), we obtain 
r ™ = J im f [Vz*Vz\ f 
M . 
n 
.it=i 
ieNd£kd£k 
2TT 
\ZM)(ZQ\ 
XeEfeiEf=i{-(i/2)K(j)-^(j)+zl_1(j)-4-i0V22l(j)-4-ia)]+^[^(j)(f*:a3+^1)4-i(j)]} 
xe-e£f=i[&^+M+"-/(60-^({^(J)^4-iO')})] (3.146) 
We obtain the partition function from the trace of the evolution operator, Eq. (3.146), 
for recombination in the parallel model 
M 
Z = Tr e-mP \-i: ' N n 
b '= i 
2TT 
lim 
M—>oo / 
]\Dz*kDzk 
.fc=i 
S{z*,z\ 
(3.147) 
It is convenient to define the auxiliary field 
1 N 
^ = ^J2^(J)Dzk(J) (3.148) 
j=i 
and the corresponding (j>k to enforce the constraint by a Laplace representation of the 
Dirac delta function. From Eq. (3.147), we have 
= KmoJ[V£'Dt'D4iD<l>] ,-NeY,k=lKkik+$k4>k-f(ik)+^+^-^9(M] 
/>2TT 
JO 
N 
1 1 9-7T 
b = l / 
M 
Y[Vz>kVzk 
Lfc=i 
£?=i£ft=i*»tf)3H0')*«0) 
(3.149) 
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Here, for large N the function g{4>) has the singular behavior g(<j)) = 0 unless <j> = 
1 - 0(1/N). We also notice g(l) = 1. The matrix S(j) in Eq. (3.149) is defined by 
S(j) = 
I 
A2 
0 
0 
I 
-A3 
0 
0 
I 
-e
iXiAi 
0 
0 
0 
V 
(3.150) 
/ 
0 . . . 0 -AM I 
Here, Ak = I + e(£fc<73 + no\ + (j>kD). After calculating the Gaussian integral over the 
coherent states fields, we obtain 
" " W o 27T 1 1 J [11 
= JM/ n^^sci)]-1 
/.27T # 
= lim / TT 
•'O
 = 1 
e-Ef=i £ft=i si(i)s«(j)«0') 
rfAJ
 r-i\ir-Tr\n\I-eiX3texvUY.ZL, £k.V3+U*i+ik.D)] 
27T -e
 Je 
N 
= lim TTTrfeeS"=i (e fc<r3+f t<T1+^D) = QN 
J = l 
where in the continuous limit 
(3.151) 
C? = Tr 7,e/o*'K<T3+/«ri+</>^) (3.152) 
With this result, the partition function in Eq. (3.149) becomes Eq. (3.59). 
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Appendix 3.5 
The recombination operator 
For the recombination process, we consider that in the first step, the polymerase 
enzyme starts the copying path in either of both parental chains with equal probability 
1/2. Then, at each site, it can jump to the other chain with probability 0 < pc < 1/2 
or continue along the same chain with probability 1 — pc. 
As presented in Section II.C, this process is represented in the general differential 
Eq. (3.1) by the coefficients in Eq. (3.35) 
Rli - n / , 
l+a! l-a1 
fc c,i \ 2 / 1 _i_ J vi \ 2 1 ^ (l + s1s\\ 2 (\ + s\s\ 
2 
1 + OT2 1 — 0:2 
(3.153) 
The operator for this process in the Schwinger-boson representation is presented in 
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Eq. (3.37) 
R 1 
2N 
A l+g l+° i °2 i ^ ^ 2 . £ £ « E [A* ^ i )^ ]x [ ( i -p c )^p c - ] 
f=l {ai=±l} 
x[/2 2 Ri{2)-^\ x [(1 - p c j H ^ p c 2 ] x [73 2 i2,(3).-^] 
l+ajV-l aN 1-aN-laN 1+a 
X.. . X [ ( l - p c ) 2 p, 
jV ^ l - o » ] x [ V ^ ( T V ) - ^ ] - / 
(3.154) 
Here, we define the single-site recombination operator as R-i(j) = al(j)Dj(i(j), with 
/ i+4 1+4 \ 
^ = 
1 -!i Izfi 
(3.155) 
and pi = qi/ Y%=iQi *s the normalized probability for sequence 1 < I < 2N. 
It is possible to group the different terms in the form of Ising-like traces, by using 
the definition J = -(1/2) ln[pc/(l - pc)}, 
2N N r 
9({Ri(J)})=i^cosh(J)}-{N^J2pl £ e J E ^ ^ - i n 
i=l { Q J = ± 1 } 
^ + i^Afa-) 
i=l L 
(3.156) 
After the representation in terms of coherent states fields, we have Ri(j) '—* zl(j)DljZk-i(j) = 
ipj, and correspondingly g —> g({iplj}) 
N 
9m}) = -0[2cosh(J)]-^Y:Pi E eJZ$*<™->l[ 
1=1 {aj=±l} j = l 
1 + a-j 1 — a,- , i 
H -</>:• 
(3.157) 
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It is convenient to reorganize this expression as 
2 L K"u t-f^lW 2" g{{$}) = 1 pcosHJT^^fli
1
-^) Y, e'ZU^ f[ 
1=1 j=i K=±i} 3=1 L 
1 + a. 
(3.158) 
We define the transfer matrix 
' e
J
 e~
J
 * 
e~
J
 e
J 
(3.159) 
ye e j 
with eigenvalues A+ = 2cosh(J) and A_ = 2sinh(J). 
The Ising trace in Eq. (3.158) is given by 
J2 eJ^«i«i-i = J2 ((a1 |rAr-1 |a1) + (a1|TJV-1| 
{ay=±l} {oi=±l} 
= Trp^-1] + T r ^ - Vi]. 
= A N- l + AN-l+A+iV-l_AiV_l 
= 2A^-1 = 2[2cosh(J)]iV-1 
« i » 
(3.160) 
By considering this formula, and expanding the product in Eq. (3.158), we obtain 
/=1 j=l \ / [. j=l ^ "O' l<fe<m 
(afcttm) 
1 + ^ 1 + ^ 
(3.161) 
In this notation, we defined the averages 
(<**«'•••> = £ j^T S J £^=2 a3a. e ^1 2a3a3-l akai... (3.162) 
+ K=±i} 
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We present the first and second order averages, to illustrate the general technique to 
obtain the higher orders. 
The first order average is 
<«*> 2A 
i _ £ e-ZEf^-x Oik 
1 ' i ^ 
2X^1 
2A?-1 
Tr fc-l_ rrN-k T^'asT 
K1 V 
TWP - 1 
' l ^ 
V1 V 
pp-lTk-lpp-la3pp-lTN-kp 
(3.163) 
To evaluate the trace, we introduced the matrix P which diagonalizes the transfer 
matrix T 
P
=T. 
I 
\ 
1 1 
- 1 1 
(3.164) 
We use the identities 
P - i T P = 
A_ 0 
0 A4 
\ 
, P-1 
\ u A + / 
/ i ^ 
v1 V 
p= 
/ o o A 
V° V 
P - V 3 P = (7i 
(3.165) 
146 
Substituting into Eq. (3.163), we obtain 
A?"1 Tr 
0 0 
0 1 yu xy 
A fc-1 0 
fe-1 
<J\ 
\ o \ri j 
I 
\ 
iJV-fc \ 
0 A N-k 
0 (3.166) 
) 
a result we expect due to the symmetry of the Hamiltonian in Eq. (3.163). Following 
a similar procedure, we can express the second order correlation in the form 
(akam) Tk~1a3Tm~ka3TN~m 
\ 
<7\ 
1 
yn-k Q \ 
0 A m—k 
+ 
( 
0"! 
/ 
A N-m 
V 0 A^"
m 
/ 
(tanh(J))m"fe = (1 - 2Pc)m~k (3.167) 
From the same analysis, we prove that the correlations for an odd number of a's 
vanish, whereas those for an even number become 
/ \ \ l—k+n—m+... 
(akaiaman...) = (±j = (tanh(j))'-^"—+••• = ( 1 _ 2pc)/-fc+n-m+... 
(3.168) 
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Substituting into Eq. (3.161), we obtain the finite series representation 
+ . . . + ( l - 2 P c ) l ^ n ^ j | (3.169) 
Finally, we can obtain the alternative representation 
l<fc<ro j^k,l 
+ 2^ ^ ^
 2 2 2 2 
l<fc<m<n<<7 
'--k,m,n,q j = l J 
X 
(3.170) 
Appendix 3.6 
For the case of uniform crossover recombination, pc = 1/2, a simplified analysis 
can be carried out to obtain the large N, or Gaussian limit, of the recombination co-
efficients -R^ j
 U2- For the child sequence created from parental sequences with number 
of "+1" sites as n\ and ri2, the number of child sequences, n, with "+1" sites is given 
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by the expression 
JV / , . , . i , , . o 
„
 = E(i±-i±£! + ^ i ± i ! ) (,m) 
1=1 
Here, the path followed by the polymerase while copying from either parental sequence 
is parametrized by the random variables a; = ±1, with (CK;) = 0 and (ptiOLk) = Sij. 
From Eq. (3.171), we obtain the corresponding expression for the average composition 
of the child sequence, u = (N — 2n)/N 
N 
«4E^! + ^  <3."2) J V ^ V 2 l 2 
i=l 
From Eq. (3.172), we obtain the average 
w - ^ E ^ ^ < 3 1 7 3 > 
i=i 
To obtain the variance, we calculate 
<»2>- - ^E<(H S s ' + i i ^ s 0 (H^ s ; + 1 ^ s 0 > ° t , j=0 
N , AT 
= i ? E W + * 2 ) W+s^2) + ziU E < M - «i^ )2>« 
i,j '=l i=l 
N 
= ^a + T^S^i1-^)2) (3-174) AN2 
t = i 
Therefore, we obtain the variance as 
^ . - ^ * - ^
1
- T t - ^ ^ 
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Hence, in the large N Gaussian limit, the recombination coefficients are given by the 
distribution 
Ru ~ 
Ul ,"2 
e-iV[(ui+U2)/2-u]7(l-uJ) 
\Ar(l - ul)/N ~ (3.176) 
where fm = /(«*)• 
Appendix 3.7 
We consider the saddle point condition for recombination in the parallel model. 
First, we look for the saddle-point condition with respect to the fields £c, <j>c 
6£c V Nt 
5 f-Sc 
= "& + 2£c + u(j)c 
Utc + u4>c)+(v+f)' 
1/2 = 0 (3.177) 
Wc{~m)=~<t)c + 2 + 
Eqs. (3.177) and (3.178) become. 
& = 
life + M + f 
£(£ + U0c) + (//+ f y -,1/2 
= 0 (3.178) 
2£c + u<£c 
Cc(^c + #c) + (M+f) ' 
1/2 (3.179) 
<t>c = -2 + 
< + ^  + f 
1/2 (3.180) 
By combining Eqs. (3.179) and (3.180), with the saddle-point action Eq. (3.58), we 
obtain Eq. (3.59). 
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Appendix 3.8 
We consider horizontal gene transfer of blocks of length M in the Eigen model. 
The matrix elements of the Hamiltonian in the basis of coherent states are given by 
(zk\H\zk-X) = Ne-^+^zf=i^U)^k-iU) 
{zk\zk-i} 
u_ T^N/M-I
 n M ( 6 + l ) - , , . 
xe 
-Nd 
7h^iWl,)D*k-iU>)f _1 
7f 
N 
3=1 
1 N 
;jy$^*feC7>3*k-iO') 
3 = 1 
J2^kU)^k-l(j) 
(3.181) 
We introduce the auxiliary fields 
1 N 
3=1 
N 
Vk = ]v5Z^0'Vi^-i0") 
(3.182) 
(3.183) 
j = i 
and the corresponding conjugate fields £k, r)k to enforce the constraints via Laplace 
representations of the Dirac delta functions. Therefore, Eq. (3.77) becomes 
-
kt
 = lim ! [VTVz\\zM){zQ\ f 
M^ooJ J 
' M 
n 
.fc=i 
ieNd£kd£k ieNdr]kdrik 
2TT 2TT 
x e - i / 2 E ^ i K a ) - 4 ( j ) + ^ _ 1 0 ) - 4 - i ( j ) - 2 ^ ( j ) - 4 - i 0 ' ) ] 
xeeEfc=iEr=i.«*0')(&<»3+*«ri)ilb-iO')e-eJVE*=iKfc«t-Hfc'?fcl 
xe ^ E * = i [ e /(&)-<*(&)] (3.184) 
At this point, a perturbation theory analysis similar to the case of the horizontal 
gene transfer of finite blocks in the Kimura model leads us to conclude that to within 
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error 0(M/N) at each order in perturbation theory, it is possible to substitute the 
recombination term by 
N M 
Then, it is convenient to introduce the auxiliary field 
1 N 
(3.185) 
(3.186) 
j = l 
and the corresponding fa field to enforce the constraint through a Laplace represen-
tation of the Dirac delta function. The partition function is obtained from the trace 
of the evolution operator in Eq. (3.184) 
M 
Z = Tr e~mP >\=i: n ^ -^  
J = I 
2?r 
im / li  
M 
Y[Vz*kVzk 
Lfc=o 
-S[z*,z\\ 
\z0=eiXzkf ' i 
Thus, we obtain 
lim / \DiViVT)VT)V$D$\ -eN^til^k+mk+hM^N^^ile'^'^^^^^m-d^)] 
l[Vz*kVzk e- EjLi ES=I nwsumu) 
Zjtf=e J 20 
(3.188) 
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The matrix S(j) in Eq. (3.188) is defined by 
/ 
s(j) = 
I 
A2 
0 
0 
J 
-A3 
0 
0 
/ 
. -e^A, 
0 
0 
0 
V 
(3.189) 
J 0 . . . 0 -AM 
Here Ak = I + e(<ffc<73 + f\kax + 4>kD). 
After calculating the Gaussian integral over the coherent states fields, we obtain 
r2n N 
lim 
M—>oo 
UVzfDzk 10^1 
/•27T JV , . 
= Jim / n^^tdet^j)]-1 
3-Ef=1Ef=i^a)sfc(0>10) e >^= 
= lim 
M—»oo 
e - T r l n [ / - e " J T e x p ( e j : f = i « ^ 3 + % < T i + ^ i ? ) ] 
AT 
lim n ^ f e ^ ^ 3 ^ 1 ^ ^ = Q^ 
M - + 0 0 
j = l 
(3.190) 
where 
Q = TrTW°dt '(^S+WI+^-D) (3.191) 
With this result the partition function in Eq. (3.188) becomes Eq. (3.78). 
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Appendix 3.9 
We consider the saddle-point equations for horizontal gene transfer of blocks of 
length M in the Eigen model: 
5 f-Sc 
8£c V Nt 
= -& + £ c + 1 4 > c 
uic+u4>c)+(f,c+^y 
1/2 
0 (3.192) 
S f-Sc 
WcVm)=-<f,c+2 + 
<c + nc + k 
U£c + uct>c)+(fjc+fy 
-11/2 = 0 (3.193) 
5 r-Sr 
He \ Nt 
-fa + v^e-rt-^-Z+Z*?-1 * e " / ( & ) = 0 (3.194) 
5 f-Sc 
% \ Nt = -Tjc + 
>k -r
 2 
Zc(Zc + ™f>c)+(fic + %)' 
1/2 
= 0 (3.195) 
5 f-Sr 
Srjc \ Nt T-[^r)=-Vc + / u r *
1
- * ) - ^ * * / ^ ) = 0 (3.196) 
We obtain the following identities 
Zc = 
£c + u(j>c/2 
{UL + Hc) + {f)c + j>c/2y] 1/2 
(3.197) 
Vc = 
Vc + (t>c/2 
[UZc+u4>c) + {nc + k/iy} 1/2 
(3.198) 
154 
Tfc = fie - M l - J e ) - ^ ( l - * ? ) / ( ^ c ) (3.199) 
1
 1 4>c = - + -
^
c
 2 2 
< c + Vc + </>c/2 
[UZc + u4>c) + (fjc + 4>c/2¥] 1/2 
(3.200) 
0C = ^f-v^-*)-*^-^/^) (3.201) 
Combining Eq. (3.199) and Eq. (3.201), we obtain 
UT]c(j)c 1 = y4c (3.202) 
From the system of Eqs. (3.197)-(3.202), it can be shown that 
-idc - VcVc ~ 4>c4>c H -r1 = ° 
Appendix 3.10 
(3.203) 
We consider horizontal gene transfer of blocks of variable length in the Eigen 
model. The Hamiltonian matrix elements in the coherent states basis are given, to 
OiN-1), by 
(zfc|jf|zfc.i) = jvg-M+^Eit^ia^viO) 
{Zk\Zk-l) 
(M) + (M) 
x / 
1 N 1 [l N 
j=\ J L i=i 
(3.204) 
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We introduce the auxiliary fields 
1 N (3.205) 
j=l 
1 N 
Vk = j^J2^(j)ai^-iU) (3.206) 
J'=I 
1 * (3.207) 
i = i 
and the corresponding £&, r^, 0fc to enforce the constraints via Laplace representations 
of the Dirac delta functions. From Eq. (3.90), we obtain 
, - t f t 
= ^ S [ v r m l n 
Lfe=i 
ieNd£kd£k ieNdrjkdr]k ieNd<j)kd(f)k 
2?r 27r 2?r |-?M)(^O| 
E^iEf=i{-V2K(j)-40')+^_1(j)-4-l(i)-2^(j)-4-iOO]+^KO')(4<T3+%^i+4o)4-i(j)]} xe 
Xe^Ef=i{-^^-4^-%%+e-' l (1-' ' '= )[i-(^T+<%e-w(1-^)]/« fc)-d(6)} (3.208) 
We obtain the partition function from the trace of the evolution operator Eq. 
(3.208) 
Z = Tr -Htp = lim 
M—»oo 
p2ir 
JO 
N 
dXj
e~
iXi 
9.TT 
b = l / 
M 
Y[Vz*kVzk 
lk=l 
P-s[r,2\ I 
(3.209) 
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By inserting Eq. (3.208), we obtain 
= lim / \VgD£DffDrfD<l>D<l>\
 e^Ef= 1(-&^-%%-<^fc) 
M—»oo J L . 
xe 
eNZitxie-^-^l-j^+j^e-^^-^lf^-d^)} 
X 
P2TV 
JO 
n ^iXj M 
b = l 
2TT / 
Y[Vz*kVzk 
,fe=i 
e-Er=iEw=1'«i:0-)s«C;)SiO-) 
(3.210) 
The matrix 5(j) in Eq. (3.210) is defined by 
SU) 
I 
-A2 
0 
0 
I 
-A3 
0 .. 
0 
/ 
. - e ^ M i 
0 
0 
0 
V J 
(3.211) 
0 . . . 0 -AM I 
Here ^fe = / + e(£ka3 + f\kax + 4>kD). 
After calculating the Gaussian integral over the coherent states fields, we obtain 
lim 
M—»oo 
lim 
M—»oo 
fn^'Z M n^>Si 
,fc=i 
- E l i EjLi *2(J)S*I0)?J0') 
e ^ 
,2TT Af dAi 
nire-^Idetsa)]-1 
- j = l 
- fn^« -iAj - T r l n [ / - e I A J T e x p ( e i : f = i ^ < T 3 + % < T I + 4 - D ) ] 
AT 
= lim TT Tr f eeEf=i(4<T3+r^i+^,D)
 = QJV 
M-+oo 
(3.212) 
j = i 
157 
where, 
Q = Trfefidt'Ga3+*n++D) (3.213) 
With this result the partition function in Eq. (3.210) becomes Eq. (3.91). 
Appendix 3.11 
We consider recombination in the Eigen model. The matrix elements of the Hamil-
tonian operator in the coherent states basis are given, to order 0(N), by 
•(zk\zk-\) 
x [1 - v + vg{{zl(i)D\zk^{j)})\ f 
-Nd 1
 N 
•^J2^U)aszk-i(j) 
N
 • 1 
(3.214) 
N
 • 1 
Here we notice that the function #({i£(j).DJ2fc-i(j)}) is the same as in Eq. (3.43). 
Therefore, the same analysis presented through Eqs. (3.43) - (3.45) regarding the 
singular behavior of the function g applies for the Eigen model as well. Hence, in the 
large iV limit, we have g {jf^2j=iZi{j)Dzk-i(j)), with D = (Z)j) being again the 
matrix defined in Eq. (3.42). 
We introduce the auxiliary fields 
1 N 
^ = ^Y,^{J)^k-x{j) (3.215) 
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1 N (3.216) 
.7 = 1 
1 N (3.217) 
3=1 
and the corresponding conjugate fields £&, r\k and 0fe to enforce the constraints via 
Laplace representations of the Dirac delta functions. Thus, we have 
-m 
= ^S[vrv^S 
M . 
n ieNd£kd£k ieNdrjkdr]k ieNdfadfa 
,fc=i 
I vA* v - " rs»r 
2TT 2TT 2TT 
X e « E f = i EJLi ^O)[4<T3+%a1+0 f c£)]ifc_1(j) e-eNE^1[4^+%r ? f c+4^] 
xe^EfcLi[e_l'(l- ,I*)(l-«M-i'ff(*fc)/«*)-«*«*-)l 
(3.218) 
The partition function is expressed by 
/•27T 
Z = Tr[e-H*F] = / 
Jo U&-*1 U='i lim M—>oo / 
M 
Y[Vz*kVzk 
fc=i 
-5[2*,«] I 
\S6=e*^M 
(3.219) 
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By inserting Eq. (3.218), we obtain 
Z = lim [[V£V£DffDriV<i>V<l>] 
M—»oo J 
xe-^E^i&^+%%+40A:]eEivj:r=i[e-M(1-'''!)(i-''+^(<Afc))/Kfc)-d(^)] 
(3.220) 
The Gaussian integral can be performed over the coherent state fields, to obtain the 
representation in Eq. (3.103). Here, the one-dimensional Ising trace is defined by 
Q = Tr Te& dt'K^+^i+<££>) (3.221) 
Appendix 3.12 
We analyze the effect of introducing different schemes of horizontal gene transfer 
in the parallel model. 
For the parallel model in the presence of horizontal gene transfer with blocks of 
size M = 1, we obtain 
du 
du 
«o£o + V l - $ - 1 (3.222) 
Here, (£o, ^o) represents the solution for v = 0, i.e., they are obtained from the system 
m = m+»Vizre-» 
dT_ Vto 
yfi^-Q 
(3.223) 
(3.224) 
fm = f(uo) = F[Zo] = mo) + vJl^a-» (3.225) 
From Eq. (3.225), we obtain «0 from the inverse function 
^o = r 1 [ ^ o ] ] = r 1 [ / (^o) + / i V / r ^ i - / i ] (3.226) 
Let us Taylor-expand Eq. (3.226) near x = /(£o), 
«o = rX\A + ( / - X ) ' N ^ + ( r 1 ) " M ^ (3.227) 
with 8x = n(yj\ — o^ — !)• Here, we use the inverse function theorem to obtain the 
derivatives 
(/
"
1)W[xl =
 (/'(/-w = ~W& (3,228) 
Hence, Eq. (3.227) becomes 
° *°
+ / '(6) (/'(£o))3 2 
From Eq. (3.224), we have 
6x _ M ^ A 3 a - l ) _ l - e o 2 - \ / ^ ^ 
From Eq. (3.229) into Eq. (3.228), after multiplying by f0, we have 
uo?o — % + so
 t,lt s — S07777 
(3.229) 
(3.230) 
7'(G>) w(/'«o))3 2 
2 ,
 t (1 " £o2 - V^H) & /"(&) (^)2 
6. /'(&) (/'(6))2 2 
- 1 - V 1 - ^ 0 - / ( ^ 0 ) , , , , » 2 2(/'(&))  n (3.231) 
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Therefore, we finally obtain 
2 (/'(£o))2 M (3.232) 
The sign of this expression is clearly determined by — /"(£o), and hence after Eq. 
(3.222) we obtain the condition 
du 
du 
(3.233) 
v—>0 
> 0 if / " ( & ) < 0 
< 0 if /"(£„) > 0 
From Eq. (3.233), we conclude that horizontal gene transfer will enhance selection 
towards the fittest individuals when negative epistasis is present [/ (it) < 0], while it 
will introduce an additional load against selection, with the corresponding deleterious 
effect on the mean fitness, when positive epistasis is present [/ (u) > 0]. This result 
proves that the mutational deterministic hypothesis holds for horizontal gene transfer 
of blocks of size M = 1 in the parallel model. 
For the case of horizontal gene transfer of blocks M > 1, we obtain the equation 
du 
du 
, , "o£o-i+y/i::iI 
1 "T o - 1 
i/-*0 Mf'(u0) 
(3.234) 
We notice by expanding the binomial up to first order, that the leading term in Eq. 
(3.234) is 
du 
du v-*0 
u0(o - 1 + y/1 - £02 
2/'(«o) (3.235) 
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which is identical to Eq. (3.222), and hence the analysis presented for the case M = 1 
also applies for M > 1, in particular Eq. (3.233). 
For the process of horizontal gene transfer with multiple-size blocks, with average 
(M), we obtain the equation 
du 
du 
p 2 (uoft-i+xA^if) _ i 
^ = ww (3'236) 
By expanding the exponential at first order, we obtain that the leading term in this 
case is also Eq. (3.235), which is identical to Eq. (3.222). Therefore, the analysis 
presented for M = 1, and in particular Eq. (3.233) applies in this case as well. 
In conclusion, we proved that the mutational deterministic hypothesis, expressed 
in quantitative form by Eq. (3.233), holds for the different forms of horizontal gene 
transfer discussed in our work for the parallel model. 
Appendix 3.13 
We analyze the effect of introducing different schemes of horizontal gene transfer 
in the Eigen model. 
For the Eigen model in the presence of horizontal gene transfer, and for zero 
degradation rate d{u) = 0, we obtain the equation 
du 
dv 
M
°
 +
^~f° - - e - ^ - V ^ l / f o ) (3.237) 
v—>0 2f'(u) 
The sign of this derivative is determined by the combination o^£o + \ A — £o —1> where 
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(Co>^ o) represents the solution for v = 0, i.e. they are obtained from the system 
m = / ( O e - ^ - V i ^ ) 
0 = /'(Co) ~ /*Co 
£=& v ^ 
- M H - V ^ S I 
/m = /(«o) = *Ko] = e-M-y/^ffa) 
(3.238) 
(3.239) 
(3.24G) 
By inverting Eq. (3.240), we obtain UQ 
UQ = /-1[^[6)]] = / - 1 [ / (&)e-^ 1 -V r : «)] (3.241) 
We expand Eq. (3.241) near x = /(&), by applying identities Eqs. (3.227-3.230) 
«o = Co + 77 
Sx /"($,) {5xf (3.242) 
with Sx — 
have 
/'(Co) [/'(Co)]3 2 
g-^d-V^g) _ i] /(£„) „ _M[i _ y/T=$]f(Z0). From Eq. (3.239), we 
8x ^[yT=n - i]/(g0) i-e0- v^tt 
/'(Co) /(Co) Co (3.243) 
From Eq. (3.243) into Eq. (3.242), after multiplying by £0 we find 
6 «oCo = Co + Co 2 , , i-cg-yr^c! , (fa)2 /"(Co) Co ^° 2 [/'(Co)]3 
= i-v^-/'(Co)f Co(fa)2 [/'(Co)]3 (3.244) 
Hence, we obtain 
V o + 0 T C o ' - 1 = - / ' ' ( C o ) ^ Co(fa)
2 
[/'(Co)]3 (3.245) 
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Clearly, the sign of this expression is determined by the sign of —/'(£o)> and hence 
after Eq. (3.237) we obtain the condition 
du 
du (3.246) i/-*0 
> 0 if / " & , ) < 0 
< 0 if /"(<£o)>0 
which proves that the mutational deterministic hypothesis holds for horizontal gene 
transfer of blocks of size M = 1 in the Eigen model. 
For the case of horizontal gene transfer of blocks of size M > 1, we obtain the 
equation 
du 
du 
1 , uofo-i+y'Wg 
M 
- 1 
v—>0 Mf'(u0) 
- e - M i - v ^ / f c , ) (3.247) 
By expanding the binomial in the numerator of Eq. (3.247) up to first order, we 
notice that the leading term is given by 
du 
du 
M0& - 1 + V 1 - $-u(l-Ji=. 
i/—>0 2/'(«o) 
e - M i - v ^ ! ) / ^ ) (3.248) 
which is identical to Eq. (3.237). Therefore, the analysis presented for the case M = 1, 
and in particular Eq. (3.246) applies for M > 1 as well. 
When considering the process of horizontal gene transfer of blocks of multiple size 
with average (M), we obtain the equation 
du 
du 
u—*0 
.^(uofo-i+v^ig) _ ! 
(M)f'(uo) 
/ ( ^ e - M i - v ^ ) (3.249) 
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By expanding the exponential in Eq. (3.249) up to first order, we notice that 
the leading term is given by Eq. (3.248) in this case as well, which is identical to 
Eq. (3.237). Therefore, the analysis presented for the process with M = 1, and in 
particular Eq. (3.246), applies for the process of horizontal gene transfer of multiple 
size blocks as well. 
Summarizing, we proved that the mutational deterministic hypothesis, expressed 
quantitatively in Eq. (3.246), holds for the different forms of horizontal gene transfer 
studied in this work for the Eigen model. 
Appendix 3.14 
For the case of two-parent recombination in the parallel model, we find that the 
phase structure is defined by two fitness functions. A low i/-dependent phase SI, 
defined as the maximum in £ of 
^
1 ) K] = / ( 0 + M ( > / r : = l 5 - l ) - i ' • (3.250) 
The maximum of this expression, attained at £o, is obtained from the equation 
I ^ K o ] = /'[Co] - ^ = (3.251) 
We notice that the value £o is the same as in the absence of recombination, when 
v = 0. Therefore, from the self-consistency condition, we obtain for this phase 
/£> = H'%] = *>[&] -" = fM (3.252) 
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Here, we have denoted uv as the value of the average composition in phase SI, when 
the recombination rate is v. Correspondingly, we also have from Eq. (3.252) the exact 
relation 
•f{uu) = f{uo)-v (3.253) 
with f(u0) = .Fo[£o] and UQ the average composition in the absence of recombination, 
when v = 0. 
Let us define as «* the value of the average composition at the S2 phase, which 
is independent of the recombination rate. The value u* is obtained as the solution of 
the non-linear equation 
/(n
*
) =
 r = ^ (3-254) 
We consider in Eq. (3.253) the value v = u* at which the average fitness of the Si 
and S2 phases are identical, as the condition «„• = it*, 
** = / ( n o ) - / ( « . ) (3-255) 
In Eq. (3.255), let us consider the Taylor expansion of /(u») near u0, up to first order 
in e = u* — Uo, 
v* = -e/'(u„) + 0(e2) (3.256) 
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We expand Eq. (3.254) near u0 at first order in e = u* — u0, 
t't s ,
 t"t N 2/j,(u0 + e) 2fj,(u0 + e) 
f(u0) + ef (u0) = i _ ( u o + e ) 2 ^ - I - — - 1 
2^o 
I - t i g ' 
- l 
2
^o
 +2/ iJd4_e + 0(e2) 1 _ U 2 • « # - ( 1 _ U 2 ) 2 (3.257) 
We solve explicitly for e in Eq. (3.257), and combine with Eq. (3.256), to obtain 
an expression for v* 
/K) [/'M - S 
V = / " K ) - 2 / ^ (3.258) 
Let us now analyze the sign of v* as a function of the sign of the curvature of the 
fitness function, as defined by /".. We consider the Laurent series of f(u) for small u. 
That is, 
f(u) = kua 
f'(u) = hau*-1 
f\u) = ka(a-l)ua~2 (3.259) 
where a > 0 to satisfy the monotonically increasing condition. This family of poly-
nomials provides a representation of arbitrary, monotonically increasing functions for 
small uo-
The case a = 0, corresponding to a constant identical fitness for all sequence types 
in the population, possesses the trivial solution after Eq. (3.251) £0 = 0, which implies 
u0 = 0, and after Eq. (3.254) u* = 0. Thus a single non-selective phase is observed 
for this case, both in the presence and in the absence of recombination. 
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From Eq. (3.259), we have / " < 0 for a < 1, / " > 0 for a > 1 and / " = 0 at 
a = 1. We analyze these possible cases separately. From Eq. (3.259) into Eq. (3.258), 
we have 
kauSikavg - &$) 
u* = * "°
 2 (3.260) 
ka{a - 1)< - 2^ul-~^ 
Case 1: a < 1, / " < 0. 
The denominator in Eq. (3.260) is clearly negative, since a — 1 < 0 in this case. 
The numerator, for u0 <C 1 
to< - - ^ _ „ kav% - 2fxu20 > 0 (3.261) 
1 — u0 
Therefore, in this case v* = ||2i < o, and hence u* — u0 > 0. 
Case 2: 1 < a < 2, / " > 0. 
The denominator in Eq. (3.260), for u0 <C 1 and a — 1 > 0, 
1 + u2 ka(a - l)v% - 2 / /^ ^ o „
 fca(a _ ^ _ 2/iU2 > Q (3.262) 
(1 - u^)2 
The numerator is also positive, by the same argument as in Eq. (3.261). Therefore, 
in this case v* = | ^1 > o, and hence u* < u0. 
Case 3: a > 2, / " > 0. 
The denominator in Eq. (3.260), for u0 <C 1 and a — 1 > 0, 
1 + u2 
fca(a - 1 )< - 2i2U20- 1 - ~ A;a(a - 1)< - 2 ^ < 0 (3.263) 
U uo) 
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The numerator is 
kav% - Y^\ ~ kau% - 2\iu\ < 0 (3.264) 
1 — uQ 
Therefore, in this case v* = j^ jjf > 0, and hence ii» — UQ < 0. 
For a = 1, we obtain an exact solution from Eq. (3.251), u0 — -^/l + y?jk2 — n/k. 
This result in Eq. (3.260) yields v* = 0, and thus u* = u0 for this particular case. 
For a = 2, we have the analytical solution presented in Eqs. (3.71), 
- - - i R j - o - s W o - s r - g - M H <3-265> 
with v* = £ > 0. 
Summarizing, we proved that 
( > 0, / " < 0 
M* - ito = < (3.266) 
[ <0 , / " > 0 
This result proves the mutational deterministic hypothesis for two-parent recom-
bination in the parallel model. 
A p p e n d i x 3 .15 
For the case of two-parent recombination in the Eigen model, we find that the 
phase structure is defined by two fitness functions. A low zz-dependent phase SI, 
defined as the maximum in £ of 
jrU)[£]
 = ( i_ z , ) e-Mi-\A z?] (3.267) 
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The maximum of this expression, attained at £o> is obtained from the equation 
Pn/(&)]' = - # = (3-268) 
We notice that the value £o is the same as in the absence of recombination, when 
v = 0. Therefore, from the self-consistency condition, we obtain for this phase 
/ i 1 ) = ^ 1 ) [ & ] = ( l - ^ o K o ] = / M ' (3-269) 
Here, we have denoted u„ as the value of the average composition in phase SI, when 
the recombination rate is v. Correspondingly, we also have from Eq. (3.269) the 
exact relation 
f(uu) = (l-u)f(uQ) (3.270) 
with f(uo) = .Fo[£o] and UQ the average composition in the absence of recombination, 
when v = 0. 
Let us define as u* the value of the average composition at the S2 phase, which 
is independent of the recombination rate. The value u* is obtained as the solution of 
the non-linear equation 
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We consider in Eq. (3.269) the value v — u* at which the average fitness of the 
two phases are equal, as the condition uv* = u*, 
l - i / * /(***) 
/(«o) 
(3.272) 
We take the logarithm of this expression, and Taylor expand up to first order in 
e = u* — UQ, 
l n ( l - 0 = M/(«o + e)]-ln[/(uo)] 
- z / = e[ln/(u0)]' 
We expand Eq. (3.271) near u0 at first order in e = it* — u0, 
(3.273) 
[ln/(u0)]' + e[ln/(V)]' 
2//(tt0 + e) 
1 - (txo + e)2 
2/x(u0 + e) 2un 
1-rig-
M + 2** 
l - « g j 
- l 
+ 0(e2) 
(1 - u2,)2 e + e>(e
2) (3.274) 
We solve explicitly for e in Eq. (3.274), and combine with Eq. (3.273), to obtain 
an expression for v* 
z/ = [ln/(u0)] , Pn/(«o)]'-fS 
2/UMq 
(3.275) 
[ l n / K ) ] " ~ ^ 
The analysis follows the same lines as in the parallel model case. That is, we 
analyze the sign of u* after Eq. (3.275). We consider a family of polynomials f(u) = 
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kua + ko, which for tx0 <C 1 
In f(u) = In ( l + £-u°) + Info) ~ ^ua + Info) 
[In/(«)]' = a ^ - u - 1 
^0 
[ln/(u)f = a ( a - l ) - ^ « Q - 2 (3.276) 
o^ 
with a: > 0 to satisfy the monotonically increasing condition. This family of polyno-
mials provides a representation of smooth and monotonically increasing functions for 
small u0. 
The case a = 0 corresponds to a constant identical fitness for all sequence types 
in the population, and possesses the trivial solution after Eq. (3.268) £0 = 0> which 
implies UQ = 0, and after Eq. (3.271) u* = 0. Therefore, a single non-selective phase 
is observed for this case, both in the presence and in the absence of recombination. 
From Eq. (3.276), we have / " < 0 for a < 1, / " > 0 for a > 1 and / " = 0 at 
a — 1. We analyze these possible cases separately. From Eq. (3.276) into Eq. (3.275), 
we have 
v* = fc° ° ^ ° ° ^ y 2 (3.277) 
Case 1: a < 1, / " < 0. 
The denominator in Eq. (3.277) is clearly negative, since a — 1 < 0 in this case. 
The numerator, for uQ <C 1 
A a u « _ ^ ^ * a u « _ 2 ^ > 0 (3.278) 
KQ 1 — "UQ rC| 0 
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Therefore, in this case v* = 4^1 < o, and hence u* — u0 > 0. 
Case 2: 1 < a< 2, / " > 0. . 
The denominator in Eq. (3.277), for w 0 < l and a - 1 > 0, 
£a(a - I K - 2/xiig 1 + ^ ~ A a ( a ._ i)u ? _ 2 ^ > 0 (3.279) 
The numerator is also positive, by the same argument as in Eq. (3.278). Therefore, 
in this case u* = i^y, and hence u* < uo. 
Case 3: a > 2, / " > 0. 
The denominator in Eq. (3.277), for «0 <C 1 and a — 1 > 0, 
^ « ( « - 1 )< - 2/ztig 1 + *f ~ A a ( Q _ I ) M « _ 2 ^ < o (3.280) 
The numerator is 
^ « _ 2MH§ „ ^ « _
 2 „2 < 0 ( 3 2 g l ) 
fc0 l - " o fco 
Therefore, in this case v* = i^ jjy > 0, and hence u* — uQ < 0. 
For a = 1, we find that for w* < 1 and u0 < 1, u* = ^ + £> f ^ J , £o = 
Wo+° fe) a n d u° = ^fc + ° (rffe) • T h e r e f o r e> u* ~ u° = ° a n d ^* = 0 in this 
case. 
For a = 2, we have the exact solution expressed in Eqs. (3.114), (3.115). The 
region of parameters space where phases SI and S2 intersect is 2 ^ < 1. We analyze 
these formulas considering that it* < 1 and u0 < 1. It is convenient to define in this 
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case the small parameter e = 2 ^ < 1. From Eq. (3.271), we have 
u* 1 + fi -0(e) (3.282) 
Expanding Eq. (3.114) up to first order in e, we obtain the result 
„o = 1 / 2 ^ - ' - 0 ( e ) 
n* 
(3.283) 
Therefore, for e « l , from Eq. (3.283) and Eq. (3.282), when a = 2, u* < u0) and 
hence J/* > 0. 
Summarizing, we have shown that 
> 0 , / " < 0 
(3.284) 
<0 , / " > 0 
This result proves the mutational deterministic hypothesis for two-parent recom-
bination in the Eigen model. 
u* — UQ — < 
Chapter 4 
Solution of the four-letter alphabet Crow-Kimura 
and Eigen models by Schwinger spin coherent 
states 
This chapter was communicated in the article E. Munoz, J.-M. Park and M. W. 
Deem, J. Stat. Phys. (submitted, 2008). 
Abstract 
To represent the evolution of nucleic acids, we express the parallel and Eigen 
models for molecular evolution in terms of a functional integral representation with a 
four-letter alphabet, lifting the two-state, purine/pyrimidine assumption often made 
in quasispecies theory. We consider mutation to occur by both the Kimura 3 ST and 
a general mutation scheme. An error catastrophe phase transition occurs in these 
models, and the order of the phase transition changes from second to first order for 
smooth fitness functions when the alphabet size is increased from two to four letters. 
A maximization principle is derived, which gives the mean fitness of the evolved 
population in terms of microscopic parameters of the evolutionary dynamics. We 
analyze the general analytic solution for sharp peak, linear, quadratic, and quartic 
fitness functions. 
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4.1 Introduction 
Quasispecies theory is represented by two classical models of molecular evolution: 
the Eigen model [11, 93, 12] and the Parallel or Crow-Kimura model [95]. These 
models were originally formulated in the language of chemical kinetics [11], by a 
large system of differential equations representing the time evolution of the relative 
frequencies of each sequence type. Quasispecies models capture the basic microscopic 
processes of mutation and replication, for an infinite population of binary sequences. 
The most remarkable feature of these models is the existence of a phase transition, 
termed the "error threshold" [11, 94], when the mutation rate is below a critical value, 
separating a disordered non-selective phase from an organized or "quasispecies" phase. 
The quasispecies is characterized by a population of closely related mutants, rather 
than by identical sequences [11, 93, 12], and its emergence is related to the auto-
catalytic character of the replication process [11, 94], which exponentially enriches 
the proportion of the fittest mutants in the population. Experimental studies provide 
support for quasispecies theory in the evolution of RNA viruses [98, 99]. 
The choice of a binary alphabet, which simplifies the mathematical and numerical 
analysis of the theory, represents a coarse graining of the four-letters alphabet of nu-
cleic acids DNA/RNA (A,C,G,T/U), by considering the two basic chemical structures 
of nitrogenated bases, purines (A,G) and pyrimidines (C,T/U). 
Most numerical and analytical studies on quasispecies models consider the binary 
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alphabet simplification [11, 93, 12, 95]. In particular, the assumption of a binary-
alphabet allows for an exact mapping of the quasispecies models into a 2D Ising 
model [20, 21], or into a quantum spin chain [22, 23, 96, 25, 28]. An exception is [113], 
where a four-letter alphabet was studied by a quantum spin chain representation of 
the parallel model. Other approaches to the nucleic acids evolution problem have 
been presented in [114, 115]. 
The fact that nucleic acids in nature are constituted by a four-letter alphabet 
motivates the exploration of the alphabet size effect in quasispecies models, in par-
ticular how the alphabet size affects the error-threshold transition. In this article, 
we present an exact analytical mapping of the four-letter alphabet Crow-Kimura and 
Eigen models onto a quantum field theory. Our method generalizes the Schwinger 
spin coherent field theory in [29] for the binary alphabet to a larger alphabet. This 
method has also been recently applied in the solution of a model that includes trans-
fer of genetic material between sequences in quasispecies theory [40]. We present 
exact analytical solutions of this field theory, in terms of a maximum principle, for 
the steady state mean fitness of the population and average composition. For the 
parallel model, our results are explicit for the Kimura 3 ST mutation scheme [116], 
Eq. (4.61). We develop in detail the result for the symmetric mutation rates scheme, 
Eq. (4.66), for four different examples of microscopic fitness functions: sharp peak 
Eqs. (4.68) and (4.69), Fujiyama landscape Eqs. (4.71)-(4.74), a quadratic landscape 
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Eqs. (4.76)-(4.79), and a quartic landscape Eqs. (4.81) and (4.82). In section 2.7, 
we further generalize this theory to consider an arbitrary mutation scheme, and we 
present an exact analytical expression for the mean fitness of the population in this 
general case as well, Eq. (4.101). 
For the Eigen model, our analytical solutions are explicit for a mutation scheme 
analogous to the Kimura 3 ST [116], Eq. (4.132). We analyze in detail the solution 
for the symmetric mutations rate, Eq. (4.142), for four different examples of mi-
croscopic fitness functions: sharp peak Eqs. (4.143) and (4.144), Fujiyama landscape 
Eqs. (4.146-4.148), quadratic fitness landscape Eqs. (4.150-4.152), and quartic fitness 
landscape Eqs. (4.154) and (4.155). 
These results bring quasispecies theory closer to the real microscopic evolutionary 
dynamics that occurs in the natural four-letter alphabet of nucleic acids. 
4.2 The parallel model for an alphabet of size h = 4 
The parallel model [95] describes the continuous time evolution of an infinite size 
population of viral genetic sequences. The evolutionary dynamics is driven by point 
mutations and selection, with mutations occurring in parallel and independently of 
viral replication. Each viral genome is represented as a sequence of N 'letters', from 
an alphabet of size h, and therefore the total number of different viral genomes in the 
population is hN. 
The probability Pi for a virus to have a genetic sequence Si, 1 < i < hN, evolves 
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according to the following system of nonlinear differential equations 
, hN hN 
-^•=Pi(ri-J2 ripi) + Yl VijPj (4-1) 
Here r^  is replication rate of sequence Si, and /i^ is the mutation rate from sequence 
Sj into sequence S$. The nonlinear term in Eq. (4.1) represents the average replication 
rate in the population, or mean fitness. This non-linear term enforces the conservation 
of probability, YliPi = 1- This term can be removed through a simple exponential 
transformation, to obtain the linear system of differential equations 
-^ = riqi + J2^J(l3 (4-2) 
where pi(0 = 9i( t) /Ej *(*)•• 
If we describe a viral genetic sequence in the alphabet of nucleic acids (DNA or 
RNA), the natural choice would be h = 4, and explicitly the alphabet corresponds to 
(A,C,G,T or U). It is common, to simplify the theoretical analysis, to choose instead 
a coarse grained alphabet of size h = 2, by 'lumping' together purines (A, T or U) 
and pyrimidines (C,G). In what follows, we will consider the case of h = 4 and assume 
the Kimura 3 ST mutation scheme [116, 113, 114, 115], Fig. 4.1, as well as a general 
mutation scheme in Sec. 2.6. 
It is worth noticing that regardless of the starting basis X = {A, C, G, T/U] the 
Kimura 3 ST mutation scheme considers mutation in three directions, with rates 
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Accordingly, three components of the Hamming distance between a pair of se-
quences Si and Sj are defined as follows 
di(Si, Sj) = #A<->c{Si, Sj) + #G~r{Si, Sj) 
d2(Si, Sj) = #A*->G(Si, Sj) + #c^r(Si, Sj) 
d3(Si, Sj) — #A„T{Si, Sj) + #C<-G(<S'J, SJ) 
(4.3) 
Here, #x<->y(Si, 5,) is the number of sites at which X and Y are exchanged between 
sequences Si and Sj. The total Hamming distance between sequences Si and 5,- is 
given by 
d(S{, Sj) = di(Si,Sj) + d2(Si, Sj) + d3(Si, Sj) (4.4) 
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The mutation rate is therefore modeled by the function 
frj = \ 
/j,a, da{&i, bj) — dybiybj) — 1 
-
NTfa=lfJ'a, Si = Sj 
0, d(Sit Sj) > 1 
(4.5) 
4.2.1 Fitness landscape 
The replication rate for a sequence Si in the parallel model Eq. (4.1) is defined by 
the fitness function 
. ri^NfimiSJMSdMSi)] (4.6) 
where {ui,u2,u3) are defined in terms of the Hamming distance components from an 
arbitrary (but fixed) sequence Sw, representing the 'wild type' genome. 
u^Si) = 1 - jz[di(Si,Sw) + d3(Si,Sw)] 
u2(Si) = 1 - l[d2(Si,Sw) + d3{Si,Sw)] 
2 
U3(Si) = 1 - —[di(Si, Sw) + d2(Si, Sw)] 
(4.7) 
In correspondence with Eq. (4.4), we define the average base composition u in terms 
of its components as 
1 4 4 
u(Si) = -(ui + u2 + u3) = 1 - —(di +d2 + d3) = l - 2fid(Si, Sw) (4.8) 
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Notice that according to this definition, the maximum value of u = 1 is reached 
when di = d2 = ^3 = 0, that is the sequence Si being identical to the wild type Sw. 
The minimum value for the average base composition is obtained when one of the 
Hamming distance components, say di = N, while the others are null dj^i = 0. Then, 
d = di = N and u = —1/3. 
4.2.2 Schwinger spin coherent states representation of the parallel model 
We can express the parallel model in operator form, by generalizing the method 
presented in [29]. We define h = 4 kinds of creation and annihilation operators: 
a^ij), aa(j), 1 < a < 4 and 1 < j < N. These operators satisfy the commutation 
relations 
aa(i),al(j) =5al36ij 
[aati),ap(j)]= [al(i),al(j)] = 0 (4.9) 
These operators create/annihilate a nucleotide state A (a = 1), C (a = 2), G (a = 3) 
or T/U (a = 4) at position 1 < j < N in the genetic sequence. Since at each site the 
nucleotide corresponds to a single state, we enforce the constraint 
4 
£4( iK0 ' ) = i (4.io) 
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for all 1 < j < N. Therefore, the state at site j corresponds to one of the four 
possibilities 
| i ,o,o,o> = 
10,1,0,0) = 
|0,0,1,0> = 
|0,0,0,1) = 
-|0 
40)J [40)J [40)j [40)J |0,0,0,0) 
40)]° [40')]1 [40)]° [40)]° 10,0,0,0) 
«I(i)]° [40')] ° [40)]1 [40)]° 10,0,0,0) 
40)1° [40)1° [40)1° NO)!110,0,0,0) (4.11) 
We define n%a(j) as the power on a)a(j) for the sequence state Si, l~<-i < 4N, 
defined by the vectors 
N 
\Si)=n w> (4.12) 
where |wj) = IK.n^nj.ni),-). 
We introduce the unnormalized population state vector 
4JV 
w = 5>osi)is> 
8 = 1 
which evolves in time according to the equation 
(4.13) 
dt |V) = -H\tl>) (4.14) 
Here, the Hamiltonian operator, to highest order in N, is given by 
H = m + Nf(uuu2,u?i) (4.15) 
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where m represents the mutation operator, and Uk represents the components of u, 
as defined by Eq. (4.8), in operator form. 
Let us first discuss the mutation operator m. In the most general case, 6 possible 
different substitutions can occur at each site in the sequence, i.e. A *-* C, A <-> G, 
A<->T,C<r->G,C<^>T and G «-> T. Each individual process can be written in the 
operator form 
a
j(J)ra0&U) (4-16) 
where the matrices Ta/3 are explicitly defined by 
r12 = 
T 2 3 = 
0 1 0 0 
1 0 0 0 
0 0 1 0 
. 0 0 . 0 1 / 
1 0 0 0 
0 0 1 0 
0 1 0 0 
, 0 0 0 1 / 
(l 
T°° = 
0 0 0 
0 1 0 0 
0 0 1 0 
i 0 0 0 1 , 
-13 
r24 _ 
0 0 1 0 
0 1 0 0 
1 0 0 0 
, 0 0 0 1 / 
1 0 0 0 
0 0 0 1 
0 0 1 0 
\ ° 1 ° ° / 
rl4 _ 
0 0 0 1 
0 1 0 0 
0 0 1 0 
1 0 0 0 
/ 
.34 
1 0 0 0 
0 1 0 0 
0 0 0 1 
0 0 1 0 
(4.17) 
By assuming that /ia/g is the mutation rate for the substitution a «-» (3 at site 1 < 
j < N, the most general form for the mutation operator is given by 
N 6 
A = E E ^ at(j)T^a(j) - $U)T°°Z(J) 
j=l (a<0) 
(4.18) 
Let us consider the particular case of the Kimura 3 ST model [95, 117, 118, 113], as 
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displayed in Fig. 4.1. Then, we have the following identities 
A*12 = fJ-34 = A*l ^ 1 3 — /^24 = /^2 Ml4 — A*23 — A*3 (4.19) 
It is therefore convenient to cluster the 6 different terms in Eq. (4.18) into three terms, 
as follows 
^12 , „.34 ^.00 _ T + T — T = 
^13 , ^24 ^.00 _ 
T + T — T — 
o-14 I ^.23 ^00 _ 
r + T — r = 
T°° = 
' , ' o N 
0 a1 
0 a0 
a0 0 
0 a1 
a1 0 \ff V 
= a1<8>a° 
= a0 ® a1 
= a
1
 <g> a1 
= a0®(T° (4.20) 
Thus, we end up with elements of the algebra generated by SU{2) <g) SU(2), with the 
identity matrix and the Pauli matrices defined as usual 
/
, o N 
0 1 
&* = 
U^ 
<73 = 
t\ oN (4.21) 
V u -i. 
Therefore, under the assumptions of the Kimura 3 ST model, the mutation operator 
Eq. (4.18) becomes 
m £ (/ixf 10(j) + //2T01(j) + /i3f n ( j ) - fa + /*, + ns)f°°(j)) (4.22) 
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where we defined 
f^{j) = h\j)(aa®a0)i[j) (4.23) 
Let us now consider the Schwinger spin coherent state representation of the average 
base composition terms. For this purpose, we need first to express the Hamming 
distances, as defined by Eq. (4.4). We assume that the wild type sequence is given 
by Sw, which is characterized by the integers Sw = {n^(jf), n^.(j), ri%(j), rij>{j)}, with 
n?4(j) + n c 0 ) + nc?C?) + n r 0 ) = 1) a* position j . Hence, the Hamming distance 
components are given by the operators 
/ 
n%(j) 0 0 
0 rtZti) 0 
0 0 n%(j) 
0 
JV 
AT 
0 
0 n£(j) 
0 .0 
0 0 
0 ng(j) 
0 
0 
0 
0 
0 
^ 0 ) o 
0 n£(j) 
0 0 
0 0 
0 
0 
0. 
m 
\ 
a(J) 
V 
&(J) 
y 
(4.24) 
0 0 ngO') 0 
0 0 0 n%(j) 
It is now straightforward to construct the average base composition operators, 
according to the definition Eq. (4.8) 
^ = j[T,$(J)QfW)*(J) i = l,2,3 (4.25) 
3=1 
where we defined the matrices 
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e a,™) 1-2 
ef'w) = 1-2 
K + ny](j) 0 0 0 
0 KS + ng](j) 0 0 
0 0 K + n%](j) 0 
0 0 0 [n% + n%](j). 
K + r%](j) 0 0 0 
0 [n% + n%](j) 0 0 
0 0 K + n%](j) 0 
0 0 0 K + n£](j) 
[n% + n%](j) 0 0 0 
0 K + n%](j) 0 0 
0 0 K + n$](j) 0 
0 0 0 K + n%}(j) 
In what follows, we shall use the vector notation 
—* 
(4.26) 
®f 
(3,tu) 7 - 2 
V 
(4.27) 
®y = (Of'w),Gf'™\Gf'w)) (4.28) 
and correspondingly Eq. (4.27) becomes 
u=jfj2$(m*u) (4.29) 
i = i 
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Considering the previous expressions, the Hamiltonian operator becomes 
-H = Nf l^^oo©^') 
J'=l 
N 
4.2.3 Functional integral representation of the parallel model 
(4.30) 
We convert the operator representation of the parallel model into a functional 
integral form by introducing Schwinger spin coherent states [29]. We define a coherent 
state by 
\z(j)) = e^^-^-^^-^KO.O.O.Ojj-) 
k,l,m,n=0 
00
 [zi(j)]k[z2(j))l[z3u)}m{^mT 
VkW.mW. 
\(k,l,m,n)j) 
(4.31) 
Coherent states satisfy the completeness relation 
J l\ * *?v)mmm (4.32) 
The overlap between a pair of coherent states is given by 
'- ' / -M-/ •" _
 P-%{?'*U)-\zU)-m-l?'-ti)-z*(j)]-zU)} &u)\m = e-* (4.33) 
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To enforce the constraint Eq. (4.10), we introduce the projector 
p=i[p(j)=f[A[$(j).z(j)-i) 
3=1 0 = 1 
2TT 
(4.34) 
At long times, due to the Perrone-Probenius theorem, we find that the system evo-
lution is dominated by the unique largest eigenvalue, fm, of — H and its corresponding 
eigenvector \ip*), such that e~m\{n0}) ~ e^mt\tjj*). 
To evaluate this eigenvalue, we perform a Trotter factorization, for e = t/M, with 
M —> oo, and introduce resolutions of the identity as defined by Eq. (4.32) at each 
time slice [29] 
-m lim 
M—>oo / 
' M N 
nn 
.k=l 3=1 
dz*k(j)dzk(j) 
7T 
M 
\{zM})Y[({^\e~€H\{^})^}\ 
k=l 
(4.35) 
We define the partition function 
Z = Tre-mP 
?2-K 
- I 
Jo 
N 
n 2TT e~iXj lim M—*oo / 
M N 
nn 
.fc=i j = i 
dz*k(j)dzk(j) 
7T 
,-«[?* ,*1 
(4.36) 
Here, we defined 
M 
e-sV>A = H({zk}\e^H\{zk^}) (4.37) 
fc=i 
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with the boundary condition z0(j) = elXjZM{j) [29]. An explicit expression for the 
matrix element in the coherent states representation is 
N 
<{4}|e-£" |{4-i}> = exp - - 5 > l ( j ) • zk(j) - 2Ffe(j) • z^j) + ^(j) • zfe_i(i)] 
j = i 
- eN^+fii+^ + eNf ^£3(J)ejr*fc-iCj) 
i = i 
N 
j = i 
(4.38) 
Let us now introduce a 3-component vector field ^ = ( ^ , ^ , ^ 1 ) , with 
JV 
AT a = ^E^(i)e^4-i(i) (4.39) 
. 7 = 1 
We enforce this constraint by introducing an integral representation of the corre-
sponding delta function 
M 
1 
J
 fc=l L 3=1 
J U = i »=i 
„ r M 3 
- / nn
 2. 
2TT 
ieNdildti 
3  
Lfe=l i = l 
^Er=x«*-&+«Ef=iEf=i^C7)&-eyi*-iO-) 
(4.40) 
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Inserting this into the functional integral Eq. (4.36), we have [29] 
Z = lim 
M-+oo 
e^EfcLi [/(&)-&-&-(w.+/«+/*3)] 
f N 
/ P[r]P[z]2?[A] JJe-iA>eeE^=i^(j)Sfc!(:'')i''(j') {20}={e i XJzM} 
(4.41) 
The matrix S(j) has the structure 
/ 
S(j) = 
I 0 0 
-A2(j) I 0 
0 -A3(j) I 
0 
-e" i A^iG') 
0 
0 (4.42) 
y vi . . . -A M ( j ) / y 
where Ak(j) = 7+e[/ii(a1®oro)+/i2(cro(8)a1)+/i3(cr1®CT1)+|fc-0^]. After performing 
the Gaussian integration over the coherent state fields, we obtain 
lim 
M—>oo 
[vwfle-^idetSUT1 
J
 3 = 1 
(4.43) 
Here, 
detS(j) = det 
M 
UMJ) 
k=i 
det 
Trln 
j _
 ei\jfeeZk=M(<r1®<'0)+M<r0®<71)+»3(<T1®<T1)Hk •©?] 
= e 
/_eajfe£SfcL1[Ml(<T1®<70)+M2(<'0®<'1)+M3(<'1®''1)+l'fc-e") (4.44) 
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where the operator T indicates time ordering. Substituting this result in the partition 
function, we obtain 
z = Hm / pf|jr>r£]eeiVE^i[/(^)-^-^-^i+w+M)] 
M—»oo 
/ _ e i > ' j f e e E ^ = i l M l ( o ' 1 ® ' T 0 ) + M 2 < o ' 0 ® ' T l ) + M 3 ( < r l ® o ' 1 ) + ? = ' f c ' e ^ 1 
J 3 = 1 
f • \ N 
/l>[^]2?[|leeJv^it/(&)-lfc-€"fc-0*1+w+M)]JJg(J-) (4.45) 
with 
= hm 
M—»oo 
3=1 
M 
Q(j) = lim TvfT]\l+ e(fi1(a1® a°)+ ^2(a°® a1)+ fis(a1® a1)+ ik-@^) 
fc=l 
= lim TrTee^=l[Ml(crl<8,<7O)+/i2('TO,8>o'1)+'i3(orl®ffl)+^'0^1 
M—»oo 
= ^fe^dt'^l{al®a°)+^2{a°®al)+^{('1®'jl)+^t')'&^ (4.46) 
After taking the limit M —> 00, Eq. (4.45) becomes 
Z = [.V[£\V$e-s£d (4.47) 
where the effective action is given by 
s[l 3 = -Jv f dt'[fW')) - f ( 0 • £(*') - (Ml + /i2 + fi3)} 
Jo 
N 
-J>Q(j) (4.48) 
3=1 
As explained in Appendix 1, we just need to consider the four different cases for 
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0™, which correspond to 
0™ = [a3® a0, a0® a3, a3® a3] 
0 £ = [-a3® a0, a0® a3,-a3® a3} 
©£ = [a3® a0,-a0® a3,-a3® a3] 
0 - = [-a3® a0,-a0® a3, a3® a3] (4.49) 
With these definitions, it is convenient to express the sum over site-dependent 
traces in Eq. (4.48) as 
N 
J2 In Q(j) = NJ In QA + N% In Qc + N% In QG + N$ In QT (4.50) 
where N% represents the total number of bases of type X = (A,C,G, or T/U) in the 
wild-type, regardless of their position along the sequence, and the four traces are 
defined by 
Qx = rp rJ'e/orft>l(cr1®ff0)+M(ff0«8la1)+/i3(<r1®<r1)+l(*')-©5fl ( 4 - 5 1 ) 
Considering this last simplification, the effective action in Eq. (4.48) becomes 
s[l$ = -N f dt'imt')) - m • &) - (^+»2+fi3)] 
Jo 
-N J2 Vx^Qx (4.52) 
X=(A,C,G,T) 
Here yx = N^/N is the fractional composition of the wild-type, for X = (A,C,G or 
T/U). 
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By analyzing the characteristic equation for the eigenvalues of the exponential 
matrix in Eq. (4.51), it is shown in Appendix 1 that QA = Qc = QG = QT =.Q, with 
O = 7nr71e/orft'^lffl®CTO+^2CT°®CTl+^3ffl®CTl+f1(t')<T3(S,or0+f2(t')<TO®<T3+^3(t')CT3®cr3l (4 53) 
After this analysis, the effective action has the final expression 
s\l i\ = -N f dt'imt')) - f(f) • a?) - (/iX+f,2+/x3)] 
Jo 
-N\nQ (4.54) 
Here, after Eq. (4.53) and the analysis presented in Appendix 1, we have that in the 
long time limit 
,. InQ . hm —— = An 
t—>oo t 
with Amax the maximum eigenvalue of the matrix 
/ 
(4.55) 
miec,c) = 
(S+g + £) Ml M2 
Ml (-£+£"£) M3 
^2 M 3 (e - ~c - m 
M3 A*2 M l (-CWc+fc) ,/ 
M3 
M2 
Ml 
Fl _ J2 , ^ 
(4.56) 
4.2.4 The large N limit of the parallel model is a saddle point 
Considering that the sequence length N is very large, N —* oo, we can evaluate 
the functional integral Eq. (4.47) for the partition function by looking for a saddle 
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point. Considering the action defined in Eq. (4.54), we have 
'mil 
-N 
&.& 
£c£c 
d? e =o 
= -N f-^  + i S = 0 (4.57) 
&& 
We have therefore the system of equations 
c = dfid d? 
where we defined 
Tr T( -Wo *'[Mi<rl®«r0+w0®ff1+^3o-1®ff1+^cO-3®^0+ f^f0<8)ff3+42o-3i8io-3 
(4.58) 
(4.59) 
((•)) T r TWO dt'[^10-1(8)<T0+/i2<T0®<T1+^3a1(glO-1+^l(T3lSl(T0+^CT0(8l(73+^(T3g|(T3 (4.60) 
After this saddle-point analysis, we obtain a general expression for the mean fitness 
fm of the population, for an arbitrary microscopic fitness function f(u), 
fm = lim N,t—oo Nt max / (£ ) ~ fc * & ~ (A*l + A*2 + A*3> + A„ (4.61) 
with Amax defined in Eqs. (4.55) and (4.56). 
From this general expression, the average composition u = (ui,u2,u3) is obtained 
by applying the self-consistent condition f(u) = fm. 
4.2.5 Analytic results for the symmetric mutational scheme 
When a symmetric mutational scheme, /xj = Hi = Hz=.n is assumed, it is possible 
to obtain an exact, closed, analytical expression for the trace in Eq. (4.53). For this 
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case, we also have £* = £2 = £3 = £c and £i = £c = £3 = £c- Then, the three equalities 
in Eq. (4.59) can be added to obtain 
3£c = (a3 ® a° + a0 <g> a3 + a3 ® a3) = J ^ (4.62) 
Thus, as shown in Appendix 1, 
Qc = 2e-*(&+^ + 2e*&+"> cosh 2ty/(Zc)*-rte + iJ? (4.63) 
In the infinite time limit, this expression becomes 
lim lnQc 
t—>oo i 
From Eq. (4.62), we obtain 
= Amax = & + M + 2 V ^ c ) 2 - / / & + A*2 (4-64) 
^ (l+ / t f ^ 7 J (4-65) 
3
 V v /P-¥+^/ 
Substituting into Eq. (4.61), we obtain an expression for the mean fitness 
/ m = ljm ^ = max {/(&) - L ( l + &) + i W ( l - 60(1 + 3$,)} 
N,t->oo I\t - j<Cc<l (_ 2 2 J 
(4.66) 
We remark that Eq. (4.66) represents an exact analytical expression for the mean 
fitness of the population, for any arbitrary microscopic fitness f(u), with the as-
sumption of symmetric mutation rates Hi = /x2 = /13 = fi. From this exact expres-
sion, the average composition u is obtained by applying the self-consistency condition 
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fm = f(u). In the following sections, we apply Eq. (4.66) to analyze in detail some 
examples of microscopic fitness functions: The sharp peak landscape, a Fujiyama 
landscape, a quadratic fitness landscape, and a quartic fitness landscape. 
The sharp peak landscape 
We shall first consider the sharp peak landscape, which is described by the function 
f(u) = A8Utl (4.67) 
That is, only sequences identical to the wild-type replicate with a rate A > 0. From 
Eq. (4.66), we notice that this implies: £c = 1, if A > 3/j,, or £c = 0 otherwise. 
Therefore, we obtain for the mean replication rate { A - 3//, A > 3/J (4.68) 0, A < 3// 
The fraction of the population at the wild-type pw is obtained from the self-consistent 
condition fm = pwA, 
pw = { (4-6 9) 
0, A < 3/x 
There exists an error threshold in this case, which is given by the critical value 
Aa-it — 3/x, as shown in Eqs. (4.68), (4.69) and displayed in Fig. 4.2. The phase 
transition is first order as a function of A/fi. 
One may compare this result with the error threshold observed in the binary 
alphabet case, which is [29] Acrit = fi. This result is intuitive, because in the 4 letters 
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Figure 4.2 Average "composition u, magnetization £c and fraction of the population at 
the wild-type sequence pw, as a function of the parameter A/pi, for the sharp peak fitness. 
alphabet, there exist 3 mutation channels to escape from the wild type instead of just 
one as in the binary alphabet, and therefore a stronger selection pressure is required 
to retain the wild-type features. 
The Fujiyama fitness landscape 
The Fujiyama landscape is obtained as a linear function of the composition 
f[u] - axux + a2u2 + a3u3 (4.70) 
We will present analytical results for the symmetric case on = a, /i* = JJL. Thus, 
£ = £2 _ £3 _ £_ Substituting in Eq. (4.66), we have 
fm= max J3a& - L ( l + &) + . J W ( 1 - &)(1 + 3^)1 (4.71) 
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We look for a maximum 
dfm 3 3 2 - 6 £ c , 
-£?• = 3a - -/ i + -fi— ^ - 0 4.72 
From this equation, we obtain 
•J y y a - a[i + fiz J 
To obtain the average base composition u, we apply the self-consistent condition 
fm — f{u) = 3cm, to obtain 
u = l(l-2^ + - V<*2 ~m + lA (4-74) 
6 \ a a J 
Clearly, no phase transition is observed in this fitness landscape, as 0 < u < 1 for 
0 < a < oo. 
Quadratic fitness landscape 
The quadratic fitness landscape is given by the general quadratic form 
We will present the analytical solution for the symmetric case c*i = a, fa ='/3, 
with the symmetric mutation scheme //; = /x. Under these conditions, we have £* = 
€c
 =
 €c = £c> a n d from Eq. (4.66) we have for the mean fitness 
fm= max {\p& + 3aSc - L(l + &) + i W ( l " &)(1 + 3&) | (4-
-i<fc<i 12 2 2 J 
76) 
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The maximum is obtained from the equation 
f-^^-I^Kvi^-se-0. (4'77) 
Prom Eq. (4.77), we obtain 
^
 + a..fL = \L- ^ - 1 - ( 478 ) 
2 2 ^ l
 + 2^ c -34 2 ^ 
As shown in Appendix 2, this equation can be cast in the form of a quartic equation, 
whose roots are the values of £c. The average composition u is finally obtained through 
the self-consistency equation 
fm = f(u) = ^ u2 + 3au (4.79) 
We find that the error threshold transition towards a selective phase for a = 0 is 
defined by £c > 0, u > 0, at /? > 3/2/^. The value of u is continuous at the transition, 
although £c jumps from 0 to 2/3. By expanding Eq. (4.76) near the critical point, 
we find that the first derivative dfm/d/3 has a discontinuous jump from 0 to 2/3. 
Therefore, the phase transition is first order as a function of /?///. 
When 0 < a//3 < | ( y f — l ) , as shown in Appendix 2, we find a finite jump in 
the magnetization from £C|+ to £C]_, with £c>± = 1/3(1 ± \J\ — l8a/(3 — 27(a//3)2). 
This result is in agreement with [113]. A complete analysis of the different possible 
cases other than this, is presented in Appendix 2. 
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Figure 4.3 Average composition u and magnetization £c as a function of the parameter 
/3//i, for the quadratic fitness when a = 0. 
4.2.6 Quartic fitness landscape 
As a final example, we consider a quartic fitness landscape 
A..4 /(*) = £?«? (4.80) 
«=i 
As in the previous cases, we consider the symmetric mutation rates /ij = //, $ = /?, 
and hence £Cji = £c. Considering this fitness function in the general equation (4.66), 
we have that the mean fitness is given by the analytical expression 
fm= max i-M ~ 1^(1 + Q + | W ( 1 " &)(1 + 3^c)} (4.81) 
The average composition u is obtained by applying the self-consistent condition 
f{u) = -f3u4 = fm (4.82) 
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Figure 4.4 Average composition u and magnetization £c as a function of the parameter 
/3//x, for the quartic fitness landscape. 
In Fig. 4.4, we present the values of u and £c, as obtained from Eqs. (4.81), (4.82), 
as a function of the parameter /3/fi. A discontinuous jump in the bulk magnetization 
from £c = 0 to ^c = 0.971618 is observed at (3/n = 3.67653. By expanding Eq. (4.81) 
near the critical point, we find a discontinuous jump in the derivative d/m/d/3, from 
0 to 0.66841101. Therefore, the phase transition is first order in /?///. The average 
composition u, however, experiences a fast but smooth transition. This behavior is 
much alike the one observed in the sharp peak fitness landscape, Eq. (4.68) and Fig. 
(4.2), except for the fact that the average composition u is continuous at the transi-
tion. Indeed, from a purely mathematical perspective, a fitness function following a 
power law fn(u) = kun, for 0 < u < 1, will satisfy the limit 
lim fn(u) = kSUtl (4.83) 
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Figure 4.5 The generalized mutation scheme 
which is precisely the sharp peak landscape, Eq. (4.67). 
4.2.7 Generalization to arbitrary mutational scheme 
In the previous section, we applied the theory and presented explicit examples 
when the Kimura 3 ST mutation scheme is assumed. It is possible, however, to 
formulate a field theoretical representation of the four states parallel model for a 
general mutation scheme, as depicted in Fig. 4.5. 
We define Hamming distance components as follows 
14/ 
M23 
M34 
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di2(Si,Sj) = #A^c(Si,Sj) 
dl3(Si,Sj) = #A~G(Si, Sj) 
du{Si,Sj) = #A~T(Si,Sj) 
d2z{Si,Sj) = #c~G(Si> Sj) 
d24(Si, Sj) = #c<->r(Si, Sj) 
(4.84) 
The total Hamming distance is defined as 
d(Si, Sj) = 2_^ dap(Si, Sj) 
a<0 
(4.85) 
With these definitions, the mutation rate matrix corresponding to the generalized 
scheme in Fig. 4.5 is given by 
fial3, da@(Si,Sj) = l 
**«=< -tfEi^^Motf, Si = Sj (4-86) 
0, d(Si, Sj) > 1 
The generalized average composition components in this expression become 
UafiiSi) = 1 - —da/3(Si, Sw), - 1 < Uaf3 < 1 (4.87) 
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We define the total average composition as 
u(Si) = l J2 uaf, = l-^d{Si,Sul), 2/3<u<l 
l<a</3<4 
and the total mutation rate // = Yla</3 ^P-
We define the matrices 
/ 
esOW-2 
n%(jj) 0 0 0 
0 n%(j) 0 0 
0 0 0 0 
V 0 0 0 0 
(4.88) 
©SO') = i - 2 
n%(j) 0 0 0 
0 0 0 0 
0 0 nA(j) 0 
0 0 0 0 
e?4(j) = / - 2 
n£(j) 0 0 
0 0 0 
0 0 0 
0 
0 
0 
^ 0 0 0 nffl) J 
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/ 
eso')=-/-2 
0 0 0 0 
0 ngO') 0 0 
0 0 ng.(j) 0 
0 0 0 0 
esO") = / - 2 
0 0 0 0 
0 n^(j) 0 0 
0 0 0 0 
^ 0 0 0 n%U) ) 
QMU) = 1-2 
0 0 0 0 
0 0 0 0 
0 0 n%(j) 0 
(4.89) 
\^  0 0 0 n%(j) J 
The average composition operators are defined after the Hamming distance com-
ponents 
1 N 
^ = AfE^')es»o*') (4.90) 
i = i 
Considering these definitions, the Hamiltonian corresponding to the generalized 
mutation scheme is 
N 
j=l l<a</3<4 
(4.91) 
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Here, ra/3 are defined in Eq. (4.17), and i" is the identity matrix. 
The microscopic fitness function should depend only on three independent com-
ponents, related to the bases composition along the sequences. Therefore, we define 
the vector u = (ill, v,2,uz), with 
1 , . . , 
u\ = 2 ^ 1 2 + ^34) 
1,„ .
 x 
U2 = ^{Ul3 + U24) 
U3 = ^{uu + u23) (4.92) 
Introducing auxiliary fields £a/3, £°^, and following a similar method as in the 
Kimura 3 ST theory, we express the generalized mutation scheme model in terms of 
the partition function 
Z = f[VC%V^)e-s^a0^ (4.93) 
Here, the action is defined by 
S =-N f dt'[f (£({)) - £ r V ) ^ ( 0 ] - E l n Q ( i ) (4.94) 
with 
Q(j) = Tr fe& dt' ^<^^Ta0Mal3(t')0^(j)] ( 4 9 5 ) 
and £ = (£\£2,£3). The components of this vector are defined according to the 
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components of u, as in Eq. (4.92) 
e = ^e
2+n 
i e = ^ e
A+n 
e = ^u+n (4.96) 
After the analysis presented in Appendix 4, since n%(j)+nc(j)+nQ(j)+n^(j) = 1, 
the matrices Q^g(j) can be just one out of four different combinations 0^ a / 3 . These 
combinations, as defined in Appendix 4, can be summarized in the following matrix 
arrays 
© w A 
Y.3 A 
. 1 ° + > 
1 
V 
a0 
0 
0 
~°
sj 
> f0" °) 
^ 0
 a>/ 
,1,1,1 
©^ = 
0£ = 
-a
3
 0 
0 a0 
-a
3
 0 
0 a' 
( 
U, 
a
0
 0 
0 -a / 
\°° 
V° 
°] 
°* > 
,1 
0£ / , / , 
I 
\ 
-a3 0 
0 a 
(4.97) 
Therefore, by defining the fractional composition of the wild-type as yx = Nx/N 
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for X = (A,C,G,T/U), we have the explicit extensive form for the action Eq. (4.94) 
s = -N f dt'[f(&)) - ]T r?(f)W)- E ^ 
,
'
0
 l<a</3<4 l<a</3<4 
-AT J2 Vx^Qx (4.98) 
X=A,C,G,T/U 
with the four different traces defined by 
Qx = Trfetidt'Z«<^°0Ta0+Sal3(t')&x,a0} (4.99) 
and SX,Q/3 as the different components of the matrix arrays defined by Eq. (4.97), for 
X = (A,C,G,T/U). After the analysis in Appendix 4, we have the long time limit 
l i m ^ = A;L (4.100) 
where A ^ is the largest eigenvalue of the matrix Mjf (£a/3) defined in Eq. (4.219), 
for X = (A, C, G, T/U). 
Since the action in Eq. (4.98) is extensive in the sequence length N, a saddle point 
calculation provides and exact expression for the mean fitness, in the limit N —• 00, 
fm= max [/(£)- £ Zflf- £ K#+ E ^A»-] 
^
c Ac
 ' 1 < Q < / 3 < 4 l<a<0<4 X=(A,C,G,T/U) 
(4.101) 
We remark that Eq. (4.101) represents an exact analytical expression for the steady-
state mean fitness of the population, in the limit of very long sequences N —» 00, 
for an arbitrary microscopic fitness function f(u) and arbitrary mutation scheme as 
represented by Fig. 4.5. 
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4.3 The four-state Eigen model 
The Eigen model conceptually differs from the parallel or Kimura model because it 
is assumed that mutations arise as a consequence of errors in the replication process. 
For an alphabet of size h, the system of equations which describes the time evolution 
of the probabilities pi, with 1 < i < hN, is 
" N 
~^(rj - Dj)Pj (4.102) 
=i 
Here, r* is the replication rate of sequence Si, and the components of the matrix 
, AT 
^ = (i-9r^^rij (4103) 
represent the transition rates from sequence Sj into Si, where 1—q is the probability to 
copy a nucleotide without error, and q is the probability per site for a base substitution 
during the replication process. 
We consider a mutation scheme in the replication process analogous to the Kimura 
3 ST scheme. Let us assume that for each nucleotide X = {A,C,G,T/U}, the 
probability of making an exact copy is given by 1 — q, and the probabilities for the 
three possible mistakes which increase the Hamming distance along its three different 
components are given by qi,q2,qa, where qi + q2 + q$ = q. 
X
 - » 92 
^ 9 3 
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We thus obtain the natural generalization 
( 1 - 9 ) N-cU. h-1 
(1 _
 g ) J V - ( * + * + * ) g * 9 * 9 * (4.104) 
4.3.1 The four-state Eigen model in operator form 
By similar arguments as in the parallel model, we formulate a Hamiltonian oper-
ator for the Eigen model 
-H = f[[(l-q)f00(j) +
 qif0\j) + q2fw(j) + q3fnU) 
j=i 
xNf ~J2^(i)@T&(i) -Nd l£#(oer£(0 
i=i J L i=i 
(4.105) 
Let us define the coefficients H\ = Nqi, fi2 = Nq2 and /j,3 = Nq$. Then, we have 
- iVln( l -q)~Nq = N(qi + q2 + q3) = Hi + fi2 + /z3 (4.106) 
The Hamiltonian operator Eq. (4.105) is expressed, to 0(oo/J\f), by 
xf 1
 N
 ' i ri N 
-^at(o©ra(/) -Nd -^(i)&r&(i) 
1=1 J L 1=1 
(4.107) 
To study the equilibrium properties of the system, as in the case of the parallel 
model, we calculate the partition function by performing a Trotter factorization 
Z = 
- I 
Tre-mP 
2n 
n£ 
j = i 
e~
iXj
 lim 
M—»oo / 
' M N 
nn 
, f c= l3=1 
d%{j)d*Zk{j) 
IT 
S{z-,z\ 
(4.108) 
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Here, 
M 
esVA = n<{4}|e-^ |{*Vi}> (4.109) 
fc=i 
where the matrix elements in the coherent states basis are given by the expression 
<{4}|eT£"|{4-i}> = e-£E£i(30>*fc0V^0>**-i0')+3-i(i)-**-itf)) 
x / 
N 
J = l 
-eNd 
N 
(4.110) 
j = i 
Let us introduce the 3-component vector field ^ = (£fc,£fc,£fc), and an integral 
representation of the corresponding delta function 
AT f M N 
- I 
' M 3 
nn 
, f c = l i = l 
2n e
-^Ef=i «*•&+« Ef=i £;=i *10'fe-©?%-i(;0 
(4.111) 
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Similarly, let us introduce a second, 3-component spin field rfk = (vl^hvl)^ 
/
M l " - N 
fc=i L j=i 
xd 
I 
xe 
i N i r i N 
j=i 3 = 1 
M 3 . 
2?r nn 
Lfc=l i = l 
(4.112) 
Inserting both constraints Eq. (4.111) and Eq. (4.112) in the expression for the trace 
Eq. (4.108), we obtain 
Z = lim [ V[£\V[i]V[v\V[v\ 
M—>oo J 
xe :
^Ef=1(4fV4-i+e-("i+^+«)eWt+«''fc+W»:/[4l_^]) 
AT 
/ V[?]V[z\T>[\] f[ e-^'ee ^«=i msuW) 
{z0}={eiXi zM) 
(4.113) 
After performing the Gaussian integral over the fields z*,z, we obtain 
lim f V$V$V[rj\V[fj\ 
M 
xe 
nl j . . ._«2 , „„„3 , - , 
,«JVE^i(-&-&-%-*+e- ( l '1 + | ia+ , '3 )e , '1 , ,*+ ' 'a , ,*+ | i 3 , ,*/[&]-«fl&l) 
JV 
xPlAlIJe-^Idet^C;)]-1 (4.114) 
216 
The matrix S(j) has the structure 
S(j) = 
I 0 0 
-A2(j) I 0 
0 -A3(j) I 
-e~^A1(j) 
0 
0 
\ 
V -AM(J) J 
(4.115) 
where Ak(j) = 1 + e^cr1 ® a0 + fj2(T0 (8 a1 + ^ a1 ® a1 + £k • @J]. We obtain 
M 
det S(j) = det 
= det 
Trln 
I-e^l[Ak(j) 
fc=i 
/ _ e^f^ESLifct" 1 ®" °)+»?2K^1)+*73(<T1<S><T1)+^-0; 
I_ei\jfe*i:J?=1lni(*1®<>0)+n2(<>0®<>1)+n3(<>1®<'1)+ik®j' (4.116) 
Substituting this last expression into the functional integral Eq. (4.114), and then 
performing the integrals over the A fields, we obtain 
= lim [ V[(\T>[$p[ij\V[rj\ 
„l j .„ .„2 , „„_3 .-, , N 
3=1 
(4.117) 
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Here, 
M 
Trf 
M-*oc 
~
>n
° fc=i 
lim Trfe£ S^i | 7 ?*C T l®< T O +^< T°® ( T l +^< r l 0 C T l +^-0^1 
M-»oo 
= Trfe^*'^1(*')ffl®1T0+*'2(f')CT0®CTl+^(i')'rl®CTl+«'')-®j'] (4.118) 
After taking the limit M —> oo, we obtain 
Z = / " © [ ^ [ ^ [ ^ P l T l e - 5 ^ ^ (4.119) 
Here, 
Jo 
N 
+e-(w+M+/^)em^+/W(to+/W(^[|'(t')] _ d[((t')]} - J2 lnQU) 
.3=1 
(4.120) 
From the same arguments as in the parallel model, and after Appendix 3, we have 
N 
J2^QU) = NlnQ (4.121) 
3=1' 
where 
(4.122) 
218 
With this last simplification, the effective action becomes 
s&tM = -N f dt\-i(t') • &) - nit) • m 
' Jo 
+e-(w+w+«)eMin1(*')+^2(t')+M»?3(t')y[|*(^)] _ d[((t)]) -NlnQ 
(4.123) 
After the definition Eq. (4.122), and the analysis presented in Appendix 3, we have 
that for the long time limit 
hm — - = An 
t—>oo t 
with Amax the largest eigenvalue of the matrix 
(4.124) 
Mfe,^) 
' ( £ + £ + 
vl 
vl 
\ Vc 
£) vl 
(-£+£-
vl 
vl 
Vl Vl 
- g)' vl vl 
&-?c-m vi 
vi c-e -1 
(4.125) 
4.3.2 The large N limit of the four-state Eigen model is a saddle point 
By assuming that the sequence length N is very large, N —> oo, we can evaluate 
the functional integral Eq. (4.119) by'a saddle point method. Considering the action 
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defined in Eq. (4.123), we have 
5S_ 
5? 
8S_ 
5rf 
5_S_ 
S? 
SS_ 
= JV I P —
 e~(^i+ ' i 2 + ' 1 3)eM l ' ? '+^ 2 r ' c+ M 3 r 7= df[£] 
Zc,Sc,f)c,f)c 
(dcfjcfjc 
d? + 
dd[l) 
d? 
= N (ffc - fte-fa+w+i*)e!*ivk+nv£+M'ilfgcA = o 
=
 N
 [€c 
15Q 
=
 N
 K nz-
= o 
= o 
We have therefore the system of equations 
t* _ p-im+M+M)pPivl+wnl+nwl C = e —->•>•"&• m$ 
d? 
dd{l 
d? 
= 0 
(4.126) 
(4.127) 
Vc = ^ e - (fa +M2+A»3) p\i\ vl + wvl+i*zn\ /[£ (4.128) 
ec = (*3®a°), & = {o°®o*), & = (o*®o3) (4.129) 
^1 = ^®^), rj* = (o°®a1), r/3 = (a1 <g> a1) (4.130) 
where we defined 
((•)) 
Trr(Oe^odt'^lffl®ff0+^2ff0®ffl+^3CTl(8'<Tl+^c1<T3®ff0+^cr0iS)o-3+^^3<si^3 
(4.131) 
After the saddle-point analysis, we obtain an exact analytical expression for the 
mean fitness fm of the population, in the limit of very large sequences N —> oo, for 
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an arbitrary microscopic fitness function f(u) and degradation rate d(u) 
fm= lim ~ = max [e-(w+w+w)ew^+w'£+'w'j2/(£) _ d(Q 
N,t-oo Nt {doVcrfc} 
Sc ' s c Vc ' Vc i ^maxj 
(4.132) 
The average composition of the population u is obtained after Eq. (4.132) by the 
self-consistent condition fm = f(u). 
4.3.3 Analytical results for the symmetric mutation scheme 
If the mutation rates are identical //i = fa = fa = A4, then we have the symmetric 
case £ = 42 = g = £e, £ = £ = £? = £. and r)\ = rfc = rfc = rjc, fj\ = f?c = ffc = Ve-
As shown in Appendix 3, the trace in Eq. (96) becomes 
Q = 2e-fe+^c)t + 2e«c+*?c)* c o s h (ot^{£c)2 - fjc^c + (fje)2) (4.133) 
In the long time limit, this expression becomes 
lim ^ = Amax = & + ijc + 2J{Q*-Uc + (f)c)2 (4.134) 
t—»oo £ v 
The three identities in Eq. (4.129) can be added to obtain 
3& = (a3 ® a0 + a0 ® a3 + a3 (8) cr3) = -^Xmax (4.135) 
Similarly, by adding the three identities in Eq. (4.130), we obtain 
37?c = (a1 ® cr0 + a0 ® a1 + a1 ® a1) = ^ A m a x (4.136) 
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After Eq. (4.136), 
Vc = I (1 + , 2%~$c = | (4.137) 
and after Eq. (4.135) 
Cc = I (1 + - = J & ^ & = - ) (4.138) 
By elementary algebraic manipulations combining equations (4.137), (4.138), we ob-
tain the identities 
3(7?c% + & & ) = 77c + & + 2 ^ / ( £ c ) 2 - nclc + (Vc)2 = Amax (4 .139) 
and 
(Vc)2 + icVc + (6)2 - £c - Vc = 0 (4.140) 
(4.141) 
This last equation allows us to eliminate T/C in favor of £c 
_ l - & ± V ( l + 3&)(l-gc) 
»fc -
 2 
Substituting in Eq. (4.132), we obtain that [119] 
lim ^ = /™= pax { c ^ e M ^ + V ^ w W ^ i J / f c ] - d f e ] } (4.142) 
N,t-*oo J\lt - | < £ c < l ^ J 
The sharp peak fitness landscape 
Let us first consider the sharp peak landscape f(u) = (^ 4 — AQ)5UII + A0, with 
A > AQ. That is, the replication rate is f(u = 1) = A for sequences identical to the 
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wild type, and f(u ^ 1) = A0, for all other sequences. With zero degradation rate, 
d = 0, we notice that this result implies: £c = 1 if A > Aoe3tJl, or £c = 0 otherwise. 
Therefore, we obtain the mean replication rate 
{ e~3M, A>A0e3» (4.143) A>, A<A0e^ 
The system experiences a phase transition which is first order in A. The steady-state 
probability for the wild-type is obtained from the self-consistent condition: fm = 
Apw + A0(l-Pu,), 
( e Z | ^ r a , A > A0e^ 
* , = < (4-144) 
I 0, AKAoe3*1 
Notice that the error threshold is reached at the critical value follows 
from Eqs. (4.143), (4.144) and as displayed in Fig. 4.6. We notice that this result 
differs from the analytical value obtained for the binary alphabet [29], A^ry = A^e^. 
The additional factor of three which is explicit in the exponent is clearly a consequence 
of the existence of three mutation channels into which evolving sequences can escape 
from the wild-type. This effect, which is purely entropic- and not fitness-like, is an 
explicit consequence of the larger alphabet size. 
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Figure 4.6 The average composition u and magnetization £c are represented as a func-
tion of the parameter A/Ao, for the sharp peak landscape. The mutation rate was set to 
/u = 1.0. Also shown (inset) is the fraction of the population located at the peak, pw. 
The Fujiyama fitness landscape 
We will consider the Fujiyama fitness landscape, which is a linear function of the 
composition 
/(") = 'Yl,{aiui) + ao (4.145) 
i = l 
For the symmetric case, at — a, fit = //. Therefore, we have Q = ^ = §? = £c. The 
mean fitness, in the absence of degradation, from Eq. (4.142) becomes 
fm= max {(3a£c + a o K ^ e f ^ - W ^ 3 ^ 1 ^ ) (4.146) 
-4<£c<l <• > 
By maximizing with respect to £c, -4?- = 0, we obta in the nonlinear equation 
ae. 
•  /i 3 /x(3a^ c + a 0 ) ( 3 ^ c - 1 ) 
2 2 M 2 V ( l + 3 6 , ) ( l - & ) 
(4.147) 
224 
No error threshold is observed for this fitness landscape, except for the trivial limit 
a —» 0, a0 > 0. The average surplus u is obtained by the self-consistent equation 
fm = 3au + a0 (4.148) 
4.3.4 The quadratic fitness landscape 
Next we consider the quadratic fitness landscape 
/(«) = E (§"?+*«i) +1 (4-149) 
For the symmetric case, $ = /3, cti = a, /i, = /i, we have £* = £c and £* = £c. 
Thus, the mean fitness, for a null degradation rate, after Eq. (4.142) is 
fm = max | fyg •+ 3a& + l ) e-3/'eiMi-&+V(i+3€e)(i-&)) | ( 4>150) 
We maximize with respect to £c, | ^ = 0, to obtain 
3 & - 1 /% + a = £ ( l 0 g + 3a& + l 1 + V(i + 3ec)(i-^c) 
(4.151) 
2 V2"> c 
The average base composition u is obtained from the self-consistent condition 
fm = f(u) = ^u2 + 3au+l (4,152) 
The selected phase, £c > 0, u > 0, occurs for j3 > 1.8096/x when a = 0. The 
value of u is continuous at the transition, although £c jumps from 0 to 0.2289/i. By 
expanding Eq. (4.150) near the critical point, we find a discontinuous jump in dfm/d/3 
from 0 to 0.066213. Therefore, the phase transition is of first order in /3. A graphical 
representation is displayed in Fig. 4.7. 
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Figure 4.7 The average composition u and magnetization £c are represented as a func-
tion of the parameter /3//x for the quadratic fitness,when a• = 0 
4.3.5 The quartic fitness landscape 
As a final example, we consider the quartic fitness landscape, 
/ ( « ) = E | ^ 4 + I (4-153) 
We further consider the symmetric case //, = //, /5, = j3, and hence £C]; = £c. Prom 
the general expression Eq. (4.142), we obtain an analytical expression for the mean 
fitness 
fm = max ( (~j£ + l) e-3H-iMW.+V(i+%)(i-&)) 1 ( 4 . 1 5 4 ) 
{-|<«c<l} I V4 / J 
The average composition of the population u is obtained from the self-consistent 
condition 
f(u) = ^(3u4 + l = fm (4.155) 
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Figure 4.8 The average composition u and magnetization £c are represented as a func-
tion of the parameter /?/// for the quartic fitness landscape 
In Fig. 4.8, we present the values of u and £c, as obtained from Eqs. (4.154), 
(4.155), as a function of the parameter /?///. We notice that a discontinuous jump in 
the bulk magnetization from £c = 0 to £c = 0.779856 is observed at /3/fi = 10.776165. 
By expanding Eq. (4.154) near the critical point, we find a discontinuous jump in 
dfm/d(3, from 0 to 0.066213. Therefore, the phase transition is of first order in (3. 
The average composition shows a fast but continuous transition. This behavior is 
much like the one observed in the sharp peak fitness landscape, Eq. (4.143), and in 
the corresponding example for the parallel model. 
4.3.6 Generalization to an arbitrary mutation scheme 
In this section, we consider a generalized mutation scheme, according to Fig. 4.5. 
We consider the mutation probabilities qa0, and the mutation matrices defined in Eq. 
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(4.89). We also define a total mutation probability q = YlaKpQa/3-
By employing the mutation matrices defined in Eq. (4.17), and the matrices in 
Eq. (4.89), we have that the Hamiltonian is given by 
N 
-*-n 
3=1 
(1 - q)I + at(j) (j2 V*?^) *W Nf$ ~ Nd$] 
\a<0 J 
(4.156) 
Let us define the coefficients /xa/? = Nqa/s, for 1 < a < (3 < 4. Then, we have 
-Nln(ll-q)aNq = N ^ qa0 =. ] £ /xQ/3 = // 
a<0 a<0 
(4.157) 
With this definition, in the large N limit, the Hamiltonian can be written as 
-H =
 e-^?.i=i®U)&*<t>*#)Zl3)Nf[v\ - Nd[u\ 
(4.158) 
Following a similar procedure as in the Kimura 3 ST case, we express the partition 
function for the Hamiltonian Eq. (4.158) as a functional integral 
Z = A 2 ) ^ P ^ ] [ 2 ? ^ ] [ W ^ ] e - s « « a ^ " ° ' , ^ ' ' ^ / ' l (4.159) 
Here, the action is defined as 
-N T dt' (e-^o^^^m - d[£\ - J2 {va0val3+r^}) 
AT 
3=1 
(4.160) 
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Here, we have 
Q(j) = Trfe^dt'^<0(na^H^e^(j)) ( 4 1 6 1 ) 
As explained in Appendix 4, and as previously discussed for the parallel model, 
since nj{j) + n%(j) + n%(j) + n%(j) = 1 for all 1 < j < N, the action Eq. (4.160) 
has the explicit extensive form 
S = -AT Tdt' (e-^+Sa<^a^a"/[|] _ d[ |]._ J2 {fja/3r]a0 + C*0?*} ) 
-N Y, Vx^Qx (4-162) 
X=A,C,G,T/U 
Here, j/x = N'x/N is the fractional composition of the wild-type sequence, and the 
four different traces are defined by 
Qx = Trfe^dt'^<0[^^+i^e-Xia0] ( 4 1 6 3 ) 
with the four matrix arrays 0 ^ defined in Eq. (4.97). After the definition Eq. (4.163), 
and the analysis presented in Appendix 4, we have that in the long time limit 
lim ^ = A* . (4.164) 
t—>oo t 
with A*^ the largest eigenvalue of the matrix Mx(£a/J,?7a/3) defined by Eq. (4.221) 
for X = {A,C,G,T/U}. 
As the action defined by Eq. (4.162) is extensive in the sequence length N, a saddle 
point limit provides an exact expression for the mean fitness of the population, when 
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iV—> oo 
fm = max [ e - E Q < , M ( i - ^ ) / ( ^ _ 4 ] 
{£ca/3 ,£cQ'W<3} 
- E {vfvf+tfsf}+ £ » A - i (4-165) 
l<a</3<4 l<a</3<4 
4.4 Conclusion 
Using the quantum spin chain approach, the 2-state, purine/pyrimidine assump-
tion for quasispecies theory has been lifted, and exact results have been derived for 
linear and quadratic fitness cases [113]. We have here expressed the general result for 
the fitness of the evolved population as a maximization principle. We have derived 
the solution for a general fitness function using the Schwinger spin coherent states 
approach. We have presented analytic results for the sharp peak, as well as linear, 
quadratic, and quartic fitness functions. For the Kimura 3 ST mutation scheme, 
we have presented an explicit solution for a general fitness function, expressed as a 
maximization principle. For the general mutation scheme, a maximization was also 
presented. 
We have also derived the general solution to the Eigen model of mutation and 
selection. We have presented analytic results for the sharp peak, linear, quadratic, and 
quartic fitness functions. For the Kimura 3 ST mutation scheme, we have presented an 
explicit solution for a general fitness function, expressed as a maximization principle. 
For a general mutation scheme, the maximization principle was also presented. 
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These results bring quasispecies theory closer to the evolutionary dynamics that 
occurs at the genetic level. The theory could be generalized to include an alphabet of 
20 amino acids, rather than 4 bases. The theory could also be generalized to include 
finite population size effects. 
Appendix 1 
By considering the definitions of the wild-type, site dependent matrices Qv'w' in 
Eq. (4.27), we see that there are only four possible different cases, since ri^(j) + 
«c0') + <U) + «r0') = 1 for all 1 < j < N. 
Case 1: n^(j) = 1 and n%{j) = n%(j) = n%(j) = 0. We re-define Gfw) -> Q^w\ 
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and explicitly we find 
1 0 0 0 
0 - 1 0 0 
0 0 1 0 
0 0 0 - 1 
/ _3 „ \ a6 0 
V 0 a3 
= a 
) 
e 
(3,w) _ 
1 0 0 0 
0 1 0 0 
0 0 - 1 0 
\ 0 0 0 - 1 / 
/ \ 
1 0 0 0 
0 - 1 0 0 
0 0 - 1 0 
0 0 0 1 
/ 
7° 0 
\ 
= <7 
V ° -f ) 
r3 0 \ 
a3 ®o3 
V° ~a ) 
) 
(4.166) 
Case 2: n%(j) = 1 a n d UAU) = ncU) = nrU) = 0. We re-define Qf'w) -> G$v 
and explicitly find 
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A(2 ."-) _ u c — 
• f t ( 3 , u > ) 
- 1 0 0 0 
0 1 0 0 
0 0 - 1 0 
0 0 0 1 
1 0 0 0 
0 1 0 0 
0 0 - 1 0 
0 0 0 - 1 
/ 
-er° 
\ 
\ • ^ 
/ 
= c 
-o-y 
/ 
- 1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 - 1 
V 
N 
°
3J 
= -a
3
 <g> cr3 (4.167) 
Case 3: ri%(j) = 1 and nwA{j) = n£(j) = nrU) = 0- We re-define efw) -» 0 p.(i,-u)) G ' 
and explicitly find 
o(2.«0 _ u G — 
e 
(3,w) _ 
1 0 0 0 
0 - 1 0 0 
0 0 1 0 
0 0 0 - 1 / 
- 1 0 0 0 
0 - 1 0 0 
0 0 1 0 
i 0 0 0 1 / 
- 1 0 0 0 
0 1 0 0 
0 0 1 0 
V 0 0 0 - 1 
Case 4: n$(j) = 1 and n%{j) = ™c(J) 
) 
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O oX 
V ° °\) 
= a3 ® a0 
/ - \ 
V 
- a 0 0 
0 a0 
= - a 0 ® a3 
/ 
/ - • \ 
- a 3 0 
0 a 3 
= -<73<g>a3 (4.168) 
) 
ngO) = 0. We re-define &fw) - e j ' 1 " ' , 
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and explicitly find 
/ 
e
{T'w) = 
- 1 0 0 0 
0 1 0 0 
0 0 - 1 0 
0 0 0 1 . 
/ 
V 
r3 0 \ 
= -a
3
 ® <T° 
-*V 
epw) 
V 
1 0 0 0 
0 - 1 0 0 
0 0 1 0 
0 0 0 1 
\ 
^ 0 ^ 
V 0 a
0 
-a
0
 ® a3 
J 
J 
1 0 0 0 
eg i W ) = 
V 
o \ 
0 -a3 
= a 3 <g> <r3 
I 
) 
(4.169) 0 - 1 0 0 
0 0 - 1 0 
0 0 0 1 
To calculate the traces involved in the different models, we need to obtain the 
eigenvalues {Aj}!<i<4 of the matrix 
M ( £ , £?,£?) = /XICT1 <8> <7° + /i2(7° ® a1 + / W ® o-1 
+£V3 ® a0 + £>° ® a3 + £>3 <g> a3 
(4.170) 
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The characteristic equation 
det M(£,£,£)-A/4x4 = 0 
(4.171) 
adopts the explicit form 
(6+6+8)-* 
MI 
MI 
(-8+g-g)-A-
M2 
M3 
M2 
M3 
M3 
M2 
(U-€l-€l)-A 
M3 
M2 
Ml 
Ml (-g-g+S)-A 
(4.172) 
By inspection, we notice that, by performing standard row-column operations, the 
characteristic equation is exactly the same for the four matrices 
M(£,ea=M(-£,e - a=M(& -& - a=M(-S , - a a (4.173) 
Therefore, all four matrices are equivalent in the sense that they possess the same 
eigenvalues. In particular, this implies that the trace of their exponential, has the 
same value in all four cases, thus implying the equality 
4 
QA = QC = QG = QT =. Tr eMt = £ eXit = Q (4.174) 
In particular, for the symmetric case //$ = //, and £* = £c, it is possible to obtain 
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simple analytical expressions for the eigenvalues: 
Ai = A2 = - ( £ + //) 
A3 = (L + ri + ^ (Q2-Hc + »2 
A4 = (Zc + l*)-2yJ&-rtc + ti2 (4.175) 
Therefore, t he expression for the t race in this symmetric case becomes 
Q = 2 e - ( l c + " ) f + 2 e f e + ' i ) i cosh \2tyJ{Q2 - / /£ . + /x2 J (4.176) 
Appendix 2 
By performing elementary algebraic manipulations Eq. (4.78) 
2^ 2 2 v / l + 2^c-3C2 
can be cast into the standard form of a quartic equation 
Mt + Bg + Cg + D£c + E = 0 (4.177) 
where, by defining /} = /*//? and a = a//?, the coefficients correspond to 
A = 3 
5 = 6a - 3 / 2 - 2 (4.178) 
C = 3/i2 - 35/2 + 3&2 + 2/1 - 45 - 1 
£> = - 2 5 - 2<52 + JJL + .2a/i - 2/22 
E = -a2 + afi (4.179) 
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We remark that this quartic equation introduces additional, unphysical solutions 
to the original Eq. (4.78). However, discarding these unphysical solutions whenever 
appropriate, the quartic Eq. (4.177) allows us to obtain explicit analytical expressions 
for £c in the entire region of parameters. Following Ferrari's method [120], we define 
the parameters 
3B2 C 
ai =
 'Stf + A 
= _ I _ « _ * ! + £ + fiA + 5£ (4180) 
2 3 2 6 2 8 V ' 
B3 BC D 
a2
 ~ 8A^~2A^+A 
4 45 2/1 A2 3«/i2 3/i3 
=
 ~27~y + y~T"^+T" (4181) 
W4 CBP^_BD_ E_ 
as
 ~ ~256Ai + 16A? ~4A2~ + A~ 
5 la 5a2 a3 a4 7/2 5a/2 a2p, a3/2 /x2 
~432 ~ 108 ~^72+ 1 2 + 16 + 216 + ^ 2 8 8~ + 288 
, 3a/i2
 + 9 5 V _ 7 ^ _ 75/i3 + jV ( 4 l g 2 ) 
16 32 96 32 256 
and solve the depressed quartic equation in the auxiliary variable z = £c + B/4A, 
z4 + a1z
2
 + a2z + a3 = 0 (4.183) 
We analyze the different cases in the parameter space that defines the possible 
solutions of this equation. 
Case 1: a2 = 0. This situation arises at the critical value 
/#> = ! + 2a (4.184) 
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We obtain four possible roots, according to the general formula 
Cc =
 "4A±V 2 
= ^ (2 ± \/2yJ\ - 9a(2 + 3<5) ± |1 - 95(2 + 3a)|) (4.185) 
Depending on the sign of the term in the square root, we have the following solutions 
i) If 1 — 18a - 27a2 > 0. This situation occurs when — | < a < | f « / | - l ) , and 
the solution is 
1 
3 ( £c,± = - ( l ± v
/ l - 1 8 a - 2 7 d 2 ) , & = § (4.186) 
ii) If 1 — 18a — 27a2 < 0. This situation occurs when a > | (W | — 1J. 
^ c = i (4.187) 
We shall consider a > 0 in the region of physically meaningful parameters. When 
a = 0, a non-selective phase is obtained, from Eq. (4.186), if j3 < §/i. At /3 = |//, 
for a = 0, a finite 'jump' in the value of £c from 0 to 2/3 defines a phase transition, 
where the value of u varies continuously from 0 to a positive value. 
When 0 < a < | ( - i / | — l ) , a finite jump in the bulk magnetization from £C]_ to 
£Cj+ is observed. This result is in agreement with [113]. 
Case 2: a3 = 0, a2 ^ 0. This situation occurs at the critical values 
$) = — (l + 3a + 2V49 - 18a - 27a2) , 0 < a < 1.054444 (4.188) 
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M, (3) ^-(l + 3a- 2V49 - 185 - 27a2) , 1 < a < 1.054444 (4.189) 
In this case, the quartic equation in z factorizes, 
z(z3 + aiz + a2) = 0 (4.190) 
There is a solution z = 0 for Eq. (4.190). This is however not a solution of Eq. 
(4.78), but an artifact of introducing the algebraic transformation into the fourth 
order polynomial Eq. (4.177). 
The solutions corresponding to the remaining cubic equation in Eq. (4.190) are 
analyzed as follows. Let us define the parameters, 
« i 
•S2 = 
" 
0-2 
2 
-
«2 
2 
+ 
1 
/ „ 3 ( al 
— 
^27 
/ „3 ( a l 
V27 
+ 
+ 
~ 2 \ 
a% i 
4y 
„2N 
a\ 
4 , 
1/2' | 
v V2" 
\ 
) 
1/3 
- ,1 /3 
(4.191) 
Then, we have the following cases, 
Case 2.a: Consider // = jrc , defined by Eq. (4.188). This situation is possible 
3 2 
when 0 < a < 1.054444. Within this range of values for a, the parameter |£ + ^ > 0. 
Then, we find a single real solution 
£c = 2- f7 _ 185 + V49. - 185 - 27d2) + ax + s2 (4.192) 
- r,(3) Case 2.b: Consider // = frc , defined by Eq. (4.189). This situation is possible 
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a3 a2 
when 1 < a < 1.054444. Within this range of values for a, the parameter -£ + -f > 0. 
Then, we find a single real solution 
^c=l^(7- 185 - V49 - 18a - 27a2) +Sl + S2 (4.193) 
Case 3: 03 ^  0, a-i ^ 0. In this case, we consider again the general quartic Eq. 
(4.177). Following Ferrari's method [120], we find 4 possible roots 
Here, we defined 
6,(1,2) = 
6,(3,4) = 
AA + 2 2 ^ 
-*-*'*¥ 
p = B
2
 C 
4A?-A+m 
(4.194) 
(4.195) 
Q={ 
> / !S -^ -2S + J(4f-8S-S)P-i , P^0 
^If-2^2^ V?" 4 ^ P = 0 
(4.196) 
{ / 1/ 
3 B i _ p 2 _ 2 C _ l ( 4 B C _ 8 D _ B i ) p _ 1 ) p ^ Q 
4 ^ 'A 4^ A2 (4.197) 
From Eq. (4.194), the largest real root corresponds to the physical solution of Eq. 
(4.78). 
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The parameter yi in Eqs. (4.195-4.197) is obtained as the real root of the auxiliary 
cubic equation 
yZ + 722/2 + 7i-y + 7o = 0 (4.198) 
Here, we defined the parameters 
C 
72 =
 ~A 
BD E 
71
 = ~A^-4A 
To = 4 ^ f - ^ - ^ (4.199) 
A2 A2 A3 
Let us define 
7i 722 
q
 = T. -y 
r = g (7 i72-37o) - — 
A = q3 + r2 (4.200) 
We have three possible cases: A > 0, A = 0, and A < 0. 
Case 3.a: A > 0. In this case, we have one real root y\ for the auxiliary cubic 
Eq. (4.198), and two complex roots. The real root to be used in Eqs. (4.194-4.197) 
is given by 
^ ( r + A ^ + t r - A 1 / 2 ) 1 7 3 - ! 2 - (4-201) 
O 
Case 3.b: A = 0. In this case, all roots of the auxiliary cubic Eq. (4.198) are real, 
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with two of them identical, and given by 
y2 = y3 = ~r1/3 (4.202) 
In this case, we take the root yi in Eq. (4.202), to be used in the formulas Eqs. 
(4.194-4.197). 
Case 3.c: A < 0. In this case, all three roots, of the auxiliary cubic Eq. (4.198) 
are real and different. 
V! = 2 ( r 2 -A) 1 / 6 cos(0 /3 ) - 72 
y2 = ^ - A ^ C O S ^ / S + T T / S ) - ! 
y3 = -2(r2-^6coS(6/3-7r/3)-^ (4.203) 
Here, 6 = tan"1 f ( ~ y / 2 Y \ye t a k e the root yx to be used in Eqs. (4.194-4.197). 
Appendix 3 
To calculate the traces involved in the Eigen model, we need to obtain the eigen-
values {Aj}i<j<4 of the matrix 
j l ~ l /Ov „0 i ,p;2„0 o „1 i ,^3^,1 x> ^-1 M(ec,ec,ec,fjc) = vy ®o°+fy ®°l+nW ®°l 
+&C3 ® a° + £?a° ® a3 + £ V <g> a3 (4.204) 
The characteristic equation 
det M(ec,SUi,fje)-\IM (4.205) 
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has the explicit form 
«l+el+H)-A nl 
ni (-e+e-S)-A 
nl nl 
nl n2c 
V2c 
V3c 
&-Pc-
al 
= 0 (4.206) 
(-S-«2+e1)-A 
By inspection, we notice that, by performing standard row-column operations, the 
characteristic equation is exactly the same for the four matrices 
M(£,£,£,ffc) = M(-£,£,-£,i) 
(4.207) 
Therefore, all four matrices are equivalent in the sense that they possess the same 
eigenvalues.' In particular, this implies that the trace of their exponential has the 
same value in all four cases, 
QA = Qc = QG = QT = TreMt = Q (4.208) 
In particular, for the symmetric case rfc = rjc, and £* = £c, it is possible to obtain 
simple analytical expressions for the eigenvalues: 
Ai = A2 = - (& + fjc)t 
A3 = (& + f)c)t + 2ty/(£c)2 - Uc + (Vc)2 
A4 = (& + fjc)t - 2ty/(£c)2 - Uc + {%? (4.209) 
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Therefore, the expression for the trace in this symmetric case becomes 
Q = 2 e - ( ^ c ) i + 2e&+^)t
 Cosh ( 2t^(&)2 - fjc£c + (fjc)2) (4.210) 
Appendix 4 
By considering the matrices defined in the generalized mutational scheme Fig. 
4.5, Eq. (4.89), since n%(j) + ng(j) + n%(j) + n%(j) = 1 for all 1 < j < N, we find 
that there is only four possible different cases 
Case 1: n%(j) = 1 and n%(j) = n%(j) = n?(j) = 0. We re-define Q^{j) -> 0 ^ , 
and explicitly we find 
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0 71,12 
0 
,4,13 
0 A,U 
1 0 0 0 
0 - 1 0 0 
0 0 1 0 
0 0 0 1 
t 
a
3
 0 
0 a0 
1 0 0 0 
0 1 0 0 
0 0 - 1 0 
0 0 0 1 
^ 0 ^ 
0 -<r> / 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 - 1 
/ 
V 
<r 0 
0 a3 
W A,23 
fit" _ c\ U/ l ,24 — U A,34 
0 a0 
(4.211) 
Case 2: n£(j) = 1 and n%j) = n%(j) = n%(j) = 0. We re-define 0 ^ ( j ) -> 0£Q/3, 
and explicitly we find 
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U C , 1 2 
U C , 2 3 
U C , 2 4 
U C , 1 3 
_ 
( < 
—a" 
l ° 
. 0 
1 ° 
1 ° 
— P>w 
—
 U C , 1 4 " 
0 
\ 
•V 
0 
- * / 
"
 U C , 3 4 = 
n ^ • 0 
= / 
V ° "/ 
(4.212) 
Case 3: ng(j) = 1 and r^(j) = ng(j) = n£0') = 0- We re-define G^(j) - eg>a/3> 
and explicitly we find 
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/ 
U G , 1 3 
U G , 2 3 
U G,24 
V 
r3 0 
0 a° 
0 <r3 
\ 
/ 
J 
e G,13 — U G , 1 4 — U G , 3 4 _ 
V 
(7° 0 
0 a0 
\ 
J 
= 1 (4.213) 
Case 4: n£(j) = 1 and n%(j) = n£(j) = n£(j) = 0. We re-define 0 ^ ( j ) - eg>a/J) 
and explicitly we find 
248 
U G , 1 3 
U G , 2 3 
U G , 2 4 
U G , 1 3 
= 
= 
/ 
l 0 
L> 
v° 
^ n 
<T° 
v° 
—
 U G , 1 4 " 
\ 3
 0 
*°y 
°) 
*
0 / 
\ 
0 
*
3v 
- Piw — 
<7° 
k o 
0 
a0 
= 1 (4.214) 
We define the fractional composition of the wild type as yx = Nx/N, for X = 
(A,C,G,T/U). Then, taking into account the previous analysis, the trace in Eq. 
(4.95) has the explicit extensive form 
N 
3=1 X=A,C,G,T/U 
Here, for the parallel or Crow-Kimura model, we define 
(4.215) 
In Qx = Tr f e # dt' ^<^^aP+^Qx^, X = (A, C, G, T/U) (4.216) 
and Qx,ap as( defined by Eqs. (4.211-4.213). 
The corresponding expression for the Eigen model is 
InQ* = Trfetidt'Z"<^Ta0+ta0ex^, X = {A, C, G,T/U) (4.217) 
Here, again, 9£ a / 3 are defined by Eqs. (4.211-4.213). 
Explicitly, the traces defined in Eq. (4.216) are given by 
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Qx = TvetMx^ = J2e' t\? 
i=\ 
Here, Xf are the eigenvalues of the matrices M x ( ^ ) , defined by 
MA(en = 
l^23+^2i+fi3iH +i 
+ | 1 4 + | 2 3 + | 2 4 + | 3 4 
M12 
M13 
/il2 
Ml3+/*14+M4-£ +£ 
+£14+^3 + £24 + | 34 
M23 
M13 
^14 A*24 
W 3 
f l 2+^14+^24+^ 1 2 - ? 1 
+£"14+<P+f24+f34 
M34 
(4.218) 
M14 
M 4 
M 4 
^12+^13+/i23|1 2+^1 
. |14 + | 23 + 4 -24 + | 34 
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M23+M24+M34~£ 1 2+£ 1 M12 W 3 M14 
+ H 4 + | 2 3 + | 2 4 + | 3 4 
Ml 2 Ml3+Ml4+M34+£ + £ M23 M24 
MC(r /3) 
+ £ l 4 + | 2 3 + | 2 4 + | 3 4 
M13 M23 Ml2+M14+M24+€ 1 2 +£ 1 M34 
+ | 1 4 _ £ 2 3 + | 2 4 + | 3 4 
M14 M24 M34 M12+A«13+M23?12+f1 
M23+M24+M34+£* - f 1 M12 Ml 3 Ml 4 
+ | 1 4 + £ 2 3 + | 2 4 + | 3 4 
M12 M13+M14+M34+4 H M23 M24 
M c ( ^ ) 
+ | 14_ e -23 + $ -24 + 4 -34 
M13 M23 M12+M14+M24+C + £ M34 
+ f 1 4 + f 2 3 + | 2 4 + f 3 4 
M14 M24 M34 M12+M13+M23+C + 4 
+f14+f23-P+«34 
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/ 
MT(r") 
M3+/*24+A»34+€ +£ 
_|14+e-23+ |24+^34 
1*12 
M13 
^12 
P13 +M14+M34 +£ 1 2 +£ 1 
+ | 1 4 + j a 3 _ | M + | 3 4 
/*23 
^13 M14 
M14 M24 
M23 
Ml2+Ml4+/i24+£ +£ 
+ | H + | 2 3 + ? - 2 4 _ ^ 4 
M34 
M24 
M 4 
H12+t*i3+lt23+V2+V 
(4 
We are interested in the long time limit of the traces in Eq. (4.218), which is given 
by 
hm — — = Amax 
t—>oo t 
(4.220) 
Here, A ^ is the largest eigenvalue of the matrix M ^ f ^ ) defined in Eq. (4.219). 
A similar analysis applies to the Eigen model, where the matrices MJC(£Q/3,?7Q:/J) 
2 5 2 
have the same s t ructure as in Eq. (4.219), with the subst i tut ion /za/j —> r}a0. 
{ 
v23+fj24+v34+£12+S13 fj12 v13 
+f1 4+|2 3+£2 4+£3 4 
v12
 n
13+fj1*+fj3i-z12+?3 fj23 
M,(^,^) = 
7713 
j j l 4 
+f14+f23+£24+f34 
f?1 2+^1 4W4+?2- |1 3 
+CM+f , S+| a 4+| 3 4 
« j " 
^ 1 2 + j j l 3 + f l 2 3 | 1 2 + | - 1 3 
_ j l 4 + p + f M + g 3 4 
/ 
Mc(r/J,rt = 
f j 2 3 + ^ 2 4 + j j 3 4 _ | 1 2 + ^ 1 3 
+ | 1 4 + | 2 3 + | 2 4 + | 3 4 
fj12 7j13+i?14+»734+e12+€13 
+|14+£23-K~24+£34 
»712+7714+»?24+|12+f13 
+ < F 1 4 _ | 2 3 + | 2 4 + | 3 4 
jj34 j j l 2 + ^ 1 3 + ^ 2 3 | 1 2 + 4 - 1 3 
+ | 1 4 + | 2 3 _ ^ 2 4 + | 3 4 
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/ 
Mc^rt 
n23+ffl+ffi+tl2_^ 
+ | 1 4 + ^ 3 + | 2 4 + | 3 4 
^
13+»?14+»?34+|12+f13 
+f14-f23+£24+f34 
fj12+J?14+*?24+|12+€13 
+|14+|23+f24+|34 
*y12+7713+»?23+412+f13 
+£14+f23-pl+f34 
/ 
MT(^,rt = 
7 
fj23+fl24+fj34+£12+£l3 
- |1 4+|2 3+P+?4 
jjl3 
^
1 3 +7J 1 4 +7? 3 4 +| 1 2 +| 1 3 
+ | 1 4 + | 2 3 - | 2 4 + 4 3 4 
V n12+fju+fj2i+£12+?3 
+ i F 1 4 + ^ 3 + p _ ^ 4 
*? 1 4 ^12+^13^23^12^113 
+ 4-14+ |23+ 4-24+ |34 
(4,22 
Then, after Eq. (4.215), we have that for long times 
3=1 X=A,C,G,T/U 
(4.222) 
Chapter 5 
Quasispecies theory for finite populations 
Abstract 
We present a general formulation of quasispecies theories, the Crow-Kimura and 
Eigen models, generalized to include horizontal gene transfer for a finite population 
of evolving binary sequences. By means of a field-theoretic representation, we obtain 
analytical expressions for the average population distribution, as well as for the fluc-
tuation of the population numbers. Our theoretical results show that horizontal gene 
transfer reduces the fluctuations in the population numbers of a finite population. 
5.1 Introduction 
Biological populations in nature are finite. In particular, it is clear that the 
number of individuals in a population is much smaller than the number of possible 
genetic sequences, even for genomes of modest length. For example, the largest 
populations observed in biological systems, RNA viruses, are on the order of N — 
1012 viral particles within a single infected organism [121]. These viruses posses a 
relatively short genome of length L ~ 103 — 104 bases [121], and hence the theoretical 
size of the sequence space is 4L ~ io6000 2> N. From this example, it is clear 
that no real biological population will be able to sample the entire sequence space 
during evolutionary dynamics [122], and therefore finite population size effects may 
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be important for a realistic description of evolution [123]. Finite populations with 
asexual reproduction are subject to the "Muller's ratchet" effect [79], which is the-
tendency to accumulate deleterious mutations in finite populations [79, 45, 43]. It has 
been suggested that horizontal gene transfer and recombination may provide a way to 
escape Muller's ratchet in small populations [124, 125, 48, 126], and this mechanism 
has been proposed as one of the evolutionary advantages of sex, despite the additional 
mutational load for fitness functions with positive epistasis [79, 83, 45, 43, 42, 86, 47, 
48]. 
Quasispecies models for molecular evolution, represented by the Crow-Kimura 
model [95] and the Eigen model [11, 93, 12, 94], are traditionally formulated in the 
language of chemical kinetics. That is, they describe the basic processes of muta-
tion and selection in an infinite population of self-replicating, information encoding 
molecules such as RNA or DNA, which are assumed to be drawn from a binary al-
phabet (e.g. purines/pyrimidines). These models exhibit a phase transition in the 
infinite genome limit [11, 93, 12, 21, 20, 94, 97, 29, 28], separating an organized or 
quasispecies phase from a disordered phase. The quasispecies is composed by a col-
lection of nearly neutral mutants rather than by a single sequence type. Despite its 
abstract character, the quasispecies model has been successfully applied to interpret 
experimental studies in RNA viruses [98, 99, 100, 101]. 
In this infinite population limit, the mean field approach that is customary in 
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chemical kinetics is justified and the evolution of the probability distribution of se-
quence types can be described by a deterministic system of differential equations. 
This mean field approach cannot capture the fluctuations in the numbers of individ-
uals with different sequences, which are a consequence of the stochastic dynamics of 
the process. An accurate description of a finite population therefore requires a master 
equation formulation [123]. 
In this article, we extend the parallel and Eigen models of quasispecies theory to 
include finite population effects, by considering a master equation formulation. By 
means of a field-theoretic method [29, 34, 58] we derive from the master equation 
a system of coupled differential equations for the probability distribution and the 
fluctuation of numbers of individuals with given sequences. We furthermore study 
the effects of horizontal gene transfer on the steady-state probability distribution and 
fluctuations. 
5.2 The parallel model in a finite population 
We consider a finite population, composed of N < oo binary purine/pyrimidine 
sequences, of length L. We assume that the replication rate, or microscopic fitness, 
is a function of the Hamming distance from the wild-type genome, and hence of 
the one-dimensional coordinate 0 < £ < L representing the total number of purines 
along the sequence. We define r(£) = Lf(£) as the replication rate, and hence we 
characterize the finite population in terms of the occupation numbers {«^}O<^<L f°r 
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each Hamming distance class Q, which must satisfy the conservation equation 
x 
We define the probability distribution for the entire population, P({n^};t), as 
a function of the set of occupation numbers {^}O<^<L- We consider a mutation 
rate //, and horizontal gene transfer rate v [40, 127]. Therefore, the master equation 
governing the time evolution of the probability distribution is 
jtP{{n^t) = ^ £ > ( e ) [ K - 1)(>Y + ^ ( K - W + 1};*) - n^P({n^t)} 
L 
+ ^ [ ( L - 0 ( n { + l ) P ( K + l , % 1 - l } ; t ) 
+ ^n( + l)P({n(.1-l,ne + l};t)-Ln(P({n(};t)] 
L 
+ ^ ^ [ P + ( L - O K + l ) P ( K + l , n e + 1 - l } ; i ) 
+ ^ - K + l ) ^ ( K - i - l,nC + 1}; *) - n({p+(L -0 + p^}P({n(};t)] 
(5.2) 
with p± = (1 ± «)/2 the probability to insert a purine or pyrimidine, and average 
base composition, u = jj ^Zf=o (2£/£ — 1) ni-
We introduce an exact representation of the classical master equation (5.2) in 
terms of a many-body quantum theory. For that purpose, we define the population 
state vector 
I*W> = £ ^ ( K ; M ) I K } ) (5.3) 
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with |{n^}) = \no,ni,... ,TIL) = n$=o®ln?)- This population state vector evolves 
according to a Schrodinger equation in imaginary time 
| | * ( t )> = -H\9(t)) (5-4) 
The Hamiltonian operator H is expressed in terms of boson creation and destruction 
operators [a$,at] = S^, whose action on the occupation number vectors is 
-acK> = « c K - l > a\\ns) = |n
€
 + 1) (5.5) 
1 L, L 
«'=o. €=o 
The Hamiltonian operator is given by 
 L 
N 
L 
+ v X^+(L ~ o(4+i - 4)a«+p-^l-i - 4)ad (5-6) 
Here, the first term represents replication of sequences, while preserving the popu-
lation size N. The second term represents single point mutations, and the third term 
represents horizontal gene transfer of single sites from the population [40, 127]. 
The evolution equation Eq. (5.4) is formally integrated in time 
|*(t)> = e^ |¥ (0)> (5.7) 
with |^(0)) = |{^°}) representing the initial configuration of the population. 
The population average of a normal-ordered classical observable F({a^}) is ob-
tained, in this formalism, by taking the product on the left with the 'standard bra' 
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(•I = ( 0 | ( r t o ^ ) [34,58], 
(F) = <-|*,({«e})l*(*)> = {•\F({as})e-™\{n°}) (5.8) 
We introduce a Trotter factorization in Eq. (5.8), with a basis of coherent states \z^) 
defined by a^z^) = z^\z^) at each time-slice 0 < k < t/e, and e —> 0, 
(F) = [[Dz*Vz}(0\ ( n ^ W a ^ l t e W e ) } ^ 
J
 V=o J fc-i 
= f[Vz"Dz]F({z((t/e)})e-s[{''}'{'}] (5.9) 
The action in the exponent of Eq. (5.9) is defined, after the change of variables 
z* = 1 + z, 
L t/e 
S[{z},{*}] = Y^^°>^°)-4^ + Hm+YlEdk){zdk)-zdk-l)}} 
£=0 k=l 
L t/e 
£=0 fe=l 
L t/e 
~
 vt
 E E K L " O P + % U ( * 0 + iP-H-^k) - {(L - 0P+ + Sp-}zs(k)}zs(k - 1) 
£=0 fc=l 
L t/e 
- .jf E Er(0(i+^(*))[^(*)-^(*)k(fc-i)^(*-i) (5-10) 
«'=ofe=i 
= 0, which has the We look for a saddle-point in the action Eq. (5.10),
 gz (k) 
solution z%(k) = 0, V£,/c. 
The second saddle-point condition, gM^. = 0, yields for k — 0, z£(0) = n^. For 
k > 0, we define z^(k) = NP^(k), and in the limit e —> 0, the saddle-point condition 
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translates into a differential equation for the class probabilities P^(t) (see Appendix 
1), 
jtP&) = //[(L - £ + l)P^(t) + (£ + l)P«+1(t) - LP&)] 
+ i/[p+(L - £ + I )P € _I(<) + P_(^ + i)pi+i(ty - {{L - i)P+ •+ ^_}p€(t)] 
subject to the initial condition -Pf(O) = n°/JV. This equation is exactly infinite pop-
ulation quasispecies theory generalized to include horizontal gene transfer [40]. 
We obtain the fluctuations around the saddle-point of this theory, by defining 
Sz((k) = z^k) - zj(k) = zz(k), and Sz({k) = z((k) - z\{k) = z^k) - NP^k). The 
action is expanded to quadratic order as (see Appendix 1), 
AS = S-Sc=l-XTn-1X + 0{X3) (5.12) 
with XT — ({Sz(0), 5z(0)},..., {5z(t/e), {5z(t/e}}). We are interested in the correla-
tor ({X(t/e)}, {X(t/e)}). Therefore, we define the generating functional 
Z[J]= f[VX]e-^xTu~lx+jTx = (27r)Lt^(detU)-Lt^el2jTnJ (5.13) 
By functional differentiation of Eq. (5.13), we obtain 
1 52Z[J] ({X(t/e)}{X(t/e)}) = Z[J] 5{J(t/e)}5{J(t/e)} [nu«,« (5.14) t/e,t/e J=0 
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As shown in Appendix 1, we obtain [II]t/£|i/£ = bt/et/e, with 
7o / V ' 
h,k = (5.15) 
\I C(k) ) 
The matrices C(k) are symmetric C = CT, and in the continuous time limit e —> 0 
evolve according to the Lyapunov equation 
4 c = AC + CAT + B (5.16) 
at 
subject to the initial condition C^> = — n^S^i, with matrices A, B defined in Ap-
pendix 1, Eqs. (5.40) and (5.41). 
The fluctuations in number of individuals with a given sequence are obtained from 
the relation (<5n^ )2 = (rt^) — (n^)2 = NP$ + Q^ . Therefore, the fluctuations in the 
class probability distribution are obtained from the formula (see Appendix 3), 
(OK)2) _ 1 , , 1 . . . 
.
 N2 ~ iV ( P*+ NC**> ( 5 7 ) 
In summary, from the master equation (5.1), we obtained an explicit analytical 
equation for the class probability distribution, Eq. (5.11), and for the fluctuations of 
the number of individuals, Eqs. (5.16) and (5.17). This system of coupled differential 
equations is solved in the next section. 
5.2.1 Results for the parallel model 
We studied the probability distributions and fluctuations for two different fitness 
functions, a discontinuous sharp peak f(u) = ASUt+i, and a smooth, quadratic fitness 
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landscape f(u) = \v? + 1. 
For the sharp peak in the absence of horizontal gene transfer (u = 0), we obtain 
from Eq. (5.11) that the wild-type probability P^=L = 1 — ^ + 0(L_ 1) . Horizontal 
gene transfer (u > 0) does not affect this distribution (see Appendix 4). From Eq. 
(5.16) and Eq. (5.17), we obtain that the fluctuation is given by ((Sni=L)2)/TV2 = jj% 
a result first given in [128]. 
For the quadratic fitness, we tested our analytical theory with stochastic sim-
ulations based on a Lebowitz/Gillespie algorithm [110, 109] in which we explicitly 
simulate a population of size L undergoing the stochastic processes of mutation, hor-
izontal gene transfer, and replication. 
In Fig. 5.1, the steady-state probability distribution obtained from the numerical 
solution of Eq. (5.11) is compared with the distributions obtained from stochastic 
simulations, for different sizes N of the population. The stochastic results represent 
an average over 50 independent numerical experiments. An excellent agreement is ob-
served between the theory and stochastic simulations, which improves systematically 
as the population size increases. 
A similar comparison for the fluctuations in the probability distribution is shown 
in Fig. 5.2, in the absence of horizontal gene transfer v = 0, at different sizes of the 
population N. The fluctuations are large. A slow convergence towards the predictions 
of the theory is observed with increasing the population size, with a close agreement 
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Figure 5.1 Theoretical versus results from stochastic simulations for the probability 
distribution of the parallel model and quadratic fitness. The theory is obtained from Eq. 
(5.11). The stochastic results are obtained by averaging over 50 independent numerical 
experiments. In the inset is shown the same comparison in the absence of horizontal gene 
transfer (y — 0). Note the Muller's ratchet phenomenon, whereby fitness is reduced for 
finite populations, is greatly suppressed for v > 0. Here k = 4, L = 200 for the stochastic 
simulations, and v = 7 in the main figure. 
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Figure 5.2 Theoretical versus stochastic fluctuations in the probability distribution for 
the parallel model and quadratic fitness, in the absence of horizontal gene transfer, v = 0. 
Here, L = 100 and k — 3.0. The theory is obtained from Eqs. (5.16) and (5.17). 
at N = 108. 
In Fig. 5.3, we compare our theory with stochastic simulations, at different rates 
of horizontal gene transfer. Here, the results obtained from stochastic simulations 
converge toward the theoretical value calculated from Eqs. (5.16) and (5.17) as the 
size of the population N increases. We notice that the fluctuations are much smaller 
and convergence is achieved at smaller values of the population size N, as compared 
to the case when horizontal gene transfer is absent u = 0, Fig. 5.2. 
As depicted in Fig. 5.4, our theoretical results show that horizontal gene transfer 
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Figure 5.3 Theoretical versus stochastic fluctuations in the probability distribution for 
the parallel model and quadratic fitness, with horizontal gene transfer rate v = 7.0. Here, 
L — 200 and k = 4.0. The theory is obtained from Eqs. (5.16) and (5.17). The stochastic 
results are obtained by averaging over 50 independent numerical experiments. For v — 0, 
the theoretical curve would rise to values of the order of 106. 
Figure 5.4 Fluctuations in the probability distribution as predicted from our theory for 
the parallel model and quadratic fitness landscape, at different recombination rates v > 0. 
Here, L = 200 and k = 3.0. For v — 0, the curve would rise to values of the order of 107. 
has a dramatic effect in reducing the magnitude of the fluctuations in the distribution. 
Indeed, a small rate of horizontal gene transfer is enough to reduce by several orders 
of magnitude these fluctuations, as compared to the case without horizontal gene 
transfer v — 0. 
These results are consistent with the trend observed in our stochastic simulations 
for the variance of the average composition, Fig. 5.5. Here, we see that horizontal 
gene transfer reduces the variance between different numerical experiments. 
This reduction in variance is also observed in the corresponding histograms for 
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Time (\i ) 
Figure 5.5 Average composition as a function of time, averaged over 50 independent 
numerical experiments. Also shown are one standard deviation envelopes ±a(t). The 
steady-state averages < u > ±-y/< (Su)2 > are displayed as solid lines for reference. The 
population size is N — 104 sequences. 
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Figure 5.6 Histograms representing the steady-state average composition among 50 
independent numerical experiments, at different horizontal gene transfer rates, v. The 
population size is N = 104 sequences. 
the 50 independent numerical experiments, as displayed in Fig, 5.6. The histograms 
become more compact due to a decrease in the standard deviation between inde-
pendent numerical experiments, as the horizontal gene transfer rate v is increased. 
These numerical examples, for the small population size of N — 104, illustrate the ef-
fect of horizontal gene transfer in counter-balancing "Muller's ratchet" effect in finite 
populations [79, 48, 124, 125, 126]. 
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5.3 The Eigen model in a finite population 
We consider a finite population, composed of N < oo binary sequences, of length 
L. We assume that the replication rate is r(£) = Lf(£) as in the parallel model. In 
this case, it is assumed that multiple mutations can occur along each sequence as a 
consequence of errors in the replication process, and consequently Q^> is the transfer 
matrix for mutations from class £' into class £, with 
min{C+4',2i-K+C')} 
6=0 
(5 
Here, q ~ 1 characterizes the fidelity in the replication process, when 1 — q is the 
probability (per site) that an incorrect base is placed by the polymerase enzyme. 
In the representation of occupation numbers {nf}0<f<z, satisfying the conservation 
L+i£^±i) L+M±£*J 
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Eq. (5.1), we formulate the master equation for the population probability P({n^}; t) 
9 P ( K } ; t ) = ( l " 
dt L 
nc» 
•E'KWMta-uE"*"'"1 
«=o 
€"#* 
N 
P({ne-l,ne. + iy,tj 
n(J2-irp({n^nr^t>) 
r* 
ns 
n^ + l 
AT + EK0E<fo 
- ( n c - l ) ^ P ( { n o n ^ } ; 0 
P({n( + l,n^-l};t) 
N 
+ E^)E^,* 
nS E 
r y + 1 
P ( { n ^ - l , n ^ + !};•<) 
(£"/£,£"#£') } 
«—v r *—\ Tte' — 1 
^ P ( { n ^ , n ^ } ; t ) 
~ " V ^(K + W-i};*) 
n,' 
- "«Eivp(fo'n«'>;') 
*'*( 
+ E ^ ^ M ^ - O ^ K E 
«'=o (4'V«,£'V£') 
7V + 1 
_ L _ — P ( { n ^ - l , n ^ + l};t) 
P({n^,n^»};i) 
+ E ^',^-1^-^(0^ E 
- ^ P ( K ' , V } ; t ) 
n^" + 1 P ( { n ^ - l , n ^ + l};t) 
(5.19) 
This system can be exactly mapped, as in the case of the parallel model, into a 
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many-body quantum Hamiltonian, defined by 
L 
-H = 1 v\ 1 UN 
L 
" 1 » -, 
«'4"=o «'=o 
+
 TV E ^',e+i^^+(L_^)r^)4(aI'~^")a«V 
«',«"=o 
1 
+ 77 E <2s',£-i7/>-£r(£)aJ(4 -«!»)«€V 
From the formulation expressed in Eq. (5.9), and introducing an analogous Trotter 
factorization, we obtain in this case the action 
t/e 
(5.20) 
e 
AT 
S[{z}, {z}} = (l - 9 { E [*(0)*(°) - "S ln[! + (^0)] + E *(*){*(*) - z,(k - 1)} 
^ 4=0 L /t=i 
t/e . i "H 
E E ^',^(0[i+^(fc)]^(*) - v(*)te(*- i)^(fc - i) 
fc=1 L£,f',£"=0 J J 
t/e L 
- AT S E ^ 'M 1 + %(k)mk) ~ %>(k))zt(k - l)z^k - 1) 
* = i « ' = o 
t/e L r -| 
x[^/(fc) - ^«(fc)]^(A; — 1)^ »^(A; - 1) 
LN ^ l— r(0[l + ft(*)] 
(5.21) 
We look for a saddle-point in the action Eq. (5.21). From the condition -^4^ 
we obtain z£(k) = 0 Vfc,£ (see Appendix 2). From the second equation
 s*
S/k) 
= 0, 
= 0, 
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after taking the continuous time limit e-—* 0, we obtain (see Appendix 2) 
L L 
It m = (i-|) E^r«')iv(o-^ wErcOiV(*) 
«'=o r=o 
- P
€
W rf(0-E^v(*)d(0 
f=o 
+
 z £ {Qu'+iP+(L ~ 0 + ^-xP-*'}^')^ (*) 
(5.22) 
Here, P$ = z%/N, and the initial condition corresponds to P^(0) = n°/N (see Ap-
pendix 2). This is exactly infinite population quasispecies theory generalized to in-
clude horizontal gene transfer [40]. 
We expand the action Eq. (5.21) around the saddle-point, by defining dz^k) = 
z((k) - z\{k) = zt(k) - NPt(k), and 6z^(k) = z((k) - z%(k) = z((k). The action is 
therefore given by 
AS = s - sc = -xTn-1x + o(x3) (5.23) 
Here, XT = {{Sz(0), Sz(0)} ... {5z(t/e), Sz(t/e)}) (see Appendix 2). 
We are interested in the correlator ({X(t/e)}, {X(t/e)}). Therefore, we define the 
generating functional 
Z[J] = f[VX}e-^xTn~lx+jTx = (27r)Lt/£(detn) -Lt/ee±JTnJ (5.24) 
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By functional differentiation of Eq. (5.13), we obtain 
({X(t/e)}{X{t/e)}) = 1 6
2Z[J] 
Z[J]6{J(t/e)}S{J(t/e)} j = o = PV t/e (5.25) 
As shown in Appendix 2, we obtain [n]t/e]f/e = 6t/£)i/e, with 
h,k = 
' 0 i N (5.26) 
\I C(k) J 
The matrices C(k) are symmetric C = CT, and in the continuous time limit e —> 0 
evolve according to the Lyapunov equation 
dt C = AC + CA
T
 + B (5.27) 
subject to the initial condition C^g = —n^S^r, with matrices A, B defined in Ap-
pendix 2, Eqs. (5.56) and (5.57). 
In summary, we obtained a coupled system of differential equations representing 
the probability distribution, Eq. (5.22) and the fluctuations in this distribution, Eq. 
(5.27). 
5.3.1 Results for the Eigen model 
For the Eigen model, in the absence of horizontal gene transfer (v = 0), we obtain 
from Eq. (5.22) that the wild type probability is (see Appendix 5) 
PL 
e~*A - A0 
A-An 
(5.28) 
0.07 
Figure 5.7 Probability distributions, in an infinite population as predicted from our 
theory Eq. (5.22), for the Eigen model and quadratic fitness, at different horizontal gene 
transfer rates v. 
From Eq. (5.27) we obtain that the fluctuation is given by (see Appendix 5). 
((6nL)2) 1 e-"(l - e-»)A2 
N2 N (A - A0)2 
(5.29) 
In Fig. 5.7, we present the steady-state probability distributions, for different rates 
of horizontal gene transfer, as obtained from our theory Eq, (5.22). We observe the 
theory predicts that horizontal gene transfer shifts the population distribution away 
form the wild type at £ = L (u = 1), thus decreasing the mean fitness, for this 
quadratic fitness function with positive epistasis. 
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Figure 5.8 Fluctuations in the number of individuals with a given sequence, as predicted 
from our theory Eq. (5.27), for the Eigen model and quadratic fitness, at different horizontal 
gene transfer rates v. For v = 0, the curve would rise to values of the order of 107. 
In Fig. 5.8 we present the fluctuations in the number of individuals with a given 
sequence for the quadratic fitness, as predicted from our theory Eq. (5.27). In agree-
ment with the parallel model case, we observe that a moderate horizontal gene transfer 
rate reduces by orders of magnitude the fluctuations. 
5.4 Conclusions 
We formulated the master equations for quasispecies theories, Crow-Kimura and 
Eigen, in a finite population of binary sequences. By using a field theory formalism, 
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we derived analytical expressions for the Hamming distance class probability distri-
butions and for their fluctuations. The theoretical expressions are valid both in the 
absence and in the presence of horizontal gene transfer. We compared the predictions 
of our theory, for the parallel model, with numerical results obtained from stochas-
tic simulations based on a Lebowitz/Gillespie algorithm. Excellent agreement was 
obtained between theory and stochastic simulations. 
For both the parallel and Eigen models, we find that horizontal gene transfer re-
duces by orders of magnitude the fluctuations in the probability distribution when 
fitness is represented by smooth functions, such as quadratic. For a discontinuous, 
sharp peak fitness, horizontal gene transfer does not modify the steady-state distri-
bution of fluctuations. 
From our stochastic simulations, we find that horizontal gene transfer also reduces 
the variability between independent experiments, for a smooth quadratic fitness func-
tion. 
In conclusion, our theoretical results indicate that for quasispecies models in finite 
populations, horizontal gene transfer reduces by orders of magnitude the fluctuations, 
and hence the statistical properties of the finite population become closer to those of 
an infinite population. This effect can also be interpreted in terms of an improvement 
of the sampling of sequence space induced by horizontal gene transfer. Alternatively, 
increased horizontal gene transfer rates can be said to increase the effective popula-
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tion size of the system. This reduction of the fluctuations should be observable in 
experiments. 
Appendix 1 
We consider details of the derivation for the parallel model. The action in the 
exponent of Eq. (5.9) is given by 
L 
S[{z*},{z}] = £ . 
rt/e t/e 
X>|(fc)^(fc) -J24(kMk - 1) - z^t/e) - n°\n[zt(0)} 
£=o Lfc=o fc=i J 
L t/e
 r -, 
- ^EE (L - 0l^+i(*) - *£(*)]**(* - 1) + Z[*i-iW - z*s(k)Mk - 1) 
£=0 fe=l L J 
L t/e 
-•JfT, X>(0*«(*)[^(*) - $(k)Mk - l)zf(k - 1) 
££'=0 fc=l 
L t/e
 r 
- -EE 
£=0 fe=l 
+ ZP-[ 3-i(* 
p+(L - 0[z*i+i(k) - z*s(k)}zs(k - 1) 
) -
 z*(k)]zs(k - 1) 
(5.30) 
After introducing the shift z* —> 1 + z, we obtain Eq. (5.10). 
We look for a saddle-point in the action, 
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6S 
dz^(k) 0 = %(k)-%(k + l)(l-6kit/e) 
— en 
— ev 
(L - 0^+i(fc + 1) + £%-i(k + 1) - Lz\{k + 1) 
p+(L - Z)%+1(k + 1) + P-^l_x{k + 1) 
(l-4,t/e) 
{P+(L-0 + p-Z}zl{k + l) (1 - 4,t/e) 
e 
6,6=0 
(5.31) 
The solution for this saddle point equation is z%(k) = 0, Vf, fc. 
The second saddle-point equation is 
6S 
Sz^k) 0 = zl(k) - zf(fc - 1)(1 - <5fc,0) - -
rvi 
+ ^c(0) Sk,o 
— e/x 
— ev 
(L-S + l)zl_x(k- 1) + (£ + l)zl+1(k - 1) - Lzl(k - 1) 
P+(L - £ + iV^k - 1) + p_(£ + l)z|+1(fc - 1) 
(1 - &,o) 
- { ( L - O P + + ^ - K ( ^ - 1 ) 
6,€2=0 
(1 - 4,o) 
4 ( * - i ) 4 ( * - i ) ( i - w (5.32) 
For A; = 0, and recalling z^(k) = 0, Eq. (5.32) becomes z|(0) = n°, thus providing 
the initial condition. Notice that, by summing this equation over £, we obtain the 
279 
additional identity 
L L L L 
E ^(fc)= E zs(k - x ) = c°n s t a n t = E *f(°) = E n ° = ^  
For fc >0 , Eq. (5.32) becomes 
(5.33) 
2|(fc) = z^k-l) + ep (L - £ + 1 ) ^ ^ - 1) + (£ + l)^c+1(fc - 1) - L^fc - 1) 
+ «/ p+(L - £ + l^.xC*: - 1) + p_(£ + l)*f+1(fc - 1) 
- {/9+(L-0 + P - ^ K ( f c - l ) 
+ AT 
t'=o • £'=o 
(5.34) 
We define in Eq. (5.34) z|(fc) = NP^k), to obtain 
P
€
(fc) = F
€
(fc-l) ' + e/i (L - £ + l)Pt-i(k - ! ) + (£ + l)Pi+i(k - 1) - LP^k - 1) 
+ a/ p+{L - £ + l)Pc_!(fc - 1) + p_(£ + l)^+1(fc - 1) 
{(L-0p+ + tp-}P((k) 
+ e ^ ( f c - l ) (5.35) 
with the initial condition P^(0) = n°/N, and after Eq. (5.33), the conservation of 
probability X^=o-^(^) = *' ^ . After taking the continuous time limit e —*• 0, Eq. 
(5.35) becomes Eq. (5.11). 
We next consider the expansion of the action Eq. (5.31) near the saddle-point Sc. 
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We define 5z^(k) = z^(k) — z^(k), and Sz^(k) = z^(k) — z|(fc). This gives 
«'=o 
+ ] T \ Sz({h)6z{(k)6tf - eSzdtySzfikWtfriQNPeik - 1) 
fc=i ^ 
5ze(0)6Z(:(0)8tf + ^5^(0)5^(0)6^ 
r (0iVP
€
( fc- l )P^(*i- l ) ]} 
t/e 
+ £ <^(fc)<^' (fc - l){-6(t(> - en[(L - £ + 1)<^_U' + (£ + 1)<^+U' - L < ^ 
- e[M0 - X>&)4(* - ! )}^ ' + WO - r(0)P<(* - 1)]} 
L t/e
 r 
£=o fc=i 
- {P+(L-Q + p-Z}6z((k) 
p+(L - £)<Sz
€+1(fc) + P-(Szi-i(k) 
5z^(k-l) + 0[(6z,5z)3] 
= ^XTU-1X + 0(X3) (5.36) 
Here, we defined XT = ({6z(0), 5z(0)},..., {Sz(t/e),5z(t/e)}) 
The matrix I I - 1 is banded tri-diagonal, with 
/ 
n-x = 
Hoo1 -Hoi1 
-nro1 n^1 
o 
-Hu1 
-rr1 rr1 
X 1 12 X 1 2 2 
0 
0 
-n^1 
o 
0 
0 
Ut/e,t/e j 
(5.37) 
where 
Hoo1 = 
N° 1^ 
V 
/ 
/ o / 
-eB(k-l) I 
I 0 
H-k,k-i 
nfe"\ 
V 
0 I + eA(k-l) 
) 
, fc^O 
0 0 
/ 
\ 
I I + eAT(k-l) 0 / 
The matrices A and B are defined by 
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(5.38) 
(5.39) 
+ ^[p+(i-^ + l )Vu' + /9-(^ + 1)^+u'-{(L-Op+ + ^ - H , d 
+ ^ ( 0 - £ K 6 ) n : ( f c ) ] + K0- r (£ ' ) ]n ( f c ) (5.40) 
with A a symmetric matrix [^ 4r(A;)]^ g = [^(fc)]^-
lB(k\? = 6u>2r(ONPs(k) - [r(fl + r(£')]JVPc(fc)P^) (5.41) 
282 
We use the matrix inversion formula 
A B 
C D 
-i 
A"1 + A'lB(D - CA-lB)-lCA~l 
-{D - CA-XB)-XCA-X 
-A~XB[D - CA~lB)-1 
(D - CA~lB)-1 
(5.42) 
We notice that 
U(t/e) U-\t/e) 
- l 
( o b . - . - n ^ 
Calculating the inverse in Eq. (5.43), we obtain 
n-^A-i) 
\U(t/e) 
t/e,t/e 
bt/e,t/e 
rr1 
t/e,t/t 
o o . . . - n - , ^ 
/ 
V Ut/l-l,t/e ) 
rr1 
t/e,t/e 
- 1 
U(t/e - 1) 
(5.43) 
' • o ^ 
- l 
\ n t / e - l , t / e / 
Ut/],t/t - n f / £ , t / e - l 6 *A- l ,<A- i n t / £ - l , t / £ (5.44) 
From this recursive equation, we find 
(0 i " 
'J00 HQ-O1 
V 
611 = 
/ -N° 
- 1 
11 _ i l10 °00 "o i 
/ 
U^-UT^booUr1 
(5.45) 
0 / 
/ {I + eA(0)}[-N°]{I + eAT{0)} + eB(0) 
From Eq. (5.45), proceeding by induction, we prove that the matrices bk possess 
the structure 
bk,k = 
' 0 / ^ 
y / c(k) j 
(5.46) 
which after the recursion relation 
bk,i n*1 _ nfci-i6*-!.*-!11*-!,* 
l - i 
(5.47) 
implies the following equations for C(k) 
C(k) = [I + eA(k-l)]C(k-l)[I + eAT(k-l)} + eB(k-l) 
C(0) = -N° • (5.48) 
In the continuous time limit, Eq. (5.48) becomes a Lyapunov equation 
d 
, C = B + AC + CA1 
at 
C(0) = -JV° (5.49) 
with [iV°W< = <Wn2. 
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Appendix 2 
We consider details of the derivation for the Eigen model. In the Eigen model, we 
obtain the action 
S[{z*},{z}} = ( l - f ) { E 
S=o 
1 u.,,^  /~s o ^r^*/"-"1 
-z|(0)^(0) - n° ln[z*(0)] + -zffle)zt(t/e) " *(*/*) 
L t/e 
+ E E 5 3COM*) - *(* - i)l - [*;(*) - 4(k - * < ( * -1) 
£=0 fc=l 
e 
N 
4/e L 
E E d(0^(*)[^(*)-4(*)]^(*-i)^(*-i)-
fc=l £,{'=0 
E E [^^+iP+(^-0 + Q^-iP-f]»-KK(*)[4(fc)-^(*)] 
XZ?(fc — l)^»(fc — 1) 
z/ e 
IN 
(5.50) 
It is convenient to introduce in Eq. (5.50) the change of variables z* —> 1 + z, and 
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then the action becomes 
6=0 
t/e 
S[{z}, {z}] = (1 - j ) E %(0)^(0) - n° ln[l + ^(0)] + E %(*;}{*(*) -
 H(k - 1)} 
fc=i 
t/e L 
e 
N 
.-.«'4"=o 
E E d (0 [ l + W l f c W - z?(k)]zs(k - l)Zf{k - 1) 
fe=i^'=o 
t/e L 
- £ £ £ • £ -[^^+iP+(i-o+^4-i^MO[i+^(*)] 
x[^/(fc) — f^ /(fc)]z^ (A; — 1)^»(A; — 1) 
(5.51) 
We look for a saddle-point in the action Eq. (5.51) 
8S 
6z
€
(k) = 0 = 1 
e 
N 
^j{zl(k)-zl(k + l)(l-6k,t/e) 
6,6,6=0 
xfc 1 4( f c - 1 ) + 4( f c - 1 )^3} 
e 
iv 6,6=o 
+ 4(A;-l)(J«a](l-5fc,t/£) 
t/e L p 
~ Z77S E ^&^i+ip+(^-^i)+^ftA-i^i 
fc=i 6,6,6=0 L 
x[^(fc) - *6«6 ,«4 ( f c " !) + *6*4(* " l)] 
(5.52) 
Eq. (5.52) has the saddle point solution z9(k) = 0, V£,fc. 
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The second saddle-point equation is 
8S 
Sz((k) = 0 = 1 
' 0 U(k) - zl(k - 1)(1 - «5M) - n°4,o 
7^ E lQUir{tiK{k-l)£{k-l) N 6,6=o 
Q^A^iK(k - l)zl{k - 1)](1 - 4 ,o) | 
E d(t2)zi(k - i)4(fc -1) - x ; d(04(* - !)*«(* -!) e 77 6=o 6=o ( i - W 
i/ e 
LiV 5 3 [
<?64I+IP+(L - &) + Qfc,&-ip-&M&) 
6,6,6=0 
(5.53) 
As in the parallel model, we define z% = NP%, and after taking the continuous 
time limit e —• oo, we obtain the differential equation for the probability distribution 
L L ^
 r L 
dt Pf = 1 
+ 
-Pt 
{'=0 
1/ 
L 
(5.54) 
287 
We expand the action Eq. (5.51) near the saddle point, to obtain 
t/e 
S - S r = l l T){£fE^(fc)[*v(fc)-*v(fc-1)fe+^(°)*v(0)^ 
i t/6 r 
+ - n ^ ( 0 ) < % ( 0 ) < J e ? ' - e V Q^^r(£)iVP£<%(fc)<5fc(ifc) - r(^)iVPeP^<5^(Jfc)^ (fc) 
Er(^)p€i^+r(o^v)%(*)^(*-i)}} 
fc=l l-V ^ . / 
<*(0*«' + ^ ')^'y^(k)Sz^k - 1) 
t/e 
z/ e 
x[(5f^(fc) - Sz^ik^lSz^^P^' + NP^Sz^ik - 1) 
+ NP^5z^(k-l)} + 0[{5z,6z)3] 
= lxTu-lx + o(x3) 
Here, we defined XT = ({8z(0),Sz{0)},... ,{8z(t/e),5z(t/e)}). The matrix IT 1 is 
traditional by blocks, as in the case of the parallel model. A similar analysis holds 
(5.55) 
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for the Eigen model as well, with matrices A and B defined as 
QeAt)NPt(k) + Qtfrtf)NPf(k) [B(k)]u = 11-
(r{t) + rtf))NPt{k)PAk) 
+ 2 E d^P^k) )NPs(k)5ul - (d(0 + d(Z'))NPs(k)Pt(k) 
+ (Qtf+1P+{L-t') + Qtf_lP-?y(t')NP€{k) 
- (p+iL-Q + p-tyiQNPtWPfik) 
- (p+(L - () + p^y^NP^P^k) (5.56) 
K*)W = I - T tlQef^Wti + Qcftf) 
4"=o 
- ^E^Vc-w-^w*) 
r=o 
Li 
+ d(t')Ps(k) + 5^ Yl d^i)P(l(k) - d($5u - d(t)P((k) 
+ i f E (Q^+IP+(L ~ ?) + Qtf-iP-?) r^"K" (*) 
-
 5w E (p^L - o+P-*" Ww*) 
€"=o V ' 
- (P+(L - ?)+P-tytf)Pt(k) (5.57) 
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The recursion relation Eq. (5.47) yields a Lyapunov equation in the Eigen model 
as well, of the form Eq. (5.49) for the matrix C, which in the continuous time limit is 
4 c = B + AC + CAT (5.58) 
at 
with initial condition Cec> = — <W'nf-
Appendix 3 
We are interested in the following observables from this theory, the average particle 
number (n^) in the Hamming distance class C{, and the correlator (n^ng). 
For the average number of individuals with sequences in class Q, we have 
<n
€
) = (afc) = (zt(t/e))=${t/c) 
= NPs (5.59) 
Hence, we obtain 
P( = ^(rH) (5-60) 
For the correlator in the number of individuals with sequences in classes Q and 
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Cfi, we have 
= {"&') + (at)5tf 
= ({2<l + -8H)(q+6zf)) + NPi5u. 
= ^P^+NP^ + iSz^z^) 
= N2P^+NP^+C^ (5.61) 
Therefore, from Eq. (5.59) and Eq. (5.61), we have 
((H)2) =' K2)-K>2 
= NP; + CU 
(5.62) 
and from Eq. (5.62) we finally obtain the fluctuations in the probability distribution 
^«<H)2> = ^ ( A + ^ C « ) (5-63) 
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5.5 Appendix 4 
We consider the sharp peak fitness function in the parallel model. The probability 
equation for the sharp peak fitness./(£) = AS^L in the parallel model is 
jft = LA6tLP(-P(LAPL 
+ H 
+ v 
(L-S + yp^ + iS + VP^-LPc 
P+(L - £ + i)P(-! + P-(Z + i)P(+i - {P+(L - 0 + P-Z}Pz 
(5.64) 
For large L, 
d 
dt PL = LAPLil-Pti + rtPL-i-LPd + vlp+Pt-i-p-LPL] 
~ LAPL{l-PL)-L(p + vp..)PL 
The stationary solution is obtained from the equation 
(5.65) 
PL[A-(fx + up.)-APL]=0 (5.66) 
and is given by 
PL 
(5.67) 
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This result is consistent with [40, 127], and given that p_ = (1 — u)/2 and u = 
1 — 0(L~X) indicates that horizontal gene transfer does not affect the steady-state 
wild-type probability. 
For the correlation matrix element CL,L, we have the equation 
^-CL>L = 2LANPL-2LANPl 
at 
L 
+ 2 £ 
+ 6LAl(LA - LAPL)CiltL + (LA -LAS(liL)PLCiltL 
= 2LANPL(l-PL) + 2p(CL^L-LCL<L) 
+ •2u(p+CL-1,L-P-LCLJ/) + 2LA(l-PL)CL,L 
L 
+ 2LAPL J^ C(ltL ~ 2LAPLCLtL 
6=o 
(5.68) 
The terms CL,L±I are 0(Z/-1). We also notice that X^=OQI , .L = —NPi, and find 
that the stationary solution of Eq. (5.69) is given by 
0 = LANPL(1 - PL) - pLCL,L - up_LCLtL 
+ LA(l-PL)CLtL-LANPl-LAPLCLtL 
= ANPL{l-2PL) + [{A-fi-up_)-2APL]CLtL (5.69) 
From Eq. (5.67), we note that A — p, — up_ = APL, and substituting into Eq. (5.69) 
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we obtain 
CL)L = N(l - 2PL) (5.70) 
Therefore, for the fluctuations in the number of individuals with sequences in class 
Q , we apply the equations in Appendix 3 to find 
<(<M2> _ l r D 1 
- TflPL + l^C> N2 N  " N L,L\ 
= . jf[Pt + (1 - 2PL)] 
= Jfil-PL) (5-71) 
Then, we finally obtain 
JV2 1 
1 1 */.4-iyn_. //,-t-/vn_ . * 
1 n+vp- fi+vp- .. -i 
JV 4 ' A 
I o, * > i 
- I (5.72) 
^ N Ai A ^ x 
5.6 Appendix 5 
For the Eigen model in the sharp peak fitness / ( £ ) = AQ + (A — A))<^,L> w e find 
tha t in the absence of horizontal gene transfer (v = 0) the steady s tate probability 
for the wild type class is given by the equation 
L L 
£ QL*ftf)Pe - pi E ftf)pe = ° (5-73) 
£'=0 £'=0 
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with the transition matrix QL£ = g* (1 — q)L * from Eq. (5.18). By substituting in 
Eq. (5.73), we obtain 
J2/(l - «) W /« ' ) iV - PL[APL + A0 £ P ]^ = 0 
(5.74) 
Since g ~ 1, (the fidelity in the replication process is very high), then 1 — q <g; 1 
and Eq. (5.74) becomes. 
qLAPL - PL[{A - A0)PL + AO] = 0 (5.75) 
Noting qL ~ e M, the solution for the wild-type probability, from Eq. (5.75) is there-
fore 
PL = 
0, 
A-A0 
e
 ^ A 
p-» > M 
> C — 4 
(5.76) 
For the correlation matrix, we define D*,/ = jjCfc', and find that the stationary 
solution for D/,^ in the absence of degradation d(£) = 0 is given by 
1 L 
0 = -zzBLJL + Y,[ALAD(I,L + ALAlDiuL] 
(5.77) 
fc=o 
From this equation, we find 5 3 ^ - A L ^ I ^ I . L — ~2AT-SL,L- Hence, expanding the left 
hand side explicitly, we find 
L
 r L 
= -[QL.L/WPi-/^)^2] (5.78) 
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Expanding this equation when L is large and q ~ 1 , we find 
[qLA - (A- A0)PL -A0-(A- A0)PL]DLtL = APL(PL - qL) + qLAP2 - A0Pl 
(5.79) 
Substituting the result PL = gA_~^° from Eq. (5.76), we find 
°
L
'
L =
 (A~A0)2 [AA° ~A2°~ {qLA)2 + qLAA°] (5'80) 
The fluctuation in the number of individuals with sequence in the wild-type class 
is find from the formulas in Appendix 3 
1 qL(l - qL)A2 
N (A-A0)2 
Finally, we note qL ~ e_M, and so 
((6nL)2) _ 1 e~^(l - e-")A2 
N2 . ~ N (A- AQ)2 
(5.81) 
(5.82) 
Chapter 6 
Conclusions 
In this doctoral thesis, several scenarios and generalizations of quasispecies the-
ories, the Eigen and Crow-Kimura models, were studied by using .field-theoretical 
methods. These powerful methods of statistical mechanics allowed us to obtain an-
alytical solutions in many cases, which could be compared with numerical results 
generated by stochastic simulations. 
We developed an extension of quasispecies models to include several mechanisms 
of horizontal gene transfer and recombination. Of particular interest is the deriva-
tion, for the first time, of exact expressions for the average composition and mean 
fitness of an infinite population of individuals undergoing two-parent recombination. 
Our analytical expressions also allowed us to prove the applicability of the mutational 
deterministic hypothesis in the context of quasispecies models, that is that the bene-
ficial or detrimental effects of horizontal gene transfer and recombination depend on 
the sign of epistasis imposed by the fitness function. 
We also presented extensions of quasispecies theory, originally formulated in the 
simplified purine/pyrimidine alphabet, to include the four letters alphabet charac-
teristic of nucleic acids, DNA and RNA. We obtained analytical solutions and phase 
diagrams for different fitness functions in this case as well. 
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Finally, we extended the classical formulation of quasispecies to study finite pop-
ulations. In this case, we formulated and solved by a field-theoretical method the 
master equation, obtaining a deterministic system of differential equations for the 
probability distribution and fluctuations in the average number of individuals with 
a given sequence type. In this context, in agreement with stochastic simulations, we 
discovered that horizontal gene transfer dramatically reduces the fluctuations. 
Molecular evolution is still a vastly unexplored area in the biophysical sciences, 
and several questions remain to be answered. I hope that the four research projects 
presented in this doctoral thesis will constitute a small contribution for a better 
understanding of some of these problems. 
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