This article proposes a modeling strategy to infer the impact of a covariate on the dependence structure of right-censored clustered event time data. The joint survival function of the event times is modeled using a conditional copula whose parameter depends on a cluster-level covariate in a functional way. We use a local likelihood approach to estimate the form of the copula parameter and outline a generalized likelihood ratio-type test strategy to formally test its constancy. A bootstrap procedure is employed to obtain an approximate p-value for the test. The performance of the proposed estimation and testing methods is evaluated in simulations under different rates of right-censoring and for various parametric copula families, considering both parametrically and nonparametrically estimated margins. We apply the methods to data from the Diabetic Retinopathy Study to assess the impact of age at diabetes onset on the time to loss of visual acuity.
INTRODUCTION
Many biomedical studies involve clustered time-to-event data, which can be right-censored and which may exhibit strong dependence. For instance, lifetimes of twins or married couples are often dependent due to shared genetic or environmental factors, and characterizing these dependencies helps making informed decisions in health research. Other examples include time to failure of matched organs, such as eyes or kidneys, and occurrence times of linked diseases. In such studies, the data analysis should be directed toward unraveling the within-cluster dependence, or one should at least account for its presence in the applied modeling strategy. Copula models are well suited for this task.
Copulas are dependence functions that link together the marginal survival functions to form the joint survival function. Their use in survival analysis has a long history dating back to Clayton (1978) , followed by Oakes (1982) , Hougaard (1986) , Shih and Louis (1995) , and Chen and others (2010) , among others. In these articles, the focus is mainly on the unconditional dependence structure of event times and not on the presence of covariates that could provide additional information on the joint survival function. One exception is Clayton (1978) , which devotes a section on strategies to include covariates in the association analysis of bivariate failure times and suggests adjusting both the marginal survival functions and the dependence parameter for covariates, but without any elaborate treatment.
Despite Clayton's suggestion, most commonly used approaches in survival analysis incorporate covariates only in the marginal models, and neglect their potential impact on the association structure. For instance, in an effort to perform covariate adjustment, Huster and others (1989) proposed a parametric analysis of paired right-censored event time data in the presence of a binary covariate, with an application to diabetic retinopathy data. In this analysis, the type of diabetes, classified into juvenile or adult groups based on age at diabetes onset, is considered as the covariate; and its impact is accounted for only in the marginal models for the time to loss of visual acuity in the laser-treated and untreated eyes, but not in the association structure. This amounts to an implicit assumption that the dependence parameter is the same for the juvenile and adult diabetes groups, which may not be realistic or at least needs to be verified. Based on a visual representation of the data, it is difficult to track whether the dependence parameters of the two groups differ or not, mainly due to the high rate of right-censoring (see Figure S3 of the supplementary material available at Biostatistics online).
While there exists many tools to account for covariates in the marginal survival functions of clustered right-censored time-to-event data, there is a need to extend copula-based models to include covariate information in the association structure. This article proposes covariate-adjusted dependence analysis for clustered right-censored event time data using a conditional copula whose parameter is allowed to depend on a cluster-level covariate. When the latter is binary or discrete with few categories, one can form two or more strata according to the covariate value and fit a copula to each stratum separately. The impact of a continuous covariate on the dependence parameter is notoriously more difficult to formulate, as it should be specified in functional terms and is typically data specific. This invites the use of nonparametric techniques for function estimation.
In the case of complete data, i.e. when there is no censoring, nonparametric estimation of the copula parameter function has been previously studied in Acar and others (2011) and Abegaz and others (2012) for parametrically and nonparametrically estimated margins, respectively. These proposals are built on local likelihood methods (Tibshirani and Hastie, 1987) combined with local polynomial estimation (Fan and Gijbels, 1996) . They are, however, not directly applicable to right-censored event times.
The presence of right-censoring in the event times greatly challenges the statistical analysis, and its incorporation in the copula parameter estimation is necessary. A recent work in this domain is Ding and others (2015) , which proposes a nonparametric estimator for the concordance probability as a function of covariates. However, this approach does not readily generalize to a likelihood-based model formulation.
Here, the first contribution is an extension of the conditional copula framework in Acar and others (2011) and Abegaz and others (2012) to handle right-censored event time data, for both parametrically and nonparametrically estimated marginal survival functions. For the former, we focus on the Weibull model as employed in Huster and others (1989) , and for the latter we consider the Beran estimator (Beran, 1981) . Under both cases, we address the issue of bandwidth selection and investigate the impact of censoring rate and sample size on the estimation. We further examine how misspecification of the copula family affects the estimation results.
The second contribution is a test strategy for the constancy of the conditional copula parameter across the range of a cluster-level covariate. In the case of a discrete covariate, one can employ the traditional likelihood ratio test to assess whether the dependence parameters for different strata can be deemed the same. However, for a continuous covariate, one is required to test the constancy of the whole dependence parameter function. Here, this is achieved by adopting the test strategy in Acar and others (2013) . The test is built on the generalized likelihood ratio (GLR) statistic of Fan and others (2001) for testing a parametric or a nonparametric null hypothesis versus a nonparametric alternative hypothesis. For conditional copulas with complete data, Acar and others (2013) derived the asymptotic null distribution of the test statistic and used it to obtain a decision rule. The presence of right-censoring complicates the development of the asymptotic null distribution. Therefore, we alternatively propose a bootstrap procedure to obtain an approximate p-value for the test.
The proposed estimation and testing methods are detailed in Sections 2 and 3, respectively. Section 4 contains the results from our simulations under different rates of right-censoring and for various parametric copula families, considering both parametrically and nonparametrically estimated margins. In Section 5, we revisit the diabetic retinopathy data and assess the impact of age at diabetes onset on the time to loss of visual acuity. The article concludes with a brief discussion. The bootstrap algorithms and part of the simulation and data analysis results are collected in the supplementary material available at Biostatistics online.
CONDITIONAL COPULA MODEL FOR RIGHT-CENSORED EVENT TIME DATA
In this section, we introduce the notation and describe the proposed conditional copula approach for rightcensored clustered event times. To ease the presentation, we focus on the bivariate setting. However, the results can be extended to multivariate settings using a multivariate copula.
Let (T 1 , T 2 ) be a vector of bivariate event times, and let X be a continuous cluster-level covariate. Then, for each x in the support of X , the conditional joint survival function S X (t 1 , t 2 |x) = P(T 1 > t 1 , T 2 > t 2 |X = x) of the vector (T 1 , T 2 )|X = x has a unique representation (Patton, 2006) given by
where C X is the conditional copula of the event times, and S k|x (t k |x) = P(T k > t k |X = x) is the continuous conditional marginal survival function of T k |X = x (k = 1, 2). A major complication in fitting the model in (2.1) is that for right-censored data, the true event time is not always recorded, but instead, a lower time, called the censoring time, is observed. Let (C 1 , C 2 ) be a vector of bivariate censoring times, independent of (T 1 , T 2 ). We observe the minima (Y 1 , Y 2 ) = (min{T 1 , C 1 }, min{T 2 , C 2 }), together with the corresponding right-censoring indicators (δ 1 , δ 2 ) = (I {T 1 ≤ C 1 }, I {T 2 ≤ C 2 }). In the special case where the same censoring time applies to all members of a cluster, we have C = C 1 = C 2 , a situation referred to as univariate censoring.
Given a random sample
, the fitting of the model in (2.1) is typically performed in two stages; first for the conditional marginal survival functions S k|x , and second for the conditional copula C X . To estimate S k|x , one can employ parametric or nonparametric strategies. These are outlined briefly in Section 2.1. We then describe the proposed nonparametric strategy for fitting the conditional copula in Section 2.2. The details on the bandwidth selection for the nonparametric methods are given in Section 2.3.
Estimation of the conditional marginal survival functions
In the case of parametric conditional margins, e.g. Weibull as employed in Section 4, we have S k|x (t k | x) = S k|x (t k | x, γ k ), with γ k an unknown parameter vector (k = 1, 2). One can then use maximum likelihood estimation to obtainŜ
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C. GEERDENS AND OTHERS Table 1 . Inverse link functions and Kendall's tau conversions for some copula families
is the maximum likelihood estimate of the vector of marginal parameters (k = 1, 2).
In the absence of a suitable parametric model, the conditional margins can be estimated nonparametrically using the Beran estimator (Beran, 1981) , also called the conditional Kaplan-Meier estimator, which takes the formS
.
The weights w nki are typically defined as
where K h k (·) = K(·/h k )/h k , with K the kernel function and h k the bandwidth parameter (k = 1, 2). In our implementations, we use the Epanechnikov kernel.
Estimation of the conditional copula
Given the estimated margins, and assuming that for each value of x, the conditional copula C X belongs to the same parametric copula family, one can fit C X within the likelihood framework. In this case, the impact of a covariate is considered to be solely on the strength of dependence, which is captured by the copula parameter θ(X ) of C X . Due to the restricted parameter range of some copula families, instead of directly modeling θ(X ), we consider the reparametrization θ(x) = g −1 (η(x)), where η(·) is called the calibration function and g −1 : R → is a prespecified inverse-link function with being the parameter space of a given copula family. For some commonly used copula families, possible inverse link functions are provided in Table 1 .
Letting U k ≡ S k|x (· | x) for k = 1, 2, the model in (2.1) becomes
Hence, the loglikelihood function takes the form (Shih and Louis, 1995; Massonnet and others, 2009 )
3)
Conditional copulas for right-censored clustered event time data
Due to right-censoring, the loglikelihood contributions of the data vectors are nontrivial, i.e. they involve the copula function C X as well as its first and second order derivatives. This aspect induces an additional computational challenge as compared to the case of complete data.
To fit the conditional copula, one can use maximum likelihood estimation by specifying a parametric form for η(X ). However, in most applications it is difficult to prespecify the relation between the covariate and the dependence strength. Therefore, it is often advised to employ nonparametric strategies (Acar and others, 2011; Abegaz and others, 2012) .
Suppose that η(·) is sufficiently smooth, i.e., η(·) has the (p + 1)th derivative at the point x. Then, for a covariate value X i in a neighborhood of x, we can approximate η(X i ) by
We then estimate β x by maximizing a local version of (2.3), which is given by
4)
where K h C (·) = K(·/h C )/h C , with K the kernel function (e.g. the Epanechnikov kernel), h C the bandwidth parameter and U ki ≡ S k|x (Y ki | X i ) (k = 1, 2). In our implementations, we use the local linear estimation with p = 1. An odd order polynomial is preferred over an even order one as the latter has an induced bias (Fan and Gijbels, 1996) . The choice of p = 1 suffices in most applications. In practice, the conditional survival margins U ki in (2.4) are replaced by either parametric estimates,
respectively. From these, one can obtainη(x) =β 0,x andη(x) =β 0,x , which in turn yield the estimates of the copula parameter at covariate value x viaθ(x) = g −1 (η(x)) andθ(x) = g −1 (η(x)).
Bandwidth selection
The choice of the bandwidth parameter h C plays an important role in the bias-variance trade-off. If the conditional marginal survival functions are estimated parametrically, we select the bandwidth value that maximizes the leave-one-out cross-validated loglikelihood function (Acar and others, 2011)
is the estimated copula parameter at bandwidth value h C , obtained using the data points
If the Beran estimator is used to obtain the conditional marginal survival functions, the bandwidths h 1 and h 2 also need to be selected. Since the model fitting is performed in two stages, we separately choose h 1 and h 2 in stage 1 and then determine h C in stage 2.
For each conditional margin, we select the bandwidth value that minimizes the leave-one-out crossvalidated criterionB 
. . , n and k = 1, 2). Gannoun and others (2007) use a criterion similar to (2.6) to perform bandwidth selection for the Beran estimator, but consider only the pairs of true event times in their bandwidth selector. Note that inclusion of useful pairs of observed times would be advantageous especially when the censoring rate is high. Once the bandwidth values h 1 and h 2 are determined, the criterion in (2.5) can be used to choose h C , withÛ 1i andÛ 2i replaced byŨ 1i andŨ 2i , respectively.
GENERALIZED LIKELIHOOD RATIO TEST
A relevant question in applications is whether a covariate has a significant impact on the underlying dependence structure of the clustered event times. This is equivalent to testing the constancy of the conditional copula parameter as formalized by
The null hypothesis corresponds to the so-called simplifying assumption in pair-copula constructions (Hobaek Haff and others, 2010; Acar and others, 2012) .
The hypothesis testing problem in (3.1) can be evaluated through the difference (Acar and others, 2013)
The statistic λ n is referred to as the generalized likelihood ratio (GLR), and differs from the canonical likelihood ratio in that the model under the alternative hypothesis is specified nonparametrically. Hence, the distribution of the test statistic depends on the bandwidth parameter and the kernel function used in the nonparametric estimation. Further, as mentioned before, the presence of right-censoring complicates the loglikelihood expressions, making the assessment of the asymptotic null distribution of the test statistic quite cumbersome. Even when available, the convergence of the null distribution to the asymptotic distribution might be slow; hence a bootstrap estimate is typically used in finite samples to approximate the null distribution (Fan and Zhang, 2004; Fan and Jiang, 2005) . Here, we follow a similar strategy and propose a parametric bootstrap algorithm to obtain an approximate p-value for the test. When the conditional marginal survival functions are estimated parametrically, the supremum of the loglikelihood function under the null hypothesis is given by
whereθ 0 is the maximum likelihood estimator of the constant copula parameter θ 0 based on observations
For the alternative hypothesis, we use the local likelihood estimatorθ h C at each covariate value (Section 2.2) and obtain
whereθ h C is the estimated copula parameter obtained by maximization of (2.5) with the optimal bandwidth value h C . The GLR statistic then becomes
To obtain the null distribution of λ n (h C ), we use the bootstrap procedure outlined in Algorithm 1 (see Appendix A of the supplementary material available at Biostatistics online) (Davison and Hinkley, 1997; others, 2013, 2016) .
In the case of nonparametrically estimated conditional margins, a similar strategy is followed to obtain
whereθ 0 is the maximum likelihood estimator of the constant copula parameter θ 0 based on observations (Ũ 1i ,Ũ 2i , δ 1i , δ 2i ), i = 1, . . . , n. The latter are obtained using h 1 and h 2 , the optimal bandwidth values minimizing (2.6). For the alternative model, we use the local likelihood estimatorθ h C at each covariate value (Section 2.2). To obtain the null distribution of λ n (h 1 , h 2 , h C ), we employ the bootstrap in Algorithm 2 (see Appendix A of the supplementary material available at Biostatistics online), which differs from Algorithm 1 mainly in that (Û 1i ,Û 2i ) andŜ k|x are replaced by (Ũ 1i ,Ũ 2i ) andS k|x . In the bootstrap, the bandwidth values are taken to be the same as the ones obtained for the original data. Alternatively, one can update the bandwidth value(s) in each bootstrap sample, but at an increased computational cost (see Section 4.1 for a discussion).
SIMULATION STUDY
We investigate the finite sample performance of the proposed methods in a simulation study, using Clayton, Frank, and Gumbel copulas with the following dependence structures:
A visual representation of these functions is given in Figure S1 of Appendix B of the supplementary material available at Biostatistics online. In the constant model, the covariate does not affect the strength of dependence, while in the convex and concave models, the covariate effect has the respective form with Kendall's tau varying from 0.3 to 0.7. The models for the covariate effect are specified in terms of Kendall's tau to allow comparisons across different copulas. The conversions between the copula parameter θ and Kendall's tau are given in Table 1 for the considered copulas. Although the overall dependence, quantified by Kendall's tau, is the same for all three copulas, their local dependence patterns are quite different; while the Frank copula has no tail dependence, the Clayton and Gumbel copula exhibit lower and upper tail dependence, respectively.
Under each scenario, we generate the copula data {(U 1i , U 2i | X i ) : i = 1, 2, . . . , n} as outlined in Acar and others (2011) . That is, we first obtain covariate values X i from Uniform [2, 5]. Then, for each i = 1, 2, . . . , n, we calculate the corresponding Kendall's tau τ i ≡ τ (X i ) and copula parameter θ i ≡ θ(X i ).
To obtain the event times, we apply the inverse-cdf method to the copula data using the Weibull model
.5, and β T = 0.8. To introduce rightcensoring, we generate the (univariate) censoring times from the Weibull model S(c) = exp(−λ C c ρ C ) with parameters λ C = 1.5 and ρ C = 1.5 for the case of low censoring (approximately 20% censoring rate), and with parameters λ C = 1.5 and ρ C = 0.5 for the case of moderate censoring (approximately 50% censoring rate). The observed data are then given by the minima of the event times and the censoring times. We also consider non-censored event time data to assess the impact of censoring on the results.
Estimation and test results under correctly specified copula family
We estimate the conditional marginal survival functions parametrically, using the Weibull model, and nonparametrically, using the Beran estimator. Based on the resulting estimates, we perform local linear estimation (p = 1) under the correct copula and obtain the estimates of the calibration function. To evaluate the impact of marginal estimation, we include the setting of known marginal survival functions. For the bandwidth parameter(s), we consider 6 candidate values, ranging from 0.3 to 3 and equidistant on a logarithmic scale. The bandwidth selection for the Beran estimator is based on the criterion in (2.6), while the bandwidth selection for the conditional copula estimation is based on the criterion in (2.5), and this for each simulated data set. Results are based on the local calibration estimates at the chosen optimal bandwidth(s). The calibration estimates are converted into the copula parameter and Kendall's tau via the link functions in Table 1 .
We evaluate the estimation strategy through the integrated Mean Squared Error (IMSE) along with the integrated squared Bias (IBIAS 2 ) and integrated Variance (IVAR), given by These quantities are approximated by a Riemann sum over a grid of points {2, 2.1, . . . , 4.9, 5} in the covariate range. Under each scenario for Kendall's tau, we conduct experiments with sample sizes n = 250 and n = 500. The results under the Clayton copula, based on M = 500 Monte Carlo samples for each setting, are displayed in Table 2 . For the settings under the Frank and Gumbel copulas, we restrict our investigations to M = 200 Monte Carlo samples in consideration with the computational cost and defer the results to Appendix B of the supplementary material available at Biostatistics online.
From Table 2 , it can be seen that the estimation performance deteriorates with increasing censoring rate. Since right-censoring causes loss of information, this result is to be expected. Further, Table 2 shows that the results with parametrically estimated conditional marginal survival functions are close to those with known conditional margins, and that with the former better precision and accuracy is attained than with nonparametrically estimated conditional marginal survival functions. This observation confirms the additional uncertainty induced by marginal estimation, and in particular by the Beran estimator, which is nonparametric and has a slower convergence rate than its (correctly-specified) parametric counterpart. Table 2 also indicates that the estimation performance improves with increasing sample size. Similar conclusions are reached under the Frank and Gumbel copulas (see Tables S3 and S5 in Appendix B of the supplementary material available at Biostatistics online). A graphical representation of the results is provided in Figure 1 for the convex model with sample size n = 250 under the Clayton copula. We observe that, on average, the underlying functional form is estimated successfully, with slightly wider confidence intervals for nonparametrically estimated margins and at higher censoring rates.
We evaluate the proposed testing strategy through the empirical type I error and the empirical power attained at significance level α = 0.05. Under each of the considered scenarios for Kendall's tau, we perform the test focusing on the cases with sample size n = 250. We obtain an approximate p-value based on B = 200 bootstrap samples for each simulated sample under the Clayton copula and use B = 100 Table 3 , those under the Frank and Gumbel copulas are listed in Appendix B of the supplementary material available at Biostatistics online. For known conditional margins we consider two approaches regarding the bandwidth choice in the bootstrap procedure: (i) in each bootstrap sample we use the bandwidth that has been selected for the analysis of the original data; (ii) for each bootstrap sample we select a bandwidth that is optimal for the bootstrap sample under consideration. Since approach (ii) is computationally demanding, we only investigate it in the case of known margins.
The rejection rate under the constant model allows to investigate the empirical type I error of the test. From Table 3 , we see that reusing the bandwidth value in the bootstrap, generally leads to an empirical type I error that is (slightly) higher than the nominal level α = 0.05. However, if the bandwidth value is updated for each bootstrap sample, the empirical type I error is much closer to the nominal level α = 0.05. Further, the test tends to be less conservative when the conditional margins are estimated nonparametrically. The rejection rates under the convex and concave models allow to assess the empirical power of the test. If the bandwidth is reused in the bootstrap, we observe a higher empirical power for known and parametrically estimated conditional margins than for nonparametrically estimated conditional margins. Updating the bandwidth in each bootstrap sample yields a more accurate estimate of the true power, which is considerably lower than the ones obtained using the sample-optimal bandwidth. Further, the empirical power decreases as the censoring rate increases. The test results under the Frank and Gumbel copulas support these conclusions (see Tables S4 and S6 in Appendix B of the supplementary material available at Biostatistics online).
To evaluate the test performance under small deviations from the null hypothesis, we focus on the known margins setting under the Clayton copula with 20% censoring rate and examine two other convex models: (a) τ (X ) = 0.033(X −3) 2 +0.3 and (b) τ (X ) = 0.066(X −3) 2 +0.3. Model (a) is closer to a constant model than Model (b), and both are considerably flatter than the convex Model (c) τ (X ) = 0.1(X − 3) 2 + 0.3 examined so far. The empirical power values for these two convex models, (a) 0.260 and (b) 0.698, are much lower than the corresponding entry (c) 0.986 in Table 3 , confirming a boost in power with larger deviations from a constant model.
A comparison of the results across different copula families indicates a better performance in the estimation and in the testing for the Frank and Gumbel copulas than for the Clayton copula, especially in case of nonparametrically estimated conditional margins and at higher censoring rates. In the context of joint survival models, a copula with lower (upper) tail dependence represents the association between late (early) event times. Typically, late event times are subject to right-censoring; the loss of information thus occurs mainly in the lower tail area. Hence, it follows that the Clayton copula is affected more by the right-censoring, leading to a relatively inferior performance in the estimation and in the testing strategy.
Estimation and test results under a misspecified copula family
To assess the impact of copula misspecification, we perform local linear estimation (p = 1) and obtain calibration function estimates under both the Frank and Gumbel copulas for data generated from the 258 C. GEERDENS AND OTHERS Clayton copula. To evaluate the sole effect of copula misspecification, we assume known conditional Weibull marginal survival functions. We assess the performance of the estimation and the testing method under misspecified copulas following the same steps as in Section 4.1. Under each scenario for Kendall's tau, we limit our investigations to M = 200 simulated data sets of size n = 250; for each data set we draw B = 100 bootstrap samples for p-value calculation. The estimation results are summarized in Table S1 and visualized in Figure S2 while the rejection rates are reported in Table S2 all collected in Appendix B of the supplementary material available at Biostatistics online.
It follows that, under a true Clayton copula, estimation is reasonably accurate and empirical power remains high if the Frank copula is used. However, estimation performance deteriorates drastically and empirical power lowers substantially if the Gumbel copula is applied. Since the Frank copula resembles the Clayton copula more closely than does the Gumbel copula, especially in the presence of censoring, this conclusion is as expected.
DATA ANALYSIS
In this section, we analyze a subset of the data from the Diabetic Retinopathy Study (DRS), which was considered in Huster and others (1989) , among others. The clinical objective of the study was to investigate the effectiveness of laser photocoagulation in delaying the onset of blindness in diabetic retinopathy patients. One eye of each patient was randomly selected for treatment and the other eye was observed without treatment. The patients were followed up, for approximately 6.5 years, from randomization to blindness, i.e. until their visual acuity got below a threshold at two consecutive visits. A scientific objective of the study was to understand the dependence between the times to blindness (in months) of the treated and untreated eyes, as well as the impact of age at onset of diabetes (in years) on this dependence. The analysis subset consists of n = 197 patients, randomly selected among the participants who are identified as at high risk for blindness by the DRS Research Group. The first two datalines are given by (Y 11 , Y 21 , δ 11 , δ 21 , X 1 ) = (46.23, 46.23, 0, 0, 28) and (Y 12 , Y 22 , δ 12 , δ 2n , X 2 ) = (42.50, 31.30, 0, 1, 12) , respectively. For instance, the first subject had diabetes at age 28, and did not experience blindness till lost to follow-up at 46.23 months. On the other hand, the second subject had diabetes at age 12 and experienced blindness only in the untreated eye at 31.30 months after participating in the study; time to blindness in the treated eye was censored at 42.50 months. The (univariate) censoring rates are 73% for the treated eyes and 49% for the untreated eyes. More details on the dataset can be found in Huster and others (1989) .
Our objective is to understand the dependence between the times to blindness of the treated and untreated eyes. We consider the age at onset of diabetes as a continuous covariate, as opposed to the dichotomous age groups (juvenile versus adult) (Huster and others, 1989) , and investigate if it has a significant effect on this dependence.
Following Huster and others (1989) , we use Weibull marginal survival functions and the Clayton copula to account for dependence between the event times. As outlined in Section 2, we fit the conditional joint survival function of the event times given the age at diabetes onset in two stages. For the conditional marginal survival functions, our preliminary model comparisons using a likelihood ratio test indicate a significant treatment effect on the time to blindness (p-value < 0.001), and presence of interaction between treatment and age at diabetes onset (p-value = 0.004). Hence, we use Weibull margins S 1|x (t|x) = exp{−λ 1 t ρ 1 exp(β 1 x)} and S 2|x (t|x) = exp{−λ 2 t ρ 2 exp(β 2 x)}, where x denotes the age at diabetes onset. The parameter estimates under these models are provided in Table S8 under Appendix C of the supplementary material available at Biostatistics online. The opposite signs of the coefficients for the covariate in the two models support the interaction between treatment and age at diabetes onset. In particular, the negative coefficient for treated eyes implies that time to blindness is delayed with age of diabetes onset, hence treatment is more effective for patients who experience diabetes later in life. We also employ the Beran estimator with the Epanechnikov kernel and obtain nonparametric estimates of each conditional margin at 10 bandwidth values, chosen equidistant on a logarithmic scale between 3 and 57 years. The same 10 bandwidth values are considered in the local likelihood estimation. For the conditional copula model with parametrically estimated conditional margins, the optimal bandwidth value is h C = 42. When the conditional margins are estimated nonparametrically using the Beran estimator, we performed bandwidth selection in two steps, as outlined in Section 2.3, and obtained the optimal bandwidth vector (h 1 , h 2 , h C ) = (17, 17, 42) . The resulting nonparametric estimates for the conditional margins match closely with the estimates obtained under the Weibull model (the mean square deviations are 0.0030 and 0.0019 for the first and second margin, respectively), supporting the appropriateness of this model for the univariate event times.
The local likelihood estimates of Kendall's tau at the selected bandwidths under each type of conditional margins are shown in Figure 2 , together with 90% bootstrap confidence intervals. The latter are obtained by resampling the original data points B = 1000 times, and fitting a joint model for each bootstrap sample at the bandwidth values selected for the original data. The results from the parametric and nonparametric conditional margins both suggest an increasing linear pattern in the strength of dependence with age at diabetes onset. The relatively weaker dependence at younger onset of diabetes indicates that the progression of diabetic retinopathy in the treated and untreated eyes may not be as similar as it is when diabetes onset is at a later age. The physical reliance of treated and untreated eyes seems to be higher at older ages of diabetes onset, which can perhaps be explained as an aging effect. For comparisons, we also fit constant and linear calibration models using maximum likelihood. The resulting estimates are displayed in Figure 2 in Kendall's tau scale. As can be seen, the local likelihood estimates are in close agreement with the parametric estimates under the linear calibration model. Furthermore, we observe slightly wider bootstrap confidence intervals, hence a larger variation in Kendall's tau estimates when the Beran estimator is used. This observation is in line with our findings in Section 4. There is more uncertainty in the local likelihood estimates when age at diabetes onset is greater than 40. This is mainly due to the limited number of patients (31 out of 197) with high onset age, for which most of the observations are censored for at least one eye.
To decide whether the observed variation in the strength of dependence (ranging approximately from 0.2 to 0.7 in Kendall's tau) is significant or not, we perform the GLR test as outlined in Section 3. The p-values based on B = 1000 bootstrap samples under the null hypothesis are 0.164 for the parametric conditional margins and 0.168 for the nonparametric conditional margins. Hence, there is not enough evidence in the data to reject the constant conditional copula model. The traditional likelihood ratio test between the constant and linear calibration models also supports this conclusion with p-values 0.111 and 0.102 for parametrically and nonparametrically estimated conditional margins, respectively. We reach similar conclusions under the Frank and Gumbel copulas (see Table S9 in Appendix C of the supplementary material available at Biostatistics online). These results together suggest that the impact of age at diabetes onset on the dependence between the times-to-blindness in the treated and untreated eyes is not statistically significant. Nevertheless, the observed increasing pattern in the strength of dependence may be of clinical interest, and would be worth further investigation in a larger sample.
DISCUSSION
In this article, we outline an estimation and a testing strategy to assess the impact of a continuous clusterlevel covariate on the strength of within-cluster dependence of right-censored event time data, as modeled via a conditional copula. A local likelihood approach is used to estimate the functional form of the conditional copula parameter and a GLR test is described to test its constancy. A bootstrap procedure is employed to obtain an approximate p-value for the test. The performance of the estimation and the testing method is evaluated in a simulation study, under different rates of right-censoring and for various parametric copula families, considering both parametrically and nonparametrically estimated margins.
The results indicate that the proposed local likelihood approach leads to on target estimation, with more uncertainty for nonparametrically estimated conditional margins than for parametrically estimated conditional margins, and that, depending on the considered parametric copula family, the testing strategy has reasonable to high power. We further observe that the bootstrap-based type I errors are somewhat inflated if the bandwidth for the original data is re-used, but are close to the nominal level if the bandwidth is updated in each bootstrap sample. The second option, however, is quite demanding from a computational point of view. Details on computation times can be found in Table S7 under Appendix B of the supplementary material available at Biostatistics online.
In the implementation of the proposed methods, it is first assumed that the copula family is correctly specified. Second, we investigate the effect of a misspecified copula family. Our results suggest that selection of an appropriate copula family is indispensable. In practice, one can select the copula family via a likelihood-based criterion, such as Akaike information criterion as typically employed in copula modeling, or by comparing the predictive performance of competitive copulas as suggested in Acar and others (2011) . In our analysis of the diabetic retinopathy data, we followed Huster and others (1989) and employed the Clayton copula. A cross-validated likelihood based comparison (as reported in Table S9 of the supplementary material available at Biostatistics online) further confirms the appropriateness of this choice. The estimation results under the Frank and Gumbel copula yield a similar pattern for the impact of age at onset on the strength of dependence between the time to blindness of treated and untreated eyes (see Appendix C of the supplementary material available at Biostatistics online).
The procedures in this article are developed for clustered right-censored event time data, assuming that the censoring times are independent of the event times and the covariate. This assumption is required to obtain the likelihood function in (2.3), which contains only the distribution of the event times but not the censoring distribution. Interesting topics for further research, include the extension of the proposed method to event time data subject to dependent censoring or to interval censored event time data.
It is possible to extend the methods to include multiple event times using a multivariate copula, where the latter can be constructed, for instance, via pair-copula constructions. A recent work that considers pair-copula constructions for joint modeling of unconditional multiple event times is Barthel and others (2017) .
Incorporating multiple covariates in the proposed methods, on the other hand, is not straight-forward, especially when the conditional marginals are estimated using the Beran estimator. While one can use single-index models (Fermanian and Lopez, 2015) or additive models (e.g. Vatter and Chavez-Demoulin, 2015) to overcome the so-called curse of dimensionality in estimating conditional copula parameter, such extensions require modifications in the likelihood methodology to account for right-censoring, and their practical value might be limited by the computational burden.
SOFTWARE
Software in the form of an R package, along with the R codes for the data analysis and a simulation example are available at https://github.com/EFAcar/CondiCopSurv.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
