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Abstract Understanding long-term coexistence of numerous competing species is a longstanding challenge in ecology. Progress requires determining which processes and species differences are most important for coexistence when multiple processes operate and species differ in
many ways. Modern coexistence theory (MCT), formalized by Chesson, holds out the promise
of doing that, but empirical applications remain scarce. We argue that MCTs mathematical complexity and subtlety have obscured the simplicity and power of its underlying ideas and hindered
applications. We present a general computational approach that extends our previous solution
for the storage effect to all of standard MCTs spatial and temporal coexistence mechanisms, and
also process-defined mechanisms amenable to direct study such as resource partitioning, indirect
competition, and life history trade-offs. The main components are a method to partition population growth rates into contributions from different mechanisms and their interactions, and
numerical calculations in which some mechanisms are removed and others retained. We illustrate how our approach handles features that have not been analyzed in the standard framework
through several case studies: competing diatom species under fluctuating temperature, plantsoil feedbacks in grasslands, facilitation in a beach grass community, and niche differences with
independent effects on recruitment, survival and growth in sagebrush steppe.
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Introduction
Understanding the indefinite coexistence of numerous competing species is a longstanding, central question in community ecology (e.g., Grubb, 1977; Hubbell, 2001; Hutchinson, 1961, 1959;
Shmida & Ellner, 1984). This issue is particularly acute for plants, which as Grubb (1977, p.107)
noted “all need light, carbon dioxide, water and the same mineral nutrients.” But it also arises
when co-occuring animal species compete for a resource or habitat that is essential to all, such
as coral reef fish competing for territories (e.g., Caley, 1995; Munday, 2004; Sale, 1979; Volkov
et al., 2007) and desert rodents competing for seeds (e.g., Abu Baker & Brown, 2014; Brown, 1989;
Kotler & Brown, 1988; Ziv et al., 1993)
The solution Grubb proposed was the “regeneration niche”: even if the trees are very similar, seeds and seedlings may be very different. Moreover, species may regenerate at different
times (e.g., Usinowicz et al., 2017). But there are many other hypotheses, all with theoretical and
many with empirical support, including: predator limitation (Holt & Bonsall, 2017), specialist
pathogens (Bagchi et al., 2014; Comita et al., 2014), hydrological niches (Silvertown et al., 1999),
resource ratio differences (Dybzinski & Tilman, 2007), spatial environmental variation (Sears &
Chesson, 2007), and life history trade-offs (Lönnberg & Eriksson, 2013).
Rarely will only one of these processes be operating in a real species-rich communities.
Progress therefore requires more than just identifying which processes that might contribute to
coexistence operate in a community. If we observe that two warbler species forage in different
parts of the tree, is this crucial for coexistence, or irrelevant because neither species is resourcelimited? We need ways to determine which differences and processes are most important when
species differ in many ways and multiple processes operate.
Modern coexistence theory (MCT), formalized by Chesson (1994) and Chesson (2000a),
holds out the promise of doing exactly that, by quantifying the contributions of different mechanisms to species persistence. The over 2300 citations of Chesson (2000b) – nearly half in the last
5 years – attest to the conceptual importance of MCT.1 However, empirical applications of MCT
remain scarce. One difficulty for empirical applications is that applying MCT to a new study
system often requires a case-specific model, and deriving the necessary formulas for coexistence
1 Web

of Science, accessed April 25 2018.
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mechanisms in a new model entails a complex mathematical analysis requiring a deep mathematical understanding of MCT. Annual plants with variable germination are a classic example
in MCT (Chesson, 1994), but the first empirical application Angert et al. (2009) required a new
model, entailing a 17-page mathematical appendix to derive the necessary formulas.
Another challenge is that restrictive assumptions are often used to make the mathematics
tractable, which can bias the results. For example Angert et al. (2009) assumed that all species
are equally affected by competition and that inter- and intra-specific competition were equal in
strength for all species. MCT’s assumption of small environmental variance is often problematic
for empirical applications, because fluctuation-dependent mechanisms only become important
when environmental variation is large. Mathematical results are also largely limited to unstructured models in which populations are described by total abundance, while many empirical
population studies use matrix or integral projection models because there are substantial demographic differences between individuals of different ages or sizes. Similarly, formulas for
stabilizing and equalizing components of niche differences have been cited and applied (e.g.
Godoy & Levine, 2014, eqns. A.4, A.5) without realizing that they are specific to two-species
communities with Lotka-Volterra competition. So while analytic results have yielded important
insights, empirical applications often requires less restrictive assumptions.
Finally, MCT analyzes coexistence in terms of a few conceptual “mechanisms” (Box 1).
Instead, many ecologists might prefer an analysis focusing on observed processes amenable to
direct experimental study, such as resource competition, indirect competition via predators or
pathogens, life history tradeoffs or other system-specific processes. Theory with the flexibility to
analyze coexistence in terms of multiple species differences and multiple mechanisms, in ways
that readily adapt to various study systems, would substantially broaden applicability.
We propose a broad extension of MCT that removes these obstacles. Our previous paper
(Ellner et al., 2016) provided a partial solution for one mechanism, the storage effect. The general approach here applies to all the standard MCT coexistence mechanisms, to process-defined
mechanisms such as those listed above and any others thought to operate in a community. Our
approach is an extension of current MCT, not a replacement for it, designed for detailed analysis
of particular communities rather than general principles and insights.
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In many situations the dominant coexistence mechanisms do not involve temporal fluctuations, so long-term data on population responses to temporal variability is not necessary for
applying our approach. And with appropriate data, our approach can also be applied to components of population growth rate, such as survival or fecundity.
We begin by summarizing the core ideas which form the conceptual basis for MCT. For
clarity we gloss over some subtleties that become important in applications (a thorough, exact
exposition is provided by Barabás et al. (2018)). We then introduce our approach through a simple case study, coexistence maintained by variable temperature in an experimental community
of two diatom species. Next, we present our general approach, and illustrate it through a series
of empirical case studies that include spatial coexistence mechanisms, facilitation, and structured
populations with stage-specific niche differences. In all of these cases, we quantify coexistence
mechanisms not covered by MCT, though for the diatom case study, we also quantify the traditional MCT mechanisms of storage effect and relative nonlinearity. R scripts to replicate all
figures and tables are available online (see Data Accessibility Statement).

Core ideas of MCT
MCT posits that coexistence is stabilized by processes that give any species, when rare, a population growth rate advantage over other “resident” species that remain at typical steady-state
abundances. A species’ average instantaneous population growth rate when rare is called its invasion growth rate. A positive invasion growth rate buffers a species against extinction, maintaining
its persistence in the community. If a species relies on different resources than its competitors,
or is limited by different enemies or different environmental conditions, then its invasion growth
rate may be positive. All species persist and coexistence is stable if all species have a positive
invasion growth rate.
MCT quantifies coexistence mechanisms by asking how they contribute to each invader’s
population growth rate advantage over resident species. It does this by comparing observed population growth rates with those that would occur if one or more mechanisms were absent. How
much would invader and resident growth rates change if all enemies were perfect generalists, or
if the environment were constant?
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The core approach in MCT is decompose and compare. Decompose population growth rates
into a sum of terms for the effects of different factors, and then compare invader and residents
term-by-term. Considering invader-resident differences is essential because we want to say that
a mechanism stabilizes coexistence of species A and species B if it gives each, when it is rare, an
advantage over the other. This can happen two ways: the mechanism can help whichever species
is rare, or it can hurt whichever species is common. The invader’s growth rate includes only the
former; to capture both we need to make an invader-resident comparison. A residents’ average
population growth rate is necessarily zero, because they are neither increasing nor decreasing in
the long run. However the contribution of any particular mechanism to that growth rate (e.g.,
the effect on its growth rate of predator switching or a variable environment) could be positive
or negative, depending on whether the mechanism helps or hurts.
Standard MCT uses Taylor-series expansions to decompose and to evaluate invader-resident
differences; in sec. SI.1 we give a simple example to illustrate the procedures. The resulting
term-by-term differences in the growth rate decomposition are then grouped into the canonical
coexistence mechanisms of standard MCT (Box 1).
In the invader-resident comparisons, it is essential that residents are not allowed to reequilibrate when we ask, for example, how does variance in temperature contribute to coexistence? It seems natural to answer that question by doing a simulation or experiment with
temperature held constant. But constant temperature helps or hurts each species, changing their
abundance, age structure, etc., thus altering the competition experienced by each species. When
we compare the outcomes with and without temperature variability, we would not know how
much of the different is due to temperature variability per se, and how much is due to its cascading effects on competitive interactions, age structure, etc. So instead, each term in the invaderresident comparison is evaluated in the situation where all processes are operating, and terms
involving Var(temp) quantify the direct effect of variance in temperature. This point can be hard
to understand in the abstract, so in our case studies below we highlight where it comes up.
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How does fluctuating temperature maintain diatom coexistence?
The most important question about our new approach is, can it tell us something useful? Here
we use an empirical case study to argue that it does, by quantifying the mechanisms contributing
to coexistence of two diatom species in experiments by Descamps-Julien & Gonzalez (2005). We
do this two ways, the first analogous to standard MCT for temporally fluctuating environments,
the second based on the trait differences between the species.
Descamps-Julien & Gonzalez (2005) demonstrated that two diatom species, Cyclotella pseudostelligera and Fragilaria crotonensis, competing for a single limiting resource (silicate), could
coexist in a chemostat with periodic variation in temperature, but not at any constant temperature. Ellner et al. (2016) showed that the storage effect was not sufficient to explain the diatoms’
coexistence and therefore suggested that relative nonlinearity of competition, the only other
fluctuation-dependent mechanism in standard MCT, was an essential coexistence mechanism.
We were wrong. We forgot about nonlinear averaging of environmental fluctuations, which does
not get a stand-alone term in standard MCT, but contributes strongly to coexistence in this community.
Our model, closely following Descamps-Julien & Gonzalez (2005), is a two-species chemostat with some parameters depending on temperature θ,
V (θ )S
V2 (θ )S
dS
= D ( S0 − S ) − Q 1 ( θ ) x 1 1
− Q2 ( θ ) x2
dt
K1 + S
K2 + S
dx j
Vj (θ )S
= xj
− Dx j , j = 1, 2.
dt
Kj + S

(1)

Here S is extracellular silicate concentration in the chemostat, x1 and x2 are population densities
of Fragilaria and Cyclotella, respectively, S0 is silicate concentration in the inflow, and D is dilution
(outflow) rate. Temperature varies periodically,

θ (t) = θ0 + a sin(2πt/P).

(2)

with mean θ0 , amplitude a, period P. Coexistence was observed experimentally with θ0 = 18◦ C,
a = 6◦ C, P = 60d.
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Functions specifying how Q j (silicate per cell) and Vj (maximum cell division rate) depend
on temperature were estimated from batch experiments (Fig. 1). As half-saturation constants K j
are nearly constant over the range of temperatures in the experiments (18-24◦ C), we model them
as constant: K1 = 0.25µM (Fragilaria), K2 = 0.14µM (Cyclotella). At temperatures of 18◦ C or lower
where both species have similar V values, Cyclotella has a significant advantage (smaller K, hence
faster nutrient uptake) but at high temperatures Fragilaria wins because its V remains high while
Cyclotella’s falls precipitously.
In the model, species j has silicate- and temperature-dependent instantaneous population
growth rate
r j (θ, S) =

Vj (θ )S
− D.
Kj + S

(3)

Our first analysis begins by partitioning the long-term average population growth rate r of each
species, in both its invader and resident states, into: the growth rate that would occur without
variance in silicate or temperature; the main effects of variance in silicate and in temperature; the
interaction between the two variances; and effects of covariance between silicate and temperature.
To do the analysis for species 1, values of S(t) and θ (t) are recorded from a long simulation
of the model with species 1 invading (absent, or kept very rare at all times), and species 2 resident
at steady state, using empirically estimated parameters under the experimental conditions. The
same analysis could be done with data from a long experiment. Values need to be recorded at
times tk (k = 1, 2, · · · , m) spaced closely enough to capture all relevant population dynamics, and
for long enough to accurately estimate average growth rate; in practice this means that doubling
the simulation/experiment duration or doubling the observation frequency has no meaningful
effects.
Denote the average values of silicate and temperature across the times tk by S and θ, respectively. The average population growth rates of each species are then estimated by time-averaging,

rj =

1 m
r j (θ (tk ), S(tk )) ,
m k∑
=1

A population grows if r̄ > 0.
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j = 1, 2.

(4)

The growth rate partitioning is depicted in Fig. 2, and formulas for each term are in Table 1.
To compute the main effect of silicate variability, for each species define
ε0j = r j (θ, S)

(5)

εSj (S) = r j (θ, S) − ε0j .
ε0j is the population growth rate with temperature and silicate constant at their means, while εSj is
the main effect of silicate concentration varying around its mean, relative to the “null” conditions

(θ, S).2 Similarly the main effect of temperature variability is
εθj (θ ) = r j (θ, S) − ε0j

(6)

The effect of having variability in both S and θ generally will not equal the sum of the main
effects. The difference between the actual effect and the sum of main effects is the interaction
term,
h
i
0
S
θ
εθS
(
θ,
S
)
=
r
(
θ,
S
)
−
ε
+
ε
+
ε
j
j .
j
j
j

(7)

r j (θ, S) = ε0j + εSj (S) + εθj (θ ) + εθS
j ( θ, S ).

(8)

Re-arranging (7),

Averaging both sides of (8) as in eqn. (4) gives a partition of average population growth rate into
the variance-free growth rate, the main effects of variability in S and in θ, and the interaction
between variability in S and in θ:
r j = ε0j + εSj + εθj + εθS
j .

(9)

Following analytic MCT, we further decompose εθS
j into the effect of variance per se in θ and
(θ # S)

S, and the effect of covariance between them. To accomplish this, let ε j

denote the expectation

of εθS (eqn. 7) when both have their true univariate distributions but the covariance between them
2 Means

are a natural variance-free null, but other choices are possible, as we explain below.
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(θS)

is removed. And, let ε j

be the effect of restoring the covariance
(θ # S)

εj
(θ # S)

(Ellner et al., 2016) evaluated ε j

(θS)

= εθS
j − εj

.

(10)

by temporal randomization to remove correlations; the for-

mulas in Table 1 are the expected value of that process (i.e., the average across infinitely many
randomizations). With few main effects the formulas are computationally more efficient, but
with many, randomization may be preferable.
Combining eqns. (9) and (10 gives the full decomposition
(θ # S)

r j = ε0j + εSj + εθj + ε j

(θS)

+ εj

.

(11)

We call (11) an E-decomposition because it decomposes population growth rate into contributions
from different aspects of the species’ environment.
Next, we compute invader-resident differences by applying the formulas in Table 1 to both
species, using S(t) and θ (t) values from simulations (or experiments) with species 1 invading
and species 2 as the resident. Let εk\ j denote a term computed for species k when species j is the
invader, and ∆ j the invader-resident difference between corresponding terms when species j is
the invader. For example (with j = 1 invading, k = 2 resident)
(θ # S)

∆1S = ε1S\1 − ε2S\1 and ∆1

(θ # S)

= ε 1\1

(θ # S)

− ε 2\1 .

(12)

Being a resident at steady state, species 2 has r2 = 0. We therefore have
(θ # S)

r1 = r̄1 − r̄2 = ∆01 + ∆1S + ∆1θ + ∆1

(θS)

+ ∆1

.

(13)

The growth rate ε01 = r1 (θ, S) still reflects the temperature fluctuations during the experiment,
because the resident’s response to temperature affects S. An alternative, completely fluctuationindependent growth rate is ε∗1 = r1 (θ̄, S∗ ), where S∗ is the mean S in an experiment or simulation
at constant temperature θ̄ with species 2 absent. Then ε01 = ε∗1 + ε01 in (11), where ε01 = ε01 − ε∗1
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is the effect of fluctuation-driven changes in mean S. The term ∆01 in (13) is then replaced by
∆1∗ + ∆10 .
Like the analytic formulas in standard MCT, eqn. (13) expresses species 1’s invasion growth
rate as a sum of contributions from different aspects of the biotic and abiotic environments.3
∆01 is the difference in population growth rates at mean temperature and silicate. ∆1S is the difference in the main effects of silicate variability, between species 1 as invader and species 2 as
resident. This difference results from the nonlinear response of cell division rate to silicate concentration so we call it relative nonlinearity in silicate. Similarly, ∆1θ measures relative nonlinearity
(θS)

in temperature. We call ∆1

the storage effect because, as in standard MCT, storage effect is the

contribution to population growth rate of covariance between the environment and competitive
factors determining r (Ellner et al., 2016).
However, inexact correspondence with MCT is unavoidable. MCT terms such as “storage
effect” or “relative nolinearity” refer to terms in small variance approximations that we do not
use. Similarly, our variance-interaction terms such as ε(θ # S) are absent in standard MCT, because
they come from the third- and higher-order terms that are dropped from MCT’s Taylor series
approximations.
There are also avoidable differences reflecting choices in applying our method. We prefer to
decompose in terms of environmental drivers, here temperature and silicate, whereas standard
MCT uses an environment-dependent parameter E such as V (θ ), and a competition parameter
C, such as the effect of silicate limitation on cell division rate. In sec. SI.3 we present an alternate
analysis of this case study using E and C parameters. Also, standard MCT lumps terms that
we keep separate. Specifically, the baseline growth rate (r 0 or λ0 ) in MCT that is described
as representing “variation-independent coexistence mechanisms” (Chesson, 2000a, p.224) and
“mechanisms operating on a shorter time-scale than the unit of time considered explicitly in
the model” (Chesson, 1994, p.249) includes the direct effects of fluctuations in E that are not
mediated through variance in C or E, C covariance. Failure to appreciate that led to our incorrect
conclusion (Ellner et al., 2016) that relative nonlinearity of competition must be important in this
community.
3 Readers familiar with MCT may ask, where are the scaling factors? We answer that question below, but for this
case study it doesn’t matter because they are all very near 1 (Ellner et al., 2016).
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Results from our E-decomposition are given in Table 2. For each species, the growth rate
contributions (∆s) add up (by definition) to equal the invasion growth rates. A negative invasion
growth rate would imply that the species could not invade the other. We can therefore assay
the importance of each mechanism for coexistence by asking what the invasion growth rate
would become if the corresponding contribution is set to zero. The stabilizing component of
each mechanism is defined to be its average contribution across species, and the equalizing
components are each species’ deviation from the average (as in Chesson (2003), but we set the
scaling coefficients to 1). Thus, a component is stabilizing (in this sense) simply if its average
contribution to the invasion growth rates of all species is positive.
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The results in Table 2 show that storage effect, relative nonlinearity in temperature,
fluctuation-driven changes in mean silicate, and the fluctuation-free null growth rate are all stabilizing, i.e. they all increase average invasion growth rate. Cyclotella has positive invasion growth
rate because its fluctuation-free growth rate is large enough to offset the negative contribution
from relative nonlinearity in temperature. Fragilaria’s positive invasion growth rate is crucially
dependent on the positive contribution from relative nonlinearity in temperature, without which
its invasion growth rate would become negative. The two largest fluctuation-dependent terms
for Fragilaria – relative nonlinearity in temperature, and the interaction between temperature and
silicate variability – are absent from standard MCT for the reasons explained above.
The E-decomposition identifies how different features of the species’ biotic and abiotic environments promote or impede coexistence, given how species respond to their environment.
Using the same approach we can additionally do a species-centric decomposition to provide
complementary information about which attributes of species promote or impede coexistence
under the abiotic and biotic conditions that they experience. We call this a T-decomposition, T
standing for “traits.”
Given the environment (S(t), θ (t)), population growth rates of Fragilaria and Cyclotella differ
because they have different half-saturation constants K j (which are constant over the experiment’s
temperature range) and different temperature-dependent maximum division rates Vj (θ ), which
determine their response to silicate concentration. We therefore decompose the invader and
4 Contrary to intuition, by this definition a mechanism can be stabilizing even if it does not benefit each species
when rare. Despite this concern, we follow current usage rather than inventing new terms.
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resident population growth rates into the main effects of differences in K and in V, and their
interaction, relative to the “null” growth rate that results if both species are given the average
responses K̄ = 0.5(K1 + K2 ), V̄ (θ ) = 0.5(V1 (θ ) + V2 (θ )). Formulas for the terms are in Table 1;
we again use ∆ to denote a difference between invader and resident terms.
The main effects (Table 3) reiterate the biology: Cyclotella benefits from its lower K and
is harmed by its lower V at high temperatures, and the reverse is true for Fragilaria. Both of
these are stabilizing. More unexpected is the size of the interaction terms. Although they are
not necessary for coexistence, the invasion growth rates would be quite different without them
(nearly an order of magnitude larger for Cyclotella).
This T-decomposition could also be applied separately to each component in the Edecomposition, to show which traits generate each growth rate component, but we do not pursue
that here.

General Theory
General functional decomposition
The E- and T-decompositions in our diatoms case study (Table 1) are examples of a general
functional decomposition applicable to any collection of two or more processes, mechanisms, or
species differences affecting population growth rate.
The first step is to select the features of interest. A “feature” is some aspect of reality
that affects population growth rates. The features in our diatom E-decomposition were variance
in S and θ and covariance between them. The features in our diatom T-decomposition were
interspecific differences in V and K. In Angert et al. (2009) the features were temporal variation
in seed germination fraction, temporal variation in seedling growth and survival, and temporal
variation in competition. Features in the case studies below include the presence of plant-soil
feedbacks, and facilitation of other species by each member of a community.
The decomposition consists of breaking up the long-run growth rate of each species (as
invader and then as resident) into (0) a null growth rate in the absence of all selected features;
(1) a set of “main effect” terms representing the effect of adding one and only one feature; (2) a
set of two-way interaction terms representing the effect of adding each possible pair of features,
13

above and beyond the sum of their main effects; (3) and so on, until all features are represented.
The null term can contribute to coexistence when it includes the stabilizing effects of features
that were not selected for the decomposition. Term-by-term invader-resident comparisons then
measure the contribution of each growth rate component to invasion growth rates.
In section SI.4 we give a mathematical definition of the decomposition; here we explain
it by describing general E- and T-decompositions of population growth rate. We then discuss
invader-resident comparisons, and define stabilizing and equalizing components.

General E-decomposition
An E-decomposition follows standard MCT in focusing on coexistence maintained by environmental variability. The features are variances and covariances of biotic or abiotic variables affecting population growth rates. For example, if population growth rate r is a function of environmental variables X, Y, and Z, we write
r ( X, Y, Z ) = ε0 + ε X + εY + ε Z + ε XY + εYZ + ε XZ + ε XYZ .

(14)

The null growth rate ε0 = r ( X, Y, Z ) is the growth rate when all variables or traits are set to
their averages. Terms with superscripts represent the marginal effects of letting all superscripted
variables vary while fixing all other variables at their average values — they are the difference
between long-run growth with all superscripted variables free, and the sum of all lower-order
terms (i.e., terms where fewer variables are free to vary). For example,
ε X = r ( X, Y, Z ) − ε0
ε XY = r ( X, Y, Z ) − [ε X + εY + ε0 ]

(15)

ε XYZ = r ( X, Y, Z ) − [ε XY + εYZ + ε XZ + ε X + εY + ε Z + ε0 ].
Taking expectations of all terms in (14) and (15), each r becomes r̄ and each ε becomes ε. Mean
population growth rate is thus decomposed into the main effects of variation in each argument,
and interactions among variation in different arguments.
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It is important to recall that each ε only includes the direct effects of variation in superscripted variables; for example r̄ ( X, Y, Z ) is computed using the distribution of X and Y, and the
value of Z that occur when Z is fluctuating. Similarly, in a structured population model, presence
versus absence of fluctuations in any variable will affect population structures, but terms for the
effect of those fluctuations would be evaluated using population growth rates computed with the
population structures observed under natural conditions, as in our Structured populations example
below. If the effect of changes in population structure is a feature of interest, it can be included in
the decomposition, producing terms for its main effect, interactions, and so on. Different decisions
about which features are of interest lead to different decompositions.
Next, we can do a covariance decomposition of any ε term with multiple free variables, breaking it up into the effects of their variation per se and effects of covariances among them. Our
notation convention is that a superscript with parentheses is a term in this secondary decomposition, and a # symbol separate subsets of variables that have within-subset covariation preserved.
For example, if r is a function of X, Y, Z, W, and U, then ε(XY # ZW ) is the expectation of r with U
set at its average value, X and Y covarying, Z and W covarying, and X and Y independent of Z
and W, minus all terms with the same nonconstant variables but fewer covariances.
In the diatoms example we had ε XY = ε(X #Y ) + ε(XY ) . Higher-order terms are broken down
similarly with higher-order covariance terms representing the additional affect of the correlations
present, beyond the combined effect of all possible lower-order covariance terms. For example,
ε(XYZ) = ε XYZ − [ε(XY # Z) + ε(X #YZ) + ε(XZ #Y ) + ε(X # Z #Y ) ].

(16)

and ε(XY # Z) is the effect on population growth rate of restoring the observed covariance between
X and Y, with Z independent of both, relative to the growth rate when X, Y and Z are mutually
independent.
Researchers may wish to decompose only some terms into effects of independent variation
and covariation. Alternatively, covariance between two variables could be separated into several
components (e.g., rainfall-competition covariance for small individuals and for large individuals),
leading to a finer decomposition of the contribution of covariance to population growth.
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General T-decomposition
The features in a T-decomposition are attributes that differ among species. The null growth rate
is the population growth rate that results from giving all species the across-species average value
for each trait; this depends on the scale of measurement, e.g., length versus log length. The main
effects are restoring one trait to its true value in all species. Let Θ denote the vector of parameters
or variables characterizing the biotic and abiotic environment, possibly time-varying. In the
diatoms example, Θ is (S(t), θ (t)) during the experiment. Then if the traits are X1 , X2 , · · · , Xn
the null growth rate is
ε0 = EΘ r ( X̄1 , X̄2 , · · · , X̄n , Θ)

(17)

the hypothetical long-term growth rate when each species has the average value for all traits, but
the environment (abiotic and biotic) varying as it actually did with observed traits. The main
effect for trait J is
ε J = EΘ r ( X̄1 , · · · , X J , · · · , X¯n , Θ) − ε0 .

(18)

The interaction between traits J and K is
ε JK = EΘ r ( X̄1 , · · · , X J , · · · , XK , · · · , X¯n , Θ) − [ε J + εK + ε0 ]

(19)

and so on, exactly as in an E-decomposition. Invader-resident term-by-term differences quantify
the contribution of each term to the invading species’ advantage when rare. Note, we again
measure only the direct effects of each trait by evaluating terms using Θ taken from data or
simulations where all traits have their observed values.
Alternatively, the decomposition can include (as additional features) indirect effects mediated by species’ effect on their environment. In sect. SI.9.4 we illustrate this alternative, with
indirect effects mediated by population structure as the additional feature.
Analogous to covariance decomposition, a step from average to true trait values could be
broken into two steps, by considering the intermediate situation where traits vary among species
without trait-trait correlations. We do not pursue this refinement because many terms will often
be zero (see SI.6.)
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Resident weightings in invader-resident comparisons
When comparing invader and resident population growth rates, we generally weight all residents
equally. Instead, or additionally, one can ask how an invader gains an advantage over each
resident individually. Or, to recover the canonical MCT mechanisms, residents can be weighted
by the scaling factors qir (Chesson, 1994, 2000a). These alternative resident weightings are:
∆i,= = εi\i −

1
εr \i
S − 1 r∑
6 =i

Equal weight

∆i,k = εi\i − εk\i , k 6= i

Pairwise with resident species k

∆i,q = εi\i − ∑ qir εr\i

(20)

Scaling factors

r 6 =i

where S is the total number of species. The three weightings are three different but equally
valid ways of breaking one number (invasion growth rate of species i) into a sum of interpretable
components. The same εi\i and εr\i values are used in all weightings, calculated from data or
simulations where species i is invading a community with all other species resident. Thus a
pairwise comparison between invader A and resident B will include effects of the other residents
C, D, E, etc.
In many models the scaling factors qir do not exist (for example, when there are more
limiting factors than species, Barabás et al. (2018)). In other cases they are not unique (Ellner
et al., 2016), or they can become negative (Snyder et al., 2005, p. E92), turning an invader-resident
“difference” into a weighted sum of invader and resident growth rates. Ellner et al. (2016) discuss
these conceptual difficulties in detail. And in practice, even when well-defined, numerical values
of the scaling factors may be very sensitive of choices that should be immaterial in the analytic
theory (?). Because of these issues, we generally avoid use of the scaling factors.

Stabilizing and equalizing components
We define the stabilizing component of any mechanism (i.e., of any ∆ term) to be the average of
that term across all species as invader. The equalizing component of a mechanism is, for each
species, its deviation from the average.
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Chesson (2000b, 2003) uses similar definitions but first scales population growth rates such
that the scaled invasion growth rates sum to zero in the absence of the coexistence mechanisms
considered, which eliminates any stabilizing component apart from those mechanisms. While
this is aesthetically pleasing, scaling coefficients with this property are only certain to exist when
species compete for a single limiting factor (Barabás et al., 2018, sec. 2.7), so we use unscaled
population growth rates. The stabilizing component of the null term, if it is nonzero, reflects the
stabilizing component of all features not included in the chosen decomposition.

Applications
Spatial coexistence mechanisms in the Chesson (2000) model
To highlight our approach’s generality we show how it can be used to analyze coexistence in the
Chesson (2000a) model for environments with purely spatial variation. Let n j,x denote abundance
of species j in patch x = 1, 2, · · · , Q. The expected contribution of patch x individuals to the
global population at time t + 1 is given by

λ j ( Ej,x (t), Cj,x (t))n j,x (t),

(21)

where Ej,x and Cj,x are the environment and competition factors affecting species j in patch x.
Apart from space the population is unstructured, so λ j includes new recruits and survivors. The
function λ j is the same for all patches; intrinsic patch differences are incorporated into Ej,x and
Cj,x . For example, Cj,x could be population n j,x divided by local carrying capacity K j,x .
Chesson (2000a) showed that (with notation as defined in Table 4) the total population of
species j has annual growth rate


e
λ j (t) = λ j (t) + Covx νj (t), λ j (t) ,

(22)

the sum of average patch-specific fitness and fitness-density covariance.
A growing population is represented by e
λ > 1. To parallel the continuous-time case we
therefore make the response variable e
λ − 1 as in Chesson (2000a). We can then decompose
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λ j (t) − 1 using the two-factor case of our general E-decomposition. The result is
(E # C)
( EC )
e
λ j (t) − 1 = ε0j (t) + ε Ej (t) + εCj (t) + ε j
(t) + ε j (t) + Covx (νj (t), λ j (t)).

(23)

With ε here denoting a spatial average at a particular time. Formulas for all terms are in Table 4.
As in the non-spatial case, mechanism contributions (∆s) are the difference between corresponding ε terms for invader and resident species: e.g. ∆Cj = εCj\ j −

1
S −1

∑k6= j εCk\ j . The invader-

resident difference in Covx terms is growth-density covariance and the difference in ε(EC) terms
corresponds to the spatial storage effect as defined by Chesson (2000a). The term ∆C aligns closely
with spatial relative nonlinearity of competition, and ∆ E is spatial relative nonlinearity in environment (absent from the standard decomposition).

Case study: Janzen-Connell effect in grasslands
Petermann et al. (2008) developed and parameterized experimentally a spatial model for species
coexistence in grasslands through local plant-soil feedbacks mediated by soil microbes. The
landscape consists of sites, each containing a single legume, grass, or forb individual, which have
a species-specific death rate. Individuals produce seeds each year, which are retained locally (in
the parent’s site) with probability F (local retention fraction), and otherwise disperse at random
across all sites. At sites becoming open through death of the occupant, there is lottery competition
among seeds, with a twist: a seed’s probability of capturing the site depends not only on the
identity of the seed and competing seeds, but on the identity of the adult previously occupying
the site. Because of persisting species-specific pathogens, a seed is less likely to win a site
previously held by a conspecific adult. Specifically, the probability that a seed of type i will
capture a site formerly occupied by an adult of type j is cij si / ∑k ckj sk , where sk is the number
of seeds of type k in a site. Based on experiments, Petermann et al. modeled the soil pathogen
effect by assuming cii = 0.5, ci6= j = 1.
In individual-based simulations of the model, Petermann et al. (2008) observed long-term
coexistence of all species, so long as the local retention fraction F is not too high. To better
understand this result in terms of underlying mechanisms, we used a decomposition in which
the selected features are the presence of local retention (F > 0 vs. F = 0) and plant-soil feedback
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(cii = 0.5 vs. cii = 1). We present here simulation-based results; the decomposition can also be
done analytically (sec. SI.8).
Table 4 gives the formulas for decomposing population growth rates; invader-resident comparisons ∆ j used equal weighting of residents. When estimating the e
λ j (t) we kept the resident
population totals at the steady-state values they assume in the presence of both local seed retention and plant-soil feedbacks (estimated by running a long simulation for each pair of species as
residents, with no invader). Each of the e
λ j (t) in Table 4 was estimated by repeatedly simulating
one time-step forward from those resident densities with the invader occupying one additional
site, and averaging over replicates. This ensures that, e.g., ∆c measures only the direct effects
of having or not having plant-soil feedbacks, not the indirect effects mediated by changes in
resident species abundance due to presence or absence of plant-soil feedbacks.
Fig. 3 shows the estimated contributions to invasion growth rate of local retention (∆ F ),
plant-soil feedbacks (∆c ), and their interaction, as a function of local retention (F). As expected,
local retention in the absence of plant-soil feedbacks (∆ F ) has little effect, but local retention
combined with plant-soil feedbacks (∆ Fc ) reduces invader growth rates (anti-stabilizing). Plantsoil feedbacks alone (∆c ) increase the invader growth rate for all species (stabilizing), because in
the absence of local retention almost no invader seeds fall into an invader-occupied site, while
many resident seeds fall into a site occupied by a conspecific. These results let us understand
Petermann et al.’s findings as follows: coexistence occurs when the stabilizing effect of plantsoil feedbacks is not dominated by the anti-stabilizing effect of the interaction between plant-soil
feedbacks and local seed retention.

Facilitation and coexistence among beach grasses
Many ecologists have called for coexistence theory to better integrate positive interactions alongside the traditional focus on competition (Bruno et al., 2003; Bulleri et al., 2015; McIntire & Fajardo,
2013). While mechanistic consumer-resource models can readily incorporate positive interactions
(Gross, 2008), facilitation in phenomenological, Lotka-Volterra type competition models poses
problems for coexistence theory. Positive interspecific interactions (negative competition coefficients, in the Lotka-Volterra convention) can lead to infinite population growth (Gause & Witt,
1935), and additionally Chesson’s (2013) expression for niche overlap becomes invalid as can
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include the square-root of a negative number. In this section we show how our approach makes
it possible to quantify the impacts of positive interactions on coexistence in Lotka-Volterra type
models.
Zarnetske et al. (2013) used field and experimental data to parameterize a Lotka-Volterra
model for beach grass communities in the US Pacific Northwest comprised of Ammophila arenaria
(AA), Ammophila breviligulata (AB), and Elymus mollis (EM). Interactions among these species are
a mix of competition and facilitation. The Zarnetske et al. (2013) model is


3
dxi
−1
= ri xi 1 − Ki ∑ αij x j
dt
j =1

(24)

with αii = 1 for i = 1, 2, 3. We used parameter estimates from their Table S3-A for low sand
input (because those were most robust to the assumed time to reach equilibrium), and the maximum assumed time to equilibrium (because those estimates use the weakest assumptions about
unmeasured densities). The estimated competition coefficients are



by AA

by AB

by EM

1.000

−0.214

0.131


α =
−0.358

0.089

1.000

−0.139



on AA


0.370  on AB

1.000 on EM

(25)

Negative coefficients indicate facilitation: AA facilitates AB, AB facilitates AA and EM.
We performed a T-decomposition with two main effects, facilitation by AA and facilitation by AB, relative to the no-facilitation situation in which all negative αij are set to 0. As
in the T-decomposition for competing diatoms, we change traits (α values) but leave the environment (equilibrium species abundances) “as is”. So for example, paralleling the diatom
T-decomposition formulas in Table 1, with species i invading we have

ε0j

= rj

1
1 − K−
j

∑

m 6 =i

!
e
α0jm x̄m
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,

j = 1, 2, 3.

(26)

where x̄m is the equilibrium value of xm when xi = 0 in (24) with the estimated competition coefficients, and e
α0 are modified coefficients with facilitation removed by setting all negative values
to zero. Because per-capita population growth rates are linear in the competition coefficients, all
interaction terms are zero.
Results (Table 5) were calculated for all three resident weightings (eqn. 20). For each species,
each column is a partition of the species’ invasion growth rate rinv (i.e., each column sums to rinv
for the species, apart from rounding errors). For AA and AB the three weightings give equivalent
results: facilitation is relatively unimportant, and all species would persist without facilitation
because intra-specific competition outweighs inter-specific competition (all resident weightings
give identical results for AB, because with AB as a rare invader, neither of the residents AA and
EM experiences any direct impacts of facilitation). For EM, the equal weighting and pairwise
comparisons are similar: AB facilitation contributes 1/3 to 1/2 of invasion growth rate but is
not essential for persistence, while AA facilitation may have a small negative effect. But in the
comparison using scaling factors, ∆q , facilitation by AA makes a large negative contribution.
This occurs because q EM,AB = 4.7, so facilitation of AB by AA (which is a detriment to EM) is
weighted very heavily. The result of this large qir value is that a feature of low importance in both
pairwise comparisons between EM and one resident becomes important when EM is compared
to both residents weighted by their scaling factors. Such outcomes are one of our reasons for
emphasizing equal-weight and pairwise invader-resident comparisons.

Structured populations: process-specific niche differences in sagebrush steppe
Chu & Adler (2015) used multispecies size-structured integral projection models (IPM) to compare the importance of stabilizing features that act independently on the recruitment (R), survival
(S), and growth (G) of the four dominant species in a sagebrush steppe community. Here we revisit their analysis using our approach. The main difference is that the Chu & Adler (2015)
analysis was based on invader growth rates, not invader-resident comparisons. See Chu & Adler
(2015) for full details of the models, data, and parameter estimation; the main features of the
model are summarized in SI.9.
The key model feature for our analysis is that for each demographic rate V = R, S or G there
is a matrix αV of interaction coefficients that determine the impact on that rate of competition
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with neighboring plants of each species,
wVj (u, t) =

4

∑ αVjk w jk (u, t).

(27)

k =1

Here w jk (u, t) is a measure of average species-k cover within the competition neighborhood of a
size-u individual in species j, and wV (u, t) is the overall impact of all neighbors on demographic
rate V. Differences between intra- and inter-specific interaction coefficients in αV generate measures of pairwise “niche difference,” defined in SI.9.
We performed a T-decomposition with three main effects, the niche differences affecting
recruitment, growth, and survival, represented by the competition coefficients αV
ij . Following
Chu & Adler (2015), the “no-niche” state is defined by modifying all between-species αij values
(in α R , αS and αG ) so that each pairwise niche overlap ρij equals 1, without changing the fitness
differences κ j /κi . Formulas for ρ, κ and how they were adjusted are in SI.9. In a two-species
Lotka-Volterra community, the values of ρij and κij determine whether or not all species coexist
stably. But with more species, indirect effects can be important (e.g., A facilitates B by harming
C). Nonetheless, we regard ρij = 1 as a reasonable definition of what it means for species i and j
to have no niche differences in this model, and Chesson (2013) argued that κ j /κi is a valid general
measure of pairwise fitness differences in multispecies communities.
Details of the calculations are in SI.9. The results (Table 6) are qualitatively congruent with
the conclusions in Chu & Adler (2015): niche differences affecting recruitment (∆ R ) contribute
most to persistence of the grasses, while those affecting survival (∆S ) are most important for the
shrub Artemisia. However, one notable difference is that effects of niche differences on growth are
detrimental to Hesperostipa and Pseudoroegneria, and effects on survival are detrimental to Pseudoroegneria, whereas (Chu & Adler, 2015, Fig. 5C) concluded that all effects of niche differences
are at least mildly helpful. The detrimental effects arise in our analysis because benefits to an
invading grass species are outweighed by larger benefits to their competitor Artemisia. When our
analysis is re-done with Artemisia removed from the community (results not shown), all effects of
niche differences are helpful to all three grasses. This difference between our analysis and Chu
& Adler (2015) illustrates the importance of invader-resident comparison: a seemingly beneficial
feature may hurt you by helping your competitor more than it helps you.
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Discussion
We believe that the mathematical complexity and subtleties of standard MCT, and the approximate analytic formulas it requires for empirical applications, have obscured the simplicity, generality, and power of the underlying ideas, and obstructed the path to empirical applications.
We have tried to break this logjam by separating the underlying concepts from the mathematical
implementation, and providing a more general computational implementation. Our approach
is not a replacement for analytic MCT – it is an additional tool, for detailed analysis of specific
systems.
We abandon analytic MCT’s requirement to use scaling factors qir in invader-resident
growth rate comparisons. The scaling factors remove a term from the analytic growth rate decompositions for fluctuation-dependent mechanisms, allowing some necessary calculations even
when the dynamics of the limiting factors for which species compete are unknown (Barabás
et al., 2018). That term is not problematic in our approach, because all terms are evaluated using
experimental or simulated data. Similarly, we abandon growth rate scalings in stablizing components, which have a firm theoretical foundation only for the case of a single limiting factor
(Barabás et al., 2018)). We also do not use the small-variance approximations that eliminate many
interaction terms.
The main benefit of our approach is that analytic formulas are replaced by simulations
or data, so new case studies or coexistence mechanisms do not require new math. This benefit is illustrated by our case studies, which include features (higher-order interactions between
temperature and resource variability, interacting fluctuation-independent spatial mechanisms,
facilitation, and stage-specific niche differences in structured populations) that have not been
analyzed within the standard framework. Many of these probably could be analyzed in the standard framework, given enough time, but our approach gives more accurate and more complete
answers, with much less effort.
The main weakness of our approach is that analytic formulas are replaced by simulations or
data, so we do not get the generality and qualitative insights that can come from analytic formulas for coexistence mechanisms. Levins (1966) contrasted three incompatible goals of population
modeling: generality, realism, and precision. Our approach provides realism and precision,
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giving a complete decomposition when the processes in a community have been modeled quantitatively, but the results are specific to the modeled community. Generality, a strength of analytic
MCT, can only emerge with our approach by identifying general patterns in numerical results.
Like analytic MCT, our approach requires a way to calculate population growth rates as a
function of the factors that determine their values at any time, and data (empirical, or simulationderived) on the patterns of variation in those factors. There is no methodological cure for this
requirement. To fully understand how species coexist we need to know what factors limit population growth rates, and quantify the impacts of each factor. Measuring and modeling population
responses to multiple limiting factors in the field is especially challenging for long-lived species
with complex life cycles, but even for short-lived species such as annual plants, describing population responses to variation in community composition and spatial and temporal environmental
variation can be difficult. However, like analytic MCT our approach can also be applied to a
single component of population growth rate, in the manner of Sears & Chesson (2007) who compared the contributions of spatial storage effect and local resource competition to seed yield in
two desert annuals. This is accomplished by using the focal component (e.g., per capita fecundity) as the response variable, rather than population growth rate, and empirical data on the
driving variables.
Discussion about how to quantify coexistence mechanisms will benefit from applying our
approach to more case studies. Several times a new case study revealed to us that a seemingly
wonderful idea was fatally flawed. Abandoning the scaling factors qir may be contentious, and
therefore is likely to evolve. We have noted conceptual and practical difficulties with the qir ,
and suggested equal weighting of residents as a simple alternative, but equal weighting may not
be appropriate when some resident species are far more common than others. Our approach
also needs to be expanded further to encompass many important situations that we cannot yet
address, including spatiotemporal variation, many individual- or grid-based spatial models (e.g.,
Adler et al., 2006), and processes occurring continuously in time as organisms move through
space.
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Table 1: Calculation formulas for the diatoms case study
Term
θ
S
S∗
ε0j , ε∗j
ε0j
εSj
εθj
εθS
j
(θ # S)

εj

(θS)

εj

Formula

Meaning

1 m
∑ θ (t )
m k =1 k
1 m
∑ S(tk )
m k =1

Mean temperature
Mean silicate, varying temperature experiment or simulation

1 m ∗
∑ S (tk )
m k =1

Mean silicate, constant temperature experiment or simulation

r j (S, θ ), r j (S∗ , θ )

Population growth rates at mean temperature and silicate

ε0j − ε∗j

Effect of fluctuation-driven change in
mean S


1 m
∑ r j θ, S(tk ) − ε0j
m k =1

1 m
∑ r θ (tk ), S − ε0j
m k =1 j
i
h
1 m
∑ r j (θ (tk ), S(tk )) − ε0j + εSj + εθj
m k =1
h
i
1 m m
0 + εS + εθ
r
θ
(
t
)
,
S
(
t
))
−
ε
(
∑
∑
j
i
k
j
j
j
m 2 k =1 i =1
(θ # S)

εθS
j − εj

Main effect of variation in silicate
Main effect of variation in temperature
Interaction of silicate and temperature
variation
Independent variation component of εθS
j
Covariance component of εθS
j

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - VS
r (V, K, S)
−D
Instantaneous population growth rate as
K+S
a function of traits and silicate concentration
m
1
Baseline (equal-traits) mean population
ε0j
∑ r (V (θ (tk )), K, S(tk ))
m k =1
growth rate
m
1
εV
Main effect of differences in V (θ )
∑ r (Vj (θ (tk )), K, S(tk )) − ε0j
j
m k =1
1 m
εKj
Main effect of differences in K (θ )
∑ r (V (θ (tk )), K j , S(tk )) − ε0j
m k =1
i
h
1 m
εVK
+ εKj
Interaction of V and K differences
∑ r (Vj (θ (tk )), K j , S(tk )) − ε0j + εV
j
j
m k =1
S(tk ) are values from a model run or experiment with time-varying temperature, S∗ (tk ) from a run or
experiment with constant temperature θ. In these experiments S∗ (tk ) is constant so there is no need to
time-average, but in other experiments that might not be true so we give the general formulas. j is the
species index in all formulas. Formulas above the dashed line are the environment-centric E decomposition; formulas below the dashed line are the trait-centered T decomposition. To compute the invasion
growth rate components ∆i for species i, the formulas are applied to both species (j = 1, 2) using data
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or model simulations with species j as the invader and the other species resident, and each ∆ j is the
difference between corresponding ε j for the invader and the resident.
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Table 2: E-decomposition of coexistence mechanisms for experiments with two diatom species
(Descamps-Julien & Gonzalez, 2005).
Growth rate contributions

Fragilaria
rinv = 0.061 d−1

Cyclotella
rinv = 0.007 d−1

Stabilizing
component

-0.031
0.020
0.092
-0.014
-0.045
0.038

0.041
0.001
-0.037
-0.001
0.000
0.003

0.005
0.011
0.028
-0.007
-0.022
0.021

Fluctuation-free growth rate, ∆∗
Fluctuation-driven change in mean S, ∆0
Relative nonlinearity in temperature θ, ∆θ
Relative nonlinearity in silicate S, ∆S
θ, S variance interaction, ∆(θ # S)
θ, S covariance (storage effect), ∆(θS)

Values were calculated from the last 1200 days of a 3600 day simulation, recording 10 values each day.
Growth rate contributions (∆) are invader-resident pairwise differences in the decompositions of invader
and resident growth rates; for each species, the sum of all ∆s equals the invasion growth rate rinv . Recall
that ∆∗ + ∆0 = ∆0 , as explained following eqn. (13). The stabilizing component of each is simply the
average of the first two numerical columns; equalizing components (not tabulated) are the deviations
between each species’ ∆ and that average. The storage effect estimates here differ slightly from Ellner
et al. (2016) because here we are not using the scaling factors in invader-resident comparisons. Values
calculated by ForcedChemo Func Covar.R, and ForcedChemoSubs.R
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Table 3: T-decomposition of coexistence mechanisms for experiments with two diatom species
(Descamps-Julien & Gonzalez, 2005), using the formulas in Table 1.
Growth rate contributions
Difference in K, ∆K
Difference in V, ∆V
Interaction, ∆VK

Fragilaria
rinv = 0.061 d−1

Cyclotella
rinv = 0.007 d−1

Stabilizing
component

-0.057
0.079
0.039

0.079
-0.017
-0.054

0.011
0.031
-0.007

All species necessarily have the same null growth rate so the corresponding invader-resident comparison
∆0 is zero. The stabilizing component of each growth rate contribution is the average of the first two
numerical columns; equalizing components (not tabulated) are the deviations between each species’ ∆ and
that average. Tabulated values are calculated in ForcedChemo TraitDecomp.R and ForcedChemoSubs.R.
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Table 4: Calculation formulas for analysis of spatial coexistence mechanisms.
Term

Formula

Meaning

Q

N j (t)

Q−1 ∑ n j,x (t)

Average within-patch abundance

νj,x (t)

n j,x (t)/N j (t)

Relative abundance in patch
x

λ j,x (t)

λ j ( Ej,x (t), Cj,x (t))

Per-capita fitness of patch x
individuals

ν j ( t ), λ j ( t )

Q−1 ∑ νj,x (t), Q−1 ∑ λ j,x (t)

Spatial averages of ν, λ

E j ( t ), C j ( t )

Q−1 ∑ Ej,x (t), Q−1 ∑ Cj,x (t)

Average environment and
competition factors

Covx (νj (t), λ j (t))



ε0j (t)

λ j ( E j (t), C j (t)) − 1

εCj (t)

[ Q−1 ∑ λ j ( E j (t), Cj,x (t)) − 1] − ε0j (t)

ε Ej (t)

[ Q−1 ∑ λ j ( Ej,x (t), C j (t)) − 1] − ε0j (t)

Main effect of spatial variance in E

ε EC
j



[λ j (t) − 1] − ε0j + ε Ej + εCj

Interaction of E and C variation

(E # C)

εj

( EC )

εj

x =1

Q

Q

x =1
Q

x =1
Q

x =1

x =1

Q

Q−1 ∑ νj,x (t)λ j,x (t)) − ν j (t)λ j (t)

Fitness-density covariance

x =1

Baseline (zero variance)
population growth rate

Q

x =1

Main effect of spatial variance in C

Q

x =1



Q Q

 
Q−2 ∑ ∑ λ j ( Ej,x (t), Cj,y (t)) − 1 − ε0j + ε Ej + εCj
x =1 y =1

(E # C)

ε EC
j − εj

Independent variation component of ε EC
j
Covariance variance component of ε EC
j

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - e
λ j (t)
(total pop. at t + 1)/(total pop. at t)
Population growth rate
0
e j ( F = 0, cii = 1)(t) − 1
ε j (t)
λ
Baseline growth rate
εcj (t)

[e
λ j ( F = 0, cii = 0.5)(t) − 1] − ε0j (t)

Main effect of plant-soil
feedbacks c

ε Fj (t)

[e
λ j ( F 6= 0, cii = 1)(t) − 1] − ε0j (t)

Main effect of local retention F

ε Fc
j (t)

[e
λ j ( F 6= 0, cii = 0.5)(t) − 1] − [εcj (t) + ε Fj (t) + ε0j (t)]

Interaction of c and F

j is the species index in all formulas. Formulas above the dashed line are a spatial E-decomposition for the Chesson
(2000a) model with purely spatial variation. Formulas below the dashed line are a T-decomposition for the Petermann
et al. (2008) model. The argument cii = 1 means that all entries of c equal 1 (no plant-soil feedbacks), while cii = 0.5
means that all diagonal entries of c equal 0.5 (negative plant-soil feedbacks). Similarly, F is either zero for all species
(no local retention) or has the same positive value for all species. Formulas for the various e
λ j (t) are given in sec. SI.8.
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All formulas here are for spatial “snapshot” data at one time t, or one observation of population growth. If data at
multiple times are available, each ε or ε term is calculated for each time point, then averaged over time.
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Table 5: Results for the beach grass model of Zarnetske et al. (2013) with different resident
weightings.
Ammophila arenaria (AA)
r̄inv = 0.17/month
Equal

qir

−AB

Ammophila breviligulata (AB)
r̄inv = 0.25/month

Elymus mollis (EM)
r̄inv = 0.36/month

−EM

Equal

qir

−AA

−EM

qir

−AA

0.24

0.62

0.23

0.26

-0.04

-0.38

0.00

-0.08

0.11

0.12

0.18

Equal

∆0

0.19

0.14

0.14

0.25

0.19

0.19

0.19

0.19

∆ AA

0.00

0.00

0.00

0.00

0.06

0.06

0.06

0.06

∆ AB

-0.02

0.03

0.03

-0.08

0.00

0.00

0.00

0.00

0.15

−AB

Growth rate contribution ∆0 is invader-resident comparison of “null” growth rates when all facilitation is
eliminated, and ∆ AA and ∆ AB are the main effects of facilitation by AA and AB, respectively. The different
invader-resident weightings (column headings) are defined in eqn. (20); “Equal” denotes equal weighting
of residents, qir denotes weighting by Chesson’s scaling factors, and “−XY” denotes a pairwise comparison
between the species in the table heading as the invader, with competing species XY as resident. The
scaling factors qir are derived in sect. SI.7. Tabulated values are calculated by Beachgrass TraitDecomp.R
and BeachgrassFuns.R
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Table 6: Main effects and interactions of niche differences impacting Recruitment, Growth, and
Survival in the four dominant species in Idaho sagebrush steppe.
Species
Artemisia tripartita
Hesperostipa comata
Poa secunda
Pseudoroegneria spicata
Stabilizing

r̄inv (1/yr)
0.015
0.25
0.43
0.20

∆0

∆R

∆G

∆S

∆ RG

∆ RS

∆GS

∆ RGS

-1.16
0.12
0.15
0.35

0.00
0.13
0.29
0.10

0.55
-0.06
0.03
-0.20

0.68
0.09
0.04
-0.04

-0.01
-0.01
-0.04
-0.00

-0.02
-0.03
-0.06
-0.01

-0.03
0.01
0.00
0.01

0.01
0.00
0.01
0.00

0.13

0.08

0.19

-0.02

-0.03

-0.00

0.01

r̄inv is invasion growth rate when niche differences at all stages are present, and ∆0 is the no-nichedifferences growth rate. Tabulated values were calculated by partition simulations.R and scripts that
it sources.
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Silica per cell, Q (uMol)
1.0
2.0
3.0

B)

Fragillaria
Cyclotella

0.0

Max. division rate, V (1/d)
0.0 0.1 0.2 0.3 0.4

A)
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15
20
Temperature (C)

10

15
20
Temperature (C)

Figure 1: Species-specific temperature responses of the parameters A) V, and B) Q, governing nutrient uptake and conversion efficiency. Points (closed circles: Fragilaria, open circles: Cyclotella)
are parameter estimates derived from 9-day single-species batch experiments on each species at
a constant temperature (Table 1 of Descamps-Julien & Gonzalez (2005)). The plotted lines and
curves were used to simulate the model with continuously varying temperature. Q for Cyclotella
could not be estimated at 24◦ C because of its very low growth rate in the batch experiments.
Because Cyclotella’s growth at 24◦ C was much better in chemostats than in batch experiments,
our V function for Cyclotella (dashed line in panel A) uses a higher value of V at 24◦ C, chosen
so that the model matches better the average abundance of Cyclotella in chemostat experiments;
but even without this modification the model predicts coexistence in the variable temperature
experiment. Figure generated by PlotForcedChemo.R, ForcedChemoSubs.R
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(a)

(b)

Figure 2: (a) Conceptual representation of how population growth rate is partitioned for any one
species, as invader or resident, in the diatoms case study. ε0 (black, top left) is growth rate when
temperature θ and silicate S are held constant at their average values. εS (purple, top right) is
the change in growth rate r̄ when silicate varies but temperature remains constant at its average
value, and εθ (cyan, bottom left) is the change in growth rate when temperature varies but silicate
remains constant at its average value. The further change in growth rate when both vary (bottom
right), beyond the combined effect of each varying on its own, is partitioned into the effect of
uncorrelated joint variation ε(θ # S) (dark blue) and the additional effect of correlations between
silicate and temperature ε(θS) (red); r̄ (θ # , S# ) is the long-run growth rate when θ and S vary in an
(θ # S)
uncorrelated way, given by the first term in the formula for ε j
in Table 1. For clarity, this figure
is drawn for a hypothetical case where all terms in the partitioning are positive. (b) Conceptual
representation of how a term-by-term comparison of invader species i and resident species r
defines the contribution ∆ of a coexistence mechanism to invader growth rate. This illustrates
the case where there is only one resident species. Figure generated by AwesomeSchematic.R and
AwesomeSchematicPart2.R
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Figure 3: Strength of coexistence mechanisms as a function of the probability of local retention F
in the plant-soil feedback model of Petermann et al. (2008). The dotted cyan curve at 0 is drawn
to provide a visual baseline. We only consider F ≤ 0.7 because stable coexistence is lost when F is
slightly larger. Comparison with the analytic decomposition (sec. SI.8) shows that values for grass
at F = 0.7 are slightly inaccurate, probably because one resident (legume) has very low steady
state abundance. Figure generated by PetermannPartitioning.R and plotPetermannDeltas.R
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In MCT for purely temporal variation (Chesson 1994), the population growth rate r j of species j is assumed
to depend on the environment, Ej , and competition, Cj . E and C are not direct measures of the physical
environment and competition, but parameters that represent population responses (e.g., C may be the
proportional reduction in cell division rate due to resource scarcity). Note that C includes all frequencyand density-dependent feedbacks. MCT then asks how differences among species in the distributions and
impacts of the Ej s and Cj s affect the long-run growth rate of each species in both resident and invader
states. Second-order Taylor expansion is used to partition the effects on growth rates of different moments
of E j and C j , the direct effects of Ej and Cj on growth rates. The invader-resident differences in each of the
resulting terms are then grouped into the following “mechanisms” for species i as invader:
• ri0 , the sum of all terms that do not include density-dependent feedbacks.
• ∆ρi , the sum of all terms involving means of the C j .
• ∆Ni , the sum of all terms involving variances of the C j .
• ∆Ii , the sum of all terms involving E j , C j covariances.
ri0 gives the invasion growth rate in the absence of direct density-dependent feedbacks. However, it includes Var ( E) terms that measure effects of environmental fluctuations on population growth rates, which
we generally make a separate term in our analyses. Whenever environment and competition both vary,
there are two possible sources of nonlinear averaging, but only one of them (competition) gets a standalone term in standard MCT.
∆ρi represents all fluctuation-independent mechanisms ,such as resource partitioning or species-specific
enemies. In standard MCT, the scaling factors qir used in invader-resident comparisons (see eqn. 20) are
chosen so that ∆ρi = 0.
∆Ni is called relative nonlinearity in competition. This fluctuation-dependent term reflects differences in the
degree of nonlinearity of r in each species’ response to limiting competitive factors. If these differences are
present, and the limiting factors fluctuate, nonlinear averaging can benefit some species and hurt others.
∆Ii is called the storage effect because this mechanism’s importance was first recognized in models where
gains during good years were “stored” in a long-lasting life stage with low sensitivity to environment
or competition. However, ∆I can make a positive contribution to coexistence whenever invaders have
low environment-competition covariance (letting them increase rapidly in good conditions) and they are
buffered against equally rapid decrease in bad conditions.
The canonical growth-rate decomposition for purely temporal variability is then
0

r̄i = ri + ∆Ni + ∆Ii .

(28)

With spatial rather than temporal variability, there is an additional term (fitness-density spatial covariance) and the spatial storage effect involves spatial rather than temporal covariance of environment and
competition.
Our growth-rate decompositions differ in several ways. Because we do not use Taylor approximations,
our decompositions usually include higher-order interaction terms. Where standard MCT reduces the
number of terms by grouping and weighting, we decompose finely. We also prefer to work directly
with the measurable state variables and environmental covariates that characterize the community (e.g.,
resource concentration and temperature) rather than the effects of resource limitation and temperature on
population growth rates. However, users who prefer can express population growth rates as functions of
E and C variables as they would be defined in standard MCT, and do decompositions using our methods
that align more closely with the canonical mechanisms. We discuss these options for our diatoms case
study in sec. SI.3.

Box 1: Summary of the canonical coexistence mechanisms in MCT, following Barabás et al. (2018).
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Supporting Information Appendix S1,
Technical Details and Supplements
S.P. Ellner, R.E. Snyder, P.B. Adler & G.J. Hooker, “Expanding Modern Coexistence Theory...”
Ecology Letters

SI.1

Using Taylor series to “decompose and compare”

Here we give a somewhat simplified (as we explain at the end) illustration of how standard MCT
uses Taylor series expansions to decompose population growth rates and do invader-resident
comparisons.
Chesson (1994) assumes that population growth rates r depends on a competition factor C (t)
and a temporally varying environment factor E(t). Then a second order Taylor series expansion
about the means of E and C is:
∂r
∂r
( E(t) − Ē) +
(C (t) − C̄ )
∂E
∂C
1 ∂2 r
1 ∂2 r
2
+
(
E
(
t
)
−
Ē
)
+
(C (t) − C̄ )2
2 ∂E2
2 ∂C2
∂2 r
+
( E(t) − Ē)(C (t) − C̄ ) + · · ·
∂E∂C

r ( E(t), C (t)) = r ( Ē, C̄ ) +

(SI.1)

Here partial derivatives are evaluated at Ē, C̄ and · · · are higher-order terms in E − Ē and C − C̄.
Analytic MCT makes the small variance approximation that these terms are small enough to ignore.
Then, taking time averages of both sides in (SI.1) we have
r̄ ≈ r ( Ē, C̄ ) +

1 ∂2 r
1 ∂2 r
∂2 r
Var
(
E
)
+
Var
(
C
)
+
Cov( E, C ).
2 ∂E2
2 ∂C2
∂E∂C

(SI.2)

Next, to do invader-resident comparisons, we apply (SI.2) to all species in the community when
species i is a rare invader and all other species k 6= i are residents. Because residents have average
population growth rate r̄k = 0, for any coefficients qik we have
r̄i = r̄i − ∑ qik r̄k .
k 6 =i

1

Applying (SI.2) to each r̄ on the right-hand side of the previous equation, we have


∂2 r k
1 ∂2 r i
Var ( Ei ) − ∑ qik 2 Var ( Ek )
r̄i ≈
2 ∂E2
∂E
k 6 =i
 2

1 ∂ ri
∂2 r k
+
Var (Ci ) − ∑ qik 2 Var (Ck )
2 ∂C2
∂C
k 6 =i
 2

∂ ri
∂2 r k
+
Cov( Ei , Ci ) − ∑ qik
Cov( Ek , Ck ) .
∂E∂C
∂E∂C
k 6 =i

(SI.3)

In eqn. (SI.3) the invaders’ population growth rate is expressed as a sum of term-by-term invaderresident differences.
E and C in (SI.3) are species-specific because they often represent the effect of environment and
competition on each species, rather than actual covariates such as rainfall or species abundances.
Be warned, MCT uses different baseline E and C, makes a specific choice of the scaling factors q
and takes additional steps involving Taylor-expanding Cs as functions of “limiting factors”. To
learn a bit about these things see Box 1, and in section SI.2 we do a complete standard MCT
analysis of the model in our diatoms case study. For the full story in general, see Barabás et al.
(2018). The point of this section is simply to illustrate how second-order Taylor approximations
lead to approximations of invasion growth rates in terms of means, variances, and covariances
of “parameters” measuring the impacts of environment and competition.

SI.2

Standard MCT decomposition for the diatoms case study

In this section we provide the technical details of how we carried out a standard MCT decomposition for our diatoms case study. Thus, technical familiarity with standard MCT is necessary for
reading this section. However, reading this section is not necessary for understanding the final
results, which are discussed in the next section below. If you’re willing to trust that we did the
math right, you can skip directly from here to the start of Sec. SI.3.
The first step in a Chesson-style standard MCT decomposition is to define the environment
parameter, E(t), and competition parameter, C (t). As discussed in the previous section, the
environment is not the physical environment but one or more environmentally-dependent demographic parameters — a species’ response to the environment. Here the natural choice is
E(t) = V (t), the maximum cell division rate. As in Ellner et al. (2016), we choose competition
C (t) = (K j + S(t))/S(t), so that per capita population growth rate
rj =

Ej
−D
Cj

increases with Ej and decreases with Cj .
2

(SI.4)

The next step is to switch to standardized variables that express changes in environment and
competition in terms of impacts on population growth rate:
E j = r j ( Ej , Cj∗ ) =

Ej
−D
Cj∗

C j = −r j ( E∗j , Cj ) = D −

(SI.5)

E∗j
Cj

,

where the baseline values E∗j and Cj∗ are constants. Chesson’s formalism is valid when environmental fluctuations about E∗j are small, so E∗j is typically taken to be the mean value of E:
E∗j = hVj it . The constant Cj∗ is defined by r j ( E∗j , Cj∗ ) = 0, so in our case, Cj∗ = E∗j /D.
We also require two constants, the scaling factors qir and γ. Because there is only a single
competitive factor, silicate, we can use the definition
dCi
qir =
dCr

Cr = 0

dCi
=
dS



dCr
dS

 −1

=
S=Kr /(Cr∗ −1)

Ei∗ Ki (Kr + S)2
(Ki + S)2 Er∗ Kr

.

(SI.6)

S=Kr /(Cr∗ −1)

Our other constant is γ j , which represents the degree to which the effects of environment and
competition are non-additive:
∂2 r j
γj =
∂E j C j

E j =C j =0

dCj ∂
=
dC j ∂Cj



∂r j dEj
∂Ej dE j



=−
Ej = E∗j , Cj =Cj∗

1
,
D

(SI.7)

where we have used the fact that E∗j /Cj∗ = D.
Standard MCT first makes a small variance approximation to write
r̄ j ≈ hE j it − hC j it + γ j Cov(E j , C j )t ,

(SI.8)

and writes r̄i = r̄i − qir r̄r as a term-by-term comparison. The difference of the covariance terms
is called the storage effect (see Box 1):
∆I = γi Cov(Ei , Ci ) − qir γr Cov(Er , Cr )




1 Er∗
1
1
1 Ei∗
Cov
E
,
−
q
Cov
E
,
=
r
i
ir
D Ci∗
Ci
D Cr∗
Cr




1
1
= Cov Ei ,
− qir Cov Er ,
,
Ci
Cr
where we have again used the fact that E∗j /Cj∗ = D.

3

(SI.9)

Rather than working with hE j it and hC j it , standard MCT then makes a second small variance
approximation, expanding C j to second order around Cj = Cr∗ :

hC j it ≈ C j (Cj = Cr∗ ) +

dC j
dCj

(Cj − Cr∗ ) +
Cr∗

1 d2 C j
2 dCj2

(Cj − Cr∗ )2 .

(SI.10)

Cr∗

We now substitute this expansion into hCi it − qir hCr it . The choice of qir makes the invader and
resident linear terms cancel out. The constant term is zero for the resident, while the invader
constant term is combined with hEi it − qir hEr it to form
0

r =

hEi it − qir hEr it − Ci (Cr∗ )

=

−Ci (Cr∗ )

E∗
= − D − i∗
Cr



.

(SI.11)

(Note that in our model, hE j it = 0 because population growth rate r j is linear in the environment
Ej , so that hE j it = r j (h Ej it , Cj∗ ) = r j ( E∗j , Cj∗ ) = 0.)
Finally, the quadratic terms give us relative nonlinearity of competition:
1 d 2 Ci
1 d 2 Cr
Var
(
C
)
−
q
Var(Cr )
i
ir
2 dCi2 C =C∗
2 dCr2 Cr =Cr∗
i
r




Ei∗
1
1
Er∗
=
− ∗3 Var(Ci ) − qir − ∗3 Var(Cr ).
2
Cr
2
Cr

∆N =

(SI.12)

The results of the Chesson decomposition are in Table SI-1 and are discussed in the following
section. However, we note here that for the choices we have made in this example, Chesson’s
partitioning is substantially incomplete; that is, the sum of the terms should equal the invasion
growth rate for each species, but it doesn’t (Table SI-1). This comes about because of the Taylor
expansion about Cr∗ in eq. SI.10. Demanding that Ej have small fluctuations about E∗j ensures
that Cj will also have small fluctuations about Cj∗ (Chesson, 1994). However, for the Taylor
expansion of Ci to be accurate, we must also have small fluctuations of Ci about Cr∗ , which will
be true if Ci∗ ≈ Cr∗ . That is not true for the choices we have made. The formulas above give
C1∗ = 4.41, C2∗ = 3.06 regardless of which is the invader. It is possible that some other choices
could be made that would keep fluctuations in Ej close to E∗j while bringing Ci∗ closer to Cr∗ , but
we have not explored this.

SI.3

Alternative decompositions for the diatoms case study

Our approach lets users choose which features to use in invasion growth rate decompositions,
and different choices lead to different decompositions. Different decompositions are equally
valid in the sense that they express an invasion growth rate as a set of main effects and interaction

4

terms whose sum is exactly the invasion growth rate. However, some decompositions may be
more informative than others. Here we compare a set of decompositions, including ours from the
main text and standard MCT from sec. SI.2, to illustrate how the decomposition is affected by the
choice of variables yet all of them lead to the same biological interpretation of how fluctuating
temperatures maintain species coexistence in the experiments.
Table SI-1: E-decompositions of coexistence mechanisms for experiments with two diatom species
(Descamps-Julien & Gonzalez, 2005). The top decomposition is the one in the main text, based
on temperature θ and silicate S. The second (below dashed line) is based on E = V (θ ) and
C = (K + S)/S; because r is linear in E, variance in E necessarily has zero main effect and
zero interaction effect. The third is also based on based on E = V (θ ) and C = (K + S)/S but
expands about E∗j = hVj (θ )it and Cj∗ chosen so that population growth rate r j ( E∗j , Cj∗ ) = 0, as in
MCT. The fourth is the standard MCT analytic decomposition presented in section SI.2. The first
two decompositions use equal weighting (equivalent to setting the scaling factors in standard
MCT to qir = 1) and the third and fourth uses the standard MCT scaling factors, in this case
q12 = 1.1, q21 = 0.89. For comparison, in the first and second decompositions we also report
values (where they differ) using the standard MCT scaling factors; table entries a/b are (equal
weighting)/(standard MCT scaling factors).
Fragilaria
rinv = 0.061 d−1
Fluctuation-free growth rate, ∆∗
-0.031
Fluctuation-driven change in mean S, ∆0
0.020/-0.006
Relative nonlinearity in temperature θ, ∆θ
0.092/0.102
Relative nonlinearity in silicate S, ∆S
-0.014/0.004
θ, S variance interaction, ∆(θ # S)
-0.045/-0.050
Storage effect (temperature-silicate covariance), ∆(θS)
0.038/0.042
Sum of the above:
0.061
- - - - - - - - - - - - - - - - - - - - - - - - - - - Fluctuation-free growth rate, ∆∗
-0.031
Fluctuation-driven change in mean E and C, ∆0
0.026
C
Relative nonlinearity in competition C, ∆
0.028/0.025
Storage effect (E, C covariance), ∆(EC)
0.038/0.042
Sum of the above:
0.061
- - - - - - - - - - - - - - - - - - - - - - - - - - - 0.019
Relative nonlinearity in competition C, ∆C
Storage effect (E, C covariance), ∆(EC)
0.042
Sum of the above:
0.061
- - - - - - - - - - - - - - - - - - - - - - - - - - - 0.040
Fluctuation-independent, r 0
Relative nonlinearity of competition, ∆N
-0.037
Storage effect (E , C covariance), ∆I
0.042
Sum of the above:
0.044
Growth rate contributions

Cyclotella
rinv = 0.007 d−1
0.041
0.001
-0.037
-0.001
0.000
0.003
0.007
- - - - - - - 0.041
-0.036
0.000
0.003
0.007
- - - - - - - 0.004
0.003
0.007
- - - - - - - -0.027
0.001
0.003
-0.024

Stabilizing
component
0.005
0.011/-0.002
0.028/0.033
-0.007/0.001
-0.022/-0.025
0.021/0.022
- - 0.005
-0.005
0.014/0.012
0.021/0.022
- - 0.012
0.022
- - 0.006
-0.018
0.022

Values were calculated from the last 1200 days of a 3600 day simulation, recording 10 values each day.
Growth rate contributions (∆) are invader-resident pairwise differences in the decompositions of invader
and resident growth rates. Values calculated by ForcedChemo Func Covar.R, ForcedChemo Chesson-C.R,
ForcedChemo Chesson-EC.R, classicChessonChemostat.R, and ForcedChemoSubs.R
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We prefer to work directly with the measureable factors affecting population growth rates, in this
case temperature θ and silicate concentration S. Standard MCT uses environment and competition “parameters” E and C which measure the impact of environment state and other species on
the focal species’ population growth rate. For example, Chesson (2000a, pp. 212-213) writes (in
the context of a spatial model)
Ejx is called an environmentally-dependent parameter and is not a direct measure of
the physical environment, but a population parameter that depends on the physical
environment, such as a survival probability, a germination probability, or an expected
number of offspring. . . . In most cases, it is defined so that larger values of Ej,x mean
more favorable environments.
Similarly C is some measure of the total effect of competition on the population growth rate of
the focal species, defined so that larger values of C result in lower population growth rates. For
the diatoms case study, the most natural choice of E is V (θ ), maximum cell division rate as a
function of temperature (transformations of V, such as log(V), are really the only alternative that
fits the criteria). For C there are several possible choices; here and in Ellner et al. (2016) we use
C = (K + S)/S so that the population growth rate is r = E/C − D.
In comparing decompositions, it is important to remember that differences among them are
constrained in several ways.
1. The terms always have the same sum, the invasion growth rate of the species. (This is exactly
true with our approach, and approximately true for standard MCT using small-variance
approximations.) This means that an effect quantified by some term cannot just disappear
when we change to another decomposition where that term is absent — the effect has to
show up in the other decomposition, somewhere.
2. The completely no-fluctuations baseline is always the same, because the effect of setting
temperature to its mean value is independent of the subsequent steps. (Note, only the first
two decompositions use this baseline.)
3. The storage effect term is always the same (exactly the same in our decomposition, and
approximately the same for standard MCT). The storage effect term is the effect of decorrelating environment and competition, leaving all else untouched.

In this example

E = V (θ ) is only a function of temperature and C is only a function of silicate (for any
reasonable choice of C, not just the one we have chosen). So de-correlating θ and S is the
same as de-correlating θ and C is the same as decorrelating E and C is the same as decorrelating the transformed parameters E and C that are used to define the storage effect in
standard MCT (sec. SI.2).
The first decomposition in Table SI-1 is our analysis in the main text, a two-way decomposition
in which all possible terms are nonzero for at least one of the species, which is typical.
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Our decomposition shows the error behind our previous guess (Ellner et al., 2016). There we
argued that if storage effect isn’t enough to explain the fluctuation-dependent coexistence of the
species, the burden fell to relative nonlinearity in competition (∆C or ∆S ) because that’s the only
other fluctuation-dependent mechanism in standard MCT. We forgot about the direct effects of
temperature fluctuations (“direct” meaning that they are not mediated through the resulting fluctuations in silicate). In standard MCT that contribution comes from the hEi it − qir hEr it portion
of r 0 , a fact concealed by r 0 ’s usual description as “fluctuation-independent coexistence mechanisms.” Our decompositions break out direct temperature effects as separate terms (∆θ and
∆(θ # S) ), and those terms can also contribute to pulling ri above zero.
The second decomposition, closer to standard MCT, has fewer terms because r is linear in E.
So average growth rate at E(t) ≡ E is the same as average growth rate with a fluctuating E,
regardless of whether C is constant or variable. Consequently ∆ E and ∆(E # C) are both zero,
simply as a result of how E is defined. But the remaining effects must be equal:
∆0 (1st decomposition) + ∆θ + ∆S + ∆(θ # S) = ∆0 (2nd decomposition) + ∆C .

(SI.13)

Our third decomposition is a more accurate version of standard MCT. Like MCT, we expand Ej
and Cj around E∗j and Cj∗ , where E∗j = hVj (θ )it and Cj∗ is chosen so that population growth rate
r j ( E∗j , Cj∗ ) = 0. This is in contrast to the second decomposition, in which we expanded about
Vj (hθ it ) and Cj (hθ it ). Unlike MCT, however, we evaluate terms through simulations, so we do
not need to assume small variance and we do not need to assume Ci∗ ≈ Cr∗ . The small number
of terms in this decomposition is a result of the choices above. The fluctuation-free growth rate
∆∗ is necessarily zero because the fluctuation-free baseline for each species was chosen to make
that true, so it is omitted from the Table. And again, ∆ E and ∆(E # C) are both zero because the E
parameter was defined that population growth rates r j ( Ej , Cj ) are linear functions of Ej .
The fourth decomposition is standard MCT, derived in Sec. SI.2. Comparing this with the previous decomposition, we see that ∆(EC) = ∆I; however, the remaining terms are not equal, and
in fact the sum of the MCT terms does not equal the invader growth rate for either species. As
discussed in Sec. SI.2, MCT requires two approximations. First, MCT makes a small variance
approximation to write
r̄i ≈ hEi it − hCi it + γ Cov(Ei , Ci )t ,

(SI.14)

which equals 0.061 for Fragillaria and 0.007 for Cyclotella. At this point, the MCT decomposition
and our third decomposition agree, which means that the small variance approximation is a good
one. Then, MCT expands Ci to second order about Cr∗ :

hCi it ≈ Ci (Ci = Cr∗ ) +

dCi
dCi

Cr∗

(Ci − Cr∗ ) +

7

1 d 2 Ci
2 dCi2

(Ci − Cr∗ )2 .
Cr∗

(SI.15)

This Taylor expansion requires Ci∗ ≈ Cr∗ , which is not true for our model and is the source of the
discrepancy: hCi it = -0.058 (-0.005) for Fragillaria (Cyclotella), but the right hand side of eq. SI.15
is -0.088 (0.027).

SI.4

General functional decomposition of population growth rates
and invasion growth rates

Let F be the set of chosen features. The decomposition of population growth rate r consists of
terms εS for all possible subsets S of F , including the empty set S = ∅, and the complete set

S = F . The qualifier “possible” is necessary because some combinations of features may be
impossible, for example covariance between X and Y can only be present if variance in X and in
Y are both present. We use the notation A ⊆∗ B to indicate that A is a possible subset of B , and
A ⊂∗ B to denote A is a possible subset of B but not B itself.
For species j when species k (possibly equal to j) is the invader, let r Sj\k be the long-term population growth rate of species j when the features in S are present and all others are absent. The
decomposition starts with ε∅ , the “null” population growth rate r ∅
j\k when the direct effects of all
features of interest have been removed. Then for every nonempty possible subset S of F , define
εSj\k = r Sj\k −

∑∗

A⊂ S

εA
j\k .

(SI.16)

This definition has to implemented sequentially, first computing the terms for all possible subsets
with one element, then for all possible subsets with 2 elements, and so on.
Setting S = F in (SI.16), we have in particular
εFj\k = r F
j\k −

∑∗

S⊂ F

εSj\k .

(SI.17)

Re-arranging (SI.17) and noting r F
j\k = r j\k we obtain the general decomposition of population
growth rate
r j\k =

∑∗

S⊆ F

εSj\k .

(SI.18)

Finally, the functional decomposition of invasion growth rates into terms ∆S consists of term-byterm invader-resident differences using one of the resident weightings in eqn. (20).
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SI.5

Another decomposition of purely spatial coexistence
mechanisms

The coexistence mechanisms for spatially varying environments (Chesson, 2000a) were analyzed
in the main text by first isolating growth-density covariance as a separate term, and then using
the two-factor version of our functional/covariance decomposition. Here we outline an alternate
decomposition, based on a three-factor decomposition.
The starting point is the first equality in Chesson (2000a, eqn. 7) for the growth rate λ̃ of each
species’ total population in all patches. Using the notation from the main text, and again writing
out the spatial average, the equation is
λ̃ j (t) =

1
Q

Q

∑ νj,x (t)λ j (Ej,x (t), Cj,x (t)).

(SI.19)

x =1

In (SI.19) ν, E and C have spatial variances and covariances, which can be treated exactly like the
temporal variances in the chemostat case study. We eliminate variance in any variable by setting
it to its spatial average in (SI.19), for example
1
Q

Q

∑ νj,x (t)λ j (Ẽj (t), C̃j (t))

(SI.20)

x =1

1
Q

∑ x Ej,x (t) and similarly for C̃j ). For the covariance decomposition, spatial covariance among variables is eliminated by putting different spatial indices on
has spatial variance only in ν (Ẽj =

their xs. For example, all spatial covariances are eliminated in
(ν,E,C )

λ̃ j

(t) =

1
Q3

Q

Q

Q

∑ ∑ ∑

νj,x1 (t)r j ( Ej,x2 (t), Cj,x3 (t))

(SI.21)

x1 =1 x2 =1 x2 =1

As always, ∆s are defined as the difference between corresponding terms for invading and resident species. As in the main text, with data (or simulations) at multiple time points, the decomposition would be done for each time point, and values of each term averaged over time.

SI.6

Trait variation per se in a T-decomposition

In this section we consider (only to reject) the analog for a T-decomposition of the covariance
step in an E-decomposition of invasion growth rates. Any term in a T-decomposition involves
comparing long-run population growth rates when each species is assigned the across-species
mean with the same rate when each species is assigned its true value. This change adds trait
variation and covariation (i.e., non-independence) between trait value and species identity. The
9

intermediate step — trait variation per se — allows the trait to vary across species, but each
species gets a random draw (without replacement) from the set of trait values for all species, and
we average population growth rates across the outcomes for all such random trait assignments.
For example, consider an intermediate step in which trait X goes from X to a random draw. Let
Θ∗ denote all other variables affecting population growth rate (including other traits and abiotic
and biotic factors). The marginal effect of the change in trait X on the population growth rate is
EΘ E#X r ( X, Θ∗ ) − EΘ r ( X, Θ∗ ),

(SI.22)

where the first term is the expectation over random permutation of the set of actual X values
S

across species. That is, E#X r ( X, Θ∗ ) = S−1 ∑ r ( X j , Θ∗ ), where X j is the trait value of species j
j =1

and S is the number of species.
We could in theory use such a step to decompose joint variation of traits into the effects of their
joint variation per se and the effect of their covariation within a species, perhaps because of life
history tradeoffs. For example, in the diatom case study, we could write εVK = ε(V,K) + ε(VK) ,
where the effect of variation in V and K per se is
ε(V,K) =

1
S2

S

S

∑ ∑ EΘ r(Vj , Kk , Θ) − (ε0 + εV + εK ),

(SI.23)

j =1 k =1

and the effect of covariance between V and K in a given species is
ε(VK) = EΘ r (V, K ) − ε(V,K) .

(SI.24)

However, ε(V,K) will be the same for the invader and resident species. So when residents are
equally weighted in the invader-resident comparison, the resident weights sum to 1 and therefore
ε(V,K) will be zero. Because we emphasize equal weighting of residents, we do not pursue this
intermediate step in the T-decomposition.

SI.7

Scaling factors qir for the beach grass model

The beach grass model is an example of the linear additive model defined and analyzed in
Chesson (1994) with population densities x j as the limiting factors Fj , but to be self-contained we
derive the scaling factors for this particular model directly.
We used the notation that a subscript j\k indicates a value for species j in a situation where
species k is absent. For the beachgrass model, the definitions of the standard parameters in
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Chesson (1994) give
C j \i =

rj
Kj

∑ α js xs = ∑ a js xs

s 6 =i

(SI.25)

s 6 =i

where a js = α js r j /K j .
Let A denote the matrix of a values (A[j,s]= a js ). Letting i be the index of the invading species,
let A(−i) be A with the ith row and ith column deleted, and ~x R the vector of densities for all of
the resident species s 6= i. Then by (SI.25) the vector C~R\i of C values for the resident species is
C~R\i = A(−i)~x R and therefore
1 ~
~x R = A−
C .
(−i ) R\i

(SI.26)

Let φ(−i) denote the ith row of A with the ith entry deleted, as a row vector. Then substituting
(SI.26) into (SI.25),
1 ~
Ci\i = φ(−i) A−
C
(−i ) R\i

(SI.27)

1
The scaling factors qir for species i are therefore the entries of the vector φ(−i) A−
with succes(−i )

sive values corresponding to resident species in their sequence in the matrix A. For the model
parameter values used in the main text, the scaling factor values are (with 1=AA, 2=AB, 3=EM)



∗
−0.172 0.041


∗
0.054 .
1.059
1.155 4.728
∗

SI.8

(SI.28)

Detailed methods for the Petermann et al. (2008) model

The Petermann et al. (2008) model is grid-based, spatially implicit, and stochastic. There are three
species and N sites, each of which holds exactly one plant at census times t = 0, 1, 2, · · · . Each
plant produces a Poisson-distributed number of seeds, with mean R (assumed to be the same for
all plants, in all three species). Each seed is locally retained in its parent’s site with probability
F, and with probability 1 − F is dispersed randomly in a spatially uniform way across all other
sites. The number of dispersed seeds of species i arriving to any one site is therefore Poissondistributed, with mean (1 − F ) R times the fraction of sites occupied by species i parents.
Adults then suffer random mortality. Adults die, leaving a vacant site, with species-specific
probability di . Seeds at vacant sites compete lottery-style to occupy the site. Because of plant-soil
feedbacks, a seed’s weighting in the lottery depends both on the seed’s species and on which
species of parent had been occupying the site. If si is the total number of seeds of species
i = 1, 2, 3 contending for the site vacated by mortality of a species j, the probability that species i
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captures the site is

cij si
3

.

(SI.29)

∑ cmj sm

m =1

It is always the case that cij = 1 for i 6= j and that cii ≤ 1. Janzen-Connell effects in species i were
modeled by setting cii = 0.5, based on experiments comparing plant growth in soil taken from
under conspecific versus allospecific established plants.

SI.8.1

Population growth rates

We now derive the population growth rates e
λ j in enough generality that the e
λ values in Table 4
can be computed. This is mostly just bookkeeping and algebra.
In every scenario that arises in the analysis, all species have the same F value and the same cii
value. To simplify notation, let h = cii , so h is the home-soil competitive disadvantage. Let φj be
e values in Table 4 are calculated
the fraction of the N sites occupied by species j. The various λ
using the steady-state values of φj that hold when both focal mechanisms are present: local
retention (F > 0) and plant-soil feedbacks (cii = 0.5). For now we assume that these are known;
at the end of this section we explain how to calculate them for each invader-resident comparison.
Let Pois(µ) denote a Poisson random variable with mean µ. We are interested in the infinite-sites
limit, so we can assume that (for example) the fraction of sites vacated by death of a species 2
occupant is exactly φ2 d2 .
The seed dispersal process is equivalent to the following. A site occupied by species j receives
Pois( RF ) locally retained seeds of species j, plus Pois(φj R(1 − F )) additional species j seeds
dispersed from other sites, plus Pois(φk R(1 − F )) seeds from each species k 6= j.
We exploit the following convenient fact: if an urn is filled with independent Pois(µk ) balls of
color k, k = 1, 2, · · · , and one ball is chosen at random, then the probability that it has color r
is µr / ∑k µk (this is because the process is equivalent to putting Pois(∑k µk ) balls into the urn,
choosing one of them, and then coloring each ball color r with probability µr / ∑k µk ). This implies
that the probability of a vacated site being taken by a particular species can be determined from
the expected number of seeds of each species competing in the lottery to claim the site and
the value of the home-soil disadvantage. We repeatedly use the fact that a thinned Poisson is
Poisson distributed (thinning a Poisson means the following: draw X from a Pois(µ) distribution,
and then toss X coins independently with success probability p and count the total number of
successes; the total is Poisson with mean pµ). Home-soil disadvantage is equivalent to thinning
the number of seeds of the disadvantaged species, with success probability h.
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For the rest of this section, j and k will be indices of the resident species, and i the index of the
e for the
invader. Because the invader is rare and we will eventually let φi → 0, we can compute λ
residents on assumption that φi = 0.
Consider first resident species j. Conditional on it becoming vacant, a site with a species j former
occupant (now deceased) is re-occupied by species j with probability
p jj =

hR[ F + φj (1 − F )]
h[ F + φj (1 − F )]
=
.
hR[ F + φj (1 − F )] + φk R(1 − F )
h[ F + φj (1 − F )] + φk (1 − F )

(SI.30)

The probability of species k taking the site is therefore
pkj = 1 − p jj =

φk (1 − F )
.
h[ F + φj (1 − F )] + φk (1 − F )

(SI.31)

Permuting indices, the probability that a site with species k former occupant (now deceased) is
taken by species j is
p jk =

φ j (1 − F )
.
h[ F + φk (1 − F )] + φj (1 − F )

(SI.32)

A fraction dr φr of all sites are vacated by a resident species r death (r = j, k ), so the new site occupancy of species j is φj (1 − d j ) + d j φj p jj + dk φk p jk . The growth rate e
λ j is the new site occupancy
divided by the old site occupancy, and thus
e
λ j = (φj (1 − d j ) + d j φj p jj + dk φk p jk )/φj = (1 − d j ) + d j p jj + dk φk p jk /φj .

(SI.33)

The farthest-right term simplifies to be O(φk ) not O(φk /φj ) because of the φj factor in the numerator of p jk . Permuting indices in eqn. (SI.33) gives e
λk .
Now consider rare invader species i. At a site it now occupies, the seed input is Pois( FR) seeds
of species i, and Pois((1 − F ) R) seeds of resident species (really some seeds of species i might
also disperse into the site from elsewhere, but this goes away when we let φi → 0). So if a site
currently occupied by species i becomes vacant through mortality, species i reclaims the site with
probability
pii =

hF
hFR
=
.
hFR + (1 − F ) R
hF + (1 − F )

(SI.34)

Each species i individual disperses Pois((1 − F ) R) seeds to other sites. All of these land as
singletons on a site where all the other seeds are species j or k (again, not really, but the fraction
of non-singletons is O(φi2 ) so we can ignore it), and most sites receive zero invader seeds. At a
site vacated by the death of resident species j, the probability of species i claiming the site is
pij =

1
hR[ F + φj (1 − F )] + φk R(1 − F ) + 1

and permuting k and j gives pik .
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(SI.35)

We next need to ask, how many sites vacated by death of a species j individual receive a seed
from any one invader individual? The Pois( R(1 − F )) seeds dispersed by that invader have
probability φj of landing in a site occupied by a species j individual, and with probability d j that
occupant dies. The resulting number of sites (where one of the focal invader’s seed is present,
and the occupant is species j and dies) is a thinned Poisson, and therefore a Poisson, with mean
R(1 − F )φj d j . The number of such sites that it then occupies is a further thinned Poisson with
mean
f ij = R(1 − F )φj d j pij

=

(1 − F ) Rφj d j
(1 − F ) φ j d j
=
1 + hR[ F + φj (1 − F )] + φk R(1 − F )
1 + h[ F + φj (1 − F )] + φk (1 − F )

(SI.36)

Permuting j and k in the last equation gives f ik .
Adding up the expected gains and losses by each current invader individual, the expected number of species i sites at the subsequent time step, per species i site at the current time step, is
E[ e
λi ] = (1 − di ) + di pii + f ij + f ik .

(SI.37)

Now consider an invasion limit in which N → ∞ and φi → 0 such that φi N → ∞. The actual
number of species-i sites at the subsequent time step is the sum of φi N independent random
e i ]. The actual finite population growth rate for species i is that number
variables with mean E[λ
of sites divided by φi N. By the Strong Law of Large Numbers, the actual finite population growth
rate converges to its expectation, and we have
e
λ i = E[ e
λi ] = (1 − di ) + di pii + f ij + f ik .

(SI.38)

The various e
λ values listed in Table 4 are each calculated from the formulas above, using the
F and h = cii values specified in the right-hand column of the Table, and in all cases using the
resident abundances φj , φk that hold when both mechanisms are present, so that the calculated
main effects of F and cii do not include the indirect effects mediated by changes in resident
abundance.
The resident abundances in the presence of both mechanisms can be calculated for any resident
pair j, k by iteration. With species j and k resident, the resident species’ dynamics are
φj (t + 1) = (1 − d j )φj (t) + d j φj (t) p jj (t) + dk φk (t) p jk (t)

(SI.39)

with φk (t) = 1 − φj (t) and p jj (t), p jk (t) given by the formulas above evaluated with both mechanisms present (F not set to 0, and h = cii = 0.5) and the time-t values φj and φk . The right-hand
side is monotonic increasing in φj (because the more of you there are now, the more sites you
will retain after mortality occurs, and the more seeds you will put out to capture vacant sites),
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Figure SI-1: Strength of coexistence mechanisms as a function of the probability of local retention
F in the plant-soil feedback model of Petermann et al. (2008). We only consider F ≤ 0.7 because
the three functional groups no longer coexist stably when F is slightly larger. Figure produced
by PetermannAnalytic.R
with equilibria at φj = 0 and φj = 1. When the residents coexist, these will both be unstable.
Without further analysis we cannot rule out the existence of multiple equilibria, so for numerical
calculations we iterated (SI.39) starting from φj (0) = 0.001 and φj (0) = 0.999 and confirmed that
both trajectories converged to the same value (within an error tolerance of 10−6 ).
The coexistence mechanisms calculated with the formulas in this section (Fig. SI-1) confirm the
accuracy of the simulation-based results shown in the main text. The only nontrivial discrepancy
is for grass at F = 0.7. With F = 0.7 and both mechanisms present, one of the two residents
(legume) occupies only about 3% of sites at steady state. This increases the stochasticity in
e of legume as resident are hard to estimate
simulation-based estimates because the density and λ
reliably.
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SI.9
SI.9.1

Detailed methods for the Chu & Adler (2015) IPMs

Niche overlap and fitness differences

Following Chu & Adler (2015), the “no-niche” state is defined by modifying all between-species
αij values (in α R , αS and αG ) so that each pairwise niche overlap
s
ρ=

αij α ji
αii α jj

(SI.40)

equals 1, without changing the fitness differences
q
κj
= (αii αij )/(α jj α ji ).
κi

(SI.41)

In a two-species Lotka-Volterra model, the species coexist if the fitness difference κ j /κi , scaled by
the ratio of the low-density growth rates, is between ρ and 1/ρ (Chesson, 2011). When ρ = 1,
coexistence is impossible, so this is the no-niche case. We make ρ = 1 without altering fitness
differences by changing each αij , j 6= i to
s
α̃ij = αij

α jj αii
,
αij α ji

(SI.42)

resulting in
e
αij e
α ji = e
αii e
α jj for all i, j.

SI.9.2

(SI.43)

Models

We used exactly the models of Chu & Adler (2015). To ensure that this was the case, we began by
downloading their source code provided at dx.doi.org/10.5061/dryad.37n6f. We then re-ran
the scripts for estimating model parameter values. Full details of the model, the underlying vital
rate regressions, and parameter estimation methods, are given in Chu & Adler (2015). In this section we outline the model structure, to establish notation for describing how the decomposition
of invasion growth rates was done.
In the IPMs, the population of species j is represented by a density function n j (u, t) which gives
the density of genets of size u at time t (“size” is natural log of genet area, so that n j (u, t)h is the
number of genets whose area is between between exp(u) and exp(u + h) for h  1). The size
distribution function at time t + 1 is given by
n j (v, t + 1) =

Z Uj
Lj

~ j (u, t), Ej (t))n j (u, t)du
K j (v, u, w
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(SI.44)

where the kernel K j describes all possible transitions from size u to v, Ej (t) is a vector of year-

~ j (u, t) is a fourspecific random effects in the regression models that specify the kernel, and w
component vector consisting of the average crowding experienced by an individual of size u in
species j from all four species in the model. The kernel is constructed from the fitted survival
(S), growth (G), and recruitment (R) models,

~ , Ej ) = S j (u, wSj , Ej ) Gj (v, u, wGj , Ej ) + R j (v, u, w Rj , Ej )
K j (v, u, w

(SI.45)

where wV is the net crowding affecting process V (V = S, G or R). The size interval [ L j , Uj ] for
each species extends well beyond the range of observed sizes, to avoid unintended eviction.

~ j as
The net crowding values wV are calculated from the crowding vector w
wVj (u, t) =

4

∑ αVjk w jk (u, t).

(SI.46)

k =1

~ j (·, t), the crowding experienced by a size-u individual in
Here w jk (·, t) is the kth component of w
species j from all individuals in species k. It is calculated from the density functions n j (·, t) and
nk (·, t), using a mean-field approximation that captures the essential features of spatially-explicit
local competition and results in larger individuals experiencing weaker intraspecific competition
(Adler et al., 2010; Chu & Adler, 2015).
We simulated the IPM using a kernel sampling approach (Metcalf et al., 2015), as follows. Parameters for S, G and R were estimated in a Bayesian mixed-effects framework. We calculated a
year-specific posterior mean for the intercept and slope parameters in each regression, for each
observed transition in the data sets. To simulate a time step in the model, one year-specific parameter vector (consisting of slope and intercept parameters for all kernels in all species) was
chosen at random from the set of all such parameter vectors, and was then used to calculate all
kernels for all species.
For the analysis in this paper, the key aspect of model structure is eqn. (SI.46). Each of the
sub-kernels S, G, and R involves a different relative weighting of intra- and inter-specific competition, characterized by the matrix of competition coefficients α jk . By altering those matrices,
separately or in tandem, we can determine how much the effects of niche differences on each of
the corresponding demographic rates contributes to species coexistence.

SI.9.3

Outline of the decomposition

We carried out a version of the T-decomposition in which the three main effects are niche differences affecting recruitment, growth, and survival, as represented by the matrices of competition
coefficients αV
ij . Population growth rates with modified αs were computed using population densities and size-structures from simulations with unmodified αs. So as in other T-decompositions,
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we consider only direct effects of traits, not their indirect effects through modification of the
biotic environment.
The steps involved are as follows, for species j invading a community of the other three species.
1. Simulation: The first step is to carry out a long simulation (t = 0 to T) with species j absent
and the others as resident. To simplify notation below we assume that the “long simulation”
was preceded by a burn-in period, such that the resident community was fluctuating at
its stochastic steady-state from t = 0 to T. The time-dependent population states nk\ j (t),
crowding vector wk\ j (u, t), and environment parameters Ek (t) for each resident species are
stored (we use red to indicate something that was saved from the original long simulation
and is being re-used). Because we use kernel selection, Ek (t) can be an integer identifying
which of the year-specific parameter vectors was used in year t of the original simulation.
2. Null growth rate: Let Kk0 denote the kernel for species k calculated using the modified competition coefficients (SI.42) for S, G and R (so “0” indicates that niche differences are comRU
pletely absent). For any state distribution nk (u) let knk k be the total population L k nk (u)du.
k

The null one-step growth rates for species k = 1, 2, 3, 4 are calculated as
λ0k\ j (t)

=

Z Uk
Lk



~ k\ j (u, t), Ek (t) nk\ j (u, t)du / nk\ j (t) ,
Kk0 v, u, w

(SI.47)

~ k\ j (u, t), Ek (t) and nk\ j are stored values from the original long
from t = 0 to T, where w
RU
simulation and ||n|| is the total population L n(u)du. The null growth rate is calculated as
ε0k\ j =

1
T

T −1

∑ log λ0k\ j (t).

(SI.48)

k =0

3. Main effects: Let KkV denote the kernel for species k calculated using the true competition
coefficients for subkernel V, and the modified coefficients (SI.42) for the other processes.
Equation (SI.47) with KkV in place of Kk0 gives one-step growth rates λV
(t), and then
k\ j
εV
k\ j =

1
T

T −1

∑ log λVk\ j (t) − ε0k\ j

(SI.49)

k =0

4. Two-way interactions: Let KkVW denote the kernel for species k calculated using the true
competition coefficients for subkernels V and W, and the modified coefficients (SI.42) for
the other subkernel. Equation (SI.47) with KkVW in place of Kk0 gives one-step growth rates
λVW
(t), and then
k\ j
εVW
k\ j =

1
T

T

0
V
W
∑ log λVW
k\ j (t) − [εk\ j + εk\ j + εk\ j ]

k =0
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(SI.50)

5. Three-way interaction: Let Kk denote the actual kernel for species k, using the true competition coefficients in all subkernels. Use that in place of Kk0 in eqn. (SI.47) to get one-step
growth rates λk\ j (t), and then
εSGR
k\ j =

1
T

T

∑ log λk\ j (t) − [ε0k\ j + εSk\ j + εkG\ j + εkR\ j ]

k =0

(SI.51)

GR
SR
− [εSG
k \ j + εk \ j + εk \ j ], k = 1, 2, 3, 4.

SI.9.4

Including indirect effects

The one-step growth rate calculations above (and the results for this model reported in the main
text) use the time-dependent population structures nk\ j (u, t) stored from the original simulation.
Our no-niche state thus involves removing the direct effect of niche differences (as represented by
the αV matrices) given the abiotic and biotic environments experienced by the species. However,
it does not remove the indirect effects that result from how the population interactions (as represented by the αV matrices) affect the biotic environment (abundance and population structure
of each species). In doing the calculations this way, we are regarding population abundances
and structures as part of the environment within which the αV matrices determine each species’
population growth rate.
Fully incorporating indirect effects is problematic, because some removals of niche differences
cause one of the species (Artemisia) to go extinct. Invader-resident growth rate comparisons are
then complicated by the fact that the set of residents depends on which niche differences are
present and absent. How to properly handle such situations is “beyond the scope of this paper”
– we don’t want to give bad advice, and we don’t want to delay this paper until we have better
advice.
However, it is straightforward to include the indirect effects of αV values on population struc-

~ k\ j (u, t) from the original
ture. The conceptual recipe is to use the stored crowding vectors w
simulations, but simulate the changes in population structure that occur under a given set of αV
matrices. The calculations are as follows. In place of eqn. (SI.47), one-step growth population
rates would be computed as follows. Let ñ = n/knk denote population structure scaled to have
norm 1, and set ñk\ j (0) = nk\ j (0)/knk\ j (0)k. Then for t = 0 to T, iterate the population structure
and one-step growth rates:
n̂k\ j (v, t + 1) =
λ0k\ j (t)

Z Uk
Lk



~ k\ j (u, t), Ek (t) ñk\ j (u, t)du
Kk0 v, u, w

= kn̂k\ j (t + 1)k/kñk\ j (t)k

ñk\ j (t + 1) = n̂k\ j (t + 1)/kn̂k\ j (t + 1)k
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(SI.52)

The rescalings from n to ñ in (SI.52) have no effect on the one-step population growth rates

~ k\ j (u, t). The rescaling is a
λk\ j , because the kernel is computed from the stored crowding w
precaution against the numerical underflow or overflow that could occur without the rescaling,

~ . In this version of the decombecause the iteration does not include any feedback from n to w
~ ) is part of the
position, competitive pressure as a function of size (which is determined by w
fixed “environment” in which the species “traits” (the α matrices) affect population growth rate,
but population structure ñ is not: as traits vary (in constructing the decomposition), population
structure of each species also varies.
Equations (SI.48) through (SI.51) then remain the same, except that the λV values are computed
using the n̂ values produced by the iteration (SI.52) with the appropriate kernel (e.g., K S , K SG ,
etc.).
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