ANALYTICAL METHODS
yield stress corresponds to the frictional strength and it is thus calculated from the NavierCoulomb criterion using an apparent coefficient of friction of 0.4 (Crawford et al., 2008; Bos and Spiers, 2002) . At temperature above 200°C, pressure-solution become effective (Shimizu, 1995; Casini & Funedda, 2014) and stress is calculated using the frictional-viscous flow law for phyllosilicate-rich fault rocks (Bos and Spiers, 2002) . Under these assumptions, the peak stress recorded in the experiments varies between about 50 and 150 MPa.
Experiment design and model set up
The model consists of 200 irregularly spaced points, half of which form a low-resolution Eulerian grid that provides constraints on the thermal structure of the Alpine crust during thrust motion. Dirichlet boundary conditions are imposed at both ends of the low-resolution profile, such as 0°C at the surface, and 1350°C at the base of a 200 km-thick the lithosphere, respectively. Compositional parameters of the model lithosphere, such as the 235, 238 U, 232 Th, and 40 K contents, and nominal rock densities (Table DR4) , were selected on the basis of published datasets (Turcotte & Schubert, 2002) . The crust is divided into three layers (Table DR4) , whose thickness and radiogenic heat production rate have been constrained by combining geophysical information (Grad et al., 2009) , geochemistry and P-T-t paths (Brower et al., 2004; Gasco et al., 2014) . Petrology and geochronological constraints indicate that the Alpine lithosphere reached a maximum thickness of 70-75 km in the early Miocene, followed by rapid uplift and exhumation (Gasco et al., 2014) . Therefore, a reference bulk crustal thickness of 70 km is assumed at the beginning of the experiments, while the final Moho depth is set to 50 km (Table DR4) according to the present-day value inferred from geophysical models (Grad et al., 2002) . All experiments, including those for variable displacement rates and variable duration of shear (Table DR5), start at 50 Ma, well before the beginning of thrusting, to minimize the numerical artifacts related to the choice of initial conditions. The remaining nodes form a high-resolution grid centered on the fault core. The temperature, density, and the other physical parameters of nodes in the highresolution domain are interpolated at each time step from the low-resolution model. The bulk heat production rate is updated by computing the H s component from Eq. (2). Then, the coupled diffusion-advection equation (Eq. 1) is solved within the high-resolution domain on a mixed
Eulerian-Lagrangian grid. The advection term is computed using a marker-based scheme (i.e., Gerya and Yuen, 2003) with one million of Lagrangian markers that portray fine details of the thermal structure around the fault zone. Finally, temperature is interpolated back from Lagrangian markers to Eulerian points. Marker-based advection is also used to simulate the circulation of hot fluids (Table DR6 ). The volume of fluids advected in the fault zone is § U and Th data are corrected for a procedural blank of 0.1067 ng U and 0.0997 ng Th. Blank uncertainty is ± 10% and is included in the analytical uncertainty.
# Recoil correction, FT, calculated using the calculations of Hourigan et al. (2005) assuming homogeneity. ** Age uncertainties from each individual age measurement are 11.9% (calculated from the 2σ age reproducibility of the FCT age standard). For samples that show a single age population, the mean sample specific ZHe ages are shown at ± 2σ. 
