





































は Emersonの解説論文 [4]、東京大学萩谷昌己氏の講義録 4 などを参考にした。
2.1 システムの満たすべき性質
複数のプロセスからなるプログラムの満たすべき性質として Leslie Lamportにより導入された安
全性と活性が代表的である。Lamportは文献 [6]において安全性と活性をそれぞれ “something will
not happen”、“something must happen”としている。安全性でいう “something”とはデッドロックやプ
ロセスの競合などの「何か悪いこと (something bad)」を意味しているのに対し、活性の “something”















定義 2.1 (クリプキ構造). クリプキ構造は、状態の集合 S、リレーション（もしくはエッジ）の集
合 R、そしてラベル付け関数 Lの組 K =< S ,R, L >として表現される。Rは S × S の部分集合で
あり、ラベル付け関数 Lは状態から原子命題 (Atomic Proposition)の集合 APの部分集合への関数
L : S → 2AP である。
複数のクリプキ構造を取り扱う場合には、クリプキ構造 Kの状態集合を |K|、エッジ集合を K→、





本研究では時間に関する様相を用いた時相論理 (Temporal Logic)を採用する。時相論理には CTL*





算量は比較的低く抑えられ (P-complete)、 LTL のほうがはるかに大きい (PSPACE-complete)こと
が知られている。本研究の目的は安全性の検証であり、表現力を抑えた CTLの一部を用いる。論
理式の表現力とモデル検査に必要な計算量に関する議論の詳細は文献 [4]を参照してほしい。
定義 2.2 (CTLの式). APを原子命題の集合とするとき、AP上での CTL式の集合は次のように定
義される。
• a ∈ APのとき aは CTL式である
• Φ1,Φ2 がそれぞれ CTL式のとき、次のものは CTL式である
¬Φ1,Φ1 ∨ Φ2,EXΦ1,EGΦ1,Φ1EUΦ2
定義 2.3 (CTLの意味). CTL論理式 Φのクリプキ構造 K における意味とは、その論理式を満たす
状態、およびパスの集合　 ⟦Φ⟧K で定義される。以下、sを状態、 pi = s0, . . . , sn, . . .を Rと整合的
(すなわち、∀i, (si, si+1) ∈ R)な状態列、pi(i)を状態列 piの i番目の状態 si とする。この時、論理式
の意味は次のように再帰的に定義される。
⟦True⟧K = S
⟦a⟧K = {s ∈ S | a ∈ AP and a ∈ L(s)}
⟦¬Φ1⟧K = S − ⟦Φ1⟧K
⟦Φ1 ∨ Φ2⟧K = ⟦Φ1⟧K ∪ ⟦Φ2⟧K
⟦EXΦ1⟧K = {s | ∃t s.t. (s, t) ∈ R and t ∈ ⟦Φ1⟧K}
⟦EGΦ1⟧K = {s | ∃pi s.t. pi(0) = s and pi(i) ∈ ⟦Φ1⟧K ,∀i ≥ 0}
⟦Φ1EUΦ2⟧K = {s | ∃pi s.t. pi(0) = s and k ≥ 0 s.t. pi(i) ∈ ⟦Φ1⟧K ,∀i < k and pi(k) ∈ ⟦Φ2⟧K}
これらを組み合わせて次のような論理式を作ることができる。
False ≡ ¬True, Φ1 ∧ Φ2 ≡ ¬(¬Φ1 ∨ ¬Φ2)
AXΦ ≡ ¬EX¬Φ, AGΦ ≡ ¬EF¬Φ
AFΦ ≡ ¬EG¬Φ, EFΦ ≡ True EUΦ
ここで、A、E、X、G、F、Uオペレータはそれぞれ “All”、“Exists”、 “Next”、“Globally”、“Fi-
nally”、“Until”を表現しており、次のような解釈を与えることができる。
• AGΦ : Φはすべてのパス上で常に成り立っている
• AFΦ : Φがすべてのパス上でいつか成立する
• EFΦ : Φがいつか成立するパスが存在する
• EGΦ : Φが常に成立するパスが存在する




は Emersonの解説論文 [4]、東京大学萩谷昌己氏の講義録 4 などを参考にした。
2.1 システムの満たすべき性質
複数のプロセスからなるプログラムの満たすべき性質として Leslie Lamportにより導入された安
全性と活性が代表的である。Lamportは文献 [6]において安全性と活性をそれぞれ “something will
not happen”、“something must happen”としている。安全性でいう “something”とはデッドロックやプ
ロセスの競合などの「何か悪いこと (something bad)」を意味しているのに対し、活性の “something”















定義 2.1 (クリプキ構造). クリプキ構造は、状態の集合 S、リレーション（もしくはエッジ）の集
合 R、そしてラベル付け関数 Lの組 K =< S ,R, L >として表現される。Rは S × S の部分集合で
あり、ラベル付け関数 Lは状態から原子命題 (Atomic Proposition)の集合 APの部分集合への関数
L : S → 2AP である。
複数のクリプキ構造を取り扱う場合には、クリプキ構造 Kの状態集合を |K|、エッジ集合を K→、





本研究では時間に関する様相を用いた時相論理 (Temporal Logic)を採用する。時相論理には CTL*




事実 2.1. CTL式の解釈 ⟦−⟧は単調である。
定理 2.1 (Tarski-Knaster). τ : 2S → 2S が単調であるとき、
(1) µY.τ(Y) = ∩{Y : τ(Y) = Y} = ∩{Y : τ(Y) ⊆ Y}
(2) νY.τ(Y) = ∪{Y : τ(Y) = Y} = ∪{Y : τ(Y) ⊆ Y}
(3) µY.τ(Y) = ∪iτi(False)
(4) νY.τ(Y) = ∩iτi(True)
が成り立つ。ここで、µY.τ(Y)は、Y = τ(Y)を満たす不動点のうち最小のもの、νY.τ(Y)は最大の不
動点を示している。
最小および最大不動点を用いた時相論理（命題 µ計算）は Dana Scott、Jaco de Bakkerらにより
導入され、Doxer Kozenにより整備された [5]。命題 µ計算により、前出の CTLオペレータは次の
ように定義することができる。
AGΦ ≡ νZ.Φ ∧ AXZ, AFΦ ≡ µZ.Φ ∨ AXZ
EFΦ ≡ µZ.Φ ∨ EXZ, EGΦ ≡ νZ.Φ ∧ EXZ
特に定理 2.1 (3)は状態を求めるアルゴリズムを具体的に与えていることに注意したい。EFΦは、
τ(Z) ≡ Φ ∨ EXZ において EFΦ ≡ µZ.τ(Z)と定義される。τは単調であることから次の近似上昇列
が得られ、
False = τ0(False) ⊆ τ(False) ⊆ τ2(False) ⊆ . . . ⊆ τk(False) = τk+1(False)
となる [4]。すなわち、モデル K の状態集合 S の濃度 #S を超えない最小の 0 ≤ k ≤ #S が存在し、
τk(False) = τk+1(False)となることが定理 2.1 (3)により保証されている。
系 2.1. µZ.τ(Z)任意の CTL論理式 τについて、モデル K に対し、最小の 0 ≤ k ≤ #S が存在し、
µZ.τ(Z) = τk(False)
となる。
系 2.1より、⟦False⟧K(= ⟦¬True⟧K = S − ⟦True⟧K = ∅)から始まる状態集合の上昇列の最大元
⟦τk(False)⟧K がモデル K における EFΦの意味となる。
2.4 到達性解析
モデル検査機がシステム K について AG¬Φが妥当である (K |= AG¬Φ)と告げた場合は、その
システムでは不都合が起きない、つまり安全であることの証明となる。ここで、Φをデッドロック
を表す命題であるとすると、論理式 AG¬Φは “すべての選択肢において常にデッドロックが起こ
らない”ことを主張している。逆に、モデル検査が失敗した場合には、K, pi ̸|= AG¬Φとなる反例 pi
をシステム設計者に告げる。CTLにおいて
K, pi ̸|= AG¬Φ ⇔ K, pi |= ¬AG¬Φ
⇔ K, pi |= ¬(νZ.AXZ ∧ ¬Φ)
⇔ K, pi |= µZ.EXZ ∨ Φ
⇔ K, pi |= EFΦ
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Y ← ⟦ϕ⟧ ∪ {s ∈ S |∃t ∈ S s.t. R(s, t) ∧ t ∈ X}






定義 2.5 (抽象モデル). クリプキ構造 K、K′について、すべての Kの状態 sに対し K′の状態 s′が
存在し、sの命題集合と s′の命題集合との間に包含関係 L(s) ⊆ L′(s′)が成立するものとする。さら
に、すべての K のエッジ (s, t)に対し K′ のエッジ (s′, t′)が存在するとき、K′ は K の抽象モデル、
逆に K は K′ の具体モデルであるといい、K ⪯ K′ と記述する。
K ⪯ K′ のとき、K のパスに対応するパスが K′ で存在しているということは、AG¬Φ、すなわ
ち、“すべてのパス上で常に ¬Φが成り立つ”という主張が K′ 上で成立するのであれば、同じ性質
はモデル K 上でも成立していることを意味している。すなわち、K′ |= AG¬Φの結果が肯定的であ
れば、その結果を用いて K |= AG¬Φと結論してよい。
逆に、 モデル検査機が否定的な応答をした場合、つまり K′, π ̸|= AG¬Φ という判定結果から
K, π ̸|= AG¬Φ を結論することはできない。K′ で見つかったパスが K に存在するとは限らないか
らである。もし、K′ の反例 πが K に存在しない場合には πをみせかけ (spurious)の反例であると
いう。
図 1では、具体モデルの c0が抽象モデルの a0に、c1、c2が a1に、c3が a2に対応しており、
エッジ c0 → c1、c2 → c3はそれぞれ a0 → a1、a1 → a2に対応していることを示している。この
時、抽象グラフではノード a0から a2へのパス a0 → a1 → a2が存在しているが、具体グラフ上で
a0に対応するノード c0から a2に対応するノード c3へのパス c0 → . . . → c3は存在しない。すな
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3 ピーターソンのアルゴリズム
ピーターソンのアルゴリズムとは、2つのプロセス (以下、“プロセス me”と “プロセス you”と
する)間での排他制御をおこなうための、通信用の共有メモリを使用したアルゴリズムである。
共有メモリには、フラグ変数 f lags[me]、f lags[you]と変数 turnがあり、f lags[me]の値が Trueの
とき、プロセス meがクリティカルセクションに入りたいという意思があることを、同様に f lags[you]


















while f lags[you] =True do












while f lags[me] =True do




















0: f lags[me]← True
1: turn← you
2: if f lags[you] True then goto 4
3: if turn  you then goto 4 else goto 2
4:クリティカルセクション
5: f lags[me]← False
6: ether goto 6 or goto 0
// プロセス you
0: f lags[you]← True
1: turn← me
2: if f lags[me] True then goto 4
3: if turn  me then goto 4 else goto 2
4:クリティカルセクション
5: f lags[you]← False
6: ether goto 6 or goto 0
図 2: ピーターソンのアルゴリズムの状態遷移
かに次のステップからなる。
1. ピーターソンアルゴリズムの状態遷移定義ファイルを読み込み、プロセス me、プロセス you
それぞれに対応する状態遷移グラフを構築する
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while f lags[you] =True do












while f lags[me] =True do



















プロセス定義は YAML(Ain’t Markup Language) 5 を用いた。YAMLは XML (eXtensible Markup
Language)よりも人間にとって可読性の高いデータ記述言語であり、さまざまなプログラミング言
語から利用可能である。ここでは、クリプキ構造 K =< S ,R, L >を定義するため、状態の集合 S、
エッジ（もしくはリレーション）の集合 Rを定義している。通常、ラベル Lは状態から命題の集合
APの部分集合への関数 L : S → 2AP として定義されるが、ここでは LSとして定義している。加
えて、状態遷移にともなう状態の変化を規定するために、エッジにもラベル付け関数 LRを定義し
ている。LRは定義ファイルからクリプキ構造をつくる時点で使用される。





0 : [1] # 0 -> 1
1 : [2] # 1 -> 2
2 : [3,4] # 2 -> 3 and 2 -> 4
3 : [2,4] # 3 -> 2 and 3 -> 4
4 : [5] # 4 -> 5
5 : [6] # 5 -> 6
6 : [6, 0] # 6 -> 6 and 6 -> 0
LS: # LS: 状態 -> 2ˆAP
4 : [CS] # クリティカルセクション
LR: # エッジのラベル
0:
1: "me:=true" # 0 -"me:=true" -> 1
1:
2: "turn:=you" # 1 -"turn:=you" -> 2
2:
3: "|you=true" # 2 -"|you=true" -> 3
4: "|you=false" # 2 -"|you=false"-> 4
3:
2: "|turn=you" # 3 -"|trun=you" -> 2
4: "|turn=me" # 3 -"|trun=me" -> 4
5:
6: "me:=false" # 5 -"me:=false" -> 6 
図 3: プロセス meの定義
4.2 抽象グラフの構築
次に、“プロセス me”と “プロセス you”のプロセス記述から得られたクリプキ構造を合成する手
続きについて説明する。今後、変数 xの次のステップでの値を x′ と記述する。
図 2で定義された状態遷移に、そのプロセスが操作/参照する変数を明示的に記述したものが具
体グラフのノード (状態)となる。





|KMTU| = {(sme, syou,me, you, turn)| sme, syou ∈ {0, 1, . . . , 6},me, you ⊆ {True,False}, turn ⊆ {me, you}}
すなわち、変数の状態として値の集合をとる。しかし、すべての値のべき集合を構築するとかえっ




ラベル 前条件 後条件 入力状態 (出力状態との差分)
you:=true 無条件 True ∈ you you′ ← {True, False}
me:=true 無条件 True ∈ me me′ ← {True, False}
turn:=you 無条件 you ∈ turn turn′ ← {me,you}
turn:=me 無条件 me ∈ me turn′ ← {me,you}
|you=true you′ = {True} True ∈ you you′ ← {True}
|you=false you′ = {False} False ∈ you you′ ← {False}
|me=true me′ = {True} True ∈ me me′ ← {True}
|me=false me′ = {False} False ∈ me me′ ← {False}
|turn=you turn′ = {you} you ∈ turn turn′ ← {you}
|turn=me turn′ = {me} me ∈ turn turn′ ← {me}
(空ラベル) 無条件 無条件 なし
表 1: setPrevState
抽象モデル構築アルゴリズムはアルゴリズム 4に示したとおり、あるクリティカルセクションを
示す状態のうち、もっとも一般的な状態 (この場合は、(4, 4, {True, False}, {True, False}, {me, you}))
に到達可能な状態をプロセス me、プロセス youのそれぞれの状態遷移のエッジを逆に辿ることに




補題 4.1. makeMTUを有限モデルの任意のペア KM , KU に対して適用した場合、常に停止する。
証明. makeMTU は与えられたモデルのペア M,U のエッジ M→、U→ を合成して作ったエッジ
{((s, t), (s′, t)) | (s, s′) ∈ K→M , t ∈ |KU |} ∪ {((s, t), (s, t′)) | (t, t′) ∈ K→U , s ∈ |KM |} に対し高々一度実行
される。有限モデルのペア KM , KU のエッジから合成されたエッジも有限であるため、makeMTU
は有限回の実行で終了する。 □
次に、モデル K と論理式 Φに対し、K 上で Φを満足させる状態の集合とその証拠を保持する
エッジの集合に制限したモデル KΦ を定義する。なお、ここでは Φとして
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procedure makeMTU(sme, syou,me, you, turn) // KMTU ← Kme × Kyou
curNode ← (sme, syou,me, you, turn)
for edge ∈inEdges(sme) do
label ←getLabel(edge)
prevNode, linkValid ← setPrevState(sme, source node of edge, label)
if prevNode  |MTU | then
addNode(prevNode)
end if











addEdge(prevNode, curNode, status =′′ disconnect′′)
end if
end for








makeMTU(4, 4, {True,False}, {True,False}, {me,you})
定義 4.1 (KΦ). モデル K を Φに制限したモデル KΦ を次のように定義する。
Ka∈AP = < {s |a ∈ LK(s)}, ∅, LK >
KΦ1∨Φ2 = < |KΦ1 | ∪ |KΦ2 |,K→Φ1 ∪ K→Φ2 , LK >
KEXΦ = < {s | (s, t) ∈ K→ s.t. t ∈ KΦ}, {(s, t) | (s, t) ∈ K→ s.t. t ∈ KΦ}, LK >
ここで、τ(Z) = Φ ∨ EXZ とするとき、系 2.1より、それぞれのモデル K に対し最小の k ≤ #|K|
が存在し
KEFΦ = KµZ.τ(Z) ≡ Kτk(False)
とできる。次のことは明らかであろう。
補題 4.2. KµZ.Φ∨EXZ , s |= µZ.Φ ∨ EXZ iﬀ K, s |= µZ.Φ ∨ EXZ
定理 4.1. 状態 s ∈ |K|対して setPrevStateが prevNodeとして返す状態 α(s)と、対応するエッジを
持つモデルを Kα とする。加えて、makeMTUが生成する状態を Kα
makeMTU とする時、
KµZ.Φ∨EXZ ⪯ KαµZ.Φ∨EXZ = KαmakeMTU
となる。
証明. CTL論理式 Φの構造に関する帰納法により証明する。
Φ = a ∈ AP の時、a ∈ LK(s) となる s に対し、s ∈ α(s)、LK(s) ⊆ LKα (α(s)) が成り立つため、
Ka ⪯ Kαa である。
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同様に、KΦ1 ⪯ KαΦ1、KΦ2 ⪯ KαΦ2、の時 KΦ1 ,KΦ2 に対応する状態とエッジが KαΦ1、KαΦ2 に存在して
いるため、KΦ1∨Φ2 = KΦ1 ∪ KΦ2 ⪯ KαΦ1 ∪ KαΦ2 = KαΦ1∨Φ2 となる。
次に、KΦ ⪯ KαΦ のとき、KEXΦ ⪯ KαEXΦ を示す。任意の s, t ∈ |K| where (s, t) ∈ K→, t ∈ |KΦ| に
対し、エッジが (s, t)がモデル K において正しい遷移であれば setPrevStateはそれぞれの状態に
α(s), α(t) ∈ KαEXΦを、エッジに (α(s), α(t)) ∈ Kα→EXΦを対応させる。すなわち、KEXΦ ⪯ KαEXΦである。
τ(Z) = Φ ∨ EXZ の時、帰納法の仮定により Kτi(Φ) ⪯ Kατi(Φ) ⇒ Kτi+1(Φ) ⪯ Kατi+1(Φ) である。








α(s)  |KmakeMTU| ⇒ KEFΦ, s ̸|= µZ.Φ ∨ EXZ
4.3 実行結果
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てほしい。





開発マシン SONY VAIO SVT1312AJ
CPU Intel Core i7-3517U 1.90～2.40 GHz
メモリ PC3L-12800 8 Gbytes








ノード数 392 144 約 37 %
エッジ数 800 144 18 %
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ジ数を #K→me、#K→you 、変数 me、you、turn の状態数を #me = #you = #turn = 2 としたとき、全
体のノード数は #|Kme| × #|Kyou| × #me × #you × #turn = 7 × 7 × 2 × 2 × 2 = 392、エッジ数は
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〔抄　録〕
本論文では，抽象状態機械の到達性解析による並列プロセスの安全性検証について述べる。
安全性は，「悪い状態に到達しない」という到達性を解析することで検証可能であり，ま
た，モデルの大きさは同様な状態を同一視することで低く抑えられることが期待できる。
実証実験として，排他制御アルゴリズムであるピーターソンのアルゴリズムを検証する
ためのシンプルなアルゴリズムと，その実装を行った。その結果，ピーターソンのアルゴ
リズム程度のプロセスの検証であれば，一般に普及しているノートPCであっても0.05秒
未満で解析が終了するため，十分に実用に耐えうる抽象モデルの構築とその解析環境が実
現できたといえる。
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