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Abstract
Comprehensive visual understanding requires detection
frameworks that can effectively learn and utilize object in-
teractions while analyzing objects individually. This is the
main objective in Human-Object Interaction (HOI) detec-
tion task. In particular, relative spatial reasoning and struc-
tural connections between objects are essential cues for an-
alyzing interactions, which is addressed by the proposed
Visual-Spatial-Graph Network (VSGNet) architecture. VS-
GNet extracts visual features from the human-object pairs,
refines the features with spatial configurations of the pair,
and utilizes the structural connections between the pair via
graph convolutions. The performance of VSGNet is thor-
oughly evaluated using the Verbs in COCO (V-COCO) and
HICO-DET datasets. Experimental results indicate that
VSGNet outperforms state-of-the-art solutions by 8% or 4
mAP in V-COCO and 16% or 3 mAP in HICO-DET. Code
is available online.1
1. Introduction
The task of detecting human object interaction (HOI) in
images refers to detecting the interactions between a human
and object pair and localizing them. HOI detection can be
considered a part of the task of visual scene understanding
[2, 33, 31], visual question answering[3, 32, 20, 27], and ac-
tivity recognition in videos [19, 30, 28]. Although there has
been significant improvements in recent years for detect-
ing and recognizing objects [6, 23, 10], HOI detection still
poses various challenges. For example, interactions usu-
ally happen in a subtle way, same types of relations vary
significantly across different settings, multiple humans can
interact with the same object or vice-versa, and different re-
lations might have visually subtle differences [8, 1].
Most of the existing methods in HOI detection task [15,
4, 7] follow a similar structure. Using an object detection
framework, human and object features are extracted. These
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Figure 1. Visual, Spatial and Graph branches of our proposed
VSGNet model. Visual branch analyzes humans/objects/context
individually, Spatial branch uses spatial configurations of the pairs
to refine visual features and the Graph branch utilizes the struc-
tural connections by Graph convolutions which uses interaction
proposal scores as edge intensities between human-object nodes.
features are paired exhaustively along with some other fea-
tures (e.g. pose, relative geometric locations) [15, 4] and
then fed into a multi-branch deep neural network to detect
the relationship between humans and objects. Even though
this approach achieves good results for detecting HOIs, it
does not explicitly utilize the interaction information or the
spatial relations between pairs. HOIs such as person on
a skateboard or a person holding a bat have well defined
spatial relations and structural interactions which should be
leveraged in this detection task.
For utilizing spatial configurations, VSGNet uses a spa-
tial attention branch that explicitly uses the spatial relations
of the pairs to refine the visual features. Instead of modeling
humans and objects individually, our attention module uses
the spatial configurations of the pairs to extract attention
weights which refine the visual features. Although a few
past works [1, 4] have used these types of spatial config-
urations as features for classification directly, these models
do not combine the visual information with spatial informa-
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tion. These features are more useful for refining the visual
features and providing an attention mechanism for model-
ing the interactions of the human-object pairs explicitly.
For modeling the interactions, an image can be defined
as a graph. Nodes in this graph are the humans and ob-
jects, in which case the edges define the interactions. As the
edges between nodes define interactions between pairs, our
model utilizes the interaction proposal scores as the inten-
sities of the edges in the graph. Interaction proposal scores
are generated from the spatially refined visual features and
they quantify if the human-object pair is interacting.
To summarize, the proposed VSGNet for HOI detection
refines the visual features using spatial relations of humans
and objects. This approach amplifies the visual features of
spatially relevant pairs while damping the others. Addition-
ally, this model uses graph convolutional networks to model
the interactions between humans and objects. The resulting
model consists of multiple specialized branches. We eval-
uate our model on V-COCO[8] and HICO-DET[1] datasets
and demonstrate 4 mAP ( 8%) and 3 mAP ( 16%) improve-
ment over the state of the art methods.
Technical Contributions:
• We propose a new spatial attention branch that lever-
ages the spatial configuration of human-object pairs
and refines the visual features such that spatially rel-
evant human-object pairs are amplified.
• We use a graph convolutional branch which utilizes the
structural connections between humans and objects.
The interaction proposal score, generated from the spa-
tially refined features, are used to define the edge inten-
sities between human and object nodes.
• We implement a robust pipeline that contains Visual,
Spatial and Graph based branches named VSGNet.
This model achieves state-of-the-art results for HOI
detection task on V-COCO and HICO-DET datasets.
2. Related Work
Object Detection: For detecting HOIs the first step is to
detect humans and objects properly. With the recent object
detection frameworks like RCNN [6], Faster RCNN [23],
YOLO [22], Feature Pyramid Network [16] and SSD [18],
models are able to detect multi scale objects robustly in im-
ages. Following this we utilize a pre-trained Faster-RCNN
model in our network for detecting humans and objects. Ad-
ditionally, we utilize the region proposal network idea from
Faster-RCNN and extend it to interaction proposals which
predict if an human-object pair is interacting.
Human Object Interaction: Activity recognition is a
research area in computer vision that has received inter-
est for a long time. There are different datasets like UCF-
101 [25], Thumos [12] with a focus on detecting human
actions in videos. But in these datasets, the goal is to detect
one action in a short video which is not representative of real
life scenarios. To extend human activity recognition in im-
ages Gupta et al. [8] introduced V-COCO dataset and Chao
et al. [1] introduces HICO-DET dataset. These datasets are
different from the previous datasets as they require models
to explicitly detect humans, objects and their interactions.
This extends the task to include detection of human activi-
ties while localizing the humans and the objects.
For the HOI detection task, Gkioxari et al. [7] proposed
a human-centric approach arguing that human appearance
provides strong cues in both detecting the action and local-
izing the object. This method does not consider interactions
where the object is far away from the human. Qi et al. [21]
proposed a graph based network which depends on detect-
ing an adjacency matrix between various nodes(here, nodes
are humans and objects) but does not utilize any spatial rela-
tion cues between pairs. Kolesnikov et al. [13] incorporates
the HOI detection process with the object detection by indi-
vidually analyzing humans and objects without considering
the relationship between the pairs.
Gao et al. [4] proposed an attention network based on
the previous work of [29]. They derived an attention map
from the human and object features over the whole convo-
lutional feature map. Although they used a binary spatial
map similar to [1], they use the spatial map to extract fea-
tures and concatenate them with human visual features. As
these are two completely different features defining sepa-
rate things, concatenation does not enforce spatial configu-
rations as much as an attention mechanism. To address this
in our network we use the spatial features as attention maps
which refines our visual features.
Li et al. [15] integrated pose estimation with the
iCAN [4] and predicted the interaction probabilities be-
tween a human and object pair. These methods however, do
not explicitly leverage the interaction probabilities to detect
the relational structure between the human and object pairs.
Our VSGNet addresses this by utilizing a graph network
for learning interactions and achieves better results without
using poses which shows VSGNet can benefit from pose
estimation as well.
3. Proposed Method
This section introduces our proposed VSGNet for detect-
ing human-object interactions(HOI). From each given im-
age, the task is to detect bounding boxes for the humans,
objects and correctly label the interactions between them.
Each human-object pair can have multiple interaction labels
and each scene can include multiple humans and objects in
them. We simplify the task by running a pre-trained object
detector which detects humans and objects in an image.
Detecting the interactions between human-object pairs
is a challenging task. Simple methods such as extracting
Figure 2. Model Architecture. Rounded rectangles are operations, sharp rectangles are extracted features and ⊗ is element-wise multipli-
cation. The model consists of three main branches. Visual branch extracts human, object and context features. Spatial Attention branch
refines the visual features by utilizing the spatial configuration of the human-object pair. Graph Convolutional branch extracts interaction
features by considering humans/objects as nodes and their interactions as edges. Action class probabilities from each branch and the inter-
action proposal score are multiplied together to aggregate the final prediction. These operations are repeated for every human-object pair.
features from human and object locations individually and
analyzing them are ineffective as these methods ignore the
contextual information of the surroundings and the spatial
relations of the human-object pair. Extensions such as us-
ing union boxes to model the spatial relations/context also
fall short as they don’t explicitly model the interactions. To
address these issues, we propose a multi-branch network
with specialized branches. The proposed VSGNet consists
of the Visual Branch (Section 3.2) which extracts visual fea-
tures from human, object and surrounding context individu-
ally; the Spatial Attention Branch (Section 3.3) which mod-
els spatial relations between the human-object pair; and the
Graph Convolutional Branch (Section 3.4) which considers
the scene as a graph with humans and objects as nodes and
models the structural interactions. The proposed model ar-
chitecture with the branches is shown in Fig.2.
3.1. Overview
The inputs to our model is image features F from a back-
bone CNN (e.g. ResNet-152 [10]) and bounding boxes xh
for human h ∈ [1, H] and xo for object o ∈ [1, O]. H
and O represents the total number of humans and objects in
the scene respectively. Bounding boxes are obtained from a
pre-trained object detector. We define the objective of this
model as:
• Detect if human h is interacting with object o with an
interaction proposal score ih,o.
• Predict the action class probability vector ph,o of size
A where A is the number of classes.
3.2. Visual Branch
This branch focuses on extracting visual features for the
human-object pairs. Following the object detection meth-
ods, we use region of interest (RoI) pooling on the hu-
man/object regions to extract features. This operation is
followed by a residual block (Res) [10] and global aver-
age pooling(GAP) operations to extract the visual feature
vectors for objects and humans.
fh = GAP (Resh(RoI(F, xh))) (1)
fo = GAP (Reso(RoI(F, xo))) (2)
whereRes{} represents residual blocks, fh and fo are visual
feature vectors of sizes R. This operation is repeated for
each human h and object o.
Context plays an important role in detecting HOI. Sur-
rounding objects, background and other humans can help
detecting the interactions. We include the context in our
network by extracting features from the entire input image
followed by a residual block and global average pooling.
fC = GAP (ResC(F)) (3)
where fC is a feature vector of size R.
Finally, this branch combines all the visual feature vec-
tors by concatenating them and projecting it by a fully con-
nected layer.
fV isho =Wvis(fh ⊕ fo ⊕ fC) (4)
Figure 3. Spatial Attention Branch. Initially human, object and
context visual features are extracted from the image using RoI
pooling. Using binary maps of human and object locations, spatial
attention features are extracted using convolutions. These atten-
tion features encode the spatial configuration of the human-object
pair. Attention features are used to refine the visual features by
amplifying the pairs with high spatial correlation.
where ⊕ is the concatenation operation, W{} is the projec-
tion matrix, fV isho is the combined visual feature vector of
dimension D which represents the human-object pair ho.
The feature fV isho can be used directly for classifying ac-
tions. We implement this as a base model for comparisons.
3.3. Spatial Attention Branch
This branch focuses on learning the spatial interaction
patterns between humans and objects. The main task is to
generate attention features which are used to refine the vi-
sual features by amplifying the pairs with high spatial cor-
relation. This branch is visualized in Fig.3.
Given the human bounding box xh and object bounding
box xo, we generate two binary maps. These binary maps
have zeros everywhere except in locations defined by hu-
man and object box coordinates xh and xo for each map
respectively. This generates a 2-channel binary spatial con-
figuration map Bho.
Similar to [1, 4], we use 2 layers of convolutions to ana-
lyze the binary spatial configuration map. This is followed
by a GAP operation and a fully connected layer.
aho =WSpat(GAP (Conv(Bho))) (5)
where aho is an attention feature vector of size D and repre-
sents the spatial configuration of the human-object pair ho.
As the objects and humans are defined in different channels,
using convolutions on the binary spatial configuration maps
Bho allows the model to learn the possible spatial relations
between humans and objects.
Since aho encodes the spatial configuration, it can be
used directly to classify the HOIs as in [1]. We keep this
classification as an auxiliary prediction but mainly use aho
as an attention mechanism for refining visual features. Aux-
iliary predictions can be defined as:
pAttho = σ(WAtt(aho)) (6)
where pAttho is the action class probabilities of size A and σ
is the sigmoid function.
The attention vector aho and the visual feature vector
fV isho are set to be the same size D. This allows us to mul-
tiply these two vectors together in order to refine the visual
features with spatial configuration. We use aho as an atten-
tion function and multiply aho and fV isho elementwise.
fRefho = aho ⊗ fV isho (7)
where⊗ is element-wise multiplication and fRefho is the spa-
tially refined feature vector of size D.
The refined feature vector is then used to predict the in-
teraction proposal score of human-object pair ho and to pre-
dict the action class probabilities.
iho = σ(WIP (f
Ref
ho )) (8)
pRefho = σ(WRef (f
Ref
ho )) (9)
where iho is the interaction proposal probability of size 1
and pRefho is the action class probabilities of size A.
3.4. Graph Convolutional Interaction Branch
This branch uses a graph convolutional network to gener-
ate effective features for humans and objects. Graph convo-
lutional networks extract features that model the structural
relations between nodes. This is done by traversing and
updating the nodes in the graph using their edges. In this
setting, we propose to use humans and objects as nodes and
their relations as edges.
Instead of having a fully connected graph, we connect
each human with every object and each object with ev-
ery human. However, without this simplification, proposed
model can also be extended to fully connected settings.
Given the visual features fh, fo and connecting the edges
between humans and objects, graph features f ′h and f
′
o are
defined as follows:
f ′h = fh +
O∑
o=1
αhoWoh(fo) (10)
f ′o = fo +
H∑
h=1
αohWho(fh) (11)
where αho defines the adjacency between h and o andWoh,
Who are mapping functions which project the object fea-
tures to human feature space and vice versa. Previous
works [14, 21] defined the adjacency as visual similarity. In
our task, however, adjacency defines interactions between
Figure 4. Graph Convolutional Branch. This model learns the
structural connections between humans and objects. For this task,
we define the humans and objects as nodes and only connecting
edges between human-object pairs. Instead of using visual sim-
ilarity as the edge adjacency, we propose to use the interaction
proposal scores. This allows the edges to utilize the interactions
between human-object pairs and generates better features.
nodes of visually unsimilar things which are human and ob-
ject. Following this idea, we define adjacency values be-
tween h and o pair as:
αho = αoh = iho (12)
where iho is the interaction proposal score which are gener-
ated from the spatially refined visual features and measure
the interactions of the human-object pair. Pairing up the
graph features, classification predictions are calculated as:
pGraphho = σ(Wgraph(f
′
h ⊕ f ′o)) (13)
where ⊕ is concatenation operation and pGraphho is the ac-
tion class probabilities of size A.
The graph convolutional branch is visualized in Figure 4.
This concludes all of the outputs of the proposed network.
Finally we combine the action predictions and the interac-
tion proposal scores by multiplying the probabilities similar
to previous works [4, 15, 7].
pho = p
Att
ho × pRefho × pGraphho × iho (14)
where Pho is the final prediction vector of size A.
4. Experiments
We first introduce the datasets and our evaluation metrics
along with our implementation details and then perform ex-
tensive quantitative and qualitative analysis on our model
and show the improvements over the existing methods.
4.1. Datasets and Evaluation Metrics
Datasets: To evaluate our model’s performance, we use
the V-COCO [8] and HICO-DET [1] datasets.
V-COCO is derived from COCO [17] dataset. It has
10,346 images. 2533 images are for training, 2867 images
are for validating and 4946 images are for testing. The train-
ing and validation set images are from COCO training set
and the test images are from the COCO validation set. Each
person in the images are annotated with a label indicating
one of the 29 actions. If an object in the image is related
to that action then the object is also annotated. Among
these 29 actions, four of them has no object pair and one
of them(point) has only 21 samples. Following the previous
HOI detection works, we are not going to report our perfor-
mance in these classes. We report our performance for the
rest of the 24 classes.
HICO-DET is a large dataset for detecting HOIs with
38118 training and 9658 testing images. HICO-DET anno-
tates the images for 600 human-object interactions. Follow-
ing the previous works, in HICO-DET we report our perfor-
mance in Full, Rare and Non-Rare Categories. These cate-
gories are based on the number of training samples [1].
Metrics: Following [8] we evaluate our performance on
two types of average precision(AP) metrics: Scenario 1 and
Scenario 2. During AP calculation in both metrics, a pre-
diction for a human-object pair is considered correct (1) if
the human and object bounding boxes have an IoU greater
than 0.5 with the ground-truth boxes and (2) the interaction
class label of the prediction for the pair is correct. For the
cases when there is no object(human only), in Scenario 1 a
prediction is correct if the corresponding bounding box for
the object is empty and in Scenario 2 the bounding box of
the object is not considered. This makes Scenario 1 much
harsher than Scenario 2 [8]. In HICO-DET our evaluation
metrics is similar to the Scenario 1 case of V-COCO.
4.2. Implementation Details
Resnet-152 [10] network is used as the backbone feature
extractor. We extract the input feature map before the last
residual block of Resnet-152. This serves as the input to the
rest of the network. We extract 10 × 10 feature maps for
all the humans and objects from the input feature map by
region of interest pooling [5]. Extracted RoIs and input fea-
ture map(context) pass through a residual block followed by
a global average pooling similar to [4]. After these steps,
we obtain three feature vectors of sizeR = 1024 for human,
object and context. These are fed to the rest of the network.
For the spatial attention branch we have used 64×64×2 bi-
nary inputs. Before the element wise multiplication with the
attention vector in the spatial attention branch, we project
all our input feature vectors to a D = 512 dimensional
space followed by a ReLU. In our final classification layer
for all the branches, we have one linear layer.
For training the network, we utilize off-the-shelf Faster-
RCNN [23] to generate human and object bounding boxes.
We have filtered the detected bounding boxes by setting 0.6
confidence threshold for human bounding boxes and 0.3 for
object bounding boxes. The threshold values are chosen ex-
perimentally. Following [7] we did not fine tune the back-
bone CNN Resnet-152 [10] and Faster-RCNN during our
training process. Faster-RCNN was trained on the COCO
[17] training set and did not see any image from V-COCO
testing sets. Unlike previous works[4, 15], we do not use
ground truth boxes during training as object proposals. As
our object detector is robust, we directly use the bounding
boxes generated from the detector which generates suffi-
cient amount of positive and negative boxes.
Initially, we have trained the model on the training set of
V-COCO while validating with the validation set. Then we
train the model in both training and validation set like [7].
Our initial learning rate is set to 0.01 with a batch size of
8. As optimizer, Stochastic Gradient Descent(SGD) have
been used with a weight decay of 0.0001 and a momentum
of 0.9. To reduce the training time we have increased our
learning rate to 0.01 for all the layers except for the spatial
attention branch between epoch 9 to epoch 21. We trained
the whole model for 50 epochs.
For HICO-DET we use the same hyper-parameters from
V-COCO. We train the network individually for 20 epochs
in HICO-DET training set without any initialization from
the V-COCO model.
During inference, we multiply all the prediction outputs
from the different branches of our network as in 14. Ad-
ditionally, we multiply the final prediction output with the
detection confidences of the human and object from the ob-
ject detector. To differentiate between high and low quality
detection scores we have adopted Low grade Instance Sup-
pressive Function (LIS) [15]. We additionally remove the
incompatible interaction-object pairs by using a post pro-
cessing similar to iCAN [4] (e.g. if the object is not phone
then the interaction can not be talk on the phone).
While making inference most of the existing[4, 15, 7]
models multiply all the outputs from different modules but
these modules are optimized separately while training. Fol-
lowing [9] we have used a single cross entropy loss function
for each action class to optimize the network. One thing to
note is that as in Eq. 14, interaction proposal score is also
multiplied in these predictions and included in predictions
for every class. This allows the proposal score to quantify
if there are interactions between the human-object pair re-
gardless of the class of that interaction. Our experiments
show that combining all the predictions and using a single
loss function improves the performance.
V-COCO mAP(Sc 1) mAP(Sc 2)
InteractNet [7] 40.0 47.98
Kolesnikov et al. [13] 41.0 -
GPNN [21] 44.0 -
iCAN [4] 45.3 52.4
Li et al. [15] 47.8 -
VSGNet 51.76 57.03
Table 1. Comparison of results in V-COCO [8] test set on Scenario
1 and Scenario 2. Our method outperforms the closest method by
8%. For actor only classes (no object), scenario 1 requires the
model to detect it specifically as no object, whereas scenario 2
ignores if there is an object assigned to that prediction. Some of
these methods did not provide results for scenario 2.
HICO-DET (mAP) Full Rare Non-Rare
HO-RCNN [1] 7.81 5.37 8.54
InteractNet [7] 9.94 7.16 10.77
GPNN [21] 13.11 9.34 9.34
iCAN [4] 14.84 10.45 16.15
Li et al. [15] 17.03 13.42 18.11
VSGNet 19.80 16.05 20.91
Table 2. Comparison of results in HICO-DET [8] test set. VSGNet
outperforms the closest method by 16%.
4.3. Comparisons with the State of the Art
We compare our model’s performance with five recent
state of the art methods [7, 13, 21, 4, 15] in both of the
datasets. We report mean Average Precision (mAP) score
in the settings provided by [8] and [1].
Table 1 shows that our method outperforms all the ex-
isting models and achieves an improvement of 4 mAP in
scenario 1 for V-COCO dataset. We also reported our per-
formance in scenario 2 which outperforms all the available
existing methods who reported their results in that scenario.
Table 2 shows the results compared to other methods in
HICO-DET and our model achieves the best results among
the previous works.
The closest work to our results is Li et al. [15] which
builds on top of iCAN [4] by adding an interaction proposal
network and utilizing person poses. Addition of interaction
proposal and person poses improve ∼ 2 mAP in V-COCO
and∼ 3 mAP in HICO-DET on top of iCAN with a compu-
tational cost of calculating the poses for each human. Our
model achieves better results without the pose extraction
and can possibly improve another 5% if the pose features
are added to our visual feature branch.
In Table 3 we report per-class performances compare
with the existing methods which reported per-class APs
for V-COCO. Our proposed VSGNet achieves better per-
formance in majority of the classes compared to the other
methods. Additionally, per-class performances show that
HOI Class InteractNet [7] iCAN [4] VSGNet
hold-obj 26.38 29.06 48.27
sit-instr 19.88 26.04 29.9
ride-instr 55.23 61.9 70.84
look-obj 20.2 26.49 42.78
hit-instr 62.32 74.11 76.08
hit-obj 43.32 46.13 48.6
eat-obj 32.37 37.73 38.3
eat-instr 1.97 8.26 6.3
jump-instr 45.14 51.45 52.66
lay-instr 20.99 22.4 21.66
talk on phone 31.77 52.81 62.23
carry-obj 33.11 32.02 39.09
throw-obj 40.44 40.62 45.12
catch-obj 42.52 47.61 44.84
cut-instr 22.97 37.18 46.78
cut-obj 36.4 34.76 36.58
work on comp 57.26 56.29 64.6
ski-instr 36.47 41.69 50.59
surf-instr 65.59 77.15 82.22
skateboard-instr 75.51 79.35 87.8
drink-instr 33.81 32.19 54.41
kick-obj 69.44 66.89 69.85
read-obj 23.85 30.74 42.83
snowboard-instr 63.85 74.35 79.9
Average 40.0 45.3 51.76
Table 3. Per class AP comparisons to the existing methods in
V-COCO Scenario 1. Our method demonstrates superior perfor-
mance in majority of the classes. We only compared to the meth-
ods which have reported the per class AP values. Obj refers object
cases where instr refers to instrument [8].
some of the action classes perform badly due to the failure
of object detectors (e.g. eat instruments which usually have
small objects and commonly become occluded in the im-
ages). As our main task is to detect HOIs, we did not fine-
tune the existing object detectors according to our needs
which can also possibly handle these cases.
4.4. Ablation Studies
Analysis of Individual Branches: Our overall architec-
ture consists of three main branches. To evaluate how these
branches are affecting our overall performance, we evaluate
these branches individually in the V-COCO [8] test set. Our
evaluation method and metrics are same as Table 1. We con-
sider the base model as the Visual branch without the spatial
attention or the graph convolutions. In this setting, interac-
tion proposal score Iho and the class probabilities Pho are
predicted from the visual features fV isho directly.
We have added the graph network and the spatial net-
work with our base model individually to evaluate each of
the branch’s performance separately. The results are shown
in Table 4. With addition of the individual branches, model
performance has improves gradually. Visual+Spatial branch
achieves state of the art results by itself without the Graph
branch. Addition of the graph branch adds additional 1.5
mAP and a total of 4mAP over the state of the art.
An important detail is that the graph branch directly de-
pends on the quality of the interaction proposal score iho as
it is used to determine the edge interactions. Without the
spatial attention, visual features generate inferior iho which
Branches mAP(Sc 1) mAP(Sc 2)
Visual (Base) 47.3 52.15
Visual+Graph 48.19 53.12
Visual+Spatial 50.33 55.32
Visual+Spatial+Graph(VSG) 51.76 57.03
Table 4. Analysis of the branches. Our base model consists of
only the Visual branch. We add the graph branch and the spatial
attention branch to this base model separately to analyze their per-
formances. Individually, both branches improve the performance
upon the base model. Visual+Spatial model beats the state of the
art results and all three branches combined adds another 1.5 mAP.
Branch mAP (Scenario 1)
VGG-19[24] 48.37
InceptionV3[26] 49.39
SqueezeNet[11] 43.4
Resnet34[10] 50.88
Resnet50[10] 51.01
Resnet101[10] 50.01
Resnet152[10] 51.76
Table 5. Effects of the backbone CNN on V-COCO dataset.
VSGNet is implemented using various common backbone CNNs.
Resnet-152 model with VSGNet achieves the best performance.
affects the graph branch. This is the reason that addition of
Graph to Visual branch only adds 0.9 mAP whereas addi-
tion of Graph to Visual+Spat makes a larger improvement
and adds 1.5 mAP.
Spatial attention branch improves the result by 3 mAP
when added to the visual branch. This demonstrates the
importance of the spatial reasoning and refining the visual
features. Graph and Spatial attention combined improves
the performance by about 4.5 mAP over the base model.
Analysis of Backbone CNNs: In addition to all Resnet
models [10], we implement our model with various com-
mon CNNs used in image analysis. Table 5 shows the re-
sults of VSGNet implemented with these various backbone
CNNs in V-COCO with Resnet152 performing the best.
Qualitative Results: Figure 5 shows qualitative results and
compares the VSGNet with the base model (Visual only).
The interaction prediction probabilities for the correct ac-
tion is visualized. The images show the variance in object
sizes, human sizes and different interaction classes. VS-
GNet performs better than the base model. Even in the cases
when the object is not entirely visible (image 9) or the inter-
action is very subtle (image 2) VSGNet performs well and
improves upon the base model.
Failure Cases: When the visual or spatial cues are confus-
ing, the model can fail to predict the correctly. In Figure 6 a
few failure cases are shown. Our method can fail if the spa-
tial configuration is confusing (a), confusing ground truth
labels (hold and carry in (b)), multiple humans interacting
Figure 5. Qualitative results. Red values show the confidences for the base model (Visual only) and blue values are the results for the
VSGNet. The prediction results and the correct action labels are shown for the human-object pair visualized with the bounding boxes.
Figure 6. Few of the cases where our VSGNet’s prediction is
wrong due to the confusing visual and spatial cue from the images.
(a) Human-object pair is detected to be interacting but they are not,
(b) Label mismatch (hold vs carry), (c) confusing scene and (d)
object detector fails to detect the fork.
with the same object with similar spatial configuration (c),
the object detector fails to detect the objects of interest (d).
5. Discussions
5.1. Differences with similar works
We compare VSGNet with methods using spatial rela-
tions [1, 4, 15], attention[4] and graph convolutions[21, 14].
There have been previous works which use spatial re-
lation maps such [1, 4, 15]. These methods have either
used the spatial relation maps directly for classification [1]
or concatenated the spatial relation features to their visual
features[4, 15]. Directly using them for classification ig-
nores the visual features which in turn only learns relation-
ship between the interaction label and spatial configuration.
Concatenation of visual and spatial relations is also inferior
to our method. As these are two completely different fea-
tures defining separate things, concatenation does not en-
force spatial configurations as much as an attention mech-
anism. In contrast, we use the spatial relations to extract
attention features which are then used to alter the visual
features. This is more effective as it models the relations
between the visual feature channels and spatial configura-
tion due to the element-wise multiplication.
Attention models also have been used on HOI task.
iCAN[4] model uses an attention model inspired from [29]
and models the attention of the human or object region with
the whole input scene individually. However, this approach
does not consider the relation between the pairs and they
only include the spatial configuration at the end. Our ap-
proach uses the spatial configuration directly to alter the vi-
sual features of the pairs which amplifies connected ones
and dampens irrelevant ones at feature level.
Graph convolutions [21, 14] have been effective in vari-
ous tasks. These tasks learn or use visual similarity as ad-
jacency values between nodes and extract graph features.
However, for our task, interaction proposal scores already
defines the adjacencies between human-object node pairs
and are used as edge intensities. This approach effectively
extracts graph features by traversing relevant object nodes
for the humans and relevant human nodes for objects.
5.2. Summary
We presented a novel human-object interaction detec-
tion model VSGNet which utilizes Visual, Spatial and
Graph branches. VSGNet generates spatial attention fea-
tures which alter the visual features and uses graph con-
volutions to model the interactions between pairs. The al-
tered visual features generate interaction proposal scores
which are used as edge intensities between human-object
node pairs. We demonstrated with thorough experimenta-
tion that VSGNet improves the performance and outper-
forms the state-of-the-art.
Acknowledgements: This work is partially supported by NSF SI2-SSI
award #1664172.
References
[1] Yu-Wei Chao, Yunfan Liu, Xieyang Liu, Huayi Zeng, and Jia
Deng. Learning to detect human-object interactions. In 2018
ieee winter conference on applications of computer vision
(wacv), pages 381–389. IEEE, 2018. 1, 2, 4, 5, 6, 8
[2] SM Ali Eslami, Nicolas Heess, Theophane Weber, Yuval
Tassa, David Szepesvari, Geoffrey E Hinton, et al. Attend,
infer, repeat: Fast scene understanding with generative mod-
els. In Advances in Neural Information Processing Systems,
pages 3225–3233, 2016. 1
[3] Haoqi Fan and Jiatong Zhou. Stacked latent attention for
multimodal reasoning. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
1072–1080, 2018. 1
[4] Chen Gao, Yuliang Zou, and Jia-Bin Huang. ican: Instance-
centric attention network for human-object interaction detec-
tion. In British Machine Vision Conference, 2018. 1, 2, 4, 5,
6, 7, 8
[5] Ross Girshick. Fast r-cnn. In Proceedings of the IEEE inter-
national conference on computer vision, pages 1440–1448,
2015. 5
[6] Ross Girshick, Jeff Donahue, Trevor Darrell, and Jitendra
Malik. Rich feature hierarchies for accurate object detection
and semantic segmentation. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
580–587, 2014. 1, 2
[7] Georgia Gkioxari, Ross Girshick, Piotr Dolla´r, and Kaiming
He. Detecting and recognizing human-object interactions.
In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 8359–8367, 2018. 1, 2, 5, 6,
7
[8] Saurabh Gupta and Jitendra Malik. Visual semantic role la-
beling. arXiv preprint arXiv:1505.04474, 2015. 1, 2, 5, 6,
7
[9] Tanmay Gupta, Alexander Schwing, and Derek Hoiem. No-
frills human-object interaction detection: Factorization, lay-
out encodings, and training techniques. In Proceedings of the
IEEE International Conference on Computer Vision, pages
9677–9685, 2019. 6
[10] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 770–778, 2016. 1, 3, 5, 6, 7
[11] Forrest N Iandola, Song Han, Matthew W Moskewicz,
Khalid Ashraf, William J Dally, and Kurt Keutzer.
Squeezenet: Alexnet-level accuracy with 50x fewer pa-
rameters and¡ 0.5 mb model size. arXiv preprint
arXiv:1602.07360, 2016. 7
[12] Haroon Idrees, Amir R Zamir, Yu-Gang Jiang, Alex Gor-
ban, Ivan Laptev, Rahul Sukthankar, and Mubarak Shah.
The thumos challenge on action recognition for videos in the
wild. Computer Vision and Image Understanding, 155:1–23,
2017. 2
[13] Alexander Kolesnikov, Alina Kuznetsova, Christoph Lam-
pert, and Vittorio Ferrari. Detecting visual relationships
using box attention. In Proceedings of the IEEE Interna-
tional Conference on Computer Vision Workshops, pages 0–
0, 2019. 2, 6
[14] Linjie Li, Zhe Gan, Yu Cheng, and Jingjing Liu. Relation-
aware graph attention network for visual question answering.
arXiv preprint arXiv:1903.12314, 2019. 5, 8
[15] Yong-Lu Li, Siyuan Zhou, Xijie Huang, Liang Xu, Ze Ma,
Hao-Shu Fang, Yanfeng Wang, and Cewu Lu. Transferable
interactiveness knowledge for human-object interaction de-
tection. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pages 3585–3594, 2019. 1,
2, 5, 6, 8
[16] Tsung-Yi Lin, Piotr Dolla´r, Ross Girshick, Kaiming He,
Bharath Hariharan, and Serge Belongie. Feature pyra-
mid networks for object detection. In Proceedings of the
IEEE conference on computer vision and pattern recogni-
tion, pages 2117–2125, 2017. 2
[17] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays,
Pietro Perona, Deva Ramanan, Piotr Dolla´r, and C Lawrence
Zitnick. Microsoft coco: Common objects in context. In
European conference on computer vision, pages 740–755.
Springer, 2014. 5, 6
[18] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian
Szegedy, Scott Reed, Cheng-Yang Fu, and Alexander C
Berg. Ssd: Single shot multibox detector. In European con-
ference on computer vision, pages 21–37. Springer, 2016. 2
[19] Xiaochen Liu, Pradipta Ghosh, Oytun Ulutan, BS Manju-
nath, Kevin Chan, and Ramesh Govindan. Caesar: cross-
camera complex activity recognition. In Proceedings of the
17th Conference on Embedded Networked Sensor Systems,
pages 232–244. ACM, 2019. 1
[20] Hyeonseob Nam, Jung-Woo Ha, and Jeonghee Kim. Dual
attention networks for multimodal reasoning and matching.
In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 299–307, 2017. 1
[21] Siyuan Qi, Wenguan Wang, Baoxiong Jia, Jianbing Shen,
and Song-Chun Zhu. Learning human-object interactions by
graph parsing neural networks. In Proceedings of the Euro-
pean Conference on Computer Vision (ECCV), pages 401–
417, 2018. 2, 5, 6, 8
[22] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali
Farhadi. You only look once: Unified, real-time object de-
tection. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 779–788, 2016. 2
[23] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. In Advances in neural information pro-
cessing systems, pages 91–99, 2015. 1, 2, 6
[24] Karen Simonyan and Andrew Zisserman. Very deep convo-
lutional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014. 7
[25] Khurram Soomro, Amir Roshan Zamir, and Mubarak Shah.
Ucf101: A dataset of 101 human actions classes from videos
in the wild. arXiv preprint arXiv:1212.0402, 2012. 2
[26] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon
Shlens, and Zbigniew Wojna. Rethinking the inception archi-
tecture for computer vision. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
2818–2826, 2016. 7
[27] Damien Teney, Peter Anderson, Xiaodong He, and Anton
van den Hengel. Tips and tricks for visual question an-
swering: Learnings from the 2017 challenge. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 4223–4232, 2018. 1
[28] Oytun Ulutan, Swati Rallapalli, Mudhakar Srivatsa, and BS
Manjunath. Actor conditioned attention maps for video ac-
tion detection. arXiv preprint arXiv:1812.11631, 2018. 1
[29] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia
Polosukhin. Attention is all you need. In Advances in neural
information processing systems, pages 5998–6008, 2017. 2,
8
[30] Jianchao Wu, Limin Wang, Li Wang, Jie Guo, and Gangshan
Wu. Learning actor relation graphs for group activity recog-
nition. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pages 9964–9974, 2019. 1
[31] Tete Xiao, Yingcheng Liu, Bolei Zhou, Yuning Jiang, and
Jian Sun. Unified perceptual parsing for scene understand-
ing. In Proceedings of the European Conference on Com-
puter Vision (ECCV), pages 418–434, 2018. 1
[32] Dongfei Yu, Jianlong Fu, Tao Mei, and Yong Rui. Multi-
level attention networks for visual question answering. In
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 4709–4717, 2017. 1
[33] Bolei Zhou, Hang Zhao, Xavier Puig, Tete Xiao, Sanja Fi-
dler, Adela Barriuso, and Antonio Torralba. Semantic under-
standing of scenes through the ade20k dataset. International
Journal of Computer Vision, 127(3):302–321, 2019. 1
