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Résumé 
L'évolution des Réseaux Électriques Intelligents (REl) favorise le développement des 
nouvelles techniques de gestion de la demande d'électricité résidentielle. Toutefois, dans la 
majorité des bâtiments résidentiels, ce rôle est non existant. Ainsi, il devient utile d'avoir un 
outil de prévision de la consommation électrique comme une partie prenante de la solution 
pour i) anticiper les besoins futurs en électricité et mieux gérer l'équilibre entre la production 
et la consommation pendant les périodes de pointe (ii) permettre au client de prendre des 
décisions en temps-réel sur sa consommation et de gérer efficacement les modes d'opérations 
des charges, et (iii) optimiser les coûts de la consommation d'énergie. 
Cette thèse contribue au domaine de la recherche sur les REIs. Elle vise à construire un 
cadre de modélisation et de prévision de la demande d'électricité résidentielle sur un horizon 
de vingt-quatre heures. Deux méthodes non-paramétriques de pouvoir explicatif et prédictif 
sont proposées en deux étapes pour reproduire le comportement thermique d'un bâtiment 
résidentiel face à des excitations climatiques et comportementales. La première méthode est 
basée sur l'identification de la consommation thermosensible et l' autre méthode utilise la 
variable calendaire pour capturer les variations périodiques de la consommation en fonction 
de l'heure et du jour de la semaine. 
Le comportement énergétique d'un bâtiment résidentiel a été modélisé en construisant 
une technique d'exploration de données. Cette dernière est basée sur une approche statistique 
non-paramétrique qui permet d'estimer la dépendance -entre la consommation d'électricité et 
le gradient de température intérieure-extérieure de manière adaptative. Celle-ci considère les 
li 
estimateurs par noyau lesquels englobent les noyaux univariés et bivariés pour analyser les 
fonctions de densité conditionnelle. La construction de ce modèle fait appel à un minimum 
de données issues de campagnes de mesures de la puissance totale auprès du client et moins 
de connaissances sur les caractéristiques physiques du bâtiment. La deuxième méthode a été 
proposée dans le but de caractériser en ligne les moments de consommation d'électricité liées 
à l'utilisation des appareils électriques et aux activités des occupants. Le modèle produit une 
partie périodique des phénomènes non-déterministes de la demande d'électricité connexe 
à la consommation non liée à la température extérieure mais aux habitudes des occupants. 
Finalement, les deux modèles ont été couplés pour améliorer la prévision à court terme de la 
demande en électricité totale. 
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Chapitre 1 Introduction 
Les compagnies pétrolières et les industries de production d'énergie s'intéressent à la 
prévision de la demande pour des raisons qui peuvent varier considérablement selon leurs 
besoins en gestion et en planification. La prévision de la demande d'électricité est considérée 
comme un processus fondamental dans de nombreuses décisions de production et de gestion 
d'énergie et de puissance. C'est un outil d'aide à l'anticipation et la détermination de la 
demande future, facteur clé dans un processus de maîtrise de la disponibilité de l'énergie et 
la minimisation des coûts d'exploitation [1]-[3]. La prévision de la demande d'électricité 
est un domaine de recherche actif, en particulier, dans le secteur résidentiel. Ce dernier 
est caractérisé par une forte demande d'électricité qui nécessite une Gestion Locale De la 
Demande (GLDD ) avec une grande efficacité. À l'échelle canadienne, la consommation 
d'énergie moyenne annuelle des bâtiments résidentiels, selon les statistiques obtenues par 
l'enquête sur les ménages et l'environnement pour l'année 2013, se chiffrait à 30 MWh [4]. 
Cela justifiait le fort intérêt de déployer la prévision de l'énergie pour assurer l'équilibre 
offre-demande d'électricité et ainsi réduire la consommation et le coût énergétique. 
Dans la province de Québec, où s'est déroulée cette étude, l'électricité provenant des 
barrages hydroélectriques est la source d'énergie la plus utilisée pour chauffer les bâtiments 
résidentiels. Cette électricité représente environ 71 % de la consommation finale totale d'énergie 
[5]. 
Selon les statistiques sur la demande en électricité fournies par le Ministère de l'Énergie 
et des Ressources Naturelles pour l'année 2013, le résidentiel est l'un des secteurs les plus 
énergivores après le secteur industriel. Il accapare une portion de 38.6% de la consommation 
finale d'électricité fournie par Hydro-Québec [6]. Le reste se partage entre les secteurs 
, 






Transport Commercial Résidentiel Industriel 
FIGURE 1-1 Répartition de la consommation finale d'électricité par secteur au Québec. 
d'électricité, en pourcentage, par secteur en 2013 au Québec. Cette consommation a connu 
une croissance de 0.7% de 58.5% à 62.2% durant les années 2001 à 2016 [7], comme l'illustre 
le tableau 1-1 ci-dessous. 
TABLEAU 1-1 Évolution de la consommation d'énergie résidentielle au Qué-
bec (2001-2016), en (TWh) [7]. 
Taux de 
2001 % 2011 % 2016 % croissance 
(%) 
Electricité 53.6 58.5 59.0 61.4 60.0 62.2 0.7 
Gaz naturel 6.6 7.2 6.0 6.3 5.5 5.7 -1.2 
Pétrole 17.4 19.0 15.0 15.7 14.6 15.2 -1.1 
Biomasse 14.0 15.3 15.9 16.6 16.3 16.9 1.0 
TOTAL 91.7 100.0 96.1 100.0 96.5 100.0 0.3 
Cela s'explique en grande partie par l'évolution des surfaces habitables. Par exemple, 
durant les années 90 la surface moyenne des maisons était de 122 m2, alors que durant les 
années 2000 les surfaces moyennes ont augmenté jusqu' à 142 m2 . Ainsi que, l'évolution 
sociale qui a engendré un surnombre d'appareils électriques [8]. Par exemple, le confort social 
a suscité plus d' appareils ménagers par maison (voir la Figure. 1-2) [9]. De plus, les clients ont 
substitué graduellement les sources d'énergie traditionnelles à savoir le bois, charbon, mazout 
et le gaz naturel par l'énergie électrique. 
• ittitt 
OgdJ 
• 122 m2de surface habitable; 
9.9 millions de ménages; 
• 15 appareils ménagers par maison; 
• 22% de surface de plancher occupée 
et climatisée. 
142 m2de surface habitable; 
• 13.8 millions de ménages; 
• 22 appareils ménagers par maison; 
• 46% de surface de plancher occupée 
et climatisée. 
FIGURE 1-2 Évolution des maisons et de leurs équipements électriques de 1990 à 2013 au 
Canada [8]. 
3 
Dans le contexte québécois, l'hiver est caractérisé par des changements brusques de la 
température extérieure. La vague de froid exceptionnelle qui s'est emparée de la région en 
janvier 2014 a entraîné des pics de puissance records, avec une pointe de puissance de 39 031 
MW [10]. Durant ces périodes, le gestionnaire de réseau 1 est fortement sollicité pour faire 
face aux défis de la hausse de la demande [11 ]. 
Afin de répondre à cette problématique, il devient nécessaire pour le gestionnaire de 
réseau d'adopter de nouvelles stratégies de GLDD applicables aux bâtiments résidentiels, en 
évaluant les occupants et leurs habitudes de consommation énergétique [12]. Alors dans le 
cadre du programme de Réseaux Électriques Intelligents (REl), l'amélioration de l'efficacité 
énergétique des bâtiments et la mise au point d'un modèle explicatif et prévisionnel permet 
l'anticipation et la compréhension des phénomènes qui suscitent les variations de la puissance 
d'électricité. 
Dans ce cas, le REl propose de mettre en place les produits technologiques existants 
dans le marché pour soutenir la gestion de l'énergie électrique dans les résidences et mieux 
anticiper l'équilibre entre l'offre et la demande pendant les périodes de pointe auprès du client. 
Cela permet de renforcer l'intégration des énergies renouvelables telles que les panneaux 
1. Le gestionnaire du réseau, a un rôle primordial dans la distribution des énergies aux consommateurs. Il 
a comme mission d'assurer le fonctionnement du réseau face aux pics de consommation et la maintenance du 
réseau de distribution de l'électrique et du gaz [ II ] . 
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photovoltaïques pour du consommateur un acteur ou un producteur majeur d' électricité à 
partir de nombreuses petites sources d' énergie [13]-[l5]. 
Pour comprendre le déploiement du REl dans le contexte québécois, tout en plaçant le 
client au centre de ce processus, on présente dans la section 1.1 les raisons qui poussent le 
Québec à instaurer cette technologie dans les bâtiments résidentiels. 
1.1 Demande d'électricité du secteur résidentiel du Québec 
La particularité de la puissance électrique dans les bâtiments au Québec fait appel à la com-
préhension de la facture annuelle des clients résidentiels. Selon les statistiques sur la répartition 
de la puissance électrique par usage, données par Hydro-Québec [Il ], la puissance d' électricité 
se décompose de la façon suivante: le chauffage des locaux prend la plus grande partie de la 
facture d'électricité avec plus de 54% de la consommation d' électricité par utilisation. Tandis 
que, le chauffe-eau peut représenter jusqu'à 20% de la facture d'énergie, particulièrement pour 
ceux ayant une grande famille qui consomme beaucoup d'eau chaude. Les appareils ménagers 
consomment 18%, cette puissance se répartit comme suit: le réfrigérateur 33%, la sécheuse 
18%, la cuisinière 15%, et autres charges. Enfin, l'éclairage et autres appareils ne consomment 
globalement que 5% et 3%, respectivement [Il ], [16]. La Figure. 1-3, illustre l'électricité 
utilisée dans une résidence, en pourcentage, par usage en 2009 au Québec. 
Appareils ménagers 
Éclairage 
FIGURE 1-3 Répartition de la puissance d'électricité par usage au Québec [Il ]. 
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Bien que le chauffage de l'espace est la principale charge qui a un impact significatif sur 
la facture d'électricité pendant les hivers froids, les tarifs d'électricité demeures concurrentiels 
selon les données fournies par la société d'état en 2014. C'est d'ailleurs au Québec qu'on 
trouve le tarif le moins cher par kilowattheure, comparé à la plupart des provinces canadiennes 
et des États Unis [ 17]-[ 19]. La Figure. 1-4, montre une comparaison des prix moyens de 
l'électricité pour certaines villes d'Amérique du Nord pour les années 2014 et 2016. Sur cette 
figure, les tarifs d'électricité moyens de l'année 2016 varient de 7.23 cents/k:Wh à Montréal 
à 29.52 cents/kWh à New York. En outre, pour la plupart des villes, le prix d'électricité a 
augmenté entre 2014 et 2016 d'environ 4.01 cents/k:Wh à Toronto, 3.6 cents/k:Wh à Chicago 
et 3.22 cents/kWh à Seattle, alors que Montréal jouit favorablement d'un prix très bas compa-
rativement aux autres villes. Or, selon l'Union des consommateurs du Québec, il est difficile 
d'établir une comparaison équitable de la facture totale d'électricité. Ceci est dû à la différence 


















FIGURE 1-4 Comparaison du prix de l'électricité entre certaines villes d'Amérique du Nord en 
2014 et 2016 [ 11 ]. 
Ce qu'il faut considérer surtout pour indiquer si un client québécois paie cher ou pas, 
c'est le coût investi par Hydro-Québec pour la production et le transport jusqu'au point de 
branchement, notamment pendant la période de forte demande. Or, ceci coûte deux fois 
moins cher au Québec de produire l'électricité que dans la plupart des états et provinces avec 
lesquelles la comparaison est effectuée [ 19], [20]. 
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La problématique de la prévision de la demande d'électricité dans les résidences situées 
dans les régions nordiques comme le Québec met en jeu des facteurs divers et variés qui 
rendent la puissance fluctuante. Cette dernière est déterminée principalement par trois facteurs: 
les conditions météorologiques de la région (principalement la température extérieure), les 
caractéristiques du bâtiment et les habitudes de consommation. D'autres facteurs, en revanche, 
interviennent indirectement dans le processus de prévision, par exemple, les incertitudes 
des prévisions des conditions météorologiques, les incertitudes sur le comportement des 
habitants et les modèles choisis, les contraintes liées aux données mesurées et à la fréquence 
d'échantillonnage, etc [21 ]. La présence de ces incertitudes entraîne une volatilité dans la 
précision de la prévision de la demande. Dans cette sous-section, nous décrirons en particulier 
les trois premiers facteurs clés qui font varier la puissance électrique. 
1.1.1 Conditions météorologiques: Température extérieure 
Parce que la position géographique du Québec est soumise à un grand écart de température 
dans une journée, lors des périodes de grand froid, la température extérieure a un impact très 
important sur la demande énergétique de chauffage électrique. L'appel de puissance de ces 
charges s'étale de novembre à mars, avec une demande d'électricité qui occupe environ 60%. 
La Figure. 1-5 montre un exemple réel des variations journalières moyennes de la température 
et la puissance totale d'une maison localisée à Montréal. 
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FIGURE 1-5 Les températures et les puissances d'électricité journalières moyennes [22] 
Les pics importants de la demande d'électricité (pics encerclés en noir) correspondent aux 
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pics des températures journalières moyennes. Cette situation particulière influence profondé-
ment la demande d'électricité des occupants québécois et augmente à la fois la demande et les 
variations des pics en puissance. 
1.1.2 Caractéristiques du bâtiment 
Au Québec, une grande majorité des bâtiments résidentiels sont faits avec une ossature de 
bois qui est privilégiée par rapport à celle en acier en raison des besoins d'isolation imposés 
par les baisses de température. Pour cette raison, le bâtiment québécois doit être muni d'un 
système d'isolation thermique de qualité pour assurer une consommation énergétique efficace. 
Dans cette thèse, il a été choisi de considérer principalement l'analyse de niveau d'isolation 
thermique globale qui nous sera utile dans le chapitre 3. Celle-ci peut entraîner des pertes de 
chaleur qui peuvent atteindre environ 43% du total des pertes de chaleur. Et les fuites d'air 
causées par infiltrations peuvent représenter jusqu'à 25% des pertes de chaleur. Tandis que, 
les portes et les fenêtres peuvent représenter jusqu'à 32% des pertes de chaleur [11 ], [23]. 
1.1.3 Les habitudes de consommation 
La présence et les habitudes des occupants ont aussi un impact considérable sur la variation 
de la demande d'électricité des bâtiments résidentiels. Le comportement et les activités 
aléatoires des occupants figurent parmi les facteurs explicatifs des écarts entre la consommation 
réelle mesurée et les prévisions. Dans ce sens, le nombre d'occupants a ainsi une incidence sur 
le degré d'utilisation des appareils électriques énergivores. Les phénomènes comportementaux 
causés par les activités et le mode de vie des occupants sont directement liés à la variable 
temporelle, et incluent la tendance saisonnière, les tendances hebdomadaires, journalières et 
horaires. Ces tendances peuvent caractériser les changements dans la demande entre les week-
ends, les jours fériés et les jours ouvrables. Dans certains cas, ces tendances sont utilisées pour 
identifier le calendrier temporel sur les actions telles que, l'utilisation des appareils électriques, 
ainsi que la gestion des consignes de chauffage. L' introduction de l'effet temporel ou calendaire 
dans la prévision de la demande pourrait permettre d'élaborer des scénarios réalistes du temps 
d'utilisation d'électricité liée à l'activité des occupants. Ces scénarios admettent une meilleure 
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compréhension de la demande résidentielle d'électricité des bâtiments, mais également une 
gestion plus précise de cette demande [24]. 
1.1.4 Bénéfices de la prévision de la demande d'électricité des bâtiments 
Les prévisions de la demande d'électricité faite dans le contexte du REl peuvent se faire 
au niveau du gestionnaire du réseau et aussi au niveau du consommateur. Toutefois, la plupart 
des études de modélisation et de prévision ont été réalisées à l'échelle de l'utilité qui est 
propriétaire de toutes les informations de puissance agrégée de l'ensemble des maisons, de 
quartier et voir de ville. 
Par contre, la réalisation de cette prévision au niveau du client apporte plusieurs avantages, 
car il est possible d'agir sur la gestion locale de sa demande. À titre d'exemple: 
- Permet au client de prendre des décisions en temps-réel sur la gestion de sa puissance 
[25], et ce, afin d'aider ce dernier à corriger ou changer ses habitudes et optimiser 
sa demande en électricité. Par exemple, un rapport détaillé sur la consommation 
thermosensible 2 pourra aider l'utilisateur à détecter une demande de puissance, en 
proposant une amélioration de l'isolation de sa résidence, ou en changeant la consigne 
de la température intérieure, etc. 
- Permet d'améliorer le pouvoir explicatif qui a été souvent négligé dans la prévision 
de la demande et ceci par une dissociation de l'ensemble des facteurs qui causent une 
puissance élevée. Par exemple, la connaissance de la dépendance entre la puissance 
totale et la température extérieure peut aider le client à expliquer la portion de la 
puissance due seulement à la température, en excluant les effets du vent et le soleil. 
- Permet de déterminer les moments et les activités qui sont à la base de certaines 
surconsommations afin d'aider le client à mieux planifier sa demande, ou intégrer 
d'autres sources d'énergies renouvelables [27]. 
Dans ce cas, l'utilité doit profiter de cette nouvelle situation pour laquelle des millions de 
clients peuvent passer d'un statut de consommateur à celui de fournisseur et gestionnaire de 
2. Thermosensibilité d'un bâtiment correspond à l' effet de fluctuation de la puissance en fonction de la 
température [26]. Ce phénomène est caractérisé par le gradient de température qui s'explique essentiellement par 
l'usage de charges de puissance électrique, afin de maintenir le bâtiment à une température constante [21 ]. 
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leur demande d'énergie, et cela permettrait d'alléger la charge sur le réseau et de diminuer la 
dépendance à l'égard des opérateurs [27]. 
Toujours auprès du client, voici trois sources de données qui peuvent être utilisées afin 
de réaliser la prévision de la demande d'électricité en exploitant l'infrastructure de mesurage 
avancée existante (Figure. 1-6) : 
- Compteur électrique intelligent; 
- Informations générées par les charges électriques; 
- Données météorologiques. 
+il " 
~[I i ~ ---._ Compteur 
intelligent 
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Exploration de données . ./ 
Service météorologique 
Données météo 
immédiates et futures 
FIGURE 1-6 Composantes d'un système de prévision de la demande d'électricité auprès du 
client. 
Compteur électrique intelligente: Avec la venue de ce produit technologique intelligent, 
plus de 4.8 millions de compteurs intelligents ont été installés dans des maisons en Ontario, en 
2014 [28], et 3.75 millions dans toute la province de Québec d'ici 2018 [29]. Avec cette source 
de données, il devient possible de communiquer dans les deux sens, vers les clients et vers 
l'utilité. Il peut recevoir des informations qui viennent du gestionnaire de réseau de distribution, 
comme il peut aussi recevoir de l'information relative aux clients. Avec le compteur intelligent 
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qui mesure et analyse l'information en temps-réel, un grand nombre de données de l'énergie 
consommée deviennent disponibles . L'ensemble de ces données contribue à une meilleure 
compréhension de la demande électrique du bâtiment et également à une gestion plus précise 
de la demande [30]. De plus, le client peut connaître sa consommation en kilowattheures 
en temps-réel de jour en jour et même d' heure en heure [31 ], au lieu d'une consommation 
cumulative tous les deux mois . 
En outre, les compteurs intelligents offrent la possibilité, à l' avenir, de recueillir les données 
directement auprès du client, plutôt que les demander à l'utilité. Pour, le marché de l'énergie 
électrique par exemple: OpcnEnergyMonitor 3 propose d'utiliser des capteurs moins chers 
qui mesurent la quantité d'énergie qui passe directement à travers le compteur. Un exemple de 
ces capteurs Optical Utility Meter LED Pulse Sensor à 34 CAD peut lire exactement ce que le 
compteur mesure [32]. 
lriformations générées par les charges électriques: Il y a une autre direction dans le domaine 
de REl à partir de laquelle il est possible de générer de l'information pour réaliser la prévision 
de la puissance d'électricité. Elle utilise des thermostats communicants qui fournissent les 
données de la température intérieure de la maison sans à installer des capteurs de mesure. Il 
permet de transmettre l'information de la température directement au système de prévision 
de la demande. Ainsi, il aide à piloter le chauffage électrique localement ou à distance par 
une liaison WiFi. En effet, les données des températures intérieures collectées permettent de 
calculer l'écart de température qui contribue à l'analyse de la thermosensibilté des résidences. 
Les données météorologiques: Les données météorologiques immédiates et futures, telles 
température extérieure, la vitesse du vent et ensoleillement, constituent la troisième source 
d'informations. Ces données sont très utiles pour la prévision de la demande, parce que leur 
source est fiable et leur précision est plus au moins exacte comparée aux prévisions simulées ou 
faites localement, ce qui les rend utilisables avec les modèles de prévision de la demande avec 
des incertitudes quantifiées. Ces données ainsi que leurs incertitudes sur différents horizons 
3. https: Il openenergymoni tor. orgl 
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sont fournies par les stations météorologiques, à savoir : Environment Canada 4, Weather 
Underground 5, Weather Network 6 [33], entre autres. 
1.2 Problématique 
Cette thèse s'articule autour du problème de la modélisation et de la prévision à court terme 
de la demande électrique dans le cadre du programme de gestion d'énergie dans le secteur 
résidentiel. Notre intérêt porte sur un modèle explicatif et prédictif de la puissance totale 
auprès du client sur un horizon de vingt-quatre heures, à partir de prospection de données. 
Dans la littérature scientifique, de nombreuses approches basées sur l'exploration de 
données sont proposées afin de construire des modèles automatiques prédictifs de la puissance 
électrique résidentielle. Cependant, pour réaliser les prévisions, la plupart de ces approches 
proposent d'enrichir les modèles par un ensemble de facteurs, par exemple, le vent, l'humidité, 
l'ensoleillement et la température, plutôt que de faire une analyse de la contribution de chaque 
facteur sur les variations de la demande par un modèle de pouvoir explicatif. Or, la gestion 
locale de la demande d'électricité totale dépend de la précision de sa prévision. Cette dernière 
s'améliore si on considère un modèle très détaillé à partir des données plus descriptives du 
bâtiment et les mesures météorologiques. 
Actuellement, il existe différentes approches physiques basées sur des logiciels de si-
mulation énergétique détaillée permettant de comprendre la modélisation et de prédire la 
puissance électrique. Cependant, des problèmes liés à la mise en place d'un système de 
prévision automatisé les rendent moins intéressantes à savoir: 
1. Complexité : les outils de simulation énergétique nécessitent des compétences en 
thermique du bâtiment, et une connaissance accrue de la maison étudiée [34]. En cas 
d'erreur ou d'oubli dans l'ajout de ces informations, il y aura un impact négatif sur les 
performances des résultats. 
2. Intrusion: ces approches peuvent demander des informations sur la connaissance de 
la taille, des dimensions, de l'orientation du bâtiment, en plus d'une enquête sur le 




nombre de résidents, ce qui est difficilement réalisable dans le cas d'un parc résidentiel, 
voir un quartier. 
3. Coût d'accès aux informations: 
- Obtenir des informations détaillées spécifiques au bâtiment avec ces méthodes 
requiert un déplacement de techniciens pour la collecte des données [34]. Il faut 
savoir que cette interversion coûte cher pour le fournisseur d'électricité. 
- Les besoins de déploiement et d'installation d'un système de mesurage avancé 
pour accéder à la puissance et aux données météorologiques de bonne qualité 
nécessitent des ressources dispendieuses. Par contre, cela coûtera moins cher si 
le consommateur exploite les infrastructures existantes incluant les compteurs 
intel1igent~, les thermostats communicants et certaines stations météo gratuites. 
Par ailleurs, la littérature scientifique a proposé une famille d ' approches statistiques 
facilitant l'exploration et l'analyse des données sans le besoin des caractéristiques physiques 
du bâtiment. Bien que ces modèles soient non-intrus ifs, leur application se concentre sur les 
prévisions pour servir le gestionnaire du réseau en fournissant une valeur future de demande en 
électricité, plutôt qu'aider le client à comprendre sa consommation afin qu' il puisse décider et 
gérer sa propre demande. En effet, rares sont les modèles qui se focalisent sur la réalisation des 
prévisions auprès du consommateur de manière adaptative avec un minimum de mesures. Dans 
ce cadre, les modèles actuels proposent des prévisions basées sur l'apprentissage hors ligne 
à partir d'une grande base de données de mesures de puissance et données météorologiques. 
Le problème avec cet apprentissage est que les estimateurs nécessitent plusieurs années de 
données mesurées pour former le modèle, réaliser l'apprentissage, tester et valider. Une fois 
ces étapes réalisées, le modèle commence à fournir les résultats d'analyses. Par contre, les 
modèles adaptatifs permettent d'introduire les informations préalables sur le profil de la 
puissance et apprennent au fur et à mesure que les nouvelles observations arrivent. Ceci va 
aider le modèle à s'adapter aux nouvelles dynamiques de la demande électrique à chaque 
nouvelle observation. 
Or, la mise en action de ces scénarios prévisionnels auprès du client peut rendre la 
problématique de la modélisation complètement différente. Ceci nécessite de disposer d'un 
modèle de pouvoir explicatif basé sur une compréhension optimale de la consommation 
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thermosensible du bâtiment et une connaissance moindre des données intrusives qui permettent 
une meilleure anticipation de la consommation d'électricité totale. Toutefois, dans le contexte 
québécois où la demande en électricité est très sensible à la température extérieure, il faut 
donc trouver un moyen pour compléter le modèle prévisionnel avec un modèle explicatif en 
introduisant: 
1. Les aléas de la température extérieure pour expliquer la consommation thermosensible 
due principalement à l'utilisation du chauffage d'espace affectées directement par les 
changements des températures, ainsi que les autres usages tels que la climatisation et 
la piscine en été; 
2. La variable temporelle sur une base de l'effet calendaire pour expliquer la puissance 
causée par d'autres phénomènes tels que les activités et le mode de vie des occupants; 
3. L'aspect adaptatif pour suivre à chaque instant les changements en besoin d'énergie 
produite par les variations climatiques et comportementales des occupants et passer 
d'une version figée de l'explication de la demande à une version évolutive permettant 
une compréhension et un suivi de manière adaptative. 
1.2.1 Objectifs de la thèse 
Être de plus en plus explicatif et précis dans les prévisions de la demande d'électricité 
résidentielle, en estimant les valeurs futures de la consommation, constitue la motivation de 
cette thèse. L'objectif primordial de ce travail est de proposer une approche explicative et 
prédictive capable de décrire de manière adaptative la demande en électricité. C'est dans ce 
contexte que ce projet de recherche s'est défini, il vise à construire un cadre de modélisation et 
de prévision de la demande totale à court terme, qui repose sur l'exploration des relations entre 
les données mesurées. Étant donné que, ces relations contiennent de l'information cachée sur 
la consommation, on essaye d'extraire la consommation thermosensible et celle qui se base 
sur l'effet calendaire afin d'améliorer les connaissances du client sur sa demande. 
Divers sous objectifs ont été fixés: 
- Conception d'un modèle d' exploration des données de type boîte noire appliqué 
aux maisons réelles, qui peut identifier et reproduire le comportement thermique du 
bâtiment face aux excitations météorologiques; 
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- Développement d'une approche non-paramétrique explicative et prédictive, capable de 
décomposer la puissance totale en deux composantes, et identifier les fluctuations de la 
demande électrique dues aux aléas de la température extérieure; 
- Proposition d'une approche combinée (non-paramétrique et paramétrique) qui prend 
en compte l'aspect comportemental de l'occupant à partir de la variable calendaire et 
identifier comment le client consomme en fonction de l'heure de la journée, et du jour 
de la semaine. 
1.2.2 Contributions 
A: La composante thermosensible de la demande électrique 
1. Développement d'une approche non-paramétrique adaptative qui permet l'apprentis-
sage adaptatif du comportement thermique du bâtiment et le suivi des changements de 
la demande d'électricité. 
2. Extraction de la thermosensibilité de la demande d'électricité québécoise produite par 
l'aléa de la température. Le comportement thermique et énergétique de la résidence 
permet de calculer le coefficient de déperdition du bâtiment qui contribue à l'éva-
luation du niveau d'isolation global, et cela, sans aucune information préalable des 
caractéristiques thermiques des maisons étudiées. 
B : La composante résiduelle de la demande électrique: La composante de la demande non 
explicable par la température extérieure représente la composante non thermosensible appelée 
aussi "résiduelle" qui définit l'écart entre la demande totale mesurée et la part thermosensible. 
La modélisation et la prévision de cette composante ont été élaborées pour expliquer la partie 
non déterministe de la demande. Cette partie est caractérisée par la périodicité de quelques 
phénomènes qui sont fortement influencés par l'effet calendaire, relié au temps d'utilisation 
de l'électricité. 
La démarche adoptée dans cette thèse consiste à élaborer une modélisation de la compo-
sante résiduelle de la puissance d'électricité totale qui vise à : 
1. Diviser la composante résiduelle en deux séries temporelles, une positive et l'autre 
négative, et proposer un nouveau mécanisme de modélisation de ces deux résidus, en 
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tenant en compte de la cyclicité des phénomènes non déterministes environnementaux 
et comportementaux. 
2. Proposer une approche non-paramétrique basée sur l'estimation de l'espérance condi-
tionnelle des résiduels afin de repérer en ligne le calendrier d'utilisation périodique 
d'électricité, sans connaissance préalable de la relation entre la puissance électrique 
connexe et le temps d'utilisation de l'énergie. 
3. Développer une procédure adaptative capable de réaliser un apprentissage en-ligne en 
suivant les changemenl<s non-linéaires du profil des résidus sous-estimés et surestimés 
qui varient selon les habitudes de vie et les technologies nouvelles installées dans les 
résidences. 
1.2.3 Structure de la thèse 
Le contenu du chapitre 1 constitue la démarche du développement de la méthodologie de 
la modélisation et de prévision à court terme de la demande d'électricité. 
Le chapitre 2 présente un état de l'art sur les modèles de prévision à court terme de 
la demande d'électricité. On y trouve d'abord une section qui décrit brièvement les quatre 
catégories de l'horizon de prévision, suivie par une section sur les aspects généraux du 
problème de la prévision. Nous abordons dans cette section la façon dont l'apprentissage 
statistique est appliqué au problème de la modélisation énergétique d'un bâtiment. Une autre 
section a été adressée aux trois approches de modélisation qui regroupe les modèles physiques, 
boîtes noires et grises. Nous justifions aussi le choix de l'approche appliquée dans cette étude 
et nous présentons la structure de l'ensemble des modèles proposés pour la prévision de la 
demande. Le chapitre 3 propose l'étude de la themosensibilité de la demande québécoise 
en se basant sur un minimum de données pour analyser la relation entre la demande des 
résidences réelles, localisées à Montréal, et la température extérieure. Cette analyse a été 
réalisée à l'aide d'un modèle explicatif non-paramétrique basé sur l'estimateur par noyau 
gaussien mono-variable et multi-variables, qui ne requiert aucune connaissance préalable des 
caractéristiques thermiques des résidences. 
Une évaluation de la performance thermique de la résidence a été effectuée en considérant 
une transformation logarithmique sur les données de demande électrique. Une autre section a 
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été consacrée à l'analyse de la sensibilité du modèle afin de prendre en compte les incertitudes 
sur les données d'entrées. Il est en effet nécessaire de tester la robustesse du modèle aux 
incertitudes sur la prévision de la température, en propageant les incertitudes fournies par cinq 
stations météo sur la température réelle et voir leurs impacts sur la thermosensibilité. Ensuite 
une analyse comparative de la performance de la prévision de la composante thermosensible 
vis-à-vis celles obtenues avec les modèles de réseaux de neurones et les modèles linéaires a 
été réalisée. 
Au chapitre 4, une approche combinée de modélisation et de prévision de la composante 
résiduelle a été présentée de manière à assurer son couplage avec l'approche de prévision de 
la composante thermosensible présentée au troisième chapitre. L' idée originale de ce chapitre 
est d'extraire les périodicités de la composante résiduelle relatives à l'utilisation des appareils 
électriques et aux comportements stochastiques des occupants. Ensuite la méthodologie 
qui permet d'établir l'approche proposée a été prés~ntée, en introduisant un modèle non-
paramétrique adaptatif basé sur l'estimateur par noyau gaussien cyclique, en rapport avec 
l'effet calendaire. Par la suite un modèle de régression paramétrique a été employé. Ce modèle 
utilise en entrée la tendance-cyclique identifiée du résiduel pour prédire une composante 
résiduelle simulée. Le chapitre se termine par des comparaisons des modèles proposés avec 
d'autres méthodes connues dans l'analyse des résiduels. Ces comparaisons ont été réalisées et 
discutées afin d'évaluer la précision de la prévision du résiduel et de la demande d'électricité 
totale. Dans le chapitre 5, les principales contributions, les limites de notre recherche et les 
perspectives envisagées pour la poursuite de ce travail ont été synthétisées au sein d'une 
conclusion générale. 
, 
Chapitre 2 Etat de l'art 
Depuis l'évolution industrielle successive et suite aux demandes accrues en matière d'éner-
gie électrique, les prévisions sont devenues une nécessité impérative afin de répondre aux 
besoins futurs en électricité et maintenir l'équilibre avec la production [35]. Soumises en 
permanence à de nombreux facteurs, la production et la puissance électrique évoluent en tout 
temps [36]. Pour mieux anticiper l'équilibre entre l'offre et la demande et acheminer l'élec-
tricité nécessaire à toutes les résidences à chaque instant, le fournisseur d' électricité utilise 
essentiellement l'historique de la puissance et les données météo relatives à la température, la 
vitesse du vent et l' ensoleillement. À la fin, c'est le comportement de chaque occupant qui 
détermine le niveau de puissance et la demande d'énergie réellement atteints [24], et ceci à 
travers ses activités et ses utilisations des appareils électriques installés dans la résidence. 
Bien que la capacité de stockage de l'énergie électrique est limitée dans les bâtiments, de 
nombreuses incertitudes sur la gestion de la demande et l'économie de la puissance d'électricité 
résidentielle sont mises en question. La plus importante incertitude concerne l'utilisation des 
appareils énergivores et l'horizon auquel nous pouvons envisager une gestion locale efficace 
d'énergie pendant les heures de pointe journalière. Pour couvrir ces incertitudes, plusieurs 
approches et méthodes ont été élaborées selon les besoins en prévision à court, moyen et à 
long terme, et ainsi en fonction de l'application. 
Parmi ces méthodes figurent celles de l'apprentissage statistique qui sont appliquées dans 
les projets de prévision de la demande d'électricité à échelle de l'utilité [1 5]. Pour le côté 
client, ces modèles peuvent être employés aussi en utilisant l'information de la puissance 
générée et consommée, avec une fréquence des mesures faible. Dans ce contexte local, les 
fluctuations de la puissance électrique réagissent rapidement aux conditions climatiques et aux 
comportements non déterministes des occupants. Puisque notre analyse portera principalement 
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sur la prévision à court terme, nous présentons dans ce chapitre un panorama général sur 
les méthodes de modélisation et prévision de la demande d'électricité, identifiées dans la 
littérature comme les techniques les plus importantes pour la prévision à court terme de la 
demande énergétique. 
2.1 Horizon de prévision 
Avant de présenter les modèles de prévision de la demande d' électricité, il est souligné 
que la prévision peut être divisée en quatre catégories en fonction de l'horizon temporel: 
- prévision à très court terme (Very Short Term Load Forecasting (VSTLF), en anglais) 
pour les analyses avec un horizon de moins d ' une heure (p.ex. aux 15 minutes) à 
l'avance [1]. 
- prévision à court terme Short Term Load Forecasting (STLF) qui est de quelques 
heures à un jour à l'avance. Cet horizon est nécessaire à l'anticipation des charges 
électriques énergivores pendant les heures de pointe et à la gestion locale de la demande 
journalière [1], [30]. Notre étude se concentre sur la prévision à court terme, auxquels 
cas nous pouvons envisager et anticiper une GLDD dans le bâtiment résidentiel. 
- prévision à moyen terme Medium Terrn Load Forecasting (MTLF) qui est généralement 
de quelques semaines. Cet horizon est utilisé pour planifier la maintenance et les 
équipements de l'industrie de production d ' électricité, ainsi pour envisager les ventes 
prévues, et les budgets à dépenser pour acheter les machines aidant à augmenter la 
production [1] , [3]. 
- prévision à long terme Long Term Load Forecasting (LTLF) qui est de plus d'un an. 
L'horizon est appliqué par les industries d' électricité pour gérer les réserves d'énergie 
en planifiant d'augmenter leurs capacités de production, transmission et distribution 
d'énergie électrique [ 1], [3], [37]-[39]. 
La Figure. 2-1 montre les quatre classes de prévision de la demande électrique. Il est à noter 
que toutes les catégories d'horizons nécessitent essentiellement l'historique de la demande 
électrique, les informations météorologiques (selon la disponibilité des informations), mais 
aussi les données économiques et démographiques pour le cas des prévisions à long terme. 
VSTLF 
.... 
Classification de la prévision de la demande 
électrique selon l'horizon 
-r .... STLF ~ MTLF ~~ LTLF 




Seconds Minutes Heure Jour Semaine Mois Année Décennie Horizon 
Gestion de la demande Planification !lu POlitique 
d'électricité système éuel'gétlquc 
FTGURE 2-1 Classification et application de la prévision de la demande d'électricité [40] 
2.2 Formulation et aspects généraux du problème de prévision 
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De façon générale, un modèle de prévision a pour objectif de simuler l'évolution tem-
porelle de la variable à prédire sur un horizon donné. Au départ, il y a les équations qui 
décrivent la prévision comme un problème de régression. Cette dernière est très importante en 
apprentissage statistique lorsque l'objectif est d'identifier la fonction qui permet l'estimation 
de la variable concernée à partir de l'historique des observations ou des mesures. 
Afin d'accomplir la prévision de la demande d'électricité, il faut modéliser d'abord la 
puissance qui est une variable quantitative à partir de l'historique des données disponibles 
et les variables explicatives qui sont aussi quantitatives. Pour cela, il existe deux familles de 
modèles : le premier utilise seulement le passé des observations de la variable à expliquer 
elle-même et le deuxième utilise l'ensemble des variables explicatives. 
1. modèles auto-régressifs ou uni-variés Autorégressif (AR); 
2. modèles avec variables exogènes Autoregressive with eXternal inputs (ARX). 
Avant de définir les deux modèles, nous introduisons la notation mathématique générale 
pour le problème de modélisation, ainsi que pour la description des méthodes AR et ARX de 
l'état de l'art. Pour cela, la nomenclature suivante est adoptée: 
- k correspond à l'index du temps discret; 
- Yk est une estimation de la mesure Yk ; 
- 't" E Z est un horizon de prévision; 
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- Yk+-r est une estimation à l'horizon -r; 
- Yk = {Yk-ih=o, .. . ,N est un vecteur contenant les N + 1 dernières mesures à partir du 
temps présent k; 
- x~ = {.x{-M}j=O, ... ,M : dénote les valeurs de la variable explicative à l'instant k; 
- Xk est un vecteur concaténant toutes les entrées du modèle ciblant une estimation Yk ou 
YkH' Ce vecteur est construit de la façon suivante: 
(2-1) 
Les modèles autorégressifs exploitent les dépendances temporelles entre les données d'une 
série temporelle sans étudier la dépendance avec les variables explicatives. C'est à dire, 
la variable exogène est liée aux observations de la puissance électrique Yk elle-même et 
son historique. Mathématiquement, il faut chercher une fonction de prévision de la forme 
YkH = f(Yk)' Par contre, les modèles avec des variables exogènes expliquent la relation entre 
les facteurs quantitatifs et la puissance elle-même. Parmi les facteurs les plus utilisés dans la 
prévision de la demande sont: 
- Le temps calendaire; 
- Les données météorologiques: 
- température extérieure 
- ensoleillement 
- vent 
- Les données provenant des systèmes de mesurage et des charges communicantes (par 
exemple: le compteur intelligent et le thermostat communicant). 
En effet, en fonction de la disponibilité des variables, deux types de modèles avec des 
variables exogènes peuvent être considérés dans un problème de prévision: 
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1. Modèle régressif pour une prévision directe: scénario de la relation entre le passé des 
variables explicatives et le présent ou le futur de la variable à prédire, comme illustré 
dans la Figure. 2-2. Dans cette dernière, les facteurs exogènes sont représentés par 
l'ensemble des données Xk. Dans ce cas, il faut chercher à estimer la fonction de la 
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FIGURE 2-2 Modèle régressif pour la prévision directe de la demande d'électricité résidentielle. 
Le modèle direct considère une forte corrélation entre le présent des facteurs explicatifs 
et le futur de la variable d'intérêt. Ce qui est évidemment difficile à assurer, surtout 
avec des facteurs météorologiques hautement stochastiques comme la température 
extérieure, le soleil et la vitesse du vent. Cependant, lorsque le lien entre la puissance 
et un facteur mesurable dans le présent est connu, l'incertitude de ce facteur dans le 
futur va affecter directement la qualité de la prévision de la puissance. 
2. Modèle régressif pour une prévision indirecte: pour ce scénario, les prévisions des 
variables exogènes fournies par les services météorologiques sont utilisées au lieu 
des mesures locales. Pour ce cas, la disponibilité de données exogènes futures est 
fondamentale. Étant donné l'élan des technologies de l'information et de la communi-
cation, il est de plus en plus facile d'accéder aux prévisions météorologiques de haute 
précision. 
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En termes d'information, le modèle direct doit être équivalent au modèle indirect si 
une prévision locale des facteurs exogènes est employée. C'est-à-dire, dans le cas où les 
prévisions météorologiques ne sont pas disponibles, il est possible de construire un modèle 
de prévision autorégressif pour les variables exogènes de la forme Xk+h = g(Xk). Par la suite 
les prévisions peuvent être utilisées pour estimer le futur de la puissance en suivant la chaîne 
Yk+-r: = h(xk+-r:) = h(g(xk)). Ceci peut fonctionner aussi par la construction d'un modèle de 
prévision direct Yk+r = f(xd· 
Généralement, le travail de modélisation de la puissance consiste à trouver une expression 
mathématique cohérente avec la nature des données disponibles et le comportement du 
système représenté par le bâtiment résidentiel. En effet, un modèle adapté à la problématique 
de prévision de la demande d'électricité doit considérer les aspects suivants: 
- l'incertitude des variables exogènes; 
- le comportement peu déterministe des occupants; 
- la disponibilité des données de prévision météorologique. 
Parmi un éventail assez large des méthodes de régression, nous présentons les modèles 
de prévision à court terme qui ont été développés et testés au cours des dernières décennies. 
Les méthodes de prévision les plus utilisées peuvent être classées en (i) Modèles physiques de 
type boîte blanche, (ii) Modèle de type boîte noire et (iii) modèles de type boîte grise. Ces 
modèles sont présentés aux sections 2.2.1, 2.2.2 et 2.2.3. L'étude de la littérature des modèles 
prédictifs populaires couvrant les trois groupes sont présentés dans [4 1]-[43]. En effet, ces 
trois types de modèles ont été classifiés, et comparés afin de déterminer les caractéristiques et 
les limites liées à la modélisation de la demande d'électricité résidentielle. 
2.2.1 Modèles boîte blanche 
La modélisation physique de type boîte blanche est basée sur les lois physiques pour 
estimer la demande en électricité résidentielle [44]. Elle est principalement utilisée lors de 
la phase de conception, par exemple pour le dimensionnement des équipements (CVCA 1). 
Les modèles physiques utilisent un ensemble complet d'équations basées sur la géométrie 
détaillée des zones thermiques à modéliser, les propriétés des matériaux, et les caractéristiques 
l. Chauffage, ventilation et conditionnement de l'air 
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énergétiques des bâtiments afin de modéliser les charges CV CA et décrire avec précision la 
dynamique du bâtiment [30]. 
Les modèles physiques ont été implémentés dans plusieurs logiciels de simulation de 
bâtiment, certains sont présentés dans [45], [46]. Les outils de simulation les plus utilisés sont 
EnergyPlus, ESP-R, et TRNSYS [30], [47], [48]. Ces logiciels se basent sur les propriétés 
physiques des bâtiments pour simuler la consommation d'électricité et estimer la température 
intérieure dans une maison sur différentes échelles du temps (année, mois, jour ou heure) [49]. 
De plus, la simulation peut être effectuée pour différents endroits dans le monde avec des 
fichiers météo spécifiques à la ville choisie. Un exemple de vue d'un bâtiment virtuel réalisé 






FIGURE 2-3 Vue d'un modèle du bâtiment crée avec le logiciel EnergyPlus+SketchUp [50]. 
Ces modèles sont appliqués pour prédire le comportement thermique d'un bâtiment, y 
compris la demande d'électricité. Ils sont considérés comme les seules méthodes capables de 
modéliser la puissance d'électricité sans la nécessité de l'information historique de la demande 
[21 ]. Toutefois, leur efficacité est limitée en raison de l'énorme temps et coût qu'il faut pour 
que l'utilisateur puisse obtenir et définir tous les paramètres et les caractéristiques du bâtiment 
[51]. En outre, des informations spécifiques et détaillées sont requises sur la structure du 
bâtiment, l'équipement CVCA installé, les conditions météorologiques, l'emplacement et 
l'orientation de la résidence [30], [51]. 
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Pour une étude sur la prévision de la demande d'électricité d'un bâtiment résidentiel 
existant, les modèles physiques sont intrus ifs dans le sens où leurs calibrations requièrent 
beaucoup d'informations et ceci ne correspond pas à l'objectif de la thèse qui repose sur une 
prévision avec un minimum de capteurs et de mesures. Par conséquent, les modèles physiques 
sont écartés pour ce travail, ainsi, ils sont inadéquats pour décrire les comportements des 
occupants. Ces derniers sont modélisés dans les simulateurs boîte blanche par des valeurs 
représentatives, ou par des scénarios déterministes [24]. Or, dans le cas réel, l'occupation 
ne peut pas être prédéfinie par un profil identique. Pour cette raison, les modèles physiques 
ne peuvent pas être retenus comme une solution à la problématique de caractérisation de 
l'occupation qui varie largement et de manière imprévisible. 
La modélisation inverse qui englobe les modèles boîtes noires et grises est une solution 
alternative pour l'analyse de la performance énergétique des bâtiments existants. Elle est 
adaptative, et plus facile à paramétrer que les modèles physiques [48]. 
2.2.2 Modèles boîte grise 
Les modèles boîte grise ou semi-physiques ont un concept intermédiaire qui consiste à 
combiner la modélisation physique pour simuler le comportement thermique du bâtiment et les 
modèles boîte noire que nous abordons dans 2.2.3. Les modèles boîte grise sont physiquement 
compréhensibles et s'adaptent à la réalité des mesures. Ils ont été introduits au début des 
années 90 pour des applications spécifiques de contrôle automatique des systèmes et l'étude 
d'optimisation [47]. Cette catégorie de modèles consiste à modéliser le bâtiment par un 
circuit électrique équivalent [52]. Dans ce cas, ces modèlent impliquent la connaissance des 
paramètres thermiques, tels que la capacité et la résistance thermique de différents ordres 
(RC, R2C2, R3C2, ... ). Les modèles boîte grise reposent sur la modélisation de l'enveloppe 
du bâtiment par analogie électrique, qui permet de comprendre la structure du modèle par 
une observation rapide du circuit équivalent. Dans la Figure. 2-4 nous présentons un modèle 
RC simple d'un bâtiment, montrant la résistance et la capacitance thermique équivalente. 
Les modèles boîte grise ont été appliqués également dans l'implémentation des systèmes de 
contrôle, de la prévision et pour l'amélioration de la demande en électricité dans le bâtiment 
en utilisant des stratégies d'économie d'énergie [47], [53], [54]. En effet, ils peuvent être 
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appliqués dans les cas d'estimation de la demande électrique due au chauffage et au système 
de refroidissement ainsi que dans l'évaluation de la température intérieure [52], [55]. Un 
FIGURE 2-4 Modèle Re simple du bâtiment [56]. 
modèle par analogie thermique-électrique a été développé en [57] pour prédire la charge 
de climatisation et la température intérieure, dont le comportement thermique du bâtiment 
a été modélisé avec treize résistances thermiques et huit capacités (13R8C). Différentes 
combinaisons de résistance thermique et de capacité sont considérées pour les murs internes 
et externes, les plafonds et les planchers et les fenêtres. Il a été combiné avec un modèle de 
régression non-linéaire pour ajuster les paramètres RC. Un autre travail de Swan et al [58], qui 
ont utilisé les modèles physiques pour modéliser le chauffage et la climatisation mixés avec 
les modèles de réseaux de neurones pour modéliser la demande de l'eau chaude sanitaire [21 ]. 
Les modèles boîte grise peuvent être considérés dans le cas où un modèle physique 
du bâtiment est disponible, notamment lorsqu' il s'agit de la modélisation des bâtiments 
existants où généralement il est difficile de reconstruire un modèle physique détaillé [59], 
dans telle situation les modèles boîte grise pourraient s'appliquer. Ils permettent aussi de 
décrire les paramètres thermiques et de garder une signification physique des paramètres du 
modèle de bâtiment. En effet, ils nécessitent des moyens informatiques moins lourds que 
ceux requis par les modèles de boîte blanche, car ils présentent une meilleure flexibilité [52]. 
Cependant, certains inconvénients sont propres à ces modèles, comme la nécessité d'une 
double compétence pour l'utilisateur en thermique du bâtiment et des connaissances des 
modèles boîtes noires. 
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2.2.3 Modèles boîte noire 
Les modèles boîte noire permettent d'estimer la demande en électricité des équipements 
CV CA et la puissance totale du bâtiment à partir des mesures uniquement. Leur précision 
dépend de la quantité et de la qualité des données disponibles. Us peuvent aussi modéliser les 
phénomènes non-linéaires et s'adapter aux changements de la demande d'électricité par un 
apprentissage adaptatif aux nouvelles données d' observations [52]. La Figure. 2-5 montre un 
exemple représentatif de ces modèles qui utilise la base de données qui contient l'historique 
des observations des variables mesurées, en appliquant l'intelligence artificielle pour produire 
la sortie d'intérêt [30]. Bien que les modèles de boîte noire ne donnent aucune interprétation 
Construction du modèle 
• Données d'expertise ................... . 




Estimation des paramètres 




FIGURE 2-5 Structure d'un modèle boîte noire d'un bâtiment. 
physique des résultats du bâtiment étudié [59], [60], ils sont très présents dans la modélisation 
et la prévision de la demande d'électricité. Ils utilisent l' apprentissage statistique qui représente 
un champ d'études de l'intelligence artificielle. 
2.3 Apprentissage Statistique 
Dans le contexte de la modélisation boîte noire, les modèles statistiques sont largement 
utilisés pour la prévision de la puissance électrique et les besoins en chauffage/refroidissement 
dans un bâtiment. Us analysent la relation entre la demande d'électricité et les facteurs 
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explicatifs [61]. Une définition formelle du modèle est donnée par : 
(2-2) 
Où e est un ensemble de paramètres et ek dénote l'erreur avec des hypothèses quelle est 
distribuée normalement avec une moyenne nulle et une variance (J et qu'elle soit non-corrélée 
avec les variables explicatives. 
Quel que soit le domaine d'application, le problème de modélisation doit faire face à deux 
tâches majeures : 
1. Sélection du modèle: plusieurs modèles pour m(xk, e) peuvent être utilisés pour 
expliquer les données observées [62]; 
2. Apprentissage: problème d'estimation des paramètres e permettant d'expliquer au 
mieux une ou plusieurs réalisations avec des hypothèses sur l'erreur [62]. 
Le problème de prévision de la demande d'électricité est complexe et influencé par la 
sélection du modèle. La proposition du bon modèle va aider à traduire le comportement 
thermique et énergétique du bâtiment par des équations mathématiques des phénomènes 
internes et externes qui font appel à la puissance électrique. 
Dans la littérature, autant de modèles de prévision prennent la forme d'une régression 
conduisent à des estimations bien différentes de m(xk , e) et qui génèrent des évolutions 
distinctes de la puissance électrique en fonction des hypothèses supposées sur les données et 
sur la ·fonction mO. En outre, pour l'apprentissage, l' estimation des valeurs des paramètres e 
qui expliquent le mieux les données peut être une tache plus ou moins difficile en fonction du 
type de modèle et des données disponibles. Pour cela, il faut chercher la structure du modèle 
qui colle le mieux possible avec la variable d'intérêt Yk et ceci avec des paramètres bien ajustés 
permettant de minimiser le résiduel ou l'erreur ek. Cependant, en pratique, il est quasiment 
impossible de trouver exactement les Yk à cause de présence d'une combinaison d'incertitudes 
liées implicitement au choix du modèle, à l'ajustement des paramètres ou bien incertitudes 
liées aux données utilisées pour l'estimation. Donc en termes de résiduel, il s'agit d'estimer 
les paramètres de façon à minimiser l' erreur. 
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Dans l'ensemble, l'intérêt récent pour employer les techniques d'apprentissage automa-
tique permettant une meilleure gestion de l'incertitude a débouché sur l'adoption de façon 
presque systématique des méthodes probabilistes, plus spécifiquement de l'inférence statis-
tique. En effet les travaux rapportés dans [63]-[66] ont prouvé l'applicabilité de ces approches 
dans la modélisation de la demande d'électricité résidentielle. Justement, l'apprentissage 
automatique pour la modélisation paramétrique consiste à formuler un problème inverse 
dont les paramètres des modèles seront estimés de façon automatique à partir des techniques 
d'exploration des données. Pour se servir de ces concepts, les méthodes paramétriques et 
non-paramétriques qui sont deux types de modèles de régression utilisés dans l'apprentissage 
statistique sont décrites. 
2.3.1 Régression paramétrique 
Dans le cadre d'apprentissage statistique, les méthodes paramétriques supposent des 
hypothèses et des connaissances préalables sur la forme de la liaison entre la demande 
électrique Yk et les facteurs Xk [67]. Dans ce contexte, la régression vise à déterminer les valeurs 
pour 8 qui expliquent le mieux la variable Yk à partir de la relation lE(YkIXk, 8) = m(xkJ 8). 
C'est-à-dire, la valeur espérée de la demande électrique Yk pourrait être identifiée en estimant 
la moyenne en fonction de la distribution conditionnelle p(Yklxk , 8) [68]. 
En outre, la démarche de la régression paramétrique se base sur deux estimateurs de 
modélisation de la demande résidentielle d'électricité. Elle consiste à utiliser le Maximum 
Likelihood Estimation (MLE) et l'estimateur Maximum A Posteriori (MAP) [69], [70]. À 
partir de l'ensemble de mesures {x, y} = {(Yb Xk) Ik = 1.. .N} [7 J], l'estimateur MLE est à la 
base de l'analyse statistique classique qui repose sur la loi des observations [64]. Ceci propose 
d'estimer les paramètres à partir de la maximisation directe de la vraisemblance P(ylx, 8). Cet 
estimateur permet de cerner dans le cadre statistique quelques techniques de régression bien 
connues dans la littérature telles que les moindres carrées ordinaires. Le lien entre MLE et les 
moindres carrées sera présenté en 2.3.1.1. 
Par ailleurs, l'estimateur MAP, issue de l'inférence bayésienne formule le problème de 
régression en considérant les paramètres en tant que des variables aléatoires. Sur ce point, les 
paramètres du modèle sont estimés à partir de la maximisation de la loi postérieure P( 8 lx, y) 
[64]. Pour ce faire, l'estimateur MAP est défini comme: 




Le type de solution du problème de l ' équation (2-3) dépend en grande partie de la complexité 
du modèle m(xk, 8) et des hypothèses faites sur les distributions de probabilité. Avant d'appro-
fondir l'apprentissage bayésien, une brève description des autres estimateurs très utilisés dans 
le domaine est présentée. 
2.3.1.1 Maximum de vraisemblance et moindres carrées 
Les modèles de régression utilisent souvent une loi gaussienne pour p(Yklxk , 8) et une 
loi uniforme pour p(8). Sous ces hypothèses l'estimateur MAP généralise l'estimateur MLE 
(priori uniforme) et l'estimateur à moindres à carrées (vraisemblance gaussienne) [72], [73]. 
En effet, si p(YkIXk, 8) = N(yklm(xk, 8) , 0'), la vraisemblance du modèle est donnée par: 
N 
p(Ylx, 8) TI N(Yklm(xk, 8) , 0') (2-4) 
k= l 
(2-5) 
Toutefois, la maximisation de ce produit est compliquée du point de vue analytique, il est donc 
préférable de transformer le produit en une somme qui est plus pratique pour les calculs et 
ensuite maximiser le logarithme de p(ylx , 8 ) [74]. Dans ce cas, la valeur de 8 est recherchée 
via la formulation suivante : 
ê = arg max (.c (8;y,x)) (2-6) 
(J 
Où .c( 8; y,x) = ln(p(y lx, 8 )) . PourIe cas de la vraisemblance gaussienne proposée par l' équa-
tion (2-4) [75], [76] , ceci est égale à : 
1 N 
.c(8;y,x) = --2 2 L (Yk - m(xk , 8) f -ln(O'v'2i) 
0' k= 1 
(2-7) 
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Dans ce cas, la méthode de vraisemblance dispose d'une hypothèse où l'erreur suit une 
distribution normale, et que la valeur de (J est constante. La solution du problème (2-6) consiste 
alors à minimiser exactement la somme de l'erreur quadratique du critère des moindres carrée 
(MCO,ou OLS en anglais) [75], [77] qui s'écrit: 
(2-8) 
Maintenant à partir des échantillons de la puissance électrique et des variables explicatives, le 
cas de la régression paramétrique linéaire et non-linéaire utilisée dans la modélisation de la 
demande est considéré. 
2.3.1.2 Modèles de régression linéaire 
Le modèle de régression simple considère une relation fonctionnelle simple entre les entrée 
Xk et la sortie Yk à partir d'un vecteur de coefficients w : 
(2-9) 
Où cp(xd est une fonction sur les variables explicatives. La relation entre les variables est 
linéaire et s'applique aux paramètres w du modèle et non aux variables d'entrée. Dans le cas le 
plus simple, ek est considéré comme un bruit gaussien de distribution normale et une solution 
est recherchée pour w afin de maximiser la fonction de l' équation suivante [75] : 
(2-10) 
Maximiser la fonction définie par (2-7) débouchant dans l'équation (2-10) configure la méthode 
de moindres carrées ordinaires pour la régression linéaires [78]. 
(2-11 ) 
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2.3.1.3 Modèles paramétriques populaires dans le domaine 
Plusieurs modèles de régression paramétriques ont été appliqués dans le domaine de la 
prévision de la demande en électricité du bâtiment de manière adaptative. Nous citons par 
exemple le filtre de Kalman qui utilise l'algorithme RLS pour la mise à jour des paramètres. n 
existe aussi la méthode de Princeton Scorekeeping Method (PRISM) qui est une technique 
de régression linéaire qui analyse la corrélation entre la demande d'électricité et la tempé-
rature extérieure [30]. Elle a montré une bonne performance en estimation du coefficient 
de déperdition du bâtiment [79]. D'autres modèles de régression existants dans [80]-[83] 
utilisent la régression linéaire par morceaux avec deux variables climatiques: les degrés jours 
de chauffage (lIDD) et les degrés-jours de climatisation (CDD) lorsqu'elles sont disponibles 
[21]. 
En outre, nous présentons brièvement l'analyse classique de séries temporelles sur les-
quelles se fonde une partie de cette étude. Les différentes techniques de série temporelle 
qui décrivent la valeur future de la demande d'électricité par une combinaison linéaire des 
observations précédentes de la puissance. Deux processus linéaires sont à la base des séries 
temporelles, le processus de la Moyenne mobile (MA) sur les erreurs et le processus AR qui 
est utilisé lorsque la valeur à prévoir est corrélée avec les valeurs précédentes [84]. 
Ces deux modèles peuvent être fusionnés en un processus linéaire de modèles Autorégressif 
et moyenne mobile (ARMA) également connu sous le nom de modèle Box-Jenkins. Les 
modèles ARMA sont développés dans [85] pour prévoir le prix de l'électricité sur une 
semaine à venir en se basant uniquement sur leurs valeurs horaires passées. Les modèles 
de série temporelle ARMA et Autoregressive integrated moving average (ARIMA) peuvent 
être étendus pour prendre en compte plusieurs variables exogènes. En effet, en présence des 
variables exogènes ces deux modèles sont nommés respectivement Autoregressive-moving-
average with eXtemal inputs (ARMAX) et Autoregressive integrated moving average with 
eXtemal inputs (ARIMAX) [30]. Le modèle ARMAX est développé dans [86] pour prévoir la 
charge électrique quotidienne de la République Tchèque jusqu'aux deux prochains jours, le 
modèle prend en compte la température extérieure. Nous avons mis dans l'annexe A l'accent 
plus en détail sur les techniques de prévisions qui comprennent, la méthode de MA, le modèle 
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AR, modèle ARMA, ARX, et ARMAX. 
Les modèles de séries temporelles montrent en général une bonne performance dans l' éva-
luation des tendances stationnaires de la puissance électrique par rapport à un horizon court 
de prévision [84]. Cependant, ils dévoilent certaines limitations s'il existe des dépendances 
non-linéaires entre la puissance électrique et les variables explicatives, et ceci en raison de la 
nature stochastique inhérente de la demande. Ainsi, plus le nombre de régresseurs dans les 
séries temporelles est grand, plus le risque de déterminer les bons paramètres est élevé, et 
donc l'incertitude sur les paramètres et le modèle augmente [30]. 
Avantages et limites: En général, les méthodes de régression paramétriques sont faciles à 
interpréter et rapides à mettre en œuvre. Leur grande puissance est le fait qu'ils ne nécessitent 
pas de connaissances détaillées sur les phénomènes physiques et thermiques du bâtiment [59]. 
Cependant, ces modèles sont intéressants par leurs incapacités de prévoir les déviations non 
déterministes de la demande électrique causées par le changement brusque des conditions 
climatiques et les habitudes des occupants. 
Un autre inconvénient des modèles de régression paramétriques est qu'ils sont fortement 
affectés par la forme retenue, ainsi, aux hypothèses contraignantes sur le choix des distributions 
des variables qui risquent de générer des incertitudes du modèle. Par exemple, il a été supposé 
que toutes les variables exogènes suivent une loi normale alors qu'en réalité une autre pourrait 
être appliquée, ce genre d'hypothèses peut produire des incertitudes sur le modèle lui-même. 
Une première façon d'y arriver consiste à faire une régression polynomiale ou d 'effectuer 
une transformation de la variable à prédire. Par exemple, appliquer des transformations 
logarithmiques naturelles, Box-Cox ou géométriques tel que proposé dans [87]. Il est à noter 
que l'emploi de la transformation logarithmique sur les observations de la variable d'intérêt 
est dans l'espoir de réduire sa variance et d 'obtenir des résidus normalement distribués avec la 
nouvelle échelle [88]. Cependant, il est mentionné dans les travaux de [89] que l'utilisation 
de cette pratique n'est pas garantie tout le temps, ceci dépend de la nature de distribution des 
données . 
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2.3.1.4 Modèles paramétriques non- linéaires 
Une revue de littérature sur les modèles de régression non-linéaires est présentée dans [90], 
[91 ]. Ces modèles présentent une grande application dans la modélisation de la demande en 
électricité dans les bâtiments. Parmi ces modèles, les Réseaux de Neurones Artificielles (RNA) 
et leurs applications dans la prévision de la demande à court terme sont brièvement présentés. 
La revue réalisée dans [92] donne un aperçu sur les différentes applications des réseaux de 
neurones dans le domaine du bâtiment, tel que la modélisation du comportement thermique et 
la prévision de la température intérieure d'un bâtiment complexe [52], ainsi que les besoins 
en chauffage et en refroidissement dans un immeuble de bureaux. Ils ont aussi montré une 
capacité à capturer la relation non-linéaire dans la prévision de la demande d'électricité dans 
les bâtiments. Les RNA peuvent s' adapter en temps-réel pour prendre en compte de nouvelles 
mesures. Ils peuvent modéliser des systèmes complexes avec plusieurs entrée et plusieurs 
sorties. 
La fonction générale d'une couche RNA est définie par la relation suivante [52] : 
y = cp(wx) (2-12) 
Où q>O est la fonction d'activation, x correspond au vecteur des entrées de la couche, W 
est une matrice de dimensions n x lx l, où chaque ligne contient les poids associés aux n 
cellules assignées à la couche. Cette matrice configure les paramètres à déterminer lors de 
l'apprentissage ou l'entraînement [93]. Pour la phase d'entraînement, les poids peuvent être 
estimés hors ligne ou en ligne à chaque pas d'échantillonnage en fonction de l'application. Les 
poids sont normalement estimés de façon itérative ou récursive jusqu'à ce que la performance 
du réseau soit satisfaisante. Après l' apprentissage, une phase de validation avec des données 
non-utilisées pendant l'entraînement est employée afin d'évaluer la capacité de généralisation 
du réseau [52]. 
Cependant, deux problèmes majeurs sont rencontrés lors de l'utilisation des RNA. Les 
problèmes discutés dans la littérature parlent du choix de l ' architecture optimale du réseau 
(nombre de couches et de neurones cachés et le type de fonction d' activation), et la durée 
de l'apprentissage, lorsque l'apprentissage est hors ligne [30]. Cette durée a une importance 
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primordiale, elle couvre, entre autres, la sélection de la bonne période de jeu de données 
afin d'éviter le sur-apprentissage. Par ailleurs, lors de sur-apprentissage, le RNA mémorise 
le bruit dans les mesures, et du coup, il réduit sa compétence de la généralisation. Une des 
méthodes les plus simples consiste à diviser les données d'apprentissage en deux, une partie 
des données étant réservée à l'identification des poids des neurones, et l'autre servant à vérifier 
à chaque itération, qu'il n'y a pas de dégradation de la prévision. Et si l'architecture conçue est 
dédiée à un bâtiment spécifique, il faut simplement reentraîner le réseau. Une alternative aux 
méthodes paramétriques est la régression non-paramétrique qui suppose moins d'hypothèses 
sur la nature de la relation entre les variables explicatives et la demande en électricité, ce qui 
lui donne plus de flexibilité. 
2.3.2 Modèles non-paramétriques 
Les modèles de régression non-paramétriques basés sur l'estimateur de noyau ou Kernel 
Density Estimation en anglais ont été introduits par Rosenblatt en 1956 [94] puis par Parzen en 
1962 [95]. Ds ont été largement utilisés dans de nombreux domaines de sciences biomédicales, 
ensuite dans le domaine de l'énergie notamment dans la prévision de la vitesse du vent. 
Dans le contexte de la prévision de la demande d'électricité Rob Hyndrnan a réalisé divers 
travaux basés sur la régression non-paramétrique et l'estimation de la densité conditionnelle 
proposés dans [96]-[100]. La plupart de ces études utilisent l'estimateur par noyau pour 
expliquer la relation entre la demande d ' électricité et les variables exogènes en estimant la 
densité conditionnelle f(ylx). Cependant, les modèles de Hyndman n'étaient pas adaptatifs aux 
changements de la demande électrique, ce qui présente une limite au niveau du consommateur, 
si ce dernier veut suivre en ligne sa consommation. Pour le cas hors ligne, les estimateurs par 
noyau sont fondés sur un grand ensemble de données ou des mesures passées de la demande 
résidentielle [30], [48]. Le processus de modélisation commence avec l'analyse des données 
'(~ . 
disponibles pour former le modèle et réaliser l'apprentissage. Une fois cette étape terminée, 
il réalise l'étape de la prévision de la demande. Alors que pour le cas en ligne, le modèle 
s'entraîne automatiquement au fur et à mesure que les nouvelles observations arrivent. 
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Les modèles non-paramétriques s'écrivent d'une manière similaire à la régression linéaire, 
mais avec une fonction inconnue à spécifier donné par 2-13 : 
(2-13) 
Où, lE(yIXk) est l'espérance conditionnelle de y sachant Xb qu'il faut estimer à partir des don-
nées [101]. L'idée principale de la régression non-paramétrique consiste à estimer directement 
l'espérance lE(yIXk) à partir d'une distribution conditionnelle f(ylxk)' Ceci par un "lissage" 
qui va produire des moyennes pondérées de l'observation de la puissance électrique Yk. Pour 
le cas discret, si la loi P(yIXk) = f(ylxk) existe, l'espérance conditionnelle sera calculée par 
2-14. 
lE(yIXk) = Lyf(ylxk) (2-14) 
y 
La distribution f(ylxk) pourrait être analysée à partir d'un estimateur de la densité par noyau. 
Contrairement aux modèles de régression paramétrique, l'estimateur par noyau considère 
le problème de détermination de la moyenne conditionnelle sans avoir une connaissance 
approfondie sur le type de liaison entre la demande et les variables exogènes. En effet, cet 
estimateur ne concerne plus les paramètres, mais directement la fonction de régression d'où le 
terme non-paramétrique, ce qui lui donne beaucoup plus de flexibilité [30]. 
À titre d'exemple de l'estimateur par noyau, l'estimateur de Nadaraya-Watson [102] est 
une des fonctions de pondération très utilisée pour établir la relation entre les variables. Sa 
probabilité conditionnelle p(ylx) = f(ylx) est estimée par la relation suivante (2-15) : 
f(yIX) = _1_ L K (y - Yi) 
IYxi v YiEyx v 
(2-15) 
Où Yx = {Yklxk = Xh= l...N corresponds à l'ensemble de mesures de Yk quand Xk = x. Dans 
cette expression, v > 0 est la fenêtre de lissage ou bandwidth du noyau et K est la fonction 
noyau vérifiant les deux conditions suivantes: [K(y) = 1 et, la densité de probabilité doit 
être symétrique (i .e.K( -y) = K(y)) [ 103] . 
La fenêtre de lissage v, a une influence assez évidente sur la qualité de l'estimation. Plus la 
variance ou la fenêtre de lissage v est petite, plus la répartition va être très resserrée autour de la 
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TABLEAU 2-1 Quelques exemples de noyaux classiques [105] 
Noyau J( 
Parabolique (noyau d'Epanechnikov) ~(1- y2),silyl < 1 D,sinon 
Bicarré < ~(l-l),silyl < 1 D,sinon 
Triangle l- Iyl, si Iyl < 1,0 sinon 
Gaussien 1 -~ J21Ce 
Rectangle ~ si,lyl < 1,0 sinon 
moyenne de l'estimateur du noyau et ce dernier va donner plus de détails sur les observations. 
À l'inverse, plus v est grande, plus la répartition de la densité sera aplatie et itérée en largeur 
et l'estimateur devient moins lisse [104], comme illustré à la Figure. 2-6. La calibration de 
la fenêtre de lissage est donc très importante pour s'approcher de la vraie distribution des 
données observées. 
0.5 _ v = '0.1' 
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FIGURE 2-6 Comparaison de la distribution des densités pour différentes fenêtres de lissage [87]. 
Il existe plusieurs types de fonction à noyau pouvant satisfaire les conditions définies 
précédemment : les fonctions Uniforme, Triangle, Epanechnikov, Quadratique, Cubique, 
Gaussienne, Circulaire. etc [105]. Le Tableau 2-1 résume les propriétés typiques des noyaux 
les plus utilisés. Les noyaux les plus couramment employés pour la modélisation sont les 
noyaux gaussiens. 
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Selon [106], le type de noyau choisi n'est pas primordial, par rapport au choix de la fenêtre 
de lissage. Pour l'étude présente, la fonction à noyau gaussienne sera retenue, elle est définie 
par la relation suivante: 
( ( )2) 1 . 1 Y- Yk K(Y-Yk) = --exp -- --vJ2i 2 v (2-16) 
2.3.2. J Cas muLtivarié 
En outre, l'estimateur par noyau est bien introduit dans l'analyse statistique. Il permet 
d'estimer le lien entre les variables via les distributions jointes, conditionnelles et marginales, 
où la relation entre ces distributions est définie par 2-17 [1 03]. Ces possibilités favorisent des 
analyses plus élaborées ciblant le cas multivarié. 
f( 1 ) = f(y , x) 
y x f(x) 
Pour le cas de la densité marginale et jointe, elles sont estimées en utilisant une fonction 
mono-variable et bi-variables, respectivement. Toutefois, en fonction de la dimension de la 
variable d'entrée x l'estimation non-paramétrique recourt à des hypothèses permettant la 
factorisation. Pour le cas de la distribution de la variable x, l'estimateur est défini en assumant 
une indépendance entre les variables d'entrée. 
(2-18) 
D'autre part, l' estimat~ur pour la distribution jointe est construit à partir de multiplications 




Les estimateurs antérieurs permettent alors une expression pour la distribution conditionnelle 
de l'équation (2-17) : 
(2-20) 
Il est à noter que pour le cas multidimensionnel pour lequel plusieurs valeurs du passé 
de la variable explicative sont utilisées. Le calcul de l'espérance conditionnelle lE(y lx) est 
très difficile pour une évaluation pour tout x, et ceci pose le problème de "malédiction de la 
dimension" [107]. Par contre, il y a la possibilité d' introduire une hypothèse d 'indépendance 
entre les variables d'entrée pour évaluer l' espérance de la loi de probabilité. 
2.4 Synthèse du chapitre 
Cet état de l'art a permis de présenter de manière simplifiée des modèles prévisionnels 
élaborés pour être en mesure d ' anticiper l'évolution de la demande d ' électricité dans les 
bâtiments résidentiels. Ces modèles sont classifiés en trois grandes familles à savoir : les 
modèles boîte blanche, boîte noire et boîte grise. Comme nous n ' avons aucune information 
sur la physique du bâtiment, nous avons mis l ' accent sur les approches statistiques pour 
l'estimation et l'explication de la demande énergétique à court terme. Nous avons présenté 
les concepts de base de modélisation et de prévision de la demande associés aux régressions 
paramétriques et non-paramétriques. Sur la base de ces méthodes, nous nous sommes inspirés 
pour proposer une approche de pouvoir explicatif et prédictif cohérente et transposable à 
la problématique de la thèse. Il s'agit de construire un cadre de modélisation qui permet 
l'anticipation et l'explication de la puissance d'électricité totale du côté des clients. Ce modèle 
doit prendre moins d'information sur le bâtiment, mais exploite d'une façon optimale les 
données mesurées de température extérieure afin de nous permettre d'assimiler l'information 
contenue dans la consommation thermosensible des bâtiments. Une réponse à ce problème 
est exposée dans les chapitres 3 et 4 . Elle consiste à exploiter les estimateurs par noyau 
uni et bi-variables pour estimer la densité de probabilité de la demande. Une caractéristique 
importante de ces estimateurs est reliée à leurs capacités intrinsèques à s'adapter aux variations 
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de la puissance, et ceci pour mettre constamment à jour le modèle avec de nouvelles données 
au lieu de commencer avec une grande quantité de données. 
Chapitre 3 
3.1 Introduction 
Modélisation et prévision de la composante 
thermosensible 
Le présent chapitre a pour objectif d'identifier la composante thermosensible et d'étudier 
le comportement thermique et énergétique des bâtiments résidentiels existants, à savoir: des 
maisons unifamiliales typiques québécoises. La section 3.1 expose la base de données utilisée 
dans ce projet. Nous décrivons aussi le flux d'énergie dans un bâtiment à partir d'un dia-
gramme de Sankey [108]. La section 3.2 présente l'analyse de la corrélation entre la demande 
d'électricité et la température qui permet d'extraire la composante thermosensible. Ensuite, à 
partir de la composante capturée, nous calculons la valeur du coefficient de déperdition de 
chacune des maisons unifamiliales étudiées. De plus, un test d 'orthogonalité a été établi entre 
les observations de la température et l'erreur produite entre le modèle et les mesures de la puis-
sance, c'est-à-dire, en rendant l'erreur et les températures décorrélées, pour minimiser l'effet 
des facteurs indépendants de la température sur la consommation thermosensible. La section 
3.3, fait l'objet d'une comparaison entre l'approche proposée avec des modèles adaptatifs des 
réseaux de neurones et un modèle linéaire pour prévoir la forme de la thermosensibilté de la 
puissance d'électricité. Finalement, il est question de valider la prévision de la composante 
thermosensible produite par le modèle proposé, à partir d'une analyse de sensibilité qui permet 
de connaître l'effet de l'incertitude des valeurs futures de la température sur la sortie du modèle 
proposé. Nous utilisons dans ce cas, des écarts-types de température prédite sur les prochaines 
24 heures fournies par cinq stations météo. Ceci permet alors de quantifier la composante 
thermosensible en analysant la précision de la prévision de cette composante selon la précision 
de la prévision des températures des cinq stations météo. 
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3.2 Description de la base de données 
Les données réelles de la température extérieure et de la puissance totale ont été fournies 
par le Laboratoire des Technologies de l'Énergie (LTE). Ces données ont été enregistrées sur 
deux ans et 9 mois du al janvier 1994 au 30 septembre 1996. Les mesures des données réelles 
de la puissance globale sont réalisées sur un total de 5 bâtiments résidentiels existants de la 
région de Montréal. Il faut savoir ici que toutes les cinq maisons ont été testées et validées. 
Toutefois, nous avons extrait les résultats d'une seule maison qui est la résidence numéro 
5 comme un exemple pour montrer les résultats dans les chapitres 3 et 4. La Figure. 3-1 
illustre un exemple des profils de puissance totale et de température extérieure pour des 
enregistrements effectuées sur une période d'un an en 1995 pour une maison unifamiliale 
numéro 5. Nous trouvons à l'Annexe BI' ensemble des données présentées sous forme de 
graphique pour chaque bâtiment. Il est à noter qu'aucune information sur l'architecture, les 
dimensions et les caractéristiques thermiques des résidences était disponible. 
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Figure. 3-1 Profils de la puissance totale et de la température extérieure pour une résidence 
unifamiliale. 
Pour chacune des maisons, un mesurage a été réalisé à des intervalles de temps d'une 
heure. L'ensemble des données mesurées dans chaque maison comprend: 
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- la température extérieure; 
- la puissance totale de la résidence ; 
- la puissance de chauffage électrique; 
- la puissance du chauffe-eau électrique; 
- la puissance totale de toutes les autres charges. Il est à noter que l'énergie consommée 
par certaines de ces charges finit par être transmis sous forme de chaleur qui contribue 
au chauffage de la maison pendant l'hiver, telles que l'éclairage, le réfrigérateur et le 
four électrique. Contrairement à certaines charges, comme la sécheuse où son énergie 
dépensée sort à l'extérieur sous forme de chaleur et d' humidité. 
De la relation 3-1, nous pouvons déduire facilement que la puissance totale du bâtiment définit 
par Y, est la somme de la puissance électrique du système de chauffage YellS' la puissance 
électrique des autres charges Yel et la puissance électrique du chauffe-eau Yewh ' 
y = Yehs + Yewh + Yel (3-1) 
Peu importe le type et la forme des résidences québécoises, une consommation sensible 
aux variations de température est observable, mais ceci varie d'un client à l'autre. En effet, 
avant d'établir la méthodologie d ' identification de cette consommation thermosensible, le 
bilan d'énergie a été pris en compte à-partir de la puissance totale Y. Ce bilan est nécessaire 
d'une part pour définir les scénarios plausibles servant à la simplification des postulants qui 
collaborent dans la formulation du modèle boîte noire, et aussi, pour sélectionner la variable 
nécessaire permettant de prédire la demande d' électricité avec un modèle de pouvoir explicatif. 
Nous présentons d'abord le bilan d'énergie sous forme d'un diagramme de Sankey d' un 
bâtiment, illustré dans la Figure. 3-2. Ce diagramme montre les différentes connexions des 
flux énergétiques en vue d'esquisser la demande d'électricité de divers facteurs. Le résumé 
des gains et des pertes de chaleur est défini par un bilan d ' énergie incluant un ensemble de 
composantes déterministes et stochastiques, tel que présenté à l'équation (3-2). 
ex' int UA (X ext X int ) . y y . . = - -qp + ehs+ el+qs+qocc 
, v # \. 'V' " 
(3-2) 
Q perces QgaillS 
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Figure. 3-2 Les flux d' énergie dans le bâtiment. 
Où C est la capacité thermique du bâtiment, V est la constante de déperdition thermique 
équivalente, A est la surface d'échange de chaleur, X ext et X in1 représentent la température 
extérieure et intérieure respectivement, qs et qocc sont respectivement les gains de chaleur 
externes et internes liés principalement à l'ensoleillement et aux occupants. Le terme Q gains 
est la somme des contributions individuelles des gains internes et externes générés par le 
soleil, les occupants et ceux dus à la puissance électrique de système de chauffage Yehs et de 
certains usages domestiques des charges Yel, qui contribuent directement dans le contrôle de la 
température intérieure. La majorité des pertes de chaleur Qpertes proviennent souvent de qx 
définies par (3-3) qui représente les déperditions thermiques globales du bâtiment à travers les 
murs, de qv qui exprime le transfert de chaleur à l'extérieur du bâtiment tel que la sécheuse, 
de qin! qui définit les échanges de chaleur générés par la ventilation ou l'infiltration de l'air 
extérieur et enfin q ewh qui représente les pertes de chaleur de l'eau chaude, telles qu'exprimées 
par l' équation (3-4). 
(3-3) 
qp = q v + qin! + q ewh (3-4) 
Pour que le modèle de prévision de la puissance soit adéquat avec l'objectif principal de 
la thèse, nous n'allons considérer seulement la contribution de la température extérieure et 
l'intérieure. Concernant la température extérieure, elle est utilisée car elle représente le facteur 
prépondérant comparé aux facteurs du vent et de l'ensoleillement, surtout si on s'intéresse à 
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des résidences situées dans la région de Québec. 
Toutefois la mesure de la température intérieure X int n'est pas disponible dans les données 
réelles fournies par LTE. Pour cette raison, une hypothèse de départ a été émise, qui suppose 
une température intérieure constante à 21°C sur toute la période d'analyse, comme étant la 
température intérieure moyenne des maisons québécoises [109]. Cette valeur est utilisée pour 
calculer l'écart de température Xk entre l'extérieur et l'intérieur à chaque instant k donné par 
(3-5) : 
(3-5) 
Pour cela, il a été question de réduire l'équation du bilan d'énergie en incluant la température 
extérieure et intérieure comme les seules variables exogènes données par 3-6. Ceci permet 
de cerner le problème de la modélisation en sélectionnant un modèle de régression non-
paramétrique permettant d'extraire la composante thermosensible soumise aux aléas de la 
température. 
(3-6) 
L'objectif est de trouver la fonction h(X = Xk) qui explique au mieux la puissance Y. 
Pour cela, nous supposons Yk à temps discret k la réalisation de la puissance totale Y, vue 
comme une variable stochastique. Pour cela, la valeur à estimer Yk est calculée par Xk qui est 
la réalisation de la variable X mesurée sur un intervalle horaire pendant une période finie N, 
présentée par (3-7) : 
kE {1 , ... ,N} (3-7) 
Ici h(Xk) représente la composante thermosensible de Yk. Elle définit la puissance consommée 
par le système de chauffage électrique Yehs, la climatisation et d' autres charges affectées 
directement par le changement de l'écart de température Xk. rk est la composante résiduelle 
qui est indépendante des observations des écarts de température. La composante rk a deux 
propriétés qui vérifient: i) lE(rk lxk) = 0, et ii) lE(h(xk)rk) = O. Autrement dit, ces propriétés 
expriment l'orthogonalité de rk par rapport à Xk. 
Dans ce cas, à partir de l'équation de régression (3-7) nous pouvons estimer h(Xk) qui est 
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la valeur attendue ou également l'espérance conditionnelle de Yk conditionnée par Xk définie 
par (3-8). Sa fonction de densité peut alors être écrite sous la forme fk(ylx) [110]. Elle permet 
de connaître la distribution de probabilité de la puissance Yk quand l'écart de température Xk 
est connu. 
(3-8) 
Notre motivation première est d'estimer la fonction de densité f afin d'avoir une explication 
réaliste de la nature de la relation entre la demande d'électricité et l'écart de température. 
Cette information servira plus tard à ajuster le modèle de prévision de la puissance totale. 
Cependant, nous ne possédons pas une connaissance a priori sur le type de la relation entre la 
puissance consommée de la maison étudiée et sa variable explicative. 
Pour contourner cette contrainte, nous avons employé un modèle de régression non-
paramétrique fondé sur l'Estimation Adaptative de la Densité Conditionnelle EADC de la 
fonction f. Ce modèle permet d'estimer la densité en tout point par l'estimateur par noyau ou 
Kernel Density Estimation (KDE) qui détermine la moyenne et la variance. 
Prenant en compte la discussion ci-dessus et les contributions mentionnées au chapitre 1 
sur la part thermosensible, nous présentons brièvement dans la Figure. 3-3 la structure générale 
de la stratégie d'identification de la consommation thermosensible, en tenant compte d'une 
seule mesure de la température pour expliquer la puissance totale. Une fois la composante 
h(Xk) sera identifiée, une prévision de cette puissance devrait s'effectuer sur un horizon r des 
vingt-quatre heures suivantes. 
Station météo 
• Environment Canada 
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Figure.3-3 Structure générale de la décomposition de la puissance d'électricité totale avec 
l' approche proposée. 
3.3 Analyse de la relation entre la demande d'électricité et la température 
Dans cette section, nous présentons l'approche explicative et prédictive EADC qui sert 
à extraire la part thermosensible h(Xk), et étudier la nature de la relation entre la puissance 
électrique et l'écart de température. Cette approche a été conçue dans ce travail pour capturer 
de manière adaptative les valeurs de h(Xk) en termes de densité conditionnelle f(ylx). Un 
aspect fondamental à comprendre est qu'ici, il y a deux quantités à estimer. La fonction de 
densité jointe du couple de variables de puissance/écart de température f(x ,y) et la densité 
marginale de l'écart de température f(x). En estimant ces deux quantités, nous pouvons 
immédiatement déduire l'expression de la fonction de densité conditionnelle f(ylx) définie en 
(3-9) : 
f(ylx) = f(x ,y) = f(x ,y) 
f(x) Lyf(x ,y) (3-9) 
En résumé, la méthodologie à suivre est la suivante : 
- estimer la fonction de la densité jointe à partir des observations de l'écart de température 
et de puissance; 
- estimer la fonction marginale de l'écart de température à partir de la fonction jointe; 
- déduire la fonction de la densité conditionnelle et identification à partir de cette dernière 
de la composante h(Xk)' 
Nous commençons d'abord par l'estimation de la fonction de densité jointe fk(X ,y) en tout 
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point de l'espace d'observation discret. Sur cet espace, nous construisons une grille de points 
de température et de puissance Dx x Dy sur laquelle la densité f va être estimée. Cette grille 
a été créée à partir d'un calcul du minimum et du maximum des points d'observations sur des 
intervalles, définis par Dx = {Xl, ... , XNx} et Dy = {Yl " ",YNy }, qui représentent l'ensemble 
discret de l'écart de température et la puissance totale, respectivement. De plus, dans la 
construction des ensembles Dx et Dy, les propriétés suivantes doivent être vérifiées: 
- la discrétisation des variables de température et de puissance est réalisée par la dif-
férence entre deux points consécutifs qui donne une constante qui définit le pas de 
la discrétisation: Xi -Xi- l = ~x , pour tout i E {2 , ... ,Nx } et Yj - Yj- l = ~Y ' pour tout 
jE {2, "" '~y}; 
- le premier élément de l'ensemble correspond à la valeur minimale et le dernier corres-
pond à la valeur maximale peut prendre les variables de température et de puissance, 
c'est-à-dire: Xl = Xmin, XNx = XmGX et YI = Ymùh YNy = Ymax· 
3.3.1 Méthodologie d'apprentissage adaptatif 
Étant donné la nature non-paramétrique de la distribution f(y jx). Celle-ci peut être vue 
comme un ensemble d'histogrammes (fréquences relatives) sur l'espace discret de la puissance. 
Sur ce point, cette distribution peut s'associer à une loi discrète où la probabilité d'un élément 
de Dy conditionné à une observation Xk est: p(y = Yijxk) = f(yï\xk). Dans le cadre statistique 
fréquentiste, cette probabilité est définie par le rapport entre le nombre d'observations Yk = Yi 
sur le nombre très grand (vers l'infini) d'observations. Cependant, dans la pratique les systèmes 
d'apprentissage peuvent disposer de très peu d'observations, c'est le cas de la phase initiale 
d'apprentissage. C'est pourquoi nous proposons une méthode d'estimation de probabilités 
non-paramétriques encadrée dans les méthodes d'inférence bayésienne. En effet, il est possible 
d'introduire une initialisation pour f(yjx) et au fur et à mesure que les nouvelles données 
deviennent disponibles, les valeurs de ces probabilités pourront être ajoutées. Une façon 
simple consiste à démarrer la distribution f(yjx) à partir des informations générales sur le 
comportement de la consommation à partir de la température, postérieurement, nous pouvons 




Où 1 [Yi = Yk] est une fonction indicatrice retournant 1 si la condition est vrai et 0 dans le cas 
contraire. 
La représentation de fk(Yilxk) en tant que fréquence relative n'est pas cohérente avec le 
processus de l'équation (3-10) lequel produit une distribution non-normalisée. Pour résoudre 
cela, nous pouvons tout simplement faire une re-normalisation de fk(Yilxk). Le processus pour 
la mise à jour de la distribution conditionnelle adopte la forme suivante selon [ Ill ] : 
VYi E Vy (3-11) 
Nous pouvons constater que si 1 [Yi = Yk] = 0 la valeur de fk(yi!Xk) est égale à son passé 
fk-l (Yilxk) ' 
L'équation (3-11) représente un histogramme adaptatif, dont la valeur du segment de barre 
associée à Yi = Yk est mise à jour suivie dans une normalisation pour respecter la propriété 
Lyfk(ylxk) = 1. li est donc évident que cette estimation non-paramétrique a un noyau associé 
défini par la fonction 1 [Yi = Yk]. Entant donnée que ce noyau a une fenêtre de lissage égale à 
zéro les probabilités des éléments voisins de Yi = Yk ne seront pas affectées par l'estimation. 
On peut alors remplacer ce noyau simple par un noyau permettant une distribution plus souple 
en récupérant le contrôle sur le paramètre de lissage. En récrivant l'équation (3-10) selon un 
noyau arbitraire et en normalisant tel que fait pour avoir l'équation (3-11) nous obtenons: 
Ny 1 fk(ylxk) = N
y 
+ 1 fk - l (yIXk) + N
y 
+ 1 K(y - Yk) (3-12) 
Avec LyK(y- Yk) = 1. 
Le processus de l'équation (3-12) configure l'apprentissage adaptatif d'une loi condi-
tionnelle non-paramétrique. li faut souligner que ceci met à jour la loi fk(ylxj) associée à 
l'observation Xk = x j. L'estimation ne modifie pas le reste de distributions conditionnelles, 
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car elle n'est qu'une fonction tout au long de la puissance y. Cette situation engendre un 
problème de lissage au long dex dû à l'impossibilité d'assurer suffisamment d'observations 
dans tout le domaine de la température. En effet, certaines régions ou points particuliers 
de V x peuvent prendre beaucoup du temps avant d'être observée. Cela peut entrruner des 
discontinuités considérables dans l'espérance conditionnelle, laquelle détermine finalement le 
modèle régression. 
Afin d'assurer une estimation plus douce à travers le domaine de la température, on propose 
de remplacer le noyau K(y - Yk) pour une estimation non-paramétrique lk(y lx) à partir d' une 
estimation jointe. Pour cela, un estimateur de noyau bidimensionnel lk(Y,x) est utilisé sur une 
mesure ponctuelle (Xk,Yk). En effet, l'estimation ponctuelle de la densité conditionnelle est 
définie par: 
(3-13) 
Pour ce faire, nous estimons la fonction de densité fk (X,y) sur l'ensemble de points de la grille 
à l'aide d'un noyau gaussien bi-variable. Ce noyau doit être centré sur (YbXk) qui représente 
le centre de la distribution [112], donnée par (3-14) : 
f,(y ,xIE) = N (~:] ,E) (3-14) 
Où L correspond à la matrice de covariance définie par (3-15), dont laquelle nous trouvons sur 
la diagonale les variances de l'écart de température et de la puissance, et sur l'extra-diagonale 
nous avons les covariances entre les deux variables. Ceci est calculé pour définir la fenêtre 
de lissage du noyau de l'estimateur, cette valeur est celle qui va faire de la répartition de la 
densité plus au moins pointue ou tassée [113]. Pour l'exemple de la maison étudiée, la matrice 
de covariance employée est une matrice symétrique définie par (3-15), dont les valeurs de la 
fenêtre de lissage ne sont pas diagonales. Donc pour pouvoir moduler le rayon d' influence de 
ce noyau en conservant la corrélation de variables, nous avons associé un facteur Â > 0 à la 
matrice de covariance définie par L = ÂLX), [114]. 
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(3-15) 
Ce facteur Â a été choisi de manière empirique en balayant l'intervalle de [0.01 , 1]. Dans 
ce cas d'étude ce facteur a été fixé à Â = 0.07, ce qui donne une bonne résolution de contour de 
la densité estimée. il est à noter que, la fenêtre de lissage sélectionnée pour la consommation 
de la maison étudiée n' est pas valable pour toutes les autres maisons. Elle changera selon la 
période d'analyse, la résolution des données et les mesures de puissance pour chaque type de 
bâtiment. 
Sommairement, le diagramme de la Figure. 3-4 montre la structure primaire du modèle 
EADC employé pour la décomposition de la puissance totale en fonction de l'écart de tem-
pérature. Étant donné que l'approche proposée est adaptative en raison du changement de 
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Figure. 3-4 Schéma du modèle EADC proposé pour identifier la thennosensiblité de la consom-
mation. 
la demande électrique, deux phases ont été considérées dans le processus de prévision de 
h(Xk), premièrement, la phase d'entraînement en ligne qui utilise l'information du passé et du 
présent de Xk et Yk pour mettre à jour la densité jointe de l' équation (3-12) et estimer la densité 
conditionnelle de la puissance totale, deuxièmement, la phase de validation ou de prévision qui 
exploite le futur de l'écart de température XkH pour prédire la thermosensibilté sur un horizon 
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'r. Il est à noter que les observations utilisées dans l'entraînement du modèle n'ont jamais été 
employées dans la prévision de la demande d'électricité dans la phase de la validation. 
3.3.2 Caractéristiques de la composante thermosensible 
Deux scénarios ont été considérés pour estimer la fonction de densité conditionnelle 
fk(ylx) et évaluer la composante h(xk) de la puissance totale. Le premier scénario utilise 
les observations originales de la demande d'électricité, tandis que, le deuxième considère 
une transformation logarithmique à base 10 sur les mêmes données de la puissance totale. 
Ce scénario est souvent utile dans l'analyse des variables aléatoires ayant une distribution 
asymétrique [115], [116]. Dans le cas de la demande électrique, cette transformation pourra 
être établie, vu sa nature aléatoire perturbée par des facteurs non-déterministes. Une hypothèse 
a été posée sur l'application de la transformation logarithmique qui peut stabiliser la variance 
de la demande d'électricité, et cela lorsque ses données ne sont pas normalement distribuées 
[89]. Notre objectif dans ce scénario est de prédire la puissance électrique à l'échelle des watts. 
Il s'agit donc de convertir la composante h(xk) estimée de l'échelle logarithmique à l'échelle 
originale de la puissance [1 17]. L'approche EADC a été appliquée pour les deux scénarios en 
estimant de manière adaptative les fonctions de densité jointe et marginale. À ce stade, nous 
faisons appel aux observations originales de la demande d 'électricité YI, ... ,YN prise à l'instant 
k, et les observations transformées YI, ... ,YN, qui sont le résultat de la transformation suivante: 
Yk= log(Yk + 1) [117]. En effet, pour que la transformation logarithmique soit appropriée, les 
données observées doivent être strictement positives [87]. C'est pour cette raison que la valeur 
de 1 a été ajoutée pour éviter les valeurs négatives en échelle logarithmique. Exemple, si nous 
appliquons la transformation logarithmique sur une valeur de puissance Yk = 0.1 kW, cela 
signifier que le logarithme à base de 10 sera Yk = -1. 
Par conséquent, l'analyse appliquée génère un map de densité pour la résidence unifamiliale 
étudiée, ce qui est présenté dans les Figure. 3-5 et Figure. 3-6. Elles illustrent la relation entre 
la demande d'électricité et l'écart de température analysée avec le modèle EADC sans et avec 
la transformation logarithmique. Chacune de ces figures communique la distribution de la 
densité de la demande d'électricité conditionnée par l'écart de température pendant une année 
d'analyse. 
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La Figure. 3-5. (A) et (B) représente la densité jointe et conditionnelle estimée des couples 
fk(X,y) et fk(ylx), respectivement. Les régions en brun et rouge qui apparaissent sur le map (A) 
de la figure signifient qu'il est plus probable d'observer une distribution de densité élevée de la 
demande d'électricité et ceci autour de -3°C (ce qui correspond à une température extérieure 
x'kxt = 18°C) . Cette densité élevée reflète la quantité annuelle de besoins en puissance qui a plus 
de chance de se répéter conjointement à la fréquence d'apparition de l'écart de température. 
Par exemple la caractéristique thermique dominante de la résidence étudiée présentée par la 
densité jointe la plus élevée liée au couple (-3°C, l.09kW). 
D'un autre côté, sur le map (B), nous observons une relation inverse entre la demande 
d'électricité et la température, qui est non-linéaire. Dans cette situation, la puissance a tendance 
à augmenter de façon plus remarquable lorsque la température diminue, comme est montrée 
par la partie à gauche sous forme d'une pente. Ainsi dans cette période une grande portion 
de la puissance totale a été identifiée, et s'explique principalement par l'usage important du 
chauffage électrique. Tandis que pour les températures plus élevées, il est observé une partie 
plus constante de la puissance électrique. il est constaté aussi que la résidence étudiée ne fait 
pas appel à la charge de climatisation. C'est la raison pour laquelle la corrélation entre la 
demande et la température ne rapporte pas une relation en forme de vallée sur toute la plage 
de variation de température. 
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Figure. 3-5 La densité jointe et conditionnelle de la demande d 'électricité estimée: (A) jointe, 
(B) conditionnelle. 
Pour le deuxième scénario, la Figure. 3-6. (A) montre la densité jointe fk(X ,Yk) estimée de 
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la demande d'électricité et l' écart de température sur une année. La densité conditionnelle esti-
mée est observée dans le map (B). Elle visualise deux régions de la relation entre la demande et 
la température, connectées entre elles par un point noté Xb. Il est à noter que l' application de la 
transformation logarithmique sur la puissance peut amener des hypothèses sur l'interprétation 
thermique ou physique du point Xb. Nous pouvons affirmer que les deux régions sont séparées 
par une température d' équilibre du bâtiment. Cette dernière est la température extérieure à 
partir de laquelle les apports internes sont égaux aux apports externes [118]. Pour la maison 
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Figure. 3-6 La densité jointe et conditionnelle de la demande d' électricité estimées après une 
transformation logarithmique: (A ) jointe, (B) conditionnelle. 
étudiée, la température Xb interprète l'arrêt d'utilisation du système de chauffage qui se produit 
pour un écart de température de -13°C qui correspond à une température extérieure de 8°C. Le 
complément de chaleur nécessaire pour maintenir la température intérieure est fourni par les 
apports internes liés à l'occupation, et l'utilisation des autres charges, ainsi que les apports 
externes liés à l'ensoleillement [21] . 
Dans le scénario de la transformation logarithmique, la température d' équilibre est plus 
visible et interprétable sur le map obtenu après la transformation logarithmique (Figure. 3-6). 
Toutefois, la température d'équilibre demeure un paramètre inconnu et spécifique pour chaque 
bâtiment résidentiel étudié. Elle dépend de plusieurs facteurs, parmi l'isolation du bâtiment 
qui a un impact sur la déperdition thermique, et les variations de la température intérieure. 
Nous présentons dans la sous-section 3.3.3, le Tableau 3-1 qui donne les valeurs moyennes de 
la température d'équilibre pour chacun des bâtiments. 
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Afin de démontrer l'hypothèse de la capacité de la transformation logarithmique dans la 
stabilisation de la fluctuation de variance, nous prenons dans l' exemple illustré sur la Figure.3-7 
l'évolution de la distribution de la densité conditionnelle de la puissance en connaissant l'écart 
de température. Dans la Figure.3-7, la ligne rouge continue correspond à la composante h(Xk) 
entourée par des points en verts associés à la mesure de puissance totale. Il est clair que les 
distributions conditionnelles montrées sur le map (A) ne suivront pas la distribution normale 
durant la saison chaude comparée à la saison froide. Ainsi, la fluctuation de la variance est 
faible en hiver par rapport à celle caractérisée par une variabilité plus grande en été. Ceci est 
dû au fait que la puissance dépend très fortement de la température en période froide, tandis 
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Figure. 3-7 Distributions de la densité conditionnelle sachant l'écart de température : (A) 
données de puissance; (B) données de puissance transformées . 
En effet, sur la même figure, de nombreuses distributions de la puissance totale à l'échelle 
originale ainsi que logarithmique sont observées pour des valeurs de température connues. 
Pour bien comprendre l'effet de la transformation, nous prenons l'exemple de la densité 
conditionnelle de la puissance y prise à une valeur spécifique d'écart de température x à 
10 degrés notée par f(ylX = 10°C) tel que montré sur les map (A) et (B) de la Figure.3-7. 
Nous observons d'abord que la distribution de cette puissance est asymétrique autour de sa 
moyenne avant la transformation logarithmique. La fluctuation de sa variance se stabilise, et 
sa distribution suivra une forme symétrique pour cette température et ceci après l'application 
de la fonction logarithmique. Il est à noter qu 'une telle amélioration peut faciliter le processus 
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de modélisation de la demande dans la saison chaude qui dépend principalement de l'activité 
des occupants. 
3.3.3 Évaluation de la peiformance thermique du bâtiment 
L'étude de la corrélation entre la puissance totale et l'écart de température permet de 
déterminer le comportement thermique et énergétique de la maison unifamiliale étudiée. Plus 
spécifiquement, la composante thermosensible identifiée à partir de laquelle nous pouvons cal-
culer le coefficient de déperdition thermique équivalent UA et ainsi évaluer approximativement 
la performance d'isolation thermique du bâtiment. En fait, l'évaluation exacte de cette isolation 
nécessite des informations à savoir: la superficie totale de l'enveloppe, les murs, le type et 
la superficie de fenestration du bâtiment, etc. Étant donné l' indisponibilité de ces éléments 
avec la modélisation boîte noire, nous avons essayé avec le minimum de mesures dont nous 
disposons de développer des connaissances sur les maisons étudiées en évaluant le niveau 
d'isolation globale de la résidence par le calcul du coefficient de déperdition équivalent tel que 
décrit dans l'Annexe C. À partir des données mesurées de la puissance totale des 5 maisons 
disponibles, nous avons appliqué une campagne de modélisation en utilisant l'approche EADC 
sur toutes les maisons unifamiliales en identifiant la composante thermosensible par la même 
relation définie par (3-8). Il est à noter que le même exercice a été répété sur une période d' un 
an en 1995. Dans cette période, les valeurs de la fenêtre de lissage et le facteur d'apprentissage 
du modèle EADC ont été ajustés pour chacun des bâtiments. Parallèlement, la composante 
h(Xk) a été capturée pour l'ensemble des bâtiments afin d'évaluer leur performance thermique, 
en calculant la valeur du coefficient déperdition global, UA en utilisant la relation (3-16) : 
UA = b.h(x) 
box 
(3-16) 
Où, b.h(x) et box sont les variations en puissance et en température, respectivement. En outre, 
afin de déterminer la valeur de la constante UA, le critère d'orthogonalité a été vérifié. Ce 
critère a été établi entre les observations de l'écart de température et le résiduel produit entre 
le modèle EADC et les mesures de la puissance totale. La résultante de l'orthogonalité peut 
démontrer si la variable de l'écart de température est non corrélée au résiduel, en se basant 
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sur l'évaluation de la corrélation corr(x, r). Par conséquent, une corrélation de valeur faible 
(c'est-à-dire proche de zéro) démontre que le modèle EADC est capable de générer deux 
composantes h(Xk) et rk convenablement décorrélées. Ceci veut dire aussi que h(Xk) a été bien 
capturée avec un effet minime des facteurs indépendants de l'écart de température. Ainsi, ce 
test peut montrer que l'incertitude du modèle EADC a été minimisée, et cela par rapport aux 
impacts d'ajustement des paramètres de la fenêtre de lissage L, le facteur d'apprentissage a 
ainsi que les pas 8 x et ô.y choisis de la discrétisation des variables continues qui constituent la 
grille sur laquelle les densités ont été estimées. Ce test considère le calcul de la covariance de 
l'écart de température Xk et de résiduel rk pour mesurer le taux de décorrélation exprimé par 
(3-17) : 
corr(x,r) = lE ([x-lE(x)] [r-lE(r)]) 
Gx Gr 
(3-17) 
Où Gx et Gr sont les écarts-types de la température et le résiduel, respectivement. En effet, à 
partir de l'équation (3-16), nous avons tracé la courbe des variations de puissance en fonction 
des variations de l'écart de température présentée dans la Figure. 3-8. Nous avons sélectionné 
ensuite l'évolution de la constante de déperdition thermique équivalente UA en hiver où 
une grande partie de la puissance dépend principalement de la température extérieure. Dans 
cette période, nous pouvons déduire des informations sur l' isolation de la résidence étudiée. 
Techniquement, cette période a été sélectionnée afin de contourner les effets indépendants 
de la température extérieure. Plus spécifiquement, minimiser les effets introduits par les 
gains solaires et l'impact des activités des occupants, tels que l'ouverture des portes et des 
fenêtres entre autres. Donc le coefficient de déperdition obtenu sera moins biaisé et l'étude du 
comportement thermique de la résidence sera moins difficile. De la Figure. 3-8, nous pouvons 
déduire la valeur moyenne, minimale et maximale de UA. Ainsi, la valeur moyenne se situe 
plus sur la région stable. Nous pouvons constater que la valeur maximale de coefficient est 
obtenue sur la région qui s'approche de la température d'équilibre thermique Xb , et ceci parce 
que la probabilité que le chauffage électrique arrête de fonctionner à la température Xb est 
faible. Tandis que plus loin de ce point, dans la zone autour de moins 7°C de la température 
extérieure la probabilité est assez élevée. 
La Figure. 3-9, montre l'ensemble des profils des composantes thermosensibles capturées 










Besoin en chauffage 
-45 -40 
UAmin 
-35 -30 -25 -20 -15 
x[ ' CI 







-50 -40 -30 -20 -10 o 10 
x ( ' C) 
Figure. 3-9 Profils de la composante thermosensible des 5 maisons. 
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Figure. 3-10 les déperditions thenniques de l'ensemble de ces maisons en fonction des écarts 
de températures extraites. 
De ces graphiques, nous observons que l'évolution du coefficient de déperdition de la 
maison 2 est différente comparée aux autres maisons. Son coefficient tend vers zéro pour des 
écarts de températures très basses. Cela signifie que pendant les jours de grand froid, cette 
maison a une variation d'écart de température mais sa puissance électrique demandée demeure 
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constante. Cela est expliqué par la saturation des systèmes de chauffage électrique de cette 
m~ison, et puisque la puissance ne diminue pas cela veut dire que la maison est probablement 
dotée d'un chauffage d'appoint (pas à l'électricité) comme le chauffage à gaz, ou au bois qui 
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Figure. 3-10 L'évolution de coefficient de déperdition UA pour l' ensemble des maisons. 
Le Tableau 3-1 montre les résultats numériques de test d'orthogonalité entre l'écart de 
température Xk et le résiduel rk. Nous trouvons également les températures d'équilibre Xb, 
la moyenne ainsi que l'écart minimal et maximal des valeurs UA déduites des composantes 
thermosensibles des 5 maisons unifamiliales. Le calcul de ces paramètres permet de comparer 
les 5 maisons du point de vue de leur isolation thermique. Il faut préciser que les températures 
TABLEAU 3-1 Valeurs moyennes des constantes UA de déperdition thermique 
de l'ensemble des maisons 
corr(x, r) UAmoy UAmin UAmax rxt Maison (W;oC) (W;oC) (W;oC) (oC) 
1 0.0391 117.6 86.6 161 .5 10 
2 0.0280 117.9 0.0 200.1 13 
3 0.0552 191.50 154.1 246.5 10 
4 0.0155 143.40 105.5 196.6 12 
5 0.0251 133.9 87.8 241.1 7 
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d'équilibre des maisons, sont pour des températures extérieures xf qui se situent en moyennes 
entre 7°C et 13°C. Il est à noter qu'au dessous de ces températures d'équilibre, le système 
de chauffage est requis pour maintenir les conditions intérieurs. Par contre, au dessus de ces 
températures, il y a une forte probabilité que le chauffage électrique arrête de fonctionner. Une 
autre propriété des températures d' équilibre des cinq maisons étudiées montre que plus la 
température d'équilibre s'approche des températures extérieures négatives, plus la maison est 
caractérisée de manière globale par une bonne isolation et une grande capacité thermique. Ceci 
s'applique plus sur la maison numéro 5 où sa température d'équilibre indique une meilleure 
isolation comparée aux autres résidences. 
Cas d'une température intérieure variable: La corrélation entre la puissance totale et l'écart 
.de température permet d'estimer la valeur de la déperdition thermique globale. D'autre part, 
l'incorporation de la donnée réelle de la température intérieure dans l'analyse de la corrélation 
aide aussi à déduire la capacité thermique C d'un ensemble de résidences. Cette constante est 
obtenue en faisant le produit suivant: 
C= UA·te (3-18) 
Ceci peut se réaliser si une coupure d'électricité de 7 heures minimum par exemple est 
effectuée sur ies bâtiments. Pour cela, un scénario à suivre pour estimer le niveau d'inertie 
thermique d'un bâtiment consiste à effectuer une panne de courant pour quelques heures en 
mesurant le taux de décroissance de la température intérieure. À partir de la variation de cette 
dernière, nous pouvons déduire la constante de temps te à l'aide de la relation suivante [119] : 
.. . =ex --k (xint ,k_xi
nt
,!) (UA) 
(xtllt ,l _Xlnl,!) P C (3-19) 
Où xint ,k est la température intérieure à l'instant k, xint,i la température intérieure initiale au 
début de la coupure de courant et xint ,! la température intérieure finale à un instant infini après 
le commencement de la coupure. Cette dernière correspond à la température qui prévaut à 
l'extérieur pendant la coupure. UA est le coefficient de transfert de chaleur global du bâtiment 
tel que spécifié à la section 3.3.3, C la valeur de la capacité thermique du même bâtiment et 
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finalement k le temps écoulé depuis le début de la coupure. En réorganisant l'équation 3-19 
[ 119], nous obtenons: (J!nt ,k _xint,f) UA k 
ln .. . = -' -k=-(Xlllt ,1 - xlnt ,f) C Tc (3-20) 
Où le rapport JA représente la constante de temps Tc . En connaissant les valeurs de UA et 
de Tc pour chacun des bâtiments, nous pouvons déduire la capacité thermique par la relation 
C= UA . Tc· 
3.4 Résultats et discussions 
3.4.1 Méthodes de comparaison 
TI est à noté que les résultats et les discussions présentés dans cette section sont liées à la 
résidence numéro 5 comme un exemple sur l'ensemble de tests et validations faites sur les 
cinq maisons. 
En effet, afin d'évaluer la performance de l'approche EADC, une étude comparative a été 
appliquée dans cette section avec des modèles adaptatifs linéaires et non linéaires basés sur le 
filtre RLS et un modèle de réseaux de neurone ANN, en analysant leur capacité à identifier 
la thermosensibilité de la demande d ' électricité. Le ANN utilisé est de type Multi-Layer 
Perceptron (MLP) dont la fonction d'activation est la tangente hyperbolique. La méthodologie 
de calcul du facteur d'apprentissage a été décrite dans la référence [1 20]. Il est à noter que 
cette analyse a été réalisée pour la maison numéro 5 et que le choix de la structure de MLP 
n'est pas aléatoire. Plusieurs structures ont été testées de manière manuelle pour trouver la 
bonne topologie qui converge bien avec la sortie du modèle. Au début des tests, le réseau avait 
une structure qui possède un nombre de couches et de neurones proche du nombre d'entrée. 
Ensuite, un nombre supérieur de neurones avec des couches supplémentaires ont été ajoutés 
en vérifiant à chaque fois si la sortie du modèle a été améliorée par une diminution de l'erreur. 
À la fin et pour le cas de la maison 5 présentée dans ce manuscrit, c'est avec la structure 
présentée en dessous qui donne une faible erreur qui a été adoptée pour réaliser la comparaison 
avec l'approche proposée. Elle possède deux couches cachées avec 7 neurones et un facteur 
d'apprentissage a = 0.012. Le réseau a une couche de sortie associée à la puissance totale Yk 
et six entrées des écarts de température Xk. Le modèle linéaire établi avec l'algorithme RLS et 
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MLP s'appuie sur des équations récurrentes des écarts de température, définies par le vecteur 
d'entrée Xk suivant : 
(3-21) 
Le premier échantillon de l'écart de température a été pris à l'instant k, les cinq autres entrées 
représentent les échantillons horaires antérieurs de la température, avec une constante de 
1 ajoutée pour que !E[ek] définie ultérieurement, soit nulle, donc si !E[ek] valait 1 cela veut 
dire que nous avons oublié une constante dans le vecteur d'entrée. Le modèle RLS, a été 
implémenté selon [ l21], qui considère le même vecteur d'entrée de l'équation (3-21), sa sortie 
est définie par : 
(3-22) 
Où Wk représente le vecteur des paramètres du filtre RLS, avec Wk = [WOb Wlk , W2b ... , w6kf. 
La mise à jour de ces paramètres est réalisée selon (3-23) : 
(3-23) 
Où ek est l'erreur et Rk présente la matrice d'autocorrélation inverse [121 ], qui est définie 
par : 
1 ( Rk- lXf XkRk- l) Rk = - Rk- I - T 
J.l J.l + XkRk-l xk 
(3-24) 
Le paramètre J.l est le facteur d'oubli dont la valeur est comprise entre 0 et 1. La valeur de 
ce paramètre pour ce cas d'étude est de J.l = 0.92. 
TI est à noter que nous avons réalisé le processus de prévision de h(xk+r), en supposant 
d'abord une prévision avec les valeurs exactes des températures ensuite avec les valeurs futures. 
Nous présentons dans la section3.4.1.2 les prévisions de la composante thermosensible en 
utilisant les modèles décrits ci-dessus sur les prochaines 24 heures. 
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3.4.1.1 Évaluation de la précision de la prévision 
Pour mesurer la précision de la prévision de la demande d'électricité, nous proposons la 
métrique de l'erreur absolue normalisée (NMAE). Cette métrique a été utilisée pour mesurer 
l'erreur et obtenir un résumé clair sur sa distribution par rapport à la puissance électrique 
observée. Cette métrique considère l'erreur absolue de prévision normalisée par la somme 
des mesures de la demande d'électricité, comme est défini en (3-25). Cette métrique a été 
choisie, car elle ne donne pas des valeurs infinies ou indéfinies pour le cas de la série de la 
puissance totale étudiée. Ceci est vrai seulement dans le cas où toutes les données historiques 
de la demande ne sont pas égales à zéro. Dans le cas contraire Hyndman et Koehler [122] 
propose une alternative à cette métrique qui sera décrite dans l'Annexe C. 
(3-25) 
Où Yk est la puissance totale mesurée à chaque instant k. 
3.4.1.2 Résultats d 'un cas d'étude 
La Figure. 3-11 ci-dessous nous fournit la composante thermosensible prédite sur un 
horizon -r = 24 par les trois modèles en utilisant l'historique des températures. li est clair que 
le modèle EADC produit la meilleure performance qui décrit une relation non-linéaire réaliste 
entre la demande totale d'électricité et l'écart de température. Comparer ce résultat avec celui 
obtenu par le modèle RLS, démontre que ce dernier est incapable de traiter les problèmes de la 
relation non-linéaire qui apparaît dans la composante h(Xk)' D'un autre côté, le modèle MLP 
tente de suivre la tendance de la forme non-linéaire des changements en puissance liée à la 
température. Cependant, sa sortie est toujours incapable de fournir des prévisions réalistes 
proches des résultats de EADC. 
De plus, la corrélation entre l' écart de température et le résiduel a été évaluée avec les 
trois modèles afin de vérifier si la composante h(x) a été capturée de manière efficace. Pour 
cela, nous avons mesuré l'orthogonalité des deux variables aléatoires à chaque horizon de 
prévision et nous avons tracé par la suite les courbes d'analyse de corrélation présentée dans la 














Figure. 3-11 Performance des trois modèles utilisés dans la prévision de h(x) sur un horizon de 
-r = 24 heures. MLP (2 couches, 7 neurones, et un facteur d' apprentissage a = 0.012), RLS 
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Figure.3-12 Comparaison des résultats d'analyse de corrélation entre l'écart de température et 
le résiduel des trois modèles. 
courts comparés au modèle EADC, ses valeurs de covariance augmentent considérablement 
après quelques heures. Le modèle EADC a pour résultat une consommation thermosensible 
bien décorrélée de la part résiduelle avec des covariances petites sur toutes les 24 heures, 
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tandis que, la performance de la sortie de MLP se dégrade quand l'horizon s'éloigne. 
D'autre part, le modèle EADC, commence avec une covariance plus au moins petite, sa 
courbe de covariance diminue jusqu'à une valeur de 0,0236 à l'horizon de r = 24 heures. En 
conséquence, le modèle proposé fournit une corrélation stable sur tous les horizons avec une 
valeur de covariance remarquablement faible. 
Nous employons la métrique NMAE comme un autre indicateur pour évaluer l'erreur 
de la prévision et déduire la précision d' identification et la prévision de la composante 
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Figure.3-13 Comparaison de la précision de la prévision des modèles. 
Nous observons sur la Figure. 3-13 une différence notable dans la précision des trois mo-
dèles analysés. Les modèles adaptatifs linéaires et MLP indiquent une bonne précision durant 
les trois premières heures. Cependant, leur NMAE augmente rapidement en comparaison 
aux NMAE de EADC qui est capable d' expliquer environ 68% de la demande en électricité 
sur plusieurs horizons. En effet, la stabilité de EADC, démontre qu'il possède une capacité 
consistante pour capturer une relation réaliste de la composante h(Xk) sur l'ensemble des 
horizons. 
En s'appuyant sur les statistiques de la répartition de la puissance d'électricité par usage 
au Québec [9], la valeur prédite de la composante thermosensible peut être expliquée par les 
faits suivants: 64% de cette proportion est liée essentiellement à la consommation annuelle 
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moyenne de chauffage électrique connexe à la maison québécoise étudiée, où environ 4% de 
la consommation associée aux autres charges électriques (p.ex. la climatisation) ont un lien 
avec la température et contribuent probablement au chauffage de la maison. 
3.4.2 Analyse de sensibilité 
La prévision de h(XkH ) faite jusqu'à présent a été effectuée et évaluée avec l'historique de 
la température mesurée. Nous répétons le même exercice, mais cette fois-ci nous considérons 
la présence des incertitudes sur des valeurs futures de la température extérieure qui proviennent 
des différentes stations météo. Ainsi, nous analysons leurs impacts sur la sortie du modèle 
EADC proposé, à partir d'une analyse de sensibilité. Pour cela, nous avons généré une 
température extérieure bruitée de distribution normale et de variance (5y:eXI, de telle sorte que 
Ok'" N(O , (5~I )' Nous ajoutons ce bruit aux valeurs des températures mesurées définies en 
(3-26). Cette analyse de sensibilité est fondée sur la considération de l'incertitude de prévision 
de température fournie par 5 stations météo sur un horizon de 24 heures, comme indiqué dans 
le Tableau 3-2 [33]. Ce dernier montre l'écart type de la prévision en dégrées pour chaque 
station météo sur plusieurs horizons. Cette analyse permet alors de quantifier la composante 
thermosensible et de déterminer quels sont les écarts-types moyens des températures des cinq 
stations météo ayant le plus d'impact sur la thermosensibilté de la demande, en considérant 
les modèles EADC, MLP et RLS. 
TABLEAU 3-2 Les écarts-types moyens de la température extérieure fournis à 
partir des cinq stations météo [33]. 
(3-26) 
Station météo L'écart-type moyen journalier de la température (5~ 1-2 jours 3-4 jours 5-7 jours 
prévisions prévisions prévisions 
Environment Canada (EC) 2.5 3.2 3.5 
Weather Network (WN) 2.6 3.0 3.8 
Weather Underground (WU) 1.5 2.4 3.7 
Meteoblue (MB) 1.9 3.1 4.3 
Accuweather (AW) 1.7 2.5 3.6 
66 
3.4.2.1 Résultats d'un cas d 'étude 
Les résultats de l'analyse de sensibilité obtenus à partir des trois modèles sont illustrés sur 
la Figure. 3-14. Cette dernière reflète l'impact des incertitudes introduites sur les variations 
de la température extérieure, et donc sur les composantes thermosensibles produites par les 
modèles. D'un point de vue général, le profil de la thermosensibilité prédit par le modèle 
EADC possède une allure très similaire au profil réel pour le scénario sans incertitude présenté 
dans la Figure. 3-12. Cependant, l'allure des prévisions avec les modèles MLP et RLS montre 
quelques variations différentes à celles présentées dans la Figure. 3-12. 
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Figure.3-14 Impact de l'incertitude de la température sur la composante h(x). 
L'analyse de corrélation entre les températures des cinq stations météo et le résiduel a 
été effectuée pour chaque modèle. Les résultats sont illustrés dans la Figure. 3-15. Cette 
dernière montre que le modèle EADC donne les meilleurs résultats pour toutes les stations de 
prévision avec une faible covariance qui est maintenue sur tout l'horizon. Ainsi, la précision 
en présence d'incertitude de température en termes de NMAE sur un horizon de 24 heures 
pour les cinq sites est présentée dans la Figure. 3-16. L' erreur NMAE avec le modèle EADC 
est petite, et ceci en présence des incertitudes de prévision de température des 5 stations 


























Figure. 3-15 Comparaison de l'analyse de corrélation des trois modèles en fonction des écarts-
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Figure. 3-16 Comparaison de la précision de la prévision des trois modèles en fonction des 
écarts-types des cinq stations météo à 't' = 24 heures. 
des prévisions de température considérant les écarts-types de cinq sites de prévision. Pour ce 
scénario, la puissance totale expliquée est environ 68%, encore très similaire au profil de la 
thermosensibilté sans incertitudes. 
Les résultats de la prévision de la demande d'électricité totale obtenus à partir des modèles 
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Figure. 3-17 La puissance mesurée et prédite avec les trois modèles sur un horizon '! = 24 
heures (A) zoom d'un mois en hiver. 
Ces résultats correspondent à la demande énergétique d'une maison unifamiliale suite à une 
année de simulation du mois de janvier au mois de décembre 1995. Il est observé que le 
modèle linéaire adaptatif RLS ne concorde pas au profil de la puissance totale, et le modèle 
MLP n'offre pas une meilleure performance comparée au modèle EADC. La capacité de ce 
dernier à suivre les variations de la puissance totale, en particulier pendant la période froide 
est justifiée par la forte corrélation entre l'appel de puissance et la température comme c'est 
illustré en détail sur la Figure. 3-17-(A). En effet, le EADC peut expliquer avec succès la 
contribution de la composante thermosensible dans la demande d'électricité totale, dont la 
température extérieure demeure le facteur prépondérant en hiver dans la région de Québec. 
69 
Il est à noter que, si le modèle EADC produit en particulier une bonne prévision de la 
demande totale, c'est parce qu'il a la capacité de fournir une estimation entière de la densité 
conditionnelle sur une grille bien adaptée aux données observées, comparée au modèle MLP 
caractérisé par une estimation ponctuelle de l'ensemble des valeurs [123]. En outre, le modèle 
EADC est non paramétrique, sa modélisation pour la prévision de la puissance ne requiert 
aucune définition d'ordre de paramètres ou une connaissance préalable de la nature des 
relations entre la demande et les facteurs explicatifs. Au contraire le modèle MLP nécessite 
l'identification du bon nombre de neurones dans chaque couche, d'une manière qui peut 
justifier l'efficacité de sa topologie à produire des performances souhaitables de prévision. 
Cependant, le modèle EADC démontre des difficultés à capter les pointes de la demande 
en raison de l'augmentation de la puissance d'électricité totale causée par l'utilisation des 
charges non liées aux variati~ns de la température et ainsi aux comportements stochastiques des 
occupants. Un tel comportement nécessite un autre processus de modélisation comme l'analyse 
de la composante résiduelle, qui est plus corrélée avec les activités des occupants notamment 
pendant la période estivale. Par conséquent, une analyse des résidus dans le chapitre suivant 
peut être envisagée comme un processus complémentaire au modèle EADC qui mène à une 
amélioration de précision de la prévision. D'autre part, une tâche de prévision réaliste requiert 
à la fois deux processus de modélisation, un lié à la composante thermosensible et l'autre 
correspond à l'analyse de la composante résiduelle en raison de sa capacité de développer des 
connaissances en scrutant le comportement de l'occupant, et l'utilisation d'électricité, entre 
autres. 
3.5 Synthèse du chapitre 
Ce chapitre présente une approche explicative et prédictive de la demande énergétique 
à court terme d'une maison unifamiliale par régression non paramétrique. La méthodologie 
présentée permet d'établir une prévision adaptative sur les vingt-quatre prochaines heures en 
utilisant des données de puissance horaire et de température extérieure d'une année de mesure. 
La méthodologie proposée utilise d'une part une régression non paramétrique bi-variable 
pour l'estimation en ligne de la densité jointe entre la demande et l'écart de température. 
D'autre part, une régression non paramétrique mono-variable est employée afin d'estimer la 
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densité marginale de l'écart de température. À partir de ces deux densités, une Estimation 
Adaptative de la Densité Conditionnelle EADC a été déduite, pour expliquer la composante 
thermosensible. Cette dernière est la consommation thermosensible liée aux systèmes de 
chauffage, à la climatisation et à toutes charges affectées directement par les variations de 
température extérieure. 
De plus, à partir des caractéristiques de la composante thermosensible, le modèle explicatif 
a montré une contribution originale de passer d'un modèle type boîte noire à un modèle gris 
en offrant des connaissances au client sur sa consommation thermosensible, la température 
d'équilibre de sa résidence ainsi que la constante de déperdition thermique équivalente UA 
du bâtiment. L'évaluation de la performance de la prévision avec le modèle EADC par 
comparaison avec les modèles adaptatifs linéaires et non linéaires de type RLS et MLP a 
montré que l'approche proposée est plus favorable pour la tâche de prévision en plusieurs 
heures en avance. Les résultats de l'étude comparative avec les données réelles mesurées 
sur des bâtiments résidentiels québécois ont montré que le modèle EADC peut produire une 
précision améliorée des profils de la puissance prévue sur tous les horizons par rapport aux 
autres méthodes. 
Le chapitre suivant traitera de l' amélioration de la précision de la prévision de la puissance 
totale en intégrant l'analyse du résiduel. En effet, l'utilisation de la variable temporelle autre-
ment dit l'effet calendaire comme un outil permet de capter l'activité périodique des occupants 
et d'obtenir une idée sur les profils cycliques d'appel de pl,lissance pour les phénomènes 
indépendants de la température. Et ceci pourra être utilisé pour justifier ce que la température 
n'arrive pas à expliquer. 
Chapitre 4 
4.1 Introduction 
Modélisation et prévision de la composante 
résiduelle 
Nous avons étudié, dans le chapitre précédent, les effets de la température extérieure sur la 
puissçlnce électrique. Nous avons montré aussi que la consommation électrique Québécoise 
est fortement thermosensible en raison de la part importante du chauffage électrique lors 
des vagues de froid hivernal. L'autre partie non thermosensible est obtenue par l'écart entre 
le modèle et la mesure de la consommation totale. Cette partie représente la composante 
résiduelle, inexplicable par la température extérieure. 
Ce chapitre portera· sur la modélisation et la prévision de la composante résiduelle ob-
tenue selon les résultats du chapitre 3. Le résiduel est une composante dynamique, qui est 
en interaction continue avec l'aspect comportemental, l'environnement lié aux conditions 
météorologiques ainsi que les variations dues à la masse thermique du bâtiment. À cet effet, 
le résiduel est considéré de nature plurielle, il peut se décomposer en quatre éléments: la 
tendance, la part cyclique, la part saisonnière et la part irrégulière. Parmi celles-ci, c'est sur la 
part cyclique que se concentre l'étude du chapitre 4. 
Bien que le résiduel est défini comme un ensemble des phénomènes non-déterministes, 
sa composante cyclique est soumise à un rythme périodique, calé sur des cycles journaliers, 
hebdomadaires ou annuels. Or, les fluctuations de cette composante indiquent que les phéno-
mènes proviennent à la fois des changements saisonniers de la météo et des rythmes de vie 
journaliers des activités des occupants. 
Tel que mentionné dans la section 2.1 du chapitre 2, l 'horizon de prévision dans le 
contexte de la GLDD d'énergie est de court terme. Il est donc nécessaire de mieux gérer la 
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consommation résiduelle via des cycles saisonniers de l'ordre journalier et hebdomadaire. Pour 
ce cas, le cycle journalier est supposé dans cette étude pour refléter les pointes ou les heures 
de forte demande, ainsi que, les creux de consommation au cours de la journée. Tandis que, le 
cycle hebdomadaire a été supposé pour refléter les variations de la demande d'électricité entre 
jours ouvrables et le week-end [2] ]. 
Or, la tendance de la composante résiduelle est non-linéaire (non-stationnaire) à court 
terme, donc elle a peu d'effet sur les fluctuations de résiduel. Dans ce sens, il est difficile 
d'estimer séparément la part tendance de la part cyclique. Cependant, elles sont supposées 
fusionnées pour être étudiées ensemble comme une composante tendance-cycle. Les deux 
autres parts saisonnière et irrégulière sont indépendantes de la part tendance-cycle, donc, ce 
sont elles qui masquent l'état de cyclicité du résiduel. 
Le concept de modélisation de la composante résiduelle étudié dans ce chapitre ne se limite 
pas à faire ressortir l'effet calendaire cyclique des changements de la consommation résiduelle. 
Il consiste en fait à diviser le résiduel en deux séries sous-estimé et surestimé et capturer les 
fluctuations régulières récurrentes dans les deux séries, notamment les changements dans la 
consommation liés à l'utilisation des charges et aux phénomènes météorologiques. 
En effet, ce chapitre est divisé en trois sections: dans la première section, nous présentons 
tout d'abord les sources d'incertitudes qui causent l'écart dans le processus de modélisation. 
Puis nous décrivons les caractéristiques et le comportement périodique du résiduel. Dans la 
, 
deuxième section, l'approche de modélisation sera présentée et détaillée, en considérant la 
saisonnalité cyclique journalière et hebdomadaire de la demande d'électricité du résiduel. 
Enfin, les résultats obtenus de cette modélisation seront utilisés pour la reconstruction de la 
composante résiduelle par le biais d'un modèle linéaire. Une comparaison entre le résiduel 
original et prédit sera également présentée. Dans la dernière section, nous construisons la 
prévision de la demande totale d'électricité, en utilisant les résultats de prévision de la 
consommation thermosensible traitée dans le chapitre 3 et la prévision de la consommation 
résiduelle. Les résultats globaux seront comparés avec d'autres modèles, afin de conclure les 
performances des approches de prévision proposées. 
73 
4.2 Caractéristiques de la composante résiduelle 
4.2.1 Incertitude agissant sur le résiduel 
De la même manière que dans la modélisation de la composante thermosensible, la compo-
sante résiduelle est affectée par une combinaison de nombreux phénomènes météorologiques, 
comportementaux et un ensemble d'incertitudes, comme les incertitudes liées aux choix du 
modèle, l'incertitude liée à l'estimation des paramètres, l'incertitude liée aux mesures, et les 
prévisions météo. Par conséquent, la démarche de modélisation de la composante résiduelle 
ne peut proposer qu'une approximation, c 'est-à-dire, sa représentation demeure imparfaite, 
mais simplifiée par rapport à la réalité. 
4.2.1.1 Incertitude liée au modèle et à l 'estimation des paramètres 
Dans le cas du choix du modèle, les incertitudes de type des modèles paramétriques ou 
non-paramétriques ne sont pas les mêmes. Le fait de choisir un modèle paramétrique s' ac-
commodera des incertitudes sur le choix de l'ordre des paramètres qui permettra d'obtenir 
un résultat de calcul se rapprochant au plus près des valeurs mesurées de la puissance d'élec-
tricité. Ainsi, plus un modèle paramétrique sera complexe (multivariées), plus il nécessitera 
une grande quantité de données et un grand nombre de paramètres à ajuster et donc plus 
d'incertitudes. Dans le cas d'un modèle non-paramétrique, nous avons besoin d'une grille 
beaucoup plus détaillée et beaucoup plus fine. Il nous faudra alors choisir la bonne valeur 
de la fenêtre de lissage, car la résolution de la grille peut parfois cacher des incertitudes très 
importantes sur les résultats [24], [124]. 
En ce qui concerne les incertitudes sur l'estimation des paramètres, pour notre cas d'analyse 
non-paramétrique adaptative, il s'agira de l'incertitude sur le choix de la bonne valeur de la 
fenêtre de lissage et du facteur d'apprentissage. Cependant, dans le cas non adaptatif, seule 
l' incertitude sur la fenêtre de lissage est considérée. 
4.2.1.2 Incertitude liée aux mesures 
Les incertitudes sur les données d'observation, comprennent à la fois les incertitudes liées 
aux erreurs de mesures et également aux instruments utilisés. Par exemple, dans le cas où les 
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prévisions des données météo sont disponibles, l'incertitude doit alors se baser sur la qualité 
et la précision des mesures (incertitudes liées aux capteurs utilisés) [ l25]. 
TI Y a aussi la contribution de l' incertitude sur l'échantillonnage qui peut donner une idée 
correcte sur toutes les données temporelles. Selon l'application, un pas de temps plus court ou 
plus large risque de masquer des sollicitations des données très importantes [1 24]. 
4.2.1.3 Incertitude liée aux données météo 
L'incertitude liée aux conditions météorologiques y compris la température extérieure est 
une des grandes problématiques de la prévision de la demande d'électricité. Dans un contexte 
de prévision, la prise en compte du futur du rayonnement solaire, les effets du vent, ainsi 
que la localisation de la station météo peuvent générer des incertitudes non négligeables sqr 
. . .. 
la puissance d'électricité. En outre, la prédominance des incertitudes sur les données météo 
est basée sur l' horizon temporel de prévision choisi, ce qui permet de caractériser le type 
d'incertitude à quantifier. En outre, l'incertitude sur les données météo peut être élevée et 
remarquable, si le but est de prévoir une puissance d'électricité moyenne sur des horizons des 
semaines, mois voir une année [125]. 
En pratique, il est difficile de supprimer complètement les incertitudes dans le processus 
de modélisation et prévision. Cependant, la quantification de cette barre d'incertitudes est 
incontournable si nous voulons améliorer dans une certaine mesure la qualité de la prévision 
et les décisions sur la puissance pour une bonne GLDD électricité. 
En ce qui concerne la composante résiduelle, la division de cette dernière en résiduel 
sous-estimé et surestimé demeure nécessaire si nous voulons disposer d'un outil robuste à 
la quantification des incertitudes liées à chaque série des résiduels. Évidemment, les sources 
d'incertitudes ne sont pas les mêmes pour chaque série. D' une part, les incertitudes agissantes 
sur le résiduel sous-estimé sont surtout dues au type comportemental de la consommation qui 
fait intervenir le nombre, la présence, l' acti vité de l' occupant. Ainsi que les actions telles que 
l'ouverture/fermeture des fenêtres qui caractérises les incertitudes par pertes d'infiltration et 
de ventilation. D'autre part, les incertitudes du résiduel surestimé sont généralement liées aux 
gains comportementaux, des appareils électrique et solaire. 
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4.2.2 Données et. méthodes 
4.2.2.1 Cyclicité dans la composante résiduelle 
Dans cette sous-section, nous nous intéressons à la description de la part tendance-cyclique 
de la composante résiduelle qui se répète plus ou moins régulièrement de jour en jour et de 
semaine en semaine. Cette part regroupe la partie tendance non linéaire d'où l'intérêt adaptatif 
serait de permettre une adéquation entre la croissance ou la décroissance de la demande 
d'énergie. 
Donc, comme il est difficile de mesurer les variétés comportementales en termes de 
présence, et d'utilisation des appareils électriques, nous avons proposé d'analyser séparément 
le résiduel sous-estimé et surestimé pour deux raisons principales, d'abord (i) s'assurer que la 
cyclicité est présente dans les deux résiduels et (ii) qu'il est possible de les capter correctement 
en exprimant la relation entre les deux résiduels en fonction du temps calendaire vu comme 
temps de consommation d'électricité. 
Sur le plan pratique, il existe une corrélation de l'activité cyclique entre les phénomènes 
météorologiques de nature stochastique et le comportement des occupants d'une variance 
fortement variable. Les exemples de cette corrélation sont innombrables: sous certaines 
conditions climatiques, en présence des apports solaires, les occupants ont tendance à modifier 
leur environnement en agissant sur l'ouverture/fermeture des fenêtres, modification de la 
consigne de chauffage ou de climatisation ou l' usage de ventilateurs. 
En revanche, projeter ces exemples sur les résiduels sous-estimé et surestimé s'avère un 
bon moyen de dégager la part tendance-cycle utile à analyser. Le résiduel sous-estimé est 
dérivé de la demande d'électricité due à l'utilisation des appareils ménagers. Alors que, le 
résiduel surestimé est lié aux gains énergétiques générés principalement par le rayonnement 
solaire à travers les fenêtres et les gains et les actions des occupants comme l'ajustement de 
thermostats électroniques pendant la nuit. 
4.2.2.2 Données de la composante résiduelle 
La donnée de la composante résiduelle utilisée dans ce chapitre est celle de la maison 
unifamiliale numéro 5 étudiée dans le chapitre 3 sur la période d'un an en 1995. Cette 
76 
composante est obtenue par l'écart entre les mesures réelles de la puissance et le modèle de la 
thermosensibilté identifiée précédemment donnée par 4-1. 
(4-1) 
L'approche de modélisation de résiduel est basée sur une division de la composante rk en deux 
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Figure. 4-1 Structure générale de l'approche de la décomposition et prévision de la demande 
d'électricité résidentielle. 
Deux types de résiduels de nature stochastique sont distingués dans la composante rb le 
résiduel sous-estimé noté rt, et le résiduel surestimé indiqué par rI:. En effet, le résiduel de la 
consommation est de moyenne nulle, avec une hypothèse qu'il a une distribution approximative 
à la distribution gaussienne. La convention des signes pour le concept de résiduel sous-estimé 
signifie que les valeurs prédites de la composante thermosensible h(Xk) sont petites aux valeurs 
mesurées de la puissance totale consommée, et pour le résiduel surestimé spécifier que les 
valeurs prédites de la thermosensiblité sont élevées à la mesure de la demande. 
77 
Les deux séries sont obtenues sous la forme suivante: 
{r" si Yk > h(Xk) 
0, sinon 
(4-3) 
{rb si Yk < h(Xk) 
0, sinon 
(4-4) 
Pour la composante résiduelle rb illustrée dans la Figure. 4-2, nous avons réalisé une ana-
lyse graplllque qui montre d'une manière générale, l'évolution dans le temps la composante rk 
centrée autour de sa valeur moyenne. Dans sa forme aléatoire, il n'est pas possible d'expliquer 
tous les phénomènes de résiduel agrégé, mais la grande majorité des cas, les consommations 
réelles dépassent les prévisions. En revanche, quelques fluctuations apparaîtraient de façon 
périodique, ce qui peut justifier le processus de division de la composante rk pour les raisons 
suivantes: l'évolution de la puissance d'électricité provenant des pertes de chaleur et l'utilisa-
tion des appareils électriques n'est pas symétrique avec celle causée par les gains de chaleur. 
Ainsi, le résiduel r t révèle des pics de puissance électrique annuelle élevés, et de courtes 
durées, tandis que les pics de résiduel ri: sont moins significatifs. 
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Figure.4-2 Représentation d'une section de la puissance d 'électricité totale, et la composante 
résiduelle connexe en hiver. 
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La connaissance des propriétés des résiduels rt et ri: dans une résidence en fonction 
du temps d'utilisation d'énergie journalière/hebdomadaire est primordiale pendant le pro-
cessus de modélisation. Pour cela, nous avons proposé d'utiliser une approche statistique 
non-paramétrique basée sur l'estimation de l'Espérance Conditionnelle Adaptative (ECA). 
Cette dernière, ne possède aucune donnée a priori sur la direction de la tendance-cycle à court 
terme liée résiduels rt et ri:. Par contre, elle envisage de donner une meilleure approximation 
de la composante rk à partir de l'information fournie par le temps calendaire défini par tk. 
La structure proposée dans la phase 2 de la Figure. 4-1 constitue la base de ce chapitre. 
Il s'agit de présenter le lien entre la modélisation et l'explication de la composante thermo-
sensible et le résiduel. Ceci dans le but de voir comment garder la cohérence des approches 
proposées dans les étapes de prévision afin de les intégrer dans le processus de prévision de la 
demande d'électricité globale. 
Nous commençons tout d'abord par la définition de l'espérance de résiduel rk conditionnée 
par le temps tk selon (4-5) : 
g(tk) = lE(rltk) = L,r!k(rltk) (4-5) 
r 
Pour chaque composante résiduelle rt et ri:, nous estimons la distribution de l'espérance 
conditionnelle lE(r+ Itd et lE(r- ltk) en fonction du temps d'utilisation qui le caractérisent. 
Nous utilisons ensuite ces distributions pour modéliser la nouvelle composante r. 
4.3 Méthodologie de modélisation de la composante résiduelle 
Présentement, aucune proposition d'étude d'extraction de la composante tendance-cyclique 
des résiduels sous-estimé et surestimé n'avait été entreprise dans l'analyse de résiduel. Dans 
cette étude nous nous basons sur la périodicité des phénomènes non-déterministes consti-
tuants le résiduel original rb et nous proposons une approche qui combine la régression 
non-paramétrique ECA avec la régression paramétrique de type Modèle Linéaire (ML) porrr 
capturer la composante tendance-cyclique à partir des fluctuations de la consommation élec-
trique de résiduel. En fait, l'intérêt de cette approche est d'avoir proposé un moyen d'initier 
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des améliorations dans l'explication de la partie résiduelle et de fournir une meilleure précision 
de la prévision de la demande électrique totale. 
Dans ce cas, la loi conditionnelle suivie s'inspire de celle utilisée dans l'estimation de 
la composante thermosensible étudiée au chapitre 3. Pour cela l'espérance conditionnelle 
g(tk) décrite par l'équation (4-5) étant donné le temps d'utilisationjoumalier/hebdomadaire 
d'électricité pourrait être calculée en identifiant d'abord la distribution jointe /k(r, tk), ensuite 
nous pouvons calculer la distribution marginale du temps calendaire /k(tk) à partir de la 
fonction de la distribution jointe. Or, l'idée fondamentale de.I'approche non-paramétrique 
ECA utilisée dans ce chapitre est de générer les valeurs d'espérances g(tk) en puissance 
directement sans passer par le calcul des distributions jointe et marginale. Elle est plutôt 
proposée afin de simplifier la complexité en termes de coût de calcul. 
À partir de l'équation (4-5), un estimateur par noyau a été utilisé pour saisir la relation 
entre les résiduelles rt et ri: et le temps d'utilisation d'énergie tk. Pour cela, un estimateur par 
noyau mono-variable a été construit, en utilisant l'ensemble de données constitué du temps tk 
comme une variable d'observation du temps calendaire établit pour une période de 24 heures. 
Cela revient à construire d'abord une fonction périodique du temps d'utilisation d'électricité 
tk définit sur l'ensemble des nombres réels positifs g : lR+ -+ lR+ avec une période T définit 
par (4-6). 
(4-6) 
Ensuite, pour estimer la distribution circulaire du temps d'utilisation en regardant les résiduels 
rt et ri:, l'estimateur par noyau discret basé sur la fonction gaussienne cyclique a été défini par 
l'équation (4-7). Dans cette expression, la fonction noyau Je (ti) utilisée est centrée sur ti avec 
ti = t, et i = {O, 1, .. ,23}. Ce point est considéré comme le point de départ de l'estimateur qui 
représente le milieu de la période du temps, c'est-à-dire à midi; pour (i) assurer la symétrie 
dans la distribution du noyau et (ii) assurer la continuité entre tous les points d'observation de 
l'horloge [126]-[ 128] présentée dans la Figure. 4-3. 
(4-7) 
Où v est la fenêtre de lissage de la fonction noyau, qui a été fixée à 1 heure pour les résiduels 
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rt et ri: au bout d'un intervalle de temps régulier [ 1 h, 24 hl. Pour ce cas d'étude, l'estimateur 
(a) 
Figure. 4-3 Ca): Estimateur par noyau centré en point fi , Cb) Déplacement circulaire de l'estima-
teur par noyau vers l'événement d'utilisation d' électricité. 
par noyau est estimé seulement une fois sur le temps ti, ensuite, pour chaque événement 
d'utilisation d'électricité lié aux résiduels rt ou ri:qui apparaît dans le temps tb le noyau va 
se modifier par un déplacement de K(ti - tk) vers le moment d ' apparition de l' événement 
d'utilisation d'électricité, afin d 'estimer la distribution de cet événement. Cette opération est 
réalisée par le déplacement circulaire de l' estimateur par noyau. Une fois que l'estimateur 
arrivé au moment de l'événement de la demande d'électricité, nous estimons les espérances 
conditionnelles gk(tk) de manière adaptative, en utilisant la formulation (4-8). Ce mécanisme 
est adaptatif, il se répète à chaque apparition d'un événement pour exprimer la fréquence 
de l'utilisation des appareils électriques. Dans ce cas, l'entraînement de la formulation (4-8) 
requiert les données du passé et du présent des résidus sous et surestimé et le temps calendaire. 
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L'entraînement considère aussi le noyau JC (ti - tk) pour mettre à jour tous les points de la grille 
et pas seulement un seul point. Ce noyau va donner donc la plus grande densité à l'événement 
de résiduels sous ou surestimé qui apparaît à l'instant tb et une faible densité aux événements 
de voisinage de tk. Toutefois, il faut noter que les données utilisées dans l'apprentissage du 
modèle n'ont jamais participées à sa validation. 
(4-8) 
Où 0 < a < 1, mesure la vitesse d'apprentissage et assure la convergence du modèle [129], 
[130] [131 ]. Le facteur d'apprentissage doit être autour de Nr~l [111 ]. Donc pour 100 points 
dans la grille, le facteur est fixé à 0.01 pour les valeurs de l'espérance conditionnelles des 
résiduels connexes à r+ Itk et r-Itk. 
Par exemple, pour un événement lié à l'utilisation du four électrique à l'instant tk= 20 h 
représenté en (b) dans la Figure. 4-3, nous déplaçons le noyau ou le kemel à ce moment et nous 
estimons les espérances conditionnelles gk(tk) de manière adaptative pour corriger les erreurs 
passées. Ce concept s'appuie sur l'idée de la correction de la valeur future de l'espérance 
conditionnelle à partir de sa valeur présente et de l'erreur d'espérance faite à l'instant passé 
gk- l (tk) [l32], en tenant compte de l'écart de déplacement effectué par l'estimateur par noyau. 
Nous appliquons le mécanisme de l'approche ECA sur les résiduels sous-estimés et 
surestimés qui proviennent des mesures d'une année d'une puissance électrique totale d'une 
maison uni-familiale située à Montréal, et nous estimons les espérances conditionnelles 
journalière et hebdomadaire présentées dans les Figures 4.4 et 4.5, respectivement. 
Les Figures. 4-4 (a) et (b) respectivement, montrent le profil hebdomadaire des espé-
rances conditionnelles r+ltk et r-I tk affichées sur toutes les périodes de l'année. Les valeurs 
d'espérances conditionnelles de r- Itk sont représentées en valeur absolue. Les régions en 
rouge-brun illustrent la fin de l'apprentissage adaptative de l'approche ECA, durant lesquelles 
la demande espérée est élevée sur toute l'année. Toutefois, la puissance d'électricité espérée 
pour le résiduel sous-estimé pendant la fin de semaine est plus forte que les jours de semaine 
en raison de l'utilisation plus susceptible des appareils énergivores en hiver et en été. Avec 
les valeurs espérées de résiduel surestimé, le modèle proposé montre qu'il a bien capté de 
82 
manière globale l'aspect comportemental et les variations dues à la masse thermique de la 
maison étudiée. Ces variations permettent de savoir si la maison va tout de suite réagir aux 
changements de la température ou elle va prendre un délai qui explique qu'elle a une bonne 
capacité thermique de stockage de chaleur. La Figure. 4-4 (c) représente le profil d'utilisation 
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Figure.4-4 Distribution journalière/hebdomadaire de l'espérance conditionnelle au cours de 
l'année du dimanche au samedi, (a) résiduel sous-estimé, (b) résiduel surestimé en valeur absolue 
et (c) profil de la dernière semaine de décembre. 
périodique d'électricité journalière et hebdomadaire probable observée à la fois sur les rési-
duels r: et rï: pour une semaine au mois de décembre. Elle présente les périodes de pointes 
journalières sur les résiduels r: et rï:. Pour le résiduel sous-estimé, la puissance d'électricité 
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espérée atteint son pic deux fois par jour en matinée et en soirée, et cela lorsque la plupart des 
occupants se lèvent, prennent une douche, font du café, etc., et le soir, ils allument les lumières, 
préparent le dîner, etc. De l'autre côté, l'espérance conditionnelle de résiduel surestimé, atteint 
son pic dans la nuit, ceci peut s' interpréter par davantage d'occupants diminuent le réglage de 
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Figure.4-5 Distribution horaire de l'espérance conditionnelle des résiduels sous-estimé et sures-
timé : (b) 15 décembre, et (c) 30 juin. 
La Figure. 4-5 (a), représente les distributions horaires des r+ et r- conditionnée par le 
temps d' utilisation horaire d' électricité réalisée par l'approche ECA sur des mesures d'une 
année. La figure. 4-5 (a) affiche une journée d'une période hivernale (c.-à-d. le 15 décembre) 
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qui démontre une puissance élevée pendant la matinée et le soir et ainsi des niveaux de gains 
qui sont attribués aux différents phénomènes tels que la réduction de la consigne de température 
et le gain de chaleur généré par les occupants. D'autre part, l'espérance conditionnelle de 
résiduel sous-estimé contient deux périodes de pointe au cours du matin et le soir, entraînant 
une demande de pointe plus élevée que les espérances de demande dans le surestimé. 
En conséquence les Figures 4.5 (b) et (c) montrent les histogrammes circulaires du com-
portement périodique horaire pour le 15 décembre et le 30 juin. Les distributions indiquent que 
le temps d'utilisation d'électricité qui est seulement présent dans le cas de résiduel rt et dans 
l'autre il s'agit des gains de chaleur connexe au résiduel ri:. On peut également constater que, 
le résiduel surestimé r k est susceptible d'avoir une distribution uniforme en hiver en raison 
de l'habitude des occupants de régler la température de points de consigne la nuit pendant 
toute la saison froide. Cette distribution change de forme à cause des gains solaires qui font 
diminuer la demande d'électricité. 
À partir de cette analyse, il est plus facile de fournir des calendriers pratiques de temps de 
d'utilisation d'énergie et les espérances de puissance demandée dans les résiduels rt et rk, 
en donnant des indications réalistes sur les périodes de sommeil des occupants, les pointes 
typiques et occasionnelles et ainsi que les activités des occupants dans les heures de pointe et 
creuses journalières. 
4.3.1 Modèle linéaire 
Afin de répondre à l'objectif de la prévision de la composante résiduelle, une reconstruction 
de cette composante est nécessaire et ceci à parti des coefficients des espérances conditionnelles 
lE(r+ ldk) et lE(r- ldk) estimées avec l'approche ECA. Il existe plusieurs façons permettant de 
reconstruire le résiduel à savoir les modèles de série temporelle ou les réseaux de neurones, 
entre autres. Dans cette étude, le modèle linéaire (ML) a été choisi en fonction de ses propriétés 
vis-à-vis de sa capacité d'adaptation et de son apprentissage rapide qui lui permet de converger 
rapidement vers la bonne solution. Ce modèle a été implémenté conjointement avec l'approche 
ECA pour former une approche mixte notée ECAIML. 
Pour ce faire, le ML a été conçu en utilisant les espérances conditionnelles estimées 
lE(r+ Idk) et lE(r- ldd reçues de l'approche ECA, comme une séquence d'entrée du ML. Dans 
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ce cas, une technique de filtrage adaptative basée sur le filtre RLS a été utilisée pour identifier 
les paramètres du modèle et calculer la sortie rk [121], [133]. 




Où Uk est le vecteur d'entrée des coefficients du filtre connexes aux espérances conditionnelles 
lE(r+ldk ) etlE(r- ldk ), représentées sous la forme Wk = [Wlk ,W2kf. 
La mise à jour des coefficients peut se faire à partir de l'erreur ek calculée entre la sortie 
du filtre h et le signal désiré rk, elle utilise un gain gk en fonction de l'itération instantanée: 
(4-11) 
Avec la formule de gk donnée par : 
(4-12) 
Où J.l est le facteur d'oubli du modèle de 0.98 et Rk est la matrice de covariance donnée par : 
(4-13) 
Le diagramme présenté dans la Figure. 4-6 résume l' approche mixte ECA/ML appliquée à 
la modélisation et la prévision de la composante résiduelle. L'apprentissage se fait à chaque 
pas de temps k sur une période d 'une année, durant laquelle le modèle utilise les données 
d'entrées des résiduels ri et rï; et le temps d'utilisation d'électricité tk à l'instant k pour 
estimer les espérances conditionnelles. Ces dernières seront utilisées dans le modèle ML pour 
la mise à jour des coefficients du filtre RLS. Dans la phase de prévision, le modèle utilise 
l'information future de temps d'utilisation tk+7: afin de prédire la composante résiduelle rkH 
sur un horizon 't". 
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Figure. 4-6 Schéma bloc de la modélisation et prévision de la composant résiduelle. 
4.4 Cadre comparatif 
La première application utilisée pour évaluer les performances de l'approche ECA/ML est 
la prévision de la composante résiduelle rk sur un horizon d'un jour, en faisant une comparaison 
avec les modèles autorégressifs AR et ARX, couramment utilisés dans le traitement de résiduel. 
L'application des deux modèles sur la composante rk donnée par l'équation (4-1) doit être 
adaptative. Ainsi, l'utilisation de cette composante ne prend pas en compte le processus de 
division en résiduels surestimé et sous-estimé. D'abord, nous considérons le modèle AR avec 
la sortie définie par : 
p 
rkH = E (JjrkH-j + êkH 
j = l 
(4-14) 
Où est êk est l ' erreur de prévision, et ek = [(J!k, fh.b ... , (Jpk] T est le vecteur des coefficients. 
Le résiduel r estimé est calculé en fonction des données rk et du vecteur des poids Zk. 
(4-15) 
Dans ce cas, l'entrée du modèle a été fixée à six données de résiduel rk et les paramètres du 
modèle ont été identifiés de manière adaptative en utilisant le filtre RLS présenté dans [121 ]. 
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L'équation de mise à jour des paramètres est donnée comme suit : 
(4-16) 
Où K est le vecteur de gain, défini par l'équation suivante: 
(4-17) 
X est la matrice de covariance du signal d'entrée, donnée par l'équation (4.18), avec un facteur 
d'oubli p sélectionné à 0.98 : 
(4-18) 
La deuxième méthode utilisée dans la comparaison est le modèle ARX direct mis en œuvre 
selon [134], [135]. Ce modèle est utilisé pour saisir la relation entre le résiduel rk et le temps 
d'utilisation d'électricité tk comme une variable explicative. La sortie est décrite par l'équation 
(4-19) : 
p b 
rk+-r = E Bjrk+-r- j + E (j)idk+-r + ckH (4-19) 
j = l i= l 
Où tk et rk sont les séquences d'entrées et de sortie, et (j)i représente les coefficients de 
temps d'utilisation, et c représente l'erreur. Dans ce modèle, le nombre de données d'entrée de 
résiduels est supposé p = 6. Les coefficients du modèle ont été estimés en utilisant l'algorithme 
adaptatif RLS présenté dans [121 ], afin de produire la sortie rkH, en appliquant un facteur 
d'oubli 11 = 0.92. 
En terme de précision l'NMAE, MAE et R-Square données par 4-20,4-21 et 4-22 ont été 





Où qk représente rk dans le cas de la prévision de la composante résiduelle et Yk pour le cas 
de la prévision de la puissance totale électricité. La section suivante permet de comparer et 
discuter les performances des trois modèles utilisés dans la prévision de la composante rk. 
4.4.1 Résultats et Discussion 
4.4.1.1 Résultats de prévision de la composante résiduelle 
La comparaison des résultats de prévision sur un horizon de 24 heures avec les méthodes 
ECNML, les modèles AR et ARX sont présentés dans la Figure. 4-7. Les résultats obtenus 
montrent la capacité de l'approche ECA/ML à extraire la part cycle-tendance de caractère 
non-linéaire de la composante résiduelle par rapport aux autres modèles sélectionnés. 
Nous observons également que, au cours de l'année d'analyse, l'approche ECAILM peut 
fournir parfois une bonne qualité de prévision de résiduelle en suivant de manière réaliste les 
fluctuations de la puissance d'électricité. L'approche montre que l'accord entre le résiduel 
original et la prévision est parfois excellent sur les pics, particulièrement pour les saisons 
chaudes où la consommation dépend surtout du comportement stochastique des occupants. 
Puisque cette demande notable peut avoir un comportement périodique et compte pour une 
part importante de la composante résiduelle, elle peut s'expliquer en appliquant l'approche 
ECA/LM. 
L'exercice de prévision de la composante rk est répété cette fois sans le processus de 
division en considérant plutôt les modèles adaptatifs AR et ARX. Dans ce cas, les deux modèles 
échouent dans la capture des changements de résiduels par rapport à l'approche ECA/ML. 
Ainsi, leurs capacités de s'adapter à la tendance du résiduel et de saisir la forme non-linéaire 
des variations dynamiques de la composante résiduelle n'est pas adéquate. Les non-linéarités 
périodiques introduites dans la composante résiduelle rendent moins efficaces l'utilisation des 
modèles AR et ARX. Ces non-linéarités sont principalement dues aux comportements des 
charges électriques qui sont plus perceptibles dans le résiduel sous-estimé rt. En effet, notre 
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Figure. 4-7 Performance des modèles adaptatifs dans la modélisation et la prévision de la com-
posante résiduelle sur un horizon de ~ = 24 heures. AR (p =0.98), ARX (1. =0.92) 
autres modèles en raison de sa capacité à fournir une distribution d'espérance conditionnelle 
réaliste sur la prévision de la composante résiduelle. D'autre part, l'inconvénient des modèles 
AR et ARX peut-être attribué au fait qu'ils sont des méthodes paramétriques, qui requièrent 
une définition préalable de la bonne structure mathématique qui converge bien avec la sortie 
du modèle. Cette structure suppose la connaissance a priori du bon ordre des coefficients de la 
série. 
Les courbes présentées sur la Figure. 4-8 permettent d'observer le résumé des perfor-
mances de précision de la prévision de la composante rk obtenue pour différents horizons. 
Au regard des valeurs de NMAE, on remarque très rapidement que l'approche ACEIML est 
plus performante que les autres modèles, car quelque soit l'horizon de prévision considéré, le 
NMAE est toujours inférieur à 0.78. Seule l'approche ACE/ML est capable de rivaliser avec 
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Figure. 4-8 Comparaison de la précision de la prévision de la composante résiduelle en fonction 
d'horizon de prévision. 
proposé fournit un NAME stable comme il est capable d'expliquer environ 23% du résiduel 
sur tous les horizons. 
4.4.1.2 Résultats de prévision de la demande d'électricité 
Afin de construire un modèle global de prévision de la demande d'électricité, les résultats 
de prévisions des deux phases liées à la composante thermosensible et la composante résiduelle, 
respectivement, sont ajoutés à chaque horizon -r tel que montré à la Figure. 4-1, en utilisant 
l'équation suivante: 
(4-23) 
Où YkH est la prévision de la puissance totale, et h(XkH) est la prévision de la composante 
thermosensible obtenue à partir de l'approche EADC. En outre, les résultats de prévision de 
cette composante sont ajoutés aux prévisions des résiduels réalisés avec les modèles AR et 
ARX. La Figure. 4-9 présente une comparaison de la puissance d'électricité totale prédite pour 
chacun des modèles EADC, EADC+ECAlML, EADC+AR et EADC+ARX, sur un horizon 
de 24 heures. 
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Figure.4-9 Comparer la demande d' électricité mesurée et prédite par les trois modèles sur 
l'horizon 'r=24 heures 
Une analyse plus détaillée de la Figure. 4-9 permet de constater que le modèle EADC tout 
seul éprouve particulièrement beaucoup de difficulté à suivre les pics de la consommation 
réelle. Cette difficulté a été expliquée dans le chapitre 3. Seul le EADC+ECAIML est capable 
de montrer une capacité à prévoir la puissance liée aux activités des occupants, l'utilisation de 
électricité, ainsi que l'ensemble des gains et des pertes, mais de manière agrégé. Les modèles 
EADC+AR et EADC+ARX sont inopérants pour suivre les changements de la puissance totale 
et identifier correctement la non-linéarité de la demande d'électricité. 
Nous voyons ici que malgré le temps d'utilisation de l'énergie considérée dans le modèle 
ARX, les modèles EADC+ARX fournissent des résultats qui sont différents de ceux obtenus 
avec le EADC+ECAIML. 
Les courbes des erreurs sont réalisées pour divers horizons sur une journée telles que 
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Figure.4-1O Comparaison de la précision de la prévision de la demande d'électricité réalisée 
avec les trois modèles en fonction d'horizon de prévision. 
demande d'électricité totale vont dans le même sens que ceux obtenus dans la prévision de la 
composante rh et démontrent une fois de plus la performance des modèles EADC+ECAIML 
qui fournissent un bon résultat. D'autre part, l'erreur en NMAE produite de la combinaison des 
modèles EADC et ECA/ML est non seulement petite et demeure stable sur tous les horizons. 
En terme de précision, elle représente 75% de la prévision de la puissance totale pour l'horizon 
't'=24 heures. Alors que l'erreur en termes de MAE en (kW) avec l'emploi du modèle EADC 
tout seul a diminuée de 0.991 kW à 0.754 kW pour l'horizon 't'=24 heures et ceci par rapport 
aux modèles couplés EADC+ECAfML. Tandis que, le coefficient de détermination R2 signifie 
que la combinaison des modèles EADC+ECA/ML est capable de déterminer 92.7 % de la 
distribution des points de la prévision sur la droite de régression sur l'ensemble des horizons. 
La Figure. 4-11 présente le taux d'amélioration de la précision de la prévision de la 
puissance d'électricité totale réalisée avec EADC+ECAfML et comparée avec les taux obtenus 
avec les modèles EADC+AR, et EADC+ARX. Ce taux est calculé par l'écart entre deux valeurs 
de précision de la prévision. La première est (1 - NMAE) x 100 qui distingue l'écart entre 
l'unité et l'erreur de la prévision de la puissance totale en termes de NMAE. La deuxième 
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Figure. 4-11 Comparaison de l'amélioration de la prévision entre les trois modèles 
chapitre 3 qui correspond à 68 %, en utilisant la relation (1 - NMAE) x 100 - 68%. 
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Sur la figure, on observe une amélioration significative sur tous les horizons d'environ 
",7% obtenue avec le couplage des résultats de prévision de la composante thermosensible et 
la composante résiduelle EADC+ECAIML. Par contre les prévisions faites avec les modèles 
EADC+AR et EADC+ARX sont capables d'améliorer seulement 3% et 2,3% de la précision, 
respectivement, à l'horizon de 24 heures. Ces résultats montrent que l'approche proposée 
donne les meilleures précisions de la prévision, avec le plus important taux d'amélioration 
pour le cas de la maison étudiée. TI faut savoir que ce taux d'amélioration change d'une maison 
à une autre, et sur l'ensemble des cinq maisons testées et validées, l'approche proposée a 
donné des résultats similaires comparativement aux méthodes classiques. 
4.4.1.3 Explication du second résidu 
Après l'estimation de la partie périodique de la composante résiduelle, nous sommes 
intéressés à voir le comportement de la partie restante appelée le second résidu, définie par : 
(4-24) 
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Dans ce cas, le même exercice est répété en considérant plutôt la division de rres k en deuxième , 
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Les deux résiduels r ~s k et r ~s k sont illustrés dans la Figure. 4-12. Leurs explications 
, , 
peuvent aider à mieux comprendre la demande d'électricité totale donnée par : 
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Figure. 4-12 Représentation d'une section de la composante résiduelle, et le résiduel rres,k en 
hiver. 
Par ailleurs, afin de réaliser une explication du second résidu rres,b nous avons suggéré 
d'exploiter une des sources de données que nous possédons. Cette source consiste à utiliser 
des informations générées par les charges électriques à savoir les mesures de chauffe-eau 
électrique Yewh et les autres charges Yez, fournies par le LTE. 
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Par contre, avant de réaliser cette analyse, nous proposons d'étudier l'autocorrélation 
des sous-composantes r~s ,k et r-:es ,k à partir de l'historique de leurs observations que nous 
disposons. Le but de l'autocorrélation ici est de mesurer la ressemblance entre les séries 
temporelles du second résidus et quantifie leur association interne. Le tracé de l' autocorrélation 
__ Sous·estimé- Résiduel de résiduel- Surestimé 
, -
a la 20 30 40 50 
Lag (Heure) 
Figure. 4-13 Autocorrélation de résiduel du résiduel sous-estimé et surestimé . 
est illustré sur la Figure. 4-13. Il montre les autocorrélations de chaque résiduel retardé par un 
délai noté lag. Ce dernier définit le paramètre de décalage temporel choisi arbitrairement à 48 
heures. 
Cette analyse a montré qu'il a une forte ressemblance interne dans la série du second 
résidu surestimé r-:es k au délai de lag = 24 heures. Ce qui montre qu'il a une chance de 26% 
, 
qu'il soit prévisible à ce délai comparé à 16% pour le second résidus sous-estimé. 
Nous avons par la suite vérifié l'autocorrélation de chacune des séries temporelles de ces 
résiduels et les charges de chauffe-eau, et les autres charges comme montré dans la Figure. 4-
14. Le but derrière cette analyse est de révéler les relations existantes entre les second résidus 
r~s,k' r-:es,k et les mesures des charges électriques. Pour cela, nous avons trouvé une forte 
ressemblance de 40% pour le chauffe-eau et 20% pour les autres charges, pour une valeur de 
décalage significative correspond au lag = 24 heures. 
Pour ce lag, nous avons analysé la corrélation entre les 4 séries temporelles des charges de 
chauffe-eau Yewh ,b les autres charges Yel ,k et les seconds résidus sous-estimés et surestimés 
r~s k et r-:es k' respectivement. 
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Figure. 4-14 Autocorrélation de résiduel sous-estimé et surestimé et leurs interactions avec les 
charges de chauffe-eau et les autres charges. 
Cette analyse a été présentée par une matrice de corrélation utilisée pour évaluer la 
dépendance entre les 4 séries temporelles, comme est illustré dans la Figure. 4-15. La matrice 




rr~s,k-24 - 0.4.1 0 .49 
- -0.4. 
rr~",k-24 - 0.06 0.09 0 .36 
-0.8 
1 1 1 
Yewh,k-24 Y eI,k-24 rr~s , k-24 T':;B,k-24 
Figure.4-15 Matrice de corrélation pour évaluer la dépendance entre les charges électriques et 
les seconds résidus sous-estimé et surestimé. 
illustrée contient le test d' autocorrélation pour chaque série en rouge et les autres couleurs 
montrent la corrélation entre les 4 séries temporelles. 
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L'observation de la corrélation entre le second résidu sous-estimé et les mesures de chauffe-
eau corr(r;:s,k_24; Yewh ,k-24) montre que la présence de cette mesure peut aider à expliquer 
41 % du second résiduel r;:s k. Tandis que, la présence des mesures des autres charges peuvent 
, 
expliquer 49% du second résidu r+ k. 
res, 
Par conséquent, les prochaines améliorations du second résidu r res,k sont envisageables 
seulement en présence des observations des charges électriques et de chauffe-eau. Ces me-
sures peuvent être fournies soit par deux voies : (1) la désagrégation de la puissance totale 
d'électricité totale ou (2) une mesure directe de ces charges en installant des capteurs auprès 
du client. 
4.5 Synthèse du chapitre 
L'objectif de ce chapitre était de proposer une stratégie parallèle de modélisation et de 
prévision de la composante résiduelle en vue de prédire la puissance totale d'électricité. Les 
caractéristiques périodiques d'une partie de la composante résiduelle font en sorte que ce 
travail a introduit un nouveau processus d'analyse de résiduel. Tout d'abord, la composante 
résiduelle a été divisée en résiduels sous-estimé et surestimé pour extraire la périodicité des 
phénomènes environnementaux et comportementaux. 
Cette stratégie nous a menés à la proposition d'un modèle mixte qui combine une approche 
adaptative de l'espérance conditionnelle (ECA) pour repérer et expliquer séparément ces 
phénomènes périodiques. Or, la connaissance du comportement des occupants est considérable 
pour identifier une des sources d'incertitude qui causent l'écart entre la composante thermo-
sensible et les mesures de la demande d'électricité. En outre, dans les modèles basés sur les 
logiciels de simulation des bâtiments résidentiels comme TRNSYS et EnergyPlus, la présence 
et les activités des occupants sont modélisées de manière sommaire par des scénarios détermi-
nistes. Il est donc possible de remplacer ces scénarios par le calendrier du temps de puissance 
d'électricité capté avec l'approche proposée, afin de simuler une puissance électricité totale 
proche de la réalité. 
Enfin, une prévision de la composante résiduelle a été réalisée avec le modèle linéaire 
(ML) en utilisant les espérances conditionnelles estimées avec l'approche ECA. Ceci nous 
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a permis de présenter une étude comparative de la performance d'ECNML par rapport aux 
autres méthodes adaptatives comme le AR et ARX. 
Pour l'ensemble de ces stratégies, un modèle global a été construit en ajoutant les résultats 
de prévision de la composante thermosensible avec ceux obtenus de la composante résiduelle 
pour prédire la demande d'électricité totale. Une comparaison des résultats avec les données 
réelles d'une résidence occupée a montré que la structure d'ensemble composée des approches 
EADC et ECAIML proposées permet une amélioration significative de 7% de la précision de 
la prévision de la demande d'électricité sur un horizon d'un jour. 
Finalement, une étude de corrélation a été réalisée pour identifier le lien entre le second 
résidus et les informations générées par les charges électriques et le chauffe-eau. Cette 
analyse montre que l'explication et les prévisions de la puissance d'électricité totale peuvent 
s'améliorer en présence des données désagrégées des charges électriques. 
Chapitre 5 Conclusions et recommandations 
Cette thèse a étudié le problème de la prévision à court terme de la demande électrique 
résidentielle dans le contexte de GLDD. Dans cette étude, nous avons présenté une approche 
statistique modélisant la demande d'électricité des bâtiments résidentiels. Celle-ci permet 
l'anticipation de la consommation sur un horizon de vingt-quatre heures. Les modèles utilisés 
sont majoritairement basés sur l'analyse des distributions conditionnelles non-paramétrique. 
La procédure de modélisation considère un minimum de mesures, mais elle exploite de ces 
données le maximum de connaissance sous une forme nouvelle et automatisée. De façon 
générale, le développement est axé sur l'identification de la thermosensibilité du bâtiment. 
Cette thermosensibilité permettra de quantifier la dépendance entre la puissance et l'écart 
de température intérieure-extérieure. Plusieurs applications pourront être dérivées de cette 
analyse. Dans l'un, l'utilisateur peut avoir une information plus précise sur la performance 
thennique de sa maison. Dans l' autre, le modèle peut être utilisé dans un cadre de prévision à 
partir des données météo. Le travail montre aussi une contribution supplémentaire qui consiste 
à l'analyse des moments de consommation et qui permet d' améliorer l' algorithme de prévision 
à partir d'un modèle statistique liant le résiduel et le temps calendaire. 
5.1 Contributions principales 
Les contributions principales de cette thèse sont d'ordre méthodologique. 
- Les analyses réalisées visent à construire une technique d'exploration de données en 
tant qu'étape de pré-traitement pour aider au développement d'un cadre de modélisa-
tion permettant d'expliciter une partie de la demande agrégée. À notre connaissance, 
l'identification de la composante thermosensible avec la technique d'exploration des 
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données n'a pas fait l'objet de recherches détaillées. Jusqu'à présent, aucune étude ex-
pliquant en ligne la consommation thermosensible n'avait été entreprise en employant 
l'approche non-paramétrique pour l'apprentissage adaptatif. Cette approche utilise la 
régression non-paramétrique bi-variable pour l'estimation de la densité jointe entre la 
demande et l'écart de température. À partir de cette densité, une Estimation Adaptative 
de la Densité Conditionnelle EADC a été proposée. Celle-ci cherche à expliquer la 
consommation thermosensible au auprès du client. L'étude a permis de démontrer la ca-
pacité d'une telle démarche de passer de la modélisation boîte noire au modèle gris en 
fournissant des paramètres de signification physique. Plus spécifiquement, il s'agissait 
de la température d'équilibre ainsi que de la constante de déperdition thermique équi-
valente UA et ceci à partir des caractéristiques de la composante thermosensible. Cette 
modélisation physico-statistique a permis de tenir compte des incertitudes associées à 
la prévision de la température sans avoir un grand effet sur la précision de la prévision 
de la part thermosensible. Une évaluation des performances de l'approche proposée 
ainsi que des comparaisons avec des méthodes de l'état de l'art ont été réalisées. Ceci 
rend possible son application à des maisons uni-familiales sans recours à des mesures 
supplémentaires. 
- Le modèle EADC est complété par un deuxième processus d'exploration de données 
en employant une deuxième approche non-paramétrique spécifique à l'explication 
de la composante résiduelle. Ceci utilise l'effet calendaire comme un outil qui per-
met de capter les moments périodiques de l'utilisation de l'électricité et obtenir une 
compréhension sur les profils cycliques d' appel de puissance pour les phénomènes 
indépendants de la température extérieure. L'approche consiste à diviser le résiduel 
en deux sous-composantes associées aux sous et sur estimations. Chacune de ces 
composantes peuvent être en interaction avec des facteurs météorologiques autres que 
la température telle que l'activité des occupants et leurs habitudes. Un modèle mixte 
qui combine une approche d'Espérance Conditionnelle Adaptative(ECA) avec une 
régression paramétrique ML a été adopté. À partir du résiduel sous-estimé et surestimé, 
le modèle ECA génère en ligne les moments périodiques d'utilisation d'électricité 
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de l'ordre journalier et hebdomadaire lié aux phénomènes environnementaux et com-
portementaux non déterministes. Conjointement, la régression paramétrique ML a 
été conçue de manière adaptative pour fournir des prévisions de la partie cyclique du 
résiduel en employant les espérances conditionnelles estimées par l'approche ECA. 
- Au final, les modèles EADC et ECAILM sont articulés entre eux et couplés pour 
former un modèle global de la puissance totale d'électricité résidentielle. Nous pou-
vons conclure que l'approche statistique non-paramétrique permet de développer des 
modèles de prévision de pouvoir explicatifs, auxquels nous pouvons nous référer pour 
articuler des connaissances avec les données disponibles. 
5.2 Limites et difficultés 
5.2.1 Hypothèse de la température intérieure constante 
La première limite de notre étude concerne la supposition d'une température intérieure 
constante des maisons sur toute l'année d'analyse. En effet, si nous avions la mesure réelle 
des températures intérieure, nous pourrions l'intégrer dans le modèle EADC afin d'avoir 
le bon calcul d'écart de température et aussi expliquer de manière précise la composante 
thermosensible des maisons. 
5.2.2 Hypothèse d'un estimateur multi-dimensionnel 
La formulation du modèle de thermosensibilité pourrait être améliorée, en tenant compte 
du cas un estimateur multi-dimensionnel de la température extérieure et de certaines variables 
climatiques qui influencent la demande comme le soleil et le vent. 
5.2.3 Fenêtre de lissage de l'estimateur par noyau 
Une des difficultés majeures de l'analyse non-paramétrique adaptative est de trouver la 
bonne valeur de la fenêtre de lissage au fur et à mesure que les nouvelles données deviennent 
disponibles. Or, dans le cas d'un estimateur hors ligne, l'estimateur par noyau est fondé sur 
un grand ensemble de données d'où la fenêtre de lissage sera facile à paramétrer. En effet, 
le choix de la fenêtre est un facteur déterminant sur les résultats finaux de l'estimateur non 
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paramétrique. Notamment, une fenêtre trop faible ou trop grande provoque l'apparition ou 
l'effacement de détails sur la distribution. Dans l'approche proposée, nous avons fait un 
balayage des valeurs sur l'intervalle [0.01,1]. Cependant, la valeur de la fenêtre change en 
fonction des mesures et des maisons à étudier. Ceci est une limite qui impose de balayer 
chaque fois l'intervalle pour chercher la valeur de la fenêtre spécifique à chaque maison. 
Enfin, la manière de trouver la bonne fenêtre de lissage doit être améliorée pour qu'elle soit 
automatique, notamment si nous voulons estimer la densité d'un ensemble des maisons ou un 
parc résidentiel. 
5.3 Recommandations 
Plusieurs perspectives d'amélioration de ce travail sont prometteuses: 
5.3.1 Modélisation multi-dimensionnelle 
Chaque composante de la demande d'électricité totale pourrait faire l'objet d' une modé-
lisation plus complexe et spécifique. Nous suggérons que les modèles EADC et ECAILM 
pourraient être améliorés en prenant en compte d'autres variables climatiques telles que l'enso-
leillement et la vitesse du vent. Nous pourrons alors comparer les résultats à ceux obtenus par 
notre démarche en utilisant seulement la température extérieure et l'effet calendaire comme 
seules variables explicatives. 
En ce qui concerne la composante thermosensible, il est aussi possible d'utiliser d'autres 
valeurs des écarts des températures. Pour cela, il est suggéré de choisir différentes températures 
de consigne moyennes dans les résidences plutôt que 21 0 C et voir leurs impacts sur la 
consommation thermosensible et la part résiduelle. 
5.3.2 Amélioration de l'estimateur par noyau 
5.3.2. J Choix du noyau 
Bien que le choix de la fonction noyau à utiliser soit considéré comme moins important, 
il est suggéré de tester les différents types de noyaux cités dans le tableau 2-1, comme il en 
a été discuté dans le chapitre 2. Il serait aussi intéressant de comparer la performance des 
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estimateurs pour tout noyau K dans des situations différentes afin de voir leurs impacts sur 
l'estimation obtenue. 
Puisque la fenêtre de lissage v joue un rôle très important dans la perfonnance des 
estimateurs adaptatifs des densités à noyaux associées, un .sujet intéressant serait d'étudier les 
sélecteurs automatiques de la fenêtre, en traitant le problème de choix de la fenêtre optimale 
avec d'autres méthodes de la littérature comme l'utilisation des critères bayé siens ou les 
méthodes adaptatives de Lepski modifiée [ l36]. 
5.3.2.2 Dimension du noyau 
En plus des noyaux univariés et bivariés, il serait intéressant d'augmenter la dimension 
de l'estimateur afin d'englober plus de données. En effet, l' augmentation de la dimension 
permet d'ajouter de la complexité des estimateurs par noyau et demander plus de mémoire 
dans les calculs. Il serait donc intéressant d'étudier comment étendre l'estimateur par noyau 
utilisé pour le cas des données multidimensionnelles. Ici l' aspect fondamental de la notion 
multivariée est de trouver une solution pour analyser les données dans des espaces de grande 
dimension. Dans ce cas, il devient intéressant d'étudier prioritairement la manière de résoudre 
le phénomène de fléau de la dimension ou malédiction de la dimension. 
Les perspectives d' amélioration présentées ci-dessus sont envisageables en présence des 
données supplémentaires. Il pourrait s'agir d'utiliser les données déjà disponibles, mais 
également d'exploiter des nouvelles sources des infrastructures de mesurage avancé à savoir 
les compteurs électriques intelligents, les informations générées par les charges électriques et 
les données météorologiques. 
5.3.3 Explorer les limites du modèle 
- Puisque la composante thermosensible est essentiellement liée au chauffage électrique, 
il serait judicieux de comparer cette consommation avec la puissance de chauffage 
électrique connexe et ceci pour les cinq maisons étudiées. 
- Pour le cas adaptatif, il est aussi possible de faire une étude de la variance de la 
demande électrique qui pourrait être un bon indicateur de stabilité de l'approche. Ceci 
pour explorer la robustesse du modèle et voir comment il peut se réadapter lorsqu'un 
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client par exemple baisse sa température de consigne pendant un voyage de longue 
période. 
- Pour que le modèle de prévision proposé soit plus représentatif, il est suggéré de 
générer plus de données de la puissance électrique totale en prenant une maison avec 
des mesures réelles de la puissance totale, et générer l'équivalent de la consommation 
typique à cette maison en utilisant la méthode de Monte-Carlo par exemple. Sur 
l'ensemble des nouvelles données générées, il est possible d'identifier la limite de 
l'approche. Il est aussi possible de créer des centaines de modèles des bâtiments 
simulés par un modèle boîte blanche et les comparer avec l'approche proposée pour la 
validation de l'approche de la prévision. 
5.3.4 Amélioration de l'explication de la composante résiduelle 
5.3.4.1 Sélection de l'ordre des paramètres 
TI serait intéressant d'analyser la façon pour sélectionner l'ordre des paramètres et choisir 
le bon nombre à inclure dans le ML de l'approche ECAIML. Ceci pour une meilleure perfor-
mance de la prévision de résiduel rk à partir des espérances conditionnelles des résiduelles 
sous-estimées et surestimées. Il semble important de s'appuyer sur certains critères d'informa-
tion, exemple (AIC, BIC, Hannan Quinn, ... ) [137], [138] pour mesurer la qualité relative du 
modèle. 
5.3.4.2 Explication de résiduel du résiduel 
Dans le contexte de la modélisation du second résiduel rres ,k sans la présence des données 
des autres charges, il est possible d' utiliser un modèle auto-regressif non-linéaire de type 
réseau de neurones ou le modèle Nonlinear Generalized AutoRegressive Condition al Hete-
roskedasticity (GARCH) [139]. Nous pensons que ces modèles peuvent analyser la relation 
non-linéaire de la valeur à prévoir rres ,k et ses valeurs précédentes dans la série temporelle. 
Nous suggérons aussi de ne pas utiliser directement le modèle AR pour ce cas. Ceci à cause 
de la nature très aléatoire de la série temporelle de rres.k qui n' est pas facilement estimable 
avec un modèle linéaire simple. 
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Annexe A Techniques de prévision 
Cette annexe est citée dans la partie « 2.2.1- État de l'art sur les techniques de prévision 
de la consommation d'électricité». Nous présentons ici la suite des méthodes des séries 
temporelles fréquemment utilisées dans la prévision de la demande d'électricité. 
A.1 Séries temporelles et régression 
Deux processus linéaires qui sont à la base des séries temporelles, le processus de la 
moyenne mobile (MA) sur les erreurs et le processus autorégressif (AR) qui est utilisé lorsque 
la valeur à prévoir est corrélée avec les valeurs précédentes dans la série temporelle [84]. Les 
modèles MA et AR sont définies comme suit : 
- Le processus MA (q) 
(1-1) 
Le processus MA est construit en calculant la moyenne mobile de l'erreur générée à chaque 
point de temps. En règle générale, les valeurs moyennes sont pondérées. Le processus s'ex-
prime comme une combinaison linéaire de bruit blanc à l'horizon t - q. Où Yr indique la valeur 
à prévoir à l'instant t qui est une moyenne pondérée de l'erreur aux instants précédents du 
temps, et les valeurs e se sont les coefficients de la moyenne mobile[ 140], [ 14 1]. L'équation 
1-2 pourrait être réécrite comme suit: 
q 
Yr = Ct + E ejCt-j 
j = 1 
(1-2) 
Où q représentant le nombre des erreurs précédentes intégrés dans le modèle, q est connu 
comme l'ordre du modèle MA. Notez que, selon [142] la méthode des moyennes mobiles n'est 
pas efficace pour la modélisation de la demande électrique, elle est généralement appliquée 
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pour le lissage de la série temporelle. 
Le processus autoregressive AR (p) a la forme suivante: 
(1-3) 
Avec Yt indique la valeur à prévoir à l'instant t et 1'/ -i se sont les valeurs enregistrées à l'instant 
t pour i E [l,n], n est le nombre d'échantillon, CPi indique les coefficients de ft-i, et le terme 
supplémentaire comprennent la variable aléatoire normale en fonction du temps et. L'équation 
1-4 pourrait être réécrite comme suit: 
p 
Yt = et + E CPiYt - i (1-4) 
i= 1 
Où p représente le nombre de valeurs antérieures de la série temporelle qui doit être intégré 
dans le modèle. Cette variable p est l'ordre du modèle AR [J41 ]. La combinaison entre les 
deux processus produit le modèle ARMA (p , q) suivant: 
(1-5) 
Selon [84] l'utilisation des deux composantes permet de mieux capturer la dynamique sous-
jacente, qui est le résultat de l' autocorrelation des variations saisonnières et les aspects 
aléatoires. Il existe aussi la version saisonnières du modèle ARMA(p,q), qui permet aux 
processus AR et MA de s'adapter avec les cycles observés (semaine, mois, saison) [142]. Ces 
modèles sont notés par SARMA(p,q) (P, Q)s ou s est la cyclicité du processus et les paramètres 
P, Q et s sont spécifiques à la composante saisonnières. Des modèles dynamiques équivalents à 
ceux existent pour les séries non-stationnaires, pour lesquelles la non-stationnarité est d'origine 
stochastique [1 43] . Il s'agit des modèles ARlMA (p ,d, q) et SARlMA (p ,d,q)(P,D,Q)s, qui 
sont des modèles adaptés aux séries qui deviennent stationnaires par différenciation d'ordre 
d pour la partie non saisonnière et d'ordre D pour la partie saisonnière [142], [1 43]. Selon 
la littérature si le modèle ARMA est insuffisant pour la prévision de la demande électrique à 
court terme, il est suggéré d'inclure une variable exogène tels que la température extérieure 
qui peut potentiellement améliorer les performances de prévision [84]. Nous obtenons alors 
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des modèles appelés ARX, ou ARMAX. Le processus exogène autorégressive ARX, est un 
modèle de série temporelle autorégressive avec des paramètres d'entrée exogènes, il peut être 
exprimé par : 
(1-6) 
Le processus ARMAX, est une extension du modèle ARX où les paramètres de la moyenne 
mobile sont ajoutés, il est exprimé comme suit: 
L'équation 1-8 pourrait être réécrite de la façon suivante: 
p q b 
ft = L lPift- i + êt + L B)êt- ) + L OJ;Ut - i (1-8) 
;= 1 ) = 1 i=O 
Avec ft est la valeur à prévoir à l'instant t et p est l'ordre d'autorégression, q est l'ordre de 
la moyenne mobile, lP se sont les paramètres autorégressifs et B se sont les paramètres de la 
moyenne mobile, U indique les entrées exogènes, b indique l'ordre d' entrées exogènes, roi est 
le paramètre de l'entrée exogène à l'instant i , et êt est un bruit blanc [140], [141], [144]. 
AnnexeB Les données de cinq maisons 
B.1 Les cinq profils horaires résidentiels réels 
Nous présentons les données recueilliés de la puissance totale et la température extérieure 
pour chacune des maison sur l'année 94-96. 





\.,r;)\. r;çr;)\. ~ ,r;)\. r;),r;)\. \.,r;)\. r;çr;)\. ~ ,r;)\. r;),r;)\. vr;)\. r;çr;)\. ~ ,r;)\. 








Figure. 2-1 Profils de température et de puissance totale pour la résidence unifamiliale 1 
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Figure. 2-2 Profils de température et de puissance totale pour la résidence unifamiliale 2 
















Figure. 2-3 Profils de température et de puissance totale pour la résidence unifamiliale 3 
124 
125 
Unifamiliale: residence 4 
12 30 
10 20 
~ G 8 10 ~ 
=. Q) 
Q) B u 
.: 6 0 cd 
cd 1-0 
VJ ' Q) 
VJ P-
";; 




Figure, 2-4 Profils de température et de puissance totale pour la résidence unifamiliale 4 
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Figure,2-5 Profils de température et de puissance totale pour la résidence unifamiliale 5 
Annexe C Notes techniques 
. C.I Coefficient de déperdition d'un bâtiment 
Le coefficient de déperdition pennet d'évaluer le niveau d'isolation équivalent d'un bâti-
ment. Il s'agit de la moyenne des déperditions à travers l'ensemble de ses parois. Il caractérise 
les pertes de chaleur à travers les murs, la toiture, le sol, les portes et fenêtres. Ces pertes de 
chaleur sont calculées pour une différence de température entre l'extérieur et l'intérieur de 
I°e. Il s'exprime en Watt par mètre cube et par degré [145]. De façon simple, la déperdition 
thennique d'un bâtiment peut s'exprimer de la manière suivante: 
Qd = (UAmursexternes + UA plafond + UAfentres + mcp) . (xint - xext ) 
(3-1) 
+ UA ( .Jllt ext) ,....., u ·A (int ext) fondation À - X ,....., briment X - X 
C.2 Fonctions des probabilités jointes et conditionnelles 
Une brève description des notions correspondantes aux fonctions de probabilité jointe et 
conditionnelle sont présentés dans l'exemple illustré sur la Figure. 3-1. La figure (a) à gauche 
montre les distributions des fonctions marginales f(x) et f(y) ainsi la distribution jointe du 
couple f(x,y). 
Dans cet exemple X et Y sont considérés des variables aléatoires à deux dimensions, 
admettons une fonction de densité jointe f(x ,y) et densités marginales fx(x) et fy(y). Trois 
conditions doivent être vérifiées pour calculer ces densités: 1) la fonction f est bien conti-
nue sur l'intervalle [a;b], 2) cette fonction est positive sur cet intervalle, a ~ fx(x) ~ b, 3) 
l'intégrale de la fonction par rapport à x ou y doit être égale à 1, J: fx(x)dx = 1. 
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Figure. 3-1 Densité jointe et conditionnelle. 
La fonction de densité jointe f(x ,y) est une probabilité des événements X et Y qui se 
produisent simultanément. Tandis que, la fonction de densité marginale est défini par la 
probabilité d'occurrence d'un seul événement. Dans le cas continu, nous obtenons la fonction 
de densité marginale fx(x) en sommant les f(x ,y) suivant les lignes et celle de fy(y), en 
sommant les f(x ,y) selon les colonnes de la façon suivante: 
fx(x ,. ) = J f(x ,y)dy 
fy(·,y) = J f(x ,y)dx 
(3-2) 
De même pour le cas des variables aléatoires discrètes, la définition des fonctions densités 
marginales et jointes consiste de remplacer les intégrales du cas continu par des sommes. Enfin, 
nous définissons les densités conditionnelles à partir des densités jointes et marginales calculées 
dans le panneau (a) de gauche. Sur la Figure. 3-1-(b) nous présentons trois distributions des 
fonctions conditionnelles f(xly) pour trois valeurs différentes de y. 
Comme indiqué dans le panneau de gauche, nous présentons trois distributions des fonc-
tions conditionnelles f(xly) pour trois valeurs différentes de y. Ceci est calculé à partir de la 
densité f(x,y) montrée dans l'exemple de la Figure. 3-1. La fonction conditionnelle définit la 
probabilité que l'événement x se réalise sachant que l'événement y est réalisé. Ceci va nous 
faire, restreint l'univers de possible de y, donc se retrouve dans la situation la probabilité que 
l'événement x se réalise sachant l'événement y = 0.5 par exemple. 
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C.3 Évaluation de la précision de la régression 
Les études présentées dans la littérature proposes des métriques différentes pour mesurer la 
précision des modèles de régression ainsi que celle de la prévision de la demande d' électricité. 
Le but avec ces métriques est de mesurer l'erreur et d'obtenir un résumé clair sur sa distribution 
par rapport à la référence de la consommation électrique observée. Hyndman et Koehler [122] 
donnent une revue détaillée de différentes mesures de précision en proposant les classifier en 
groupes de métriques. Dans ce classement, le biais a été pris en compte pour nous dire si nous 
avons tendance à surestimer ou sous-estimer la consommation électrique. De plus, si la valeur 
prédite de la demande est trop biaisée dans les deux sens, ceci peut dégrader la capacité de 
prévoir correctement le futur de la consommation. Par ailleurs, la forme de base de mesure 
de précision des prévisions est de calculer l'erreur ek = Yk - Yk entre la demande électricité 
mesurée et prédite. Cette formule a subi avec le temps des dérivées en fonction des analyses 
préconisée à savoir: 
C.3.1 Mesures dépendantes de ['échelle 
Les deux mesures dépendantes de l'échelle les plus couramment utilisées sont basées sur 
les erreurs absolues AEk = IYk - Ykl et les erreurs quadratiques SEk = (Yk - Yk)2. Les deux 
mesures d'erreurs sont moyennées par une moyenne arithmétique pour donner l'erreur absolue 
moyenne (MAE, équation (3-3)) et l'erreur quadratique moyenne (RMSE, équation (3-4)). 
Ces métriques sont utilisées seulement lors de la comparaison entre les séries temporelles des 
données ayant les mêmes échelles. 
1 n 
MAE = - L IYk-YÎc I 
nk= l 
(3-3) 
MSE = (3-4) 
En comparant les deux métriques, le MAE mesure la moyenne des erreurs dans l'ensemble 
de données prédites sans considérer le signe et ceci à cause de la valeur absolue, cette dernière 
est moins sensible aux valeurs extrêmes de prévision. Le RMSE supprime le signe de l'erreur 
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par le carré des erreurs en évitant le besoin de la valeur absolue. Il pénalise les erreurs extrêmes 
de prévision. Par contre, il donne un poids relativement élevé aux erreurs élevés, car elles sont 
misent au carré avant d'être moyennées, donc il peut être plus approprié que dans certains cas 
mais difficile de l'interpréter comparé au MAE. 
C.3.2 Erreurs en pourcentage 
L'erreur en pourcentage est donné par PEk = 100 (yk(-Y)k) • Les erreurs en pourcentage YI.: 
ont l'avantage d'être indépendantes de l'échelle et sont donc fréquemment utilisées pour 
comparer les performances prévues entre différents ensembles de données. La mesure la plus 
couramment utilisée est l'erreur de pourcentage absolu moyen (MAPE, équation (3-5». 
1 n 1 - ~ 1 MAPE = ~ L 100Yk Yk 
nk=l Yk 
(3-5) 
Cette métrique a l'inconvénient d'être infinie ou indéfinie si Yk = 0 pour tout k sur la 
période d'analyse, ainsi elle peut avoir une valeur extrême quand Yk est proche de zéro. 
Notamment, lorsque l'ensemble des données incluent de très petites valeurs, c'est le cas de la 
demande intermittente, où il très possible de tomber sur des valeurs nulles dans les mesures de 
Yk· 
C.3.3 Erreurs d 'échelle 
Hyndman et Koehler[1 22] ont proposé la métrique d'erreur d'échelle absolue moyenne 
comme alternative à l'utilisation d'erreurs en pourcentage. Elle est définie par (3-6). 
MASE = Lk=l lekl 
1 ~fI 1 ~ 1 n- l '-k=2 Yk - Yk-l 
(3-6) 
Où le numérateur correspond à l'erreur de prévision sur une période donnée, définie entre la 
valeur réelle Yk et la valeur prédite Yk et le dénominateur représente l'erreur absolue moyenne 
de la prévision naïve, cette dernière consiste à reprendre la même valeur, c'est-à-dire, la 
prévision pour l'instant k correspond à la valeur de données à l'instant k - 1. 
