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Abstract
In this paper, firstly we find best constants for two convolution problems on the unit circle via a variational
method. Then we apply the best constants on a nonlinear integrable shallow water equation (the DGH
equation) to give sufficient conditions on the initial data, which guarantee finite time singularity formation
for the corresponding solutions. Finally, we discuss the blow-up phenomena for the nonperiodic case.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
By the method of asymptotic analysis and a near-identity normal form transformation from
water wave theory, combining the linear dispersive of the KdV equation with the nonlinear dis-
persion of the Camassa–Holm equation, Dullin, Gottwald and Holm [21] derived a new equation
describing the unidirectional propagation of surface waves in a shallow water regime:
{
ut − α2utxx + c0ux + 3uux + γ uxxx = α2(2uxuxx + uuxxx), x ∈ R, t > 0,
u(x, t = 0) = u0(x), x ∈ R.
(1.1)
Here the constants α2 and γ
c0
are squares of length scales, and the constant c0 = √gh > 0 is
the critical shallow water speed for undisturbed water at rest at spatial infinity, where h is the
mean fluid depth and g is the gravitational constant, g = 9.8 m/s2. Since this equation is de-
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equation (1.1) DGH equation.
When α = 0, DGH equation becomes the well-known KdV equation. Bourgain [3] proved
that solutions to the KdV equation are global as long as the initial data is square integrable (see
also [25,34] and references therein). Another remarkable property is that it is integrable and the
solitary waves are nonlinearly stable [20].
When γ = 0 and α = 1 in (1.1), we recover the shallow water (Camassa–Holm) equation
derived physically by Camassa and Holm in [5] by approximating directly the Hamiltonian for
Euler’s equations in the shallow water regime, where u(x, t) represents the free surface above
a flat bottom. Recently, the alternative derivations of the Camassa–Holm equation as a model
for water waves, respectively as the equation for geodesic flow on the diffeomorphism group of
the circle were presented by Johnson [23] and respectively by Constantin and Kolev [14]. The
geometric interpretation is important because it can be used to prove that the Least Action Prin-
ciple holds for the Camassa–Holm equation, cf. [13]. It is worth to point out that a fundamental
aspect of the Camassa–Holm equation, the fact that it is a completely integrable system, was
shown in [6,15] for the periodic case and [1,8,19] for the nonperiodic case. Some satisfactory
results have been obtained for this shallow water equation recently. Local well-posedness for
the initial datum u0(x) ∈ Hs with s > 3/2 was proved by several authors, see [26,29,32]. For
the initial data with lower regularity, we refer to Molinet’s paper [30] and also the recent pa-
per [4]. Moreover, wave breaking for a large class of initial data has been established in [10,11,
26,28,38,39]. However, in [36], global existence of weak solutions is proved but uniqueness is
obtained only under an a priori assumption that is known to hold only for initial data u0(x) ∈ H 1
such that u0 − u0xx is a sign-definite Radon measure (under this condition, global existence and
uniqueness was shown in [16] also). Also it is worth to note that global conservative solutions
are constructed for any initial data in H 1 by Bressan and Constantin [4] recently. In [2] and [18],
it was proved that all solitary waves (peaked when c0 = 0 or smooth when c0 = 0 ) are solitons.
The stabilities of the solitons are proved in [17] and [18], respectively. Recently, in [22], among
others, Himonas, Misiołek, Ponce and the author showed the infinite propagation speed for the
Camassa–Holm equation in the sense that a strong solution of the Cauchy problem with compact
initial profile cannot be compactly supported at any later time unless it is the zero solution, which
is an improvement of a first result in this direction obtained in [9].
It is very interesting that Eq. (1.1) still preserves the bi-Hamiltonian structure and complete
integrability and it has soliton solutions [21] (the stability of solitons is shown in [35]). Indeed,
(1.1) can be rewritten in two compatible Hamiltonian forms in terms of y = u− α2uxx ,
yt = −B2 δE
δy
= −B1 δF
δy
,
where
B1 = ∂x − α2∂3x , B2 = ∂x
(
y + c0
2
)
+
(
y + c0
2
)
∂x + γ ∂3x ,
E(u) = 1
2
∫
u2 + α2u2x, and F(u) =
1
2
∫
u3 + α3uu2x + c0u2 − γ u2x. (1.2)
So we have the two conserved quantities E(u) and F(u) immediately.
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applying Kato’s theory [24] and some sufficient conditions on the initial data were found to
guarantee the finite blow-up of the corresponding solutions for the spatially nonperiodic case.
In [37], some blow-up results was proved for the spatially periodic case. Moreover in [27], the
blow-up rate and one point blow-up set are found. The behavior of solution as α → 0, stability
for the solitary waves and scattering theory for (1.1) are studied in [35]. We will recall some
results in Section 2.
We now finish this introduction by outlining the rest of this paper (concerning the case α = 0).
In Section 2, we recall the local well-posedness for (1.1) with initial datum u0 ∈ Hs , s > 3/2,
and the lifespan of the corresponding solution is finite if and only if its first-order derivative
blows-up. In Section 3, we find the best constant for a convolution problem by a variational
method described in Struwe’s book [33]. The best constant for a Sobolev embedding is found
in Section 4. Then we show blow-up of solutions to the DGH equation by applying these sharp
inequalities. Finally, in Section 6, we discuss the blow-up phenomena for the nonperiodic case.
2. Preliminaries
In this section, we concentrate on the periodic case and take S = R/Z to denote the unite
circle. However, all the results are still true for the nonperiodic case. In [35], it is proved that
Theorem 2.1. (See [35].) Let the initial datum u0(x) ∈ Hs(S), s > 3/2. Then there exists T =
T (‖u0‖Hs ) > 0 and a unique solution u, which depends continuously on the initial datum u0,
to (1.1) such that
u ∈ C([0, T );Hs(S))∩ C1([0, T );Hs−1(S)).
Moreover, the quantities E(u) and F(u) in (1.2) are invariants with respect to time t for (1.1).
The maximum value of T in Theorem 2.1 is called the lifespan of the solution, in general.
If T < ∞, that is lim supt↑T ‖u(·, t)‖Hs = ∞, we say that the solution blows-up in finite time.
The following theorem tells us that the solution blows-up if and only if the first-order derivative
blows up. This phenomenon coincides physically with the wave breaking.
Lemma 2.2. Let u0(x) ∈ Hs(S), s > 3/2, and u(x, t) be the corresponding solution to prob-
lem (1.1) with lifespan T . Then
sup
x∈S,0t<T
∣∣u(x, t)∣∣ C(‖u0‖H 1). (2.1)
T is bounded if and only if
lim inf
t↑T infx∈S
{
ux(x, t)
}= −∞. (2.2)
We set
m(t) := inf ux(x, t), t  0, (2.3)
x∈S
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ux(ξ(t), t). Just as the proof given in [11] (see also [12]), one can show the following property
of m(t).
Lemma 2.3. Let u(x, t) be the solution to (1.1) on [0, T ) with initial data u0(x) ∈ Hs(S),
s > 3/2, as given by Theorem 2.1. Then the function m(t) is almost everywhere differentiable
on [0, T ), with
dm(t)
dt
= utx
(
ξ(t), t
)
, a.e. on (0, T ).
To consider the quantity m(t) for wave breaking comes from an idea of Seliger [31] originally,
the rigorous regularity proof is given in [11] (see also [12]) for the Camassa–Holm equation.
Set Qs = (1 − α2∂2x )s/2, then the operator Q−2 can be expressed by
Q−2f = G ∗ f =
∫
T
G(x − y)f (y) dy
for any f ∈ L2(S) with
G(x) = cosh(x/α − [x]/α − 1/(2α))
2α sinh(1/(2α))
, (2.4)
where [x] denotes the integer part of x. Then Eq. (1.1) can be rewritten as
ut +
(
u − γ
α2
)
ux + ∂xQ−2
(
u2 + α
2
2
u2x +
(
c0 + γ
α2
)
u
)
= 0. (2.5)
It is easy to derive an equation for m(t) from (2.5) as
dm
dt
= −1
2
m2 + 1
α2
u2
(
ξ(t), t
)+ 1
α2
(
c0 + γ
α2
)
u
(
ξ(t), t
)
− 1
α2
G ∗
(
u2 + α
2
2
u2x +
(
c0 + γ
α2
)
u
)(
ξ(t), t
)
a.e. on (0, T ), where m(t) and ξ(t)was defined in (2.3) and Lemma 2.3. In what follows, we
assume that c0 + γα2 = 0 and α > 0 just for simplicity. So the above equation is reduced to a
simpler form
dm
dt
= −1
2
m2 + 1
α2
u2
(
ξ(t), t
)− 1
α2
G ∗
(
u2 + α
2
2
u2x
)(
ξ(t), t
)
. (2.6)
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In this section, we consider the following convolution problem for α > 0:
G ∗
(
f 2 + α
2
2
f 2x
)
(x),
where G is the Green function for Q−2 in the unit circle, defined by (2.4) and function f ∈
H 1(S).
Direct computation yields
G ∗
(
f 2 + α
2
2
f 2x
)
(x)
= 1
2α sinh( 12α )
x∫
0
e
x
α
− η
α
− 12α + e 12α + ηα − xα
2
(
f 2(η)+ α
2
2
f 2x (η)
)
dη
+ 1
2α sinh( 12α )
1∫
x
e
x
α
− η
α
+ 12α + e ηα − xα − 12α
2
(
f 2(η)+ α
2
2
f 2x (η)
)
dη. (3.1)
Due to Cauchy–Schwarz inequality, we have
x∫
0
e−
η
α
(
1
2
f 2(η) + α
2
2
f 2x (η)
)
dη
−α
x∫
0
e−
η
α f (η)fx(η) dη = −α2 e
− η
α f 2(η)
∣∣x
0 −
1
2
x∫
0
e−
η
α f 2(η) dη,
which implies that
x∫
0
e−
η
α
(
f 2(η)+ α
2
2
f 2x (η)
)
dη−α
2
e−
η
α f 2(η)
∣∣x
0 . (3.2)
On the other hand, we compute
x∫
0
e
η
α
(
1
2
f 2(η)+ α
2
2
f 2x (η)
)
dη
 α
x∫
0
e−
η
α f (η)fx(η) dη = α2 e
− η
α f 2(η)
∣∣x
0 −
1
2
x∫
0
e−
η
α f 2(η) dη,
which implies
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0
e
η
α
(
f 2(η)+ α
2
2
f 2x (η)
)
dη α
2
e
η
α f 2(η)
∣∣x
0 . (3.3)
Similarly we have
1∫
x
e−
η
α
(
f 2(η) + α
2
2
f 2x (η)
)
dη−α
2
e−
η
α f 2(η)
∣∣1
x
(3.4)
and
1∫
x
e
η
α
(
f 2(η)+ α
2
2
f 2x (η)
)
dη α
2
e
η
α f 2(η)
∣∣1
x
. (3.5)
Combining (3.1)–(3.5), we get
G ∗
(
f 2 + α
2
2
f 2x
)
(x) 1
2
f 2(x).
The question is whether 12 is the best constant for the problem
G ∗
(
f 2 + α
2
2
f 2x
)
(x) Cf 2(x), (3.6)
for f ∈ H 1(S).
From the above computation, it is easy to find that 12 is the best constant if and only if f ∈
H 1(S) is a solution to f = −αfx and f = αfx . Obviously it is impossible. Hence 12 is not the best
constant to problem (3.6). The goal of this section is to find the best constant C via a variational
method. Actually we will prove
Theorem 3.1. For all f ∈ H 1(S), the following inequality holds:
G ∗
(
f 2 + α
2
2
f 2x
)
(x) C0f 2(x),
with
C0 = 12 +
arctan(sinh( 12α ))
2 sinh( 12α )+ 2 arctan(sinh( 12α )) sinh2( 12α )
.
Moreover, C0 is the optimal constant obtained by the function
f0 = 1 + arctan(sinh(
x
α
− [x]
α
− 12α )) sinh( xα − [x]α − 12α )
1 + arctan(sinh( 12α )) sinh( 12α )
.
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Let
A= {f ∈ H 1(S) ∣∣ ‖f ‖L∞ = 1}
and
I [f ](x) = G ∗
(
f 2 + α
2
2
f 2x
)
(x) =
∫
S
G(x − y)
(
f 2(y) + α
2
2
f 2x (y)
)
dy.
SinceA and I [f ] defined as above are translation invariant on the unit circle S, we can assume
A is defined on the interval [0,1] with f  0 and f (0) = f (1) = 1 without loss of generality.
Hence to find the best constant for problem (3.6) is equivalent to fine the minimum value for
I [f ](0) = 1
2α sinh( 12α )
1∫
0
cosh
(
x
α
− 1
2α
)(
f 2(x) + α
2
2
f 2x (x)
)
dx.
From now on, we follow the variational method discussed in a comprehensive book written by
Struwe [33].
It is clearly that
min{α2,1}
4α sinh( 12α )
‖f ‖2
H 1  I [f ](0)
cosh(1/2)max{α2,1}
2α sinh( 12α )
‖f ‖2
H 1,
for any f ∈A. The above inequality means that I [f ](0) is equivalent to the square of H 1-norm
of f .
Suppose {fk}∞k=1 is a minimizing sequence, i.e., I [fk](0) → inff∈A I [f ](0), as k → ∞.
Hence it is easy to show that there exists a subsequence {fkj }∞j=1 ⊂ {fk}∞k=1, denoted by {fk}∞k=1
also, and a function g ∈A with fk → g as k → ∞. For the details we refer to [38].
Due to the identity cosh(3x) = cosh3(x) + 3 cosh(x) sinh2(x), we have
I
[
cosh
(
x
α
− 1
2
)/
cosh
(
1
2
)]
(0)
= 1
2α sinh( 12 ) cosh
2( 12 )
1∫
0
(
cosh3
(
x
α
− 1
2α
)
+ 1
2
cosh
(
x
α
− 1
2
)
sinh2
(
x
α
− 1
2α
))
dx
= 1
2α sinh( 12α ) cosh
2( 12α )
1/2∫
−1/2
(
cosh
(
3x
α
)
− 5
2
cosh
(
x
α
)
sinh2
(
x
α
))
dx
= 2 sinh(
3
2α )− 5 sinh3( 12α )
6 sinh( 12α ) cosh
2( 12α )
= 2 + sinh
2( 12α )
2 cosh2( 12α )
= 1 − sinh
2( 12α )
2 cosh2( 12α )
< 1 = I [1](0),
where we used the identity sinh(3x) = 4 sinh3(x)+ 3 sinh(x).
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exists region U where the value of g is strictly less than 1.
Let φ be a smooth function with compact support in U . One can choose 	 is sufficient small
such that g + 	φ ∈A. Now set
i(t) = I [g + t	φ](0) =
1∫
0
G(x)
(
(g + t	φ)2 + α
2
2
(gx + t	φx)2
)
dx,
where t ∈ R such that g + t	φ ∈A. Since g is the minimizer, we have
0 = i′(0) = 	
1∫
0
(
2Ggφ + α2Ggxφx
)
dx = 	
1∫
0
(
2Gg − α2(Ggx)x
)
φ dx.
Therefore the equation for g in the region g < 1 reads
α2(Ggx)x = 2Gg, with G(x) = cosh(
x
α
− 12α )
2α sinh( 12α )
.
Just as was done in [38], it is not difficult to show that g < 1 at all points except 0 and 1. We
omit the proof just for concision, since one can find analogous detailed construction for proof of
the best constant for a Sobolev imbedding in [38]. Hence the equation for g is
α2(Ggx)x = 2Gg in (0,1), with g(0) = g(1) = 1. (3.7)
After changing variable we can rewrite (3.7) to
α2 cosh
(
x
α
)
g′′(x) + α sinh
(
x
α
)
g′ − 2 cosh
(
x
α
)
g(x) = 0, (3.8)
where prime means taking derivative with respect to x.
Equation (3.8) is a second-order ordinary equation with variable coefficients. In general, it is
difficult to find the explicit solution for this type equation. However, if one can find one special
solution, then the other one can be reduced to solve a first-order ordinary differential equation.
Fortunately, it is easy to observe that g1(x) = sinh( xα ) is a special solution to (3.8).
Letting g2 = v(x)g1(x) = v(x) sinh( xα ) and putting it into (3.8), after simple computation we
obtain the equation for v
α cosh
(
x
α
)
sinh
(
x
α
)
v′′(x) +
(
2 cosh2
(
x
α
)
+ sinh2
(
x
α
))
v′(x) = 0. (3.9)
Rewrite (3.9) as
(
ln(v′)
)′ = −2 cosh( xα )
α sinh( x )
− sinh(
x
α
)
α cosh( x )
=
(
ln
(
1
sinh2( x ) cosh( x )
))′
.α α α α
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v(x) =
∫ 1
sinh2( x
α
) cosh( x
α
)
dx =
∫
αd(sinh( x
α
))
sinh2( x
α
) cosh2( x
α
)
= α
∫
d(sinh( x
α
))
sinh2( x
α
)
− d(sinh(
x
α
))
1 + sinh2( x
α
)
= − α
sinh( x
α
)
− arctan
(
sinh
(
x
α
))
.
Therefore the general solution to (3.8) reads as follows:
g = A sinh
(
x
α
)
+B
(
1 + arctan
(
sinh
(
x
α
))
sinh
(
x
α
))
.
Changing the variable back and using the boundary condition, we have
g = 1 + arctan(sinh(
x
α
− 12α )) sinh( xα − 12α )
1 + arctan(sinh( 12α )) sinh( 12α )
.
Using the equation satisfied by g, we compute
α2
2
G(x)g2x(x) =
α2
2
G(x)
(
g(x)gx(x)
)
x
− α
2
2
G(x)gxx(x)g(x)
= α
2
2
G(x)
(
g(x)gx(x)
)
x
+ α
2
2
Gx(x)gx(x)g(x) −G(x)g2(x).
Hence
G(x)g2(x)+ α
2
2
G(x)g2x(x) =
α2
2
(
G(x)
(
g(x)gx(x)
)
x
+Gx(x)gx(x)g(x)
)
= α
2
2
(
G(x)g(x)gx(x)
)
x
.
Hence C0 can be obtained easily by
C0 = α
2
2
G(x)g(x)gx(x)
∣∣1−
0+ .
This finishes the proof. 
4. The best constant for a Sobolev embedding
In this section, the goal is to find the best constant for the following inequality:
max
x∈S
f 2(x) C
∫ (
f 2 + α2f 2x
)
dx. (4.1)S
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min
{
α2,1
}‖f ‖2
H 1 
∫
S
(
f 2 + α2f 2x
)
dx max
{
α2,1
}‖f ‖2
H 1,
if we define
‖f ‖2
H 1α

∫
S
(
f 2 + α2f 2x
)
dx,
then H 1α ⊂ L∞.
In [38], the author found the best constant for the Sobolev embedding ‖f ‖L∞  C‖f ‖H 1 .
Here we follow the steps in [38] to find the best constant for problem (4.1). Precisely, we have
Theorem 4.1. For all f ∈ H 1(S), the following inequality holds:
max
x∈S
f 2(x) C1
∫
S
(
f 2 + α2f 2x
)
dx, (4.2)
where
C1 = cosh(
1
2α )
2α sinh( 12α )
.
Moreover C1 is the minimum value, so in this sense, C0 is the optimal constant which is obtained
by the associated Green function
G = cosh(
x
α
− [x]
α
− 12α )
2α sinh( 12α )
.
Proof. Let
A= {u ∈ H 1(S) ∣∣ ‖u‖L∞(S) = 1}
and
I [u] = ‖u‖2
H 1α (S)
=
∫
S
(
u2 + α2u2x
)
dx, u ∈A,
then it is equivalent to find the minimizer of the functional I [u] in the space A.
If one follows the steps in the proof of Theorem 3.1 in [38], it is easy to find the equation
satisfied by the minimizer g,
g − α2gxx = 0, x ∈ (0,1), g(0) = g(1) = 1. (4.3)
Then we solve (4.3) as
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x
α
− 12α )
cosh( 12α )
, 0 x  1.
Finally, we can get the constant
C1 = 1‖g‖2
H 1α
= cosh(
1
2α )
2α sinh( 12α )
. 
5. Blow-up criteria for the periodic case
After local well-posedness of strong solutions (see Theorem 2.1) is established, the next ques-
tion is whether this local solution can exist globally. Recently, in [37], Yin proved certain results
ensuring that for certain initial data the corresponding unique solution exists globally in time. If
the solution exists only in finite time, how about the behavior of the solution when it blows-up?
What induces the blow-up? On the other hand, to find sufficient conditions to guarantee the finite
time blow-up or global existence is of great interest, especially for sufficient conditions added
on the initial data. In this section, we do some improvements of those in [37] by applying the
nontrivial inequalities established in Sections 3 and 4.
The first theorem of this section is as follows.
Theorem 5.1. Assume that u0 ∈ Hs(S), s > 32 , satisfies
min
x∈S u0x(x) < −
√
2C1(1 − C0)
α
‖u0‖H 1α (S),
where C0 and C1 are the best constants in Theorems 3.1 and 4.1, respectively. Then the life span
T > 0 of the corresponding solution to (1.1) is finite.
Remark 5.1. If α = 1 and γ = 0, (1.1) is reduced to the Camassa–Holm equation, while the
condition is m0 > (1−C0) cosh(1/2)sinh(1/2) ‖u0‖H 1 , which is an improvement of m0 > cosh(1/2)2 sinh(1/2)‖u0‖H 1 ,
which was proved in [38].
First, we have the following blow-up result for a Riccati type ordinary differential equation.
Lemma 5.2. Assume that a differentiable function y(t) satisfies
y′(t)−Cy2(t)+K, (5.1)
with constants C,K > 0. If the initial datum y(0) = y0 < −
√
K
C
, then the solution to (5.1) goes
to −∞ in finite time.
Proof. First, we claim that y′(t) < 0 for all t  0.
Suppose not, by the continuity of y(t), there exists a time t0, such that y′(t) < 0 for all t ∈
[0, t0] and y′(t0) = 0. Then by the decreasing property of y(t), we have y(t0) y0 < −
√
K
C
. But
from Eq. (5.1), we have
0−Cy2(t0)+ K.
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From the equation again, one has
y′(t)−Cy2(t)+ K = −C
(
1 − K
Cy20
)
y2(t)− K
y20
y2(t) +K
−C
(
1 − K
Cy20
)
y2(t).
Solving the above ordinary equation, we obtain that
y(t)
(
1
y0
+C
(
1 − K
Cy20
)
t
)−1
.
Hence the solution to (5.1) goes to −∞ before t tends to
1
−Cy0 + Ky0
.
The proof is complete. 
Now we go to the proof for Theorem 5.1. We start from (2.6).
dm
dt
= −1
2
m2 + 1
α2
u2
(
ξ(t), t
)− 1
α2
G ∗
(
u2 + α
2
2
u2x
)(
ξ(t), t
)
−1
2
m2 + 1 − C0
α2
u2
(
ξ(t), t
)
−1
2
m2 + (1 −C0)C1
α2
∥∥u(t)∥∥2
H 1α
= −1
2
m2 + (1 −C0)C1
α2
‖u0‖2H 1α , (5.2)
where we used the best constants in Theorems 3.1 and 4.1 and the conservation of H 1α -norm for
the solution as long as it exists.
Hence the proof is complete by applying Lemma 5.2 on (5.2).
From Eq. (1.1), it is easy to see that ∫
S
u(x, t) dx is invariant with respect to time. So the next
blow-up criterion is in terms of two conservation laws,
∫
S
u(x, t) dx and ‖u(·, t)‖H 1α .
Theorem 5.3. Suppose that u0 ∈ Hs(S), s > 32 , satisfies m0 < 0 and
m20 >
2(1 −C0)
α2
(
a + 1
12aα2
‖u0‖2H 1α +
(
1 + a − a + 1
12aα2
)( ∫
S
u0 dx
)2)
, (5.3)
for some a > 0, where m0 = minx∈S u0x(x), while C0 is the best constant in Theorem 3.1. Then
the corresponding solution to (1.1) blows-up in finite time.
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case Theorem 5.3 is an improvement to Theorem B in [38], where the condition reads
m20 > ‖u0‖2H 1(S) +
( ∫
S
u0 dx
)2
. (5.4)
For example, taking α = 1 and a = 13 , (5.3) reduces to
m20 >
1
3
‖u0‖2H 1(S) +
( ∫
S
u0 dx
)2
,
while by taking α = 1 and a = 111 , (5.3) reduces to
m20 > ‖u0‖2H 1(S) +
1
11
( ∫
S
u0 dx
)2
.
Therefore, (5.3) is a real improvement of (5.4).
To prove Theorem 5.3, it is sufficient to prove the following key lemma.
Lemma 5.4. For any f ∈ H 1(S), we have
‖f ‖2L∞(S) 
a + 1
12aα2
‖f ‖2
H 1α (S)
+
(
1 + a − a + 1
12aα2
)( ∫
S
f dx
)2
,
for any a > 0.
Proof. Since f is a periodic function, it is sufficient to consider it in one period, say [0,1]. There
exists a Fourier series such that
f (x) =
∞∑
n=0
an cos(2πnx),
for x ∈ [0,1].
First by direct computation,
∫
S
f 2(x) dx =
∫
S
( ∞∑
n=0
an cos(2πnx)
)2
dx = a20 +
∞∑
n=1
a2n
2
, (5.5)
and
∫
f 2x (x) dx =
∫ ( ∞∑
n=1
2nπan sin(2πnx)
)2
dx =
∞∑
n=1
2n2π2a2n. (5.6)
S S
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‖f ‖2L∞(S) 
( ∞∑
n=0
|an|
)2
= a20 + 2|a0|
∞∑
n=1
|an| +
( ∞∑
n=1
|an|
)2
 (1 + a)a20 +
(
1 + 1
a
)( ∞∑
n=1
|an|
)2
 (1 + a)a20 +
(
1 + a
aα2
)( ∞∑
n=1
α22n2π2a2n
)( ∞∑
n=1
1
2n2π2
)
= (1 + a)a20 +
a + 1
12aα2
∞∑
n=1
α22n2π2a2n
 (1 + a)a20 +
a + 1
12aα2
(
a20 +
∞∑
n=1
(
1
2
+ α22n2π2
)
a2n
)
− a + 1
12aα2
a20
=
(
1 + a − a + 1
12aα2
)( ∫
S
f dx
)2
+ a + 1
12aα2
‖f ‖2
H 1α (S)
,
where we used (5.5) and (5.6). This finishes the proof. 
6. Blow-up phenomenon for the nonperiodic case
To find the best constant in R is different from the periodic case. In this case the Green
function for Q−2 is G(x) = 12α e−
|x|
α
. By approach paralleling the one presented in [7], we can
compute
G ∗
(
1
2
u2 + α
2
2
u2x
)
(0) = 1
2α
0∫
−∞
e
x
α
(
1
2
u2(x)+ α
2
2
u2x(x)
)
dx
+ 1
2α
∞∫
0
e−
x
α
(
1
2
u2(x)+ α
2
2
u2x(x)
)
dx
 1
2α
0∫
−∞
e
x
α αu(x)ux(x) dx − 12α
∞∫
0
e−
x
α αu(x)ux(x) dx
= 1
4
(
ex
∣∣0−∞ − e−x∣∣∞0 )− 12G ∗ u2(0).
Hence we have
G ∗
(
u2 + α
2
u2x
)
(0) 1 .2 2
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αux = u, in (−∞,0) and − αux = u, in (0,∞),
which can be solved as u = e− |x|α . Therefore we have
G ∗
(
u2 + α
2
2
u2x
)
(x) 1
2
u2(x). (6.1)
Moreover, 12 is the best constant obtained by u = λe−
|x−y|
α for some λ,y ∈ R.
For the best constant of Sobolev embedding H 1α ⊂ L∞ in R, we can compute it easily as
follows. For any x0 ∈ R, then
u2(x0) =
x0∫
−∞
uux dx +
x0∫
∞
uux dx
 1
2α
( x0∫
−∞
(
u2 + α2u2x
)
dx +
∞∫
x0
(
u2 + α2u2x
)
dx
)
= 1
2α
‖u‖2
H 1α
.
Thus we have the following inequality:
‖u‖L∞  1√
2α
‖u‖H 1α . (6.2)
Moreover, it is easy to check that the equality is obtained by u = λe− |x−x0|α for any λ ∈ R.
Therefore, we have the blow-up theorem for the nonperiodic case as follows, which is an
improvement of Theorem 2.3 in [35].
Theorem 6.1. Assume that the initial profile u0 ∈ Hs(R), s > 32 , has at some point a slope
which is less than − 1√
2α3
‖u0‖H 1α (R). Then wave breaking for the corresponding solution of (1.1)
occurs.
Proof. The proof of Theorem 6.1 is parallel to that of Theorem 5.1. We omit the details for
concision. 
Similar to the blow-up criterion for the Camassa–Holm equation established in [26,39], we
have the following theorem for the DGH equation.
Theorem 6.2. Assume that u0 ∈ Hs(R), s > 32 , satisfies∫
R
u30x dx < −
√
6α
2α3
‖u0‖3H 1α (R).
Then the corresponding strong solution to (1.1) blows-up in finite time.
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utx + u2x + (u + c0)uxx =
1
α2
u2 + 1
2
u2x −G ∗
(
u2
α2
+ 1
2
u2x
)
. (6.3)
Multiplying u2x on both sides of (6.3) and integrating with respect to x, one obtains
d
dt
∫
R
u3x dx −
1
2
∫
R
u4x dx +
3
2α2
∫
R
u2xu
2 dx, (6.4)
where the inequality (6.1) is used.
Since ∣∣∣∣
∫
R
u3x dx
∣∣∣∣ 1α2
( ∫
R
u4x dx
)1/2( ∫
R
α2u2x dx
)1/2
,
it follows that ∫
R
u4x dx 
α2
‖u‖2
H 1α
( ∫
R
u3x dx
)2
.
Hence, if we take (6.2) into account and the conservation of H 1α -norm for the strong solution, we
get
d
dt
∫
R
u3x dx −
α2
2‖u0‖2H 1α
( ∫
R
u3x dx
)2
+ 3
4α3
‖u0‖4H 1α . (6.5)
Due to the initial condition, wave breaking follows from Lemma 5.2. 
Motivated by McKean’s deep observation for the Camassa–Holm equation in [28], we
(see [35] for example) can do the similar particle trajectory as
{
q(x, t)
dt
= u(q(x, t), t) + c0, x ∈ R,
q(x, t = 0) = x, x ∈ R,
(6.6)
where u(x, t) is the corresponding strong solution to (1.1). Then for any fixed t in its lifespan,
q(x, t) is a diffeomorphism of the line with
qx(x, t) = e
∫ t
0 ux(q,s) ds, qx(x,0) = 1.
Moreover, one can verify the following important identity for the strong solution in its lifespan:
y
(
q(x, t), t
)
q2x (x, t) = y0(x), (6.7)
where y(x, t) is defined by y(x, t) = (1 − α2∂2x )u(x, t), for t  0 in its lifespan.
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changes sign once with negative part lying in the left of positive part. In [27], wave breaking is
proved under the condition that y0 changes sign once but with positive part lying in the left of
negative part. Here, we improve it to the following theorem.
Theorem 6.3. Suppose that u0 ∈ Hs(R), s > 32 , y0 = u0 − α2u0xx satisfies
y0(x0) = 0,
x0∫
−∞
eξ/αy0(ξ) dξ > 0 and
∞∫
x0
e−ξ/αy0(ξ) dξ < 0,
for some point x0 ∈ R. Then the solution u(x, t) to (1.1) with initial datum u0(x) blows-up in
finite time.
Proof. It follows from the definition of q(x, t) that
d
dt
ux
(
q(x0, t), t
)
= utx
(
q(x0, t), t
)+ uxx(q(x0, t), t)(u(q(x0, t), t)+ c0)
= −1
2
u2x
(
q(x0, t), t
)+ 1
α2
u2
(
q(x0, t), t
)− 1
α2
G ∗
(
u2 + α
2
2
u2x
)(
q(x0, t), t
)
 1
2α2
u2
(
q(x0, t), t
)− 1
2
u2x
(
q(x0, t), t
)
, (6.8)
where we used (6.1) and (6.3).
Claim. ux(q(x0, t), t) < 0 is strictly decreasing with respect to time and u2(q(x0, t), t) <
α2u2x(q(x0, t), t) on [0, T ), where T is the maximum existence time of the solution.
Suppose not, there is a t0 such that u2(q(x0, t), t) < α2u2x(q(x0, t), t) on [0, t0) but
u2(q(x0, t0), t0) α2u2x(q(x0, t0), t0).
From the expression of u(x, t) in terms of y(x, t), we can rewrite u(x, t) and ux(x, t) as
follows:
u(x, t) = 1
2α
e−x/α
x∫
−∞
e
ξ
α y(ξ, t) dξ + 1
2α
ex/α
∞∫
x
e−
ξ
α y(ξ, t) dξ
and
ux(x, t) = − 12α2 e
−x/α
x∫
e
ξ
α y(ξ, t) dξ + 1
2α2
ex/α
∞∫
e−
ξ
α y(ξ, t) dξ.−∞ x
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I := 1
2α
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α y(ξ, t) dξ.
Then
d
dt
I = − 1
2α2
(
u
(
q(x0, t), t
)+ c0)e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α y(ξ, t) dξ
+ 1
2α
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α yt (ξ, t) dξ. (6.9)
From Eq. (1.1), the equation for y(x, t) can be written as
yt + (yu)x + 12
(
u2 − α2u2x
)
x
+ c0yx = 0. (6.10)
Putting (6.10) into the second term on the right-hand side of (6.9), we have
1
2α
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α yt (ξ, t) dξ
= − 1
2α
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α
(
(yu)x + 12
(
u2 − α2u2x
)
x
+ c0yx
)
(ξ, t) dξ
= 1
4α
(
α2u2x − u2
)(
q(x0, t), t
)
+ 1
2α2
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α
(
yu + 1
2
(
u2 − α2u2x
)+ c0y
)
(ξ, t) dξ
= 1
4α
(
α2u2x − u2
)(
q(x0, t), t
)
+ 1
2α2
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α
(
u2 − α2uuxx + 12u
2 − α
2
2
u2x
)
(ξ, t) dξ
− c0
2α2
e−q(x0,t)/α
q(x0,t)∫
e
ξ
α y(ξ, t) dξ.−∞
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the right-hand side of (6.9) yields
− 1
2α2
u
(
q(x0, t), t
)
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α y(ξ, t) dξ = 1
2
(uux)
(
q(x0, t), t
)− 1
2α
u2
(
q(x0, t), t
)
.
On the other hand,
−1
2
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α (uuxx)(ξ, t) dξ
= −1
2
(uux)
(
q(x0, t), t
)+ 1
2
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α
(
u2x(ξ, t)+
1
α
uux
)
(ξ, t) dξ
= −1
2
(uux)
(
q(x0, t), t
)+ 1
4α
u2
(
q(x0, t), t
)
+ 1
2
e−q(x0,t)/α
q(x0,t)∫
−∞
e
ξ
α
(
u2x(ξ, t)−
1
2α2
u2
)
(ξ, t) dξ.
Hence after combining the above terms and inequalities together, (6.9) simply reads as
dI
dt
 1
4α
(
α2u2x − u2
)(
q(x0, t), t
)
> 0, on [0, t0),
where (6.1) is used again.
So it follows from the continuity property that
e−q(x0,t0)/α
q(x0,t0)∫
−∞
e
ξ
α y(ξ, t0) dξ > e
−x0/α
x0∫
−∞
e
ξ
α y0(ξ) dξ > 0. (6.11)
Similarly, let
II := 1
2
eq(x0,t)/α
∞∫
q(x0,t)
e−
ξ
α y(ξ, t) dξ,
then it follows that
d
dt
II  1
4α
(
u2
(
q(x0, t), t
)− α2u2x(q(x0, t), t))< 0 on [0, t0).
Thus by continuity property
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∞∫
q(x0,t0)
e−
ξ
α y(ξ, t0) dξ < e
x0/α
∞∫
x0
e−
ξ
α y0(ξ) dξ < 0. (6.12)
Summarizing (6.11) and (6.12), we obtain
α2u2x
(
q(x0, t0), t0
)− u2(q(x0, t0), t0)= − 1
α2
q(x0,t0)∫
−∞
e
ξ
α y(ξ, t0) dξ
∞∫
q(x0,t0)
e−
ξ
α y(ξ, t0) dξ
> −
x0∫
−∞
e
ξ
α y0(ξ) dξ
∞∫
x0
e−
ξ
α y0(ξ) dξ
= α2u20x(x0)− u20(x0) > 0.
This is a contradiction. So the claim is true.
If we let
m(t) := ux
(
q(x0, t), t
)
for t in its lifespan,
then
d
dt
m(t) 1
2α2
(
u2
(
q(x0, t), t
)− α2u2x(q(x0, t), t))
 1
2α2
(
u20(x0)− α2u20x(x0)
)
< 0. (6.13)
Suppose the solution exists globally. Due to (6.13) and (6.2), there exists a t0 such that for all
t > t0, we have
m2(t) >
1
α3
∥∥u0(x)∥∥2H 1α (R).
In fact, simple computation tells us that we have the following choice:
t0 = 0, if m0 < −1
α
√
α
∥∥u0(x)∥∥H 1α (R) otherwise t0 = −2
√
α‖u0(x)‖H 1α (R) − 2α2m0
(u20 − α2u20x)(x0)
.
From (6.13) again, we have the following equation:
d
dt
m(t)−1
4
m2(t), t ∈ (t0,∞).
Finally finite time blow-up follows from the initial assumption m(0) < 0. 
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