A Study of University Student Travel Behavior by Volosin, Sarah Elia (Author) et al.
A Study of University Student Travel Behavior  
by 
Sarah Elia Volosin 
 
 
 
 
 
A Dissertation Presented in Partial Fulfillment  
of the Requirements for the Degree  
Doctor of Philosophy  
 
 
 
 
 
 
 
 
 
 
Approved November 2014 by the 
Graduate Supervisory Committee:  
 
Ram M. Pendyala, Chair 
Kamil E. Kaloush 
Karthik C. Konduri 
 
 
 
 
 
 
 
 
 
 
 
 
 
ARIZONA STATE UNIVERSITY  
December 2014  
  i 
ABSTRACT  
   
Institutions of higher education, particularly those with large student enrollments, 
constitute special generators that contribute in a variety of ways to the travel demand in a 
region. Despite the importance of university population travel characteristics in 
understanding and modeling activity-travel patterns and mode choice behavior in a 
region, such populations remain under-studied. As metropolitan planning organizations 
continue to improve their regional travel models by incorporating processes and 
parameters specific to major regional special generators, university population travel 
characteristics need to be measured and special submodels that capture their behavior 
need to be developed. The research presented herein begins by documenting the design 
and administration of a comprehensive university student online travel and mode use 
survey that was administered at Arizona State University (ASU) in the Greater Phoenix 
region of Arizona.  The dissertation research offers a detailed statistical analysis of 
student travel behavior for different student market segments. A framework is then 
presented for incorporating university student travel into a regional travel demand model. 
The application of the framework to the ASU student population is documented in detail. 
A comprehensive university student submodel was estimated and calibrated for 
integration with the full regional travel model system.  Finally, student attitudes toward 
travel are analyzed and used as explanatory factors in multinomial logit models of mode 
choice. This analysis presents an examination of the extent to which attitudes play a role 
in explaining mode choice behavior of university students in an urban setting. The 
research provides evidence that student travel patterns vary substantially from those of 
the rest of the population, and should therefore be considered separately when forecasting 
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travel demand and formulating transport policy in areas where universities are major 
contributors to regional travel. 
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CHAPTER 1: INTRODUCTION 
Since the early stages of travel-demand modeling in the 1950’s, the transportation 
modeling community has matured a great deal. Today, accurate modeling and therefore 
prediction of activity-travel choices can help transportation system analysts and designers 
to understand, plan for, and improve transport safety, efficiency, cost, accessibility, etc. 
The foundations of these models, however, lie in the understanding and accurate 
representation of travel behaviors, which vary a great deal from person to person. As the 
transportation planning field migrates towards fine-grained activity-based regional travel 
models, it is important to have an in-depth understanding of the activity and travel 
engagement patterns of equally disaggregated segments of the population.  By analyzing 
the behavior of specific market segments separately from others, one can isolate the 
unique priorities, opportunities, or obligations of people within distinct demographic 
groups and/or life-cycle stages. 
University students are an underrepresented population in travel behavior studies. 
This underrepresentation is caused by multiple challenges both with survey methodology 
and respondent attitudes. In general, university student populations are younger aged and 
may not be fully engaged or in-tune with civic processes (Behrens, et al, 2008). As such, 
they are more likely to ignore surveys for which they do not personally identify and see 
an immediate or direct benefit to themselves. Additionally, university student populations 
are often left out of sampling frames used in the design and administration of regular 
household travel surveys. As noted by Behrens, et al (2008), university student 
populations include those living in group quarters (dormitories, hostels, and the like) and 
such populations are often not included in sampling frames. University students tend to 
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be a mobile group, frequently changing their residential locations and residential living 
arrangements. It is difficult for sources of sampling frames to stay current for such a 
mobile population and to be all-inclusive in their representation of the population. For 
example, when several students live together as roommates, it is unlikely that a sampling 
frame will individually identify every student separately. As a result, sampling frames 
themselves are deficient in representing student populations, and the resulting survey 
samples will – not surprisingly – be unable to adequately reflect the presence and 
characteristics of the university student demographic.   
Nearly every major metropolitan area around the world is home to one or more 
large universities which serve as special generators of travel demand. As a group with 
often more flexible, a-typical mandatory activity schedules (for example, class schedules, 
often odd working hours, etc.), generally fewer household or family obligations, and 
below-average vehicle availability, university students should not be assumed to follow 
the same travel behavior patterns of the typical adult. Universities also offer research-
friendly communities of travelers and often in highly walkable, bike-friendly, and transit-
friendly urban environments. However, despite the substantial impact of large urban 
universities on regional travel patterns, little research has been done and documented on 
the daily activity-travel patterns of university communities.  
The research presented herein serves the purpose of assessing and describing the 
activity-travel engagement patterns of an under-represented population of road users. 
University students and young people in general represent the future. This new 
generation of travelers has been raised in an environment where information is available 
instantly, telecommuting is common practice, and “greenhouse gas” is a household name. 
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It is vital that the transportation industry recognize and understand the travel behaviors of 
this new demographic in order to identify and provide the services that will be needed to 
meet the coming demand. 
 
Research Context: Arizona State University 
This research concerns the travel characteristics and attitudes of university students in 
general, but the data used specifically was generated by an online travel survey conducted 
at Arizona State University. Arizona State University (ASU) is a comprehensive research 
university based in the Greater Phoenix Metropolitan region in Arizona.  ASU has three 
established satellite campuses in the Greater Phoenix region and is one of the largest 
public universities in the nation with more than 70,000 students attending its four 
campuses.  In the fall of 2010, Arizona State University had a total (unduplicated) 
enrollment of 70,440 students of which 56,562 were undergraduate students and 13,878 
were graduate students.  Nearly 17 percent of the undergraduate students were part-time 
students; the corresponding statistic for graduate students was 32 percent, suggesting that 
there is a large group of graduate students who presumably work full time while 
enhancing their educational credentials on a part-time basis.   
The main campus of the institution is located in Tempe, a city of about 165,000 
people that adjoins the city of Phoenix. The Greater Phoenix metropolitan region is 
largely encompassed by Maricopa County, the largest county in Arizona with a 
population of nearly four million people. The main Tempe campus, situated in the heart 
of the region, continues to have the highest enrollment among the four campuses with a 
Fall 2010 duplicated enrollment of 58,371 students.  The three branch campuses are 
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located in Downtown Phoenix, Glendale (in the western part of the region), and Mesa (in 
the eastern part of the region) with duplicated enrollment of 13,567, 11,813, and 9,752 
respectively. It should be noted that the number of students attending different campuses 
adds up to a value substantially larger than 70,440 because of the double- and triple-
counting of students who attend classes on multiple campuses. 
Over the past several years, the university has built new dormitory facilities with a 
view to enhancing the residential community on campus.  In Fall 2010, ASU was home 
to just over 13,000 students living on campus in various on-campus housing and 
dormitory facilities.  More than 57,000 students lived off-campus, either alone, with 
roommates, or with family, making ASU an institution with a large commuter population.  
For this reason, the university campuses are dotted with large parking facilities and 
structures, priced at various levels.  The City of Tempe operates free circulator bus 
services that serve Tempe Campus and connect a number of off-campus housing and 
apartment complexes within the city.  The University operates a free inter-campus shuttle 
service so that students, faculty, and staff can travel between branch campuses.  ASU 
students were eligible to purchase a highly subsidized transit pass for $200 per year at the 
time the data was collected, which provided access to unlimited transit rides on bus and 
light rail services in the entire metropolitan region (a comparable full-cost equivalent 
assuming two transit trips per day is $936).      
 The travel demand generated by a large university such as Arizona State 
University includes far more than regular student, faculty, and staff travel; it also includes 
the many trips attributed to visitors, event attendees, delivery of goods and services, and 
other special purposes.  The travel survey and resulting data reported in this research 
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endeavor does not include such travel within its scope.  Rather, the travel survey focuses 
exclusively on personal travel of the university student community, i.e., weekday 
activities and trips undertaken by students. 
 
Research Objectives and Expected Contribution 
Between the years 2000 and 2010, enrollment at post-secondary degree-granting 
institutions in the United States increased by 37% (NCES, 2012). As universities 
scramble to grow their dormitories, classrooms, laboratories, and other education 
infrastructure to meet this growing demand, few resources remain available for parking. 
Even with unlimited parking spaces, traffic volumes on roadways leading to and from the 
universities seem to be at or approaching capacity. One need only to perform a quick 
search for “parking problems at universities” to see that this enrollment increase has had 
a negative impact on the ease with which students, faculty, and staff access the university 
for classes or for work (Roff, 2003). Although it can be argued that the landscape of 
higher education is poised for a transformational change due to the emergence of Massive 
Open Online Course (MOOC) providers (Heller, 2013), the fact remains that institutions 
of higher education will remain extremely influential in shaping the culture and travel 
demand characteristics of a region.  
The increase in demand for travel to universities has spurred campus officials to 
consider “out-of-the-box” solutions to the problem of campus travel. Various modes of 
public transit, demand-based parking pricing, strategies for increasing non-motorized 
mode share, etc. have emerged in the university setting. Reviews of transport policy 
focused in and around university campuses have revealed that universities employ a 
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breadth of strategies for managing campus-based travel, including community 
partnerships in transit funding and administration, sustainable and environmentally 
friendly initiatives, innovative parking pricing schemes, and promotion of alternative 
modes such as walking, carpooling, cycling, etc. (Krueger and Murray, 2008). These 
transportation policy strategies have been well documented (Miller, 2001; Krueger and 
Murray, 2008), but the travel behaviors of students that are affected by these policies has 
been somewhat neglected. Not only will the analysis of university student travel 
behaviors help to inform these travel policies, but it will also allow a more informed 
assessment of their relative success. All universities with an interest in managing travel 
demand should be interested in understanding all there is to know about student travel 
behavior characteristics. 
The data that has been collected in the Arizona State University (ASU) Travel and 
Mode Use Survey provides a wealth of information on the travel behavior characteristics 
of a university community. Specifically, university students, as an under-represented 
population in the travel behavior literature, are well represented in the survey. The goal of 
the research presented herein is to provide a thorough and detailed description of 
university student travel behavior. Considering the many characteristics of university 
student life that vary from that of the general working adult – irregular (and often more 
flexible) class and working schedules, lower incomes, fewer household and family 
obligations, etc. – it is reasonable to believe that the travel characteristics of this market 
segment will differ from the general working adult, the population that is typically most 
closely replicated in travel behavior models. A thorough description of student travel 
from every angle will be valuable to the transportation and regional planning industry as 
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it aims to enact the most effective travel demand management policies in university 
communities. 
Large universities, such as Arizona State University, represent special generators 
to the regions in which they are located. It is important for an accurate regional travel 
model that such special generators are taken into account. The proposed research 
therefore can be applied directly to current practices of regional planning organizations 
(MPO’s). The literature has shown that studies of university student travel behavior are 
relatively sparse. In many cases where student travel information is available, it is only 
for the trip between home and university, neglecting to investigate the total daily travel 
patterns unique to adult students. The research provides a basis for more seamless 
integration of university student travel into regional planning models by painting a clear 
picture of the daily travel choices made by university students.
  8 
CHAPTER 2: REVIEW OF RECENT LITERATURE 
Recognizing the importance of measuring university student population travel 
characteristics, there have been a few studies in the recent past focusing on measuring 
and analyzing university/college student travel demand.  Greene, et al (2013) provide a 
meta-analysis of three university population travel surveys, one of which is the Arizona 
State University travel survey and constitutes the primary data source for this study.  The 
other two surveys described in Greene, et al (2013) include a survey of eight universities 
and colleges in Utah and a survey of Texas A&M University and Blinn Junior College in 
Texas. This report documents the unique aspects of online travel surveys that may help 
attract university study responses. Some recent studies, identified herein, have begun to 
describe university student travel behavior, though more research is needed in order to 
formulate a more complete and thorough grasp of the topic.  
A great deal of research in the tourism marketing sector has focused on college 
student travel, especially pertaining to spring break travel (Hobson and Josiam, 1993; 
Field, 1999; Shoham et al, 2004; Hsu and Sung, 1997, for example).  Although these 
tourism-based studies sometimes report mode choice to or from the tourist destination 
(Hobson and Josiam, 1993; Shoham et al, 2004), the day-to-day travel behavior of 
college/university students is not examined.  The student tourism patterns presented in 
these reports do, however, indicate that student behavior in the tourism context is very 
different from that of most other adults. Hsu and Sung (1997), for example, report that 
university students are much less likely than other adults to participate in a cruise. 
Recently, a number of research studies have been focused on the journey-to-
school trip for students in grades K-12 (Ewing et al, 2004; Schlossberg et al, 2006; 
  9 
Larsen et al, 2009, for example).  This research, in general, places its focus on active 
travel versus automobile travel during the school commute and whether this distinction 
has an impact on students’ general health.  The journey-to-school trip is typically the only 
trip studied. A lack of autonomy in travel choices and the quite predictable weekday 
school schedules of elementary and secondary students are just two of the reasons that 
these students’ travel patterns are not applicable to university populations. 
Several studies have addressed mode choice to and from college campuses by 
employing surveys of the university communities. In 1997, researchers conducted a 
survey of commuting behavior to the University of North Carolina, Chapel Hill.  The 
goal of the survey was to understand the effect of built environment characteristics on 
commuting mode choice (Rodriguez and Joo, 2004).  The study focused only on the 
journey-to-campus trips for students, faculty, and staff.  Findings showed that 
characteristics of the built environment had a significant effect on the mode choice to 
campus.  A travel survey completed at the Ohio State University (OSU) in 2011 was used 
to predict modes chosen for travel to campus by OSU students, faculty, and staff (Akar et 
al, 2012).  The survey, administered online, addressed typical commute modes to campus 
and various strategies for increasing the usage of alternative modes. The resulting model 
showed that students were generally more likely than faculty or staff to use alternative 
modes such as biking and transit to travel to campus.  A study concerning sustainable 
transport development on university campuses in 2003 showed mode shares for 
commuting to campus at 8 universities with policies implemented for increasing the 
prevalence of non-motorized travel (Balsas, 2003).  This study reveals that policy 
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changes on university campuses can significantly increase the mode share of alternative 
modes of travel for the commute to school. 
Quite recently, researchers have looked to fill the gap in understanding of daily 
travel patterns of students.  A study at four major universities in Virginia – two with 
urban and two with rural settings – implemented a travel diary for college students 
designed to closely follow the design of the National Household Travel Survey (NHTS) 
(Khattack et al, 2011).  This study compared daily travel patterns of university students to 
those of the general population from the NHTS Virginia add-on sample.  Weekday trip 
rates for students at all universities were greater than those of the general population. 
Students in more rural universities had a higher trip rate by walk and bike that those on 
urban campuses.  Since rural campuses are typically arranged in smaller communities 
with the students living on campus or close by, it makes sense that the rural campus 
students would walk to campus more often. The general population of Virginia made 
more home-based work, home-based shopping, and home-based social recreation trips 
than university students, however students made more non-home-based trips overall.  
Finally, while the temporal distribution of trips for the general population was fairly 
evenly spread throughout the day, university student trip times showed a clear peak in the 
middle of the day and a greater number of trips after 6:00 P.M.  In a follow-up study, an 
online survey instrument was implemented to match the NHTS questionnaire and tested 
at Old Dominion University (ODU). The student travel with relation to home location 
distance from campus was specifically analyzed (Wang et al, 2012).  The University of 
California at Davis (UCD) Institute of Transportation Studies (ITS) conducts an annual 
travel survey of UCD students, faculty and staff (Miller, 2012).  This survey takes into 
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account only campus-based travel.  Because it is conducted every year, the UCD survey 
offers an opportunity to view university transportation behavior with a longitudinal 
perspective. 
Activity-based approaches to understanding student travel have also emerged in 
recent literature.  Kamruzzaman et al. (2011) reported on a study at the University of 
Ulster at Jordanstown in Northern Ireland that used a two-day travel diary and GIS 
representation to evaluate student activity spaces.  The study found that the percent of 
student trips made by car were higher than the Northern Ireland average adult, most 
likely because the percent of students who own a car is similarly inflated in comparison 
to the country’s general population.  Those students who own a car traveled significantly 
farther than those without a car, as expected. Low income students had greater average 
activity duration than high income students.  This study from Northern Ireland, however, 
is likely not transferrable to the U.S. context. Another study of the daily activity patterns 
of students was published in 2009 based on a 2001 travel survey of students at North 
Carolina State University near Raleigh, North Carolina (Eom et al, 2009).  The one-day 
travel diary data revealed that on-campus students had a higher trip rate than off-campus 
students, consistent with the literature from Virginia schools. Additionally, females made 
more trips than males, and undergraduates more than graduate students. Compared to 
unemployed students, those employed full time made fewer trips while those employed 
part time or with volunteer jobs made more trips.  Notably, the study found that there was 
no significant difference in daily activity participation between males and females, 
undergraduates and graduate students, or between on-campus and off-campus residents.
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CHAPTER 3: THE ASU TRAVEL AND MODE USE SURVEY 
University populations may be considered an under-studied group in the activity-travel 
behavior analysis domain. In many cities and metropolitan areas around the world, 
universities generate travel demand with unique characteristics due to the distinctive 
socio-economic and demographic profile of student populations, heterogeneity in 
population characteristics and living/working arrangements, and time-space constraints 
governed by class schedules. Although it can be argued that the landscape of higher 
education is poised for a transformational change due to the emergence of Massive Open 
Online Course (MOOC) providers (Heller, 2013), the fact remains that institutions of 
higher education will continue to influence and shape travel demand in a region. Despite 
the importance of universities, particularly those with large enrollments, as special traffic 
generators, there is limited research and even more limited data about the travel 
characteristics of university populations. Due to the hard-to-reach nature of the university 
student population, it is important to document the process followed and lessons learned 
in the conduct of university student population surveys. This section aims to accomplish 
just that by reporting on findings from and experiences gained in the conduct of a 
comprehensive activity-travel survey at Arizona State University during the Spring 2012 
semester. 
 
Design of a Robust Survey Process 
The overall survey process is depicted in Figure 1. It should be recognized that this figure 
represents a substantial simplification of the survey process; trying to capture all of the 
process mechanisms and feedback loops within the constraints of a single figure is rather 
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complex. Nonetheless, the figure embodies the essential elements of the process and 
reflects the level of coordination and care that must be exercised in designing and 
implementing a university population travel survey.   
 
FIGURE 1  Overall Survey Design Process. 
 
At the outset, the project team contacted three major entities of the ASU survey 
administration to facilitate coordination of the survey effort. The team contacted the 
Arizona State University Office of the Provost, which is in charge of all academic and 
student affairs at the university. The Office of the University Registrar, which houses all 
student records, is a unit of the Office of the Provost. The administration of a survey to 
the entire student population (as well as faculty and staff) can be accomplished only with 
the cooperation and consent of the Office of the Provost which has access to the universal 
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e-mail address databases and is the only entity on campus authorized to send out mass e-
mail messages requesting participation in the survey. The project team also contacted the 
ASU Parking and Transit Services Office (PTS) to coordinate survey administration. PTS 
conducts its own surveys on a periodic basis to gather data and obtain feedback about 
transportation needs and options for the university population (they do not conduct the 
equivalent of travel diary surveys). This office has a plethora of secondary data including 
parking capacity and price levels (parking supply), number of parking permits sold by 
pricing level and facility (parking demand), number of subsidized transit passes sold by 
semester and population market segment, amount of utilization of the transit passes, and 
ridership on inter-campus shuttles. This office also provided valuable input on the design 
of the survey and the questions to be included in the survey. PTS sends out news and 
announcements to the entire university population on a frequent and regular cycle; the 
office agreed to include information and reminders about this survey in all of its 
electronic transmissions during the survey administration period. Finally, the project team 
coordinated with the University Technology Office (UTO) to facilitate the deployment of 
the web-based online travel survey. The survey was hosted on a third party server, but all 
announcements and reminders about the survey were sent through mass e-mail 
communications facilitated by UTO in connection with the Office of the Provost. 
Moreover, UTO is the custodian of MyASU, the portal through which all students and 
employees access their accounts, records, and information. Within the MyASU portal, 
UTO included a link to the survey with a “To-Do” item in the task list that could not be 
dismissed by the individual MyASU user. Coordination with these institutional entities 
proved critical to the success of the survey. 
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With input and buy-in from these three entities, the survey team was able to move 
forward with the design of the survey itself. The survey instrument design went through 
much iteration of review and refinement. After the project team, in consultation with the 
three university entities, was satisfied with the survey design, content, and administration 
protocol, the entire survey was submitted to the ASU Internal Review Board (IRB) to 
satisfy requirements related to experiments involving human subjects. Feedback received 
from the Internal Review Board was incorporated into the survey and an iterative process 
of survey refinement was followed to finalize the survey and obtain IRB approval. The 
IRB feedback consisted almost entirely of comments related to subject privacy. After 
IRB approval was obtained, the survey was subjected to a pre-test that closely mimicked 
the real survey administration protocol. A convenience sample of faculty, staff, and 
students (in the School of Sustainable Engineering and the Built Environment) was 
recruited to participate in the pre-test. A pre-test invitation was sent to 75 students (50 
undergraduate students and 25 graduate students), 30 faculty members, and 20 staff 
members. A total of 78 responses were received in the pre-test (36 undergraduate 
students, 14 graduate students, 15 faculty members, and 13 staff members). The rather 
high response rate is not surprising, given that this pretest was administered to a 
convenience sample of individuals within the home department of the project’s principal 
investigator. Pre-test subjects were asked to provide open-ended feedback on the survey 
content and administration. Those who responded identified a handful of logical skips of 
certain questions that could be incorporated based on previous questions. The 
respondents also requested the administration team include an estimate of survey 
completion time at the outset of the survey. Based on the open-ended feedback received 
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from the pretest respondents, and a thorough analysis of the pretest data, the survey 
instrument was revised and refined through an iterative process, and subjected to a final 
IRB approval prior to deployment in the field.  
The survey was administered through an online web-based interface and collected 
detailed socio-economic and demographic information, allowing for various strategies to 
be employed during the survey administration process to maximize response rates and 
enhance the quality of data collected through the survey. The survey was deployed in the 
field for a period of three weeks; the three week period was selected such that it would 
represent typical or normal working days at the university, and would be well clear of 
spring break and the final exams.  The response rates for different demographic segments 
were monitored twice a week and special reminders were targeted towards segments 
whose representation in the dataset was lagging. 
 
Design of the Online Survey Instrument 
The study team adopted a careful and collaborative process in the development of the 
survey instrument. The entire survey instrument was first prepared on paper before being 
programmed online for web-based deployment. This section offers a brief description of 
the information content of the survey and highlights some of the key features that were 
built into the online survey that made it possible to collect high fidelity spatial detail 
about trip making patterns.   
One of the key decision elements in the survey design involved  determination of 
whether to collect all trips made by individuals over the course of a travel survey day or 
limit the data collection effort to only those trips which had at least one end at an ASU 
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campus. While it was appealing to limit the data collection to ASU-based trips (to reduce 
survey burden) because the special generator travel demand model is only concerned with 
trips to and from the special generator, the study team decided against doing so with a 
view to obtain comprehensive information about the activity-travel patterns of the 
university population. It was felt that the data collected in this survey would be useful to 
develop specific models for the university population that could be integrated into the 
activity-based travel demand microsimulation model that will be adopted by Maricopa 
Association of Governments, the metropolitan planning organization for the Greater 
Phoenix area. Also, it was felt that a continuous time approach to travel survey data 
collection where individuals have to report all trips undertaken in the day in a sequential 
fashion would aid in jogging respondents’ memories about the trips they made in the day. 
In addition, the project team made a decision to collect data on intra-campus trips where 
both trip ends are located on the same ASU campus. While it was recognized that asking 
respondents to report such trips would add burden, it was felt that collecting intra-campus 
travel information is critical to modeling circulator bus and non-motorized mode use, and 
fully measuring all travel demand that occurs in and around university campuses. As the 
spatial resolution of models become increasingly fine-grained, the explicit representation 
and accounting of (short) intra-campus trips becomes possible. As such, the study team 
included intra-campus trips within the scope of the travel data collection effort with an 
eye towards the future of travel demand model development.    
Figure 2 presents a schematic of the information requested of respondents through 
the online survey. The schematic is presented in a very simplified fashion to depict the 
types of information collected in the survey and some of the conditional logic that was 
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built into the survey. The deployment of the survey through a web-based interface made 
it possible to implement complex skip patterns and logic flows without unduly burdening 
the respondent. In the opening page of the survey, the study was introduced with a short 
welcome screen and link to more detailed information for the interested reader.  Every 
survey screen had a footnote with contact information for the study so that respondents 
could e-mail or call if they had any questions at any time as they responded to the survey. 
The survey was designed such that no single screen included too many questions; the 
screens were purposefully kept very simple to facilitate the skip patterns and avoid visual 
clutter. 
The first set of questions involved collecting information about the campus 
affiliation of the respondents. Respondents were asked to identify the campus where they 
went to school and worked (primarily) and the college or school with which they most 
closely affiliated themselves. Students were asked to identify their level while employees 
were asked to identify their job class. All respondents were then asked to identify their 
residential and work locations (both on-campus and off-campus for students) and provide 
detailed socio-economic and demographic information about themselves and their 
households. As students living together as roommates may be unsure as to what 
constitutes a household, the survey questions were worded carefully to try and minimize 
such confusion. For example, instead of asking “how many vehicles are there in your 
household?”, the question was worded to read “how many vehicles do you personally 
own or have regular access to use for personal travel?”. Thus, if a student does not have 
access to or use his or her roommate’s car on a regular basis for personal travel, then the 
vehicle would presumably not be counted in the vehicle ownership response. Socio-
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economic and demographic data was collected on such items as personal income 
(household income if living with family, parents, or guardians), race, gender, age, living 
arrangements, employment status and location, driver license holding, transit pass 
holding, and the presence of mobility-limiting disabilities.   
FIGURE 2  Flow of Survey Design Content.    
The survey instrument then proceeded into the travel diary portion of the survey. 
In this portion of the survey, a set of instructions and a complete example were furnished 
upfront so that the respondent could see how trips had to be reported for the travel day. 
Respondents were asked to provide travel information for the previous day (yesterday); if 
respondents were taking the survey on a Sunday or Monday, then the online survey 
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automatically requested the respondent to provide trip information for the prior Friday. 
An explicit question was included to identify zero trip-makers. If respondents indicated 
that they did not travel at all on the previous weekday, then they were asked to identify 
one or more reasons for not making any trips at all. After they identified a legitimate 
reason for not making or reporting any trips for the previous weekday, the survey 
instrument skipped the diary portion and routed them directly to the subsequent stage of 
the survey. For those who reported making at least one trip, they were asked to report all 
trips including those that are not ASU-based and including all intra-campus trips. 
The travel diary portion of the survey collected detailed information about all trips 
made by the respondent. The respondent was prompted to identify all of the activity 
locations visited through the course of the travel survey day and then asked to provide 
detailed information for each trip between locations. Information collected included start 
and end times of the trip (using a user-friendly slider bar that prevented errors – for 
example, if a trip end time was designated as being prior to a trip start time), mode of 
transportation (including specific vehicle make, model, and year if a vehicle was used), 
trip purpose, access and egress modes for transit and personal vehicle trips, specific mode 
if transit was used, wait and transfer times, parking location and search time (if a vehicle 
was used), out of pocket cost for transit fare or parking, and locations of trip origin and 
destination. Respondents were presented with a user-friendly map-based interface that 
could be used to identify locations using point-and-click features. Locations could also be 
identified by typing an address, cross streets, or landmark in a search textbox. 
Respondents were allowed to identify the nearest cross streets of the location they visited 
if they were not comfortable identifying the exact address of the location. It was not 
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possible to implement error trapping in the context of this element of the survey. If 
respondents chose to randomly identify locations that were not accurate, there was no 
way to trap the error and prompt respondents to locate the correct place. Given the ease 
of use of the interface and the flexibility afforded the respondents in providing 
approximate locations, the study team hoped that respondents would not randomly assign 
incorrect locations to places they visited during the day. A similar interface was used to 
obtain data on respondent residential and work locations.  A screenshot of the interface is 
presented in Figure 3. 
 
FIGURE 3  Survey Screen: Map Interface for Identifying Locations. 
In addition to collecting specific trip information for a travel survey day (previous 
weekday), the survey also collected “typical” travel to and from ASU undertaken by the 
individual. As some respondents indicated that they did not travel at all on the previous 
weekday or may have had an unusual travel day, it was considered prudent to obtain 
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some basic information about usual travel to and from ASU. Respondents were asked to 
provide the usual mode of travel, travel time, departure and arrival times, parking 
location, and access and egress modes for their regular daily travel to and from ASU. The 
information provided on the usual or typical mode used to travel to and from ASU is used 
to estimate mode choice models in Chapter 7 of this document. Students who worked off-
campus were asked to provide information on the work location, work schedule, and 
usual travel mode to and from the work place. The survey then asked respondents a series 
of questions about their transit mode use patterns. Respondents were asked to provide the 
frequency with which they used transit, the alternative modes of transport that are 
available to them for their travel to and from ASU, and other considerations related to the 
use of transit modes in particular. In order to obtain more in-depth qualitative information 
about traveler attitudes towards various modes of transport, a series of statements were 
presented at the end of the survey and respondents had to indicate the extent to which 
they agree or disagree with the statement on a five point scale. These attitudinal 
statements were intended to offer insights about perceptions and feelings towards the 
automobile and transit modes. Examples of such statements include “I am not afraid to 
ride transit”, and “My personal vehicle reflects who I am”. The survey ended with a 
thank you screen and an open text box in which respondents could share comments and 
thoughts about the survey or transportation options serving ASU.  
In order to encourage participation in the survey, an incentive was introduced. All 
respondents were informed that they would have the opportunity to be entered into a 
drawing to win the latest iPad, one each for a student and a faculty/staff respondent. 
Respondents were informed that they could be entered into the drawing for the iPad only 
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if they provided a valid e-mail address at which they could be contacted. Nearly 90 
percent of the respondents furnished identification and contact information so that they 
could be entered into the iPad drawing. Given the large number of respondents who 
entered the iPad drawing, the study team believes that the incentive may have played a 
positive role in enhancing participation and response rates. It should be noted that 
respondents were reminded that all information had to be complete and accurate for entry 
into the drawing. This was done to encourage complete and accurate reporting of 
information on the part of respondents, though it was not strictly enforced. 
 
Survey Administration and Response Tracking 
The survey was administered in close coordination with the various administrative units 
on campus.  The survey was hosted on a third party server to facilitate ease of access and 
retain greater control of the online survey system by the study team. In order to make it 
easy for the university population to remember the online survey, two simple web 
addresses were registered and directed such that typing in either address in the URL 
address bar would redirect a user to the actual survey hosted on the third party server. 
The simple addresses registered through a domain registry are www.asutravelsurvey.com 
and www.asutravelsurvey.org (these addresses are now expired and no longer 
functional).   
Although the survey was hosted on a reliable and high power server, there was 
some concern that the server may crash or get overloaded (and therefore respond slowly) 
if thousands of individuals clicked on the survey link at once. In order to stagger the 
demand on the server, the Office of the Provost sent out the announcement about the 
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survey to the entire university population of students, faculty, and staff at 3:30 AM on 
Wednesday, April 4, 2012 when a vast majority of the university population are likely to 
be offline. As individuals are likely to access their accounts in a somewhat staggered 
fashion as the day progresses, it was felt that sending out the announcement in the middle 
of the night would prevent server overload. The email message provided a brief 
description of the survey and the ways in which the data would be used by planning 
agencies and the university administration for transportation planning and analysis. The 
message included a link to the survey instrument, requested participation from the ASU 
community, assured respondents of the safety and privacy of all information provided, 
and furnished contact information for the principal investigator of the study should 
anyone have comments or concerns about the survey. The email message also included 
details about the iPad drawing that would take place at the end of the three-week survey 
period.  
This e-mail message was bundled with a series of accompanying strategies and 
elements to enhance response rates. First, the University Technology Office introduced a 
“To-Do” task in the MyASU portal account of all students, faculty, and staff reminding 
the community to participate in and respond to the survey. This “To-Do” task could not 
be dismissed by users and was locked in place for the entire three-week deployment 
period. The MyASU portal also included a graphical running banner highlighting the 
ASU travel survey and encouraging the community to respond.  Second, the study team 
printed 10,000 flyers, which were distributed and posted throughout the four university 
campuses. Student workers employed on the project fanned out on all four campuses and 
distributed flyers to students, faculty, and staff as they went about their daily business on 
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campus. Flyers, measuring one-half the size of a 8.5x11 inch paper and printed on 
brightly colored paper, were posted in all departments, schools, colleges, centers, 
administrative units, libraries, student union buildings, recreational centers, dining hall, 
and residential dormitories to which the student workers could gain access. Of the 15 
working days for which the survey was open online, flyers were distributed on campus on 
seven days (about every other day).  Third, a slightly simplified version of the flyer was 
published as an advertisement in the ASU daily campus newspaper. The ad, placed at 
prominent locations in the online and print editions of the newspaper, was run for two 
weeks, further enhancing the publicity of the survey. The flyer and the advertisement 
included logos of the sponsoring agencies (Maricopa Association of Governments and 
Valley Metro), thus lending credibility to the survey and appealing to the civic 
consciousness of the university community. Figure 4 presents screenshots of the MyASU 
portal screen with the “To-Do” task and running banner, as well as a version of the flyer 
and advertisement used for publicity purposes. 
The ASU Parking and Transit Services office included a link and reminder to the 
ASU travel survey in its periodic electronic newsletters that were sent to the entire survey 
community. In the three-week period covered by the survey, only one ASU Parking and 
Transit Services newsletter was sent out to the community. The office also advertised the 
survey prominently on its website. Finally, the ASU State Press (campus newspaper) ran 
a full length feature article on the research study including quotes from the principal 
investigator as well as the Maricopa Association of Governments project manager. All of 
these efforts helped raise awareness of the project and generate a sense of goodwill 
among the community. The Office of the Provost preferred not to generate and send out 
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reminder e-mail messages to the entire university population; as several other 
mechanisms were in place to remind the university population about the survey, it was 
felt that email reminder messages were not necessarily critical to achieving desirable 
sample sizes. Given the size of the university population, even very low response rates 
would yield sample sizes sufficient to infer travel characteristics about the university 
population segments at desired levels of precision and confidence.   
 
FIGURE 4  Select Survey Advertisement Strategies. 
 
The choice of a pure online web-based travel survey administration method was 
one that was made after careful consideration and review of the literature. Some 
consideration was given to the possibility of administering the survey through a variety of 
methods (mail and online, for example) to enhance response rates. However, in the 
context of a university population setting, it was felt that such a mixed mode 
administration approach was not warranted as the value added would be modest at best.  
A review of the literature supported the approach taken by the study team. Over the past 
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decade, web-based surveys have become increasingly popular in the travel data collection 
domain. Adler et al (2002) found that, despite raising some new challenges and issues, 
including a web-based survey in a travel diary data collection effort had a positive impact 
on response rates. A number of studies have shown that, although response rates for 
online surveys are typically lower than for traditional mail-in travel surveys, the return 
times are much shorter and completeness is much greater (see, for example, Truell, et al, 
2002; Sheehan, 2001; Kaplowitz, et al, 2004). It is well known that college students 
spend substantial amounts of time online, more so than the average internet user 
(Anderson, 2003).  University students, faculty, and staff are all expected to use the 
internet on a regular basis to interact with colleagues and students, access and update 
course materials, manage human resource functions, and utilize university resources such 
as library reference materials and online databases. Every student, faculty and staff 
member is expected to check his or her school email address and MyASU portal account 
on a regular basis. This makes the most common concern of web-based surveys – bias 
due to a lack of web access – a non-issue (Solomon, 2001).   
The ASU travel and mode usage survey was closed on April 26, 2012. Figure 5 
shows the progression of responses by survey date with an inset graph summarizing the 
number of responses by day of the week (travel diary day for which trips were reported). 
Overall, it can be seen that respondents took the survey within the first week of its 
deployment. In the case of faculty and staff, an impressive 65 percent of the respondents 
took the survey on the very first day that the survey was deployed. As the survey was 
deployed on a Wednesday, a larger percent of responses were obtained for Tuesday with 
the pattern much more pronounced for faculty and staff members. About 40 percent of 
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graduate student respondents participated on the very first day. Undergraduate students 
tended to exhibit the most staggered response profile of all groups, with just under 20 
percent participating on the opening day of the survey. From the inset graph, it can be 
seen that undergraduate students (and to a lesser degree, graduate students) completed the 
survey at the end of the week and on a weekend day, resulting in a higher response 
profile for these groups on Thursday and Friday (the previous weekday). The response 
profile by calendar date shows that participation was rather modest after the first week 
with only a small percent of respondents taking the survey after that point.  The small 
bumps in the profile coincide with the timing of publicity and reminder messages; for 
example, the bump seen on April 23rd coincides with the final reminder message and 
appeal sent through the ASU Parking and Transit Services newsletter, and the vast 
distribution of flyers 48 hours before close of the survey.  It can be seen from the graphs 
that a majority of respondents provided data for Tuesday, Wednesday, and Thursday (as 
the travel diary days). As Mondays and Fridays are sometimes considered unusual travel 
days, having a healthy proportion of the data on Tuesdays through Thursdays is 
beneficial from a travel model development perspective. 
In the last week of May, 2012, drawings were held at the offices of the Maricopa 
Association of Governments to identify the winners of the iPad raffle. All respondents 
were assigned a random identification number, shuffled randomly, and then one student 
and one faculty/staff member were drawn from the random lists to identify the winners of 
the raffle. This entire drawing process was conducted in front of Maricopa Association of 
Governments staff and recorded on video camera as proof of the objectivity of the prize 
drawing process. The winners were notified via email and asked to report in person to 
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sign a form (acknowledging receipt of the iPad and releasing the university and MAG of 
all liability) and receive the iPad.  
 
 
 
 
 
 
 
 
 
 
 
FIGURE 5  Date and Day of Week Profile of Responses to the ASU Travel Survey.  
 
 
Data Preparation and Quality Analysis 
One of the challenges associated with a web-based online survey is that the 
survey administration team has no direct contact with the survey respondents. In a 
computer-assisted telephone interview, on the other hand, survey administrators make 
direct contact with respondents and have the opportunity to clarify responses, ensure that 
respondents are answering accurately and correctly, and ask follow-up questions to 
prevent under-reporting of trips (Cambridge Systematics, Inc., 1996). In a web-based 
survey, respondents may provide erroneous information because they genuinely 
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misunderstand or misinterpret the question being asked; or simply because they, as one 
user put it, “just want the iPad.” Despite the many error traps and safeguards incorporated 
in the survey, it is still very much possible to receive frivolous and erroneous/invalid 
responses that should not be included in any analysis or model development effort.   
The study team conducted a very thorough and systematic coding and analysis of 
the raw data received through the online web-based survey system. An intensive quality 
control and assurance process was implemented wherein all records were subjected to a 
number of consistency checks to see if the records would pass through the quality filters.  
Because respondents were generally not allowed to skip questions, it is difficult to 
identify areas where the quality of provided data is questionable, except in the area of 
reported trip characteristics. For example, if a reported trip is 5 miles long, made using 
the walk mode, and has duration of 5 minutes, an error is clearly present. In the example 
provided, however, it is difficult to ascertain whether the reporting error is in the 
origin/destination combination (from which distance is calculated), in the trip duration, or 
in the mode of travel. Therefore, a series of logical checks were applied to the trip data, 
allowing the trips with possibly erroneous information to be “flagged” as possibly 
erroneous data. The series of “flags” or filters applied at the trip level is described below, 
and the percentages of flagged trips for many segments of students are displayed in 
Figures 6A through 6D. 
1. Respondents were asked to provide on a map the locations of their origins and 
destinations for each trip, as well as to describe each origin and destination in 
their own words. A trip was flagged if the respondent-provided origin description 
was different from the destination description, but the recorded latitude and 
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longitude were identical. This flag would most likely indicate a respondent who 
did not diligently record the trip end locations on the map feature. 
2. Students were asked whether they lived on or off campus. Trip ends were 
identified that were likely located at home using a combination of the trip purpose 
and the user-provided description of the destination. If the trip end was on an 
ASU campus, but the student replied they lived off campus, the trip was flagged. 
This error could be caused by misreporting the trip purpose, a misunderstanding 
of what is considered on-campus housing, or a lack of diligence in using the map 
feature. 
3. If both trip ends were recorded on the same ASU campus – an intra-campus trip – 
and the trip duration was longer than 30 minutes, the trip was flagged. These flags 
could result from a misreporting of the trip duration or, again, a lack of diligence 
in using the map feature. 
4. The four different ASU campuses are widely spread across the Phoenix area, with 
the two closest campuses measuring about 8.5 miles apart. If a trip had one end at 
one ASU campus and the other end at another campus – an inter-campus trip – 
and the mode of travel was walking, the trip was flagged. These flags are likely 
caused by either a misreporting of the travel mode or a lack of diligence using the 
map feature. 
5. If an inter-campus trip reportedly took 15 minutes or less, it was flagged. Though 
it is possible to drive from the parking lot on Tempe campus to the parking lot on 
Downtown campus in 15 minutes if no traffic exists, it is not possible to go from 
your Tempe campus location to your car, drive to the Downtown campus, find a 
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parking space, and then move to your Downtown campus location in 15 minutes. 
These flags are likely caused by misreporting trip duration or simply by a 
misunderstanding of what constitutes a trip. 
6. Finally, after all of the above trip filters were applied, the origin and destination 
descriptions of all remaining trips were manually checked. Any trip with an origin 
or destination description that could be identified as frivolous or intentionally 
misleading was flagged. 
 
The tables below reveal that flag #1 was the most commonly applied. This flag 
was applied to those trips in which the origin and destination had identical latitude and 
longitude, even though the respondent indicated that the two trip ends were different 
activity locations. This flag can only really arise from a lack of diligence in using the map 
feature. As seen in Figure 3, survey respondents were allowed to pinpoint their own trip 
end locations on the map feature. There was little to no motivation for students to 
carefully select their trip end locations, leading to some erroneous trip characteristic 
information that could not be reliably imputed. In general, undergraduates have a greater 
percent of their trips flagged as erroneous than graduate students. Similarly, females have 
more than males. The youngest age group and the oldest age group have the highest 
percentage of trips flagged for any reason. Finally, Caucasian students have the smallest 
percent and African American students the highest percent of trips flagged as compared 
to other ethnicity groups. 
Figure 6 displays the flags applied at the trip level. Still more records were 
excluded from the final filtered data based on person-level indicators. Figure 7 displays 
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similar information for the person-level filters applied. Those person-level filters are 
described below. 
1. Records were excluded if the person reported making only one trip – that is one 
direction with no return trip – and the trip record was deemed illegitimate. The 
legitimacy of the single trip was determined by the researchers based on the 
provided description of origin and destination. For example, if a student traveled 
simply from their dormitory to their parents’ house, the single trip was legitimate, 
owing to the fact that it is perfectly reasonable to spend the night at one’s parents’ 
home. However, if the student traveled from home to economics class without a 
return trip, it was assumed that the respondent likely did not spend the night in the 
classroom, and the person was excluded from the filtered database. 
2. Records were excluded if the person reported making zero trips for an illegitimate 
reason. At the start of the travel diary, students were asked whether they made any 
trips at all on the travel day. If they responded no, they were asked to provide a 
reason, either choosing from a list of provided reasons, or choosing “other” and 
writing in their own reason. If the student chose to write in his or her own reason, 
the researchers were able to determine whether this was a legitimate reason or not. 
In many cases, students reported making no trips simply because they did not 
understand the meaning of a “trip” in the context of the survey.  
3. Finally, if 30% or more of the trips a student reported were flagged as possibly 
erroneous using the list of trip-level filters provided above, then that student was 
excluded from the filtered database. 
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The charts below show that, in general, illegitimate zero-trip makers were more 
common than illegitimate 1-trip makers. Undergraduate students were more likely to be 
filtered out than graduate students. Although female students had a higher percent of their 
trips flagged, it is male students who are more likely to be completely filtered out of the 
dataset based on person-level filters. The youngest age group is again the most likely to 
be filtered at the person level, however the oldest age group is not the second-most likely 
as was the case in the trip-level filters. Finally, similar to the trip-level filters, African 
American students were most likely to be filtered out compared to other ethnicity groups 
while Caucasian students were the least likely. 
In a number of instances, the study team was able to apply logical imputation 
techniques and fix obvious errors, thus minimizing the loss of data due to incorrect 
entries. However, such imputation must be done with extreme care, and the study team 
chose not to perform imputation where ambiguity remained. Trip records that had 
missing or erroneous data, and person records corresponding to these problematic trips, 
were filtered and removed from the analysis-ready datasets.  
Table 1 offers a summary of the final survey dataset compiled after the extensive 
filtering and cleaning process was performed. The final cleaned dataset includes a total of 
12,011 respondents of which 7,897 are undergraduate students, 1,602 are graduate 
students, 1,977 are staff members, and 535 are faculty members. The overall response 
rate is 14.7 percent for the university population as a whole, a number that is generally 
consistent with response rates from other travel surveys (Khattack et al, 2012; Miller, 
2012). In a university setting, where the population is hard to reach and the study team
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does not have direct access to the sampling frame, it is reasonable to expect response 
rates to be rather modest. The response rates for the student segments are the lowest; this 
finding is consistent with the notion that students are likely to be less inclined, engaged, 
and interested in participating in a survey about an issue that is going to affect them only 
for the duration that they go to school at ASU. Staff members record the highest response 
rate at nearly 32 percent, while faculty members record a substantially lower response 
rate at 17 percent. 
  The table also shows the number of trips reported by each market segment and 
the average trip rate that results from dividing the total number of trips reported by the 
number of respondents in each category. Trip rates are all-inclusive, and account for 
legitimate zero trip makers as well as intra-campus and inter-campus trips. The trip rates 
constitute daily total trip rate per capita and includes all trips regardless of whether they 
are ASU-based. The trip rates appear to be reasonable and in line with daily trip rates 
reported from other travel surveys, although it is not clear if respondents accounted for all 
intra-campus trips (many of which may be very short in distance and duration) in their 
reporting of trips.  Freshmen and sophomores tend to have higher trip rates, presumably 
because a higher proportion of them live in on-campus dorms. As living on-campus 
affords a greater level of flexibility and accessibility for returning “home” to the dorm for 
short periods between classes, or visiting various locations on campus, it would be 
reasonable to expect these students to have higher trip rates. 
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Data Expansion  
The study team weighted and expanded the data to ensure that non-response biases were 
corrected and the weighted survey sample could be used to draw inferences regarding 
university population travel characteristics. Due to the differential response rates across 
market segments, staff members were over-represented in the dataset while students were 
slightly under-represented in the dataset relative to the true university population. The 
study team adopted the synthetic population generation method embedded in a software 
tool called PopGen to weight and expand the survey sample. PopGen is a synthetic 
population generation algorithm which is able to weight and expand any survey sample 
dataset such that the weighted and expanded survey sample dataset exhibits traits that 
closely mirror those of the true population (Ye, et al, 2009). In the PopGen algorithm, 
weights are computed in an iterative manner to simultaneously match multiple attributes 
of interest between the weighted survey sample and the true population.  
In order to apply the weighting procedure using PopGen, marginal distributions 
had to be compiled for a number of socio-economic and demographic variables of 
interest. Using data available from the Office of the Provost and the Office of 
Institutional Analysis (ASU, 2012), the study team compiled univariate marginal 
distributions for a number of attributes. The weighting and expansion procedure 
embedded in PopGen was then applied to the survey sample to compute weights for each 
person in the respondent sample of the ASU travel survey. All trips reported by a 
respondent were assigned the same person-level weight. Attributes used to control the 
weighting process for undergraduate students included gender, race, age, college/school 
affiliation, and level (freshman, sophomore, junior, and senior). Graduate student 
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respondent weights were computed based on controls for gender, race, age, and 
college/school affiliation. Weights for faculty members were computed based on controls 
for gender, race, and school/college affiliation, while those for staff members were 
computed using controls on gender, race, and job category/class. In general, the study 
team used control variables (for the survey sample weighting and expansion process) for 
which the administration was able to provide reliable marginal control data. The 
weighting and expansion process executed through the use of PopGen yielded a weighted 
and expanded sample that was virtually identical to the general population with respect to 
distributions of known control variables. Figure 8 offers an illustrative example of the 
comparison of selected marginal controls against unweighted and weighted sample 
distributions for a few demographic categories. In the interest of brevity and because the 
weighting procedure is not the focus of this research, graphs for other attributes and 
population market segments are not presented here. The graph shown in the figure depicts 
the comparison for undergraduate students, the largest segment in the survey sample. It is 
found that the weighted survey sample closely matches the population control 
distributions. It is also noteworthy that the unweighted sample does not depict any 
substantial non-response biases, suggesting that the survey design and response process 
did not induce any skew in the response profile.  
This chapter presents a detailed report of the process followed and results 
obtained in administering a comprehensive activity-travel survey to a university 
population. Universities are recognized as special generators in transportation planning 
processes; however, university populations remain under-studied in the travel behavior 
analysis arena due in part to their hard-to-reach nature. The information reported here is  
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FIGURE 8  Unweighted versus Weighted Data for Undergraduate Student Sample. 
 
based on a comprehensive survey of the Arizona State University population of staff, 
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a view to collecting comprehensive socio-economic, demographic, and travel activity 
data. Some information concerning the built environment (locations of trip-ends) and 
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trip information for all travel undertaken on the previous weekday and the online survey 
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sample profile in terms of response rates and trip rates. A synthetic population generation 
procedure was deployed to weight the survey sample and correct for non-response biases. 
The data that was obtained in the administration of this survey was used to complete the 
research reported herein. 
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CHAPTER 4: STUDENT TRAVEL CHARACTERISTICS  
The analysis that follows presents a detailed description of university students and their 
travel choices, including time-of-day, activity type, mode, and more. These 
characteristics are broken down into market segments and discussed throughout the text. 
The discussion is summarized at the end of the chapter. Where appropriate, the data has 
been weighted to reflect the entire ASU student population using the procedure described 
in Chapter 3. Where a weighted analysis is not used, a note has been made in the text 
identifying that analysis. 
 
Demographic Analysis of Students  
Table 2 provides a description of student demographics, including gender, ethnicity, 
income, living arrangements, and other relevant characteristics. The table shows 
demographic characteristics weighted or scaled to meet the population of students during 
the spring 2012 semester: 58,404 undergraduate students and 13,850 graduate students. 
One can see from Table 2 that genders are split very close to evenly, with only a slight 
skew toward female students. The majority of both undergraduate and graduate students 
identify themselves as Caucasian. In the undergraduate community, the second most 
popular ethnicity identification is Hispanic or Latino(a) at 18.8%, or approximately 
10,980 students. In the graduate student community, only 10.4% of respondents 
identified as Hispanic or Latino(a) while 19.9% – roughly 2,760 graduate students – 
identify as Asian. More than one third of undergraduate students (36.5%) report having 
an annual income of less than $5,000. This roughly coincides with the 35.0% of 
undergraduate students who do not work. The majority of the remaining undergraduate 
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students report an annual income less than $40,000. The majority of graduate students 
(60.4%), on the other hand, report an annual income somewhere between $10,000 and 
$70,000. Again within the graduate student demographic, the 13.2% of students who 
report an annual income less than $5,000 roughly coincides with the 18.6% of students 
who do not work. 
Living arrangements, working arrangements, and the number of household 
vehicles are demographics that play a major role in determining travel decisions such as 
time of day, trip purpose, location choice, and mode choice. A majority of 
undergraduates (81.2%) and nearly all graduate students (99.4%) live off campus. Of the 
approximately 10,980 students who live on campus, 79.9% (about 8,770) live at the 
Tempe campus. The downtown campus houses 10.2% of on-campus undergraduates, the 
polytechnic campus houses 8.2%, and the west campus houses only 1.7%. Of the 
remaining approximate 47,420 undergraduate students, 57.5% live with family members 
– likely parents and siblings – while 30.4% live with roommates. Only 8.6% live alone, 
and the remaining 3.5% live with both roommates and family members. Only about 80 
graduate students live on campus, and the majority of those (69.0%) live on the 
polytechnic campus. This is likely because the polytechnic campus boasts a family 
housing option, where students can live in a rental community of single-family detached 
houses with their spouses, children, or partners. The remaining 31.0% of on-campus 
graduate students live at the Tempe campus. 
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TABLE 2  Student Demographic Characteristics  
Demographics 
Undergraduates 
(N = 58,404) 
Graduate Students 
(N = 13,850) 
Gender 
Male 49.5% 49.2% 
Female 50.5% 50.8% 
Race / Ethnicity 
African American 5.2% 3.9% 
Native American 1.9% 1.6% 
Asian 8.6% 19.9% 
Hispanic / Latino(a) 18.8% 10.4% 
White/Caucasian 61.4% 60.8% 
Other 2.2% 1.6% 
Prefer Not to Answer 1.9% 1.9% 
Annual 
Household 
Income 
Less than $5,000 36.5% 13.2% 
$5,000 - $9,999 17.3% 7.5% 
$10,000 - $19,999 17.5% 21.2% 
$20,000 - $39,999 11.5% 25.7% 
$40,000 - $69,999 3.4% 13.5% 
$70,000 - $99,999 0.8% 6.0% 
$100,000 or more 1.0% 5.0% 
Prefer Not to Answer 12.0% 8.0% 
Age 
18 – 24 81.9% 22.2% 
24 – 34 13.5% 51.2% 
35 – 44 3.2% 15.7% 
45 or older 1.4% 10.9% 
Mobility 
Limitations Due 
to Disability 
Yes 2.3% 2.2% 
No 95.8% 95.5% 
Prefer Not to Answer 1.9% 2.3% 
Living 
Arrangements 
Lives on Campus 18.8% 0.6% 
Downtown Campus 10.2% 0.0% 
Polytechnic Campus 8.2% 69.0% 
Tempe Campus 79.9% 31.0% 
West Campus 1.7% 0.0% 
Lives Off Campus 81.2% 99.4% 
With Family Members 57.5% 52.3% 
With Roommates 30.4% 26.8% 
With Both Family and 
Roommates 
3.5% 2.1% 
Lives Alone 8.6% 18.8% 
Working 
Arrangements 
Works Off Campus 48.3% 36.4% 
Works On Campus 11.4% 35.9% 
Works Both On and Off 
Campus 
5.3% 9.1% 
Does Not Work 35.0% 18.6% 
Total Vehicles 
in the Household 
0  16.6% 12.7% 
1 26.2% 33.5% 
2 26.7% 36.9% 
3 or more 30.5% 16.9% 
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As mentioned above, 35.0% of undergraduate students and 18.6% of graduate 
students claim that they do not work. These students could be receiving support from 
family members, scholarships, grants, etc. and therefore not need to work. This, however, 
is not the norm, especially for graduate students. 9.1% of graduate students say that they 
work both on campus and off campus. The remaining 72.3% of graduate students are split 
nearly evenly between working on campus and off campus. One can speculate that those 
grad students working on campus are likely working as teaching assistants or research 
assistants while earning their degrees. Of undergraduate students who work, a large 
majority (48.3% of all undergraduates) work off campus. Only 11.4% of undergraduate 
students report working on campus while the remaining 5.3% report working both on 
campus and off campus.  
Undergraduate students, as discussed, tend to live off campus with family, 
roommates, or both. 30.5% of all undergraduates report having 3 or more vehicles in their 
households. The question that gathered this information in the survey asked respondents 
to include all vehicles in working order to which they personally had regular access. The 
wording attempted to make a clear distinction between the number of vehicles to which a 
person has access and the number of vehicles owned by adults in the household. Only 
16.6% of undergraduates, however, report having zero vehicles in the household. This 
means that approximately 9,700 undergraduate students are transit captive. Somewhat 
surprisingly in a car-oriented city like Phoenix, 12.7% of graduate students live in zero-
car households, making approximately 1,760 graduate students transit captive as well. 
Only 16.9% of graduate students – compared to 30.5% of undergraduates – report having 
3 or more vehicles available in the household. Given that graduate students tend to have a 
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higher income and can therefore be responsible for a higher portion of rent, it is 
reasonable to believe that graduate students tend to live with fewer other adults, reducing 
the need for many household vehicles. 
 
Students’ versus Other Adults’ Travel Characteristics  
The travel behavior research community is aware that certain personal characteristics – 
household size, working status, gender, etc. – affect the decisions that are made 
concerning travel behavior. Because students have very different personal characteristics, 
including household and work obligations, generally lower incomes, often unusual living 
arrangements, etc., it is reasonable to assume that students will have very different travel 
characteristics. This section describes the differences in student travel characteristics at 
Arizona State University (ASU) compared to the typical working adult, represented by 
ASU Staff members. Faculty members are not used as comparison because an initial 
analysis showed that faculty members tend to work outside the time range of the typical 
working adult, often working early mornings, working late into the evening, working 
from home, etc. Figures 9 – 11 and Table 3 provide evidence of these differences in 
travel behavior. 
Figure 9 presents the travel time of day for student trips as well as staff trips. This 
chart shows the percentage of each segment’s total trips – not just university-based trips –
that takes place within each one-hour time bin. Smaller time bins were tested for this 
chart, but a smaller time bin results in time of day curves that are much too “choppy” to 
read. This figure shows that staff trips resemble what would be considered normal for the 
average working adult. There is a high peak at 7:00 AM representing travel to work, a 
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moderate peak at 12:00 PM representing lunch trips, and another high peak at 5:00 PM 
representing the journey away from work. A negligible number of trips occur between 
12:00 AM and 4:00 AM. Students have a much different time of day distribution than 
staff members. For students, there are two mid-day peaks occurring at 11:00 AM and 
1:00 PM, coinciding with the times between classes. These two mid-day peaks are higher 
than the AM and PM peaks, which are both very moderate peaks and occur at 8:00 AM 
and 4:00 PM, respectively. The slope of decreasing trip percentages between the PM 
peak and the end of the day is much shallower than that of staff members, indicating that 
students are much more likely to make their trips at the end of the day than staff 
members. Finally, unlike the staff distribution, the percent of student trips occurring 
between 12:00 AM and 3:00 AM is not negligible, indicating that students often make 
trips very late at night. 
 
FIGURE 9  Student and Staff Time of Day Distributions.  
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One interesting characteristic to compare is the time of day at which students and 
staff make their longer trips or their shorter trips. Overall, the average trip length for 
students was 6.4 miles, and the average trip duration for students was 10.9 minutes. The 
average overall trip length for staff members was 7.6 miles and the duration was 12.8 
minutes. Students, therefore, make on average overall shorter trips than staff members. 
Figure 10 shows the average distance of trips beginning in each hour of the day. As one 
would expect, the average duration curves match the distance curves shown here. Figure 
9 shows that neither students nor staff make a great deal of trips in the early hours of the 
morning. Figure 10, however, shows that these very rare trips have quite long distances. 
It is quite possible that the longer distance trips observed during the early morning hours 
could reflect the capture of staff members who work the “night shift” at ASU (janitors, 
security guards, etc.) This could also be true to a lesser extent of students who work night 
shifts at various jobs across the metropolitan area. The AM peak for staff trips occurs at 
7:00 AM, during which time the average staff trip length is 10 miles. The average 
distance one hour earlier at 6:00 AM is 14 miles. This suggests that many staff members 
who live farther from work leave at an earlier time. The average staff trip length during 
the PM peak hour is about 9 miles, while the average distance one hour earlier is about 10 
miles. This suggests that staff members are likely not to travel directly from work to 
home, but are rather likely to make a stop along the way. The average trip length during 
the lunch-time peak is only about 4 miles, revealing the short-distance lunch trips. The 
longest average student trip is about 13 miles and occurs at 4:00 in the morning, again 
perhaps reflecting night shift jobs. The average trip length during the students’ AM peak 
hour is about 8 miles while it is about 11 miles in the hour before, displaying the same 
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behavior as staff. After 8:00 AM the average student trip length does not reach any higher 
than 8 miles. This reveals that, in general, though students may make more trips than staff 
members, their trips are shorter distance and therefore duration.  
 
FIGURE 10  Student and Staff Average Trip Length by Time of Departure.  
Figure 11 shows the mode share of trips within each purpose. In other words, for 
all trips being made for a specific purpose, what portion uses the SOV mode, what 
purpose uses bus, etc? The vast majority – more than 60% – of student work and work-
related trips are made using single-occupancy vehicle (SOV). Staff also use SOV for 
work trips about 48% of the time, but they also use walk mode about 28% of the time. 
Staff likely use the walk mode more because nearly all staff work on campus while, as 
seen in Table 2, only about half of students work on campus. For the small number of 
staff trips that are made for school or school-related trips (these could include either 
taking or teaching class), the walk mode holds the greatest share, while the SOV and, to a 
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lesser degree, the HOV modes are also substantial. Student school trips are also most 
likely to use the walk mode, but students are less likely to use the HOV mode than staff 
for these trips. Bike and light rail also each hold a larger portion of school trips for 
students than staff members. Trips in the “maintenance” category include eating meals, 
shopping, and personal business. For these trips, students are more likely than staff to use 
the HOV, bike, and walk modes, where staff make the majority of these trips using SOV. 
Interestingly, the mode share of social recreation trips looks very similar between 
students and staff. As would be expected, the serve passenger purpose is almost entirely 
SOV (the journey to pick up the passenger) and HOV (the journey to drop the passenger 
off) for both students and staff. Staff trips made for the purpose of returning home are 
made almost exclusively using SOV and, to a lesser degree, HOV. Walk and Bike do 
capture a small amount of staff return-home trips. Students are much less likely than staff 
to use SOV for the return-home trips and much more likely to use walk and bike. 
Students are also slightly more likely to use light rail to return home. This indicates that 
students are probably more likely to live near their mandatory (work and school) trip 
generator (in this case, ASU) than staff members. 
The trip rates presented in Table 3 are calculated using only those staff and 
students who made trips during the travel day. The calculation excludes zero-trip 
respondents and is therefore slightly higher than they would be if all students and staff 
were considered. These trip rates, however, are simply being used for comparison. The 
percent difference between student trip rates and staff trip rates is calculated as the 
absolute value of the difference between the two rates divided by the average of the two 
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rates. The table shows that, as might be expected, staff have a much higher work trip rate 
and students have a much higher school trip rate.  
 
FIGURE 11  Mode Share Within Each Trip Purpose by Student Level.  
 
Staff members also have a higher trip rate for serving passengers than students, indicating 
that staff members generally have more household responsibilities. Students have a 
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higher trip rate for returning home than staff members, likely because students tend to 
live closer to where they work and/or go to school. This implication is supported by 
Figure 11. Students also have a slightly higher trip rate for social recreation trips. 
Interestingly, the trip rate for maintenance trips is nearly the same for students as it is for 
staff. It is reasonable to infer from this comparison that adults in general will have 
approximately the same number of maintenance trips per day. 
TABLE 3  Trip Rates by Purpose for Staff and Students 
Purpose 
 
Students: N = 62,142 Staff: N = 5,827 % Diff. 
Trip Rates Total Trips Trip Rate Total Trips Trip Rate 
Work or Work-Related 32,363 0.52 10,046 1.72 107% 
School or School-
Related 
92,501 1.49 408 0.07 182% 
Maintenance Activities 66,081 1.06 6,023 1.03 3% 
Social Recreation / Sport 21,486 0.35 1,237 0.21 48% 
Serve Passenger 8,412 0.14 1,538 0.26 64% 
Go Back Home 84,014 1.35 6,759 1.16 15% 
Other 22,992 0.37 2,342 0.40 8% 
All Purposes 327,849 5.28 28,353 4.87 8% 
 
The above comparisons show a marked difference between student trips and staff 
trips. As staff can be taken to represent the typical working adult, the comparison 
highlights the ways in which students are not adequately represented in many policies 
related to transportation planning. For example, it is currently common practice that 
consulting firms that are evaluating the effects of potential transportation investments 
investigate traffic during the AM and PM peak times. The time of day distributions 
presented here, however, show that this policy overlooks the peak travel times of 
students. The sections that follow will further analyze student trips and examine the 
variations in travel behavior choices between different market segments of student.  
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Undergraduate versus Graduate Student Travel  
Not all student travel is the same. In fact, travel patterns and statistics can be quite widely 
varied across different types of students. The analysis that follows compares the travel 
behaviors of undergraduate students to those of graduate students at ASU. Graduate 
students are, in general, older than undergraduates. They tend to have different priorities, 
households responsibilities, and working responsibilities compared to undergraduates. 
Where undergraduates tend to take more classes during the day than graduate students, 
graduates often work full time while attending school, either on campus in a research 
setting or off campus in an internship setting.  
Figure 12 displays the differences in travel time choices between the two groups. 
This figure shows an undergraduate student trend similar to what was shown in section 2 
for students as a whole. Undergraduate student behavior does not conform to the 
traditional AM peak and PM peak hours that are generally expected. The peak time for 
undergraduate students is during the mid-day, with a very sharp slope in the morning and 
a very gradual slope in the evening. There are several small peaks in the mid-day that 
generally coincide with class start times. Graduate students do come closer to the AM 
and PM peak model that is expected, but the graduate student AM peak is much smaller – 
closer to a mid-day lunch time peak – than what would be expected for a typical working 
adult sample. The mid-day peak occurs around 1:00 PM – later than would be expected 
for the lunch-time journey – and is actually higher than the AM peak. Finally, the 
graduate students’ PM peak is quite high, with more than 9% of their daily trips taking 
place between 5:00 and 5:59 PM. These graduate student patterns appear to indicate 
somewhat of a middle ground between student and working adult. It’s likely that graduate 
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students are split between those who work during the regular business day, attending 
class or doing research in the evenings, and those who spend their days on campus, often 
making their commute trips later in the day. Undergraduate and graduate students alike 
make a non-negligible portion of their daily trips in the early hours of the morning, 
pointing to the often late-night studying and/or social recreation that is known to occur on 
college campuses. 
 
FIGURE 12  Undergraduate and Graduate Student Time of Day Distributions.  
 
The undergraduate and graduate student mode share values for each trip purpose 
are compared in Figure 13. One can see that the mode distribution for work-related trips 
is very similar between graduate and undergraduate students, though a noticeably higher 
percent of undergraduate work trips than grad student work trips are made using HOV or 
a shared ride. Compared to undergraduates, graduate students make more school-related 
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trips using the SOV mode or the Valley Metro bus and less school-related trips using the 
walk mode. The greater mode share for SOV could mean that graduate students live 
farther from school, or it could indicate that graduate students make more complex trip 
chains to and from school. Maintenance trips, which include those trips made for 
personal business, shopping, and eating meals, have a much higher SOV mode share 
from graduate students than undergraduates. This could indicate that undergraduate 
students tend to travel shorter distances than graduate students for their maintenance 
activities. Social recreation activities for undergraduates has approximately the same 
mode share for SOV and HOV modes, with a substantial share granted to walk and a 
significant share to bike. Graduate student mode share is very similar, besides a higher 
SOV and lower HOV mode share, consistent with the general graduate student trend 
toward more SOV use. The return home trips for undergraduate students have a higher 
mode share for walk than bike, but the opposite is true for graduate students. This could 
support the claim that undergraduates are much more likely to live on campus, but that 
graduate students still tend to live close to campus. In addition, graduate students are 
more likely to use the bus for return home trips. 
The distances and travel times presented in Table 4 have not been filtered to 
illuminate outliers. The trip rates have been calculated based solely on the number of 
trips made and the number of respondents represented. There are therefore several non-
trip makers factored into the trip rate calculation. One can see that in general graduate 
students travel farther and spend more time traveling than undergraduates. With the 
exception of social recreation and shopping, grad students’ average trip length is greater 
than or nearly the same as undergrads’ for every trip purpose. However, when graduate 
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students travel to and from campus they travel shorter distances and spend less time than 
when undergraduates travel to and from campus. Undergraduates make overall more trips 
per day than grad students, but grad students make more non-campus based trips. This 
disparity in trip rates is especially noticeable in intra-campus trips, with undergrads 
making more than twice as many intra-campus trips as grad students. Graduate students 
do make more work-based trips per day than undergraduate students. The two segments 
make approximately the same number of daily personal business and shopping trips: two 
purposes that could be considered maintenance activities. However, undergraduates make 
quite a bit more trips per day for social recreation than graduate students. 
TABLE 4  Selected Travel Characteristics by Student Level 
Activity Type 
Duration (min) Distance (mi) Trip Rate 
UGs* Grads** UGs* Grads** UGs* Grads** 
Work/ Work Related 22.45 23.37 7.8 9.0 0.41 0.60 
School/ School Related 18.99 19.58 4.7 5.7 1.36 0.93 
Eat Meal 13.74 14.32 3.5 3.8 0.52 0.38 
Social/ Recreational 21.18 19.89 7.8 6.4 0.31 0.24 
Shopping 16.21 14.54 4.5 4.1 0.22 0.23 
Personal Business 18.00 20.34 8.2 7.8 0.20 0.18 
Serve Passenger 20.61 19.06 8.1 7.8 0.12 0.10 
Go Home 22.01 22.08 7.3 9.2 1.20 0.99 
Other 22.18 22.04 9.0 6.6 0.34 0.24 
Intra-Campus 8.92 7.49 0.6 0.5 1.21 0.52 
Inter-Campus 53.10 50.35 18.3 20.8 0.04 0.03 
To/From Campus 26.54 22.82 7.6 5.9 1.35 1.12 
Non-Campus Based 20.96 21.41 8.4 9.0 2.09 2.22 
All Trips 19.73 20.18 6.2 7.1 4.69 3.89 
* Undergraduate Students; ** Graduate Students  
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FIGURE 13  Mode Share Within Each Trip Purpose by Student Level.  
 
Table 5 examines the activity participation of undergraduate and graduate 
students. In this table, and in the figure that follows, travel is taken as one of the activity 
choices. In-home activities are grouped together, as the travel survey did not ask students 
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least one trip were considered in this activity-based analysis, and everyone was assumed 
to have started the day at home. These activity-based analyses do not use weighted data. 
The table reveals that graduate students spend a greater portion of the day at work than 
undergraduates and that graduate students are more likely to work on a given day. 
Undergraduates are more likely than graduate students to attend school or a school-
related activity in a given day, but graduate students that do participate spend slightly 
more time on school-related activities. A larger portion of undergraduates participated in 
social recreation and in eating meals outside the home on the travel day. However, for 
those that did participate, graduate and undergraduate students spent about the same 
portion of their day on these activities. Consistent with the results from the trip rates in 
Table 4, maintenance activity time and participation were very close between the two 
student levels. 
TABLE 5  Daily Activity Participation by Student Level 
Activity 
Average Daily Time 
Spent (min) 
Average Portion of 
the Day Spent 
Percent of Segment 
that Participated 
UGs* Grads** UGs* Grads** UGs* Grads** 
All In-Home 826.6 806.0 57% 56% 100% 100% 
Travel 133.8 107.1 9% 7% 100% 100% 
Work/Work-Related 130.1 193.7 9% 13% 37% 47% 
School/School-Related 195.9 211.8 14% 15% 74% 63% 
Eat Meal (Out of 
Home) 
36.3 30.3 3% 2% 43% 37% 
Social 
Recreation/Sport 
45.6 36.9 3% 3% 24% 22% 
Shopping 14.6 16.1 1% 1% 19% 21% 
Personal Business 18.7 13.2 1% 1% 15% 15% 
Serve Passengers 6.5 3.2 0% 0% 8% 6% 
Other Activities 31.9 21.7 2% 2% 21% 14% 
Total Discretionary 81.9 67.3 6% 5% 55% 49% 
Total Maintenance 33.3 29.2 2% 2% 31% 32% 
Total Mandatory 326.0 405.5 23% 28% 89% 90% 
* Undergraduate Students; ** Graduate Students  
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 Figure 14 displays time of day profiles for undergraduate and graduate students 
while Figure 15 shows similar profiles for faculty and staff, for the sake of comparison. 
These profiles show at any given time point in the day, what percentage of the specific 
segment is participating in each of the activities available. One must note that these 
profiles begin at 3:00 AM and go to 3:00 AM the following day. This reflects the way in 
which the survey was structured. The figure shows that compared to undergraduates, a 
much larger portion of graduate students are participating in work activities during 
typical business hours. Undergraduate work participation is more evenly spread across 
the day, with many undergraduates still working after 7:00 at night. In comparison, staff 
have a very obvious peak in the time of day during which work is performed. A larger 
percentage of graduate students are completing their school activities in the evening, 
between 5:00 and 9:00 PM. The evening hours for undergrads seems to be heavily filled 
with social recreation activities. One can see that there are a larger percentage of 
undergraduates participating in at-home activities during the middle of the day and larger 
percentage that are not back at home by 2:00 AM. Faculty and staff tend to have only a 
very small portion of their population at home in the middle of the day and a 
comparatively small portion who have not returned home by 11:00 PM. 
The final table comparing undergraduate and graduate student travel patterns 
concerns trip chaining behavior. The data is not weighted. For the purpose of this 
analysis, only home-based trip chains are considered. A home-based trip chain is one in 
which the students leaves his or her home and makes several stops before returning to the 
home. Any time a person leaves the home a trip chain occurs. For example, a student may 
leave home, stop at a coffee shop, go to work for several hours, go to a restaurant for 
  61 
lunch, make a stop at ASU for a class, and then finally return home. This would be a trip 
chain with 4 stops. On the other hand, a person who simply goes from home to the 
grocery store and back home has made a trip chain with just 1 stop. The table shows that 
undergraduates make more home-based trip chains per person, but that graduate students’ 
trip chains last on average about 90 minutes longer. Undergraduate trip chains are more 
likely to include an ASU stop. 
There is little difference between the activity purpose of the first stop on the chain 
for undergraduates versus graduates. Generally, the first stop on any students’ trip chain 
will be either work or school related. The first place students stop after leaving ASU is 
usually home, but those who do not go from ASU straight home tend to go to eating a 
meal or shopping. 17% of the trip chains made my undergraduates and 15% made by 
graduate students in the travel day is simply to go from home to ASU and back to home 
again. 
The tables and figures that have been presented in this section demonstrate the 
differences between travel characteristics of undergraduate and graduate students. 
Graduate students tend to spend their days at work and come to ASU in the evenings 
while undergraduates are often at ASU during the middle of the day. Graduate students 
tend to use the SOV and bus modes of travel more often than undergraduates. 
Undergraduates also participate more heavily in social recreation and in eating meals 
outside of the home. It’s possible that these differences in travel characteristics can stem 
from differences in age, working status, household responsibilities, vehicle ownership, or 
any of a number of socio-demographic variables between undergraduate and graduate 
students.  
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FIGURE 14 Time Of Day Profiles for Students.  
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FIGURE 15 Time Of Day Profiles for Faculty and Staff.  
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TABLE 6  Analysis of Trip Chaining Behavior 
  
Undergraduates Graduate Students 
Number of Home-based (HB) Trip Chains 9486 1606 
Avg HB Chains per Person 1.20 1.00 
Avg HB Chains per Trip Makers 1.39 1.18 
Avg HB Chain Duration (min) 353.9 444.8 
Avg Stops/HB Chain 2.59 2.59 
% HB Chains with ASU Stop 62% 58% 
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 Work / Work Related (not ASU) 12% 18% 
School / School Related / Campus 52% 47% 
Eat Meal 7% 6% 
Social / Recreational 6% 8% 
Shopping 5% 6% 
Personal Business 4% 5% 
Serve Passenger 4% 3% 
In-Home 4% 2% 
Other 7% 6% 
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Work / Work Related (not ASU) 5% 3% 
School / School Related / Campus 1% 2% 
Eat Meal 7% 9% 
Social / Recreational 3% 4% 
Shopping 4% 6% 
Personal Business 3% 3% 
Serve Passenger 2% 2% 
In-Home 67% 67% 
Other 6% 4% 
% of Tours that are Home-ASU-Home 17% 15% 
 
It may also be important to note that, as seen in Figure5 in Chapter 3, the portion of 
undergraduate students who report their travel activities on Fridays is larger than that of 
graduate students. As Fridays are often considered non-typical weekdays and can contain 
more discretionary activities than other weekdays, it is possible that the undergraduate 
travel information shown here is slightly skewed toward a non-typical travel pattern. The 
model applications presented in Chapters 5 and 6 are taken on Tuesday through Thursday 
only and as such eliminate this potential bias. 
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Travel Characteristics by Living Arrangement  
The analysis that follows compares students travel characteristics by student living 
arrangements. One of the factors that is known to affect the way people make travel 
choices is household interactions. A student who lives with a child, for example, will 
likely have responsibilities to escort that child to activities, necessitating the need for 
using a personal vehicle on a trip that would normally be made using, for example, bike. 
A person who lives with a roommate that also attends ASU may carpool with that 
roommate, requiring him or her to change their schedule to accommodate the 
roommate’s. The categories that have been identified for this analysis are students who 
live on campus, who live off campus with family (either parents and siblings, or spouses 
and their own children), who live off campus with roommates, who live off campus with 
both family members and roommates, and who live off campus alone. Figure 16 shows 
the time of day distribution based on living arrangements.  
The figure below shows that there is little difference between trip departure times 
based on living arrangement. All students tend to travel more during the middle of the 
day and typically lack that classic AM and PM peak seen in the ASU staff and other 
working adults. The time between 6:00 AM and 8:00 AM is somewhat revealing, 
however. Students who live with family members have the greatest portion of their trips 
take place during this AM time period, followed by students who live alone. On-campus 
residents have the smallest portion of their trips taking place during this AM peak. This 
could be indicative of the time that a student needs to leave the house in the morning in 
order to reach his or her mandatory activities on time. If this is true, it would support the 
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idea that students who live with family members and who live alone live father from 
campus than those who live with roommates or with both family and roommates. 
 
FIGURE 16  Time of Day Distributions by Student Living Arrangement.  
Figures 17 A through E show the mode split by trip purpose for students with 
different living arrangements. The mode split for on-campus students for all purposes 
leans heavily toward non-motorized modes. This appears to be the most significant 
difference between different living arrangements in terms of mode share. With the 
exception of serving passengers (which, as would be expected, has the highest mode 
share with HOV). All trip purposes for on-campus students have more than 35% of trips 
made by the walk mode. On-campus students also use the HOV mode share quite a bit 
for maintenance and discretionary trips. In comparison, all off-campus students use 
personal auto modes (SOV and HOV) most often.   
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FIGURE 17  Mode Share Within Each Trip Purpose by Living Arrangement. 
 
Off-campus students do, however, still tend to make a large percentage of school trips 
using the walk mode. Students who live with roommates are more likely than students 
who live with family members to use non-motorized (walking or biking) or transit modes 
(bus and light rail) for their return home trips. This could indicate that students who live 
off campus with roommates still live close to their ASU campuses. 
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Based on the different household interaction between these students, it is 
reasonable to believe that students living in varying arrangements will have varying trip 
times, distances, and rates for varying trip purposes. For example, someone who lives 
alone has nothing stopping them from traveling to the other side of town to pick up a pair 
of shoes. Someone who has to pick up his or her roommate from class at a certain time, 
however, must only consider those shoe stores that are within the space-time available 
while still meeting the roommate obligation. Table 7 shows the average trip length, travel 
time, and trip rate made for each purpose. 
TABLE 7  Selected Travel Characteristics by Living Arrangements 
 
Living Arrangements 
On-
Campus 
With 
Family 
With 
Roommates 
With 
Both 
Alone 
T
ri
p
 L
en
g
th
 
 (
m
il
es
) 
Work/Work-Related 4.3 9.5 6.4 8.7 8.1 
School/School-Related 1.9 6.9 3.4 5.0 4.3 
Eat Meal (Out of Home) 1.8 4.6 3.0 4.0 3.4 
Social Recreation/Sport 3.3 5.0 3.7 3.5 4.8 
Shopping 4.4 7.2 4.5 5.0 5.5 
Personal Business 4.2 5.9 6.0 3.7 5.8 
Serve Passengers 7.1 7.5 6.7 5.9 6.5 
Go Home 3.5 9.2 5.1 7.4 6.4 
T
ra
v
el
 T
im
e 
(m
in
u
te
s)
 
Work/Work-Related 8.13 15.65 11.42 14.25 13.58 
School/School-Related 4.06 11.54 6.74 9.08 8.10 
Eat Meal (Out of Home) 4.11 8.61 6.37 7.88 6.73 
Social Recreation/Sport 7.05 9.57 7.56 6.99 9.40 
Shopping 8.17 12.39 8.69 10.23 10.18 
Personal Business 8.23 10.80 10.72 8.17 10.70 
Serve Passengers 12.96 13.44 11.83 11.80 12.66 
Go Home 6.73 15.37 9.59 13.12 11.52 
T
ri
p
 R
at
e 
Work/Work-Related 0.37 0.47 0.46 0.54 0.42 
School/School-Related 1.80 1.20 1.17 1.25 1.15 
Eat Meal (Out of Home) 0.97 0.39 0.45 0.42 0.38 
Social Recreation/Sport 0.47 0.23 0.33 0.27 0.27 
Shopping 0.24 0.23 0.21 0.32 0.20 
Personal Business 0.25 0.19 0.17 0.24 0.18 
Serve Passengers 0.07 0.17 0.06 0.12 0.06 
Go Home 1.69 1.08 1.06 1.19 1.00 
 
  70 
The table shows that students who live off campus with family members almost 
universally travel longer distances. This is true for every trip purpose besides personal 
business, in which students who live with families or roommates tend to travel the same 
distances and with the same travel time. The distance that those who live alone have to 
make for social recreation trips is the second longest for that trip purpose. On-campus 
students travel extremely short distance except to serve passengers. This table again 
confirms that those who live off campus with roommates are likely to live close to 
campus. Students who live off campus with roommates are undercut in travel time and 
distance only by those who live directly on campus. As would be expected, students who 
live on campus have the highest trip rate to school and school-related activities. Students 
who live with family have the highest trip rate for serving passengers, likely picking up 
their own children or younger family members. On-campus students have the highest trip 
rate for eating meals outside of the home, but it is rather surprisingly students who live 
with both family members and roommates that have the highest trip rate to social 
recreation activities. It is also these students who have the highest trip rates to work and 
work-related activities. On-campus students have the lowest trip rate the work. 
Table 8 describes the activity participation metrics of students with different 
living arrangements. Average time spent in various activities is presented in terms of 
absolute minutes as well as in a percent of the day. The data in the table is not weighted 
and is computed only for those that reported making at least one trip in the travel day. 
Every person was assumed to begin the day at home. One can see that the greatest portion 
of the day is spent on in-home activities, no matter the living arrangements. Interestingly, 
every group spends approximately the same amount of time traveling and participating in 
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maintenance activities (shopping and personal business). On-campus students spend the 
least amount of time in both work activities and school activities. Students who live with 
family are the only group that spends any noticeable portion of their day serving 
passengers. Students who live on campus and students who live with roommates spend 
the greatest portion of their day in social recreation activities. This is understandable, 
since these two groups have the greatest access to people their own age, making social 
activities easier to access. On-campus students had the greatest participation rate in 
school and school-related activities but the least participation in work activities. People 
who live with both family and roommates are the opposite, with the greatest participation 
rate in work and least in school on the travel day. Though on-campus students do not 
spend the greatest amount of time in social recreation, they do have the greatest 
participation rate, with 32% of on-campus students participating in some social recreation 
on the travel day. In general, it seems that students who live off-campus with roommates 
have more school participation, less work participation, and more social recreation than 
other students who live off campus. This analysis shows that students who have varying 
living arrangements also have varying travel and activity behavior patterns that can be 
considered when contemplating policies that affect university students. 
 
Travel Characteristics by Working Status  
Just as a student’s living arrangements will have an effect on their daily responsibilities, 
and therefore their travel behavior, a student’s working status will weigh heavily on his 
or her travel patterns. Table 2 shows that graduate students work almost equally on and 
off campus. Nearly half of all undergraduates work off campus, while another third does 
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not work at all. This is compared to only 18.6% of graduate students who do not work. 
Only 5% of undergraduates, compared to 10% of graduate students, have jobs both on 
and off campus. 
TABLE 8  Daily Activity Participation by Living Arrangements 
 
Living Arrangements 
On-
Campus 
With 
Family 
With 
Roommates 
With 
Both 
Alone 
A
v
er
ag
e 
T
im
e 
S
p
en
t 
D
ai
ly
 
(m
in
) 
In Home 868.3 817.1 807.4 801.5 816.1 
Travel 133.0 133.0 122.6 126.1 120.8 
Work/Work Related 72.1 155.4 151.6 185.8 152.0 
School/School-Related 174.7 204.5 198.2 199.4 213.8 
Eat Meal 52.9 27.0 40.7 36.5 32.0 
Shopping 13.3 14.0 17.2 19.6 14.6 
Social Recreation/Sport 61.7 34.0 52.5 35.7 46.1 
Personal Business 21.6 17.1 17.6 9.2 17.2 
Serve Passengers 3.3 8.3 4.4 4.5 2.4 
Other Activities 39.2 29.7 27.8 21.6 25.0 
A
v
er
ag
e 
P
o
rt
io
n
 o
f 
th
e 
D
ay
 S
p
en
t 
 
In Home 60% 57% 56% 56% 57% 
Travel 9% 9% 9% 9% 8% 
Work/Work Related 5% 11% 11% 13% 11% 
School/School-Related 12% 14% 14% 14% 15% 
Eat Meal 4% 2% 3% 3% 2% 
Shopping 1% 1% 1% 1% 1% 
Social Recreation/Sport 4% 2% 4% 2% 3% 
Personal Business 1% 1% 1% 1% 1% 
Serve Passengers 0% 1% 0% 0% 0% 
Other Activities 3% 2% 2% 1% 2% 
P
er
ce
n
t 
o
f 
th
e 
S
eg
m
en
t 
th
at
 P
ar
ti
ci
p
at
ed
 
In Home 100% 100% 100% 100% 100% 
Travel 100% 100% 100% 100% 100% 
Work/Work Related 27% 40% 42% 47% 38% 
School/School-Related 77% 71% 73% 68% 72% 
Eat Meal 64% 36% 43% 35% 36% 
Shopping 18% 20% 19% 24% 20% 
Social Recreation/Sport 32% 20% 26% 23% 24% 
Personal Business 17% 15% 14% 15% 16% 
Serve Passengers 4% 11% 5% 9% 4% 
Other Activities 19% 23% 17% 13% 16% 
 
Figure 18 shows the time of day distribution for trips made by students of varying 
working status. The figure shows that students who don’t work tend to travel more during 
the middle of the day. The higher number of mid-day trips is also seen in those students 
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who work on campus. Surprisingly, students who don’t work tend to make fewer trips 
late in the evening that those students who work on campus, off campus, or both. In 
general, though, no student sub-groups display the typical morning and evening peak that 
is expected from the typical working adult. 
 
FIGURE 18  Time of Day Distributions by Student Working Status.  
The differences in working status also have an effect on the mode of travel that is 
chosen for each different trip purpose in the travel survey. One can see from Figure 19 
that students who work on campus prefer the walk mode for work-related trips. This is in 
contrast to those who work off campus, who overwhelmingly prefer the SOV mode for 
the same trip type. 
Not surprisingly, students who report working both on and off campus make 
about half of their work-related trips using SOV and the other half using some other 
mode. What is surprising is that students who report working neither on nor off campus 
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still report some – though very few – work or work-related trips. Those work trips that 
are made by this segment are typically made using the SOV mode. Students who work on 
campus have a relatively low mode share for driving alone (SOV) compared to other 
market segments. This would imply that the students who work on campus probably live 
on or near campus as well. Students who work exclusively off campus tend to lean 
towards the personal auto modes (SOV and HOV) for nearly all the trip purposes and not 
just work-related trips. Students who do not work have a more balanced mode profile: no 
one mode has more than a 60% share in any trip purpose. 
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FIGURE 
FIGURE 19  Mode Share Within Each Trip Purpose by Working Status.   
 
Working status and place of employment will undoubtedly have an influence on 
the travel distances, times, and trip rates to various activity types. Table 9 shows that 
students who work only on campus travel shorter distances for nearly every trip type 
(besides personal business and serving passengers) than students with any other working 
status. The short distances traveled by this group for eating meals, shopping, social 
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recreation, and going home shows that students who work on campus also choose to live, 
shop, play, and eat very close to campus: an important piece of information for retail and 
services located near campus. 
TABLE 9  Selected Travel Characteristics by Working Status 
 
Working Status 
On-Campus 
Only 
Off-Campus 
Only 
Both On and 
Off Campus 
Does Not 
Work 
T
ri
p
 L
en
g
th
 
 (
m
il
es
) 
Work/Work-Related 3.8 9.7 6.5 7.2 
School/School-Related 3.2 5.9 4.2 4.2 
Eat Meal (Out of Home) 2.1 4.3 3.1 2.5 
Social Recreation/Sport 3.8 4.7 4.4 4.1 
Shopping 4.2 6.5 5.4 5.0 
Personal Business 5.5 6.2 4.2 4.6 
Serve Passengers 6.9 7.7 6.8 7.0 
Go Home 4.9 7.9 6.5 5.9 
T
ra
v
el
 T
im
e 
(m
in
u
te
s)
 
Work/Work-Related 7.49 16.04 11.34 12.15 
School/School-Related 6.36 10.18 7.73 7.63 
Eat Meal (Out of Home) 4.70 8.26 6.37 5.34 
Social Recreation/Sport 7.87 9.10 8.59 8.12 
Shopping 8.01 11.51 10.09 9.05 
Personal Business 10.29 11.20 8.39 8.73 
Serve Passengers 11.99 13.55 12.97 12.84 
Go Home 9.28 13.49 11.34 10.50 
T
ri
p
 R
at
e 
Work/Work-Related 0.63 0.60 0.84 0.07 
School/School-Related 1.39 1.17 1.42 1.36 
Eat Meal (Out of Home) 0.50 0.47 0.62 0.50 
Social Recreation/Sport 0.30 0.30 0.40 0.28 
Shopping 0.22 0.23 0.25 0.21 
Personal Business 0.18 0.22 0.26 0.16 
Serve Passengers 0.09 0.13 0.15 0.11 
Go Home 1.20 1.19 1.35 1.07 
 
Surprisingly, the students who work both on and off campus have higher trip rates 
than any other segment for every type of trip. Based on what has been learned by 
examining travel patterns based on different living arrangements, one conjecture would 
be that students who work both on and off campus are likely the same students who are 
living on campus. Indeed, living so close to one’s school activities would help to free up 
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one’s time for working multiple jobs. Otherwise, students who work off campus only 
have lower trip rates than any other group for school and school related trips as well as 
for eating a meal outside the home. Students who do not work at all have lower trip rates 
than anyone else to returning home, personal business, and shopping. 
TABLE 10  Daily Activity Participation by Working Status.  
 
Working Status 
On-Campus 
Only 
Off-Campus 
Only 
Both On and 
Off Campus 
Does Not 
Work 
A
v
er
ag
e 
T
im
e 
S
p
en
t 
D
ai
ly
 
(m
in
) 
In Home 818.9 784.1 764.7 900.1 
Travel 111.6 132.8 138.7 131.6 
Work/Work Related 147.9 206.1 199.8 20.6 
School/School-Related 221.1 175.0 196.3 223.6 
Eat Meal 35.2 33.4 39.3 37.6 
Shopping 14.8 12.9 13.2 18.3 
Social Recreation/Sport 44.3 43.1 42.6 45.9 
Personal Business 16.2 18.3 18.4 17.6 
Serve Passengers 3.2 5.8 4.5 7.9 
Other Activities 26.9 28.3 22.6 36.8 
A
v
er
ag
e 
P
o
rt
io
n
 o
f 
th
e 
D
ay
 S
p
en
t 
 
In Home 57% 54% 53% 63% 
Travel 8% 9% 10% 9% 
Work/Work Related 10% 14% 14% 1% 
School/School-Related 15% 12% 14% 16% 
Eat Meal 2% 2% 3% 3% 
Shopping 1% 1% 1% 1% 
Social Recreation/Sport 3% 3% 3% 3% 
Personal Business 1% 1% 1% 1% 
Serve Passengers 0% 0% 0% 1% 
Other Activities 2% 2% 2% 3% 
P
er
ce
n
t 
o
f 
th
e 
S
eg
m
en
t 
th
at
 P
ar
ti
ci
p
at
ed
 
In Home 100% 100% 100% 100% 
Travel 100% 100% 100% 100% 
Work/Work Related 27% 40% 42% 47% 
School/School-Related 77% 71% 73% 68% 
Eat Meal 64% 36% 43% 35% 
Shopping 18% 20% 19% 24% 
Social Recreation/Sport 32% 20% 26% 23% 
Personal Business 17% 15% 14% 15% 
Serve Passengers 4% 11% 5% 9% 
Other Activities 19% 23% 17% 13% 
 
Table 10 shows the daily activity participation in different activity types by 
varying work status. One can see that students who do not work spend slightly more time 
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per day than any other students in every activity type besides working. Compared to other 
students who work, students who work only on campus spend more time at school-related 
activities, less time working, and less time traveling. In general, it seems that a student’s 
working status has very little effect on what portion of the day is spent in shopping, social 
recreation, or personal business. It does, however, have an effect on the portion of the day 
that is spent in home, traveling, working, and at school-related activities. Students who 
work both on and off campus spend the greatest portion of their day (10% or about 140 
minutes) traveling.  
Just like Table 8, Table 10 also displays the portion of the market segment that 
participated in each activity on the travel day. That is, for example, what percentage of 
students who work only on campus participated in work or a work-related activity on the 
travel day? The data present in this table only includes those students who made at least 
one trip, and the assumption was made that students began the day at home. The portion 
of students who participated in at-home activities and in travel is therefore 100%. Only 
27% of students who work only on campus participated in a work activity on the travel 
day. However, 47% of the students who report working neither on nor off campus 
reported participation in a work-related activity on the travel day. The students who work 
only off campus, which is by far the largest group, have a larger portion of daily 
participation in work and a lower portion of daily participation in school than those 
students who work only on campus. Students who work only on campus have the highest 
daily participation rate in school, social recreation, eating meals outside the home, and 
personal business. On the other hand, they have the lowest daily participation in 
shopping, and in serving passengers.  
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Exploration of Intra-Campus Trips 
One of the elements of the ASU Travel and Mode Use Survey which distinguish it from 
other campus travel surveys is the capture of intra-campus trips. Students were asked to 
include their intra-campus trips in the daily trip diary, though there is some evidence to 
suggest that the capture rate for these types of trips is lower than that for other trip types. 
The presence of intra-campus trips on the distributions presented in this chapter have 
some effects, including shortening the overall trip length and duration averages, 
increasing the non-motorized mode shares, and increasing the total number of trips for 
most students. If one is interested in observing trips made only by students to and from 
campus and non-campus based then these affects will detrimentally impact the analysis. 
However, if one is curious as to the overall picture of student travel behaviors, these trips 
should be included, as they make up a large portion of daily trips undertaken by students. 
More detail about how trips were identified as intra-campus trips is provided in Chapter 5 
of this document. 
Table 11 below shows the percent of trips made by each student group that are 
intra-campus trips. Data in this table is unweighted in order to get a better sense of the 
true number of trips that were reported. The number of intra-campus trips made generally 
reflects the behaviors that have been observed throughout the chapter. About 25% of the 
trips made by undergraduate students are intra-campus trips while only about 14% of the 
trips made by graduate students are intra-campus. Students who live on campus and who 
work only on campus – as would be expected – have a much higher percent of their trips 
as intra-campus trips. Students who do not work at all also have a higher percent of intra-
campus trips than other students.  
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TABLE 11  Intra-Campus Trip Counts for Various Student Groups 
Student Group 
Intra-Campus 
Trips 
Total Trips 
% Intra-
Campus 
Undergraduates 9323 37129 25.1% 
Graduate Students 860 6244 13.8% 
Lives on Campus 5058 8798 57.5% 
Lives Off Campus with Family 2918 20254 14.4% 
Lives Off Campus with Roommates 1509 9638 15.7% 
Lives Off Campus with Both 210 1218 17.2% 
Lives Alone 488 3465 14.1% 
Works On Campus Only 2382 7174 33.2% 
Works Off Campus Only 3028 20291 14.9% 
Works On and Off Campus 840 3197 26.3% 
Does Not Work 3933 12711 30.9% 
 
 
Figure 20 shows the time of day distribution of intra-campus trips while Figure 21 
provides the mode choice distribution for intra-campus trips only. As is probably 
expected, the bulk of the intra-campus trips take place during mid-day when most classes 
are likely to take place. Even after classes are done at the end of the day, however, 
students are still making intra-campus trips. As many as 2% of the total intra-campus 
trips reported began between 8:00 and 9:00 PM. The very early morning hours, however, 
are not popular times for intra-campus trips. The mode choice distribution for intra-
campus trips that is shown in Figure 21 reveals that, as would be expected, the non-
motorized modes (bike and walk) make up the vast majority of mode choices for intra-
campus trips. This is intuitive and consistent with the short distances that are experienced 
for intra-campus trips. The “other” mode share also has a sizable portion of the intra-
campus trips, suggesting that “other” likely includes a great deal of alternative non-
motorized modes, such as skateboarding, roller-blading, etc.  
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FIGURE 20  Time of Day Distribution for Intra-Campus Trips 
 
FIGURE 21  Mode Share for Intra-Campus Student Trips 
 
This chapter has outlined not only the quantifiable differences between travel 
behavior of students and the general working adult, but also the differences between 
travel behaviors of different types of students. It would seem that younger students who 
live on campus have activity schedules, travel modes, activity participation patterns, and 
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space-time travel constraints that vary greatly from those of older students who live off 
campus. Those students who live off campus with family members again vary from those 
who live off campus with roommates. Even still, undergraduates vary a great deal from 
graduate students, no matter their age or living arrangements. This evidence seems to 
show that there is merit in incorporating student travel patterns into regional travel 
models in places where students make up a significant portion of the traveling population. 
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CHAPTER 5: UNIVERSITY SUBMODEL TRIP GENERATION 
Metropolitan planning organizations (MPO’s) are continuously working toward 
improvement of their regional planning models as a method to maintaining an accurate 
picture of the future of the area’s transportation system. The outputs of these planning 
models are used to make decisions related to new roadways and to perform analyses of 
future roadway conditions. The model, therefore, must remain as accurate as possible. A 
migration toward disaggregation of travel models is one methodology used to improve 
model accuracy. By aggregating a regional model into one set of travel decision-making 
devices, the modeler makes the assumption that all decision-makers in the system are 
uniform. The disaggregation of the model into several submodels, each representing a 
distinct group of people, special generator, area of the city, etc., allows the modeler to 
loosen the constraints of this assumption while still working within the boundaries of a 
well-established modeling methodology. 
In this chapter and the next, a framework is presented for the creation of a 
university submodel that would work in conjunction with a regional transportation model. 
Specifically, this model would represent the university student demographic while also 
addressing the university as a special traffic generator in the region.  
The foundation of a university submodel must be formed by a rich dataset, 
collected in a rigorous daily travel survey of the university population, such as the survey 
presented in Chapter 3. Chapter 4 established the need for representing student travel 
separately from other demographics merited by the differences in their daily travel and 
time-use characteristics. This model framework therefore recognizes students separately 
from faculty and staff.  It is important to note that the framework presented herein deals 
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only with the modeling of university-based trips. It is therefore necessary to retain 
students in the larger regional model in order to capture their non-university based travel.  
The proposed university submodel consists of the trip generation and trip 
distribution models for university student trips. The university submodel essentially 
converts university enrollment by campus into university trips and distributes those trips 
to production zones using a logit formulation in which all traffic analysis zones (TAZ’s) 
are alternatives. Inputs to the model are socio-economic data, percent of development in a 
zone, mode choice logsums, distance and time skims, and estimated constants. After 
distributing the trips, the submodel output can be inserted into the same mode choice 
model that is used in the larger regional model, or a new mode choice model can be 
estimated that is specific to the population and special generator. 
 
Student Travel Segmentation 
The proposed university submodel aims to model student travel segmented by campus of 
attendance, student level (graduate and undergraduate), living arrangement (off-campus 
and on-campus students) and time of day. In many major universities, however, the 
number of graduate students living on campus is very small, making it difficult to obtain 
an appropriate sample size for the market segment. The submodel presented here will 
therefore deal only with off-campus graduate students, off-campus undergraduates, and 
on-campus undergraduates. Figure 22 shows the sequence of disaggregation for the 
submodel estimation. 
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FIGURE 22  Disaggregation of University-Based Trips. 
At the trip generation level, disaggregation by primary campus of attendance is 
performed in order to reflect the varying spatial distributions of travel by students at 
different campuses. The maps in Figures 23 through 26 display the home locations of 
students who attend each of the four ASU campuses. These home locations were acquired 
using the addresses of students provided in the survey supplementary data from the 
university registrar’s office. One can see that, with the exception of the Tempe Campus, 
each campus attracts students who live in a specific portion of the county. The Tempe 
Campus, and to a lesser degree the Downtown Campus, attract students from all over the 
metropolitan area. In the case of the Tempe Campus, this is most likely due to the many 
programs of study offered that can’t be found at the smaller satellite campuses. Though 
each campus does offer some unique programs, the Tempe Campus offers a much greater 
number. In the case of the Downtown campus, this larger spatial spread of student homes 
is likely due to the centrality of the campus itself. It is reasonable to assume that, because 
All student trips 
Undergraduates 
Live on Campus 
Dorm-Based Peak 
and Off Peak (2 
models) 
Non-Dorm-Based 
Peak and Off 
Peak (2 models) 
Live Off Campus 
Home-Based 
Peak and Off 
Peak (1 model) 
Non-Home-Based 
Peak and Off 
Peak (2 models) 
Graduate 
Students 
Home-Based 
Peak and Off 
Peak (1 model) 
Non Home Based 
Peak and Off 
Peak (2 models) 
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students at varying campuses have differing space-time prisms, certain components of 
their daily travel behavior will also vary, lending credence to the decision to disaggregate 
the model based on primary campus. 
Justification for disaggregating students by affiliation is provided in Chapter 4, 
where the travel characteristics of off-campus undergraduates, on-campus 
undergraduates, and graduate students are compared. The reader will recall that 
undergraduate students living on campus are generally younger, more likely to be transit 
captive, and more mobile than other segments, making multiple trips each day to 
classrooms, their on-campus housing, and the other attractions within walking distance to 
a typical large university. Compared to graduate students (who are all off-campus in this 
analysis), undergraduates have a different time of day trip distribution pattern and tend to 
be less likely to go full days without visiting ASU. For these and other reasons, it was 
considered prudent to disaggregate the submodel to allow for different travel choice 
devices among these different segments of students. 
Lastly, the submodel is separated into two times of day: peak travel and off-peak 
travel. The travel decisions that are made during peak travel times are often very different 
from those made during non-peak times. For example, peak travel is usually undertaken 
for the purpose of traveling to and from mandatory activities – those activities such as 
work and school with unmovable start times which the traveler is required to attend. Off 
peak travel often consists of maintenance activities – those activities required for the 
upkeep of house or family, but not subject to rigid start times – or discretionary activities 
– those completed purely based on preference, usually simply for fun. These different 
types of travel will lend themselves to different location choice motivators. For example, 
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a mandatory or peak time trip likely has a set location that cannot be changed by the 
traveler, whereas the traveler is typically free to choose where his or her maintenance and 
discretionary activities occur, often choosing locations either close to home or close to 
work or school. 
 
Trip Generation Model Framework  
The trip generation model addresses all student campus-based trips, including both home-
based and non-home-based university trips. Student travel data available will be 
controlled for weekday trips (Tuesday – Thursday) for the purpose of computing trip 
rates. This is done with a view to eliminate any bias that might be induced by days of the 
week that are adjacent to the weekend. Trip rates will be computed to convert student 
enrollment into peak and off-peak campus-based trips. Enrollments are segmented by 
student type into off-campus undergraduate (home based or non-home based), on-campus 
undergraduate (dorm-based or non-dorm based) and graduate students (home based or 
non-home based).  
An assumption made here is that graduate students do not live on-campus. At the ASU 
campus, only 1.1% of graduate students who completed the survey reported living on 
campus. However, this assumption can be relaxed easily to accommodate on-campus 
graduate students as well if that is the case for other universities. Trip rates vary by time-
of-day (peak and off-peak periods), campus location, trip type, student type and living 
arrangements. These different trip rates can be further divided into additional segments, 
depending on the sensitivity desired in the overall regional travel demand model.
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The submodel that is proposed here is based on the existing regional travel 
model’s traffic analysis zones (TAZ’s), but any method of spatial segmentation of the 
region can be applied. In the proposed submodel, campus enrollments are first 
apportioned to various campus TAZs. This can be done by developing an intensity factor 
that measures the relative ‘attractiveness’ of each TAZ within a campus. TAZ intensity is 
similar to a size term that takes into account the activity and land use specific to each 
TAZ, including parking spaces, classroom seats and number of dorms. Once the trip rates 
are computed by market segment, trip attractions or productions at each campus TAZ are 
calculated as: the enrollment for a category in a given campus multiplied by trip rate. 
While the university is the attraction end for off-campus student trips (graduate and 
undergraduate), it serves as the production end for students who live in dorms. This 
procedure results in the number of trips being attracted or produced in a given time 
period (peak or off peak) at each campus TAZ by each group of students. 
The trip attraction intensity factor being proposed for the submodel is a composite 
measure of classroom seats and parking spaces. The structure of the proposed intensity 
factor is: 
𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 = 𝑐𝑙𝑎𝑠𝑠𝑟𝑜𝑜𝑚 𝑠𝑒𝑎𝑡𝑠 + (𝑌 × 𝑝𝑎𝑟𝑘𝑖𝑛𝑔 𝑠𝑝𝑎𝑐𝑒𝑠) 
In the above equation, Y is a turn-over rate for parking spaces computed as the number of 
campus trips made per parking episode. It is generally assumed that one episode of 
parking at the campus does not necessarily translate to one campus trip. For example, a 
student may park on campus and then go to class, then the library, another class, a study 
meeting, or any other number of campus-based trips before returning to his or her 
vehicle.  
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The above formulation is simply representative of the variables that would 
influence the intensity factor for calculating trip attractions to campus. The intensity 
factor used to calculate campus trip productions is calculated simply based on the number 
of dormitories in each zone. Once the intensity has been calculated for each zone, the 
number of trips attracted or produced at each zone is determined by the percentage of 
total campus intensity that that zone represents. 
 
FIGURE 27  Trip Rate Calculation Procedure.  
 
Application of the Trip Generation Model  
The ASU Travel and Mode Use Survey provides a rich sample dataset for the calculation 
of trip rates by different trip times of day, purpose, location, etc. The research team was 
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able to use this rich dataset to its advantage for trip generation calculations in the 
university submodel. Unlike in other models of regional travel, the research team was 
able to use the combined secondary institutional data from ASU to determine the number 
of students in each group that would be represented by the model. Therefore, trip 
generation could be performed simply by determining the number of each sub-group of 
trips made daily by each sub-group of students and applying those rates to the appropriate 
population of students. For example, we can determine the total number of home-based 
university trips made by graduate students during the off-peak period per day per 
graduate student. The trip rates that were calculated were further disaggregated by 
primary campus of attendance to reflect the varying travel behavior choices of students 
attending each of the four different ASU campuses in Maricopa County. 
 
Filters Applied for Trip Rate Calculations 
Trip rate calculations were based only on a very carefully filtered sample of trips. In 
order to determine the trip rate for a specific sub-group of trips and students, trips of that 
type and made only by those students needed to first be identified. This filtering process 
is based on the same process that was described in Chapter 3, though some extra filters 
needed to be applied for the rigorous process used in this model estimation. The filtering 
began by separating students from faculty and staff for a total of 9,499 students in the 
survey and a total of 43,373 trips captured.  
Filters were first applied as described in Chapter 3, removing trips that were 
flagged as erroneous and students that reported one trip or zero trips incorrectly. In 
addition to these initial filters and because on-campus graduate students were not 
  95 
considered in this model estimation, on-campus graduate students were removed from the 
dataset. There were a total of 8 graduate students in the survey sample who indicated 
living on campus. These students made a combined total of 50 trips on the travel day. The 
extremely small sample size of on-campus graduate students was one of the main factors 
in deciding not to model on-campus graduate students separately. 
One will recall from Chapter 3 that persons were completely filtered out of the 
dataset if 30% or more of their trips were flagged as erroneous. That means that anyone 
with less than 30% of their trips flagged was still included in the dataset along with their 
non-flagged trips. For the purpose of a trip rate calculation, this system leads to a 
misrepresentation of the number of trips made by certain students. Therefore, for the 
purpose of trip rate estimations, all students with at least one trip filtered from the dataset 
were removed along with all their trips. This thoroughly filtered dataset was used for both 
trip rate estimation and location choice model estimation. The final number of students 
and trips in the model estimation dataset are described in Table 12. 
TABLE 12  Number of Persons and Trips Available in the Modeling Dataset  
Market Segment Number of Students Number of Trips 
On-Campus Undergraduates 1,246 7,560 
Off-Campus Undergraduates 5,873 23,933 
Off-Campus Graduate Students 1,506 5,657 
Totals 8,625 37,150 
 
Identifying ASU-Based Trips 
The model being estimated in this endeavor focuses on university-based trips. It is 
therefore necessary to identify which of the trips in the thoroughly filtered modeling 
dataset are university-based. In other words, the researchers needed to decide which trips 
had at least one end on an ASU campus. The two methods employed to identify ASU-
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based trips are referred to here as the “GIS method” and the “description method.” The 
GIS method employs the geo-located trip ends provided by the survey respondents and a 
geographic information system (GIS) to match the trip end locations with known ASU 
campus locations. The description method uses the respondent-provided descriptions of 
their trips’ origins and destinations to identify trips that may have been ASU-based and 
not identified by the GIS method. 
The first step in identifying ASU-based trips using the GIS method is to identify 
the areas that represent the ASU campuses in the GIS system. The researchers identified 
the locations of ASU campuses in Google Maps by finding the latitude and longitude 
coordinates of the corners of polygons representing campuses. Polygons covered any and 
all ASU buildings or reserved parking areas and did not include any other non-ASU 
buildings or parking areas. Because of this, each campus polygon is really a grouping of 
polygons. Figure 28 shows the ASU campus polygons created in GIS. 
While taking the survey, respondents were asked to place their trip ends on the 
mapping feature. It is difficult to say whether respondents were able to exactly place their 
trip ends, leading to the need to be flexible when classifying trips based on trip ends. For 
this reason, a buffer was applied to the ASU campus polygons. The size of the buffer was 
tested and varied in order to reach the optimal buffer size. Table 13 displays the number 
of trips that would be identified as ASU-based trips with different buffer sizes. The table 
also shows the percent change in number of campus-based trips identified with each 
increase in the campus polygon buffer.  
It is interesting to note that the number of trips with a trip end on the West 
campus does not change at all until the buffer reaches 40 feet. The downtown campus has 
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the greatest variability in number of trip ends. The downtown campus, however, is the 
least isolated of the four ASU campuses, and is the most vulnerable to having campus-
based trips falsely identified. The additional number of trips identified between a 10-foot 
and a 15-foot buffer is approximately 1% for each campus besides West. The number of 
additional trips identified with buffers greater than 15 feet is modest until the buffer 
reaches 40 feet. For this reason, 15 feet was chosen as the buffer area. The number of 
trips that can be considered campus-based is increased by applying a 15-foot buffer, but 
not so dramatically that campus-based trips are likely to be falsely identified. Campus-
based trips that are identified using the GIS method are given the campus-based 
designation if and only if at least one trip end lies within a campus polygon or its buffer. 
TABLE 13  Campus Polygon Buffer Size Sensitivity 
Buffer Size (ft) Number of ASU-Based Trips Percent Change 
10 12,783 - 
15 12,911 1.00% 
20 12,980 0.53% 
25 13,069 0.69% 
30 13,154 0.65% 
35 13,259 0.80% 
40 13,543 2.14% 
45 13,635 0.68% 
50 13,695 0.44% 
 
The description method of identifying campus-based trips employs the origin and 
destination descriptions provided by the respondents during the survey administration. 
Respondents were asked to provide a description for each of their trip ends in their own 
words. Trips that were already identified as ASU-based using the GIS method were not 
considered using the description method. The first step in the description method was to 
search the origin descriptions for words that would indicate an ASU trip, for example 
“ASU,” “campus,” “the university,” etc. The same words were then searched in the 
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destination descriptions. If a trip was not selected in the first step and the student 
indicates that he or she works only on campus, the origin and destination descriptions 
were searched for words that would indicate a work trip end. Finally, if a trip was not 
selected in steps one and two and the student lives on campus, the origin and destination 
descriptions were searched for words that would indicate a home trip end. Table 14 
shows the results of both the GIS method and the description method. 
 
 
FIGURE 28  ASU Campus Polygons. 
  
ASU Campuses in Maricopa County 
ASU DOWNTOWN 
ASU POLYTECHNIC 
ASU WEST 
ASU TEMPE 
  99 
TABLE 14  ASU-Based Trips by Method of Identification 
Market Segment 
ASU-Based Trip Identified by: 
Total ASU-
Based Trips 
Total 
Trips GIS Method 
Description 
Method 
On-Campus Undergrads 6,509 428 6,937 7,560 
Off-Campus Undergrads 10,465 1,800 12,265 23,933 
Graduate Students 2,470 411 2,881 5,657 
Total Students 19,444 2,639 22,083 37,150 
 
 
Identifying Home-Based Trips  
Because home-based and non-home based university trips are being modeled 
independently, it is necessary to identify which trips are home-based. Similar to the 
description method for identifying ASU-based trips, the identification of home-based 
trips is based on the respondent-provided descriptions of their trip ends. The first step in 
the identification of home-based trips was to search the origin descriptions of the ASU-
based trips for words that would indicate a home trip, for example “home,” “the house,” 
“my place,” etc. The destination descriptions were then searched for the same key words, 
and any trip that was found in this step was identified as a home-based ASU trip. Those 
ASU-based trips that were not identified in this first step and that were made by an on-
campus student were then searched for words that would indicate the dorm. Finally, any 
trip that was given the purpose “return home” and had not yet been identified as a home-
based trip was examined to see if it could be classified as such. For example, a trip with 
an origin description of “the apartment” may not have been identified in the previous two 
steps could have been identified as home-based in step three. In the end, 3,987 on-
campus undergraduate trips, 5,469 off-campus undergraduate trips, and 1,370 graduate 
student trips were identified as home-based. 
 
  100 
Consideration of Intra-Zonal Trips  
At the beginning of the modeling exercise, it was determined that the model would 
incorporate intra-campus trips in order to accurately represent short-distance and non-
motorized trips made by students. However, many intra-campus trips are also intra-zonal 
trips. That is, they often have both their origin and destination inside the same MAG 
TAZ. Two separate methods for incorporating intra-zonal trips were tested and 
considered. The first method, which will be called “method A,” is to calculate the number 
of intra-zonal trips in each zone separately and add them to the resulting trips from the 
model. The second method, “method B,” includes intra-zonal trips together with all other 
trips in the modeling process. 
 Method A begins by calculating trip rates for inter-zonal and intra-zonal trips 
separately. Trips are identified as inter-zonal home-based ASU if they 1) have one trip 
end on an ASU campus, 2) have the other trip end at home, and 3) have the two trip ends 
in two different TAZ’s. The determination of which trip ends are ASU-based and which 
are home-based is described above. Trips are intra-zonal home-based is they 1) have one 
trip end on an ASU campus, 2) have the other trip end at home, and 3) have both trip 
ends in the same MAG TAZ. Intra-zonal home-based trips occur mostly for on-campus 
students, but there are some MAG TAZ’s that include both ASU buildings and residential 
neighborhoods, making it possible for an off-campus student to travel from home to 
campus without changing TAZ’s. Inter-zonal non-home based and intra-zonal non-home 
based are classified similarly. Method B simply includes all trips, whether inter-zonal or 
intra-zonal, together in the trip rate calculations. 
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 These methods were evaluated using the location choice models on a randomly 
chosen subset of trips from the modeling dataset. These models will be described in more 
detail in Chapter 6. One of the methods used for obtaining accuracy in the location choice 
models was to assert distance dummy variables. The process will be described in more 
detail below. The assertion of distance dummy variables allows the modelers to have 
more control over the distances traveled in the final set of trip origin-destination (O-D) 
pairs. Therefore, using Method B, the number of intra-campus trips predicted will change 
after the assertion of distance dummy variables. The results of the two methods are 
shown in Table 15 below. 
TABLE 15  Results of Two Methods for Intra-Zonal Trip Consideration  
Method A 
  
Observed 
Trips 
Predicted, 
Before Dummy 
Assertion 
Predicted, After 
Dummy 
Assertion 
Home-Based 
ASU Trips 
Total Trips 885 16,119 16,119 
Intra-Zonal Trips 5 167 167 
Percent Intra-Zonal 0.6% 1.0% 1.0% 
Non-Home 
Based ASU 
Trips 
Total Trips 662 10,632 10,632 
Intra-Zonal Trips 245 3,677 3,677 
Percent Intra-Zonal 37.0% 34.6% 34.6% 
Method B 
  
Observed 
Trips 
Predicted, 
Before Dummy 
Assertion 
Predicted, After 
Dummy 
Assertion 
Home-Based 
ASU Trips 
Total Trips 885 16,119 16,119 
Intra-Zonal Trips 5 120 42 
Percent Intra-Zonal 0.6% 0.7% 0.3% 
Non-Home 
Based ASU 
Trips 
Total Trips 662 10,632 10,632 
Intra-Zonal Trips 245 723 1,063 
Percent Intra-Zonal 37.0% 6.8% 10.0% 
 
One can see from Table 15 that the two methods operate quite differently. Method 
A separates the modeling effort of inter-zonal trips from the assignment of intra-zonal 
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trips completely. In this method, the inter-zonal trip location choice is modeled while 
assignment of trip ends for intra-zonal trips is based completely on the intensity 
calculations, which are described in detail in the following section. By comparing the 
percent of intra-zonal trips from the observed dataset to the percent predicted, one can see 
that method A more closely replicated the percent of intra-zonal trips. However, it is not 
possible for the modeler to change the percentage of trips that are intra-zonal using the 
assertion of distance dummy variables. 
Method B keeps intra-zonal and inter-zonal trips together throughout the 
modeling process. This method is more theoretically defensible, since it allows the model 
to assign all trip ends based on the same mathematical process, rather than differentiating 
mathematical process based on trip type. Method B resulted in a greater difference 
between observed and predicted intra-zonal trip percentage as compared to method A. 
However, this does not mean that the overall trip length distribution resulting from 
method B was any better or worse than in method A. It simply means that the short 
distance trips in method B were crossing TAZ’s while method A forces those short 
distance trips to remain in the same TAZ.  
The models being estimated in this research were not simply for the purpose of 
research, but were to be implemented into the existing MAG model. Therefore, the 
researchers decided to choose the method that more closely fit with the MAG model 
implementation process, which was method B. Combining the facts that method B 
applies the same mathematical process to all trip ends and that method A does not allow 
the researcher to change the percentage of intra-zonal trips predicted by asserting distance 
dummy variables with the easier implementation into the MAG modeling process, 
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method B was the clear choice. The trip generation rates presented here and used 
throughout the remainder of the modeling process therefore include intra-zonal trips. 
 
Trip Rates  
As stated, the trips were disaggregated into twelve trip types for the purpose of trip 
generation rate calculations. Trip rates were calculated by student type, home-based or 
non-home based, and peak or off-peak. In addition to this, trips were disaggregated by the 
student’s primary campus. The results of the trip rate calculations are displayed in Table 
16. The rates in the table are expressed in trips per student per day. One should note that, 
in the case of on-campus undergraduate students, home-based means dorm-based. In 
these trips, the ASU end of the trip is considered the production end. 
TABLE 16  Trip Generation Rates 
Campus  
(Number of Trips) 
Home-Based 
Peak 
Home-Based 
Off Peak 
Non-Home-
Based Peak 
Non-Home-
Based Off 
Peak 
Off-Campus Graduate Students 
Downtown (1,215) 0.2787 0.3041 0.3150 0.3553 
Polytechnic (259) 0.1407 0.3358 0.3186 0.4716 
Tempe (6,696) 0.5191 0.6191 0.5885 0.7629 
West (404) 0.1097 0.2175 0.2587 0.0671 
Off-Campus Undergraduate Students 
Downtown (2,764) 0.4683 0.4699 0.4313 0.7216 
Polytechnic (1,343) 0.5323 0.5886 0.4434 0.6690 
Tempe (17,554) 0.5722 0.6447 0.6434 0.9928 
West (1,284) 0.3903 0.4624 0.3976 0.5636 
On-Campus Undergraduate Students 
Downtown (604) 1.0361 1.8047 0.8170 1.2826 
Polytechnic (400) 1.4042 2.2623 0.5903 1.3027 
Tempe (4,284) 1.2952 2.1495 1.0343 1.8676 
West (54) 1.2303 1.8100 0.5834 1.4590 
 
Table 16 shows some interesting dynamics between the different student 
segments in terms of their mobility. In general, on-campus undergraduate students are 
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much more mobile to and from ASU than other groups. This is to be expected. For off-
campus undergraduate and graduate students, the Tempe campus captures more trips per 
student than other campuses. 
 
Allocating ASU Trip Ends to Traffic Analysis Zones 
The trips being modeled in this exercise have one end on an ASU campus and the other 
end either at home or a non-home activity location. For all off-campus student trips, the 
ASU trip end represents the attraction and it is the job of the location choice models to 
determine the location of the production trip end. For on-campus undergraduate students, 
the ASU trip end represents the production and location choice models are deployed to 
determine the attraction trip end location. Before the location choice models are 
estimated, however, it is necessary to determine exactly which traffic analysis zone 
(TAZ) holds the ASU trip end. For this determination, the intensity calculation presented 
earlier in this chapter is deployed. 
 In the regional travel model deployed by MAG, ASU is represented by multiple 
TAZ’s. For this analysis, any TAZ which contained an ASU classroom building, office 
building, dormitory, or designated parking lot was considered an ASU TAZ. However, all 
ASU TAZ’s do not have the same level of attractiveness for students. For example, if an 
ASU TAZ contains only a dormitory, there is rarely a reason for an off-campus student to 
travel to that TAZ for school purposes. Attractiveness of each ASU TAZ was measured 
in terms of number of classroom seats and number of parking spaces. As noted above, 
classroom seats will typically have a greater turn-over rate than parking spaces. The 
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parking factor for this analysis was calculated as follows, where s is a student and N is 
the set of all students who have at least one intra-campus trip in the travel day: 
∀ 𝑠 ∈ 𝑁, 𝑃𝑠 =  
∑ 𝑃𝑎𝑟𝑘𝑖𝑛𝑔 𝐸𝑝𝑖𝑠𝑜𝑑𝑒𝑠
∑ 𝐼𝑛𝑡𝑟𝑎𝑐𝑎𝑚𝑝𝑢𝑠 𝑇𝑟𝑖𝑝𝑠
 
?̅? =
∑ 𝑃𝑠𝑠
𝑁
 
Using the weighted modeling dataset,?̅?, or the average parking factor, is equal to 0.765 
parking episodes per intra-campus trip. Recognizing that some students likely failed to 
report all of their short intra-campus trips, this parking factor was rounded to 0.75, 
making the final equation for intensity of ASU TAZ i ( 𝐼𝑖) as follows: 
𝐼𝑖 = 𝐶𝑙𝑎𝑠𝑠𝑟𝑜𝑜𝑚 𝑆𝑒𝑎𝑡𝑠𝑖 + (0.75 × 𝑃𝑎𝑟𝑘𝑖𝑛𝑔 𝑆𝑝𝑎𝑐𝑒𝑠𝑖) 
The intensity calculation for finding the production zone of on-campus students is 
dependent only on the number of dormitories in each zone. 
The West campus and Polytechnic campus are both located entirely within one 
TAZ. For the Tempe and Downtown campuses, however, the number of classroom seats, 
parking spaces, and dormitories in each ASU TAZ varies. Figures 31 and 32 show the 
allocation of ASU buildings and parking areas to the MAG model’s TAZ’s. One can see 
from these figures that some ASU TAZ’s have very little attractiveness, justifying the 
need to identify the different attractiveness levels for each TAZ on the Tempe and 
Downtown campuses. 
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FIGURE 29  Campus Buildings Allocated to Each TAZ. 
 
FIGURE 30  ASU Parking Areas Allocated to Each TAZ.  
The final step in allocating all ASU trip ends to an ASU TAZ is to determine 
enrollment in each TAZ using each zone’s intensity. Percentage of total campus intensity 
is calculated for each zone, and the enrollment in that zone is calculated in proportion 
from its percent campus intensity. These calculations are illustrated in the following 
equations: 
  
Downtown Campus Buildings Tempe Campus Buildings 
Downtown Campus Parking Areas Tempe Campus Parking Areas 
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%𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑧𝑜𝑛𝑒 =
𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑧𝑜𝑛𝑒
∑ 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑧𝑜𝑛𝑒𝑍𝑜𝑛𝑒𝑠 𝑜𝑛 𝑡ℎ𝑒 𝐶𝑎𝑚𝑝𝑢𝑠
 
𝐸𝑛𝑟𝑜𝑙𝑙𝑚𝑒𝑛𝑡𝑧𝑜𝑛𝑒 = 𝐶𝑎𝑚𝑝𝑢𝑠 𝐸𝑛𝑟𝑜𝑙𝑙𝑚𝑒𝑛𝑡 × %𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑧𝑜𝑛𝑒 
As alluded to previously, whether the ASU trip end is an attraction or a 
production end varies by the type of trip and the type of student making the trip. For all 
graduate students and off-campus undergraduate students, the home-based (HB) and non-
home based trips (NHB) have their attraction at the ASU-end of the trip. For on-campus 
undergraduate students, the ASU end of the non-dorm based trip (NDB) is the attraction 
end. However, the ASU trip end is the production for on-campus students’ dorm-based 
(DB) trips. The number of attractions or productions from each ASU TAZ is calculated 
as the enrollment for that zone times the appropriate trip rate. The final calculation for 
total attractions or productions at each ASU TAZ is shown in Tables 17 through 19. Note 
that some TAZ’s have zero trips attached to them. This is because, although there is one 
or more ASU building in that zone, the building(s) do not have any classroom seats, 
meaning that they are not allocated any of the campus intensity and therefore any of the 
trips. 
Tables 17 through 19 represent the allocation of trip end locations for one end of 
each ASU-based trip in the model. The allocation of the other end of the trip is handled 
by the location choice models described in the following chapter. Note that, because 
intra-campus and inter-campus trips are also considered in this model, the location choice 
model could well allocate the other end of the trip to the same ASU campus or to some 
other ASU campus. 
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TABLE 17  Allocation to ASU TAZ’s: Off Campus Undergraduates 
ASU TAZ Campus 
Trip Type 
HB Peak HB Off Peak NHB Peak NHB Off Peak 
831 Downtown 0.00 0.00 0.00 0.00 
838 Downtown 48.65 48.82 44.81 74.97 
841 Downtown 64.40 64.62 59.31 99.23 
842 Downtown 0.00 0.00 0.00 0.00 
846 Downtown 2271.03 2278.79 2091.60 3499.42 
847 Downtown 883.18 886.20 813.40 1360.89 
849 Downtown 0.00 0.00 0.00 0.00 
850 Downtown 39.35 39.49 36.24 60.64 
1925 Polytech 1727.24 1909.92 1438.77 2170.81 
1167 Tempe 127.69 143.86 143.57 221.54 
1168 Tempe 341.10 384.32 383.55 591.83 
1169 Tempe 36.48 41.10 41.02 63.30 
1171 Tempe 4327.48 4875.78 4865.95 7508.42 
1175 Tempe 383.97 432.62 431.75 666.21 
1176 Tempe 67.95 76.56 76.40 117.89 
1634 Tempe 643.90 725.48 724.02 1117.20 
1635 Tempe 1502.13 1692.45 1689.04 2606.28 
1870 Tempe 297.78 335.51 334.83 516.67 
1871 Tempe 7.30 8.22 8.20 12.66 
2900 Tempe 2249.09 2534.06 2528.95 3902.30 
2953 Tempe 153.22 172.64 172.29 265.85 
2954 Tempe 83.00 93.51 93.32 144.00 
2955 Tempe 9078.59 10228.89 10208.26 15751.88 
591 West 1510.82 1789.92 1539.08 2181.65 
Sum 
 
25844.34 28762.76 27724.38 42933.64 
Grand Total 125265.13 
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TABLE 18  Allocation to ASU TAZ’s: Graduate Students 
ASU TAZ Campus 
Trip Type 
HB Peak HB Off Peak NHB Peak NHB Off Peak 
831 Downtown 0.00 0.00 0.00 0.00 
838 Downtown 8.60 8.60 8.60 8.60 
841 Downtown 11.39 11.39 11.39 11.39 
842 Downtown 0.00 0.00 0.00 0.00 
846 Downtown 401.62 401.62 401.62 401.62 
847 Downtown 156.19 156.19 156.19 156.19 
849 Downtown 0.00 0.00 0.00 0.00 
850 Downtown 6.96 6.96 6.96 6.96 
1925 Polytech 135.67 135.67 135.67 135.67 
1167 Tempe 34.42 34.42 34.42 34.42 
1168 Tempe 91.95 91.95 91.95 91.95 
1169 Tempe 9.83 9.83 9.83 9.83 
1171 Tempe 1166.59 1166.59 1166.59 1166.59 
1175 Tempe 103.51 103.51 103.51 103.51 
1176 Tempe 18.32 18.32 18.32 18.32 
1634 Tempe 173.58 173.58 173.58 173.58 
1635 Tempe 404.94 404.94 404.94 404.94 
1870 Tempe 80.28 80.28 80.28 80.28 
1871 Tempe 1.97 1.97 1.97 1.97 
2900 Tempe 606.31 606.31 606.31 606.31 
2953 Tempe 41.31 41.31 41.31 41.31 
2954 Tempe 22.37 22.37 22.37 22.37 
2955 Tempe 2447.39 2447.39 2447.39 2447.39 
591 West 126.18 126.18 126.18 126.18 
Sum 
 
6049.38 6049.38 6049.38 6049.38 
Grand Total 29554.17 
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TABLE 19  Allocation to ASU TAZ’s: On Campus Undergraduates 
ASU TAZ Campus 
Trip Type 
DB Peak DB Off Peak NDB Peak NDB Off Peak 
831 Downtown 0.00 0.00 0.00 0.00 
838 Downtown 0.00 0.00 0.00 0.00 
841 Downtown 0.00 0.00 0.00 0.00 
842 Downtown 0.00 0.00 0.00 0.00 
846 Downtown 1716.05 1716.05 1716.05 1716.05 
847 Downtown 0.00 0.00 0.00 0.00 
849 Downtown 0.00 0.00 0.00 0.00 
850 Downtown 0.00 0.00 0.00 0.00 
1925 Polytech 1068.79 1068.79 1068.79 1068.79 
1167 Tempe 0.00 0.00 0.00 0.00 
1168 Tempe 445.53 445.53 445.53 445.53 
1169 Tempe 0.00 0.00 0.00 0.00 
1171 Tempe 1782.13 1782.13 1782.13 1782.13 
1175 Tempe 0.00 0.00 0.00 0.00 
1176 Tempe 0.00 0.00 0.00 0.00 
1634 Tempe 0.00 0.00 0.00 0.00 
1635 Tempe 2227.66 2227.66 2227.66 2227.66 
1870 Tempe 0.00 0.00 0.00 0.00 
1871 Tempe 445.53 445.53 445.53 445.53 
2900 Tempe 0.00 0.00 0.00 0.00 
2953 Tempe 1336.60 1336.60 1336.60 1336.60 
2954 Tempe 0.00 0.00 0.00 0.00 
2955 Tempe 4009.79 4009.79 4009.79 4009.79 
591 West 1117.11 1117.11 1117.11 1117.11 
Sum 
 
14149.20 14149.20 14149.20 14149.20 
Grand Total 67241.68 
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CHAPTER 6: UNIVERSITY SUBMODEL LOCATION CHOICE 
Trip distribution models are increasingly being specified and deployed as 
destination/location choice models as such formulations offer behavioral interpretation 
and sensitivity to a number of explanatory factors. The destination choice models for 
university students constitute multinomial logit models. The destination choice models 
essentially distribute trips generated by each university TAZ to production zones using a 
logit formulation in which all eligible TAZs in the region serve as possible alternatives. 
The inputs to these models include mode choice logsums, distance and time skims (as a 
measure of spatial separation between university zones and each zone in the regional 
model), and socio-economic characteristics of each analysis zone. Chapter 5 provided a 
description for the trip generation portion of the model, which allocated the number of 
trips having their attraction ends on each ASU TAZ and the number of each trip type that 
must be produced in the application portion of the modeling process. 
 
Location Choice Model Framework 
The segmentation proposed for the trip generation process is carried through to the 
destination choice step and a separate destination choice model is estimated for each 
segment. A schematic of the proposed segmentation is shown in the figure below. One 
will note that home-based location choice models are not estimated separately for the 
peak and off peak periods. In a home-based campus trip, the ASU campus is the trip 
attraction, making the other trip end the home. In a non-home-based trip, the non-campus 
end may very at different times of day. For example, if a student needs to make a trip to 
the grocery store during peak travel times, he or she may simply choose the closest 
  112 
grocery store to avoid traffic. At other times of day, however, the student may venture 
farther or to a more attractive store. This variation of location choice by time of day does 
not exist for home trips. The home location choice is no different at 7:30 AM than it is at 
8:00 PM, with the very rare exception of moving house. The location choice model 
estimation, therefore, is not performed separately for peak and off-peak trips. As only one 
location choice model is estimated for both peak and off-peak periods, it is prudent to use 
average logsums and average distances in the estimation of these models. 
 
FIGURE 31  Market Segmentation for Location Choice Models.  
 
When estimating destination choice models for each of the market segments, the 
choice sets will be limited to consider only those TAZs in the regional travel model that 
are feasible alternatives. For example, when estimating destination choice models for 
home-based university trips, only TAZs with at least one household will be considered 
possible candidates for inclusion in the choice set, thereby eliminating unreasonable 
choices (for example, students choosing an industrial/warehouse area as their home 
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TAZ). In application mode, however, all TAZs are feasible choices. The TAZs with no 
households will be naturally eliminated as they will be identified as less attractive by the 
estimated models.  In this way, the need to generate choice sets specific to different trip 
types is avoided. 
For estimating the destination choice models, 29 random feasible TAZ choices 
will be generated for each survey record and combined with the chosen TAZ to form the 
choice set. The model estimation uses the comparison of the chosen zone to the 29 non-
chosen zones to calculate the logit model. The multinomial logit model being used is 
described using the following equation: 
𝑃𝑍1 =  
𝑒𝑈𝑍1
∑ 𝑒𝑈𝑍𝑖30𝑖=1
 
In the above formula, PZ1 represents the probability of choosing zone 1 while UZ1 and UZi 
represent the utility of choosing zone 1 and zone i, respectively. The utility of choosing a 
zone is estimated as a linear combination of coefficients calculated in the model and the 
zone’s spatial (distance from campus, distance from city center), demographic (number 
of households), economic (number of jobs of varying industries), and accessibility 
measures. Accessibility of each zone is represented by the mode choice logsums of that 
zone. Though a mode choice model is not proposed in this research, logsums can be 
acquired from the larger regional model into which the destination choice will be 
integrated. 
The use of mode choice logsums as a measure of accessibility in the destination 
choice model equates to a nested model of both location and mode choice, with logsums 
providing information on the utility of travel across all potential modes of transportation, 
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according to the preferences and perceptions of travel time and cost for transportation 
system users. In a nested logit model of mode choice, such as the model employed by the 
Maricopa Association of Governments (MAG), the composite utility provided by all sub-
modes of a nest is termed the logsum (also called inclusive value parameter) and is 
defined, for example, as: 
𝐿𝑜𝑔𝑠𝑢𝑚𝐴𝑢𝑡𝑜 =  −ln (𝑒
𝑈𝑆𝑂𝑉 + 𝑒𝑈𝐻𝑂𝑉) 
 
𝐿𝑜𝑔𝑠𝑢𝑚𝑇𝑟𝑎𝑛𝑠𝑖𝑡 =  −ln (𝑒
𝑈𝐵𝑢𝑠 + 𝑒𝑈𝑅𝑎𝑖𝑙) 
 
Typical logsum coefficients range from 0 – 1, where a value of 1 for a nest 
indicates that all the lower level choices are not sub-choices, but are equally competitive 
to the alternatives in the upper nest. For example, if every transit trip in the dataset was 
made using bus and none were made using rail, the logsum coefficient for the bus mode 
would be equal to 1. A value of 0 for a logsum coefficient indicates that all the choices in 
the lower level nest are perfect substitutes to each other, or – in other words – there is no 
preference between modes. The incorporation of these logsums as coefficients in the 
location choice model facilitates the understanding of location choice as a decision made 
co-dependently with mode choice. One may choose to travel farther if the mode is 
personal auto as compared to transit, however, one may choose personal auto over transit 
if the location is farther away. 
Once the destination choice models are estimated, they will be validated and 
calibrated as necessary by comparing the trip length distributions predicted by the models 
with observed trip length distributions for each market segment for which data is 
available. The destination choice models will be calibrated by assertion of coefficients on 
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selected distance “dummy” variables. A distance dummy variable is equal to 1 if the trip 
in question lies within a certain distance range and equal to 0 otherwise. For example, the 
on-campus undergraduate market segment might have an unusually large number of trips 
within the distance band 5-10 miles from the campus, while percent of trips in the 
adjacent distance bands on either side of this category is considerably smaller. The reason 
for this might be that a student recreation hub falls within that particular distance band, 
and this special circumstance might not be captured by any explanatory variables used in 
the model. Such unique situations can be handled by asserting distance-based dummy 
variables that account for the ‘attractiveness’ of a particular destination that falls within a 
specific distance band for a market segment of interest. The research team chose for this 
endeavor to calibrate the location choice models based on data replication rather than 
true validation. In a validation, a certain portion of the sampled data is typical withheld 
from the modeling dataset and then results of the estimated model are compared to 
observed results of this “hold-out” data. In this case, the researchers decided it would be 
best not to reduce the sample sizes used for modeling any more than necessary. The 
models are therefore validated based on how well they are able to replicate observed 
patterns. Figure 32 shows the process of calibration and validation of location choice 
models. A program is developed in Microsoft Excel which allows one to view the results 
of trip length distribution based solely on the results of the estimated mode choice model. 
The program then allows the researchers to adjust the coefficients for various distance 
dummy variables until the estimated trip length distribution closely matches the trip 
length distribution observed in the survey results. These asserted variables are used only 
for fine-tuning the model. The distance distribution results of the estimated portion of the 
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model must closely resemble the observed distribution before distance dummy variable 
assertion can take place. The submodels created here will be implemented into the 
regional travel demand model and will therefore be validated again at a regional level. 
 
FIGURE 32  Location Choice Estimation and Calibration.  
 
 
Model Estimation 
The trips used for estimating the location choice models were selected from the same 
dataset used thus far in the modeling process. The trips were already therefore filtered 
and sorted between home-based and non-home based ASU trips. The trips were further 
filtered to remove those that took place on Monday or Friday (leaving only Tuesday 
through Thursday trips). In addition, any home-based trips made by off-campus students 
had to have their home trip ends on a MAG TAZ with at least one non-group  quarters 
household according to the zonal socio-economic data. The number of trips used for 
modeling each trip type is presented in Table 20.  
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TABLE 20  Model Estimation Sample Sizes 
Model Type 
Off Campus 
Undergraduates 
On Campus 
Undergraduates 
Graduate 
Students 
Home-Based 3119 -- 886 
Non-Home Based Peak 1814 -- 501 
Non-Home Based Off 
Peak 
2797 -- 662 
Dorm-Based Peak -- 427 -- 
Dorm-Based Off Peak -- 714 -- 
Non-Dorm Based Peak -- 665 -- 
Non-Dorm Based Off 
Peak 
-- 1209 -- 
 
For each trip type, certain considerations had to be made for which TAZ’s would 
be allowed to be considered for each trip end. For all trips made by off-campus students 
(including graduate students) and non-dorm based trips for on-campus students, the ASU 
trip end, which is the attraction trip end, must be located in an ASU TAZ with at least one 
classroom or parking location. For on-campus students’ dorm-based trips, the ASU end – 
the production end – must be located on an ASU TAZ with at least one dormitory. These 
dorm-based trips can have their attraction ends at any TAZ in the MAG region. The 
production ends, or non-ASU trip ends, of on-campus students’ non-dorm based trips, 
off-campus undergraduates’ non-home based trips, and graduate students’ non-home 
based trips, must be TAZ’s with at least one employee according to the MAG socio-
economic data. Finally, the production end for off-campus undergraduates’ and graduate 
students’ home-based trips must be located on a non-ASU TAZ with at least one 
household. For each trip that was used for modeling, a choice set was constructed for 
modeling the production zone (or, in the case of dorm-based trips, the attraction zone). 
The choice set consisted of the chosen TAZ and 29 randomly selected MAG TAZ’s that 
meet the requirements of the specific trip type. 
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 As described in Chapter 5, the logsum calculated in the MAG mode choice 
models was used to estimate the destination choice (LC) models. Using this method, the 
model estimation takes on an iterative approach. The logsum variables calculated in the 
MAG mode choice model are input into the LC models. The LC models are then 
calibrated and a validation if performed to match the trip length distribution of the 
observed trip set. These trip length distributions are then fed into the MAG mode choice 
model, in which new logsum coefficients can be calculated. Figure 33 displays this 
iterative process. 
 
FIGURE 33  Iterative Process of Model Estimation. 
 
 
Location Choice Models for Graduate Students 
Location choice models for each trip type were estimated using the NLogit software 
package. The variables used to estimate the models included socio-demographic 
Logsum data 
input into LC 
models 
LC models 
calibrated to 
replicate 
distance 
distributions 
Distance 
distributions 
input into 
mode choice 
models 
Logsum data 
calculated 
based on mode 
choice model 
constants  
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information, distances between zones, travel times, and logsums. The three models 
estimated for graduate student trips, including home-based, non-home based peak, and 
non-home based off peak, are described below. 
 As described, home-based trips are not separated by time of day. Therefore, the 
travel times, trip lengths, and logsums that are dependent on time of day were simply 
averaged. In this model estimation, multiple combinations of variables were used to 
describe the chosen TAZ. The final estimation contains only those variables that were 
statistically significant and that made sense. Once the model was estimated, the resulting 
estimated trip length distribution was compared to the observed trip length distribution. 
The model was then calibrated by asserting dummy variables for various distance bins. 
The model was estimated with a ρ2 coefficient of 0.521, indicating that the model 
explains 52.1% of the variability in chosen trip end. Table 21 below shows the estimated 
model coefficients as well as the asserted dummy variables in the graduate student home-
based ASU trip model. 
The variables described in Table 21 refer to each TAZ which is present in the 
choice set for each trip being modeled. TAZ socio-economic data provided by MAG 
included number of residential, group quarters, transient, and seasonal households in each 
TAZ. The data also provided the number of employees of several different industry 
classifications including retail, construction, office and others. The percentage of each 
TAZ that is developed was also included in the provided data.  The “developed 
employment density” is calculated as the number of employees per developed land area. 
Accessibility measures were developed using the average travel time for personal vehicle 
and for transit and the number of employees in each TAZ. One can see that the 
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proportion of households in the TAZ that are in the lowest of 5 income segments 
(quintiles) acts negatively on the graduate student home location choice in that TAZ. The 
number of employees – or employment opportunities – that one would be able to reach 
within 30 minutes using transit compared to the total employment opportunities in the 
region was used as a variable in this model. The distance distribution of predicted 
graduate student home-based trips is presented in Figure 34A before the assertion of 
distance dummy variables and in Figure 34B after. In both figures, the predicted results 
are compared to the observed trips. 
TABLE 21  Graduate Students Model: Home Location 
Estimated Explanatory Variables Coefficient t-Statistic 
Average log sum 1.397 29.778 
Number of residential households in the TAZ (in 1000’s) 0.762 12.069 
Total retail employment in the TAZ (in 1000’s) 0.249 1.665 
Indicator for having developed employment density in the 
highest quartile 
0.147 1.460 
Proportion of the population that is residential 0.987 4.028 
Proportion of residential households in the lowest income 
quintile 
-1.353 -4.494 
Share of the zone that is developed 1.352 4.137 
Percent of regional employment accessible within 30 minutes 
using transit 
11.808 1.947 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.650 
Trip is intra-zonal -0.230 
Average distance ≤ 1 mile 5.050 
Average distance > 1 and ≤ to 2.5 miles 6.200 
Average distance > 2.5 and ≤ 5 miles 6.050 
Average distance > 5 and ≤ 7.5 miles 4.850 
Average distance > 7.5 and ≤ 10 miles 4.900 
Average distance > 10 and ≤ 15 miles 5.200 
Average distance > 15 and ≤ 20 miles 5.150 
Average distance > 20 and ≤ 25 miles 4.400 
Average distance > 25 and ≤ 30 miles 5.900 
Average distance > 30 and ≤ 35 miles 3.500 
Average distance > 35 and ≤ 40 miles 5.100 
Average distance > 40 and ≤ 45 miles 5.100 
Average distance > 45 miles 6.500 
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FIGURE 34  Observed and Predicted Trip Lengths: Graduate Student Home-
Based.  
 
Similar to the estimation for graduate students’ home-based trips, graduate 
students non-home based peak and off peak trips were estimated using a multinomial 
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choice set-up in NLogit. The estimated model was then calibrated by asserting 
coefficients for indicator variables (also called dummy variables). The model estimated 
for non-home based peak trips is shown in Table 22. This model had a ρ2 statistic of 
0.703, implying that 70% of the variability in location choice can be explained by this 
estimated model. In this estimation, as may be expected, the propensity for choosing a 
zone as a non-home based trip end location was negatively affected by having a highly 
residential population (as opposed to transient or seasonal) and positively affected by 
having a higher proportion of employment classified as either public or retail. More 
developed zones and those with higher employment densities were more likely to be 
chosen. Figure 34 showed that a large portion of home-based trips were distributed to 
zones between 1 and 5 miles from the attraction zone. Figure 35 below shows the 
distance distribution to non-home based peak locations is more heavily skewed toward 
short distance trips. Similar to Figure 34, Figure 35A shows the comparison of observed 
and predicted distance distributions using the uncalibrated non-home based peak model 
while Figure 35B shows the same for the calibrated model. 
The final model estimated for graduate student trips was the non-home based off 
peak location choice model. The estimated model coefficients are described in Table 23. 
Like the non-home based peak trips, the non-home based off peak trips are heavily 
skewed toward short distance trips. Also similar to the peak trips, the non-home based off 
peak trips are positively affected by higher proportions of public and retail employment. 
Residential population acts negatively on the propensity to choose a zone for non-home 
based off peak trips. Figure 36 shows the comparison of observed and predicted trip 
length distributions for both the uncalibrated and calibrated models. 
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TABLE 22  Graduate Students Model: Non-Home Based Peak Location 
Estimated Explanatory Variables Coefficient t-Statistic 
Peak log sum 1.289 19.951 
Proportion of the population that is residential -0.668 -3.229 
Proportion of the employment that is public 2.249 7.078 
Proportion of the employment that is retail 1.068 3.602 
Share of the zone that is developed 1.550 3.460 
Indicator for having employment density in the highest quartile 0.598 3.413 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.400 
Trip is intra-zonal 1.600 
Peak distance ≤1 mile 5.900 
Peak distance > 1 and ≤ 2.5 miles 5.850 
Peak distance > 2.5 and ≤ 5 miles 5.300 
Peak distance > 5 and ≤ 7.5 miles 5.100 
Peak distance > 7.5 and ≤ 10 miles 5.300 
Peak distance > 10 and ≤ 15 miles 5.250 
Peak distance > 15 and ≤ 20 miles 5.150 
Peak distance > 20 and ≤ 25 miles 5.450 
Peak distance > 25 and ≤ 30 miles 6.700 
Peak distance > 30 and ≤ 35 miles -5.000 
Peak distance > 35 and ≤ 40 miles -5.000 
Peak distance > 40 and ≤ 45 miles -5.000 
Peak distance > 45 miles -10.000 
 
Location Choice Models for Off Campus Undergraduate Students 
Like the models estimated to predict graduate student location choice, off-campus 
undergraduate trip location choice models were measured for home-based, non-home 
based peak, and non-home based off peak trips. Again, one model is estimated for both 
peak and off peak home-based trips so that the predicted home locations of off-campus 
undergraduates do not become dependent on time of day. Models were estimated in the 
same fashion, with the ASU end of the trip representing the attraction zone. The 
production zone is being predicted in the location choice models presented here. The 
results for the home-based ASU location choice model are provided in Table 24 while 
comparative distance distributions before and after model calibration are shown in Figure 
37, the ρ2 statistic for the home-based model is 0.405. 
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FIGURE 35  Observed and Predicted Trip Lengths: Graduate Students Non-Home 
Based Peak.  
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Table 23  Graduate Students Model: Non-Home Based Off Peak Location 
Estimated Explanatory Variables Coefficient t-Statistic 
Off peak log sum 1.493 23.507 
Proportion of employment that is public 2.803 8.971 
Proportion of employment that is retail 1.511 5.036 
Total population (in 1000’s) 0.276 2.212 
Proportion of the population that is residential -1.201 -5.644 
Share of the zone that is developed 2.220 4.690 
Indicator for having employment density in the highest quartile 0.568 3.373 
Number of residential households in the highest income quintile  
(in 1000’s) 
0.945 1.813 
Off peak distance is greater than 2.5 and less than or equal to 5 miles -0.204 -3.337 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.250 
Trip is intra-zonal 1.100 
Off peak distance ≤ 1 mile 5.720 
Off peak distance > 1 and ≤ 2.5 miles 5.650 
Off peak distance > 2.5 and ≤ 5 miles 5.750 
Off peak distance > 5 and ≤ 7.5 miles 5.150 
Off peak distance > 7.5 and ≤ 10 miles 5.000 
Off peak distance > 10 and ≤ 15 miles 5.200 
Off peak distance > 15 and ≤ 20 miles 5.150 
Off peak distance > 20 and ≤ 25 miles 4.750 
Off peak distance > 25 and ≤ 30 miles 6.000 
Off peak distance > 30 and ≤ 35 miles 0.000 
Off peak distance > 35 and ≤ 40 miles 0.000 
Off peak distance > 40 and ≤ 45 miles 0.000 
Off peak distance > 45 miles -10.000 
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FIGURE 36  Observed and Predicted Trip Lengths: Graduate Students Non-Home 
Based Off Peak.  
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TABLE 24  Off Campus Undergraduates Model: Home Location  
Estimated Explanatory Variables Coefficient t-Statistic 
Average log sum 1.157 56.814 
Residential population (in 1000’s) 0.272 24.241 
Group quarters population (in 1000’s) -0.244 -2.125 
Total retail employment (in 1000’s) 0.150 2.056 
Total office employment (in 1000’s) -0.221 -5.082 
Proportion of residential households in the 4
th
 income quintile 1.715 7.870 
Share of the zone that is developed 0.614 4.331 
Indicator for having population density in the highest quartile 0.106 1.910 
Indicator for having employment density in the lowest quartile -0.756 -1.936 
Proportion of households that are multi-family 0.520 5.857 
Asserted Indicator Dummy Variables   
Trip is intra-campus -0.800 
Trip is intra-zonal 0.000 
Average distance ≤ 1 mile 3.370 
Average distance > 1 and ≤ 2.5 miles 3.950 
Average distance > 2.5 and ≤ 5 miles 3.400 
Average distance > 5 and ≤ 7.5 miles 2.500 
Average distance > 7.5 and ≤ 10 miles 2.710 
Average distance > 10 and ≤ 15 miles 2.600 
Average distance > 15 and ≤ 20 miles 2.850 
Average distance > 20 and ≤ 25 miles 3.100 
Average distance > 25 and ≤ 30 miles 3.800 
Average distance > 30 and ≤ 35 miles 1.550 
Average distance > 35 and ≤ 40 miles 3.300 
Average distance > 40 and ≤ 45 miles 3.100 
Average distance > 45 miles -12.000 
 
One can see that the off-campus student’s choice of home location is influenced 
negatively by the presence of group quarters. Since group quarters include dormitories 
and all the students whose trips are modeled here are off-campus students, it would make 
sense that the presence of group quarters would indicate that off-campus students do not 
live in that zone. Off-campus undergraduate student home location choice is also 
impacted negatively by the presence of office employment and a very low employment 
density. The distance distribution shows that a large portion of off-campus undergraduate 
students choose their home locations within 1 to 5 miles of campus. Very few choose to 
live more than 30 miles from campus.  
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FIGURE 37  Observed and Predicted Trip Lengths: Off-Campus Undergraduate 
Students Home-Based.  
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TABLE 25  Off Campus Undergraduates Model: Non-Home Based Peak Location  
Estimated Explanatory Variables Coefficient t-Statistic 
Peak log sum 1.566 39.430 
Residential population (in 1000’s) 0.126 3.682 
Total retail employment (in 1000’s) 0.986 12.325 
Total office employment (in 1000’s) -0.084 -1.508 
Number of households in the lowest income quintile  
(in 1000’s) 
-1.227 -4.114 
Proportion of households that are single-family -0.523 -4.415 
Share of the zone that is developed 1.182 4.757 
Indicator for having population density in the lowest quartile -0.560 -3.627 
Indicator for having employment density in the 3
rd
 of 4 quartiles 
(mid-high) 
0.174 1.843 
Peak distance if distance is > 2.5 and ≤ to 5 mi. -0.187 -5.847 
Peak distance X Indicator for having population density in the 
highest quartile 
0.015 2.067 
Peak distance X Proportion of households that are group quarters 0.130 12.376 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.450 
Trip is intra-zonal 2.200 
Peak distance ≤ to 1 mile 5.350 
Peak distance > 1 and ≤ 2.5 miles 5.200 
Peak distance > 2.5 and ≤ 5 miles 5.600 
Peak distance > 5 and ≤ 7.5 miles 4.800 
Peak distance > 7.5 and ≤ 10 miles 5.000 
Peak distance > 10 and ≤ 15 miles 5.000 
Peak distance > 15 and ≤ 20 miles 5.100 
Peak distance > 20 and ≤ 25 miles 5.100 
Peak distance > 25 and ≤ 30 miles 6.100 
Peak distance > 30 and ≤ 35 miles -9.500 
Peak distance > 35 and ≤ 40 miles -9.500 
Peak distance > 40 and ≤45 miles -9.500 
Peak distance > 45 miles -10.000 
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FIGURE 38  Observed and Predicted Trip Lengths: Off Campus Undergraduate 
Students Non-Home Based Peak.  
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The results of location choice modeling for non-home based peak trips of off-
campus students are presented in Table 25. The variables that are included in this 
particular model estimation include both piece-wise defined variables and interaction 
variables. The variable that is described as the “peak distance if distance is greater than 
2.5 and less than or equal to 5” is a piecewise defined variable, as the value is zero unless 
the peak distance is between 2.5 and 5. Between 2.5 and 5 miles, the value of the function 
is the peak distance. The coefficient of this variable is negative, meaning it has a 
dampening effect on student travel to zones between 2.5 and 5 miles from campus. An 
interaction term is one in which two variables are combined with each other to make one 
variable in the linear equation. In one of the interaction terms included in this model, the 
distance is multiplied by an indicator variable for a zone with population density in the 
highest quartile. In this case, when the zone is not in the highest population density 
quartile, the distance is multiplied by 0. In the case where the zone is in the highest 
quartile, the distance is multiplied by 1. The coefficient applied to this interaction term is 
positive, indicating that a student is willing to travel farther away to reach a zone with a 
high population density. The second interaction term included in this model is distance 
multiplied by the proportion of households that are group quarters. The coefficient on this 
term is positive, which may indicate that students are willing to travel to zones with a 
higher proportion of group quarters households if that zone is farther away. The ρ2 
statistic in which this model resulted was 0.673, indicating that approximately 67% of the 
variability in location choices is explained by the model. 
 Table 25 shows that, like in the off-campus undergraduate home location choice 
model, the presence of office employment acts negatively on the propensity of off-
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campus undergraduates to travel to a zone for non-home based peak trips. This is also 
true of the presence of very low income households. Off-campus undergraduate non-
home based peak trip location choice is also negatively impacted by a very low 
population density and by a high proportion of households classified as single-family 
homes. These two variables go hand-in-hand, as a higher proportion of single-family 
housing units typically coincides with a lower population density. Figure 38 shows that, 
like graduate students, off-campus undergraduates tend to prefer non-home peak trip 
locations shorter distances from campus. 
 The final model estimated for off-campus undergraduate students is their off peak 
non-home based production location choice. The estimated model is described in Table 
26 and distance distributions are shown in Figure 39. Just like in the non-home based 
peak model, a piecewise defined function that is equal to zero unless the off peak distance 
is greater than 2.5 miles and less than or equal to 5 miles was found to be significant. 
This variable again has a negative coefficient, indicating a fewer number of trips made 
with their locations 2.5 to 5 miles from campus. Also like the peak model, an interaction 
term combining distance and the proportion of households that are group quarters was 
found to be significant in this off-peak model. The ρ2 statistic for this estimated model is 
0.716. This model shows that zones with office employment and with a high proportion 
of multi-family households are less likely to attract non-home based off peak trips from 
off-campus undergraduates. It is interesting to note that the model for peak trip location 
showed a negative correlation with the proportion of households that are single-family 
while this off peak trip shows a negative correlation with the proportion of households 
that are multi-family. This just goes to show that the trips being made by off-campus 
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undergraduates during the peak hour are very difference from those being made in the 
off-peak period. Figures 38 and 39 show that off-campus undergraduate non-home based 
trips are skewed toward the shorter distances. In these two trip categories, between 60% 
and 70% of the total trips observed are intra-campus and approximately 40% are intra-
zonal. These short distance trips are prime candidates to be captured by alternative and 
non-motorized modes of transport.  
TABLE 26  Off Campus Undergraduates Model: Non-Home Based Off Peak 
Location  
Estimated Explanatory Variables Coefficient t-Statistic 
Off peak log sum 1.837 50.219 
Total retail employment (in 1000’s) 1.006 12.894 
Total office employment (in 1000’s) -0.099 -2.134 
Number of households in the highest income quintile  
(in 1000’s) 
0.530 2.394 
Proportion of households that are multi-family -0.556 -4.039 
Share of zone that is developed 1.733 6.875 
Indicator for having population density in the highest quartile 0.511 6.323 
Indicator for having employment density in the highest quartile 0.183 2.193 
Off peak distance if distance is > 2.5 and ≤ 5 mi. -0.252 -8.854 
Off peak distance X Proportion of households that are group 
quarters 
0.140 14.997 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.965 
Trip is intra-zonal 1.860 
Off peak distance ≤ 1 mile 5250 
Off peak distance > 1 and ≤ 2.5 miles 4.820 
Off peak distance > 2.5 and ≤ 5 miles 5.900 
Off peak distance > 5 and ≤ 7.5 miles 4.650 
Off peak distance > 7.5 and ≤ 10 miles 4.700 
Off peak distance > 10 and ≤ 15 miles 4.800 
Off peak distance > 15 and ≤ 20 miles 5.200 
Off peak distance > 20 and ≤ 25 miles 5.200 
Off peak distance > 25 and ≤ 30 miles 5.700 
Off peak distance > 30 and ≤ 35 miles 0.000 
Off peak distance > 35 and ≤ 40 miles 0.000 
Off peak distance > 40 and ≤45 miles 0.000 
Off peak distance > 45 miles -10.000 
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FIGURE 39  Observed and Predicted Trip Lengths: Off Campus Undergraduate 
Students Non-Home Based Off Peak.  
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Location Choice Models for On-Campus Undergraduate Students 
Off campus students in this modeling effort make their home-based trips such that the 
ASU end is the non-home end. The ASU end of the trip has its location assigned using 
the intensity calculations described previously. In the case of on-campus students’ dorm-
based trips, however, it is the home end that is also the ASU end, and therefore the end 
that has its location assigned based on intensity calculations. Therefore, the dorm-based 
trips are not in danger of having their home location choice vary based on time of day 
and there is no need to combine the peak and off peak models. This is why on-campus 
undergraduate students have four separate models estimated for their trip location choice: 
dorm-based peak, dorm-based off peak, non-dorm based peak, and non-dorm based off 
peak. 
 Table 27 shows the results of the estimated location choice model for on-campus 
students’ dorm-based peak trips. These trips have their production ends on an ASU 
campus and can have their attraction ends at any TAZ in the MAG region. The model 
results in a ρ2 statistic of 0.756. One can see that these trip locations are heavily 
positively influenced by the presence of high income households and negatively 
influenced by low population densities. Even though these trip ends are allowed to occur 
at any TAZ in the region, they are heavily skewed toward short distance trips, with nearly 
60% of the observed trips occurring less than a mile from the dorm location. This could 
imply a general preference for closer locations or it could imply a greater share of non-
motorized trips. 
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TABLE 27  On-Campus Undergraduates Model: Dorm-Based Peak Location 
Estimated Explanatory Variables Coefficient t-Statistic 
Peak log sum 1.566 21.449 
Developed population density (in 1000’s) 0.078 5.507 
Total retail employment (in 1000’s) 0.837 4.311 
Indicator for having population density in the lowest quartile -1.395 -2.886 
Proportion of residential households in the highest income quintile 1.639 3.632 
Indicator for having employment density in the 3
rd
 of 4 quartiles 
(mid-high) 
0.714 3.684 
Total employment (in 1000’s) 0.255 3.989 
Peak distance X Proportion of households that are group quarters 0.112 4.549 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.800 
Trip is intra-zonal 0.800 
Peak distance ≤ 1 mile 7.000 
Peak distance > 1 and ≤ 2.5 miles 6.500 
Peak distance > 2.5 and ≤ 5 miles 5.600 
Peak distance > 5 and ≤ 7.5 miles 5.900 
Peak distance > 7.5 and ≤ 10 miles 5.200 
Peak distance > 10 and ≤ 15 miles 5.800 
Peak distance > 15 and ≤ 20 miles 4.900 
Peak distance > 20 and ≤ 25 miles 5.600 
Peak distance > 25 and ≤ 30 miles 7.000 
Peak distance > 30 and ≤ 35 miles 5.900 
Peak distance > 35 and ≤ 40 miles 7.000 
Peak distance > 40 and ≤ 45 miles -10.000 
Peak distance > 45 miles -10.000 
 
Table 28 shows the results of the estimated location choice model for the same 
type of trip in the off peak period. Again, the attraction end of the trip is allowed to take 
place in any TAZ in the region. This model resulted in a ρ2 statistic of 0.756, identical to 
the ρ2 statistic in the final dorm-based peak model. The model coefficients reveal that the 
choice of off peak dorm-based location is negatively impacted by a low population 
density, a high proportion of industrial employment, and a low employment density.   
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FIGRE 40  Observed and Predicted Trip Lengths: On Campus Undergraduate 
Students Dorm-Based Peak.  
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It is positively impacted by higher population densities, multi-family households, and 
high income households. Similar to the dorm-based peak trips, these dorm-based off peak 
trips are heavily skewed toward short distance trips. 
TABLE 28  On Campus Undergraduates Model: Dorm-Based Off Peak Location  
Estimated Explanatory Variables Coefficient t-Statistic 
Off peak log sum 1.705 28.132 
Developed population density (in 1000’s) 0.041 3.082 
Total retail employment (in 1000’s) 0.654 4.252 
Proportion of households that are multi-family 0.884 3.407 
Indicator for having population density in the lowest quartile -1.214 -3.134 
Proportion of residential households with income in the highest 
quintile 
1.214 3.279 
Proportion of employment that is industrial -1.091 -2.719 
Total employment (in 1000’s) 0.225 4.110 
Indicator for having employment density in the lowest quartile -2.256 -2.093 
Off peak distance X Proportion of households that are group 
quarters 
0.135 7.644 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.475 
Trip is intra-zonal 0.800 
Off peak distance is ≤ 1 mile 5.800 
Off peak distance > 1 and ≤ 2.5 miles 5.100 
Off peak distance > 2.5 and ≤ 5 miles 4.540 
Off peak distance > 5 and ≤ 7.5 miles 4.200 
Off peak distance > 7.5 and ≤ 10 miles 4.200 
Off peak distance > 10 and ≤ 15 miles 4.500 
Off peak distance > 15 and ≤ 20 miles 4.200 
Off peak distance > 20 and ≤ 25 miles 4.300 
Off peak distance > 25 and ≤ 30 miles 5.500 
Off peak distance > 30 and ≤ 35 miles 6.000 
Off peak distance > 35 and ≤ 40 miles 0.000 
Off peak distance > 40 and ≤ 45 miles -10.000 
Off peak distance > 45 miles -10.000 
 
The trips that were modeled for the on campus students’ non-dorm based peak 
were similar to the off-campus students’ non-home based peak trips in that the attraction 
end was located on an ASU campus (at a known location) and the production end is being 
modeled here. The production end can be any TAZ in the region with at least one 
employee. 
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FIGURE 41  Observed and Predicted Trip Lengths: On Campus Undergraduate 
Students Dorm-Based Off Peak.  
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goodness of fit statistic. These non-dorm based peak trips are surprisingly averse to 
locations with a high residential proportion of the population. Zones that do not have a 
high proportion of residential population are likely, in the context of on-campus student 
trips, those that contain a lot of hotel or seasonal population. These trips are also not 
likely to be located in zones with low population density. The non-dorm based peak trips 
seems to be even more heavily skewed toward short distances than the dorm-based trips, 
with about 80% of the observed trips intra-campus and 45% intra-zonal. 
TABLE 29  On-Campus Undergraduates Model: Non-Dorm Based Peak Location  
Estimated Explanatory Variables Coefficient t-Statistic 
Peak log sum 1.521 16.126 
Proportion of the population that is residential -1.682 -5.968 
Proportion of employment that is public 2.175 5.725 
Indicator for having population density in the lowest quartile -0.721 -2.161 
Share of the zone that is developed 1.219 2.302 
Proportion of regional employment accessible within 50 minutes 
using transit 
3.368 1.036 
Peak distance X Proportion of households that are group quarters 0.113 3.679 
Asserted Indicator Dummy Variables   
Trip is intra-campus 1.200 
Trip is intra-zonal 1.350 
Peak distance ≤ 1 mile 6.650 
Peak distance > 1 and ≤ 2.5 miles 7.000 
Peak distance > 2.5 and ≤ 5 miles 6.200 
Peak distance > 5 and ≤ 7.5 miles 7.000 
Peak distance > 7.5 and ≤ 10 miles 5.600 
Peak distance > 10 and ≤ 15 miles 6.600 
Peak distance > 15 and ≤ 20 miles 6.200 
Peak distance > 20 and ≤ 25 miles 6.100 
Peak distance > 25 and ≤ 30 miles 6.300 
Peak distance > 30 and ≤ 35 miles 0.000 
Peak distance > 35 and ≤ 40 miles -10.000 
Peak distance > 40 and ≤45 miles -10.000 
Peak distance > 45 miles -10.000 
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FIGURE 42  Observed and Predicted Trip Lengths: On Campus Undergraduate 
Students Non-Dorm Based Peak.  
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dorm based peak trips presented above, varying only in time of day. The model is 
estimated with a ρ2 statistic of 0.911, the best goodness of fit measure of all the location 
choice models estimated in this research effort. One can see that the choice of production 
zone for non-dorm based off peak trips is heavily influenced by the percent of regional 
employment that is accessible within 30 minutes using transit. The choice is negatively 
influenced by a low employment density and, like the peak trips, by a high proportion of 
population that is residential. More than 80% of these non-dorm based off peak trips are 
intra-campus and about 50% are intra-zonal. 
The calibration method used in the estimation of these location choice models was 
to assert coefficients on dummy variables for trip distance and indicators for intra-campus 
and intra-zonal trips. In terms of the inclusion of logical and statistically significant 
variables and goodness of fit statistics, the models performed well before the calibration 
coefficients were applied. While the assertion of a few coefficients is not detrimental to 
the theoretical health of the models, the argument could be made that the number of 
coefficients asserted with these models is likely to result in over fitting. While the 
number of observations is still much greater than the number of variables, a better 
method of location choice calibration could be found. The trip distance distributions that 
result from the final calibrated models reflect quite closely the observed trip distance 
distributions. However, future research should focus on finding an effective and 
technically rigorous method of location choice model calibration. 
The location choice models presented here are certainly subject to parking 
availability on campus. The allocation of the ASU trip end location is based on 
availability of parking as well as availability of classroom seats. The models are not, 
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however, sensitive to parking pricing. In a university setting where innovative travel 
demand management techniques are often implemented and tested, it is important to 
employ a location choice model that can predict the effects of variable parking strategies. 
Future research should look into ways in which parking pricing sensitivity can be 
incorporated into the location choice models. 
TABLE 30  On Campus Undergraduates Model: Non-Dorm Based Off Peak 
Location 
Estimated Explanatory Variables Coefficient t-Statistic 
Off peak log sum 1.728 21.051 
Proportion of employment that is public 2.478 7.464 
Proportion of the population that is residential -1.492 -6.046 
Indicator for having employment density in the lowest quartile -3.443 -2.703 
Total population (in 1000’s) 0.367 2.551 
Share of the zone that’s developed 1.952 3.823 
Proportion of employment that is retail 1.411 4.191 
% of regional employment accessible within 30 minutes using transit 26.883 2.839 
Off peak distance X Proportion of households that are group quarters 0.144 7.272 
Asserted Indicator Dummy Variables   
Trip is intra-campus 0.200 
Trip is intra-zonal 1.200 
Off peak distance ≤ 1 mile 10.770 
Off peak distance > 1 and ≤ 2.5 miles 10.050 
Off peak distance > 2.5 and ≤ 5 miles 9.400 
Off peak distance > 5 and ≤ 7.5 miles 9.400 
Off peak distance > 7.5 and ≤ 10 miles 9.000 
Off peak distance > 10 and ≤ 15 miles 8.500 
Off peak distance > 15 and ≤ 20 miles 3.000 
Off peak distance > 20 and ≤ 25 miles 1.000 
Off peak distance > 25 and ≤ 30 miles -8.000 
Off peak distance > 30 and ≤ 35 miles -10.000 
Off peak distance > 35 and ≤ 40 miles 0.000 
Off peak distance > 40 and ≤ 45 miles -10.000 
Off peak distance > 45 miles -20.000 
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FIGURE 43  Observed and Predicted Trip Lengths: On Campus Undergraduate 
Students Non-Dorm Based Off Peak.  
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CHAPTER 7: STUDENT ATTITUDES TOWARD TRAVEL  
Although daily trip diary surveys are easily the most widely used data sources for the 
development of travel behavior models, they often do not address the role that personal 
preference and attitudes toward travel play in the decision making process. Several 
studies have established the link between attitudinal variables and travel choices, 
especially concerning mode choice (Fujii and Garling, 2003; Outwater et al, 2003; Beirao 
and Sarsfield Cabral, 2007; Borhan et al, 2014; Van Acker et al, 2011). The ASU Travel 
and Mode Use Survey, described in detail in Chapter 5, included attitudinal responses on 
a Likert scale addressing the respondents’ attitudes toward travel. Survey respondents 
were asked to indicate how strongly they agreed with a series of statements, ranging from 
topics about productivity while traveling to perceived safety while using transit. Table 31 
lists the attitudinal statements that were used in the survey and provides a short hand 
name for each statement that will be used to reference the statement henceforth.  
 
Exploratory Analysis of Attitudinal Responses 
Just as students’ travel behaviors vary based on gender, age, living arrangement, and 
working arrangement, attitudes may vary as well. This section presents an exploratory 
analysis of average attitudinal responses based on student characteristics. Figure 44 
describes the entire student population, depicting the portion of students that indicated 
each level of agreement with the attitudinal statements. The attitude distributions 
presented throughout this chapter are presented in the unweighted format, so as to best 
reflect the attitudes of the respondents and not necessarily the entire ASU student 
population. 
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TABLE 31  Descriptions of Attitudinal Statements in the ASU Travel Survey 
No. Short Name Full Statement 
1 Transit Fearless I am not afraid to ride transit 
2 Transit Person I’m the kind of person who rides transit 
3 Transit Easy It’s easy to plan a trip using transit 
4 Transit Dirty Transit is often dirty 
5 Productive Travel More than saving time, I prefer to be productive when traveling 
6 Time Savings If it would save time, I would change my form of travel 
7 Comfortable Travel As long as I am comfortable when traveling, I can tolerate delays 
8 Environment Protect Protecting the environment is very important to me 
9 Transit Days Over My days of taking transit are over 
10 King Car For me, my personal vehicle is king! 
11 Pedestrian 
Unfriendly 
Getting to and from transit stations/stops is not pedestrian 
friendly and is very unpleasant 
12 Drive to Stop I have to drive to get to transit anyway, so I may as well just drive 
my personal vehicle 
13 Private Travel Privacy is important to me when I travel 
14 Transit when 
Possible 
I currently make an effort to take public transit whenever I can 
15 Vehicle Identity My personal vehicle reflects who I am 
16 Could Use More If I wanted to, I could use public transit more frequently 
17 Reduce Pollution I am willing to carpool or take public transit more frequently to 
reduce air pollution and carbon emissions 
18 Higher Tolls I am willing to pay higher tolls if they are used to reduce 
pollution and carbon emissions 
 
In general, the neutral response was the most common for the majority of the 
attitudinal statements. Focusing on statements 1 – 6, one can see that this is not true for 
the statements “I am not afraid to ride transit” and “If it would save time, I would change 
my form of travel.” Both of these statements had more agreements than neutral or 
disagreement responses, indicating that fear is not a factor in the choice of transit and that 
students believe they are currently using the mode that saves the most time. Figure 44 B 
shows that the statements “As long as I am comfortable when traveling, I can tolerate 
delays,” and “My days of taking transit are over” both have more disagreement than 
agreement. On the other hand, the statement “Protecting the environment is very 
important to me” has more agreement than disagreement.  
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These results show that 1) travel time is more important to students than travel comfort, 
2) students have not completely ruled out transit for the rest of their lives, and 3) students 
have a strong sense of responsibility toward the environment. Figure 44 C reveals that 
statement 14 (I currently make an effort to take public transit whenever I can) is skewed 
toward disagreement while statement 16 (If I wanted to, I could use public transit more 
frequently) is skewed toward agreement, suggesting that students admit to not using 
transit as much as they could and there is potential to increase student transit ridership 
with the correct incentives. Finally, statement 17 (I am willing to carpool or take public 
transit more frequently to reduce air pollution and carbon emissions) is skewed toward 
agreement while statement 18 (I am willing to pay higher tolls if they are used to reduce 
pollution and carbon emissions) is skewed toward disagreement. This indicates that there 
are some measures students are willing to take in the name of environmental protection, 
but paying higher prices is not one of them. 
Table 32 shows the mean response for each attitudinal statement for varying 
market segments of students. In calculating this mean, the response “strongly disagree” 
was given a value of 1, and the response “strongly agree” was given a value of 5. 
Therefore, a higher mean indicates a stronger agreement with the statement. The means 
are compared across similar demographic categories using an independent sample t-test 
in the case of student level or a one-way ANOVA for living arrangement and working 
arrangement. The t-test revealed that the Pedestrian Unfriendly statement was the only 
variable for which there was not a significant difference between undergraduates and 
graduate students (95% confidence interval). The ANOVA test for both living 
arrangements and working arrangements showed a significant difference for all variables.   
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FIGURE 44  Level of Agreement with Transit Mode Attitudinal Statements.  
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B. Level of Agreement with Statements 7-12 
Comfortable Travel (7) Environment Protect (8) Transit Days Over (9)
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C. Level of Agreement with Statements 13-18 
Private Travel (13) Transit when Possible (14) Vehicle Identity (15)
Could Use More (16) Reduce Pollution (17) Higher Tolls (18)
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The test of homogeneity of variances rejected the null hypothesis that variances were 
homogeneous for every variable in both living and working arrangement groups. 
However, the Brown-Forsythe Test for each variable in both groups showed that the 
means were significantly different (Brown and Forsythe, 1974). 
The first four attitudinal statements reflect a generally positive attitude toward 
transit. The statement variables Transit Fearless, Transit Person, and Transit Easy reflect 
a more positive attitude toward transit with a higher mean response value, while the 
statement Transit Dirty reflects a more positive attitude toward transit with a lower mean 
response value. One can see that graduate students on average have a more positive 
attitude toward transit than undergraduate students. Similarly, students who live off 
campus with roommates tend to have a more positive response to transit, while students 
who live off campus with family members tend to have a more negative response to 
transit. As we have seen previously, students who live off campus with roommates likely 
live much closer to campus than students who live off campus with family. The closer 
proximity to campus, which would come with more transit options, may positively affect 
students’ attitudes toward transit modes of travel. A similar effect could occur between 
students with different working arrangements, as one can see that students who work only 
on campus have on average a more positive response to transit while students who work 
only off campus have the least positive response to transit. 
The responses King Car and Vehicle Identity reflect a more positive response to 
the personal auto mode of travel with higher mean response values. These two statements 
indicate a fondness for personal automobiles beyond their value as merely means of 
transport. On average, undergraduate students have a more positive response to these 
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statements than graduate students. Students who live on campus have on average a higher 
positive response to these statements than students in other living arrangements while 
students who live off campus with roommates and off campus with family members have 
the lowest response values. This result does not support the idea that transit and personal 
auto modes are direct opposites. Students who live off campus with family have the least 
positive response to transit modes, but that does not mean that they have the most 
positive response to the personal auto mode. Finally, students who work only off campus 
have the most positive responses to the personal auto statements while students who work 
only on campus have the least positive response. This preference for personal auto among 
students who work off campus is understandable, as these students likely need to rely on 
the personal auto mode to reach their work destinations quickly and efficiently. 
The statements Environment Protect and Reduce Pollution reflect a greater level 
of concern for the environment with more positive response values. Graduate students 
have on average a higher response value for these statements than undergraduates.  
Students who live off campus either with roommates or with both roommates and family 
members have on average higher response values for these statements. There is no living 
arrangement group with response values definitively lower on these two questions than 
other living arrangement groups.  The same can be said for segments of working 
arrangements. While students who work only on campus have the highest average 
response values to these environment-centric statements, there is no group with 
definitively lower response values to the two questions compared to other working 
arrangement groups. 
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Exploratory Factor Analysis 
Factor analysis is a method of data reduction that is linked to the analysis of latent 
variables. A latent variable is one that is not measured, or is unobserved, but that creates 
a link between other observed variables and can help explain differences between 
populations. The general goal of a factor analysis is to explain the covariance or 
correlation present between many observed variables by relating them to a few 
unobserved or latent variables. Two schools of factor analysis exist today: confirmatory 
factor analysis (CFA) and exploratory factor analysis (EFA). One of the most prominent 
differences between the two approaches is the existence of a factor structure hypothesis. 
CFA is performed only when a factor structure is hypothesized prior to collection of data. 
In EFA, however, data is collected with no factor structure in mind, and possible factor 
structures are explored (Bollen, 1989). Since no factor structure was officially hypothesis 
prior to the administration of the ASU Travel and Mode Use Survey (though it is true that 
a possible factor structure was considered), EFA is conducted in this analysis.    
The exploratory factor analysis for this research was conducted using the SPSS 
software package. Several factor structures were explored, starting with an exploration 
that included all attitudinal variables. The factor structure that was finally used did not 
include the attitudinal variables Productive Travel (5), Time Savings (6), or Could Use 
More (16). These variables did not show as strong a correlation between these variables 
and the other attitudinal variables in the dataset as the other attitudinal variables showed 
between each other, indicating that the latent variables describing these responses are 
likely not the same latent variables describing the other attitudinal responses. Once these 
three variables were removed from the analysis, a much stronger factor structure – one 
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more closely representing a simple structure – could be estimated with intuitive loading 
patterns. An exploratory analysis of the remaining attitudinal variables passed the initial 
test of the KMO Measure of Sampling Adequacy (0.836) and the Bartlett Test of 
Sphericity (99% confidence level). 
The final factor structure that was used in the analysis contained all but the three 
attitudinal variables mentioned above and resulted in 3 factors. The Principal Component 
Analysis extraction method was used along with a Varimax rotation with Kaiser 
Normalization. The principal component analysis method is an orthogonal transformation 
in which the first principal component accounts for the largest variability, and each 
successive component accounts for less. The Varimax rotation method maintains the 
actual coordinate system, but maximizes the variances of the factor loadings such that the 
loading matrix approaches a simple structure. A simply structure is one in which all 
variables load on only one factor. Finally, the Kaiser Normalization procedure simply 
normalizes factor loadings before the rotation is performed and then denormalizes them 
after rotation. The combined process described resulted in the component matrix 
displayed in Table 33. 
The component matrix in Table 33 shows the loading value of each attitudinal 
variable on each of the three factors estimated. Cells are left blank if the loading of a 
variable on a particular component is negligibly small. The greater the magnitude of the 
loading value, the more the variance in that particular variable is explained by the factor 
in that column. The greatest magnitude loading for each variable has been highlighted 
and arranged such that it is easy to distinguish which variable most strongly applies to 
each factor.   
  154 
TABLE 33  Exploratory Factor Analysis Component Matrix 
Variable Short 
Name 
Variable Full Statement 
Component 
1 2 3 
Transit Easy It's easy to plan a trip using transit 0.746 
  
Transit Person I'm the kind of person who rides transit 0.687 -0.253 0.244 
Transit when 
Possible 
I currently make an effort to take public 
transit whenever I can 
0.558 -0.168 0.365 
Transit Fearless I am not afraid to ride transit 0.515 
 
0.147 
Comfortable 
Travel 
As long as I am comfortable when traveling, 
I can tolerate delays 
0.499 
 
0.237 
Pedestrian 
Unfriendly 
Getting to and from transit station/stops is 
not pedestrian friendly and is very unpleasant 
-0.448 0.391 0.282 
King Car For me, my personal vehicle is king! -0.133 0.746 -0.278 
Vehicle Identity My personal vehicle reflects who I am 0.149 0.705 
 
Private Travel Privacy is important to me when I travel 
 
0.667 
 
Transit Days Over My days of taking transit are over -0.416 0.520 -0.119 
Drive to Stop 
I have to drive to get to transit anyway, so I 
may as well just drive my personal vehicle 
-0.381 0.478 0.117 
Transit Dirty Transit is often dirty -0.234 0.446 
 
Environment 
Protect 
Protecting the environment is very important 
to me 
0.213 
 
0.738 
Reduce Pollution 
I am willing to carpool or take public transit 
more frequently to reduce air pollution and 
carbon emissions 
0.237 -0.114 0.736 
Higher Tolls 
I am willing to pay higher tolls if they are 
used to reduce air pollution and carbon 
emissions 
  
0.689 
 
The variables which have the greatest magnitude loading on the first component 
are all variables that would reflect positive feelings toward transit. The first five variables 
load positively on component 1, reflecting that persons who have a high score for 
component 1 find it easy to plan a transit trip, take transit whenever they can, are not 
afraid to ride transit, and don’t mind a longer ride as long as they are comfortable. The 
Pedestrian Unfriendly variable has a high magnitude negative score on component 1, 
meaning that persons who score highly on this component disagreed with the statement 
that getting to the transit stops and stations was not a pleasant experience. The first 
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component could therefore be referred to as the “Pro-Transit Factor.” The variables that 
score highly on the second component all tend to reflect positive feelings toward the 
personal auto. For example, the people who have high scores on this component would 
agree that their personal vehicle reflects their personalities, that they prefer privacy while 
traveling, that transit is often dirty, and that their days of taking transit are over. This 
second component will therefore be referred to as the “Pro-Auto Factor.” Finally, the 
variables that have the highest loading on the third component all reflect a concern for 
taking care of the environment. People with high scores on this component would agree 
that they are willing to pay higher prices or to inconvenience themselves to change modes 
if it would mean protecting the environment. Therefore, the third component will be 
known as the “Pro-Environment Factor.” 
• Component 1: Pro-Transit Factor 
• Component 2: Pro-Auto Factor 
• Component 3: Pro-Environment Factor 
The factors that are estimated through the exploratory analysis reveal the subjects about 
which university students are likely to have strong opinions. For example, because there 
is no factor estimated that concerns levels of productivity while traveling, one can infer 
that productivity while traveling is not a strong priority for university students. Because a 
factor for a pro-transit attitude can be estimated in addition to a factor for a pro-
environment attitude, one can infer that university students have strong opinions about 
the environment that are separate from their opinions on transit, i.e. students do not 
choose transit solely as a result of their attitudes toward the environment, but for other 
reasons as well. 
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Incorporating Attitudes into Mode Choice Models 
The exploratory factor analysis presented in the section above reveals three latent 
variables that describe students’ attitudes toward transit, personal auto travel, and the 
environment. The analysis does not, however, provide insight into the effects attitudes 
have on travel behavior. These effects can be estimated using choice modeling. It is not 
the result of the model itself that reveals the relevance of attitudes to travel behavior 
choices, but rather the relative explanatory power of models with and without attitude 
factors as variables. In this case, the attitudinal statements were aimed specifically at 
gauging attitudes toward alternative travel modes, making a mode choice model the 
logical vehicle for examining student attitude factors more closely. 
 Unweighted student travel data was used for estimating the mode choice models. 
The specific mode choices being modeled are those modes used on a “typical” day to 
travel between home and the Arizona State University campus. During the ASU Travel 
and Mode Use Survey, respondents were asked which modes they had used to travel 
between home and ASU in the last 30 days. The modeling dataset filtered out the students 
with the standard filters that were described in Chapter 3, as well as students who live on 
campus (as they do not have a typical travel mode between home and campus) and 
students who only reported using the “other” mode to travel between home and campus. 
The result was a total of 7,880 students’ typical travel modes. For this modeling effort, 
the various modes were recoded into three basic mode categories as follows: 
• Auto Mode: Drive alone, drive with passengers, ride in a car as a passenger, or 
drive a motorcycle  
  157 
• Transit Mode: Ride light rail, ride Valley Metro bus, ride the ASU Flash 
circulator, ride the Tempe Orbit circulator, or ride the ASU inter-campus shuttle 
• Non-Motorized Mode: Walk or bike 
Table 34 presents the number of respondents who indicated using each combination of 
the three aggregated modes over the course of 30 days before the travel day. 
TABLE 34  Typical Modes Used for Travel between Home and Campus 
Mode Combination Number of Students Percent of Students 
Auto Mode Only 4050 51.4% 
Transit Mode Only 526 6.7% 
Non-Motorized Only 615 7.8% 
Auto and Transit Modes 1075 13.6% 
Auto and Non-Motorized Modes 534 6.8% 
Transit and Non-Motorized Modes 285 3.6% 
Auto, Transit, and Non-Motorized Modes 795 10.1% 
 
In order to construct the modeling dataset, each student was assigned a chosen 
mode. Those 5,191 students who reported using only one of the three aggregated modes 
to travel between home and campus were each assigned to that mode they used 
exclusively. All other students were randomly assigned to one of the modes they reported 
using. Random assignment was accomplished using a uniform random number 
distribution. The final number of students assigned to each major mode in the modeling 
dataset is shown in Table 35. It was assumed that all students had all three modes 
available to them, making the choice set uniform across students. The modeling dataset 
was not weighted.  
TABLE 35  Distribution of Chosen Modes in the Modeling Dataset 
Aggregated Mode Number of Students Percent of Students 
Auto 5095 64.7% 
Transit 1480 18.8% 
Non-Motorized 1305 16.6% 
Total 7880 100.0% 
 
  158 
The mode choice models in this research endeavor were estimated in a 
multinomial logit regime. The logit estimation is described in more detail in Chapter 6 of 
this document. It should be noted that mode choice models are often estimated in a nested 
logit framework. However, here, the interest is not to estimate the most accurate model of 
student mode choice, but rather to showcase the difference in model estimations with and 
without the inclusion of attitudinal factors. The multinomial logit was chosen here 
because a simple estimation with fewer modes was desired. The research could be 
extended in the future to include a nested logit estimation. The research could also be 
extended to include service variables in the mode choice models. As this investigation 
was more interested in observing the difference between the two model estimations than 
the accuracy and fit of the models themselves, the difficult to obtain service variables are 
not used in these model estimations. 
The first set of models estimated was done so without the incorporation of the 
attitudinal factors. It included only socio-demographic factors of the trip makers 
(students) and the distance being traveled. The distance skims – or the information on 
travel distance between every traffic analysis zone (TAZ) and every other TAZ – were 
provided by the Maricopa Association of Governments (MAG). The results of the model 
without attitudinal factors are shown in Table 36.  
The auto mode specific constant is set to 0, making the mode specific constants 
for transit and non-motorized modes estimated in comparison to the auto mode. Both 
mode specific constants are negative, implying that utility derived from transit and non-
motorized modes is overall less than that of the auto mode. The mode specific constant 
for non-motorized modes, however, is not significant in explaining mode choice 
  159 
variability. One can see that variables for living off campus with family, having a low 
annual household income, and working only on campus act negatively on the choice of 
auto mode. Those variables that have positive coefficients on auto mode utility are the 
indicator variables for having a high annual household income, attending Polytechnic or 
West Campus as your main ASU campus, and working only off campus, as well as the 
variable for the number of available vehicles. In other words, the more vehicles available 
to a student, the more likely he or she is to use the auto mode.  The utility derived from 
choosing the transit mode increases when the student’s primary campus is the Downtown 
campus, and it decreases is the student is Caucasian (not Hispanic). Finally, the utility 
derived from choosing the non-motorized mode increases with increasing number of 
adults living in the household and decreases with increasing distance between home and 
campus. The utility of the non-motorized mode also increases for male students. 
TABLE 36  Model Results: No Attitudinal Factors Included  
Variable 
U (auto) U (transit) U (non-motorized) 
Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. 
Constant 0 n/a -0.193 -2.39 -0.052 -0.49 
Lives with Family -0.416 -7.10 - - - - 
Annual HH Income < 10K -0.321 -5.97 - - - - 
Annual HH Income > 70K 0.789 3.91 - - - - 
Number of Vehicles 0.524 17.45 - - - - 
Main Campus is 
Polytechnic. 
0.811 5.58 - - - - 
Main Campus is West 1.080 7.46 - - - - 
Main Campus is Downtown - - 0.300 3.74 - - 
Works Only On Campus -0.273 -3.60 - - - - 
Works Only Off Campus 0.328 5.58 - - - - 
Student is Caucasian - - -0.244 -4.10 - - 
Number of HH adults - - - - 0.132 4.37 
Home – Campus Distance - - - - -0.122 -18.23 
Student is Male - - - - 0.196 2.95 
Log-likelihood = -6080.452; L(0) = -8657.065; Adjusted ρ2 = 0.297; df = 13 
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In order to test the relative contribution of attitudinal factors to the mode choice 
model, attitudinal factors were added to the multinomial logit model presented in Table 
36. Table 37 presents the full results of the estimation of the mode choice models 
including the attitudinal factors. One can see that the coefficients estimated on the factor 
score make intuitive sense. The utility of using the auto mode decreases with an 
increasing score on the Pro-Transit Factor, increases with an increasing score on the Pro-
Car Factor, and decreases with an increasing score on the Pro-Environment Factor. 
Conversely, the utility derived from choosing the transit mode increases with an 
increasing score on the Pro-Transit Factor and decreases with an increasing score on the 
Pro-Car Factor. The Pro-Transit Factor score had a very high t-statistic for both the auto 
and transit mode utility estimations. These high t-statistics indicate that the Pro-Transit 
Factor scores explain a large portion of the variability between students in the area of 
mode choice. 
The two model estimations shown above can be compared using a log-likelihood 
ratio test. The likelihood function of a model estimation is a measure of the probability of 
reproducing the given outcomes using the estimated parameters. The natural logarithm of 
the likelihood of a model, the log-likelihood, is often used as a substitute because some 
characteristics of the logarithm make the likelihood easier to manipulate. The log-
likelihood ratio (D) test measures whether one model is statistically significantly better 
than the other. 
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TABLE 37  Model Results: Attitudinal Factors Included  
Variable 
U (auto) U (transit) U (non-motorized) 
Coeff. t-stat. Coeff. t-stat. Coeff. t-stat. 
Constant 0 n/a -0.568 -6.50 -0.175 -1.60 
Lives with Family -0.387 -6.25 - - - - 
Annual HH Income < 10K -0.342 -6.02 - - - - 
Annual HH Income > 70K 0.788 3.67 - - - - 
Number of Vehicles 0.446 14.03 - - - - 
Main Campus is Polytech. 0.671 4.40 - - - - 
Main Campus is West 0.810 5.37 - - - - 
Main Campus is Downtown - - 0.218 2.53 - - 
Works Only On Campus -0.142 -1.76 - - - - 
Works Only Off Campus 0.250 4.00 - - - - 
Student is Caucasian - - -0.246 -3.89 - - 
Number of HH adults - - - - 0.118 3.89 
Home – Campus Distance - - - - -0.122 -18.27 
Student is Male - - - - 0.179 2.67 
Pro-Transit Factor Score -0.444 -11.95 0.464 10.97 - - 
Pro-Car Factor Score 0.317 8.92 -0.130 -3.17 - - 
Pro-Environment Factor 
Score 
-0.114 -4.11 - - - - 
Log-likelihood = -5616.786; L(0) = -8657.065  Adjusted ρ2 = 0.350; df = 17 
 
The log-likelihood ratio test can only be performed on two models if one can be 
nested in the other, which holds true for the two models estimated here. The likelihood 
ratio is calculated as  
𝐷 = −2𝑙𝑛 (
𝐿(0)
𝐿(𝑎)
) 
𝐷 = 2 (𝑙𝑛(𝐿(𝑎)) − 𝑙𝑛(𝐿(0))) 
where D is the likelihood ratio, L(0) is the likelihood of the null model, and L(a) is the 
likelihood of the alternative model. In the case of the two models presented here, D is 
calculated as follows: 
𝐷 = 2(−5616.786 + 6080.452) = 2(463.666) 
𝐷 = 927.332 
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The likelihood ratio has a chi-squared distribution with degrees of freedom equal to the 
difference between degrees of freedom of the two models. In this case, the chi-squared 
value has 4 degrees of freedom (df). This chi-squared value with 4 degrees of freedom is 
significant at the 99.5% confidence level. Therefore, the null hypothesis that the two 
models are equal to each other can be rejected, and one can conclude that the model 
which uses attitudinal factors to predict student travel modes to campus is a significantly 
better predictor of mode choice than the model which only uses socio-demographic 
variables.    
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CHAPTER 8: DISCUSSION AND CONCLUSIONS 
The research presented herein examined in detail the daily travel behaviors of university 
students. The sample population studied was students at Arizona State University in the 
Phoenix, Arizona Metropolitan Area. The student behaviors observed, however, are 
likely to be applicable to students in any university located in a large auto-focused urban 
area. This document includes a detailed description of the design and administration of an 
online travel survey, a robust analysis of student travel behaviors across student level, 
living arrangement, and working status, a description of the application of university 
student trip generation and location choice models to a regional travel demand model, 
and finally an analysis of students’ attitudes toward transit. For each segment of the 
document, conclusions are included. 
 
Online Travel Surveys of University Students 
Universities are recognized as special generators in transportation planning processes; 
however, university populations remain under-studied in the travel behavior analysis 
arena.  The study reported in this paper is based on a comprehensive survey of the 
Arizona State University population of staff, students, and faculty.  A web-based travel 
survey was administered to the entire university population which collected 
comprehensive socio-economic, demographic, and travel activity data.  The paper 
includes detailed information on the survey administration process, survey instrument 
design and questionnaire content, and survey sample profile in terms of response rates 
and trip rates.  A synthetic population generation procedure was deployed to weight the 
survey sample and correct for non-response biases. 
  164 
A number of lessons were learned from the survey experience.  These may be 
briefly summarized as follows: 
• Coordination with University Administration:  The administration of a travel 
survey to the entire university population requires close coordination with 
university administrative authorities.  University officials are able to deploy 
surveys on a university-wide basis, lend credibility to the survey effort, and 
provide secondary data, including control distributions that are critical to the 
computation of weights.   
• Technology Considerations: Most universities and colleges now have 
personalized portals through which members of the university community access 
course materials, university resources, and personal information.  Using this 
portal to engage the community in the survey proved to be extremely helpful.  
The online web-based travel survey should meet appropriate standards and be 
compliant so as to be accessible for the disabled.  Individuals who are blind, in 
particular, may not be able to take online web-based travel surveys that are non-
compliant.  When deploying a web-based travel survey, due consideration should 
also be given to web browser and mobile device compatibility.   
• User Considerations in a University Environment: In a university environment, 
members of the community are likely to be wary of surveys that ask for personal 
information and details of all daily activities (with time of day information).  
Students may think that the university is trying to invade their privacy.  
Appropriate language should be incorporated to alleviate such concerns.  It should 
also be recognized that students will be students; while most will take the survey 
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seriously and do a good job of providing responses, there will be a number of 
students who simply provide erroneous and frivolous information in response to 
the survey.  Future research should consider ways to reduce the amount of data 
lost due to filtering. 
• Planning and Design of Survey – a Process Oriented Approach: There is no 
shortcut to the implementation of a robust and successful travel survey in a 
university environment.  A deliberate and collaborative process-oriented approach 
must be followed to ensure that all constituents are engaged and supportive of the 
effort.  Despite the best efforts and intentions of the study team, response rates for 
university surveys are likely to be low. Future research efforts should be aimed at 
identifying methods to motivate participation on the part of a student population 
that is often not very engaged.   
• Survey Features: As members of a university community are likely to be 
technology-savvy, a survey that exploits the availability of technology to enhance 
the user experience is likely to be successful.  Error checks and logical 
consistency checks may be built into the survey instrument to ensure that 
erroneous and miscoded data are minimized.  In the ASU travel survey, it appears 
that reminder messages did not have an appreciable impact on the response rate.  
Future research should explore the impacts of reminders received from various 
entities and through a variety of channels.  In the opening page to the survey, 
respondents should be given an accurate and fair assessment of the time it will 
take to complete the survey.  Respondents appreciate having a status bar showing 
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percent completion in each screen of the survey and desire the flexibility to leave 
and return to the survey at the point where they left off.    
 
This study has shown that it is possible to obtain a statistically robust survey 
dataset that can be used to analyze, understand, and model the travel characteristics of a 
university population, and the lessons learned may prove useful in informing future data 
collection efforts of this nature. 
 
University Student Travel Behavior Characteristics 
This research describes the trip making, activity participations, and trip chaining 
behaviors of undergraduate and graduate students at Arizona State University, one of the 
largest universities in North America. Several notable patterns come to light through the 
analysis presented in this document: 
• Students versus Other Adults: The survey conducted at ASU, which is described 
in detail in Chapter 3, included not only students but also staff and faculty. ASU 
staff members were taken as representative of the typical working adult, for which 
most regional travel models tend to be tailored. This analysis finds that students 
do indeed differ from other adults. This is especially noticeable in the analysis of 
travel time of day, in which ASU staff display the classic AM and PM peak travel 
times while student travel tends to be more spread out across the day, with the 
majority of trips taking place at mid-day. In addition, students are less likely to 
travel great distances during the morning and evening typical commute times. 
Students also tend to make on average more trips in a day that ASU staff. When 
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compared to other adults, therefore, students’ trips are shorter, more frequent, and 
more likely to take place at off-peak travel times. These differences make 
university students an excellent target for policy changes meant to increase use of 
certain travel modes, understanding that alternative modes of travel targeted 
during off-peak times in a university area will attract more student trips. 
• Undergraduate versus Graduate Students: Perhaps quite obviously, graduate 
students tend to be older than undergraduate students and sometimes have more 
household responsibilities or are more likely to be working while attending 
school. Graduate students therefore display travel behaviors closer to other non-
student adults as compared to undergraduate students. Although undergraduates 
are more mobile in general than graduate students, making more daily campus-
based trips, they do not necessarily make more non-campus based trips. There is 
very little difference in the percent of undergraduate and graduate students who 
participate in mandatory (be they work-related or school-related) or maintenance 
activities in a given day. However, a noticeably larger portion of undergraduate 
students than graduate students participate in discretionary activities. The time of 
day in which undergraduates participate in school or work activities tends to be 
spread throughout the day, from early in the morning to late at night. Graduate 
students, on the other hand, tend to participate in school and work activities 
during the typical working hours in the middle of the day – from 7:00 AM to 8:00 
PM. Trip-chaining behavior is very similar between undergraduates and graduate 
students. Although undergraduates tend to make more home-based trip chains 
overall than graduate students, graduate students’ home-based trip chains tend to 
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last longer. Both segments make on average 2.59 stops for each trip chain. 
Undergraduate students’ trip chains are more likely to include a stop at an ASU 
campus compared to graduate students. These patterns combine to reveal that 
graduate students are the group whose travel behavior more closely resembles the 
typical working adults’. In an area with fewer resources for incorporating student 
travel into a regional demand model, it would be more beneficial to focus the 
work on undergraduate students and use existing models of travel for graduate 
students. 
• Patterns across Living Arrangements: Arizona State University is largely a 
commuter campus, with a majority of its students living off campus. These off-
campus students can live with roommates, with family members, with both 
roommates and family members, or by themselves. There is little difference 
between the times of day of travel of students with varying living arrangements; 
however those students who live on campus are more likely to have a high 
proportion of their travel in the middle of the day. Students who live alone 
typically use the single-occupancy personal vehicle mode for all types of trips 
more often than students with other living arrangements. Students who live on 
campus overwhelming choose the walk mode for work-related trips, implying that 
these students likely work on or near campus. Students who live with family 
members tend to travel farther away from home while students who live with only 
roommates tend to stay closer to home. This implies that students who live only 
with roommates choose housing that is closer to campus. Students who live on 
campus have the highest daily trip rate to social recreation activities while 
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students who live with family have the lowest. The participation rate in the 
serving passengers activity is especially telling across the various living 
arrangement groups; only 4% of on-campus students participated in serving 
passengers on the travel day compared to 11% of students who live with family. 
Students who live alone or with only roommates also had a very low participation 
rate in serving passengers. These patterns can lead one to conclude that students 
who live with their families are more likely to have household responsibilities and 
constraints on their travel activities. Students who live on campus, live alone, or 
live only with roommates tend to exercise more independence in their travel 
behavior choices. 
• Patterns across Working Status: Similar to the comparison across living 
arrangements, there is little difference between the travel times of day of students 
of varying working status. However, students who do not work tend to have a 
greater proportion of their travel during the middle of the day. As can be 
expected, students who work only off campus choose the single-occupancy 
personal vehicle mode for their work-based and school-based trips more than 
other students. Unsurprisingly, students who work both on and off campus have 
the greatest daily trip rate while those who do not work have the least. Students 
that work only off campus have average travel times for trips of every purpose 
that are higher than those for students who work only on campus. The choice of 
working location therefore affects the travel to all other trip types, not only work-
related trips. The portion of students who work only on campus that participated 
in a work-related activity on the travel day was much lower than other students 
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while the portion that participated in school-related activities was much higher. 
This implies that students who work only on campus have extra time available 
(perhaps time saved from shorter work-related trips) for school-related activities. 
A much greater portion of students who work only on campus participated in 
social recreation activities on the travel day as compared to students with any 
other working status. These activity patterns can imply that students who work on 
campus have more discretionary time available to them and make shorter trips in 
general, making them prime targets for policies that hope to increase the use of 
alternative travel modes near universities.  
 
Application of a Regional University Submodel 
The data collected in the ASU travel and mode use survey was used to construct a 
submodel of university student travel that was then applied to the regional model used by 
the Maricopa Associate on Governments (MAG). This exercise was undertaken in order 
to improve the accuracy of the MAG model through the disaggregation of travelers as 
well as through the inclusion of ASU as a special generator of travel. Only the trips that 
were made by students to and from the university were included in the model, making all 
non-campus based trips made by students and all trips made by faculty and staff the 
responsibility of the MAG regional travel demand model. This research exercise, which 
was later deployed in practice at MAG, provided the travel modeling community with 
interesting and valuable insights into the process, regardless of the results of the modeling 
itself. The outcomes and lessons learned are summarized as follows: 
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• Integration with the Regional Travel Demand Model: It is important to consider 
from the beginning of the modeling process the points at which the submodel with 
interact with the regional model and to allow those interactions to take place 
seamlessly. All definitions of trips, productions, attractions, etc. should agree 
across models and software coding should be implemented at every level that 
allows the models to speak with one another. The time that is necessary to 
accomplish this model interaction should not be taken for granted or 
underestimated. In order to more seamlessly combine the two models, the mode 
choice model applied to university-based student travel did not differ structurally 
from the regional model.  
• Delineation between Trips in the Submodel and Trips in the Regional Model:  
One of the greatest challenges in estimating the university submodel was deciding 
which trips should be applied to the submodel and which trips should be left to 
the regional model to estimate. At the outset of the modeling effort, researchers 
should agree about whether the submodel will include intra-campus trips, intra-
zonal trips, non-campus based trips, trips made by on-campus students, etc. The 
difference between trip attractions and trip productions can become cumbersome 
to define, especially when considering students who live on campus. In the case 
of on-campus students, trips that are made to and from the dormitory have the 
ASU trip end as its production while trips made to and from any other campus 
location have the ASU trip end as its attraction. This differentiation should be 
clearly defined and kept in mind from the process beginning to end. 
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• Variations among Student Market Segments: As was demonstrated in Chapter 4 
of this document, student travel patterns differ a great deal between student 
groups. The modeling process includes the decision of which student types and 
which trip types to group together. Here, trip generation was performed for 
graduate students, off-campus undergraduate students, and on-campus graduate 
students at each campus separately for each trip type (home-based or non-home 
based) and time of day. This disaggregation resulted in a total of 48 different trip 
rate calculations.  
• Aggregation of Trips by Type: Although it is important to keep in mind the 
differences between groups of students, it is also important to recognize the 
similarities of certain trip types. If one were to create a separate location choice 
model for every student type and every trip type for each different campus, the 
number of models being estimated would grow to an unwieldy size. In this 
modeling endeavor, location choice models were estimated for graduate students, 
off-campus undergraduate students and on-campus undergraduate students 
separately. Home-based trips where ASU was the attraction were not estimated 
separately for peak and off-peak periods, though home-based (or dorm-based) 
trips where ASU was the production end were. Location choice models were not 
estimated separately for each of the different ASU campuses. This level of 
disaggregation allowed the model to reflect the differences in student types and 
trip types without overloading the processing power of the model software and 
without creating undue confusion with a vast number of model components. 
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• Use of Mode Choice Model Logsums: The traditional modeling process involves 
the application of a trip generation model, followed by a location choice model, 
and then a mode choice model. In reality, however, location choice and mode 
choice are not decisions that are made entirely independently. One may first 
choose a location and then decide what mode to take to reach it, or one may first 
decide on a mode (especially if one is captive to a certain mode) and then decide 
the location. In order to reflect this duality in the decision-making process, the 
location choice models included logsums resulting from the MAG mode choice 
model as variables. Each location choice model that was estimated revealed a 
coefficient on the logsum variable that was highly relevant, or that explained a 
great deal of the variability in location choice. 
• Model Calibration Techniques: In any modeling endeavor it is important to not 
only estimate the model, but also to undergo the validation and calibration 
process. Validation of a model refers to the comparison between what is estimated 
and what is observed in the field while calibration refers to the adjustment of the 
estimated model to make predicted outcomes more closely resemble observed 
patterns. In this case, it was decided that the specific location (traffic analysis 
zone) chosen by the location choice model was less important than the distance 
that was chosen for travel. The validation therefore compared observed travel 
distances to predicted travel distances. Rather than remove a “hold-out sample” of 
the modeling dataset prior to model estimation (which would be the procedure for 
a true validation), the entire sample was used to estimate models and then the 
same entire sample was used to compare results. Calibration was achieved by 
  174 
asserting coefficients on certain distance indicator variables, as well as indicator 
variables for intra-campus trips and intra-zonal trips. The figures provided in 
Chapter 6 of this document show that estimated models very closely matched 
travel distance distributions before calibration took place, making the assertion of 
the distance indicator variables more of a “fine tuning” process of model 
calibration. One could argue that the calibration implemented here was more than 
simply fine tuning and instead more closely resembles model over-fitting. Future 
research should focus on testing effective and technically rigorous methods for 
location choice model calibration. 
• Variables Used in Location Choice: Traditionally, variables that are used for 
model estimation are those variables that have the largest “t-statistic” values, or 
that explain the greatest amount of variability in the choices. In this case, the 
modeling effort strived to include variables that not only explained a great deal of 
choice variability, but also that made a great deal of sense intuitively. In some 
cases, interaction variables – variables that are calculated as the interaction of two 
separate indicators – were used. For example, the location choice model for off-
campus undergraduates’ non-home based peak trips included a variable that was 
the multiplicative interaction between travel distance and an indicator for a zone 
with a high population density. The coefficient on this variable was positive and 
the t-statistic revealed it to be highly explanatory. This variable and its positive 
coefficient reveal that off-campus undergraduate students are more willing to 
travel farther distances for their non-home based campus trips if the destination is 
an area with a high population density (such as a downtown urban area).  
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Student Attitudes Toward Travel 
The ASU Travel and Mode Use Survey included several statements meant to measure 
students’ attitudes toward various travel modes, especially transit modes. These 
attitudinal questions asked respondents to rate on a scale from 1 to 5 how strongly they 
agreed with a set of statements. The results provide an insight into the reasons that 
students choose certain modes.  The responses of students of varying student level, living 
arrangement, and working arrangement were examined in this research. 
• Overall Student Attitudes: The analysis reveals certain shared attitudes among all 
students. Students tend to agree that they are not afraid to ride transit and that they 
feel they are currently using the mode that saves them the most time. Students 
also tend to agree that protecting the environment is very important to them. 
These results imply that it is not fear or a disregard for sustainable travel practices 
that are holding students back from choosing more transit, but rather a simple 
issue of travel time savings. Although students agree than the environment is 
important to them, they do not agree that they would be willing to pay tolls to 
reduce pollution. This is likely simply a reflection of generally lower incomes for 
students as compared to other adults.  
• Attitudes by Market Segment: The analysis also compares travel attitudes of 
various segments of students. In general, graduate students tend to reflect a more 
pro-transit attitude than undergraduate students. Similarly, students who live off 
campus with roommates tend to be more transit-friendly than those who live off 
campus with family. Based on the implications made above about travel distances 
and living arrangements, it is possible that students who live with roommates 
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develop more positive feelings toward transit because they tend to live closer to 
campus, where transit coverage is most pervasive. Although students who live off 
campus with family have the least positive responses to transit, they do not have 
the most positive responses to the personal auto mode. This result indicates that 
transit and personal auto are not necessarily dichotomous categories: exclusion 
from one group does not automatically imply inclusion in the other. 
• Latent Variable Analysis: An exploratory factor analysis (EFA) was performed 
for transit attitudes. This analysis is meant to group certain attitudinal statements 
together and provide an over-arching sense of the general attitudes, rather than 
focusing on certain attitudinal statements individually. The EFA was not able to 
place the statements concerning productive travel, time savings, or whether a 
person could use transit more if they wanted to into one of the three factors found 
in the analysis. This indicates that the latent variables dictating the responses to 
these attitudinal statements are not the same as those dictating the responses to the 
others. The final factor structure included a factor for pro-transit attitudes, pro-car 
attitudes, and pro-environment attitudes. The fact that there are separate factors 
for pro-transit and pro-environment attitudes reveals that it is not only a concern 
for the environment that causes a pro-transit attitude to arise. Some aspect of 
transit travel in and of itself is therefore valuable enough to university students to 
create a pro-transit attitude on its own. 
• Mode Choice Models which Incorporate Attitudes: Mode choice models were 
estimated for student travel between home and campus using a multinomial logit 
framework. One model was estimated using only socio-demographic variables, 
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while the other estimation included students’ attitudinal factor scores. The model 
estimation reveals that students who primarily attend the Polytechnic and West 
branch campuses are more likely to choose auto modes to campus while students 
who primarily attend the downtown campus are more likely to choose one of the 
transit modes. In addition, having a lower income reduced the utility of choosing 
the auto modes while having a higher income increases it. The number of vehicles 
available for a student was a significant predictor of the preference for auto 
modes. The distance between home and campus was a significant predictor for a 
student’s choice to use a non-motorized mode (walking or biking), and male 
students were more likely to choose a non-motorized mode. The former could be 
a reflection of male students’ comfort levels with non-motorized travel after dark, 
as many students travel from campus back to home later in the day. 
 
Key Contributions 
The extensive research effort described in this document contributes the advancement of 
travel behavior research in a variety of ways. The contributions are methodological, 
theoretical, empirical, and practical in nature. 
• The document describes in great detail the methodology applied to the design and 
administration of a university student travel survey conducted entirely online. As 
the travel surveying regime moves steadily toward favoring web-based 
instruments, it is important to have a solid grasp on the process of administering 
an online travel diary survey, from inception to data mining. This document 
provides such a description. 
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• This research is not the first to test the effectiveness of including attitude and 
personal preference in models of mode choice. However, other research efforts 
have not explicitly theorized the explanatory power of attitudinal factors on 
university student mode choice. While other researchers have used variability in 
demographics and the built environment to predict student mode choice to 
campus, this research shows that attitudes play an important role in such 
decisions. 
• Empirical data is provided in great detail relating to the travel behavior 
characteristics of the university student market segment. This information is 
provided in comparison to other adults and in comparison among student 
segments.  
• Chapters 5 and 6 of this document provide in very explicit detail the methodology 
used for estimating and implementing a university submodel into a regional travel 
demand model. Any regional modeling practitioner could use this information as 
a “how-to” guide for implementing the same style of models into his or her own 
region based on the information provide here. 
As regional travel demand models become more sophisticated, the need will arise for 
greater disaggregation of person types and of special generators throughout the regions. 
Universities are an excellent example of starting points for this disaggregation. The first 
step in modeling travel demand for a group of people is understanding the unique travel 
patterns of that group. This research endeavor has provided a robust analysis of those 
travel patterns for university students, as well as an example of disaggregation of a 
regional travel demand model to include university student travel separately from the 
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mandatory travel activities of other adults. Future research in this area could extend the 
investigation to students of other urban university campuses or even to students in 
suburban and rural campuses to gain a sense of the level of transferability of the ASU 
data to other schools in other regions. Future research could also examine mode choice in 
a structural equations modeling regime, which would provide insight into the causality 
between attitudes and mode choices. The results provided herein will serve as an 
excellent foundation for the advanced study of university student travel behavior patterns 
in the future.
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