In [1] we studied Markov processes with a finite positive stationary measure. Here the process is assumed to have a positive stationary measure which might be infinite. Most of the results proved in [1] remain true also in this case. Some proofs that remain valid in this case will be replaced here by simpler proofs.
The main problem studied here, and in [1] , is the behaviour at oo of μ(x n e A Π x 0 e B) where μ is the stationary measure and x n is the Markov process.
In addition we study the quantities μ(x n e A for some n Γ\ x o £ B) , μ((x n £ A infinitely often) Π x 0 e B) .
For Markov chains the results given here are well known even without the assumption of the existence of a stationary measure.
DEFINITIONS AND NOTATION. The notation here will be the same as in [1] . Let (£?, Σ, μ) be a measure space where μ ^ 0 but is not necessarily finite.
Let x n (co) be a sequence of measurable real functions defined on Ω. Let the measure μ(xό\ )), on the real line, be σ finite. The conditional probability that x k e A, given x o and x if is equal to the conditional probability that x k e A given x 3 . 506 S. R. FOGUEL Finally let T(n) be the transformation from B Q to B n defined by
T(n)I(x o eA) = I(x n eA) .
It is easily seen that x e B n if and only if x(ω) = f(x n (ω)) a.e. and f(x n (ω)) is square integrable.
Thus
Behaviour at oo φ Following [1] let us define 
Proof.
It is enough to show that if xeH then I{χ-\A))eH and if /(tfi), I(σ 2 ) e H then I(σ 1 n σ 2 ) e H. lίxeHthen xe B n so /(ar^A)) e 5 n . Also x = Γ(^)t/ W where i/ n e C o . Now
for y n eB 0 .
Also /(^(A)) 6 5 m for all m and n. Thus 
where
where In the rest of the paper it is assumed that if I(σ) e H then I(σ) contains an atom in H. This is equivalent to assuming that H is generated by /(#•;) where σ { are disjoint measurable sets.
Notice that H may be empty. The above assumption holds if x Q has a countable range or if a "Doeblin Condition" holds:
There exists a measure rj on Borel sets on the line and an ε > 0 suet that:
If η(A) < ε then T(n)I(x^(A)) 0 B o for some n.
This condition is enough for if /(^(A)) e H then rj(A) is finite and by 2 contains only finitely many sets in H.
For every set σ i T(n)I(σ t ) is in H hence is either I{σ t ) or is disjoint to I(a t ).
Ler £?! be the union of all the σ { for which
Let Ω 2 be the union of all the sets σ i such that
In this case
If μ is finite then Ω λ = Ω. 
THEOREM 3. Let A be a Borel set such that x^(A) c σ { for some i. If σ i c Ω x and T(n)I{Oi)
= I(σ { ) then U(m, A) -U(A) = Σ // σ t c Ω 2 then U(A) = 0 Proof. If T{n)I{σ τ ) = I{σ % ) then U(A) ^ U(0, A) g On the other hand if I(σ) ^ T(d)I{σ % ) then Σ d=0 lim(T(kn = μiσ,)- 1 μ(Xo\A)) μ(σ) > 0 .
But £7(A) is a characteristic function therefore the above equation implies that U(A) ^ T(d)I( σi ). Thus

If (T(n)I(σi) f I(σ { ))
= 0 for all n, then Z7(w, A) is disjoint to Γίmjifao" 1^) ) m < n. Thus ?7(A) is disjoint to T(m)I{x~AA)) for all m and therefore C/(A) = 0.
COROLLARY. In the first case studied above μ({x n e A for some n) Π x 0 e B) " K( χ n e A infinitely often) Π ^0 e B) .
Iw ί/^e second case μ((x n £ A infinitely often) n # 0 e JB) = 0 .
REMARKS. Let a Markov chain be defined by the matrix (P { 3 ) P iΛ+1 -1 P u = 0 if j Φ i + 1, -co < i,j < co. Then if ^(x. = i) = 1 β can be chosen as the union of countably many atoms. In this case H = L 2 (Ω) and Ω -β 2 . Let {P i3 ) be the matrix of a free random walk (See K. L. Chung Markov Chains p. 23) and again μ(x n = i) -1 -oo < i < co. In this case for every i and j there is a sufficiently large n such that μ(oc n = i Π ^0 = i) = P™ > 0. Thus each set α; 0 = i is neither in β x nor in Ω 2 and β = Ω 3 .
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