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Der zunehmende Kostendruck in der Industrie zwingt die Unternehmen, jegliche Art
von Prozessen, sei es beispielsweise der Herstellungsprozess eines Produkts oder ein
logistischer Lagerverwaltungs-Prozess, effizient zu gestalten. Ein Potential zur Ef-
fizienzsteigerung bildet die Prozessautomatisierung. Dabei bezeichnet Automatisie-
rung bzw. Automatisieren nach DIN IEC 60050-351, ehemals nach DIN V 19233, die
”
Ausru¨stung einer Einrichtung, so dass sie ganz oder teilweise ohne Mitwirkung des
Menschen bestimmungsgema¨ß arbeitet. . .“ (Deutsches Institut fu¨r Normung e. V.
(DIN) 2006).
Grenzen der Automatisierung entstehen bei Arbeitsabla¨ufen, die eine gewisse Flexi-
bilita¨t erfordern, wie beispielsweise bei einem Prozess in einer sich sta¨ndig a¨ndernden
Umgebung mit Personen oder anderen bewegten Hindernissen. In diesen Fa¨llen ist
eine Automatisierung schwierig zu realisieren und erfordert eine komplexe und teu-
re Umwelterfassungs-Sensorik und Steuerungstechnik, um Kollisionen zu vermeiden
und damit fu¨r die Sicherheit aller beteiligten Personen in unmittelbarer Na¨he zu
sorgen.
Ist ein Prozess vollautomatisiert aufgrund des hohen technischen Aufwands auch
wirtschaftlich nicht realisierbar, bieten Assistenzsysteme zumindest die Mo¨glichkeit,
Arbeitsabla¨ufe zu optimieren. Im Allgemeinen erleichtern Assistenzsysteme also dem
Menschen seine Handlungen, geben ihm Komfort und Sicherheit und ermo¨glichen
einen effizienteren Arbeitsablauf. Dabei wird dem Assistenzsystem, in der Regel also
der Maschine, nicht die volle Verantwortung u¨ber den Prozessablauf u¨bertragen.
Stattdessen unterstu¨tzt es den Menschen bei seinen Arbeitsvorga¨ngen. Dies trifft
z. B. auf komplexe Entscheidungsprozesse mit Hilfe visueller Feedbacks ebenso zu
wie auf die Handhabung schwerer Lasten mit einem Roboter.
1.2 Problemstellung
Ein Beispiel fu¨r die wirtschaftlich erfolgreiche Automatisierung sind automatische
Kleinteilelager (AKL, engl. automated storage/retrieval system, ASRS) in einem lo-
gistischen Unternehmen. Von einem U¨bergabe- bzw. Entnahmeort der Ware, dem
Kommissionierplatz, wird diese, ha¨ufig u¨ber eine Fo¨rderanlage, an ein Regalbedien-
gera¨t und zuru¨ck befo¨rdert. Das Regalbediengera¨t (engl. rack feeder) u¨bernimmt
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dabei den eigentlichen Ein- und Auslagerungsprozess der Ware in ein bzw. von ei-
nem Regal. Ein Lagerverwaltungssystem (LVS, engl. warehouse management system,
WMS) fu¨hrt Buch sowohl u¨ber den Warenversand und -eingang als auch u¨ber den
Lagerungsort der Waren in den einzelnen Regalfa¨chern.
Das Regalbediengera¨t eines konventionellen AKL stellt mit dem automatischen Ein-
und Auslagern der Ware einen effizienten Prozess dar. Jedoch sto¨ßt es wegen seiner
konstruktiven Struktur – Waren bis 50 kg erfordern ein etwa 2 t schweres Regalbe-
diengera¨t – an seine technischen Grenzen, wenn ku¨rzere Spielzeiten beim Ein- und
Auslagern erforderlich sind. Eine effektive Leistungssteigerung kann durch eine seil-
basierte Stewart-Gough-Plattform erzielt werden (siehe Bruckmann u. a. 2012).
Die Bedienung von Autobetonpumpen stellt ein potentielles Beispiel eines Assistenz-
systems dar, siehe Abb. 1.1. Die u¨ber 60m langen, zumeist redundant ausgelegten
Abbildung 1.1: Autobetonpumpe im Einsatz.
Großmanipulatoren fo¨rdern mit Hilfe einer Betonpumpe den Frischbeton (bevor er
zu Festbeton wird) durch an den Auslegerarmen angebrachte Fo¨rderleitungen bis
zum Endeffektor. Dort wird er schließlich durch einen am Endeffektor montierten
Endschlauch ausgegossen, um das Geba¨ude zu betonieren. Wa¨hrend ein Teil der
Arbeiter den Endschlauch fu¨hrt – der Maschinist der Autobetonpumpe fu¨hrt die
Auslegerarme in der Regel nach – ku¨mmern sich andere um das Ebnen des Beton-
bodens.
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Ein vollautomatischer Prozess des Betonpumpens erweist sich hier als schwierig und
erfordert eine aufwa¨ndige und robuste Umgebungssensorik, um potentielle Hinder-
nisse, ob starr oder bewegt, wie Geba¨udeteile, Stromleitungen, Ausleger anderer
Maschinen und das Baustellenpersonal detektieren zu ko¨nnen1. Aus diesem Grun-
de erweist sich eine teilautomatische Umsetzung des Betonpumpens als sinnvoller,
bei der der Maschinist beim (Nach-)Fu¨hren der Auslegerarme durch ein Assistenz-
system unterstu¨tzt wird, wie beispielsweise eine benutzerfreundliche, also intuitive
Bedienung des Manipulators.
Das eingangs erwa¨hnte, automatische Regalbediengera¨t, welches zur Effizienzstei-
gerung durch eine seilbasierte Stewart-Gough-Plattform (SGP) realisiert werden
kann und die Autobetonpumpe als Teil eines Assistenzsystems erfordern fu¨r die
Voll- und Teilautomatisierung zuna¨chst unterschiedliche Herangehensweisen, da sie
auf den ersten Blick schon aufgrund der mechanischen Struktur – die seilbasierte
SGP als paralleles, redundantes Robotersystem und die Autobetonpumpe als seri-
eller redundanter Manipulator – nichts gemeinsam haben.
Dabei zeigen gerade die Arbeiten von Gosselin und Lallemand (2001) und Kock
(2001), dass zwischen seriellen und parallelen redundanten (und nicht-redundanten)
Robotern eine Gemeinsamkeit, die so genannte Dualita¨t herrscht. Grundlegende
Fragestellungen aus beiden Systemen – inverse Kinematik bei den seriellen Mani-
pulatoren und Kraftberechnung bei den parallelen Robotern –, die fu¨r eine Voll-
und Teilautomatisierung, konkret also fu¨r modellbasierte Regelungskonzepte von
Bedeutung sind, ko¨nnen mit einer gemeinsamen Methodik gelo¨st werden.
1.2.1 Inverse Kinematik serieller, redundanter Manipulatoren
Wie eingangs erwa¨hnt, ist die inverse Kinematik serieller, nicht-redundanter und
redundanter Manipulatoren eine grundlegende Fragestellung aus dem Bereich der
Robotik und soll in diesem Abschnitt kurz erla¨utert werden2. Ausgangspunkt ist
die Vorwa¨rtskinematik der seriellen Manipulatoren. Diese ist von Interesse, da sich
daraus unter Vorgabe der Gelenkkoordinaten – im Prinzip also den Antrieben des
Manipulators – die Position und Orientierung des Endeffektors bzw. des Werkzeugs
bestimmen la¨sst. Mathematisch handelt es sich bei der Vorwa¨rtskinematik um eine
1Ansa¨tze dazu finden sich beispielsweise in Komainda und Hiller (1999a, b); Schneider und
Hiller (1995a, b)
2Kinematik ist ein Teilgebiet der Mechanik und beschreibt die Bewegung von Ko¨rpern ohne
dabei die Ursache der Bewegung, also die Kra¨fte, zu beru¨cksichtigen. Grundlagen zur Kinematik
finden sich beispielsweise in Schramm u. a. (2010a).
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im Allgemeinen nicht-lineare Abbildung aus dem Raum der Gelenkkoordinaten in
den Raum der Endeffektor-Koordinaten gema¨ß
x = f(q), (1.1)
wobei f : Rn → Rm die vektorwertige, nicht-lineare Abbildung der Vorwa¨rtskine-
matik ist und x ∈ Rm und q ∈ Rn die Vektoren der Endeffektor- bzw. Gelenkko-
ordinaten. Die skalaren Gro¨ßen m und n sind dabei die Anzahl der Freiheitsgrade
des Endeffektors bzw. der Gelenkkoordinaten mit m ≤ n. Bekanntermaßen ist die
Herleitung der Vorwa¨rtskinematik, also der Abbildung f fu¨r serielle Manipulato-
ren trivial, in dem Sinne, dass eine eindeutige Lo¨sung existiert. Ein schematisches
Aufstellen der Vorwa¨rtskinematik la¨sst sich beispielsweise mit Hilfe der Denavit-
Hartenberg-Parameter realisieren (Spong u. a. 2006; Denavit und Hartenberg
1955).
Die inverse Kinematik la¨sst sich formal aus der Vorwa¨rtskinematik gema¨ß
q = f−1(x) (1.2)
ableiten, wobei f−1 : Rm → Rn die inverse Abbildung bzw. die Umkehrfunktion
der Vorwa¨rtskinematik darstellt. Bei Kenntnis der inversen Kinematik ist es also
mo¨glich, unter Vorgabe der Endeffektor-Koordinaten x die Gelenkkoordinaten q zu
bestimmen. Im Allgemeinen ist die inverse Kinematik jedoch nicht einfach zu be-
stimmen, insbesondere bei redundanten Manipulatoren3 mit m < n, deren inverse
Kinematik unendlich viele Lo¨sungen entha¨lt. Theoretisch existieren bei Vorgabe ei-
nes bestimmten Vektors von Endeffektor-Koordinaten unendlich viele Mo¨glichkeiten
bei der Wahl entsprechender Gelenkkoordinaten-Vektoren. In Abb. 1.2 wird an-
hand eines einfachen Beispiels die Problematik dargestellt. Darin sind drei von un-
endlich vielen Lo¨sungen der inversen Kinematik fu¨r eine bestimmte Endeffektor-
Position eines ebenen, seriellen 3-Freiheitsgrade Manipulators abgebildet. Der Vek-
tor der Gelenkkoordinaten lautet entsprechend q = [q1, q2, q3]
⊤ ∈ R3, der Vektor der
Endeffektor-Koordinaten x = [y, z]⊤ ∈ R2.
Aus praktischer bzw. technischer Sicht la¨sst sich der Lo¨sungsraum dadurch ein-
schra¨nken, dass sich die Gelenke aufgrund der mechanischen Endlagen nur in einem
begrenzten Bereich bewegen ko¨nnen. Des Weiteren sind die Leistungen der An-
triebe begrenzt, so dass limitierte Gelenkgeschwindigkeiten und -beschleunigungen
beru¨cksichtigt werden mu¨ssen. Eine Verletzung der eben erwa¨hnten Restriktionen
wu¨rde im besten Fall den Verschleiß der Komponenten fo¨rdern und im schlimmsten
Fall den Manipulator zersto¨ren.











Abbildung 1.2: Drei von unendlich vielen Lo¨sungen der inversen Kinematik fu¨r eine
bestimmte Endeffektor-Position am Beispiel eines planaren, seriellen
3-Freiheitsgrade Manipulators mit q = [q1, q2, q3]
⊤ ∈ R3 und x =
[y, z]⊤ ∈ R2, m = 2, n = 3.
Es bleibt die Frage bestehen, welche der vielen Lo¨sungen nun konkret gewa¨hlt wer-











Abbildung 1.3: Inverse Kinematik fu¨r eine vordefinierte oder kommandierte Bahn-
bewegung.
typische Aufgabe des Manipulators besteht darin, den Endeffektor entlang einer vor-
definierten oder kommandierten Bahn zu bewegen, die durch Bahnpunkte A, B, C
usw. definiert ist. Sei nun Stellung 1© die Ausgangskonfiguration, also die eindeutige
Ist-Konfiguration des Manipulators (dunkel unterlegt), dessen Endeffektor in Punkt
A liegt. Theoretisch ergeben sich bei der Berechnung der inversen Kinematik fu¨r den
na¨chsten Bahnpunkt B unendlich viele Konfigurationen, von denen Stellung 2© und
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3© beispielhaft dargestellt sind (weiß und grau unterlegt). Unter Beru¨cksichtigung,
dass die Zeit zwischen A und B sehr kurz ist, wa¨re Stellung 3© im na¨chsten Mo-
ment nur dann realisierbar, wenn sich die Gelenke sehr schnell bewegen ko¨nnten,
sprich sehr große Antriebsleistungen zur Verfu¨gung stu¨nden. Des Weiteren wu¨rde
diese Bewegung viel Bewegungsenergie kosten. Sinnvoller wa¨re Stellung 2©, bei der
die Gelenke sich nur minimal bewegen mu¨ssen, um Endeffektor-Position B zu er-
reichen. Dieser Gedanke bildet nun die Basis fu¨r eine konkrete Lo¨sung der inversen
Kinematik und muss in eine entsprechende mathematische Form u¨bertragen werden.
1.2.2 Kraftberechnung bei parallelen Seilrobotern
Parallele Roboter haben gegenu¨ber den seriellen Robotern den Vorteil, dass der End-
effektor aufgrund der ho¨heren Steifigkeit genauer positioniert und eine gu¨nstigere
Lastverteilung erreicht werden kann. Die Stewart-Gough-Plattform ist ein klas-
sisches Beispiel eines parallelen Roboters, hat jedoch den Nachteil, dass sie gegenu¨ber
einem seriellen Roboter mit gleichem Bauvolumen einen kleineren Arbeitsraum auf-
weist. Der Austausch der verwendeten Linearaktuatoren (in der Regel Hydraulikzy-
linder) durch Seile, die u¨ber Seilwinden ein- bzw. aufgewickelt werden, kompensiert
diesen Nachteil, wodurch andere Eigenschaften zum Vorschein treten (Bruckmann
u. a. 2013). Ein nicht zu vernachla¨ssigender Punkt ist die unilaterale Eigenschaft
des Seils, d. h. das Seil kann nur Zugkra¨fte aufnehmen. Da lose Seile im System ver-
mieden werden mu¨ssen4 und eine gewisse Verspannung im System herrschen sollte,
mu¨ssen die Seile stets vorgespannt werden, mit Zugkra¨ften gro¨ßer als Null. Dieser
Punkt weist darauf hin, dass eine rein kinematische Betrachtung des Systems nicht
ausreicht, sondern dessen Kraft- und Momentenverha¨ltnisse, sprich die Statik bzw.
Dynamik des Seilroboters, beru¨cksichtigt werden mu¨ssen. Aufgrund der unilatera-
len Seileigenschaft sind zudem mindestens n = m + 1 Seile notwendig, wenn m die
Endeffektor-Freiheitsgrade sind und n die Anzahl der Seile (Ming und Higuchi 1994).
Das folgende Beispiel zeigt einen ebenen Seilroboter mit punktfo¨rmiger Plattform
und zwei Endeffektor-Freiheitsgraden, welcher von drei Seilen angetrieben wird (m =
2, n = 3) und sich im Schwerefeld der Erde befindet, siehe Abb. 1.4, links. Es stellt
sich nun die Frage, mit welchen Kra¨ften F1, F2, F3 die drei Seile ziehen mu¨ssen,
um den Massenpunkt in der dargestellten Position – unter Beru¨cksichtigung der
Schwerkraft – zu halten (Abb. 1.4, rechts). Dies la¨sst sich mit der Statik des Robo-
ters aus dem Kra¨ftegleichgewicht der Mechanik beschreiben und kann hier auch











Abbildung 1.4: Links: Ebener, punktfo¨rmiger Seilroboter mit zwei Endeffektor-
Freiheitsgraden und drei masselosen Seilen (m = 2, n = 3) im Schwe-
refeld der Erde mit FG der Gewichtskraft des Massenpunkts. Rechts:
Freischnitt des Massenpunkts.
geometrisch bzw. graphisch mit Hilfe des Kra¨ftepolygons ermittelt werden. Das
Kra¨ftegleichgewicht entspricht dabei einem geschlossenen Polygonzug. Aufgrund der
punktfo¨rmigen Plattform fa¨llt in diesem Beispiel das Momentengleichgewicht aus.




















Abbildung 1.5: Kra¨fte-Polygone der Statik des ebenen, punktfo¨rmigen Seilroboters.
Polygonzu¨ge, sprich unendlich viele Seilkraftverteilungen existieren, wovon einige
dargestellt sind: die Polygonzu¨ge
• 1© FG → F 1 → F 3 → F 2,
• 2© FG → F˜1 → F˜2, F˜3 = 0,
• 3© FG → F1 → F2 → F3,
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• 4© FG → F ′1 → F ′2 → F ′3 und
• 5© FG → F ′′1 → F ′′2 → F ′′3 .
Ausgehend von der Gewichtskraft FG ist Ihnen allen gemeinsam, dass die Wirkungs-
linien der entsprechenden Seilkra¨fte stets parallel, jedoch deren La¨nge, also die Kraft-
betra¨ge voneinander verschieden sind. Aufgrund der unilateralen Seileigenschaft und
unter der Beru¨cksichtigung dass (positive) Zugkra¨fte gema¨ß Abb. 1.4, rechts definiert
sind, ist Polygonzug 1© ungu¨ltig, da sowohl F 1, F 2 und F 3 negative Kraftbetra¨ge
haben. Polygonzug 2© wa¨re ein Grenzfall, da zwar F˜1 und F˜2 positiv sind, jedoch
F˜3 = 0, und somit aus praktikabler Sicht nicht empfehlenswert ist. Letztendlich sind
die Polygonzu¨ge 3©, 4© und 5© gu¨ltige Kandidaten und alle anderen nicht einge-
zeichneten mit positiven Kraftbetra¨gen. Bleibt zum Schluss die Frage, welche als
sinnvolle Lo¨sung – sei es beispielsweise in Bezug auf die innere Verspannung des Ro-
boters oder Energieaufwand5 – in Frage kommt. Des Weiteren wird ersichtlich, dass
bei Seilrobotern mit gro¨ßerer Anzahl an Endeffektor-Freiheitsgraden und mehr Sei-
lenatrieben eine graphische Lo¨sung, wie sie oben fu¨r das einfache Beispiel eingefu¨hrt
wird, nicht mehr mo¨glich ist.
1.3 Literaturu¨bersicht
Der folgende Abschnitt gibt eine U¨bersicht u¨ber die Literatur serieller und paralleler
redundanter Roboter wider, wobei ein Augenmerk auf den aktuellen Forschungs-
stand zur Lo¨sung der inversen Kinematik serieller, redundanter Roboter einerseits
und Berechnung der Seilkraftverteilung seilbasierter Stewart-Gough-Plattformen
andererseits gerichtet wird.
1.3.1 Serielle, redundante Roboter
Der Sonderforschungsbereich 291
”
Elastische Handhabungssysteme fu¨r schwere Las-
ten in komplexen Operationsbereichen“ befasste sich in einem Zeitraum von sieben
Jahren (1996 bis 2003) mit der Erforschung von Großmanipulatoren, wie beispiels-
weise Autobetonpumpen und mobilen Hubarbeitsbu¨hnen mit großen Reichweiten. In
der Folge sind zahlreiche Arbeiten erschienen, die sich mit der Modellbildung, Simu-
lation, Bahnplanung, Regelung und Konstruktion dieser mechatronischen Systeme
befassen. Im Rahmen dieses Forschungsbereichs werden in Komainda (2003) und
5Hohe Seilkraftniveaus erfordern hohen Energieverbrauch!
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Schneider (1999) unter anderem Methoden zur Lo¨sung der inversen Kinematik vor-
gestellt durch Linearisierung der hochgradig nichtlinearen Vorwa¨rtskinematik des
Endeffektors und Invertierung der Jacobi-Matrix. Technische Endanschla¨ge und
maximale Geschwindigkeiten der Gelenke werden gema¨ß des Ansatzes von Khatib
(1985) durch Einfu¨hrung ku¨nstlicher Potential- und dissipativer Kra¨fte eingehalten.
Schlemmer (2000) lo¨st die kinematische Redundanz mit einer SQP-Ru¨ckwa¨rtski-
nematik (engl. sequential quadratic programming). Er formuliert das Problem als
ein nichtlineares Programm mit quadratischer Zielfunktion unter Beru¨cksichtigung
der nichtlinearen Gleichungs-Nebenbedingungen der Vorwa¨rtskinematik. Des Wei-
teren werden gera¨tetechnische Beschra¨nkungen wie beispielsweise Gelenkendlagen
und maximale Geschwindigkeiten in Form von einfachen linearen Ungleichungen
beru¨cksichtigt. Unter der Voraussetzung, dass die zu optimierenden, nichtlinearen
Gu¨tekriterien zweimal stetig differenzierbar sind, besteht die Strategie der SQP-
Methode darin, sukzessiv beschra¨nkte quadratische Teilprobleme zu lo¨sen. Eine Be-
sonderheit der SQP-Ru¨cwa¨rtskinematik ist die Einfu¨hrung der sogenannten affinen
Manipulierbarkeit. Diese zu maximierende Gro¨ße gibt an, in welchem Maße eine
kommandierte Endeffektor-Bewegung unter Beru¨cksichtigung der technischen Be-
schra¨nkungen realisiert werden kann. Dieses Maß findet sich auch in Abdel-Rahman
(1991), wobei er es als zu maximierenden Betrag der Endeffektor-Geschwindigkeit
interpretiert. Darin formuliert er die inverse Kinematik sowohl als ein lineares als
auch quadratisches Optimierungsproblem. Der Ansatz, die inverse Kinematik als ein
quadratisches Programm zu formulieren, findet sich unter anderem auch in Cheng
u. a. (1992, 1993, 1994).
In Schreiber (2004) wird das inverse Problem durch sukzessives Lo¨sen von
”
linear
least squares“-Teilproblemen (dt. Methode der kleinsten Quadrate) bestimmt. Da-
bei besteht jedes einzelne Teilproblem aus den linearisierten Gleichungs-Nebenbe-
dingungen der Vorwa¨rtskinematik und linearen Ungleichungen der gera¨tetechnischen
Beschra¨nkungen (siehe dazu Schlemmer 2000). Minimiert werden sowohl die Eu-
klidische Norm (2-Norm) des Gelenkwinkelversatzes als auch die des Fehlers zwi-
schen der linearisierten Vorwa¨rtskinematik und der geforderten Endeffektor-Pose.
Durch das sukzessive Lo¨sen der linearen Teilprobleme kann die exakte nichtlineare
Lo¨sung beliebig genau approximiert werden.
Im Gegensatz zu Schreiber (2004) minimieren Ho u. a. (2005) die Betragssummen-
norm (1-Norm) des Gelenkwinkelversatzes und erhalten damit die Formulierung
der inversen Kinematik als lineares Programm (LPIK, linear programming inverse
kinematics). Allerdings wird hier das lineare Programm nicht als Teilproblem eines
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sukzessiven Lo¨sungsansatzes angewendet, um – wie bei Schreiber (2004) – den durch
die linearisierte Vorwa¨rtskinematik entstehenden Fehler zu kompensieren.
Alternativ stellen Chiacchio und Siciliano (1989) ein iteratives Verfahren vor, mit
dem die inverse Kinematik mit Hilfe der transponierten Jacobi-Matrix gelo¨st wird
anstatt mit deren (Pseudo-)Inverse. Der rechnerische Aufwand einer Iteration ist
hierbei gering, da lediglich die Jacobi-Matrix transponiert werden muss. Des Wei-
teren existieren bei diesem Verfahren keine singula¨ren Konfigurationen. Der Nach-
teil dieses Verfahrens liegt in den schlechteren Konvergenzeigenschaften gegenu¨ber
den Verfahren mittels Pseudoinversen der Jacobi-Matrix. Das u. a. (1988) schla-
gen daher ein hybrides Verfahren vor, welches die Vorteile sowohl der Jacobi-
Transponierten als auch ihrer Pseudoinversen kombiniert.
Ein interessanter Ansatz liefert die Lo¨sung der inversen Kinematik mit dem CCD-
Algorithmus (engl. Cyclic-Coordinate descent algorithm), siehe z. B. Wang und Chen
(1991); Welman (1993). Dabei handelt es sich um ein iteratives Verfahren, bei dem
mit Hilfe von Jacobi- bzw.Gauss-Seidel-Iterationen die gewu¨nschte Endeffektor-
Position angena¨hert wird. Ein Vorteil dieses Iterations-Verfahrens ist die Robustheit
gegen singula¨re Konfigurationen. Allerdings kann die Lo¨sung zu sprunghaften Be-
wegungen fu¨hren (Baxter 2000).
1.3.2 Parallele, redundante Roboter
Borgstrom u. a. (2009) formulieren das Problem der optimalen Seilkraftverteilung
als lineares Programm. Die Lo¨sung des linearen Optimierungsproblems wird mit der
Active-Set-Methode ermittelt. Eine gu¨ltige Startlo¨sung wird durch die Einfu¨hrung
einer Schlupfvariablen bestimmt, womit das Problem in einer Phase gelo¨st werden
kann6. Borgstrom u. a. (2009) zeigen auch, dass aufgrund des linearen Program-
mansatzes keine glatten und kontinuierlichen Lo¨sungstrajektorien im Raum der ver-
allgemeinerten Gelenkkoordinaten mo¨glich sind, diese Unstetigkeiten allerdings bei
ihren Ergebnissen nicht auftreten.
Die
”
optimale“ Seilkraftverteilung in Mikelsons u. a. (2008) liegt im Schwerpunkt
des konvexen Polyeders aller gu¨ltigen Seilkraftverteilungen und ist somit eine
”
siche-
re“ Lo¨sung, da sie weit vom Rand des gu¨ltigen Bereichs entfernt ist. Dabei zeigen
Mikelsons u. a. (2008), dass diese Punkte kontinuierliche Lo¨sungstrajektorien liefern.
Allerdings setzt diese Methode die Kenntnis aller Eckpunkte des konvexen Polyeders
6Vergleiche die Initialisierungsmethode zur Suche einer gu¨ltigen Startlo¨sung beim Medium-Scale
Active-Set Algorithmus in quadprog aus der Optimization ToolboxTM von MatlabTM(The
Mathworks a).
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voraus (siehe Bruckmann 2010). Die Berechnung aller Eckpunkte nimmt dabei mit
zunehmender Anzahl der Redundanz exponentiell (Nocedal und Wright 2006) zu.
Im Beitrag von Nahon und Angeles (1992) wird die Kraftberechnung mit einem
quadratischen Progammierungsansatz gelo¨st, wobei der duale Active-Set Algorith-
mus von Goldfarb-Idnani (siehe auch Goldfarb und Idnani 1983; Boland 1996;




1.4 Ziel und Inhalt der Arbeit
Ziel des vorliegenden Beitrags ist die Entwicklung eines neuen Algorithmus, der,
basierend auf der Big-M -Methode von Nocedal und Wright (2006) fu¨r konvexe qua-
dratische Programme, die im vorigen Abschnitt erwa¨hnte inverse Kinematik und
Seilkraftverteilung fu¨r Echtzeit-Anwendungen effizient berechnet. Dieser weiterent-
wickelte Algorithmus kompensiert dabei nachteilige Effekte, wie die numerische In-
stabilita¨t des Verfahrens aufgrund des sehr großen Big-M -Wertes. Die Herleitung
des Algorithmus wird in Kapitel 3 eingehend behandelt.
Grundlage fu¨r die gemeinsame Methodik, die inverse Kinematik und Seilkraftver-
teilung mit dem selben Algorithmus zu lo¨sen, liefert der duale Zusammenhang zwi-
schen seriellen und parallelen Robotern. Aus diesem Grund wird vorab in Kapi-
tel 2 der Dualita¨tsbegriff erla¨utert. Daneben werden die Definition der Redundanz
und die Grundlagen der nichtlinearen Programmierung vorgestellt, die beide fu¨r das
Versta¨ndnis des dritten Kapitels dienen.
In Kapitel 4 wird der Algorithmus auf die inverse Kinematik eines redundanten
Großmanipulators angewendet, nachdem die Modellbildung und Simulation des Ma-
nipulators erfolgt ist. In diesem Kapitel werden auch spezielle Problemstellungen,
wie die Lo¨sung der typisch fu¨r Autobetonpumpen eingesetzten Umlenkmechanismen
und ein Konzept zur einfachen, jedoch echtzeitfa¨higen Kompensation der Armelas-
tizita¨ten pra¨sentiert.
Im darauf folgenden Kapitel 5 wird ein Regalbediengera¨t auf Basis der Stewart-
Gough-Plattform vorgestellt. Angefangen mit der Modellbildung seilbasierter Pa-
rallelroboter wird daraufhin der Algorithmus auf ein parametriertes Regalbedien-
gera¨t angewendet. Die Seilkraftberechnung bildet dann die Grundlage fu¨r eine Off-
line-Arbeitsraumberechnung und ermo¨glicht die Abscha¨tzung und Auslegung der er-
forderlichen Motor-Antriebsleistungen des Roboters. Darauf zielt die abschließende
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optimale Steuerungsstrategie auf eine Erzeugung optimaler Bahnen und Trajektori-
en fu¨r den Spezialfall des vorliegenden Regalbediengera¨ts.
Das abschließende Kapitel 6 diskutiert die wesentlichen Aspekte dieses Beitrags und
fasst die Ergebnisse zusammen.
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2 Grundlagen
In diesem Abschnitt werden die Begriffe Dualita¨t und Redundanz in einem kur-
zen U¨berblick erla¨utert, da in Kock (2001) sowohl der Dualita¨tsbegriff als auch
die Redundanz bezogen auf serielle und parallele Roboterkinematiken eingehend
erla¨utert wird. Beide Begriffe sowie die im Anschluss daran vorgestellten Grundla-
gen der nichtlinearen Optimierung bilden die Rahmenbedingungen zum Versta¨ndnis
der darauf folgenden Kapitel.
2.1 Dualita¨t
Der Dualita¨tsbegriff wird in diesem Abschnitt im Zusammenhang mit seriellen und
parallelen Robotern verwendet1. Eingehende Erla¨uterungen zum Dualita¨tsbegriff
liefern neben Kock (2001) auch Gosselin und Lallemand (2001).
Bekanntlich la¨sst sich die Vorwa¨rtskinematik des Endeffektors von seriellen Mani-
pulatoren auf Geschwindigkeitsebene folgendermaßen formulieren (z. B. Schneider
1999; Komainda 2003; Kock 2001):
x˙ = J q˙, J ∈ Rn×m, m ≥ n, (2.1)
wobei x˙ und q˙ die Geschwindigkeitsvektoren der Endeffektor- bzw. Gelenkkoordi-
naten entsprechender Dimension sind und J die Jacobi-Matrix des Endeffektors.
Die inverse Statik liefert gema¨ß Komainda (2003)
f = −J⊤w, (2.2)
mit den verallgemeinerten Gelenkkra¨ften f und den externen Kra¨ften und Momen-
ten w entsprechender Dimension.
Im Gegensatz dazu lautet die Statik paralleler Roboter, hier speziell die Statik eines
seilgetriebenen Roboters
w = −A⊤ f , A ∈ Rm×n, m ≥ n, (2.3)
mit der Strukturmatrix A und den Seilkra¨ften f . Dagegen gilt fu¨r die inverse Ki-
nematik des parallelen Seilroboters auf Geschwindigkeitsebene gema¨ß Kock (2001)
l˙ = Ax˙ (2.4)
1Dualita¨t gibt es auch im Zusammenhang mit Optimierungsaufgaben, welche jedoch spa¨ter im
Abschnitt 3.3 u¨ber quadratische Programme erla¨utert wird.
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wobei l˙ der Vektor der La¨ngena¨nderung der einzelnen Seile ist.
Laut Kock (2001) la¨sst sich der duale Zusammenhang zwischen seriellen und paral-
lelen Kinematiken gema¨ß Abb. 2.1 darstellen. Daraus la¨sst sich ableiten, dass Me-
dual
dual dual





x˙ = J q˙
f = −J⊤w
w = −A⊤ f
l˙ = Ax˙
Abbildung 2.1: Duale Zusammenha¨nge nach Kock (2001).
thoden fu¨r serielle Roboter auf parallele Roboter u¨bertragen werden ko¨nnen und
umgekehrt.
2.2 Redundanz
Die Definition von Redundanz findet sich auch in Conkur und Buckingham (1997)
sowie Merlet (2006). Danach unterscheidet man drei Arten der Redundanz (vgl.
auch Kock 2001, Kap. 2.5):
• Sensorredundanz: Ein Roboter ist sensorredundant, wenn er mit mehr Sensoren
ausgestattet wird als erforderlich, um ihn zu steuern und seine Kinematik zu
lo¨sen.
• Aufgabenredundanz: Hat ein Roboter mehr kartesische Endeffektor-Freiheits-
grade als erforderlich, um eine ihm vorgegebene Aufgabe zu erfu¨llen, ist er
aufgabenredundant ausgelegt.
• Mechanische Redundanz: Sie la¨sst sich unterteilen in kinematische Redun-
danz und Antriebsredundanz, bei der einem Roboter mehr Antriebe zur Ver-
fu¨gung gestellt werden als sein Endeffektor an Bewegungsfreiheitsgraden hat.
◦ Kinematische Redundanz: Die zusa¨tzlichen Antriebe ermo¨glichen innere
Bewegungsfreiheitsgrade, ohne die Zahl der Endeffektor-Freiheitsgrade zu
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erho¨hen. Der Roboter ist kinematisch unbestimmt. Vergleiche dazu die
Beispiele in Abb. 1.2 und Abb. 1.3 aus Abschnitt 1.2.1.
◦ Antriebsredundanz: Die zusa¨tzlichen Antriebe ermo¨glichen innere Ver-
spannungen ohne die Zahl der Endeffektor-Freiheitsgrade zu erho¨hen. Der
Roboter ist statisch/dynamisch unbestimmt. Vergleiche dazu das Beispiel
aus Abschnitt 1.2.2 und den Bildern in Abb. 1.4 und Abb. 1.5.
Nach Kock (2001) la¨sst sich der duale Zusammenhang und damit auch Abb. 2.1 fu¨r
mechanisch redundante Manipulatoren erweitern.
2.3 Nichtlineare Optimierungsprobleme
In diesem Abschnitt werden die Grundlagen nichtlinearer Optimierungsprobleme




u. d.N.2 gi(x) = 0, i ∈ G, (2.6)
hi(x) ≥ 0, i ∈ U, (2.7)
mit
f : Rn 7→ R stetige, reellwertige Zielfunktion,
G endliche Indexmenge von Gleichungs-Nebenbedingungen,
U endliche Indexmenge von Ungleichungs-Nebenbedingungen,
gi : R
n 7→ R Gleichungs-Nebenbedingung fu¨r i ∈ G,
hi : R
n 7→ R Ungleichungs-Nebenbedingung fu¨r i ∈ U,
x ∈ Rn Vektor der zu optimierenden Variablen.








mit den Lagrange-Multiplikatoren λi bezu¨glich der Gleichungs- und µi bezu¨glich
der Ungleichungs-Nebenbedingungen.
Eine Ungleichung hi(x) ≥ 0, i ∈ U ist aktiv, wenn hi(x) = 0 gilt und inaktiv,
wenn hi(x) > 0 ist. Damit la¨sst sich die aktive Indexmenge, oder im Folgenden auch
2im Folgenden die Abku¨rzung fu¨r unter den Nebenbedingungen
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kurz aktive Menge Â(x), bzw. Active-Set, definieren als die Vereinigungsmenge aller
Indizes der Gleichungs-Nebenbedingungen (da sie stets aktiv sind) und Indizes aller
aktiven Ungleichungs-Nebenbedingungen:
Â(x) = G ∪A(x), (2.9)
wobei
A(x) = {i ∈ U|hi(x) = 0} (2.10)
aus der aktiven Menge aller Indizes der Ungleichungs-Nebenbedingungen besteht.
Da Gleichungs-Nebenbedingungen stets aktiv sind, soll im Folgenden auch die aktive
Menge der Ungleichungen A(x) als aktive Menge bezeichnet werden.
Fu¨r ein lokales Optimum im Punkt x̂ = [x∗⊤,λ∗⊤,µ∗⊤]⊤ des obigen Optimierungs-
problems gelten die folgenden notwendigen, sogenannten Karush-Kuhn-Tucker-

















∗) ≥ 0, ∀i ∈ U (2.11c)
λ∗i ∈ R, ∀i ∈ G (2.11d)
µ∗i ≥ 0, ∀i ∈ U (2.11e)
λ∗i gi(x
∗) = 0, ∀i ∈ G (2.11f)
µ∗i hi(x
∗) = 0, ∀i ∈ U. (2.11g)
Die beiden letzten Ausdru¨cke sind die sogenannten Komplementa¨r-Bedingungen.
Besonders aus der letzten Komplementa¨r-Bedingung fu¨r Ungleichungen (2.11g) wird
ersichtlich, dass der Lagrange-Multiplikator µ∗i einer inaktiven Ungleichung mit
hi(x
∗) > 0 zwangsla¨ufig Null sein muss, d. h.
µ∗i = 0, ∀i ∈ U\A(x∗). (2.12)



























Eine umfassende Herleitung der KKT-Bedingungen mitsamt Beweisen findet sich
u. a. in Nocedal und Wright (1999); Luenberger und Ye (2008); Peressini u. a. (1988).
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3 Auflo¨sung der mechanischen Redundanz
Die Auflo¨sung der mechanischen, also kinematischen und Antriebsredundanz kann
im Allgemeinen mit der verallgemeinerten Inversen oder Penrose-Moore-Pseu-
doinversen gelo¨st werden. Diese la¨sst sich mit Hilfe eines quadratischen Programms
ohne Ungleichungs-Nebenbedingungen herleiten (siehe z. B. Kock 2001; Schneider
1999; Nocedal und Wright 2006). Die Verwendung der Pseudoinversen liefert also
eine Lo¨sung aus dem Raum der Redundanz, die einfach zu berechnen ist.
Technische Einschra¨nkungen des Roboters wie beispielsweise Gelenkendanschla¨ge
oder, im Fall des Seilroboters, positive Seilkra¨fte1 jedoch reduzieren den Raum auf
einen Bereich, ohne die Dimension der Redundanz zu vera¨ndern. Im Allgemeinen
wird die Lo¨sung aus der Pseudoinversen außerhalb des gu¨ltigen Bereichs sein, d. h.
die technischen Einschra¨nkungen verletzen und damit den Roboter im schlimmsten
Fall bescha¨digen. Aus diesem Grund ist die Einhaltung der technischen Begrenzun-
gen besonders wichtig, so dass diese, in Form von einfachen linearen Ungleichungen,
bei der Berechnung einer Lo¨sung beru¨cksichtigt werden mu¨ssen. Dies fu¨hrt letzt-
endlich auf quadratische Optimierungsprobleme unter Beru¨cksichtigung von Unglei-
chungen, die nun – auf Basis der im vorigen Abschnitt vorgestellten nichtlinearen
Optimierung – erla¨utert werden.
3.1 Einleitendes Beispiel anhand eines einfachen, parallelen
Seilroboters
Wie in der Einleitung in Abschnitt 1.2.2 zur Problematik der Seilkraftberechunng
von Seilrobotern bereits erwa¨hnt wurde, mu¨ssen die Seilkra¨fte aufgrund unilate-
raler Seileigenschaften stets positiv sein. Unter Umsta¨nden muss eine Mindestver-
spannung im System herrschen, d. h. minimal zula¨ssige, positive Seilkra¨fte sind zu
beru¨cksichtigen. Andererseits du¨rfen die Seilkra¨fte nicht zu groß sein, weil sonst die
zula¨ssigen Seilbruchlasten, also maximale Seilkra¨fte – unter Beru¨cksichtigung eines
skalaren Sicherheitsfaktors – u¨berschritten werden. Im gu¨ltigen Bereich der minima-
len und maximalen Seilkra¨fte ko¨nnen dann unter Beru¨cksichtigung der Statik bzw.
Dynamik des Seilroboters beliebige Seilkraftverteilungen (siehe Beispiel in Abb. 1.5)
gewa¨hlt werden. Aus praktischer Sicht hingegen ist die kleinste, also minimale Seil-
kraftverteilung zu bevorzugen, die sich innerhalb des Bereichs der zula¨ssigen Seil-
kra¨fte befindet, weil dadurch der Energieaufwand minimal wird. Zusammengefasst
1Seile ko¨nnen nur Zugkra¨fte u¨bertragen, siehe Abschnitt 5.
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sind drei Punkte bei der Suche nach der minimal zula¨ssigen Seilkraftverteilung zu
beru¨cksichtigen:
• minimal und maximal zula¨ssige Seilkra¨fte,
• Statik/Dynamik des Seilroboters,
• minimale Seilkraftverteilung.
Dieses Problem la¨sst sich nun mit Hilfe eines mathematischen Optimierungspro-





f⊤ f , (3.1a)
u. d.N. A⊤ f = −w, (3.1b)
fmin ≤ f ≤ fmax, (3.1c)
wobei f ∈ Rn der Vektor der n Seilkra¨fte ist, w ∈ Rm der Vektor der eingepra¨gten
Kra¨fte, wie beispielsweise der Gewichtskraft der Plattform, fmin,fmax ∈ Rn die
zula¨ssigen minimalen und maximalen Seilkra¨fte und m die Anzahl der Endeffektor-
Freiheitsgrade3. Die Matrix A⊤ ∈ Rm×n ist die sogenannte Strukturmatrix, ein
auf der Geometrie des Seilroboters basierendes Konstrukt, dessen Herleitung in Ab-
schnitt 5 erkla¨rt wird. Wa¨hrend Gl. (3.1b) die Statik des Seilroboters4 charakterisiert
und Gl. (3.1c) den zula¨ssigen Bereich der Seilkra¨fte einschra¨nkt, fu¨hrt die Minimie-
rung der Zielfunktion Z(f) zur Lo¨sung der minimalen Seilkraftverteilung im Sinne
der quadratischen Optimierung.
Dieses Optimierungsproblem soll anhand des Beispiels eines einfachen Seilroboters
erla¨utert werden (Abb. 3.1, links). Dabei handelt es sich um einen ebenen, im Schwe-
refeld der Erde befindlichen Seilroboter, dessen Plattform einen Freiheitsgrad ent-
lang der x-Achse hat (m = 1) und von zwei Seilen (n = 2) verspannt wird. Aus
dem Freischnitt der Plattform (Abb. 3.1, rechts) la¨sst sich das Kra¨ftegleichgewicht
in x-Richtung zu
f1 − f2 − FG = 0 (3.2)
2Die Bezeichnung wird im kommenden Abschnitt noch erla¨utert.
3Ungleichungen von Vektoren werden hier und im Laufe der gesamten Arbeit komponentenweise
verstanden.
4La¨sst sich auf die Dynamik entsprechend erweitern!








Abbildung 3.1: Links: Einfaches Beispiel eines ebenen, von zwei Seilen verspannten
Seilroboters im Schwerefeld der Erde mit einem Freiheitsgrad entlang
der x-Achse (n = 2,m = 1). Rechts: Freischnitt der punktfo¨rmigen
Plattform.
bestimmen5, wobei f1 und f2 die Seilkra¨fte sind und FG die Gewichtskraft der Platt-
form. Damit la¨sst sich das Kra¨ftegleichgewicht einfach in eine Form gema¨ß Gl. (3.1b)
darstellen:
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Wa¨hrend in der Einleitung in Abschnitt 1.2.2 eine graphische Herangehensweise mit
Hilfe von Kra¨ftepolygonen erfolgte, wird hier der Raum der Seilkra¨fte betrachtet,
da er wegen n = 2 gut veranschaulicht werden kann. Im n-dimensionalen Raum
der Seilkra¨fte stellen die einfachen linearen Ungleichungsbedingungen (3.1c) einen
n-dimensionalen Quader, hier ein Rechteck dar, weswegen diese Art der Unglei-
chungen im Folgenden Quaderbedingungen genannt werden sollen (engl. box cons-
traints). Daran ist erkennbar, dass Ungleichungen den Bereich des n-dimensionalen
Lo¨sungsraums einschra¨nken, ohne dabei dessen Dimension zu reduzieren. Anders bei
Gleichungen, wodurch die Dimension des Lo¨sungsraums um die linear unabha¨ngige
Anzahl der Gleichungen reduziert wird. In diesem Beispiel beschreibt Gl. (3.3) eine
Gleichung (m = 1) bei zwei Unbekannten f1 und f2 (n = 2) mit der Dimension
des Lo¨sungsraums, d. h. der Redundanz r = n − m = 2 − 1 = 1. Sie entspricht
einer Geraden mit der Gleichung f2 = f1−FG. Die um den Ursprung angeordneten
konzentrischen Kreise stellen die Ho¨henlinien der quadratischen Zielfunktion Z(f)
dar. Deren Mittelpunkt f = 0 bildet das sogenannte unrestringierte Minimum (engl.
unconstraint minimum), also das Minimum der Zielfunktion ohne Nebenbedingun-
5Das Momentengleichgewicht leistet hier keinen Beitrag.












Abbildung 3.2: Raum der Seilkra¨fte fu¨r n = 2 des Beispiels.
gen6. Daneben gibt es das Minimum nur unter Beru¨cksichtigung der Gleichungen.
Dieser Punkt f 0 liegt in diesem Beispiel auf der Geraden mit dem ku¨rzesten Ab-
stand zum unrestringierten Minimum, also eigentlich auf dem niedrigst mo¨glichen
Ho¨henniveau. Hier ist erkennbar, dass f 0 im Allgemeinen nicht im gu¨ltigen Recht-
eckbereich liegen muss. Diese Lo¨sung entspricht dabei der
”
klassischen“ Lo¨sung,
welches man rechnerisch mit der Penrose-Moore-Pseudoinversen ermitteln kann.
Denn aus (3.1a) und (3.1b) ergibt sich die Lagrange-Funktion zuna¨chst zu
L(f ,λ) = Z(f)− λ⊤ (A⊤ f +w) = 1
2
f⊤ f − λ⊤ (A⊤ f +w). (3.4)
Als notwendige Bedingung mu¨ssen die partiellen Ableitungen gleich Null sein, also
∂L
∂f
= f −Aλ = 0, (3.5a)
∂L
∂λ
= A⊤ f +w = 0. (3.5b)
Auflo¨sen von Gl. (3.5a) nach f und Einsetzen in Gl. (3.5b) liefert
A⊤Aλ = −w. (3.6)
Unter der Voraussetzung, dass die quadratische Matrix A⊤A nicht-singula¨r ist7,
ergibt sich
λ = − (A⊤A)−1 w. (3.7)
6Zum Vergleich: das Minimum von x2 liegt an der Stelle x = 0.
7d. h. die Spalten von A bzw. die Zeilen von A⊤ sind linear unabha¨ngig.
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Dieses Ergebnis eingesetzt in Gl. (3.5a) und aufgelo¨st nach f ergibt schließlich









die Transponierte der bekannten Penrose-Moore-
Pseudoinversen ist8. Einsetzen der Strukturmatrix aus Gl. (3.3) in Gl. (3.8) lie-










welches anhand Abb. 3.2 besta¨tigt werden kann. An der expliziten Lo¨sung ist nun
auch erkennbar, dass f 0 keine gu¨ltige Seilkraftverteilung darstellt. Nach Abb. 3.2
kann die gu¨ltige Lo¨sung nur irgendwo auf der Geraden innerhalb des Rechtecks, also
auf dem Streckenabschnitt zwischen A und B liegen. In diesem Beispiel ist sofort
erkennbar, dass gerade der Punkt A das zula¨ssige Minimum des Optimierungspro-
blems unter Beru¨cksichtigung aller Nebenbedingungen darstellt. Er ist der einzige
zula¨ssige Punkt, der auf dem niedrigsten Ho¨henniveau liegt. Wa¨hrend dieser Punkt
fu¨r dieses einfache Beispiel noch graphisch ermittelt werden kann, ist ersichtlich,
dass fu¨r ho¨herdimensionierte Probleme ein entsprechender Algorithmus9 entwickelt
werden muss.
Bei seriellen, kinematisch redundanten Robotern kann man analog vorgehen. An-
hand des einleitenden Beispiels in Abschnitt 1.2.1 wird deutlich, dass eine mo¨glichst
kleine A¨nderung der Gelenkkoordinaten von einem Zeitpunkt zum na¨chsten er-
wu¨nscht ist, um den Energieaufwand klein zu halten. Des Weiteren ist es notwendig,
die Gelenkendanschla¨ge sowie die technisch maximal realisierbaren Gelenkantriebs-
Geschwindigkeiten und -Beschleunigungen zu beru¨cksichtigen10. Wie im obigen Bei-
spiel bei Seilrobotern ko¨nnen hier eine quadratische Zielfunktion zur Minimierung
der Gelenkgeschwindigkeiten und -beschleunigungen und einfache lineare Quader-
bedingungen angesetzt werden. Jedoch existiert hierbei die Schwierigkeit, dass die
Kinematik des Roboters nicht-linear ist, vgl. dazu Gl. (1.1), so dass kein konvexes
quadratisches Optimierungsproblem formuliert werden kann11. Ein weit verbreiteter
8Die Penrose-Moore-Pseudoinverse lautet A+ = (A⊤A)−1A⊤.
9Tatsa¨chlich ist es die Active-Set-Strategie (dt. Strategie der aktiven Mengen), die in den kom-
menden Abschnitten erla¨utert wird.
10In Komainda (2003) werden Gelenk- und Geschwindigkeitsbegrenzungen durch virtuelle poten-
tielle Feder- und dissipative Kra¨fte eingefu¨hrt. Dies kann an den Grenzen jedoch zu Schwingungen
fu¨hren und garantiert nicht deren Einhaltung.
11Wie im kommenden Abschnitt erkla¨rt werden wird, sind die Nebenbedingungen von quadra-
tischen Programmen linear.
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Ansatz die inverse Kinematik zu lo¨sen, ist es daher, die Vorwa¨rtskinematik des Ro-
boters zu linearisieren. Zu diesem Zweck wird die Taylor-Reihenentwicklung der
Vorwa¨rtskinematik um den Punkt q0 betrachtet:












(q − q0)2 + . . . . (3.10)
Anschließend wird nach dem linearen Glied abgebrochen, so dass eine linearisierte
Vorwa¨rtskinematik der Form




(q − q0) = x0 + J(q0) (q − q0) (3.11)





die Jacobi-Matrix des Endeffektors im Punkt q0 dar-






(q − q0)⊤ (q − q0), (3.12a)
u. d.N. J(q0) (q − q0) = x− x0, (3.12b)
qmin ≤ q ≤ qmax, (3.12c)
Der Fehler, der durch die Linearisierung zustande kommt, kann durch eine nach-
geschaltete Korrektur teilweise kompensiert werden12. Eine zusa¨tzliche Problematik
ist hierbei die numerische Instabilita¨t des Verfahrens in der Na¨he von singula¨ren
Stellungen, z. B. bei (nahezu) ausgestreckten Konfigurationen. Hier bieten sich die
sogenannten robusten Inversen an, die in Abschnitt 4.3.4 na¨her erla¨utert werden.
In diesem Zusammenhang stellen Nakamura und H. (1986) die damped least-squares
inverse vor. Weiterfu¨hrende Literatur zu diesem Thema sind beispielsweise Buss
(2004); Buss und Kim (2005); Deo und Walker (1995); Pechev (2008).
Anhand dieser beiden Beispiele (Seilroboter und serieller, kinematisch redundanter
Roboter) ist erkennbar, dass die grundlegenden Fragestellungen Seilkraftberechnung
und inverse Kinematik jeweils als konvexes quadratisches Optimierungsproblem for-
muliert und daher mit den gleichen Methoden gelo¨st werden ko¨nnen. Die folgenden
Abschnitte befassen sich deshalb mit den Grundlagen der konvexen quadratischen
Optimierung und deren numerischer Lo¨sungsverfahren.
12Andere Ansa¨tze wie beispielsweise in Schlemmer (2000) gehen von der nichtlinearen
Vorwa¨rtskinematik aus. Diese nichtlinearen Nebenbedingungen fu¨hren zu nichtlinearen Optimie-
rungsproblemen. Ein bewa¨hrter numerischer Lo¨sungsansatz ist hier das SQP-Verfahren (engl. Se-
quential Quadratic Programming), der jedoch hier nicht weiter verfolgt wird. Die Lo¨sung liefert
eine numerisch beliebig exakte inverse Kinematik, allerdings ko¨nnen die ho¨heren Rechenzeiten
fu¨r Echtzeit-Anwendungen problematisch werden, wenn keine leistungsfa¨higen Mikrocontroller zur
Verfu¨gung stehen.
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3.2 Konvexe quadratische Optimierungsprobleme
In dieser Arbeit gilt das Hauptaugenmerk einer speziellen Klasse von Optimierungs-






x⊤Gx+ d⊤ x (3.13a)
u. d.N. Ax = b, (3.13b)
l ≤ x ≤ u, (3.13c)
mit
G ∈ Rn×n, positiv semidefinit,
A ∈ Rm×n, m < n,
b ∈ Rm×1,
x,d, l,u ∈ Rn×1.
Dabei handelt es sich wegen der quadratischen Zielfunktion und den linearen Ne-
benbedingungen um ein quadratisches Optimierungsproblem, das speziell wegen der
positiven Semidefinitheit der Hesse-Matrix G, d. h. x⊤Gx ≥ 0 konvex ist. Da
sa¨mtliche Nebenbedingungen linear und damit konvex sind, ist das lokale Mini-
mum des Optimierungsproblems zugleich das globale Minimum (Nocedal undWright
2006).
Bei den Ungleichungen (3.13c) handelt es sich um einfache lineare Quaderbedingun-










wobei I ∈ Rn×n die Einheitsmatrix darstellt. Mit Einfu¨hrung der Matrix P =
[I,−I]⊤ ∈ R2n×n sowie des Vektors c = [l⊤,−u⊤]⊤ ∈ R2n und dessen Komponenten
ci, mit
i ∈ U = {1, . . . , n, n+ 1, . . . , 2n}, (3.15)





x⊤Gx+ d⊤ x (3.16a)
u. d.N. Ax = b (3.16b)
P x ≥ c. (3.16c)
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Die Nebenbedingungen in (3.16) bzw. (3.13) bilden den zula¨ssigen Lo¨sungsraum des
Quadratischen Programms. Unter der Voraussetzung, dass der Lo¨sungsraum nicht
leer ist, hat dieser die Form eines Polytops der Dimension r = n − m (siehe dazu
Anhang B).




x⊤Gx+ d⊤ x− λ⊤ (Ax− b)− µ⊤ (P x− c). (3.17)
Das globale Optimum [x∗⊤,λ∗⊤,µ∗⊤]⊤ des quadratischen Programms in (3.16) mit
der optimalen aktiven Menge A(x∗) genu¨gt dann den KKT-Bedingungen (2.11) und
Gl. (2.13)
Gx∗ + d−A⊤ λ∗ − P⊤Aµ∗ = 0, (3.18a)
Ax∗ = b, (3.18b)
PA x
∗ = cA, (3.18c)
P I x
∗ ≥ cI, I = U\A, (3.18d)
µ∗ ≥ 0, (3.18e)
λ∗ ∈ R, (3.18f)
wobei PA aus den ”
aktiven“ Zeilen von P und cA aus den ”
aktiven“ Elementen
von c besteht. Entsprechend sind P I und cI die Matrix und die rechte Seite der
inaktiven Ungleichungen.
3.3 Lo¨sung von konvexen quadratischen Optimierungspro-
blemen
Es existieren verschiedene Algorithmen zur Lo¨sung von quadratischen Optimierungs-
problemen. Diese lassen sich hauptsa¨chlich in die Strategie der Aktiven Menge (engl.
Active-Set strategy) und Innere-Punkte-Verfahren (engl. Interior-Point methods)
aufteilen. Bei beiden handelt es sich um iterative Algorithmen, wobei die Active-Set
Methoden fu¨r Probleme der vorliegenden Gro¨ßenordung (engl. small- to medium-
scale problems) am effektivsten erscheinen was den rechnerischen Aufwand13 betrifft
13Es ist bekannt, dass Interior-Point-Verfahren polynomiales, wa¨hrend Active-Set Methoden –
wie beispielsweise Dantzigs beru¨hmter Simplex-Algorithmus zur Lo¨sung linearer Programme – im
Worst-Case exponentiales Laufzeit-Verhalten aufweisen. Jedoch sind letztere bei vielen praktischen
Anwendungen viel effizienter als im theoretischen Worst-Case (siehe z. B. Bazaraa u. a. 2004).
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(siehe Nocedal und Wright 1999). Aus diesem Grunde werden im Folgenden die
Innere-Punkte-Verfahren nicht mehr weiter verfolgt. Einen U¨berblick dazu liefern
z. B. Murty (2006); Boggs (1996); Nocedal und Wright (2006).
Zu den fru¨hesten Active-Set
”
a¨hnlichen“ Algorithmen zur Lo¨sung konvexer quadrati-
scher Programme geho¨ren der Algorithmus von Wolfe (Domschke und Drexl 1998;
Dantzig 1966; Wolfe 1959), der eine Erweiterung des von Dantzig entwickelten
Simplex-Algorithmus fu¨r quadratische Programme ist, und der Lemke-Algorithmus
zur Lo¨sung von linearen Komplementa¨rproblemen14 (Scha¨fer 2008; Lemke 1962).
Beide Algorithmen basieren auf Berechnungen mit Hilfe von Simplex-Tableaus (Gill
u. a. 1991; Bazaraa u. a. 2004; Griva u. a. 2009).
Im Folgenden soll der klassische Active-Set Algorithmus kurz erla¨utert werden. Wa¨re
die optimale aktive Menge A(x∗) im Voraus schon bekannt, so lieferte das lineare
Gleichungssystem aus Gl. (3.18a) bis Gl. (3.18c) die Lo¨sung des Optimierungspro-








wobei die Koeffizientenmatrix auf der linken Seite auch KKT-Matrix genannt wird.













Da im Allgemeinen die optimale aktive Menge zu Beginn der Optimierung unbe-
kannt ist, besteht die Aufgabe der Active-Set Strategie also darin, A(x∗) zu fin-
den. Beginnend mit einer Scha¨tzung der optimalen aktiven Menge wird in jeder
Iteration, abha¨ngig von Gradienten-Informationen und Zusta¨nden der Lagrange-
Multiplikatoren, ein Index der entsprechenden Ungleichung der aktuellen Index-
menge hinzugefu¨gt oder aus ihr entfernt, bis das Optimum mit Hilfe der KKT-
Bedingungen (3.18) festgestellt wird (Nocedal und Wright 2006).
Im kten Iterationsschritt wird demnach ein quadratisches Unterproblem gema¨ß des
linearen Gleichungssystems 3.19 gelo¨st, wobei anstatt der unbekannten optimalen
aktiven Menge A(x∗) deren aktuelle Scha¨tzung, die sog. Arbeitsmenge Wk (engl.
working set) einfließt. Diese beinhaltet eine aktive Untermenge der Ungleichun-
gen (3.16c), d. h. Wk ⊂ U, wobei |Wk| ≤ r = n−m. Die inaktiven Ungleichungen,
14engl. LCP, Linear Complementary Problem
26 3 Auflo¨sung der mechanischen Redundanz
also Ik = U\Wk werden dabei ignoriert. Wichtig hierbei ist, dass alle Gleichungen
in G und alle aktiven Ungleichungen in Wk zusammen linear unabha¨ngig sind:G −A⊤ −P k,⊤A 0 0







wobei P k := PWk und c
k := cWk .
Active-Set Methoden unterscheiden sich voneinander dadurch, dass in jedem Itera-
tionsschritt entweder primal, dual oder primal-dual zula¨ssige Optimierungsschritte
(engl. primal, dual, primal-dual feasible steps) durchgefu¨hrt werden. Bei den prima-
len Methoden wird sichergestellt, dass die Lo¨sung x des quadratischen Unterpro-
blems (3.21) – und die Startscha¨tzung x0 – stets die Ungleichungs-Nebenbeding-
ungen (3.16c) erfu¨llt, also primal zula¨ssig ist, wa¨hrend einige der aktiven Lagran-
ge-Multiplikatoren µki < 0, i ∈ Wk negativ sein ko¨nnen. Zu beachten ist, dass die
Lagrange-Multiplikatoren der Gleichungs-Nebenbedingungen λki , i ∈ G gema¨ß den
KKT-Bedingungen (2.11d) beliebig aus R sein ko¨nnen. Das Optimum wird somit de-
tektiert, wenn in einem der folgenden Iterationsschritte die KKT-Bedingung (3.18f)
erfu¨llt ist.
Die dualen Methoden zeichnen sich dadurch aus, dass die Lo¨sung des kten Iterati-
onsschritts µk – und die Startscha¨tzung µ0 – stets dual zula¨ssig sind, d. h. µk ≥ 0
und einige der Ungleichungen (3.16c) verletzt sein ko¨nnen. Bei diesen Methoden
wird daher das Optimum erfasst, wenn in einem Iterationsschritt zugleich alle Un-
gleichungen bzw. die KKT-Bedingungen (3.18d) erfu¨llt sind.
Der folgende Abschnitt soll einen kurzen U¨berblick u¨ber den primalen Active-Set
Algorithmus geben. Sinnvollerweise wird jedes quadratische Unterproblem im Itera-
tionsschritt k bezu¨glich der Richtung pk im Unterraum der Gleichungen und aktiven
Ungleichungen in Wk gelo¨st. Mit
x = xk + pk (3.22)
eingesetzt in Gl. (3.21) ergibt sichG −A⊤ −P k,⊤A 0 0










wobei gk = Gxk + d der Gradient der quadratischen Zielfunktion (3.13a) ist.
Nun mu¨ssen zwei Fa¨lle unterschieden werden:
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1. Wenn pk 6= 0, muss sichergestellt werden, dass die Lo¨sung xk+1, welche
gema¨ß Gl. (3.22) entlang der Richtung pk liegt, alle primalen Ungleichungs-
Nebenbedingungen erfu¨llt, also primal zula¨ssig ist. Dies wird mit Hilfe des so
genannten Schrittweiten-Parameters αk folgendermaßen realisiert:
xk+1 = xk + αk pk. (3.24)
Der skalare Schrittweiten-Parameter αk muss – so groß wie mo¨glich – im In-
tervall [0, 1] liegen, aber ho¨chstens so groß sein, dass xk+1 den zula¨ssigen
Lo¨sungsraum nicht verla¨sst. Da αk nur eine Skalierung von pk im Unter-
raum aus den Gleichungs- und aktiven Ungleichungs-Nebenbedingungen be-
wirkt, und dieser nicht verlassen wird, mu¨ssen alle inaktiven Ungleichun-
gen auf Zula¨ssigkeit u¨berpru¨ft werden, die αk im Intervall [0, 1]
”
blockie-
ren“ ko¨nnten. Gema¨ß Nocedal und Wright (2006) ergibt sich speziell fu¨r die
Quader-Bedingungen (3.13c) folgende Definition fu¨r den maximal zula¨ssigen
Schrittweiten-Parameter und dessen Index:




cki − [P k]⊤i xk
[P k]⊤i pk
, [P k]⊤i p
k < 0
∞, sonst
, i ∈ U\Wk, (3.26)
wobei [P k]⊤i die ite Zeile der Matrix P
k darstellt.
Ist der Schrittweiten-Parameter αk < 1, bedeutet dies, dass dessen entspre-
chende Ungleichung den primalen Schritt entlang pk blockiert, und fu¨r den
na¨chsten Iterationsschritt wird der zu αk < 1 geho¨rende Index ik der aktuel-
len Arbeitsmenge hinzugefu¨gt d. h. Wk+1 =Wk ∪ ik.
Fu¨r αk = 1 hingegen gibt es keine blockierende Ungleichung, also gilt dann
Wk+1 =Wk.
2. Aus pk = 0 ist erkennbar, dass xk die Lo¨sung des quadratischen Unterproblems
ist und die Lagrange-Multiplikatoren aller Gleichungen aus E und aktiven






15Die argmin-Funktion ermittelt die Position (hier Index i), bei der sie ihr Minimum hat. Ent-
sprechendes gilt fu¨r die Funktion argmax.
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bestimmt werden ko¨nnen. Da gema¨ß den KKT-Bedingungen (2.11d) λki ∈ R
beliebig, i ∈ G und fu¨r alle inaktiven Ungleichungen nach Gl. (2.12) µki =
0, i ∈ U\Wk, mu¨ssen µki , i ∈ Wk auf ihr Vorzeichen gepru¨ft werden. Sind
sa¨mtliche dieser Lagrange-Multiplikatoren nicht-negativ, werden auch die
KKT-Bedingungen (2.11e) ausnahmslos erfu¨llt, und xk ist – aufgrund der Po-
sitiv-Semidefinitheit von G – das globale Optimum des quadratischen Opti-
mierungsproblems (3.13).
Fu¨r den Fall, dass mindestens ein Multiplikator µki , i ∈ Wk negativ ist, sind





∣∣ i ∈Wk} (3.28)
wird aus der Arbeitsmenge entfernt und Wk+1 = Wk\ik fu¨r den na¨chsten
Iterationsschritt verwendet.
Damit kann nun der primale Active-Set Algorithmus (Alg. 1) zur Lo¨sung konvexer
quadratischer Progamme aufgestellt werden. Dieser ist aus Nocedal und Wright
(2006) entnommen, aber fu¨r Quader-Bedingungen gema¨ß Gl. (3.13c) angepasst.
Dieser vorgestellte primale Active-Set Algorithmus erfordert eine primal zula¨ssige
Startlo¨sung x0, welche sowohl die Quader-Bedingungen (3.13c) als auch die Glei-
chungen (3.13b) erfu¨llen muss. Diese Startlo¨sung ist im Allgemeinen nicht direkt
ermittelbar und erfordert daher eine Voroptimierung, die so genannte erste Pha-
se oder Zula¨ssigkeits-Phase (engl. feasibility phase), in der eine primal zula¨ssige
Startlo¨sung beispielsweise unter Verwendung eines linearen Hilfsprogramms mittels
Simplex-Algorithmus (Bazaraa u. a. 2004; Alevras und Padberg 2001; Dantzig 1966)
bestimmt werden kann. Die Lo¨sung des Hilfsprogamms ist nicht notwendigerwei-
se die Lo¨sung des originalen quadratischen Programms (3.13), so dass im zweiten
Schritt die eigentliche Optimierung, also die Optimierungs-Phase erfolgen muss (sie-
he auch Nocedal und Wright 2006; Bartlett und Biegler 2006; Gill und Wong 2010;
Wong 2011; Gill u. a. 1991, 1981; Griva u. a. 2009).
Eine Alternative liefert der Algorithmus von Goldfarb-Idnani (Goldfarb und Id-
nani 1983). Dabei handelt es sich um einen dualen Active-Set Algorithmus, dessen
Startlo¨sung x0 dual zula¨ssig ist. Diese Startlo¨sung ist einfacher zu ermitteln, da es
sich dabei um das unrestringierte Minimum, bzw. in diesem Fall um die Lo¨sung
des quadratischen Optimierungsproblems ohne Beru¨cksichtigung der Ungleichungs-
Nebenbedingungen handelt. Daher sind zu Beginn der Iteration alle Ungleichungen
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Algorithmus 1 Primaler Active-Set Algorithmus fu¨r konvexe quadratische Pro-
gramme (aus Nocedal und Wright 2006), angepasst fu¨r Quader-Bedingungen
Eingabe: primal zula¨ssige Startlo¨sung x0, UntermengeW0 aus der aktiven Menge
in x0
fu¨r k ← 0, 1, 2, . . . wiederhole
bestimme pk mit Gl. (3.23)
falls pk = 0 dann
bestimme Lagrange-Multiplikatoren µk aus Gl. (3.27) oder direkt aus
Gl. (3.23)
falls µk ≥ 0 dann
Stopp, mit x∗ ← xk ist optimal, W∗ ←Wk ist aktive Menge in x∗
sonst /∗ µk 6≥ 0 ∗/
bestimme ik ← argmin{µki < 0∣∣ i ∈Wk}, vgl. Gl. (3.28)
setze xk+1 ← xk und Wk+1 ←Wk\ik
ende falls
sonst /∗ pk 6= 0 ∗/
bestimme αk und ik mit Gl. (3.26)
setze xk+1 ← xk + αk pk
falls αk < 1 dann /∗ blockierende Ungleichung existiert ∗/
setze Wk+1 ←Wk ∪ ik





inaktiv, d. h. W0 = ∅, so dass alle Lagrange-Mulitiplikatoren anfa¨nglich Null
sind, µ0i = 0, i ∈ U und damit die KKT-Bedingungen (3.18f) fu¨r duale Zula¨ssigkeit
erfu¨llen werden. Der von Goldfarb-Idnani entwickelte Algorithmus ist fu¨r streng
konvexe quadratische Programme vorgesehen und wurde von Boland (1996) fu¨r kon-
vexe quadratische Programme erweitert. Eine auf dem Schur-Komplement basie-
rende Implementierung des Goldfarb-Idnani-Algorithmus findet sich in Bartlett
und Biegler (2006). Nahon und Angeles (1992) verwenden den Goldfarb-Idnani-
Algorithmus fu¨r die echtzeitfa¨hige Kraftberechnung in kinematischen Ketten.
Eine andere Mo¨glichkeit bietet der nach Nocedal und Wright (2006) vorgestellte
Big-M Ansatz, bei dem die quadratische Zielfunktion durch einen linearen Straf-
term (engl. penalty) mit einem genu¨gend großen Koeffizienten M unter Einfu¨hrung
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x⊤Gx+ d⊤ x+M t (3.29a)
u. d.N. Ax+ 1 t ≥ b, (3.29b)
−Ax+ 1 t ≥ −b, (3.29c)
P x+ 1 t ≥ c, (3.29d)
t ≥ 0, (3.29e)
wobei 1 ein mit Einsen gefu¨llter Spaltenvektor entsprechender La¨nge ist. Mit die-
sem Ansatz werden sowohl Zula¨ssigkeits- und Optimierungsphase miteinander kom-
biniert, so dass auf ein Hilfsprogramm verzichtet werden kann. Existieren fu¨r das
originale quadratische Programm (3.16) zula¨ssige Punkte, dann ist fu¨r genu¨gend
große M die Lo¨sung von (3.29) t = 0, wobei x die Lo¨sung von Gl. (3.16) ist (Noce-
dal und Wright 2006). Eine primal zula¨ssige Startlo¨sung dieses Big-M Ansatzes ist
x0 = x̂, t0 = max
(
b−Ax0,−b+Ax0, c− P x0, 0) , (3.30)
wobei x̂ eine Na¨herungslo¨sung und max(·) komponentenweise zu verstehen ist.
Eine Schwierigkeit dieses Big-M Ansatzes ist es, den Parameter M geeignet zu
wa¨hlen (Nocedal und Wright 2006). Aufgrund des im Allgemeinen hohen Wertes von
M ergeben sich außerdem numerische Schwierigkeiten, die schwer zu kontrollieren
sind.
Der folgende Abschnitt greift den Ansatz der Big-M Methode aus Gl. (3.29) auf und
beschreibt darauf aufbauend die Entwicklung einer primalen Active-Set Methode,
die den numerischen Nachteil aufgrund des hohen Wertes von M kompensiert.
3.4 Modifizierter Big-M Ansatz
Im Gegensatz zum Big-M Ansatz von Nocedal und Wright (2006), bei dem die
Gleichungs-Nebenbedingungen durch a¨quivalente Ungleichungen16 ersetzt werden,
16Ax = b ⇔ Ax ≥ b ∧ Ax ≤ b ⇔ b ≤ Ax ≤ b
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x⊤Gx+ d⊤ x+M t, (3.31a)
u. d. N. Ax = b, (3.31b)
l− 1 t ≤ x ≤ u+ 1 t, (3.31c)
t ≥ 0 (3.31d)





x⊤Gx+ d⊤ x+M t, (3.32a)
u. d. N. Ax = b, (3.32b)
P x+ 1 t ≥ c, (3.32c)












































Die Indexmenge der Ungleichungen lautet nun, vgl. mit (3.15),
U = {1, . . . , n, n+ 1, . . . , 2n, 2n+ 1}. (3.34)
Mit der Lagrange-Gleichung
L(x, t,λ,µ, µt) = 1
2
x⊤Gx+ d⊤ x+M t
− λ⊤ (Ax − b) − µ⊤ (P x + 1 t − c) − µt t (3.35)
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ergibt sich fu¨r das globale Optimum [x∗⊤, t∗,λ∗⊤,µ∗⊤, µ∗⊤t ]
⊤ und die optimale aktive




= Gx∗ + d−A⊤ λ∗ − P⊤Aµ∗ = 0, (3.36a)
∂L
∂t
=M − 1⊤µ∗ = 0, (3.36b)
∂L
∂λ⊤




∗ + 1 t∗ − cA = 0, (3.36d)
∂L
∂µ⊤
= P I x
∗ + 1 t∗ − cI ≥ 0, I = U\A, (3.36e)
∂L
∂µt
= t∗ ≥ 0, (3.36f)
µ∗, µ∗t ≥ 0. (3.36g)
Lautet nach der Optimierung t∗ > 0, ist das Problem nicht lo¨sbar (engl. infeasible),
fu¨r t∗ = 0 existiert eine globale Lo¨sung.
Eine primal zula¨ssige Startlo¨sung x0 des quadratischen Programms (3.33) ergibt

















ci − [P ]⊤i x0
∣∣ i ∈ U}) . (3.38)
Fu¨r t0 = 0 sind alle KKT-Bedingungen (3.36) erfu¨llt, da auch W0 = ∅ und daher
µ0 = 0. Die Startlo¨sung x0 ist sowohl primal als auch dual zula¨ssig, womit das
globale Optimum von (3.32) und des originalen Problems (3.16) gefunden wa¨re.
Fu¨r t0 > 0 ist x0 nicht optimal, so dass fu¨r die folgende Iteration
W
1 = argmax{c− P x1}, x1 = x0 (3.39)
gesetzt werden muss. Im Allgemeinen wird in jeder kten Iteration fu¨r die Arbeits-
menge Wk\{2n + 1} entsprechend den Gleichungen (3.36a) bis (3.36d) das lineare
Gleichungssystem
G 0 −A⊤ −P k,⊤
0 0 0 −1⊤
A 0 0 0
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gelo¨st. Wie fu¨r Gl. (3.23) werden nun
x = xk + pkx, t = t
k + pkt (3.41)
in Gl. (3.40) eingesetzt, so dass sich fu¨r die Berechnung der Richtung
G 0 −A⊤ −P k,⊤
0 0 0 −1⊤
A 0 0 0




















ergibt. Multiplikation der zweiten Zeile von Gl. (3.42) mit −1 liefert
G 0 −A⊤ −P k,⊤
0 0 0 1⊤
A 0 0 0














Nun wird die rechte Seite der ersten Zeile in Gl. (3.43) mit M
M
erweitert, d. h.




Substitution von im Za¨hler stehenden M durch die Gleichung in der zweiten Zeile
liefert zuna¨chst






und umgeformt unter Ausklammerung von µk
Gpkx −A⊤ λk −
(




µk = 0. (3.46)
Fu¨r M →∞ wird die rechte Matrix 1
M
gk 1⊤ im Klammerausdruck zur Nullmatrix:
Gpkx −A⊤ λk − P k,⊤µk = 0. (3.47)
Daraus ergibt sich schließlich das folgende lineare Gleichungssystem
G 0 −A⊤ −P k,⊤
0 0 0 1⊤
A 0 0 0
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G 0 −A⊤ −P k,⊤
0 0 0 1⊤
A 0 0 0

























G 0 −A⊤ −P k,⊤
0 0 0 1⊤
A 0 0 0




















































αkx = min{αki }, (3.52b)
αki =

cki − [P k]⊤i xk + tk
[P k]⊤i pkx + p
k
t














, pkt < 0
∞, sonst
, (2n+ 1) /∈Wk. (3.52d)







































, (2n+ 1) /∈Wk. (3.54b)
Die zula¨ssigen Lo¨sungen, vgl. mit Gl. (3.24), lauten
xk+1 = xk + αkx p
k
x, t
k+1 = tk + αkt p
k
t . (3.55)
Fu¨r αk < 1 ergeben sich gema¨ß Gl. (3.52a) durch Einsetzen der Gleichungen (3.49),
(3.53a) und (3.54a) in Gl. (3.55) die beiden mo¨glichen Lo¨sungen

















Elimination von M fu¨hrt schließlich zu
xk+1 = xk + αkx,0 p
k
x,0, t




xk+1 = xk + αkt,0 p
k
x,0, t
k+1 = tk + αkt,0 p
k
t,0. (3.59)
Es gilt, laut Abschnitt 3.3, fu¨r den skalaren Schrittweiten-Parameter
0 ≤ αk ≤ 1. (3.60)
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0 ≤ αkx,0 ≤M und 0 ≤ αkt,0 ≤M (3.62)
und fu¨r M →∞
0 ≤ αkx,0 ≤ ∞ und 0 ≤ αkt,0 ≤ ∞. (3.63)
Damit kann die Lo¨sung fu¨r die na¨chste Iteration ohne ein Big-M bestimmt werden:
xk+1 = xk + αk0 p
k
x,0, t





(∞, αkx,0, αkt,0) , ik = argmin (αkx,0, αkt,0) . (3.65)
In Alg. 2 wird der angepasste Big-M−Active-Set Algorithmus mit M → ∞ zu-
sammengefasst. Beginnend mit einer leeren Arbeitsmenge W0 wird die zugeho¨rige
Lo¨sung x0 bestimmt und diese daraufhin anhand von t0 auf (primale) Zula¨ssigkeit
u¨berpru¨ft. Fu¨r t0 = 0 ist das Optimum gefunden und der Algorithmus endet. Sonst
bildet das Paar [x1, t1]⊤ eine primal zula¨ssige Lo¨sung fu¨r die na¨chste Iteration, wobei
die Arbeitsmenge W1 entsprechend angepasst wird (Zeile 5).
Die darauf folgende Iterationsschleife (Zeilen 7 bis 38) beginnt stets mit einer nicht
leeren Arbeitsmenge der Kardinalita¨t |W1| = 1 und t1 > 0. Solange tk > 0 ist, liegt
die Zula¨ssigkeitsphase vor, und in jeder k-ten Iteration wird tk minimiert. Die k-




⊤ und der entsprechenden Lagrange-Multiplikatoren µk (Zeilen 8 bis 12).
Sind die Richtungen pkx,0 und p
k
t,0 gleich Null, dann ist x
k das Optimum bezu¨glich der
aktuellen ArbeitsmengeWk, so dass im Folgenden die U¨berpru¨fung der Lagrange-
Multiplikatoren µk auf Nicht-Negativita¨t erfolgt (Zeilen 14 bis 23). Fu¨r den Fall, dass
µk ≥ 0 und tk > 0, existiert keine optimale Lo¨sung des originalen Problems, da es
wegen der Verletzung mindestens einer Ungleichung unzula¨ssig ist (engl. infeasible,
Zeile 18). Fu¨r µk 6≥ 0 wird, wie in Alg. 1, der Index des negativsten Lagrange-




⊤ 6= 0 erfolgt die Berechnung des Schrittweiten-Parameters αk0 wie in Alg. 1,
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mit dem Unterschied, dass nun zusa¨tzlich gepru¨ft wird, ob αk0 6= αkt (und αk0 < ∞,
Zeile 32). In diesem Fall wird, wie in Alg. 1 bekannt, der blockierende Index der
aktuellen Arbeitsmenge hinzugefu¨gt. Fu¨r αk0 = α
k
t gilt jedoch t
k+1 = 0 fu¨r alle
folgenden k und die Zula¨ssigkeitsphase ist hiermit beendet (Zeile 35). Daraufhin
erfolgt die Optimierungsphase (Strafvariable tk = 0 fu¨r alle folgenden k), die im
Prinzip aufgebaut ist wie Alg. 1.
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Algorithmus 2 Primaler Active-Set Algorithmus fu¨r konvexe quadratische Pro-
gramme fu¨r Quader-Bedingungen mit der M∞-Methode
Eingabe: Leere Arbeitsmenge W0 = ∅
1: bestimme x0 mit Gl. (3.37) und t0 mit Gl. (3.38)
2: falls t0 = 0 dann
3: Stopp, mit x∗ ← x0 ist optimal, W∗ ←W0 ist leere Menge in x∗
4: sonst /∗ t0 > 0 ∗/
5: setze x1 ← x0, t1 ← t0 und W1 ← argmax{ci − [P ]⊤i x1∣∣ i ∈ U}, Gl. (3.39)
6: ende falls
7: fu¨r k ← 1, 2, 3, . . . wiederhole
8: falls tk > 0 dann
9: bestimme pkx,0, p
k
t,0 und µ
k mit Gl. (3.50)
10: sonst /∗ t0 = 0 ∗/
11: bestimme pk und µk mit Gl. (3.23)
12: ende falls
13: falls [pkx,0, p
k
t,0]
⊤ = 0 oder pk = 0 dann
14: falls µk ≥ 0 dann
15: falls tk = 0 dann
16: Stopp, mit x∗ ← xk ist optimal, W∗ ←Wk ist aktive Menge in x∗
17: sonst /∗ tk > 0 ∗/
18: Stopp ohne optimale Lo¨sung, Problem ist unzula¨ssig
19: ende falls
20: sonst /∗ µk 6≥ 0 ∗/
21: bestimme ik ← argmin{µki < 0∣∣ i ∈Wk}
22: setze xk+1 ← xk, tk+1 ← tk und Wk+1 ←Wk\ik
23: ende falls
24: sonst /∗ [pkx,0, pkt,0]⊤ 6= 0 und pk 6= 0 ∗/
25: falls tk > 0 dann
26: bestimme αk0 und i
k mit Gl. (3.65)
27: setze xk+1 ← xk + αk0 pkt,0, tk+1 ← tk + αk0 pkt,0
28: sonst /∗ tk = 0 ∗/
29: bestimme αk und ik mit Gl. (3.26)
30: setze xk+1 ← xk + αk pk
31: ende falls
32: falls (tk > 0 und αk0 <∞ und αk0 6= αkt ) oder αk < 1 dann
33: setze Wk+1 ←Wk ∪ ik
34: sonst





4 Anwendungsbeispiel 1: Serielle redundante Ro-
boter
Bereits seit Jahrzehnten stellen serielle Roboter in der industriellen Serienproduktion
effiziente Werkzeuge zur flexiblen und gleichzeitig kostengu¨nstigen Produktion dar.
Klassische Industrieroboter werden dabei einmal fu¨r eine Aufgabe programmiert
und arbeiten diese dann ohne weitere Bedienereingaben zur Laufzeit ab. Derzeit
konzentriert sich die Forschung in zunehmendem Maße auf die Interaktion zwischen
Roboter und Bediener. Neben einer Flexibilisierung bestehender Prozesse, z.B. in
der Fertigung, ko¨nnen durch interaktive Robotersysteme auch neue Anwendungsbe-
reiche z.B. in der Medizintechnik erschlossen werden.
In anspruchsvollen Anwendungsfeldern haben besonders kinematisch redundante
Roboter eine hohe praktische Relevanz. Ein wesentlicher Vorteil von redundanten
gegenu¨ber nicht-redundanten Robotern liegt in der Verfu¨gbarkeit einer gro¨ßeren An-
zahl von Gelenkfreiheitsgraden als fu¨r die eigentliche Aufgabenstellung erforderlich
ist, so dass Nebenbedingungen, wie beispielsweise das Vermeiden von Kollisionen
im Arbeitsraum, ohne Beeintra¨chtigung der Hauptaufgabe erfu¨llt werden ko¨nnen.
Durch die systemimmanente Mehrdeutigkeit der Lo¨sung der inversen Kinematik ge-
staltet sich die Interaktion mit dem Bediener bei zunehmender Redundanz jedoch
als besonders anspruchsvoll.
4.1 Beispiele fu¨r serielle Großmanipulatoren
Autobetonpumpen sind Handhabungsgera¨te, die bei der Betonierung von Bauwer-
ken wie Geba¨uden und Bru¨cken ihren Einsatz finden. Eine auf dem LKW montier-
te Pumpe fo¨rdert den flu¨ssigen Beton durch Rohrleitungen, die an einem Knick-
bzw. Verteilermast verbaut sind. Durch einen flexiblen Schlauch an der Mastspit-
ze wird der Beton u¨ber die zu betonierende Fla¨che verteilt. Vier ausfahrbare bzw.
ausklappbare Stu¨tzen sorgen fu¨r die Stabilita¨t der Autobetonpumpe wa¨hrend des
Betoniervorgangs. Ausgestreckt kann ein Verteilermast eine Gesamtla¨nge von u¨ber
60m erreichen (siehe Abb. 1.1).
Ein Verteilermast besteht in der Regel aus drei bis fu¨nf Armsegmenten1. Die Arm-
segmente sind durch Drehgelenke mit horizontal und parallel angeordneten Dreh-
achsen miteinander verbunden. Die aus dieser Anordnung resultierende kinematische
1Sechs bis siebenarmige Verteilermasten bilden hier die Ausnahme.
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Redundanz ermo¨glicht eine ho¨here Beweglichkeit, so dass Hindernissen im Arbeits-
raum gezielt ausgewichen werden kann. Der Mast ist in seiner Basis durch das so-
genannte Drehwerk – ein zusa¨tzliches Drehgelenk mit einer vertikalen Drehachse –
gelagert, damit ra¨umliche Bewegungen der Mastspitze mo¨glich sind. Die schweren
Armsegmente werden einzeln hydraulisch bewegt, indem ein Umlenkmechanismus
die translatorische Bewegung des Hydraulikzylinders in rotatorische Bewegung des
Armsegments umwandelt. Je nach Art des Umlenkmechanismus sind Schwenkwin-
kelbereiche von bis zu 270 ◦ mo¨glich.
Das Fu¨hren der Mastspitze ist eine komplexe Positionieraufgabe, da der Bediener
bzw. Maschinist jeden Arm einzeln steuern muss. Des Weiteren kann der Mast we-
gen der schlanken Konstruktion der Auslegerarme leicht zum Schwingen angeregt
werden. Dies wird zum einen durch das Fahren einzelner Arme als auch durch die
Betonpumpe selbst hervorgerufen: Aus technischen Gru¨nden kann die Pumpe kei-
nen konstanten Betonstrom liefern. Der diskontinuierliche Betonstrom regt somit
den gesamten Verteilermast zum Schwingen an, wodurch an der Mastspitze große
Schwingungsamplituden entstehen ko¨nnen (Schneider 1999). Diese unerwu¨nschten
Schwingungen ko¨nnen fu¨r die Arbeiter, die in der Na¨he des Endschlauchs den Beton
verteilen, eine Gefahr darstellen. Die Entwicklung von Assistenzsystemen, welche
dem Maschinisten das Fu¨hren der Mastspitze erleichtern, ist aus diesem Grunde
wu¨nschenswert.
In den Jahren 1998 bis 2003 wurde an der Universita¨t Duisburg-Essen (zu dem Zeit-
punkt noch Gerhard-Mercator-Universita¨t Duisburg) der Sonderforschungsbereich
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”
Elastische Handhabungssysteme fu¨r schwere Lasten in komplexen Ope-
rationsbereichen“ gefo¨rdert, in dem gezielt die Erforschung von Schwerlastmanipu-
latoren, wie den vorab erwa¨hnten Autobetonpumpen, vorangetrieben wurde. Viele
Arbeiten legten den Schwerpunkt auf die Modellbildung und Simulation (Schnei-
der 1999), wa¨hrend andere sich auf die Bahnplanung konzentrieren (Kleutges 1999;
Buschmann 1999; Komainda 2003) und wieder andere auf die Regelung von Groß-
manipulatoren (Nissing 2002; Riege 2001).
4.2 Modellierung von seriellen Großmanipulatoren
4.2.1 Grundlegende Definitionen
Der folgende Abschnitt tra¨gt zum Versta¨ndnis der Modellbildung bei und erkla¨rt
die wesentlichen Definitionen und Bezeichnungen.
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Bezugssysteme
Abb. 4.1 definiert die wichtigsten Bezugssysteme, die fu¨r die folgenden Abschnitte













Abbildung 4.1: Definition der Bezugssysteme.
neigt abgestu¨tzt werden2. Da absolute Neigungswinkel der Armsegmente bezu¨glich
der Horizontalen gemessen werden, wa¨re es erforderlich, am LKW einen 2D-Nei-
gungssensor zu montieren, damit der Winkel des ersten Armsegments bezu¨glich des
LKW ermittelt werden kann. Der 2D-Neigungssensor misst die Neigung des LKW
bezu¨glich der horizontalen Ebene (Nicken und Wanken). Unter Umsta¨nden kann die
Montage des xy-Neigungssensors entfallen, wenn die Fahrzeugneigung sehr gering
ist. Dann gilt die Annahme, dass die Neigung des Fahrzeugs Null sei.
Ausgehend vom ortsfesten Inertialsystem KI gelangt man durch Nicken (Drehung
um die Fahrzeug-Querachse) und Wanken (Drehung um die Fahrzeug-La¨ngsachse)
ins fahrzeugfeste Koordinatensystem KF. Das Gieren des Fahrzeugs bzw. des LKW
(Drehung um die Hochachse) ist hier Null und wird nicht beru¨cksichtigt. U¨ber den
Drehwerk-Winkel θ gelangt man von KF ins Koordinatensystem KD des Drehwerks
und von dort u¨ber eine konstante Verschiebung ins Koordinatensystem KM im ersten
Gelenk des Masts.
2maximal 5 ◦ von der Lotrechten sind erlaubt. Mittels einer im LKW montierten Wasserwaage
hat der Maschinist fu¨r die Einhaltung der Grenze Sorge zu tragen.
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Nullkonfiguration des Masts
Die Konzeption von Assistenzsystemen fu¨r serielle Großmanipulatoren setzt die
Kenntnis der aktuellen Mastkonfiguration, d. h. der relativen Lage der einzelnen
Armsegmente zueinander, voraus. Konkret mu¨ssen die Gelenkwinkel, also der Win-
kel zwischen zwei benachbarten Armen, bekannt sein, wobei bei n Armsegmenten
auch n Gelenkwinkel beno¨tigt werden.
Bei der Messung der aktuellen Mastkonfiguration ko¨nnen beispielsweise Neigungs-
sensoren verwendet werden. Wird ein Neigungssensor an ein Armsegment montiert,
liefert er den absoluten Neigungswinkel des Armsegments bezu¨glich der Horizonta-
len.














Abbildung 4.2: Definition der Nullkonfiguration anhand der horizontalen Neigung
von Ober- und Untergurt des jeweiligen Arms bezu¨glich des inertia-
len Koordinatensystems KI. Der Mast ist dabei nach rechts ausge-
richtet. Die Ausrichtung des Neigungssensors zur Messung der Ar-
mneigung orientiert sich am Ober- bzw. Untergurt des Arms. Eine
Alternative ist die Nullkonfiguration, bei der sa¨mtliche Armgelenke
auf einer horizontalen Linie angeordnet sind.
Konfiguration des Masts verwendet, so beschreibt Abb. 4.2 eine mo¨gliche Monta-
geanordnung.
Zusammenhang zwischen Gelenk- und Neigungswinkeln
Im Folgenden wird der wichtige Zusammenhang zwischen dem Gelenkwinkel γi und
Neigungswinkel ϕi na¨her erla¨utert und in Abb. 4.3 dargestellt. Daraus wird ersicht-
lich, dass bei Vorgabe der Neigungswinkel ϕi gilt
γ1 = ϕ1 − α
γi = ϕi − ϕi−1, i = 2, . . . , n,
(4.1)
























Abbildung 4.3: Zusammenhang zwischen Neigungs- und Gelenkwinkeln.
wobei α der Neigungswinkel des Drehschemels in der xy-Manipulatorebene ist. In
den folgenden Abschnitten wird der Vektor der Gelenkwinkel γ definiert als
γ = [γ1, γ2, . . . , γn]
⊤, i = 1, . . . , n. (4.2)
Bei Vorgabe der Gelenkwinkel γi ergeben sich die Neigungswinkel ϕi durch Umfor-
men von Gl. (4.1) zu
ϕi = α +
i∑
k=1
γk, i = 1, . . . , n (4.3)
und mit Gl. (4.3)
̺i := ϕi − α =
i∑
k=1
γk, i = 1, . . . , n (4.4)
mit dem entsprechenden Vektor
̺ = [̺1, ̺2, . . . , ̺n]
⊤. (4.5)
Armgeometrie
Fu¨r die Kinematik sind die Geometriedaten der einzelnen Ausleger wichtig. Diese
werden im Allgemeinen aus Konstruktionsdaten entnommen und ko¨nnen als drei-
dimensionale Vektoren ia i = [ax,i, ay,i, az,i]
⊤ – dargestellt im ko¨rperfesten Koordi-
natensystem Ki des entsprechenden Arms i – abgelegt werden (Abb. 4.4, oben).














Abbildung 4.4: Definition des Vektors ia i = [ax,i, ay,i, az,i]
⊤ von Gelenk i nach Ge-
lenk i + 1 und des Winkelversatzes θi+1 am Gelenk i + 1 bezu¨glich
des ko¨rperfesten Koordinatensystems Ki.
Des Weiteren wird fu¨r jeden Arm i der Winkelversatz θi+1 um die y-Achse bezu¨glich
des Koordinatensystems Ki definiert (Abb. 4.4, unten). Dabei ist der Vektor aller
Winkelversa¨tze definiert als
θ = [θ1, θ2, . . . , θn]
⊤. (4.6)
Gelenkendlagen und Ausfaltrichtung
Fu¨r eine funktionierende inverse Kinematik ist die Kenntnis der einzelnen Schwenk-
winkelbereiche erforderlich, denn nur Gelenkbewegungen innerhalb der minimalen
und maximalen Gelenkendlagen γi,min und γi,max sind technisch mo¨glich. Diese wer-
den im Parametersatz festgelegt.
Allerdings werden seitens der Maschinenhersteller andere minimale und maxima-
le Gelenkendlagen γi,min und γi,max definiert, wobei γi,min immer der Gelenkwinkel
im eingefalteten und γi,max im ausgefalteten Zustand ist. Damit gilt stets γi,min <
γi,max. Um den Zusammenhang zu γi,min und γi,max herzustellen ist folglich die
Kenntnis u¨ber die Ausfaltrichtung eines jeden Armsegments erforderlich (Abb. 4.5).
Ausgehend von der Nullkonfiguration des Masts wird die Ausfaltrichtung von Arm i
dadurch definiert, ob sich dieser im eingefalteten Zustand unter oder auf dem vo-
rigen Arm i − 1 befindet. Dementsprechend ergibt sich eine andere gleichwertige












(b) auf Arm i− 1
Abbildung 4.5: Definition der Ausfaltrichtung aus der Nullkonfiguration des Masts
anhand der Lage des Arms i im eingefalteten Zustand unter oder auf
dem vorigen Arm i−1. Andere mo¨gliche Definition: in der Nullkonfi-
guration des Masts faltet sich der Arm gegen oder im Uhrzeigersinn
aus.
Definition, bei der gepru¨ft wird, ob sich Arm i gegen oder im Uhrzeigersinn ausfal-
tet.
Der konkrete Zusammenhang zwischen den Gelenkwinkeln γi und γi wird in Abb. 4.6




Arm i liegt unter Arm i− 1 bzw.
Arm i o¨ffnet gegen Uhrzeigersinn
−(γi − π)
Arm i liegt auf Arm i− 1 bzw.
Arm i o¨ffnet im Uhrzeigersinn
, (4.7)















(b) auf Arm i− 1
Abbildung 4.6: Zusammenhang zwischen den Gelenkwinkeln γi und γi.




Arm i liegt unter Arm i− 1 bzw.
Arm i o¨ffnet gegen Uhrzeigersinn
−(γi,min/max − π)
Arm i liegt auf Arm i− 1 bzw.




Kinematisch handelt es sich bei den betrachteten Verteilermasten um ebene, red-
undante Manipulatoren, da die Arme durch Drehgelenke mit horizontal parallel
angeordneten Drehachsen miteinander verbunden sind. Um eine ra¨umliche Bewe-
gung zu gewa¨hrleisten, befindet sich in der Basis des Manipulators ein Drehgelenk
mit vertikaler Drehachse. Die inverse Kinematik soll gema¨ß Abb. 4.29b als zylin-
drische Einhebelsteuerung realisiert werden und setzt zuna¨chst die Aufstellung der
Vorwa¨rtskinematik voraus. Entsprechend Abb. 4.7 bietet sich die Darstellung der
Vorwa¨rtskinematik des Endeffektors in Zylinderkoordinaten an. Daraus wird ersicht-
lich, dass
rTCP(γ, θ) = rTCP (rTCP(γ), θ) . (4.9)











Abbildung 4.7: Definition der Zylinderkoordinaten.
Dabei wird die in Zylinderkoordinaten vorgegebene Vorwa¨rtskinematik der Position
des Endeffektors rTCP(γ) aus den variablen Gelenkwinkeln der Armsegmente γ er-
mittelt, in der die Drehung des Drehschemels θ nicht in die Vorwa¨rtskinematik und
damit auch nicht in die inverse Kinematik einfließt3.
Die Position des Endeffektors ergibt sich zuna¨chst aus der Summe der n Arm-
Vektoren ai, i = 1, . . . , n von Gelenkpunkt zu Gelenkpunkt zu
















wobei nun erkennbar ist, dass die Position des Endeffektors abha¨ngig vom konstanten
Winkelversatz θ und den variablen Gelenkwinkeln γ ist4. Beispielhaft fu¨r einen

















mit der Abku¨rzung k−1Rk :=
k−1Rk(θk, γk) aus Gru¨nden der U¨bersichtlichkeit.
3Die Vorwa¨rtskinematik der Orientierung (des letzten Arms) wTCP(γ) wird im folgenden Ab-
schnitt beru¨cksichtigt.
4Der Skalar θ ist der variable Drehwinkel des Drehschemels, wa¨hrend der Vektor θ die konstante,
d. h. konstruktive Winkelverdrehung der Gelenke γ angibt, siehe auch Gl. (4.6) und Abb. 4.4.
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Hier ist erkennbar, dass eine rekursive Darstellung mo¨glich ist. Durch Ausklammern
der jeweils vorangehenden Matrixmultiplikation la¨sst sich, bezogen auf das Beispiel,














ermitteln, welche im Vergleich zu Gl. (4.12) aufgrund der entfallenden Matrix-
Matrix-Multiplikationen wesentlich effizienter ist.
Sa¨mtliche Rotationsmatrizen k−1Rk bestehen aus der Verknu¨pfung der elementaren
Rotationsmatrizen
Ry(θk) =
 cos θk 0 sin θk0 1 0
− sin θk 0 cos θk
 (4.14)
fu¨r die konstruktionsbedingte, d. h. konstante Verdrehung des Drehgelenks um die
y-Achse und
Rz(γk) =
cos γk − sin γk 0sin γk cos γk 0
0 0 1
 (4.15)




 cos θk 0 sin θk0 1 0
− sin θk 0 cos θk




 cos θk cos γk − cos θk sin γk sin θksin γk cos γk 0
− sin θk cos γk sin θk sin γk cos θk

(4.16)
eines Gelenks bestimmt werden kann.
Auch mit der rekursiven Berechnungsvorschrift fu¨r den Endeffektor ist dessen Be-
rechnungsaufwand noch recht hoch. Da jedoch in der Regel die Verdrehwinkel θk ≪ 1
sind, kann die Endeffektor-Berechnung durch Linearisierung von Gl. (4.11) um den
Entwicklungspunkt θ0 = 0 deutlich reduziert werden. Dabei wird der Gelenkwin-
kel γ als konstant betrachtet und aus Gru¨nden der U¨bersichtlichkeit rTCP(θ) :=
rTCP(θ,γ) definiert. Die Linearisierung erfolgt u¨ber die bekannte Taylor-Reihenent-
wicklung mit Abbruch nach der ersten Ordnung gema¨ß




(θ − θ0) . (4.17)
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Fu¨r die Realisierung der zylindrischen inversen Kinematik (siehe Abb. 4.29b) sind
die Komponenten in der Manipulatorebene (xy-Ebene) von Bedeutung, die z-Kom-
ponente bleibt dabei unberu¨cksichtigt. Im Folgenden ist daher der Vektor rTCP
nur noch durch die xy-Komponenten definiert. Im na¨chsten Schritt ist es außer-
dem sinnvoll, die konstanten und variablen Terme aus Gl. (4.17) zu ordnen, um die
Berechnung der Vorwa¨rtskinematik zu beschleunigen. Dadurch vereinfacht sich die










cos ̺i − sin ̺i
















az,k fu¨r i = 1, . . . , n
, (4.19)
gi = ay,i, i = 1, . . . , n. (4.20)
Die inverse Kinematik stellt auf Positionsebene ein hochgradig nichtlineares Pro-
blem dar, siehe dazu Schneider (1999). Aus diesem Grund soll sie auf Geschwin-
digkeitsebene gelo¨st werden, da hier (und auch auf Beschleunigungsebene) lineare
Zusammenha¨nge existieren, die einfacher zu handhaben sind. Dies setzt die Vor-













ϕ˙ = J˜TCP ϕ˙ (4.21)
mit der n×n-EinheitsmatrixEn×n, die sich aus der partiellen Ableitung von Gl. (4.4)
nach ϕ ergibt und der iten Spalte der Jacobi-Matrix
J˜TCP,i(̺) =
[− sin ̺i − cos ̺i





, i = 1, . . . , n. (4.22)
Im Folgenden ist es sinnvoll, r˙TCP nicht in Abha¨ngigkeit von ϕ˙ aufzustellen, sondern
vom Vektor der Gelenkwinkel γ˙, wa¨hrend die Jacobi-Matrix J˜TCP,i weiterhin von
̺ abha¨ngig bleiben soll. Dazu wird Gl. (4.21) erweitert, so dass




γ˙ = JTCP γ˙, (4.23)
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wobei ∂ϕ
∂γ












. . . 0
1 1 . . . 1
 (4.24)




[− sin ̺k − cos ̺k





, i = 1, . . . , n. (4.25)
Rotation
Die Herleitung der Vorwa¨rtskinematik der Rotation gestaltet sich einfacher. Aus
Gl. (4.3) ergibt sich speziell fu¨r die Orientierung bzw. Neigung des letzten Armseg-
ments



















4.2.3 Umlenkmechanismen der hydraulischen Antriebe
Aufgrund der großen auftretenden Kra¨fte und Momente durch die Armsegmente
werden bei den Großmanipulatoren hydraulische Linearantriebe (Hydraulikzylinder)
eingesetzt. Mittels eines ebenen Umlenkmechanismus wird die lineare Hubbewegung
des Zylinders in rotatorische Bewegung des Auslegerarms transformiert, wobei ein
nichtlineares U¨bertragungsverhalten entsteht. Bei den hier betrachteten Großma-
nipulatoren kommen drei verschiedene Umlenkmechanismen zum Einsatz, die im
Folgenden na¨her erla¨utert werden sollen (Abb. 4.8). Der Umlenkmechanismus vom
Typ 1 in Abb. 4.8a ist ein einfacher Kniehebelmechanismus und wird grundsa¨tzlich
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(a) Typ 1 (b) Typ 2 (c) Typ 3
Abbildung 4.8: Die drei Typen von Umlenkmechanismen. Typ 1: Kniehebelme-
chanismus, Typ 2: Stephenson-Mechanismus, Typ 3: Watt-
Mechanismus.
fu¨r den Antrieb des ersten Auslegerarms eingesetzt, wenn ein Schwenkwinkelbereich
bis zu etwa 100 ◦ ausreichend ist. Die Umlenkmechanismen vom Typ 2 (Abb. 4.8b)
und Typ 3 (Abb. 4.8c) – auch bekannt als Stephensonsche und Wattsche Kette,
siehe Schneider (1999) und Engeln (1995) – werden trotz ihrer komplexeren Kine-
matik sehr ha¨ufig eingesetzt, da sie Schwenkwinkelbereiche bis 270 ◦ ermo¨glichen.
Umlenkmechanismus vom Typ 1











Abbildung 4.9: Umlenkmechanismus vom Typ 1.
der kinematischen Analyse wird die entsprechende topologische Struktur des ebenen
Mechanismus gema¨ß Abb. 4.10 betrachtet.













Abbildung 4.10: Topologie der Umlenkkinematik vom Typ 1.
Zuna¨chst la¨ßt sich die Anzahl der Freiheitsgrade bestimmen. Fu¨r die Anzahl der
kinematischen Schleifen erha¨lt man nach (Schramm u. a. 2010a, Seite 52)
nL = nG − nB = 4− 3 = 1, (4.28)
mit
nB : Anzahl der starren Ko¨rper (ohne Grundko¨rper, hier Drehschemel),
nG : Anzahl der Gelenke,
nL : Anzahl der geschlossenen kinematischen Schleifen.
Das Gru¨bler-Kutzbach-Kriterium fu¨r ebene Mechanismen (siehe Schramm u. a.




fGi − 3nL = 4− 3 = 1 (4.29)
mit
fGi : Freiheitsgrad des Gelenks i.
Damit la¨sst sich der Mechanismus als Netz nichtlinearer kinematischer Transforma-
toren (Schramm u. a. 2010a; Hiller 1995; Hiller u. a. 1986) veranschaulichen, siehe










(b) Zylinderla¨nge s1 als Eingang
Abbildung 4.11: Kinematisches Netz der Umlenkkinematik vom Typ 1 mit verschie-
denen Eingangsgro¨ßen.
Abb. 4.11. Es ist erkennbar, dass bei Vorgabe eines beliebigen Gelenks, alle anderen
Gelenkgro¨ßen ermittelt werden ko¨nnen. Interessant ist hierbei die Vorgabe des Arm-
gelenks γ1 (Abb. 4.11a) und des Zylinderhubs bzw. Zylinderla¨nge s1 (Abb. 4.11b) als
Einganggro¨ße des Umlenkmechanismus. Anhand der kinematischen Transformato-
ren ist es nun ersichtlich, dass unabha¨ngig von der Eingangsgro¨ße eine geschlossene
Lo¨sung des U¨bertragungsverhaltens existiert. Dies ist im Hinblick auf echtzeitfa¨hige
Anwendungen wie beispielsweise modellbasierte Regelung oder Echtzeit-Simulation
des Großmanipulators von großer Bedeutung.









Abbildung 4.12: Vektordefinition beim Umlenkmechanismus Typ 1.
s2 = s2 = (b− a)2 (4.30)
Mit den aus den Konstruktionsdaten bekannten ko¨rperfesten Vektoren der Anlenk-
punkte 0a = [ax, ay, az]
⊤ und 1b = [bx, by, bz]⊤ kann die Bindungsgleichung in Kom-
ponenten aufgestellt werden. Aus






cos γ − sin γ 0sin γ cos γ 0
0 0 1
 (4.32)
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ergibt sich nach einigen Umformungen




A cos γ + B sin γ + C (4.34)
wobei
A = −2 (axbx + ayby),





2) + (az − bz)2.
(4.35)
Umlenkmechanismus vom Typ 2
In Abb. 4.13 ist der Umlenkmechanismus der Stephensonschen Kette dargestellt

















Abbildung 4.13: Umlenkmechanismus vom Typ 2.
Laut Abb. 4.14 betra¨gt die Anzahl der Freiheitsgrade f mit dem Gru¨bler-Kutz-




fGi − 3nL = 5 · 1 + 1 · 2− 3 · 2 = 7− 6 = 1. (4.36)



















Abbildung 4.14: Topologie der Umlenkkinematik i vom Typ 2.
Anschließend gilt es nun, die Kopplung zwischen den beiden Schleifen mit Hilfe der
kinematischen Transformatoren Schramm u. a. (2010a); Hiller (1997) darzustellen.
Dazu muss der lokale Schleifenfreiheitsgrad einer jeden Schleife bestimmt werden.
Hier gilt fu¨r die Schleife L1




fGi − 3nL1 = 4 · 1− 3 · 1 = 4− 3 = 1 (4.37)
und entsprechend fu¨r die Schleife L2




fGi − 3nL2 = 3 · 1 + 1 · 2− 3 · 1 = 5− 3 = 2. (4.38)
Aus den Ergebnissen der Gleichungen (4.29), (4.37) und (4.38) wird ersichtlich,
dass zum analytischen Lo¨sen dieses Mechanismus die Wahl des Freiheitsgrads bzw.
der Eingangsvariablen nicht willku¨rlich ist. Dies verdeutlicht die Darstellung des
Mechanismus als Netz kinematischer Transformatoren in Bild 4.15. Bei der Wahl
des Winkels γi als Eingangsvariable la¨sst sich der Mechanismus geschlossen lo¨sen.
Zuerst wird die Lo¨sung der Schleife L1 bestimmt, so dass die Winkel α1, α2 und α3
ermittelt werden ko¨nnen. Gema¨ß Bild 4.15a ist erkennbar, dass α1 und α2 u¨ber die





















(b) Zylinderla¨nge si als Eingang
Abbildung 4.15: Kinematisches Netz der Umlenkkinematik vom Typ 2.
Koppel mit der Schleife L2 zusammenha¨ngen und damit die Eingangsvariablen von
L2 darstellen. Die Bestimmung des Zylinderhubs s ist nun mo¨glich.
Andererseits scheint die Wahl des Zylinderhubs s als Eingangsvariable sinnvoll,
da die Bewegung des Mastarms u¨ber den Zylinder erfolgt. Diese Vorgehensweise
la¨sst sich nicht geschlossen lo¨sen, wie aus Bild 4.15b erkennbar ist. Hierbei ist die
Einfu¨hrung einer Pseudo-Eingangsvariablen wie beispielsweise α1 erforderlich, da
zum Lo¨sen der Schleife L1 neben s eine zweite Eingangsgro¨ße beno¨tigt wird. Die
Einfu¨hrung dieser Pseudovariablen ruft außerdem eine impliziten Gleichung hervor.
In diesem Fall muss α1 solange iteriert werden, bis die Werte α2 aus beiden Schleifen
identisch sind bzw. deren absolute Differenz ein ǫ unterschreitet:
|α2,L1 − α2,L2 | ≤ ǫ (4.39)
Nach Abb. 4.16a lautet der Vektorzug fu¨r die Schleife L1
d = b+ c− a (4.40)
Durch Quadrieren ergibt sich
d2 = (b+ c− a)2 (4.41)























Abbildung 4.16: Definition der Vektoren des Umlenkmechanismus Typ 2.




Nach einigen Umformungen ergibt sich eine Gleichung bezu¨glich des unbekannten
Winkels β der Form
A cos β + B sin β + C = 0, (4.43)
mit den vom Eingangswinkel γ abha¨ngigen Gro¨ßen
A = 2 [(cxbx + cyby) cos γ − (cxby − cybx) sin γ − (axcx + aycy)]
B = 2 [(cxby − cybx) cos γ + (cxbx + cyby) sin γ − (aycx − axcy)]







2)− (dx2 + dy2)
+ (az − bz − cz + dz) (az − bz − cz − dz).
(4.44)
Einsetzen von sin β =
√
1− cos2 β in Gl. (4.43) liefert die mathematisch mo¨glichen
Lo¨sungen
cos β1,2 =










−C B2 ∓ A√B2 (A2 + B2 − C2)
B (A2 + B2)
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Fu¨r B = 0 ist erkennbar, dass sin β1,2 unstetig ist, d. h. an dieser Stelle haben
beide Lo¨sungen eine Sprungstelle. Technisch ist dies nicht mo¨glich, denn der Um-
lenkmechanismus macht in seinem ganzen Schwenkbereich von ϕmin bis ϕmax eine
kontinuierliche Bewegung. Die technische Lo¨sung des Umlenkmechanismus ist eine
Kombination aus beiden mathematischen Lo¨sungen in Gl. (4.43). Bei einem Vorzei-
chenwechsel des Terms B ist ein Umschalten auf die andere Lo¨sung erforderlich, so







A2 + B2 − C2
A2 + B2





A2 + B2 − C2
A2 + B2







A2 +B2 − C2
A2 +B2
signB fu¨r B < 0
− C B
A2 + B2





A2 +B2 − C2
A2 +B2




−AC ∓B√A2 + B2 − C2
A2 + B2
sin β1,2 =




Nun kann mit den bekannten Winkeln γ und β Schleife L2 gelo¨st werden. Nach
Abb. 4.16b lautet der Vektorzug
s = b+ e− f (4.48)
und damit die quadratische Zylinderla¨nge





= (bx cos γ − by sin γ + ex cos β − ey sin β − fx)2
+ (bx sin γ + by cos γ + ex sin β + ey cos β − fy)2
+ (bz + cz − fz)2 .
(4.50)
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Hierbei ist zu beachten, dass fu¨r s2 zwei (betragsma¨ßig) verschiedene Lo¨sungen
existieren.
Umlenkmechanismus vom Typ 3















Abbildung 4.17: Umlenkmechanismus vom Typ 3.
besitzt zwei geschlossene kinematische Schleifen L1 und L2 (Abb. 4.14), die vonein-
ander abha¨ngen. Diese Verkoppelung la¨sst sich anhand der Darstellung mittels kine-
matischer Transformatoren verdeutlichen. Zu diesem Zweck wird der Freiheitsgrad
des Mechanismus bestimmt.
Nach Abb. 4.20a lautet der Vektorzug von Schleife L1
c = a+ d− b. (4.51)
Mit der Schließbedingung des charakteristischen Gelenkpaares (siehe Schramm u. a.
2010a; Hiller und Woernle 1988) gilt
c2 = (a+ d− b)2. (4.52)
und in Komponenten
c2 = (0a+ 0R1(z, β)
1d− 0R2(z, γ) 2b)2. (4.53)








































(b) Zylinderla¨nge si als Eingang
Abbildung 4.19: Kinematisches Netz der Umlenkkinematik vom Typ 3.




















Abbildung 4.20: Definition der Vektoren des Umlenkmechanismus Typ 3.
Es ergibt sich wieder eine quadratische Gleichung in β der Form nach Gl. (4.43),
diesmal mit den Faktoren
A = −2 [(bxdx + bydy) cos γ − (bxdy − bydx) sin γ − (axdx + aydy)] ,
B = 2 [(bxdy − bydx) cos γ − (bxdx + bydy) sin γ + (aydx − axdy)] ,





2)− (cx2 + cy2) + (dx2 + dy2)
+ (az − bz − cz + dz) (az − bz − cz − dz).
(4.54)
und den jeweils zwei Lo¨sungen fu¨r cos β und sin β gema¨ß Gl. (4.47).
Die Bestimmung der Zylinderla¨nge s erfolgt nach Abb. 4.20b mit
s = e− f (4.55)
bzw. in Komponenten
s2 = (0R1(z, β)
1e− 0f)2





2) + (ez − fz)2.
(4.56)
Die aus den vorangehenden Abschnitten ermittelten U¨bertragungsfunktionen der
drei grundlegenden Typen von Umlenkmechanismen ermo¨glichen die Darstellung





Mastgelenk“. In Abb. 4.21 ist das U¨bertragungsverhalten aller Um-
lenkmechanismen eines fu¨nfarmigen Manipulators dargestellt. Entsprechend ergibt
sich das U¨bertragungsverhalten mit dem Mastgelenk als Eingangsgro¨ße und der































Abbildung 4.21: U¨bertragungsverhalten zwischen den Zylinderla¨ngen und den Ge-
lenkwinkeln der Mastgelenke.
Zylinderla¨nge als Ausgangsgro¨ße durch Spiegelung an der Winkelhalbierenden der
beiden Achsen.
Die analytischen U¨bertragungsfunktionen der vorliegenden drei Typen von Umlenk-
mechanismen weisen eine hohe Komplexita¨t auf und damit einen hohen Bedarf an
Rechenleistung und -zeit. Zu diesem Zweck ist es sinnvoll, die U¨bertragungsfunktion
durch eine Nachschlagetabelle bzw. Look-Up-Tabelle oder ein Kinematik-Kennfeld
(Lang 1997) zu ersetzen.
4.2.4 Beru¨cksichtigung der statischen Biegeelastizita¨t
Die bisherigen Betrachtungen der Kinematik des Betonverteilermasts haben die elas-
tischen Verformungen der Arme nicht beru¨cksichtigt. Diese haben besonders bei den
gegebenen Dimensionen der Autobetonpumpe einen großen Einfluss auf die Position
der Mastspitze.
Im Folgenden sollen nur statische Elastizita¨ten der Auslegerarme beru¨cksichtigt wer-
den. Statisch, weil im Hinblick auf die Echtzeitfa¨higkeit die Berechnung der dynami-
schen Verformungen zu aufwa¨ndig wa¨re. Des Weiteren werden die einzelnen Arme
durch Euler-Bernoulli-Balken mit einer entsprechenden Streckenlast u¨ber der
gesamten Armla¨nge modelliert. Diese Modellannahme ist berechtigt, da die La¨nge
im Verha¨ltnis zum Querschnitt sehr groß ist.
Außerdem gelten folgende Vereinfachungen:
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• das homogene Material ist fu¨r jeden Arm identisch, d. h. Elastizita¨tsmodul
E = const.
• konstanter Balkenquerschnitt fu¨r jeden Arm k, d. h. Fla¨chentra¨gheitsmoment
Ik = const.
Des Weiteren werden ra¨umliche Verformungen, d. h. Veformungen außerhalb der
rz-Ebene vernachla¨ssigt, unter der Annahme, dass diese im Vergleich zu den Ver-
formungen in der rz-Ebene sehr klein sind. Vergleiche hierzu Abb. 4.7.
Biegelinie des fest eingespannten Euler-Bernoulli-Balkens
Zuna¨chst kann jeder Auslegerarm der La¨nge L durch einen im Punkt A fest einge-
spannten elastischen Balken mit konstanter Streckenlast und a¨ußeren Kra¨ften und











Abbildung 4.22: Fest eingespannter elastischer Balken mit Streckenlast u¨ber der ge-
samten Balkenla¨nge und eingepra¨gten Kra¨ften und Momenten am
freien Ende.
Anschließend ko¨nnen die Auflagerreaktionen gema¨ß Abb. 4.23 durch Freischnitt im















Abbildung 4.23: Freischnitt am eingespannten Ende.
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FAx = FBx (4.57)
FAz = FBz + q0 L (4.58)


















Abbildung 4.24: Schnittgro¨ßen des elastischen Balkens.
gro¨ßen N(x) (Normalkraftverlauf), Q(x) (Querkraftverlauf)und M(x) (Momenten-
verlauf) mit
N(x) = −FBx (4.60)
Q(x) = (FBz + q0 L)− q0 x (4.61)











Ist der Balken noch bezu¨glich der Horizontalen um den Winkel ϕ gedreht, so ergibt
sich gema¨ß Abb. 4.25 fu¨r die Schnittgro¨ßen
N(x) = −FBx − q0 sinϕ (4.63)
Q(x) = (FBz + q0 L cosϕ)− q0 x cosϕ (4.64)












Die Differentialgleichung der Biegelinie lautet nun
EI w′′(x) = −M(x) (4.66)
Also ist
























Abbildung 4.25: Balken um den Winkel ϕ zur Horizontalen gedreht. Anteil der Stre-




















EIy w(x) = −1
6














x2 + C1 x+ C2.
(4.69)
Unter Beru¨cksichtigung der Randbedingungen des eingespannten Balkens
w(x = 0) = 0, (4.70)
w′(x = 0) = 0 (4.71)




[−4 (FBz + q0 L cosϕ) x+ q0 cosϕx2





Im Anschluss soll nur die Verformung an den Balkenenden exakt u¨bereinstimmen,
wa¨hrend die Biegelinie dazwischen linear approximiert wird. Die Auslenkung am
Balkenende ergibt sich an der Stelle x = L schließlich zu




















Abbildung 4.26: Biegelinie des schra¨g eingespannten Balkens.






wL ≪ L ⇒ wL
L
≪ 1 ⇒ tan∆ϕ≪ 1 ⇒ tan∆ϕ ≈ ∆ϕ, (4.75)
gilt
∆ϕ ≈ ∆ϕapp = wL
L
. (4.76)
Damit la¨sst sich der Korrekturwinkel ϕc bestimmen:
ϕc = ϕ−∆ϕapp = ϕ− wL
L
(4.77)
Außerdem kann mit Gl. (4.75) die Armla¨nge Lc durch
Lc ≈ L (4.78)
approximiert werden.
Biegelinie der Auslegerarme
Nachdem die Biegelinie eines einzelnen Auslegers ermittelt worden ist, ko¨nnen die
Ergebnisse aus dem vorigen Abschnitt auf die Bestimmung der Biegelinie des ge-
samten Masts u¨bertragen werden.
Die Biegelinie eines Auslegers ist abha¨ngig von seinem Neigungswinkel und seiner
Streckenlast. Sie wird zusa¨tzlich von den am Balkenende angreifenden Kra¨ften und
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Momenten des nachfolgenden Auslegers beeinflusst. Aus diesem Grund muss die
Biegelinie des gesamten Masts sukzessiv von der Mastspitze beginnend bis zur Basis
berechnet werden. Dabei muss beachtet werden, dass bei der Kraft- und Momen-
tenu¨bertragung von einem Ausleger zum vorigen die Kra¨fte im Koordinatensystem
des vorigen Auslegers zerlegt werden mu¨ssen.
Im Folgenden sollen vereinfacht keine Kra¨fte und Momente an der Mastspitze wirken.
Allein die Kra¨fte und Momente, die aus den Streckenlasten der einzelnen Ausleger
hervorgehen, sollen betrachten werden. Unter der im vorigen Abschnitt erwa¨hnten
Vereinfachung, dass nur die Biegelinie an den Balkenenden, d. h. in den Gelenk-
punkten identisch sein sollen und zwischen diesen Punkten linear approximiert wird
(siehe Abb. 4.26), ergibt sich folgender sukzessiver Algorithmus zur Berechnung der
Auslenkung der Biegelinie in den Gelenkpunkten einer n-armigen ABP:
1. Setze FBx = 0, FBz = 0, MBy = 0, i := n
2. Berechne gema¨ß Gl. (4.72) die Auslenkung der Biegelinie am Ende des Ausle-
gers i
wi,l = w(x = li, ϕi, FBx, FBz) (4.79)
bzw. den approximierten Differenzwinkel gema¨ß Gl. (4.76)
∆ϕi,app =
w(x = li, ϕi, FBx, FBz)
li
(4.80)
3. Berechne die Normal- und Querkraft und das Biegemoment am Balkenanfang
gema¨ß den Gleichungen (4.63)–(4.65)
Ni,0 = N(x = 0, ϕi, FBx) (4.81)
Qi,0 = Q(x = 0, ϕi, FBz) (4.82)
Mi,0 = M(x = 0, ϕi, FBz,MBy) (4.83)
4. Zerlege Ni,0, Qi,0 und Mi,0 ins Koordinatensystem des Auslegers i− 1FBxMBy
FBz
 =R (ϕi−1 − ϕi)
Ni,0Mi,0
Qi,0
 , R (ϕ) =
 cosϕ 0 sinϕ0 1 0
− sinϕ 0 cosϕ
 (4.84)
5. Setze i := i− 1
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6. Falls i > 0, gehe zuru¨ck zu Punkt 2.
Mit Hilfe von Gl. (4.77) ko¨nnen schließlich alle Korrekturwinkel berechnet werden:
ϕi,c = ϕi −∆ϕi,app, i = 1, . . . , n (4.85)
Im Folgenden soll zur Vereinfachung der Schreibweise ∆ϕi := ∆ϕi,app gelten.
Fu¨r die weiteren Schritte, wie der Berechnung der inversen Kinematik werden der
Sinus und Kosinus von ϕi,c beno¨tigt. Aus Gl. (4.85) folgt zuna¨chst
cosϕi,c = cos(ϕi −∆ϕi). (4.86)
Das Additionstheorem liefert
cosϕi,c = cosϕi cos∆ϕi − sinϕi sin∆ϕi. (4.87)
Da ∆ϕi ≪ 1, ist cos∆ϕi ≈ 1 und sin∆ϕi ≈ ∆ϕi, so dass schließlich folgt
cosϕi,c = cosϕi −∆ϕi sinϕi (4.88)
und entsprechend
sinϕi,c = sinϕi +∆ϕi cosϕi. (4.89)
Korrekturmatrix
Durch symbolisches Einsetzen in den Algorithmus ist ein linearer Zusammenhang
zwischen den Auslenkungen wi,L bzw. Differenzwinkeln ∆ϕi und den Kosinuswerten
cosϕi erkennbar. Das Ausklammern von cosϕi liefert eine konstante Matrix K, die
Korrekturmatrix, die nur abha¨ngig von der bekannten, konstanten Streckenlast und
La¨nge der Ausleger ist.
Fu¨r eine n-armige ABP ko¨nnen die Matrixelemente von K explizit berechnet wer-
den. Der Vorteil hierbei liegt in der einmaligen numerischen Berechnung vonK, die
spezifisch fu¨r jeden Typ einer ABP ist.







K1,1 K1,2 . . . K1,n
0 K2,2 . . . K2,n
...
. . . . . .
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K ist eine obere Dreiecksmatrix. Diese Form besta¨tigt die Tatsache, dass die Elas-
tizita¨t eines Auslegers nicht von den Belastungen der vorangehenden Ausleger be-
einflusst wird.





























i = 1, . . . , n− 2







, i = 1, . . . , n− 1. (4.94)

































Im Folgenden sollen die Erkenntnisse anhand eines einfachen Modells einer 5-armi-
gen ABP angewendet werden. Dabei sollen die Unterschiede zwischen einem starren
und elastischen Modellansatz verdeutlicht werden. Folgende Daten von Stahl werden
zur Modellbildung verwendet:
Dichte ̺ = 7, 85 · 103 kg/m3, (4.96)
Elastizita¨tsmodul E = 2, 1 · 1011N/m2. (4.97)




Abbildung 4.27: Vereinfachter Querschnitt der Auslegerarme.




(BH3 − b h3) (4.98)
vereinfacht werden (Abb. 4.27).
Das Ergebnis ist in Abb. 4.28 zu sehen. Es ist zu erkennen, dass die Position der













Abbildung 4.28: Vergleich der Modelle des starren und elastischen Manipulators.
Mastspitze des starren Manipulators deutlich von der des elastischen Manipulators
abweicht. In dieser Mastkonfiguration sind zwischen starrem und elastischen Mani-
pulator an der Mastspitze Ho¨henunterschiede von bis zu 1m erkennbar. Durch die
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Nachkorrektur mit Hilfe der Korrekturmatrix, mit der die Auslenkung in den Ge-
lenkpunkten berechnet und zwischen den Gelenkpunkten linear approximiert wird,
kann eine deutliche Verbesserung der Position der Mastspitze erreicht werden.
4.3 Inverse Kinematik
4.3.1 Einleitung
Die Einhebelsteuerung soll den Bediener bei der Positionierung der Spitze5 des
Verteilermasts unterstu¨tzen. Bei der konventionellen Einzelgelenksteuerung (siehe
Abb. 4.29a) muss der Bediener in der Lage sein, mehrere geeignete Gelenke gleich-
zeitig zu steuern, d. h. mehrere Hebel gleichzeitig zu beta¨tigen, um die Spitze zu
bewegen und sie dabei auf gleicher Ho¨he zu halten – eine typische Bedieneraufgabe
beim Befu¨llen von Betonfla¨chen. Der Maschinist muss also sta¨ndig zwischen den
Gelenkbewegungen und der Bewegung der Spitze
”
umrechnen“, was mit steigender
Anzahl an Armsegmenten immer schwieriger wird.
Die Einhebelsteuerung soll es nun dem Maschinisten ermo¨glichen, die Bewegungs-
richtung der Spitze direkt anzusteuern, wodurch er vom sta¨ndigen
”
Umrechnen“ ent-
lastet wird und sich somit auf die eigentliche Positionierung der Spitze konzentrieren
kann (Abb. 4.29b und 4.29c). Folglich reduziert sich die Positionierung des Vertei-
lermasts bzw. der Spitze auf drei Bewegungen, na¨mlich Spitze vorwa¨rts/ru¨ckwa¨rts,
herauf/herunter und seitwa¨rts links/rechts6, unabha¨ngig von der Anzahl der Arm-
segmente. Das Ansteuern der Spitze kann also theoretisch mit einem einzigen Hebel
realisiert werden – daher Einhebelsteuerung – was jedoch aus praktischen Gru¨nden
nicht umgesetzt wird.
Die Einhebelsteuerung an sich kann auf verschiedene Arten umgesetzt werden. Bei
der zylindrischen Einhebelsteuerung gema¨ß Abb. 4.29b bestimmt der Bediener die
Ho¨he und den Radius der Mastspitze, wa¨hrend die Drehung um die Hochachse
unabha¨ngig davon gesteuert wird. In Abb. 4.29c ist die kartesische Steuerung ab-
gebildet. Mo¨chte der Bediener beispielsweise die Mastspitze zur Seite bewegen, hat
dies sowohl eine Drehung als auch eine Radiusa¨nderung des gesamten Verteilermasts
zur Folge. Der in den einzelnen Gelenken lokal auftretende Umlenkmechanismus –
der die translatorische Zylinderbewegung in rotatorische Armbewegung umsetzt –
5auch TCP (Tool Center Point) oder Endeffektor genannt
6gema¨ß den drei Freiheitsgraden eines Punktes im Raum. Daneben erlaubt die spezielle kine-
matische Struktur des Masts nur eine Vorgabe der Orientierung, na¨mlich die Neigung des letzten
Armsegments.















Abbildung 4.29: Prinzip der Einzelgelenk- und Endeffektorsteuerung anhand eines
5-armigen Manipulators.
wird in der inversen Kinematik des gesamten Systems zuna¨chst nicht beru¨cksichtigt.
Im Rahmen dieser Arbeit soll die zylindrische Einhebelsteuerung realisiert werden
(Abb. 4.29b).
Zum Lo¨sen der inversen Kinematik gilt es, Gl. (4.23) nach γ˙ aufzulo¨sen, wobei
im allgemeinen unendlich viele Lo¨sungen von γ˙ existieren, da resultierend aus der
Redundanz des Manipulators weniger Gleichungen als Unbekannte γ˙ zur Verfu¨gung
stehen. Die Redundanz wird deshalb durch die Formulierung eines Optimierungs-
problems, d. h. eines quadratischen Optimierungsproblems7 aufgelo¨st, welches im
Folgenden hergeleitet wird.
4.3.2 Affines Manipulierbarkeitsmaß
Zuna¨chst soll das Konzept der affinen Manipulierbarkeit (Schlemmer 2000) vorge-
stellt werden. Die Beru¨cksichtigung dieser skalaren Gro¨ße wirkt sich positiv auf die
numerische Lo¨sung des quadratischen Programms aus und liefert dem Bediener ein
Indiz u¨ber die Manipulierbarkeit in der aktuellen Mastkonfiguration.
In Abb. 4.30 ist die affine Manipulierbarkeit grafisch dargestellt. Sie sagt aus, in
welchem Maße sich eine vom Bediener vorgegebene Endeffektor-Pose8 wdesired aus
der Ausgangs-Pose w0 realisieren la¨sst, wobei die realisierbare bzw. zula¨ssige Pose
mit wfeasible gekennzeichnet ist. Die zula¨ssige Pose wfeasible befindet sich dabei auf
7oder quadratisches Programm
8Mit Pose ist die Position und Orientierung gemeint







0 ≤ p ≤ 1
Abbildung 4.30: Definition der affinen Manipulierbarkeit (Schlemmer 2000).




wdesired −w0 , (4.99)
wobei der Skalar p das affine Manipulierbarkeitsmaß kennzeichnet. Fu¨r p gilt, dass
0 ≤ p ≤ 1, (4.100)
weil sonst die zula¨ssige Pose wfeasible fu¨r p < 0 in entgegengesetzter Richtung liegen
und fu¨r p > 1 u¨ber das Ziel hinaus schießen wu¨rde.
Gema¨ß Gl. (4.23) lautet nun die Vorwa¨rtskinematik auf Geschwindigkeitsebene unter
Beru¨cksichtigung der affinen Manipulierbarkeit
w˙feasible = p w˙desired = JTCP q˙, (4.101)
wobei JTCP die Jacobi-Matrix der Translation und Rotation (Abschnitt 4.2.2 und
4.2.2) entha¨lt und q˙ := γ˙. Aus Gru¨nden der U¨bersichtlichkeit gelte im Folgenden
J := JTCP und w˙TCP := w˙desired.
4.3.3 Lo¨sungsansatz als quadratisches Optimierungsproblem
Die inverse Kinematik la¨sst sich durch folgendes quadratische Programm bezu¨glich
der zu optimierenden Variablen q, q˙, q¨ und dem Manipulierbarkeitsmaß p darstellen.
Lo¨se die Zielfunktion
min
{q, q˙, q¨, p}
1
2






q¨⊤Bq¨ − β p (4.102)
unter den Nebenbedingungen9 (Vorwa¨rtskinematik auf Geschwindigkeitsebene)
Jq˙ − p w˙TCP = 0 (4.103)
9abgeku¨rzt auch u. d. N.
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und den sog. Box-Constraints
qmin ≤ q ≤ qmax
q˙min ≤ q˙ ≤ q˙max
q¨min ≤ q¨ ≤ q¨max
0 ≤ p ≤ 1
, (4.104)
wobei L, M und B positiv definite Wichtungsmatrizen – aus Rechenzeitgru¨nden
vorzugsweise positiv definite Diagonalmatrizen – der Dimension Rn×n sind. Der erste
quadratische Term aus Gl. (4.102) minimiert den Abstand der Lo¨sungs-Gelenkwinkel
q von Referenz-Gelenkwinkeln qref, die beispielsweise als Mittelpunkt der minimalen




(qmin,i + qmax,i) , i = 1, . . . , n. (4.105)
Damit werden Lo¨sungen gefunden, die mo¨glichst weit weg von den Endanschla¨gen
der Gelenke liegen, um gro¨ßte Manipulierbarkeit zu gewa¨hrleisten. Es entstehen
dadurch
”
schlanke“ Gelenkwinkelverla¨ufe. Der zweite und dritte quadratische Term
minimieren die Lo¨sung der Geschwindigkeit q˙ und Beschleunigung q¨, die
”
geschmei-
dige“ Gelenkwinkel zur Folge haben. β ist ein positiver skalarer Wert, womit die Sta-
bilita¨t des numerischen Algorithmus zur Lo¨sung des quadratischen Programms kon-
trolliert werden kann. Die in den Nebenbedingungen auftretenden Gro¨ßen qmin/max,
q˙min/max und q¨min/max beschreiben die technischen Beschra¨nkungen minimale bzw.
maximale Gelenkwinkel-Endlagen, -Geschwindigkeiten und -Beschleunigungen. Die
letzte Box-Constraint ist die aus Abschnitt (4.3.2) bekannte Beschra¨nkung des affi-
nen Manipulierbarkeitsmaßes.
Mit den Na¨herungen
q˙ ≈ q − q0
∆T
und












q − 2q0 + q−1
∆T 2
erha¨lt man aus den quadratischen Anteilen der Zielfunktion
1
2
(q − qref)⊤L(q − qref) =
1
2

























(q − 2q0 + q−1)
∆T 2
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[q − (2q0 − q−1)]⊤
∆T 2
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mit q := q(ti), q0 := q(ti−1), q−1 := q(ti−2) und der Abtastzeit ∆T := ti − ti−1 =
const.
Die konstanten Anteile leisten zur Minimierung der Zielfunktion bezu¨glich q und p

























































− p w˙TCP = 0 (4.113)
oder
Jq − p w˙TCP∆T = Jq0. (4.114)
Die Box-Constraints ergeben






q − 2q0 + q−1
∆T 2
≤ q¨max
0 ≤ p ≤ 1
(4.115)
76 4 Anwendungsbeispiel 1: Serielle redundante Roboter
oder
qmin ≤ q ≤ qmax
q˙min∆T ≤ q − q0 ≤ q˙max∆T
q¨min∆T
2 ≤ q − 2q0 + q−1 ≤ q¨max∆T 2
0 ≤ p ≤ 1
(4.116)
oder
qmin ≤ q ≤ qmax
q˙min∆T + q0 ≤ q ≤ q˙max∆T + q0
q¨min∆T
2 + 2q0 − q−1 ≤ q ≤ q¨max∆T 2 + 2q0 − q−1
0 ≤ p ≤ 1
(4.117)
oder
qˆmin ≤ q ≤ qˆmax
0 ≤ p ≤ 1 (4.118)
mit
qˆmin = max(qmin, q˙min∆T + q0, q¨min∆T
2 + 2q0 − q−1)
qˆmax = min(qmax, q˙max∆T + q0, q¨max∆T
2 + 2q0 − q−1)
(4.119)













































Nun wird zwecks Rechenzeiteffizienz eine Koordinatentransformation durchgefu¨hrt.
Mit Einfu¨hrung des neuen Vektors
qˆ = q − qˆmin (4.123)























































Ax = b (4.128)
und

































Das im letzten Abschnitt aufgestellte Problem der inversen Kinematik setzt voraus,
dass die Jacobi-Matrix des Endeffektors nicht singula¨r wird bzw. keinen Rangabfall
erfa¨hrt. Bereits in der Na¨he einer Singularita¨t bereitet die Jacobi-Matrix jedoch
numerische Stabilita¨tsprobleme.
Es existiert eine Vielzahl an Methoden zur Beherrschung der singula¨ren Stellun-
gen, wie beispielsweise in Deo und Walker (1995); Komainda (2003) beschrieben
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wird. Darin wird das quadratische Programm gema¨ß Gl. (3.13) ohne Ungleichungs-











s. t. A x = b+ u (4.132)
mit der positiv definiten MatrixG und der neu eingefu¨hrten, nicht-singula¨ren Wich-






u⊤W u− λ⊤ (Ax− b− u). (4.133)
Die notwendige Bedingung lautet dann
∂L
∂x
= Gx−A⊤ λ = 0 (4.134)
∂L
∂u
=W u+ λ = 0 (4.135)
∂L
∂λ
= Ax− p b = 0 (4.136)
Die zweite Gleichung aufgelo¨st nach u liefert
u = −W−1 λ = −Kλ (4.137)
mit K =W−1 und eingesetzt in die dritte
Ax+Kλ = b. (4.138)























B = G−1 −G−1A⊤ (AG−1A⊤ +K)−1AG−1,
C = −(AG−1A⊤ +K)−1AG−1,
D = (AG−1A⊤ +K)−1.
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Eine gu¨nstigere Alternative zur robusten Inversen bieten die Ansa¨tze von Schlemmer
(2000) und Abdel-Rahman (1991), indem die Vorwa¨rtskinematik auf Geschwindig-
keitsebene durch
Ax = b p (4.141)
definiert wird. Dabei stellt p das nach Schlemmer (2000) affine Manipulierbarkeits-









α (1− p)2 (4.142)
s. t. Ax = b p. (4.143)
Die Lagrange-Funktion lautet damit





α (1− p)2 − λ⊤ (Ax− b p). (4.144)
und die KKT-Bedingungen entsprechend
∂L
∂x
= Gx−A⊤ λ = 0 (4.145)
∂L
∂p
= α (1− p) (−1) + b⊤ λ = 0 (4.146)
∂L
∂λ
= Ax− b p = 0 (4.147)
Wird die zweite Gleichung nach p aufgelo¨st, ergibt sich zuna¨chst
p = 1− 1
α
b⊤ λ (4.148)
und eingesetzt in die dritte Gleichung








Regalbediengera¨t auf Basis einer seilgetriebe-
nen Stewart-Gough-Plattform
Eine der wichtigsten Aufgaben der Logistikbranche ist die Lagerung von Waren aus
unterschiedlichen Wirtschaftszweigen wie beispielsweise der Automobil- und Tex-
tilindustrie. Im Laufe der Zeit hat im Zuge der Massenproduktion der wachsende
Materialfluss ho¨here Anforderungen an die Lagertechnik gestellt, so dass in zuneh-
mendem Maße automatisierte Regalbediengera¨te zum Einsatz kommen. Dadurch
sind neben einer steigenden Lagerkapazita¨t durch effizientere Raumausnutzung die
Zugriffszeiten beim Ein- und Auslagern – dem sogenannten Einzel- und Doppelspiel
– reduziert worden.
Einen wesentlichen Einfluss auf kurze Spielzeiten hat dabei die Dynamik, d.h. die
realisierbaren Beschleunigungs- und Geschwindigkeitswerte des Regalbediengera¨ts
wa¨hrend der Befo¨rderung der Ware. Mittlerweile sind die heutigen Regalbedien-
gera¨te diesbezu¨glich an ihre mechanischen Grenzen gestoßen, und der stetige Auf-
wa¨rtstrend von Durchsatzleistung und der Einsatz gro¨ßerer Hochregale erfordert die
Entwicklung technisch neuartiger Regalbediengera¨te.
5.1 EffizienzCluster Logistik-Ruhr (ECLR)
Das Verbundprojekt
”
Regalbediengera¨t auf Basis der Stewart-Gough-Plattform“
aus dem Spitzencluster EffizienzCluster Logistik-Ruhr hat es sich zum Ziel gesetzt,
einen Technologiesprung unter den Regalbediengera¨ten zu schaffen. Auf Grundla-
ge der Stewart-Gough-Plattform wird ein seilbasiertes Regalbediengera¨t entwickelt,
welches neben Leistungszuwa¨chsen in Bezug auf Geschwindigkeit und Beschleuni-
gung sowohl Kosten- als auch Energieeinsparungen verspricht. Diese innovativen
Regalbediengera¨te lassen sich dabei problemlos in bestehende Logistiksysteme inte-
grieren und werden zuna¨chst in kleinen und mittelsta¨ndischen Unternehmen ihren
Einsatz finden1,2.
Die Verwendung einer seilbasierten Stewart-Gough-Plattform ermo¨glicht eine Redu-
zierung der zu bewegenden Last, die - im Vergleich zu den klassischen Regalbedien-
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klassischen Regalbediengera¨t wird das Ladegut auf einer Plattform transportiert,
die u¨ber acht Seile mit acht Seilwinden verbunden ist. Eine vorgegebene Plattform-
bewegung wird durch entsprechende Regelung der einzelnen Seilwinden realisiert.
Ein wesentlicher Schritt zur Realisierung des Projekts ist die Modellbildung und
Simulation eines virtuellen Prototyps (Abb. 5.1). Auf Grundlage mathematisch-
Abbildung 5.1: Regalbediengera¨t auf Basis der Stewart-Gough-Plattform.
physikalischer Gesetze wird anhand des virtuellen Demonstrators das dynamische
Verhalten des realen Systems abgescha¨tzt und beurteilt und darauf aufbauend die
Komponenten fu¨r den realen Prototyp ausgelegt. Zugleich wird gezielt auf die Ent-
wicklung eines echtzeitfa¨higen Simulationsmodells gesetzt, welches die Grundlage
fu¨r ein leistungsfa¨higes Regelungskonzept bildet. Im Laufe der Projektlaufzeit von
fu¨nf Jahren werden drei Prototypen aufgebaut, welche die grundlegenden Funktio-
nen und Merkmale eines klassischen Regalbediengera¨ts aufweisen. Wa¨hrend der erste
Prototyp am Lehrstuhl fu¨r Mechatronik aufgebaut wird, erfahren die beiden anderen
ihren ersten industriellen Einsatz zugleich bei zwei verschiedenen mittelsta¨ndischen
Logistikunternehmen.
5.2 Modellbildung des seilbasierten Regalbediengera¨ts auf
Basis der Stewart-Gough-Plattform
Das seilbasierte Regalbediengera¨t entspricht strukturell einer Stewart-Gough-
Plattform, wobei die Linearaktuatoren, wie beispielsweise Hydraulikzylinder, durch
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Seile ersetzt werden (Bruckmann 2010). Die an der Plattform befestigten Seile wer-
den u¨ber Fu¨hrungen wie beispielsweise schwenkbare Umlenkrollen an der Basis auf
ihre jeweiligen Seilwinden gewickelt. Durch das koordinierte Ein- und Auswickeln al-
ler Seile kann schließlich die Plattformbewegung realisiert werden. Eine andere Topo-
logie eines Seilroboters, findet sich in Sturm und Schramm (2010); Bruckmann u. a.
(2011), in dem die Seile mittels Linearaktuatoren eine Plattformbewegung hervorru-
fen. Seile ko¨nnen nur Zugkra¨fte aufnehmen, d. h. sie stellen einseitige bzw.unilaterale
Bindungen dar. Daher ist es erforderlich, die Seile stets in einen verspannten Zustand
zu bringen, damit auch die Plattform im Raum verspannt wird.
5.2.1 Kinematische Klassifizierung
Da sich der Arbeitsraum des Seilroboters durch das Hochregal definieren la¨sst (siehe
Abb. 5.1), handelt es sich zuna¨chst um einen ebenen Arbeitsraum, den das seilgetrie-
bene Regalbediengera¨t abdecken muss. Allerdings ist der Entwurf eines rein ebenen
Seilroboters nicht praktikabel, da die Plattform mitsamt der Nutzlast ra¨umlichen
Belastungen unterworfen ist. Des Weiteren wirken zusa¨tzliche Kra¨fte und Momente
auf die Plattform beim Be- und Entladen des Guts senkrecht zur Ebene des Hochre-
gals. Aus diesem Grund sind Steifigkeiten quer zur eigentlichen Bewegungsrichtung
der Plattform erforderlich.
Zuna¨chst erfordert die Plattform im Wesentlichen zwei translatorische Bewegungen
in der yz-Ebene (Abb. 5.2 und 5.3), gema¨ß der Klassifizierung nach Verhoeven (2004)
auch 2T bezeichnet. Des Weiteren mo¨gen drei zusa¨tzliche Bewegungsmo¨glichkeiten
sinnvoll erscheinen:
• Bei hohen Beschleunigungen kann es von Vorteil sein, die Plattform wa¨hrend
der Fahrt um einen entsprechenden Wankwinkel um die x-Achse zu neigen, da-
mit ein Herausfliegen der losen Gu¨ter aus der offenen Kiste vermieden werden
kann.
• Das Be- und Entladen der Kiste entlang der x-Achse kann unter Umsta¨nden
beschleunigt werden, wenn die Plattform um einen entsprechenden Nickwinkel
um die y-Achse geneigt wird.
• Beim Be- und Entladen der Kiste kann außerdem der translatorische Freiheits-
grad in x-Richtung ausgenutzt werden, damit die Plattform an das Regalfach
andocken kann, um sie beim Be- und Entladevorgang stabilisieren zu ko¨nnen.


















Abbildung 5.3: Topologische Struktur der Plattform.
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Letztendlich muss ein 3R3T -Seilroboter entworfen werden, der Kra¨fte und Momente
in allen drei Raumkoordinaten aufnehmen kann. Sinnvollerweise wird die Plattform
wie bei Hassan und Khajepour (2009) von acht Seilen angetrieben.
Die Dimensionen des fu¨r das Projekt ECLR konzipierten Prototyps eines Regalbe-
diengera¨ts sind in Tab. 5.1 zusammengefasst:
Tabelle 5.1: Daten des Regalbediengera¨ts
i Komponente i ∆xi [m] ∆yi [m] ∆zi [m]
1 Regal 0.42 8.3 4
2 Basis 0.78 9.78 4.5
3 Plattform 0.48 0.84 0.55
5.2.2 Konzeptionelle Gestaltungsmo¨glichkeiten
In diesem Abschnitt werden vorab verschiedene Designkonzepte vorgestellt, die sich
auf die mo¨glichen, unterschiedlichen Befestigungspositionen der Seile auf der Platt-
form beziehen. Diese haben entsprechende Vor- und Nachteile sowohl hinsichtlich
der technischen Machbarkeit als auch hinsichtlich des Arbeitsraums, der das gesam-
te Regal abdecken muss, damit jedes Regalfach von der Plattform, unter Einhaltung
technischer Anforderungen, erreicht werden kann. Letztendlich geht es darum, den
Seilroboter fu¨r den vorgegebenen Arbeitsraum zu optimieren. Es existieren verschie-
dene Lo¨sungsansa¨tze, die unter anderem in Bruckmann u. a. (2009); Gouttefarde
u. a. (2008); Fattah und Agrawal (2005); Hay und Snyman (2005); Fang (2005) zu
finden sind. Konkrete, optimierte Designergebnisse werden in Abschnitt 5.4 vorge-
stellt.
Im Folgenden werden zuna¨chst die verschiedenen Konfigurationsmo¨glichkeiten pra¨-
sentiert und die Vor- und Nachteile miteinander verglichen:
Konfiguration 1: Hierbei handelt es sich um die intuitivste Form der Seilkonfigu-
ration. Diese ist in Abb. 5.2 zu sehen und entspricht der Konfiguration nach
Hassan und Khajepour (2009). Ein großer Nachteil bei dieser Seilanbindung
ist der im Verha¨ltnis zum erforderlichen Arbeitsraum sehr große, beno¨tigte
Raum fu¨r die Basispunkte, durch welche die Seile auf die Seilwinden gefu¨hrt
werden. Da der gesamte einzunehmende Raum des Seilroboters so kompakt
wie mo¨glich sein muss, ist gerade diese Konfiguration nicht empfehlenswert.
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Aus diesem Grund eignen sich die im Folgenden vorgestellten Seilkonfigura-
tionen, bei denen die oberen und unteren Seilanlenkpunkte
”
vertauscht“ sind,
d. h. die Seile sind – auf die yz-Ebene projeziert – gekreuzt angeordnet.
Konfiguration 2: In diesem Fall sind die vorderen und hinteren Seile, d. h. bezogen
auf die xz-Ebene nahezu parallel3 angeordnet (Abb. 5.4). Der große Nachteil
xy
z
Abbildung 5.4: Mo¨glichkeiten der Seilbefestigung: Konfiguration 2.
ist hierbei, dass der Seilroboter den Belastungen senkrecht zur yz-Ebene, die
ja durchaus auf die Plattform wirken ko¨nnen, nicht gut entgegenwirken kann.
Es existiert also keine genu¨gend hohe Steifigkeit in x-Richtung. Im praktischen
Fall wird die Plattform sehr empfindlich gegen kleine Anregungen entlang der
x-Achse reagieren.
Konfiguration 3: Um diesem Nachteil vorzubeugen, ko¨nnen die vorderen und hin-
teren Seilanlenkpunkte vertauscht werden, so dass sich die Seile in der xz-







(b) Plattform in der oberen
rechten Ecke des Regals
Abbildung 5.5: Mo¨glichkeiten der Seilbefestigung: Konfiguration 3.
entlang der x-Achse entgegengewirkt werden kann. Eine Vorspannung der Sei-
le fu¨hrt letztlich auch zu einer entsprechenden Steifigkeit in x-Richtung. Jedoch
3Gema¨ß Tab. 5.1 ist in x-Richtung die Basis breiter als der entsprechende Abstand der Anlenk-
punkte der Plattform.
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mu¨ssen hierbei die Seilanlenkpunkte verschoben werden, damit die Seile nicht
miteinander kollidieren ko¨nnen. Allerdings fu¨hrt dies zu unausgeglichenen Seil-
kraftverteilungen. Ein weiterer Nachteil sind die erforderlichen, extrem hohen
Seilkra¨fte bei Plattform-Positionen in der Na¨he der oberen linken und rechten
Ecke wegen der unvorteilhaft großen Anstellwinkel der Seile (Abb. 5.5b).
Konfiguration 4: Diese Konfiguration stellt eine Alternative dar, welche die Nach-
teile der anderen Konfigurationen kompensieren kann. Dabei werden die von
oben kommenden Seile parallel angeordnet mit dem unteren Rand der Platt-
form verbunden, wa¨hrend die von unten kommenden Seile mittig am oberen
Rand der Plattform angeordnet werden, so dass eine Absteifung in x-Richtung







(b) Ansicht der Plattform
Abbildung 5.6: Mo¨glichkeiten der Seilbefestigung: Konfiguration 4.
Eckpositionen des Regals nicht zu groß wie bei Konfiguration 3 und eine Kol-
lision zwischen den Seilen wird verhindert. Bei dieser Konfiguration macht
sich auch der Kostenfaktor bemerkbar: Die jeweils zwei unteren, nebenein-
ander liegenden Antriebe ko¨nnen durch je einen einzigen Antrieb mit zwei
Ausgangswellen links und rechts ersetzt werden. Dabei ko¨nnen trotzdem al-
le sechs Freiheitsgrade der Plattform geregelt werden, wobei nur noch sechs
anstatt acht Antriebe notwendig sind.
Im folgenden Abschnitt werden die Grundlagen fu¨r das Modell des hier vorliegenden
Seilroboters beschrieben.
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5.2.3 Kinematik der Plattformbewegung
Die Plattform wird zuna¨chst als ein im dreidimensionalen Raum beliebig positionier-
ter und orientierter Ko¨rper betrachtet, dessen ko¨rperfestes Bezugssystem P durch
den Ortsvektor
BrP = [xP , yP , zP ]
⊤ (5.1)
und die Orientierung
Φ = [ϕ, θ, ψ]⊤ (5.2)










Abbildung 5.7: Bewegungsgro¨ßen der Plattform.
d. h. Position und Orientierung der Plattform la¨sst sich damit zu
xP = [
B r⊤P ,Φ
⊤]⊤ = [xP , yP , zP , ϕ, θ, ψ]⊤ (5.3)
zusammenfassen. Sie entspricht dabei dem Vektor der verallgemeinerten Koordina-
ten der Plattform.
Die ra¨umliche Drehbewegung der Plattform wird durch die Einfu¨hrung der Rotati-
onsmatrix BRP beschrieben, welche Vektoren, die im ko¨rperfesten Bezugssystem P
dargestellt sind, ins Bezugssystem B transformiert. Die Rotationsmatrix BRP setzt
sich dabei aus drei elementaren Rotationsmatrizen zusammen, die gema¨ß
”
roll-pitch-
yaw“-Definition4 (vgl. Schramm u. a. 2010a, Seite 49) in der folgenden Reihenfolge
verknu¨pft sind:
BRP = Rz(ψ)Ry(θ)Rx(ϕ), (5.4)
4Entspricht den Kardan-Winkeln und ist in der Fahrzeugtechnik eine ga¨ngige Beschreibung
der ra¨umlichen Drehbewegung. Die Anwendung von Euler-Winkeln wa¨re auch mo¨glich gewesen,
wobei der Unterschied in der Wahl der Koordinatenachsen fu¨r die einzelnen Teildrehungen liegt
(Schramm u. a. 2010a).
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mit
Rx(ϕ) =




 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 ,
Rz(ψ) =





ϕ : Rollwinkel um die x-Achse, engl. roll angle,
θ : Nickwinkel um die y-Achse, engl. pitch angle,
ψ : Gierwinkel um die z-Achse, engl. yaw angle.
Die zeitlichen Ableitungen des Vektors der verallgemeinerten Koordinaten liefern
B x˙P = [x˙P , y˙P , z˙P , ϕ˙, θ˙, ψ˙]
⊤, (5.6)
B x¨P = [x¨P , y¨P , z¨P , ϕ¨, θ¨, ψ¨]
⊤. (5.7)
Des Weiteren ist der Zusammenhang zwischen den zeitlichen Ableitungen der Kar-
dan-Winkel ϕ˙, θ˙, ψ˙ und der Winkelgeschwindigkeit der Plattform ωP relativ zum
Inertialsystem B erforderlich, welcher mit Hilfe der kinematischen Kardan-Glei-
chungen (Schramm u. a. 2010a, Seite 49) bestimmt werden kann. Die Winkelge-
schwindigkeit der Plattform la¨sst sich aus der Summe der elementaren Winkelge-
schwindigkeiten ϕ˙, θ˙ und ψ˙ berechnen und lautet
ωP = ϕ˙+ θ˙ + ψ˙. (5.8)
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Fu¨r die folgenden Schritte ist die Darstellung der Drehbewegung der Plattform im


























cosψ cos θ − sinψ 0sinψ cos θ cosψ 0





Daraus ergibt sich die Darstellung der Winkelbeschleunigung im Inertialsystem B
gema¨ß
B ω˙P =H Φ¨+ H˙ Φ˙
=
cosψ cos θ − sinψ 0sinψ cos θ cosψ 0





−ψ˙ sinψ cos θ − θ˙ cosψ sin θ −ψ˙ cosψ 0ψ˙ cosψ cos θ − θ˙ sinψ sin θ −ψ˙ sinψ 0





cosψ cos θ − sinψ 0sinψ cos θ cosψ 0





− cosψ − sinψ cos θ − cosψ sin θ− sinψ cosψ cos θ − sinψ sin θ






Die inverse Kinematik ermittelt aus einer vorgegebenen Pose des Endeffektors die
dafu¨r erforderlichen Gelenkvariablen (de Wit u. a. 1996). Gerade fu¨r parallele Ro-
boter, wie in diesem Fall fu¨r Seilroboter, ist die inverse Kinematik analytisch lo¨sbar,
d. h. es existiert eine geschlossene, nichtlineare Abbildung f IK : R
m → Rn, die den
Raum der Endeffektorkoordinaten in den Raum der Gelenkkoordinaten transfor-
miert:
sl = f IK(xP ), (5.11)
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wobei
xP ∈ Rm : Endeffektorkoordinaten bzw. Pose der Plattform, Gl. (5.3),
sl ∈ Rn : Gelenkkoordinaten bzw. Vektor der Seilla¨ngen,
m : Anzahl der Plattform-Freiheitsgrade,
n : Anzahl der Seile.
Zur Aufstellung der inversen Kinematik muss Folgendes beachtet werden:
• Da im vorigen Abschnitt bereits erwa¨hnt wurde, dass Seile nur Zugkra¨fte auf-
nehmen ko¨nnen, wird die Annahme getroffen, dass sie bei der Modellbildung
stets verspannt sind. Daraus folgt, dass lose ha¨ngende Seile nicht erlaubt sind.
• Es existieren zwei Mo¨glichkeiten der Modellierung von Seilfu¨hrungen:
1. Es wird vereinfacht angenommen, dass die Seile von den Seilwinden u¨ber
fixe, punktfo¨rmige Fu¨hrungen mit der Plattform verbunden sind. In die-
sem Fall sind die Vektoren bi zu den Fu¨hrungspunkten Bi an der Ba-
sis konstant, siehe dazu Abb. 5.8. Diese Na¨herung ist legitim, soweit
beispielsweise keramische Augen als Seilfu¨hrungen verwendet werden.
Ein praktischer Nachteil dabei liegt in dem hohen Verschleiß und der
verku¨rzten Lebensdauer der Seile aufgrund der Reibung zwischen Seil
und fixer Fu¨hrung (Bruckmann 2010).
2. Unter Verwendung von rollenbasierten Seilfu¨hrungen, wie beispielsweise
schwenkbaren Umlenkrollen, kann dieser Nachteil vermieden werden. Al-
lerdings gestaltet sich die kinematische Modellierung als schwieriger, da
zusa¨tzliche geometrische Bindungen beru¨cksichtigt werden mu¨ssen. Des
Weiteren kann die Drehtra¨gheit der Seilrollen die Dynamik des Gesamt-
systems beeintra¨chtigen.
Die folgenden zwei Abschnitte erla¨utern die Modellbildung der inversen Kinematik
unter Beru¨cksichtigung beider Arten von Seilfu¨hrungen:
Punktfo¨rmige Seilfu¨hrungen
Gema¨ß Abb. 5.8 gilt fu¨r 1 ≤ i ≤ n, wobei n die Anzahl der Seile ist, der Vektorzug
li = bi − (rP + P r i). (5.12)












Abbildung 5.8: Kinematik der Plattform eines Seilroboters unter Beru¨cksichtigung
punktfo¨rmiger Seilfu¨hrungen.
Auf Geschwindigkeitsebene ergibt sich entsprechend durch zeitliche Ableitung
l˙i = −(r˙P + ωP × P r i) (5.13)
und auf Beschleunigungsebene
l¨i = −(r¨P + ω˙P × P r i + ωP × (ωP × P r i)). (5.14)
Mit dieser Kenntnis kann schließlich die La¨nge des i-ten Seils bestimmt werden.
Diese ergibt sich aus
li = ‖li‖2 =
√
l2i . (5.15)
Die La¨ngena¨nderung (Seilgeschwindigkeit) wird aus der zeitlichen Ableitung von
























Die konkrete Berechnung der inversen Kinematik erfordert die Wahl eines Koordina-
tensystems, in dem die Vektoren referenziert sind. Fu¨r die kommenden Schritte ist
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es sinnvoll, die Vektoren im raumfesten Koordinatensystem B darzustellen. Daraus
folgt auf Positionsebene fu¨r den Vektorzug aus Gl. (5.12)
B l i =

















P r i =
BRP
P




P r i. (5.20)
Auf Geschwindigkeitsebene ergibt sich entsprechend
B
l˙ i = −
(
Br˙P +





l¨ i = −
(
Br¨P +





Bω˙P =H Φ¨+ H˙ Φ˙
aus Gl. (5.9) und Gl. (5.10).
Rollenbasierte Seilfu¨hrungen
Der Prototyp des Regalbediengera¨ts erfordert wegen der vorab erwa¨hnten Gru¨nde
die Verwendung von rollenbasierten Seilfu¨hrungen, konkret von schwenkbaren Um-
lenkrollen, wie sie in Abb. 5.9 dargestellt sind. Aufgrund dessen ist es notwendig,
die Kinematik des Seilroboters unter Beru¨cksichtigung der Umlenkrollen aufzustel-
len. In Abb. 5.9 werden die dafu¨r definierten Koordinatensysteme eingefu¨hrt. Eine
Besonderheit ist die in Abb. 5.9a dargestellte Neigung der Umlenkrolle um den fest-
gelegten Winkel γ um die x-Achse, der konstruktionsbedingt beru¨cksichtigt werden
muss, damit das Seil sauber auf die Motorwinde gewickelt werden kann. Die fu¨r die
Koordinatentransformation vom Umlenkrollen-Bezugssystem U ins Inertialsystem
B beno¨tigte Rotationsmatrix ist dementsprechend BRU(x, γ). Der Schwenkwinkel
β wird in Abb. 5.9b definiert und erlaubt eine Rotation der Rolle um die z-Achse

























Abbildung 5.9: Rollenbasierte Seilfu¨hrung mit Hilfe einer schwenkbaren Umlenkrolle
mit Definition des Neigungs-, Schwenk- und Rollwinkels anhand von
Inertial-, Umlenkrollen-, Schwenk- und Roll-Koordinatensystem B,
U , S und R.
mit Hilfe der Rotationsmatrix URS(z, β). Des Weiteren wird der Umschlingungs-
winkel α fu¨r den Drehfreiheitsgrad der Rolle um die y-Achse und die entsprechende
Rotationsmatrix SRR(y, α) eingefu¨hrt (Abb. 5.9c).
Mit Hilfe von Abb. 5.10 wird die Kinematik der Plattform unter Beru¨cksichtigung
der rollenbasierten Seilfu¨hrung aufgestellt. Der Punkt B stellt sowohl den Austritts-
punkt des Seils als auch den Bezugspunkt der Umlenkrolle mit Radius ̺ dar, durch
den die geneigte Schwenkachse fu¨hrt. Der Drehpunkt der Rolle befindet sich in Punkt
M . Das Seil ist auf der Plattform im Punkt P befestigt bzw. drehbar gelagert und
wird tangential u¨ber den Beru¨hrpunkt T auf die Rolle gefu¨hrt und umgelenkt. Die
Kinematik der rollenbasierten Seilfu¨hrung gilt fu¨r alle i = 1, . . . , n Seile, jedoch wird
aus Gru¨nden der U¨bersichtlichkeit auf die Indizierung verzichtet.
Zuna¨chst wird der Differenzvektor der Strecke PB durch den einfachen Vektorzug
P rB = b− p (5.23)
beschrieben. Der Anteil des Seils auf dem Streckenabschnitt PT ergibt sich dann zu
P rT = P rB + B rM + M rT . (5.24)
Die Umlenkrolle hat die kinematische Zwangsbedingung, dass die in 5.24 vorkom-
menden Vektoren stets in der Schwenkebene der Umlenkrolle liegen. Dies ist gleich-

















Abbildung 5.10: Kinematik der Plattform unter Beru¨cksichtigung einer rollenbasier-
ten Seilfu¨hrung.
bedeutend mit der Aussage, dass das Kreuzprodukt P rT × P rB senkrecht auf der
Schwenkebene stehen muss. Da beispielsweise B rM stets in der Schwenkebene liegt,
gilt
(P rT × P rB)⊤ · B rM = 0. (5.25)
Einsetzen von Gl. (5.24) in Gl. (5.25) liefert
[(P rB + B rM + M rT )× P rB]⊤ · B rM =0
⇔ [(P rB × P rB)︸ ︷︷ ︸
0
+(BrM × P rB) + (M rT × P rB)]⊤ · B rM =0
⇔ (BrM × P rB)⊤ · B rM︸ ︷︷ ︸
0
+(M rT × P rB)⊤ · BrM =0
⇔ (M rT × P rB)⊤ · BrM =0. (5.26)
Des Weiteren gilt, dass
M r
⊤
T · P rT = 0, (5.27)
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da das freiliegende Seil P rT stets tangential auf die Rolle gefu¨hrt wird und senkrecht
auf dem Streckenabschnitt M rT liegt. Einsetzen von Gl. (5.24) in Gl. (5.27) liefert
M r
⊤
T · (P rB + B rM + M rT ) =0




T · M rT︸ ︷︷ ︸
̺2
=0
⇔ M r⊤T · P rB + ̺2 cosα + ̺2 =0. (5.28)
Damit kann nun die Kinematik explizit aufgestellt werden, indem die folgenden Glei-
chungen beispielsweise im Schwenk-Koordinatensystems S ausgedru¨ckt werden. Der




UR⊤S (z, θ) · BR⊤U (x, γ) · BP rB. (5.29)
Außerdem gilt, dass
S
M rT = ̺ · SRR(y, α) · Rex. (5.30)
Einzig der Vektor vom Bezugspunkt B der Umlenkrolle zur Drehachse M ist im
Koordinatensystem S beschrieben und lautet
S
BrM = ̺ · S ex. (5.31)
Einsetzen der Vektoren in Gl. (5.26) liefert zuna¨chst die erste Zwangsbedingung[
(Bby − Bpy) cos γ + (Bbz − Bpz) sin γ
]
cos θ − (Bbx − Bpx) sin β = 0 (5.32)
und aufgelo¨st nach dem Schwenkwinkel
β = arctan
(Bby − Bpy) cos γ + (Bbz − Bpz) sin γ
Bbx − Bpx
. (5.33)






und entspricht dem in Bruckmann (2010) hergeleiteten Ausdruck (unter Beru¨cksich-
tigung einer entsprechenden Koordinatentransformation).
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Aus Gl. (5.27) ergibt sich nach einigen A¨quivalenzumformungen die zweite Zwangs-
bedingung
a cosα + b sinα + ̺ = 0, (5.35)
mit
a = (Bbx − Bpx) cos β +
[
(Bby − Bpy) cos γ + (Bbz − Bpz) sin γ
]
sin β + ̺,
b = (Bby − Bpy) sin γ − (Bbz − Bpz) cos γ.





b2 (a2 + b2 − ̺2)− ̺ b2
(a2 + b2) b
,




















Abbildung 5.11: Lo¨sungen der quadratischen Gleichung.
Seil kann entweder gegen den Uhrzeigersinn (schwarz, von P u¨ber T2 nach B)
oder im Uhrzeigersinn (gestrichelt, von P u¨ber T1 nach B) um die Rolle gewickelt
werden. Dementsprechend mu¨ssen auch die Kreissegmente von T1 bzw. T2 nach
B beru¨cksichtigt werden, wobei die positive Drehrichtung von α im Uhrzeigersinn
ist. Aus gegebenen technischen Gru¨nden gilt ohne Beschra¨nkung der Allgemeinheit





< α2 < 0. Mit ‖P rT‖2 = ‖P rT1‖2 = ‖P rT2‖2 ergibt sich die
Gesamtla¨nge des Seils von P nach B dann zu
lges = ‖P rT‖2 +

̺ (π − α1), Seil ist ”unter“ der Rolle gewickelt,
̺ (π + α2), Seil ist ”
auf“ der Rolle gewickelt.
(5.37)
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Fu¨r die in Abschnitt 5.2.6 aufzustellenden Bewegungsgleichungen werden die Wirk-
richtungen der Seilkra¨fte an den Seilbefestigungen der Plattform beno¨tigt. Diese
entsprechen den Richtungsvektoren P rT , bevor sie von den Umlenkrollen Umgelenkt
werden, so dass schließlich fu¨r rollenbasierte Seilfu¨hrungen l = P rT gilt.
Abb. 5.12 stellt das in Dymola5 modellierte, objektorientierte Regalbediengera¨t
unter Beru¨cksichtigung der (in gru¨n unterlegten) rollenbasierten Seilfu¨hrung dar.
Die Trajektorie des Plattform-Bezugspunkt ist (blau)-farbig unterlegt6. Die fu¨r die-
Abbildung 5.12: Visualisierung des objektorientierten Modells des Regalbedien-
gera¨ts unter Beru¨cksichtigung rollenbasierter Seilfu¨hrungen in Dy-
mola(siehe Tiller 2001; Fritzson 2004). Die CAD-Daten aller Ob-
jekte (z. B. Plattform, Umlenkrollen) entstanden mit freundlicher
Unterstu¨tzung der Professur
”
Rechnereinsatz in der Konstruktion“
der Universita¨t Duisburg-Essen.
se Trajektorie bestimmten Gro¨ßen Schwenkwinkel θ, Umschlingungswinkel α und
Seilla¨nge lges gema¨ß Gl. (5.33), (5.36) und (5.37) werden in Abb. 5.13 dargestellt.
5.2.5 Vorwa¨rtskinematik
Die Vorwa¨rtskinematik des seilbasierten Parallelroboters ist im Gegensatz zur in-
versen Kinematik nur in bestimmten Fa¨llen eindeutig lo¨sbar und im Allgemeinen
kompliziert (Bruckmann 2010; Taghirad und Nahon 2007; Husty u. a. 2002). Fu¨r
5Simulationsumgebung zur Modellbildung und Simulation in der objektorientierten Modellie-
rungssprache Modelica (siehe Fritzson 2004; Tiller 2001)
6Das Thema Trajektorienplanung wird in Abschnitt 5.5 eingehend erla¨utert.
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Abbildung 5.13: Schwenkwinkel θ, Umschlingungswinkel α und Seilla¨nge lges aller
acht Seile der Trajektorie unter Beru¨cksichtigung der rollenbasier-
ten Seilfu¨hrung.
den Fall des seilbasierten Regalbediengera¨ts unter Verwendung von rollenbasierten




IK (sl) = fVK(sl) (5.38)
bestimmt, vgl. dazu Gl. (5.11). Konkret muss gema¨ß Gl. (5.37) bei bekannten
lges,i, 1 ≤ i ≤ m nach der unbekannten Pose der Plattform xP umgestellt werden. Ein
iteratives Verfahren ist beispielsweise in Williams u. a. (2004) zu finden, in dem unter
Vernachla¨ssigung der Schwenkwinkel die Gleichungen vereinfacht werden. In Mer-
let (2004) wird ein iteratives Verfahren vorgestellt, welches auf Intervallarithmetik
basiert und garantiert alle mo¨glichen Lo¨sungen der Vorwa¨rtskinematik pra¨sentiert
(Bruckmann 2010). Die Vorwa¨rtskinematik wird in dieser Arbeit nicht weiter ver-
folgt, stattdessen auf weiterfu¨hrende Literatur verwiesen, z. B. Merlet (2008); Bruck-
mann (2010); Bruckmann u. a. (2008a, b).
5.2.6 Bewegungsgleichungen der Plattform
Zur Bestimmung der ra¨umlichen Bewegungsgleichungen des Seilroboters werden
Impuls- und Drallsatz der Plattform bezu¨glich des Massenmittelpunktes S beno¨tigt,













Abbildung 5.14: Zum Impuls- und Drallsatz der Plattform bezu¨glich des Schwer-
punkts S.
siehe dazu Abb. 5.14. Die Plattform habe die MassemP und den Tra¨gheitstensorΘS
bezu¨glich des Schwerpunkts. Impuls- und Drallsatz ergeben sich aus dem Freischnitt
der Plattform durch die 1 ≤ i ≤ n Seile und lauten




ΘS ω˙P + ωP × (ΘS ωP ) = τE +
n∑
i=1
S ri × f i.
(5.39)
Dabei sind fE und τE eingepra¨gte Kra¨fte und Momente, die auf den Massenmit-
telpunkt der Plattform wirken. Die aus dem Freischnitt resultierenden Reaktions-
kra¨fte f i wirken auf die Plattform entlang der Seilrichtungen νi und entsprechen
betragsma¨ßig den skalaren Seilkra¨ften fi, so dass folgender Zusammenhang gilt:








dem normierten Vektor der Seilrichtung entspricht und mit Hilfe der inversen Kine-
matik aus Abschnitt 5.2.4 bestimmt werden kann.
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Nach dem Einsetzen von Gl. (5.40) in den Impuls- und Drallsatz (5.39) ergibt sich
zuna¨chst




ΘS ω˙P + ωP × (ΘS ωP ) = τE +
n∑
i=1
(S ri × νi) fi.
(5.42)
Indem die skalaren Seilkra¨fte fi mit 1 ≤ i ≤ n zum Vektor f = [fi, . . . , fn]⊤ zusam-
mengefasst werden, la¨sst sich Gl. (5.42) in folgende Form bringen:
[
mP r¨S






ν1 . . . νn


















A⊤ ∈ Rm×n : Strukturmatrix,
f ∈ Rn : Vektor der Seilkraftverteilung,
w ∈ Rm : Vektor der eingepra¨gten Kra¨fte und Momente,
m : Anzahl der Plattform-Freiheitsgrade,
n : Anzahl der Seile.
Ist beispielsweise die Schwerkraft die einzige eingepra¨gte Kraft, die auf die Platt-
form wirkt, ergibt sich
fE = mP g,
τE = 0,
(5.44)
wobei g der Vektor der Erdbeschleunigung ist.
Werden die Geschwindigkeits- und Beschleunigungsterme von Gl. (5.43) zu Null
gesetzt, la¨sst sich das Kra¨fte- und Momentengleichgewicht der Plattform bezu¨glich
des Schwerpunkts S bestimmen:
A⊤ f +w = 0. (5.45)
Im Allgemeinen liegen die Konstruktionsdaten der Plattform – wie beispielsweise
die Vektoren P r i zu den Seilanlenkpunkten Pi der Plattform (Abb. 5.8) und der
Schwerpunktsvektor P rS – relativ zum Ursprung des ko¨rperfesten Bezugssystems
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P vor und werden auch darin aufgelo¨st. Des Weiteren ist es sinnvoll, die Platt-
formtrajektorien (siehe Abschnitt 5.5) auf den Bezugspunkt P zu beziehen (siehe
Abb. 5.7). Aus diesem Grund werden nun die Bewegungsgleichungen (5.43) relativ
zum Ursprung des ko¨rperfesten Bezugssystems P bestimmt. Anhand Abb. 5.8 la¨sst
sich die Position des Schwerpunkts durch den Vektorzug
rS = rP + P rS. (5.46)
beschreiben. Mit den Gesetzen der Kinematik der Relativbewegung (Schramm u. a.
2010a) berechnen sich die zeitlichen Ableitungen der Schwerpunkt-Position zu
r˙S = r˙P + ωP × P rS (5.47)
und
r¨S = r¨P + ω˙P × P rS + ωP × (ωP × P rS). (5.48)
Dabei ist die Winkelgeschwindigkeit und -Beschleunigung des Schwerpunkts iden-
tisch mit der Winkelgeschwindigkeit und -Beschleunigung des Bezugspunkts P , da
die Plattform als starrer Ko¨rper angenommen wird.
Nach dem Einsetzen von Gl. (5.48) in Gl. (5.43) ergeben sich die Bewegungsglei-
chungen ausgedru¨ckt bezu¨glich des Ursprungs von P zu[
mP (r¨P + ω˙P × P rS + ωP × (ωP × P rS))
ΘS ω˙P + ωP × (ΘP ωP )
]
= A⊤ f +w. (5.49)
Nun muss in der oberen Gleichung von Gl. (5.49) die Winkelbeschleunigung der
Plattform ω˙P isoliert werden. Zu diesem Zweck wird folgender Zusammenhang aus-
genutzt:
ω˙P × P rS = −P rS × ω˙P = −P r˜S ω˙P , (5.50)
wobei P r˜S ein Tensor zweiter Stufe ist. Mit dieser Umformung werden sowohl
die translatorischen als auch rotatorischen Beschleunigungsterme isoliert, so dass
Gl. (5.49) a¨quivalent ist zu[








mP (ωP × (ωP × P rS))
ωP × (ΘS ωP )
]
= A⊤ f +w, (5.51)
wobei E eine Einheitsmatrix mit entsprechender Dimension ist.
Im Folgenden gilt es, Gl. (5.51) im raumfesten Koordinatensystem B aufzulo¨sen.
Werden die kinematischen Kardan-Gleichungen aus Gl. (5.9) und Gl. (5.10) in
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mP [(H˙ Φ˙)× BP rS + (H Φ˙)× ((H Φ˙)× BP rS)]







⊤, [B r˙P , Φ˙]⊤)
= BA⊤ f + Bw. (5.52)
die Bewegungsgleichungen in den Endeffektor-Koordinaten BrP und Φ, siehe dazu





die zeitlich vera¨nderliche Tra¨gheitsmatrix referenziert im Inertialsystem B und
B
P r˜S =
 0 −BP rS,z BP rS,yB
P rS,z 0 −BP rS,x
−BP rS,y BP rS,x 0
 . (5.54)




) ∈ Rm×m die Massen-
matrix der Plattform und wK([
B rP ,Φ]
⊤, [B r˙P , Φ˙]⊤) ∈ Rm der Vektor der Kreisel-
kra¨fte. Des Weiteren ist zu beachten, dass sowohl die Strukturmatrix BA⊤ als auch
der Vektor der eingepra¨gten Kra¨fte und Momente Bw ebenfalls im Inertialsystem B
referenziert sind. Konkret lauten sie gema¨ß Gl. (5.43)
BA⊤ =
[
Bν1 . . .
Bνn
B










Wird der Vektor der Plattform-Pose gema¨ß Gl. (5.3) verwendet, la¨sst sich Gl. (5.52)
auch ku¨rzer schreiben als
M(xP ) x¨P +wK(xP , x˙P ) =
BA⊤ f + Bw. (5.56)
Dabei ist zu beachten, dass auch die Strukturmatrix abha¨ngig von der Pose der
Plattform ist, d. h.BA⊤ = BA⊤(xP ).
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5.2.7 Modellbildung und Simulation der Seilelastizita¨t
In erster Na¨herung kann das Seil durch ein masseloses, parallel geschaltetes Feder-
Da¨mpfer-System mit einseitiger Bindung modelliert werden. Dabei tra¨gt nur die
positive Summe aus Feder- und Da¨mpferkraft zur gesamten Seilkraft bei:
fi =

f̂i f̂i > 0
0 f̂i ≤ 0
, f̂i = ci∆li + di∆l˙i (5.57)
mit
∆li = li − li,0 (5.58)









li (1− ∆lili )
=
EA





E : Elastizita¨tsmodul des Seils,
A : Querschnittsfla¨che des Seils,
di : Da¨mpfungskoeffizient,
li,0 : ungespannte Federla¨nge,
li : tatsa¨chliche Federla¨nge,
∆li : effektive Federla¨nge,
ǫi : relative Dehnung.
Im Folgenden wird die dynamische Simulation des Regalbediengera¨ts erla¨utert, wo-
bei die Auswirkungen der elastischen Seile gema¨ß des obigen Seilmodells auf die
Genauigkeit der Plattform-Pose dargestellt werden sollen. Zu diesem Zweck wer-
den die Bewegungsgleichungen aus Gl. (5.56) in ein Zustandsmodell transformiert,
wobei die Seilkra¨fte f durch das Seilmodell aus Gl. (5.57) explizit bestimmt wer-
den. Demnach ist das Seilmodell auch von der ungespannten Seilla¨nge l0 und deren
Geschwindigkeit l˙0 abha¨ngig, also
f := f(xP , x˙P , l0, l˙0) = f(xP , x˙P ,u), u = [l0, l˙0]
⊤. (5.61)
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Mit Einfu¨hrung des Zustandsvektors x = [x1,x2]
















In Abb. 5.15 ist das prinzipielle Blockschaltbild zur Simulation der Seilelastizita¨t dar-
gestellt. Die ungespannten Soll-Seilla¨ngen l0(t) und deren Geschwindigkeiten l˙0(t)








Abbildung 5.15: Blockschaltbild zur Simulation der Plattformbewegung unter Be-
ru¨cksichtigung der Seilelastizita¨t, IK = Inverse Kinematik.
fungieren hier als Eingang der Zustandsgleichung. Wa¨hrend die inverse Kinematik
der Plattformbewegung (Block IK) in Abschnitt 5.2.4 behandelt worden ist, wird
das Thema der Trajektorienplanung in Abschnitt 5.5 na¨her erla¨utert.
Die hier verwendete Trajektorie ist in Abb. 5.16 zu sehen. Dabei ist zu allen Zeiten
die Orientierung der Plattform stets parallel zum Boden und zum Regal. Erkennbar
Abbildung 5.16: Plattform-Trajektorie unter Beru¨cksichtigung der Seilelastizita¨t.
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ist darin qualitativ die Neigung der Plattform um die x-Achse bei einer Position
in der oberen rechten Ecke des Regals, die durch die Seilelastizita¨t hervorgerufen
wird. In Abb. 5.17 wird die Differenz zwischen Soll- und Ist-Pose ∆x = xP,0 −
x1 der Plattform deutlich. Anhand der Simulationergebnisse wird ersichtlich, dass






























Abbildung 5.17: Auswirkungen der Seilelastizita¨t auf die Positioniergenauigkeit der
Plattform. Oben: Positionsdifferenz, unten: Orientierungsdifferenz.
die Seilelastizita¨t Positionsungenauigkeiten bis zu 6 cm und Orientierungsfehler bis
zu 7 ◦ verursacht, wobei sich die gro¨ßten Fehler in der oberen linken und rechten
Eckposition des Regals ergeben.
In Abb. 5.18 werden die aus dieser Trajektorie ergebenden Seilkra¨fte dargestellt.
Erkennbar ist hier die unilaterale Bindung des Seils, welche mit Gl. (5.57) realsiert
worden ist, bei der die Seile nicht vorgespannt sind (f(t) ≥ 0!).
Diese Ergebnisse zeigen, dass eine reine Positionsregelung der Antriebe nicht aus-
reicht, um die Plattform genau positionieren zu ko¨nnen. Diese Ungenauigkeit ergibt
sich aus der Elastizita¨t der verwendeten Seile. Eine Verbesserung der Positionier-
und Orientierungsgenauigkeit ko¨nnte beispielsweise durch Kompensation der Seil-
elastizita¨t mit Hilfe eines entsprechenden Seilmodells oder durch direkte Messung der
Plattform-Pose mit u¨bergeordneter Positionsregelung der Plattform erreicht werden.
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Abbildung 5.18: Seilkraftverlauf ohne Vorspannung.
Des Weiteren ist eine entsprechende Vorspannung der Seile erforderlich, um eine in-
nere Verspannung der Plattform zu gewa¨hrleisten, um den Einfluss von Sto¨reffekten
auf die Plattform zu reduzieren.
Um eine erforderliche Genauigkeit der Plattform-Pose und eine definierte Vorspan-
nung in den Seilen zu erreichen ist es erforderlich, die fu¨r diese Pose oder Bewe-
gung erforderlichen Seilkra¨fte vorab zu bestimmen. Diese Soll-Seilkra¨fte ko¨nnen zur
Momentenregelung bzw. Momentenvorsteuerung (siehe Abschnitt 5.5.2) oder zur
Kompensation der Seilelastizita¨t mittels eines Seilmodells verwendet werden. An-
dererseits gibt die Bestimmung der Seilkra¨fte bzw. Seilkraftverteilung (Bruckmann
2010) Auskunft daru¨ber, welche Arbeitsra¨ume realisiert werden ko¨nnen (siehe Ab-
schnitt 5.4. Der folgende Abschnitt gibt einen U¨berblick in die Problematik zur
Bestimmung einer optimalen Seilkraftverteilung.
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5.3 Optimale Seilkraftverteilung
Da Seile nur Zugkra¨fte aufnehmen ko¨nnen, ist es erforderlich, dass ein Seilroboter
mindestens ein zusa¨tzliches Seil mehr nutzt als er Plattform-Freiheitsgrade besitzt
(Bruckmann 2010), es muss also gelten:
n ≥ m+ 1. (5.63)
Unter dieser Voraussetzung sind die Bewegungsgleichungen in Gl. (5.43) stets un-
terbestimmt, wobei sich die Antriebsredundanz (siehe Abschnitt 2.2) zu
r = n−m ≥ 1. (5.64)
ergibt.
Ein praktisches Anwendungsbeispiel fu¨r einen Seilroboter mit ein- bzw. zweifacher
Redundanz ist beispielsweise der Prototyp Segesta (Seilgetriebene Stewart-
Plattformen in Theorie und Anwendung) bestehend aus sieben Seilen und
sechs Plattform-Freiheitsgraden (Fang 2005), der daraufhin im Projekt Artist
(Arbeitsraumsynthese seilgetriebener Parallelkinematikstrukturen)
um ein zusa¨tzliches Seil erweitert wurde (Bruckmann 2010). In Borgstrom u. a.
(2009) wird der Prototyp eines dreifach redundanten Seilroboters (neun Seile, sechs
Plattform-Freiheitsgrade) beschrieben.
Die Anwendung ho¨her redundanter Seilroboter bietet den Vorteil, dass zusa¨tzliche
(Seil-)Kra¨fte auf die Plattform eingepra¨gt werden ko¨nnen, um den Arbeitsraum
des Seilroboters zu erho¨hen und um bei gleicher Verspannung die Einzellast der
Seile zu reduzieren (so dass der Einsatz kleinerer Antriebsmotoren ermo¨glicht wird).
Demgegenu¨ber steht unter anderem die steigende regelungstechnische Komplexita¨t
des Seilroboters und der erho¨hte rechnerische Aufwand bei der Ermittlung einer
gu¨ltigen Seilkraftverteilung.
Aufgrund der Redundanz des Seilroboters bzw. Unterbestimmtheit der Bewegungs-
gleichungen (5.43) existiert eine unbegrenzte Anzahl an realisierbaren Seilkraftver-
teilungen. Die Wahl einer technisch sinnvollen Seilkraftverteilung ha¨ngt dabei von
verschiedenen Faktoren wie beispielsweise der Seilfestigkeit, der maximal verfu¨gba-
ren Motorleistung und der Gro¨ße und Form des Arbeitsraums ab (Bruckmann 2010).
Diese technischen Beschra¨nkungen lassen sich zuna¨chst durch untere und obere Seil-
kraftgrenzen der Form
0 < fmin ≤ f ≤ fmax (5.65)
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ausdru¨cken. Da Seile nur Zugkra¨fte aufnehmen ko¨nnen, sind fmin und fmax stets
positiv. Innerhalb dieser gu¨ltigen Seilkraftgrenzen ist es – sofern die Bewegungs-
gleichungen (5.43) eingehalten werden – dennoch mo¨glich, aus einer unendlichen
Anzahl an Seilkraftverteilungen willku¨rlich zu wa¨hlen7. Es existieren verschiedene
Ansa¨tze bei der Wahl der resultierenden Seilkraftverteilung. Der ga¨ngigste Ansatz
liegt dabei offensichtlich bei der Wahl der kleinsten mo¨glichen Seilkraftverteilung
(innerhalb der gu¨ltigen Seilkraftgrenzen). Andere Ansa¨tze verfolgen Seilkraftvertei-
lungen im mittleren Bereich der gu¨ltigen Seilkraftgrenzen und gewa¨hrleisten somit
”
sichere“ Seilkra¨fte fernab der Seilkraftgrenzen (Mikelsons u. a. 2008; Borgstrom
u. a. 2009).
Eine kleinstmo¨gliche Seilkraftverteilung la¨sst sich unter Beru¨cksichtigung der Bewe-







u. d. N. A⊤ f = wdyn −w, (5.66b)
fmin ≤ f ≤ fmax, (5.66c)
wobei G eine positiv definite Wichtungsmatrix ist.
Unter Umsta¨nden mag es sinnvoll erscheinen, eine Lo¨sung um eine referentielle Seil-
kraftverteilung fRef zu bestimmen, um beispielsweise a¨hnlich wie in Mikelsons u. a.





(fmin + fmax) . (5.67)
Zu diesem Zweck wird die Zielfunktion aus Gl. (5.66a) durch
Z(f) = 1
2
(f − fRef)⊤G (f − fRef) (5.68)
ersetzt.
5.4 Arbeitsraumberechnung
Wie in Abschnitt 5.2.1 beschrieben ist der Arbeitsraum des Regalbediengera¨ts durch
die Dimensionen des Regals in der xy-Ebene definiert (Abb. 5.2), d. h. der Seilro-
boter muss in der Lage sein, die Plattform vor jedes Regalfach zu fahren. Jede zu
7In Bruckmann (2010) wird die Interpretation des Lo¨sungsraums der Seilkraftverteilungen an-
hand eines Seilroboters mit drei Seilen und einem Plattform-Freiheitsgrad (n = 3 und m = 1)
eingehend erla¨utert.
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erreichende Pose (Position und Orientierung) der Plattform unterliegt dabei den
Bewegungsgleichungen gema¨ß Gl. (5.52), wobei die fu¨r jede Pose erforderlichen Seil-
kra¨fte innerhalb der minimalen und maximalen Seilkraftgrenzen fmin und fmax lie-
gen mu¨ssen.
Aufgrund der Tatsache, dass die Plattform vor jedem Regalfach beim Be- bzw.
Entladen einer Kiste waagerecht orientiert sein muss, ist zuna¨chst der Constant
Orientation Workspace bzw. Translation Workspace relevant (Merlet 2006). Dieser
definiert den Arbeitsraum als die Menge aller Punkte, die mit der Plattform bei
einer fest vorgegebenen Orientierung (in unserem Fall waagerechte Orientierung,
d. h. nach Gl. (5.2) sind die Kardan-Winkel ϕ, θ und ψ stets Null) der Platt-
form erreicht werden ko¨nnen (Bruckmann 2010). Des Weiteren wird im Folgenden
bei der Bestimmung des Arbeitsraums lediglich der Einfluss der Erdbeschleunigung
g auf Plattform und Nutzlast beru¨cksichtigt, d. h. sa¨mtliche Beschleunigungskra¨fte
werden zuna¨chst vernachla¨ssigt. Laut Bruckmann (2010) entspricht diese Art des
Arbeitsraums dem Static Equilibrium Workspace, wobei wie bereits erwa¨hnt ledig-
lich die waagerechte Plattform-Orientierung von Interesse ist. Damit unterliegen die
zu erreichenden Plattform-Posen dem Kra¨fte- und Momentengleichgewicht gema¨ß
Gl. (5.45)
A⊤ f +w = 0 (5.69)
und den eingepra¨gten Kra¨ften und Momenten aus Gl. (5.44)
Zweckma¨ßigerweise wird bei der Bestimmung des noch unbekannten Arbeitsraums
der Suchbereich auf den durch die Basis- bzw. Seilaustrittspunkte begrenzenden
Raum beschra¨nkt. Dieser Suchbereich wird anschließend durch eine genu¨gend ge-
naue a¨quidistante Aufteilung diskretisiert und an jedem diskreten Punkt – welcher
der Plattform-Position entspricht – das Kra¨fte- und Momentengleichgewicht gema¨ß
Gl. (5.45) ausgewertet und die Seilkraftverteilung f bestimmt. Existiert in dem
Punkt eine gu¨ltige Lo¨sung von f , bei der Gl. (5.65) gilt, ist diese Plattform-Position
Teil des Arbeitsraums.
Aufgrund der Diskretisierung ist jedoch keine Aussage mo¨glich, ob der Bereich zwi-
schen den Punkten ebenfalls Teil der Arbeitsraums ist. Mit Hilfe der Intervallanaly-
se, angewendet auf die Arbeitsraumberechnung, ko¨nnen anstatt einer Punktewolke
ganze Bereiche erfasst werden, in denen garantiert werden kann, dass sie entweder
Teil des Arbeitsraums sind oder nicht. In dieser Arbeit wird die Arbeitsraumberech-
nung mittels Intervallanalyse nicht weiter verfolgt, jedoch auf zahlreiche Literatur
hingewiesen, darunter in Merlet (1994, 2004, 2006); Pott und Hiller (2006a, b); Pott
(2007); Bruckmann (2010).
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Fu¨r die Arbeitsraumberechnung wird im Folgenden in jedem Diskretisationspunkt
die minimale Seilkraftverteilung ermittelt. Da bereits im vorigen Abschnitt erwa¨hnt
wurde, dass Gl. (5.69) unterbestimmt ist und daher fu¨r eine Position und Orien-
tierung der Plattform unendlich viele Seilkraftverteilungen existieren, liefert das






u. d. N. A⊤ f = w,
fmin ≤ f ≤ fmax.
die Lo¨sung der minimalen Seilkraftverteilung eines jeden Diskretisationspunktes im
Static Equilibrium Workspace und kann beispielsweise mit der Active-Set-Methode
aus Abschnitt 3.3 effizient gelo¨st werden. Dabei ist G ∈ Rn×n eine positiv definite
Wichtungsmatrix und soll im Folgenden fu¨r die Arbeitsraumberechnung durch eine
Einheitsmatrix ersetzt werden. Weitere Ansa¨tze zur Auflo¨sung der Redundanz sind
in Borgstrom u. a. (2009); Bruckmann (2010); Verhoeven und Hiller (2002); Oh und
Agrawal (2005); Ebert-Uphoff und Voglewede (2004); Pott u. a. (2009) zu finden.
5.4.1 Arbeitsraum des Regalbediengera¨ts
Der relevante Arbeitsraum des Regalbediengera¨ts definiert sich durch die Dimen-
sion des Regals in der yz-Ebene (siehe Abb. 5.2). In dieser Ebene findet auch die
Bahnbewegung der Plattform statt, in der sie die Gu¨ter von einem Fach in ein an-
deres transportiert. Aus diesem Grund werden im Folgenden die Arbeitsra¨ume des
Seilroboters in zweidimensionaler Darstellung in der yz-Projektion vorgestellt. Die
berechneten Arbeitsra¨ume beziehen sich dabei auf die in Abschnitt 5.2.2 konzipier-
ten Gestaltungsmo¨glichkeiten des Seilroboters gema¨ß den Konfigurationen 1 bis 4.
Fu¨r die folgenden Simulationsergebnisse liegen die minimal und maximal erlaubten
Seilkra¨fte bei fmin = 100N und fmax = 5000N. Die Gesamtmasse der Plattform
betra¨gt 100 kg. Die geometrischen Maße des Seilroboters sind aus Tab. 5.1 zu ent-
nehmen.
In Abb. 5.19a ist der Arbeitsraum von Seilroboter-Konfiguration 1 dargestellt, wie
sie von Hassan und Khajepour (2009) vorgeschlagen und in Abb. 5.2 dargestellt wird.
Das (blaue) Rechteck stellt die Außenmaße des Regals dar. Die Seilaustrittspunkte
an der Basis werden durch die kleinen (blauen) Kreise repra¨sentiert. Anhand des
Ergebnisses wird zweierlei deutlich. Zuna¨chst repra¨sentieren die dunklen und hellen
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(a) Konfiguration 1: nicht gekreuzt – parallel (b) Konfiguration 2: gekreuzt – parallel
Abbildung 5.19: Arbeitsraum des Seilroboters nach Konfigurationen 1 und 2.
(schwarzen und gelben) Bereiche den gu¨ltigen, weiße Bereiche den ungu¨ltige Ar-
beitsraum. Des Weiteren stellen die Nuancen von dunkel nach hell (schwarz nach
gelb) quantitativ die maximale Kraft der minimalen Seilkraftverteilung an der ent-
sprechenden Position dar. Dabei bedeutet, dass kleine maximale Kra¨fte dunkel und
große entsprechend hell erscheinen. Rechts im Bild ist die Zuordnung der Farben zu
den maximalen Seilkra¨ften dargestellt.
Bei Konfiguration 1 in Abb. 5.19a wird deutlich, dass der Arbeitsraum fu¨r die vorge-
gebenen Seilkraftgrenzen unzureichend ist, da das gesamte Hochregal nicht komplett
abgedeckt werden kann. So werden beispielsweise bei Plattform-Positionen in der lin-
ken und rechten unteren Ecke die maximal erlaubten Seilkra¨fte weit u¨berschritten
und geraten unno¨tigerweise in die Na¨he der Seilbruchlast. Konfiguration 1 ist daher
nicht fu¨r die Anwendung als Regalbediengera¨t geeignet.
Bei Konfigurationen 2 bis 4 (Abb. 5.4, 5.5, 5.6) ergeben sich die entsprechenden Ar-
beitsra¨ume in 5.19b, 5.20a und 5.20b. Es ist erkennbar, dass allein durch das Kreuzen
der oberen und unteren Seile ein deutlich gro¨ßerer und homogenerer Arbeitsraum
erreicht und insbesondere der gesamte Regalbereich abdeckt werden kann.
5.4.2 Optimaler Arbeitsraum des Regalbediengera¨ts
Die vorab
”
intuitiv“ durchgefu¨hrte Arbeitsraum-Optimierung durch das Kreuzen der
oberen und unteren Seile wird im Folgenden durch eine berechnete Arbeitsraumop-
timierung erga¨nzt. Folgende U¨berlegungen sind in die Optimierung eingeflossen:
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(a) Konfiguration 3: gekreuzt – gekreuzt (b) Konfiguration 4: gekreuzt – mittig
Abbildung 5.20: Arbeitsraum des Seilroboters nach Konfigurationen 3 und 4.
• Aus technischen Gru¨nden (siehe Abschnitt 5.2.2) wird die Seilanordnung ge-
ma¨ß Konfiguration 4 gewa¨hlt, bei der die am oberen Teil der Plattform befes-
tigten Seile mittig angeordnet sind (Abb. 5.6b).
• Es wird ausschließlich eine Optimierung der y- und z-Komponenten der Ba-
sispunkte durchgefu¨hrt, d. h. die x-Komponenten der Basispunkte bleiben un-
vera¨ndert.
• Die Anlenkpunkte auf der Plattform bleiben unvera¨ndert und fließen nicht in
die Optimierung ein.
• Aufgrund der Symmetrie des Regalbediengera¨ts um die y-Achse reduziert sich
die Anzahl der zu optimierenden Variablen auf vier Gro¨ßen (Abb. 5.21):
v = [∆y1,∆z1,∆y2,∆z2]
⊤ (5.70)
• Es werden fu¨r markante Positionen innerhalb des Regals (z. B. die oberste,
unterste und mittlere Position am rechten Rand des Regals) die Kra¨fte- und
Momentengleichgewichte gema¨ß Gl. (5.45) ausgewertet, welche als nichtlineare
Nebenbedingungen in die Optimierung einfließen. Zweckma¨ßigerweise werden
Positionen im positiven Bereich der y-Achse verwendet.
• Aufgrund der Symmetrie werden die unteren Grenzen der Optimierungsvaria-
blen zu Null gesetzt, wa¨hrend die oberen Grenzen durch die Umgebungsbe-
dingungen, etwa dem maximal verfu¨gbaren Aufstellraum, definiert werden.
• Das Ziel der Optimierung ist die Reduzierung der an den ausgewa¨hlten Posi-








Abbildung 5.21: Darstellung der zu optimierenden Variablen.
Das vorliegende Problem der optimalen Arbeitsraumberechnung la¨sst sich als nicht-
lineares Programm (NLP) beschreiben und kann beispielsweise mit den in Gill u. a.
(1981) vorgestellten Verfahren gelo¨st werden.
Im Folgenden wird die aus den obigen U¨berlegungen optimierte Seilroboter-Anord-
nung mit Konfiguration 5 gekennzeichnet und dessen Arbeitsraum in Abb. 5.22
dargestellt. Als Startlo¨sung des NLPs dient Konfiguration 4 des Seilroboters aus
Abbildung 5.22: Arbeitsraum des Seilroboters nach der Optimierung.
Abb. 5.6a, allerdings mit dem Unterschied, dass die Seile in der yz-Projektion
nicht gekreuzt sind (wird im Folgenden Konfiguration 4∗ bezeichnet). Die maxi-
male, halbe La¨nge der Basispunkte in y-Richtung betra¨gt dabei ∆ymax = 5m, die
maximale Ho¨he in z-Richtung ∆zmax = 4.5m. Die Gesamtmasse der Plattform be-
tra¨gt 100 kg. Tab. 5.2 fasst die geometrischen Parameter der Basispunkte vor und
nach der Optimierung zusammen. Anhand dessen ist erkennbar, dass aus der Start-
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Tabelle 5.2: Geometrische Parameter der Start- und Optimallo¨sung
Konfiguration ∆y1[m] ∆z1[m] ∆y2[m] ∆z2[m]
4∗ ∆ymax 0 ∆ymax ∆zmax
5 (optimiert) ∆ymax ∆zmax ∆ymax 0.5987
konfiguration, die in der yz-Projektion eine nicht-gekreuzte Seilanordnung aufweist
(∆z1,4∗ < ∆z2,4∗), eine optimale, gekreuzte Konfiguration bestimmt wurde, da nun
∆z1,5 > ∆z2,5 ist.
In Tab. 5.3 wird die Arbeitsraum-Abdeckung der einzelnen Konfigurationen zusam-
mengefasst, wobei eine Arbeitsraum-Diskretisierung von 200Punkten in y-Richtung
und 92Punkten in z-Richtung gewa¨hlt wurde. Aus Tab. 5.3 wird deutlich, dass
Tabelle 5.3: Vergleiche der Arbeitsra¨ume der verschiedenen Konfigurationen, No-
tation: = Seile sind parallel/nicht gekreuzt angeordnet, × Seile sind
gekreuzt angeordnet, ∧ Seile sind mittig auf der Plattform angeordnet;
gu¨ltiger Bereich der Seilkraft: fmin = 0.1 kN, fmax = 5kN; fmax,Regal









Konf. Proj. Proj. [%] [%] [kN] [%]
Referenz − − 100 — ∞ ∞
1 = = 56.36 75.45 5.0 100
2 × = 85.6 100 3.82 76.49
3 × × 84.91 100 4.42 88.43
4 × ∧ 85.58 100 3.82 76.48
5 optimiert, × ∧ 85.93 100 3.50 70.04
die erste Konfiguration eine schlechte Arbeitsraum-Abdeckung aufweist, da fast die
Ha¨lfte der Basisfla¨che unter den gegebenen technischen Anforderungen nicht erreicht
werden kann (vierte Spalte). Stattdessen haben alle in der yz-Projektion gekreuz-
ten Konfigurationen weitaus bessere Verha¨ltnisse, wobei Konfiguration 2 aus den in
Abschnitt 5.2.2 genannten Gru¨nden technisch nicht zweckma¨ßig ist. Konfiguration 4
hat gegenu¨ber Konfiguration 2 ein unbedeutend kleineres Verha¨ltnis, kompensiert
jedoch die gravierenden Nachteile der zweiten und dritten Konfiguration.
Notwendig fu¨r die technische Anwendbarkeit einer Seilkonfiguration ist die Fla¨chen-
abdeckung des gesamten Regals. Wa¨hrend Konfiguration 1 nur knapp u¨ber 75% des
Regals abdecken kann und somit unbrauchbar ist, erfu¨llen alle anderen Konfiguratio-
nen 2 bis 5 die notwendige Bedingung (fu¨nfte Spalte). Konfiguration 5 ist dabei der
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optimierte Seilroboter und weist ebenfalls eine in der yz-Projektion gekreuzte Seil-
anordnung auf und verdeutlicht, dass die qualitativ optimierten Konfigurationen 2
bis 4 schon tendenziell dem berechneten Optimum nah sind. Die maximal auftre-
tende Seilkraft gegenu¨ber der ungu¨ltigen, ersten Konfiguration kann um fast 30%
gesenkt werden. Im Vergleich zur vierten Konfiguration ergibt sich eine Reduzierung
der maximalen Seilkraft um etwa 8.4%.
5.5 Optimale Bewegungstrajektorie
5.5.1 Einfache Trajektoriengenerierung
Die fu¨r Regalbediengera¨te typische Aufgabe ist es, ein Ladegut in ein freies Regalfach
einzulagern oder aus einem Regalfach an den Ein-/Ausgabepunkt zu befo¨rdern. Die
Bahn der Plattform besteht demnach darin, dass sie in der yz-Ebene (Abb. 5.23)







Abbildung 5.23: Einfache Bahn der Plattform von A nach B.
Die Bewegung xP (t), x˙P (t) und x¨P (t) der Plattform wird mit Hilfe eines Trajektori-
engenerators erzeugt. Jeweils am Start- und Endpunkt mu¨ssen sowohl Geschwindig-
keit als auch Beschleunigung der Plattform Null sein. Die Bewegung der Plattform
unterliegt auch gewissen technischen Anforderungen wie beispielsweise der maximal
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zu erreichenden Plattform-Geschwindigkeit, -Beschleunigung und dem maximalen
Ruck vP,max, aP,max und rP,max. Die einfachste Bahn ist zuna¨chst die gerade Strecke
in der yz-Ebene von Punkt A nach Punkt B. Diese Bahn ist legitim, da im gesam-
ten Arbeitsraum keine Hindernisse im Weg stehen. Dabei soll die Orientierung der
Plattform zu allen Zeiten waagerecht sein, d. h. es gilt stets
Φ(t) = 0, Φ˙(t) = 0, Φ¨(t) = 0,
...
Φ(t) = 0. (5.71)
Unter den gegebenen technischen Anforderungen ist es damit mo¨glich, eine C3-
stetige Trajektorie zu generieren, mit dem Ziel so schnell wie mo¨glich von Punkt
A nach Punkt B zu gelangen. Die Berechnung dieser minimalen Zeittrajektorie
ist in Anbetracht der Aufgabe des Regalbediengera¨ts sinnvoll. Außerdem hat diese
zeitminimale Trajektorie den Vorteil, dass sie leicht zu implementieren ist und eine
geschlossene Lo¨sung ermo¨glicht. Die Trajektoriengenerierung basiert allerdings auf
einer rein kinematischen Betrachtungweise, in der die Dynamik des Seilroboters, d. h.
seine Bewegungsgleichungen gema¨ß Gl. (5.56) nicht beru¨cksichtigt sind. Energie-
oder leistungsminimierende Bahnen bzw. Trajektorien, wie sie bei der optimalen
Steuerung (siehe z. B. Breun 2007; von Stryk 1994; von Stryk und Schlemmer 1994;
von Stryk 1993; Bu¨skens 1993; Dickmanns und Well 1974) realisiert werden ko¨nnen,
sind mit dieser Methode nicht mo¨glich.
Bei der Generierung der minimalen Zeittrajektorie ist es zuna¨chst sinnvoll, die ebe-
ne, kartesische Bahnbewegung in Bahnkoordinaten, d. h. tangential zur Bahn zu
betrachten. Dazu wird zuna¨chst die zuru¨ckgelegte Strecke der Plattform bzw. des
Bezugspunkts P der Plattform (Abschnitt 5.2.3) von Punkt A nach Punkt B be-
rechnet. Daraus folgt
sP,max = ‖BrB − BrA‖2. (5.72)
und
cosα =
B rB,y − B rA,y
sP,max
, sinα =
B rB,z − B rA,z
sP,max
. (5.73)
Fu¨r eine C3-stetige Trajektorie sind sieben wesentliche Zeitpunkte t1, . . . , t7 zu be-
stimmen, wobei ∆tTraj = t7− t0 die minimal beno¨tigte Zeit zum Fahren der Trajek-
torie ist. Diese Zeitpunkte sind abha¨ngig von den Gro¨ßen t0, sP,min = sP (t0), sP,max,
vP,max, aP,max und rP,max, wobei vier Fa¨lle unterschieden werden mu¨ssen:
1. vP,max und aP,max werden erreicht:
t0 < t1 < t2 < t3 < t4 < t5 < t6 < t7
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2. vP,max wird erreicht und aP,max wird nicht erreicht:
t0 < t1 = t2 < t3 < t4 < t5 = t6 < t7
3. vP,max wird nicht erreicht und aP,max wird erreicht:
t0 < t1 < t2 = t3 < t4 = t5 < t6 < t7
4. vP,max und aP,max werden nicht erreicht:
t0 < t1 = t2 = t3 < t4 = t5 = t6 < t7
Zusammen mit den eingangs erwa¨hnten Randbedingungen haben die vier mo¨glichen
Trajektorien-Fa¨lle die zeitlichen Verla¨ufe rp(t), ap(t), vp(t) und sp(t) in Bahnkoor-
dinaten gema¨ß Abb. 5.24. Die Ausdru¨cke der Zeitpunkte t1, . . . , t7 fu¨r die vier Fa¨lle
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Abbildung 5.24: Die verschiedenen Fa¨lle der minimalen C3-Zeittrajektorie fu¨r Ruck
rP (t), Beschleunigung aP (t), Geschwindigkeit vP (t) und Weg sP (t)
in Bahnkoordinaten.
sind in Anhang C zusammengefasst.
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Nun ko¨nnen die in Bahnkoordinaten ermittelten Trajektorien mit Gl. (5.73) ins
Inertialsystem B gema¨ß
BrP (t) = s(t) [0, cosα, sinα]⊤,
B r˙P (t) = v(t) [0, cosα, sinα]⊤,
B r¨P (t) = a(t) [0, cosα, sinα]⊤,
B ...r P (t) = r(t) [0, cosα, sinα]⊤
(5.74)
ru¨cktransformiert werden.
Ist die Bewegung der Plattform generiert, d. h. sind die Plattform-Posen xP (t) =
[BrP (t),Φ(t)]⊤ und deren zeitliche Ableitungen x˙P (t) und x¨P (t) sowie die einge-
pra¨gten Kra¨fte und Momente Bw gegeben, ko¨nnen im Anschluss mit Hilfe der Glei-
chungen der inversen Kinematik aus Abschnitt 5.2.4 die Seilla¨ngen, -Geschwindig-
keiten und -Beschleunigungen li, l˙i und l¨i, 1 ≤ i ≤ n berechnet werden.
Im Folgenden soll die Plattform beispielhaft einer Bahn folgen, wie sie fu¨r den seil-
basierten Logistik-Roboter typisch wa¨re. Diese Bahn besteht aus einer Aneinander-
reihung gerader Streckenabschnitte, die sowohl horizontal, vertikal als auch diagonal
verlaufen und dabei die Eckfa¨cher des Regals anfahren (siehe Abb. 5.25). Zwischen
den Streckenabschnitten bleibt die Plattform fu¨r knapp eine Sekunde vor dem Re-
galfach stehen. Wa¨hrend dieser ruhenden Abschnitte findet praktisch der Ein- bzw.
Auslagerungsvorgang statt, der in der Realita¨t ca. 3–4 s dauert. Damit sollen ohne
Beschra¨nkung der Allgemeinheit Bahnen simuliert werden, die typisch fu¨r logistische
Einzel- und Doppelspielfahrten sind. Jeder Streckenabschnitt wird durch eine ent-
sprechende Trajektorienplanung gema¨ß der oben erwa¨hnten Methode der minimalen
Zeittrajektorie realisiert.
In Abb. 5.25 wird die Bewegung des Bezugspunkts P der Plattform entlang der mini-
malen Zeittrajektorie dargestellt (durchgezogen-punktierte Linien, die Teilstrecken
werden in alphabetischer Reihenfolge beginnend bei A und endend bei I abgefah-
ren), wobei die Position von P zu a¨quidistanten Zeitpunkten aufgenommen wurde.
Daran kann aus den unterschiedlichen Absta¨nden zwischen den Trajektorienpunkten
die Geschwindigkeit der Plattform qualitativ visualisiert werden. Große Absta¨nde
bedeuten somit auch große Geschwindigkeiten. Die Gesamt-Trajektorie selbst setzt
sich aus acht
”
elementaren“ Trajektorien zusammen, wie sie oben erkla¨rt wurden.
Zwischen diesen Teiltrajektorien steht die Plattform fu¨r 0.9 s still bevor sie sich wei-
ter bewegt. Die von 1 bis 8 nummerierten Kreise stellen die festen punktfo¨rmigen
Seilaustrittspunkte dar, wa¨hrend der durchgezogene Rahmen die a¨ußeren Abmes-
sungen des Regals kennzeichnet.













































Abbildung 5.25: Trajektorie des plattformfesten Bezugspunkts P der Plattform, wo-
bei die Teilstrecken in alphabetischer Reihenfolge abgefahren wer-
den.
Anhand Abb. 5.26 ist erkennbar, dass die fu¨r diese Trajektorie beno¨tigte minimale
Zeit ca. 27.5 s betra¨gt.
In Abb. 5.27 ist die entsprechende Trajektorie im Inertialsystem B dargestellt und
der Verlauf aller Komponenten der Plattform-Position, -Geschwindigkeit und -Be-
schleunigung in x, y und z-Richtung erkennbar.
Abb. 5.28 stellt die zeitlichen Verla¨ufe der Seilla¨ngen, -Geschwindigkeiten und -
Beschleunigungen dar. Anhand des zeitlichen Verlaufs der Seilla¨ngen ist erkennbar,
wie viel Seil auf die Trommel mindestens aufgewickelt werden muss, da diese Tra-




Die inverse Dynamik befasst sich mit der Fragestellung, welche Antriebskra¨fte bzw.
-momente erforderlich sind, um eine vorgegebene Bewegung des Endeffektors zu
realisieren (Asada und Slotine 1986; de Wit u. a. 1996). Konkret heißt es fu¨r den
Seilroboter, dass bei Vorgabe einer zeitlich vera¨nderlichen Bewegung xP (t), x˙P (t)
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Abbildung 5.26: Trajektorie des plattformfesten Bezugspunkts P der Plattform in
Bahnkoordinaten rp(t), ap(t), vp(t) und sp(t).






















































Abbildung 5.27: Trajektorie des plattformfesten Bezugspunkts P der Plattform in
Plattformkoordinaten BrP (t), B r˙P (t), B r¨P (t), B
...
r P (t) (nur Posi-
tion).
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Abbildung 5.28: Trajektorie der acht Seile li, l˙i und l¨i mit 1 ≤ i ≤ 8.
und x¨P (t) der Plattform-Pose – welche beispielsweise durch die einfache Trajekto-
riengenerierung aus dem vorigen Abschnitt erzeugt werden kann – die fu¨r diese Be-
wegung erforderliche Seilkraftverteilung f(t) zu ermitteln ist. U¨ber die berechneten
Seilkra¨fte la¨sst sich anschließend abscha¨tzen, welche (mechanischen) Antriebskra¨fte
bzw. -Momente fu¨r die Realisierung der Plattform-Bewegung erforderlich sind. Die
inverse Dynamik ermo¨glicht sowohl eine Auslegung der zu verwendenden Motoren
als auch einen Reglerentwurf fu¨r eine Kraft- bzw. Momentenvorsteuerung.
Grundlage fu¨r die inverse Dynamik sind die Bewegungsgleichungen des Seilroboters
gema¨ß Gl. (5.56). Da die Bewegung der Plattform, sprich die Plattform-Trajektorie
vorgegeben wird, la¨sst sich die gesuchte, zeitlich vera¨nderliche Seilkraftverteilung
f(t) zuna¨chst folgendermaßen isolieren:
BA⊤(t)f(t) =M(xP (t)) x¨P (t) +wK(xP (t), x˙P (t))− Bw︸ ︷︷ ︸
Bwdyn(t)
. (5.75)
Aus Gru¨nden der U¨bersichtlichkeit wird im Folgenden die Angabe der Zeitabha¨ngig-
keit fortgelassen.
Es wurde bereits in Abschnitt 5.3 erla¨utert, dass dieses Gleichungssystem unterbe-
stimmt ist, d. h. es existiert eine unendliche Anzahl an mo¨glichen Seilkraftverteilun-
gen. Des Weiteren mu¨ssen die vorab erwa¨hnten Seilkraftgrenzen gema¨ß Gl. (5.65)
beru¨cksichtigt werden, um gu¨ltige Seilkraftverteilungen zu erhalten.
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Hierbei ist es nun gu¨nstig, aus dem unendlichen Lo¨sungsraum der Seilkraftverteilung
die betragsma¨ßig minimale Seilkraftverteilung zu bestimmen, woraus das folgende






u. d. N. BA⊤ f = Bwdyn, (5.76b)
fmin ≤ f ≤ fmax, (5.76c)
mit der symmetrischen, positiv definiten Wichtungsmatrix G.
In Abb. 5.29 werden die zur obigen Trajektorie geho¨rigen zeitabha¨ngigen Seilkraft-
verla¨ufe dargestellt, wobei zu jedem Zeitpunkt die minimale Seilkraftverteilung un-
ter Beru¨cksichtigung der dynamischen Kra¨fte gema¨ß Gl. (5.76) berechnet wird. Die



















Abbildung 5.29: Seilkraftverlauf fu¨r die zeitminimale Trajektorie.
gu¨ltigen Seilkra¨fte liegen dabei im Bereich fmin = 100N ≤ f(t) ≤ fmax = 5000N.
Daraus ist erkennbar, dass die minimalen Seilkra¨fte fu¨r den gesamten Zeitraum ein-
gehalten werden. Wa¨hrenddessen kommen die Seilkra¨fte fu¨r diese Trajektorie nicht
an die maximalen Seilkraftgrenzen heran und liegen unter 2500N. Die gro¨ßten Seil-
kra¨fte werden dabei im oberen linken und rechten Fach des Hochregals erreicht.
Deutlich erkennbar sind auch die Ruhephasen konstanter Seilkra¨fte, in denen die
Plattform fu¨r 0.9 s vor dem Fach steht, bevor sie die na¨chste Teilstrecke absolviert.
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Der zeitliche mechanische Leistungsverlauf sowohl der einzelnen als auch gesam-
ten Motoren wird in Abb. 5.30 dargestellt. Dabei berechnet sich die Leistung der




































Abbildung 5.30: Zeitlicher Verlauf der mechanischen Leistung der einzelnen Motoren
(oben) und der Gesamtleistung (unten).
einzelnen Motoren aus
Pi(t) = fi(t) · l˙i(t), 1 ≤ i ≤ n (5.77)




|fi(t) · l˙i(t)|. (5.78)
Zu erkennen sind hierbei die Leistungsspitzen, maßgeblich hervorgerufen durch den
ansteigenden und abfallenden Verlauf der Seilgeschwindigkeit (vgl. Abb. 5.28, Mit-
te). Entsprechend mu¨ssen Motoren verwendet werden, die (mechanische) Spitzen-
leistungen von jeweils mindestens 8kW erreichen ko¨nnen.
5.5.3 Grundlagen der optimalen Steuerung
Die im vorigen Abschnitt behandelten Teiltrajektorien wurden jeweils auf einer gera-
den Bahn von Anfangspunkt nach Endpunkt realisiert (PTP8-Trajektorien-Planung,
8engl. Point-To-Point, Punkt-zu-Punkt, siehe z. B. Spong u. a. (2006)
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siehe auch Abb. 5.25), wobei lediglich kinematische Beschra¨nkungen wie maximale
Geschwindigkeit und Beschleunigung und maximaler Ruck der Plattform vorgegeben
sind. Unter Beru¨cksichtigung der Randbedingungen, dass sowohl Geschwindigkeit als
auch Beschleunigung in A und B Null sind, ergaben sich geschlossene Lo¨sungen zur
Bestimmung der zeitminimalen Trajektorien (Abschnitt C), wohlgemerkt fu¨r gerade
Bahnkurven.
Die Dynamik des Systems wurde bei der Trajektoriengenerierung bisher nicht be-
ru¨cksichtigt9. Dabei macht es durchaus Sinn, diese in die Trajektorienplanung zu
integrieren. Dadurch ko¨nnen PTP-Trajektorien generiert werden, die speziell fu¨r je-
nes System ausgelegt sind und ein Optimum beispielsweise in Bezug auf minimal
beno¨tigter Zeit und Energie bilden. Die Bestimmung dieser optimalen Bewegungs-
abla¨ufe unter Beru¨cksichtigung der Dynamik des Systems ist Aufgabe der optimalen
Steuerung, wobei neben den Zusta¨nden des Systems sowohl die Steuervariablen als
auch, gegebenenfalls, die beno¨tigte Endzeit Teil der zu optimierenden Variablen
sind. Es existieren zahlreiche Anwendungen der optimalen Steuerung, sowohl in der
Robotik (von Stryk 1994; von Stryk und Schlemmer 1994; von Stryk 1993; Breun
2007; Riemenschneider 2011), der Fahrzeugtechnik (Riede 2006), der Flugzeugtech-
nik (Geiger u. a. 2006) als auch in der Chemie (Bu¨skens 1993).
Optimalsteuerungs-Probleme
Im Folgenden wird die Problemstellung der Optimalen Steuerung beschrieben. Ge-
geben sei das folgende nichtlineare Zustandsmodell des dynamischen Systems
x˙ = f(t,x(t),u(t)) (5.79)
mit
t ∈ R : Zeit,
x(t) ∈ Rn : Zustandsvariablen,
u(t) ∈ Rm : Steuervariablen,
f : Rn ×Rm × [t0, tf ]→ Rn stetig differenzierbar.
Gesucht wird die Steuerfunktion u(t), welche eine Zielfunktion der Form




9Im vorigen Abschnitt wurde zuna¨chst die einfache zeitminimale Trajektorie generiert und erst
anschließend die optimale Seilkraftverteilung berechnet!
5.5 Optimale Bewegungstrajektorie 125
minimiert, wobei
ϕ : Rn → R stetig differenzierbar,
f0 : R
n ×Rm × [t0, tf ]→ R stetig differenzierbar,
t0 ∈ R : vorgegebene Anfangszeit,
tf ∈ R : vorgegebene Endzeit.
Sowohl die Dynamik gema¨ß Gl. (5.56) als auch das Zielfunktional aus Gl. (5.80) des
vorliegenden Regalbediengera¨ts ha¨ngen nicht explizit von der Zeit ab, d. h. es liegt
ein sogenannter autonomer Steuerprozess (Gretschko 2007) vor. Des Weiteren kann
ohne Beschra¨nkung der Allgemeinheit die Anfangszeit t0 = 0 gesetzt werden. Damit
lautet das vollsta¨ndige autonome Optimalsteuerungs-Problem
min
x(t),u(t)




u. d. N. x˙(t) = f(x(t),u(t)), (5.81b)
x(t0) = x0, (5.81c)
x(tf ) = xf , (5.81d)
g(x(t),u(t)) ≤ 0, (5.81e)
h(x(t),u(t)) = 0, (5.81f)
0 ≤ t ≤ tf . (5.81g)
wobei Gl. (5.81c) und Gl. (5.81d) die Randbedingungen am Zeitanfang und -Ende
darstellen. Mit Gl. (5.81e) und Gl. (5.81f) werden sowohl Gleichungs- als auch
Ungleichungs-Beschra¨nkungen der Zustands- und Steuervariablen beru¨cksichtigt.
In vielen Fa¨llen ist es sinnvoll, die Endzeit tf nicht explizit vorgeben zu mu¨ssen.
Mo¨chte man eine zeitminimale Trajektorie haben, ist die optimale Zeit a priori
nicht zu bestimmen. Zu diesem Zweck wird tf Teil der zu optimierenden Variablen,
indem Gl. (5.81) auf das Zeitintervall 0 ≤ s ≤ 1 transformiert wird. Mit s = t
tf
bzw.
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ds = dt
tf
folgt zuna¨chst dt = tf · ds und substituiert das Optimalsteuerungs-Problem
mit freier bzw. variabler Endzeit
min
x(s),u(s),tf
Z(x(s),u(s), tf ) = ϕ(x(1), tf ) +
ˆ 1
0
tf · f0(x(s),u(s)) ds (5.82a)
u. d. N. dx
ds
= tf · f(x(s),u(s)), (5.82b)
x(0) = x0, (5.82c)
x(1) = xf , (5.82d)
g(x(s),u(s)) ≤ 0, (5.82e)
h(x(s),u(s)) = 0, (5.82f)
0 ≤ s ≤ 1. (5.82g)
Man beachte dabei die durch die Substitution gefu¨hrte Anpassung der Integrations-
grenzen und die zusa¨tzliche Multiplikation des Integranden und der rechten Seite
der Zustandsgleichung mit der Optimierungsvariablen tf .
Die Optimalsteuerungs-Probleme in Gl. (5.81) bzw. Gl. (5.82) liegen in der sogenann-
ten Bolza-Form vor (Bu¨skens 1993; Gretschko 2007). Sie sind wegen des in dem
Zielfunktional integrativen Anteils sowohl fu¨r die nummerische Auswertung als auch
programmtechnische Implementierung nicht vorteilhaft. Zweckma¨ßigerweise eignet
sich dafu¨r die sogenannte Mayer-Form des Optimalsteuerungs-Problems, bei wel-
cher ausschließlich der Zustand zum Endzeitpunkt minimiert wird, so dass
Z(x(1), F0(1)) = ϕ(x(1)) + F0(1). (5.83)




tf · f0(x(s˜),u(s˜)) ds˜, (5.84)
welche durch das Anfangswertproblem
dF0
ds
= tf · f0(x(s),u(s)), F0(0) = 0 (5.85)
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gelo¨st werden kann. Daraus folgt somit das vollsta¨ndige Optimalsteuerungs-Problem
mit variabler Endzeit in Mayer-Form
min
x(s),u(s),tf ,F0(s)
Z(x(s),u(s), tf , F0) = ϕ(x(1)) + F0(1) (5.86a)
u. d. N. dx
ds
= tf · f(x(s),u(s)), (5.86b)
dF0
ds
= tf · f0(x(s),u(s)), (5.86c)
x(0) = x0, (5.86d)
x(1) = xf , (5.86e)
g(x(s),u(s)) ≤ 0, (5.86f)
h(x(s),u(s)) = 0, (5.86g)
0 ≤ s ≤ 1. (5.86h)
Numerische Lo¨sungsverfahren
Die Optimalsteuerungs-Probleme nach Gl. (5.81) oder Gl. (5.82) sind wegen der
zeitkontinuierlichen Zusta¨nde und Steuerungen x(s) und u(s) im Prinzip unendlich-
dimensionale Optimierungsprobleme und lassen sich im Allgemeinen nicht geschlos-
sen lo¨sen. Aus diesem Grunde muss auf numerische Lo¨sungsverfahren zuru¨ckgegriffen
werden. Diese lassen sich dabei in direkte und indirekte Verfahren einteilen.
Die indirekten Verfahren erfordern die konkrete Anwendung der aus der Optimal-
steuerungs-Theorie notwendigen Bedingung gema¨ß dem Minimumprinzip nach Pon-
tryagin und Gamkrelidze (1986). Dabei mu¨ssen unter anderem die sogenannten ad-
jungierten Differentialgleichungen (Breun 2007) bereitgestellt werden. Dies zeichnet
gleichzeitig den Nachteil jener Verfahren aus, da fu¨r diese Lo¨sungsmethode eine
gewisse Vorarbeit geleistet werden muss und ein Vorwissen an Optimalsteuerungs-
Theorie erforderlich ist (von Stryk und Schlemmer 1994). Die indirekten Verfahren
fu¨hren auf Mehrpunkt-Randwertprobleme und ko¨nnen mit entsprechenden Rand-
wertproblemlo¨sern gelo¨st werden, die auf der Mehrzielmethode basieren (Bulirsch
1971; Oberle und Grimm 2001).
Direkte Verfahren zeichnen sich dadurch aus, dass das unendlich-dimensionale Op-
timalsteuerungs-Problem durch Diskretisierung der Zustands- und Steuergro¨ßen in
ein endlich-dimensionales, nichtlineares Optimierungsproblem u¨berfu¨hrt wird. Dabei
werden die Zustandsgleichungen an sogenannten Kollokationspunkten ausgewerten.
Die numerische Lo¨sung dieser im Allgemeinen großen Optimierungsprobleme lie-
fern schließlich die aus der nichtlinearen Optimierung bekannten Algorithmen wie
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beispielsweise der SQP10-Algorithmus oder das Innere-Punkte-Verfahren (Gill u. a.
1997; Nocedal und Wright 2006; Luenberger und Ye 2008; Griva u. a. 2009; Gill
u. a. 1981). Ein U¨berblick u¨ber die numerischen Verfahren von Optimalsteuerungs-
Problemen findet sich beispielsweise in von Stryk und Schlemmer (1994); Bu¨skens
(1993); Breun (2007). In dieser Arbeit soll die Lo¨sung des Optimalsteuerungs-Pro-
blems mit direkten Verfahren bestimmt werden. Daher wird im folgenden Abschnitt
eine kurze U¨bersicht zum direkten Kollokationsverfahren gegeben.
Direkte Kollokationsverfahren
Grundlage fu¨r das folgende direkte Verfahren bildet die Diskretisierung des Zeitin-
tervalls [0, 1] in N gleichgroße Intervalle, d. h. N + 1 a¨quidistante Zeitpunkte
0 = s0 < s1 < . . . < sN−1 < sN = 1 (5.87)
mit der La¨nge eines jeden Zeitintervalls ∆s = 1
N
. In jedem Zeitpunkt werden Na¨he-
rungswerte der Zusta¨nde xi := x(si), F 0,i := F0(si) und Steuergro¨ßen ui := u(si),
0 ≤ i ≤ N mit Hilfe von numerischen Integrationsverfahren, wie beispielsweise
den Runge-Kutta-Verfahren bestimmt. In der praktischen Anwendung haben sich
allerdings so genannte Kollokationsverfahren bewa¨hrt, womit sich das durch die
Diskretisierung entstandene nichtlineare Optimierungsproblem effizienter lo¨sen la¨sst
(Bu¨skens 1993).
Ein weit verbreiteter Ansatz (z. B. von Stryk und Schlemmer 1994; Geiger u. a. 2006;
Hargraves und Paris 1987) besteht darin, die Steuergro¨ßen durch stu¨ckweise lineare
Funktionen und die Zustandsgro¨ßen durch kubische Hermitesche Polynome zu ap-











in den Zeitpunkten si, 0 ≤ i ≤ N , so dass eine stetig differenzierbare Approximation
der Zusta¨nde erreicht wird. Des Weiteren wird der so genannte Kollokationspunkt
si,M, 1 ≤ i ≤ N jeweils im Mittelpunkt eines jeden Intervalls definiert (Abb. 5.31).
Damit besteht nun das nichtlineare Optimierungsproblem darin, unter Minimie-
rung des Zielfunktionals die Gleichungs- und Ungleichungs-Nebenbedingungen in
den Zeitpunkten si, 0 ≤ i ≤ N und die Zustandsgleichungen sowohl in den Zeit-
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Abbildung 5.31: Diskretisierung der Steuer- und Zustandsvariablen fu¨r x, u ∈ R.
punkten si, 0 ≤ i ≤ N als auch in den Kollokationspunkten si,M, 1 ≤ i ≤ N zu




(ui + ui+1) (5.89)












































F˙ 0,i + F˙ 0,i+1
]
. (5.92)
Damit la¨sst sich das diskretisierte Optimalsteuerungs-Problem als folgendes endli-
che, nichtlineares Problem darstellen. Sei
y = [x(s0),u(s0), F0(s0),x(s1),u(s1), F0(s1), . . . ,x(sN),u(sN), F0(sN), tf ]
⊤
(5.93)
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Z(y) = ϕ(x(1)) + F0(1) (5.94a)
u. d. N. f(xi,M,ui,M)− x˙i,M = 0, 1 ≤ i ≤ N, (5.94b)
f0(xi,M,ui,M)− F˙ 0,i,M = 0, 1 ≤ i ≤ N, (5.94c)
x(0) = x0, (5.94d)
x(1) = xf , (5.94e)
g(xi,ui) ≤ 0, 0 ≤ i ≤ N, (5.94f)
h(xi,ui) = 0, 0 ≤ i ≤ N, (5.94g)
welches beispielsweise mit fmincon aus der MatlabTM Optimization Tool-
boxTM (Palm 2004; The Mathworks b, a) numerisch gelo¨st werden kann. Aufgrund
der großen, jedoch du¨nn Gradienten der Zielfunktion und Nebenbedingungen eignen
sich hierfu¨r spezielle nichtlineare Optimierungslo¨ser wie beispielsweise die Funktion
e04vh aus der Nag R©-Bibliothek (Numerical Algorithms Group 2010).
5.5.4 Optimalsteuerungs-Problem des seilbasierten Regalbediengera¨ts
Das fu¨r die Optimalsteuerung beno¨tigte Zustandsmodell basiert auf den Bewegungs-
gleichungen des seilbasierten Regalbediengera¨ts gema¨ß Gl. (5.56). Die Forderung,
dass die Kardan-Winkel und deren Ableitungen gema¨ß Gl. (5.71) fu¨r s ∈ [0, 1] Null
sind, damit die Plattform stets waagerecht ist, liefert ein differential-algebraisches
Gleichungssystem (DAE) bestehend aus dem (differentiellen) Impulssatz und dem

















rotatorische“ Strukturmatrix aufgeteilt wird.
Entsprechend gilt Bw =
[Bw t, Bw r]⊤.
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Randbedingungen sind einerseits die vorgegebene Anfangs- und Endposition der
Plattform und andererseits die Forderung, dass am Start und Ziel sowohl Plattform-
Geschwindigkeit als auch -Beschleunigung Null sind:
BrP (0) = BrP,0 BrP (1) = BrP,f (5.97a)
B r˙P (0) = 0 B r˙P (1) = 0 (5.97b)
B r¨P (0) = 0 B r¨P (1) = 0. (5.97c)
Des Weiteren ergeben sich zusa¨tzliche Beschra¨nkungen, die fu¨r t ∈ [t0, tf ] gelten
mu¨ssen. So darf die Plattform in diesem Zeitraum die La¨nge und Ho¨he des Re-
gals und vorgegebene maximale Geschwindigkeiten, Beschleunigungen und Ru¨cke
nicht u¨berschreiten. Minimale und maximale Seilkra¨fte sind ebenfalls einzuhalten.
Es ergeben sich somit folgende Ungleichungs-Beschra¨nkungen fu¨r t ∈ [t0, tf ]:
BrP,min ≤ BrP (s) ≤ BrP,max, (5.98a)
‖B r˙P (s)‖2 ≤ vP,max, (5.98b)
‖B r¨P (s)‖2 ≤ aP,max, (5.98c)
‖B ...r P (s)‖2 ≤ rP,max, (5.98d)
fmin ≤ f(s) ≤ fmax. (5.98e)
Folgende Zielfunktionen werden untersucht. Zuna¨chst ist es zweckma¨ßig, die Endzeit
tf zu minimieren. Dies geschieht mit der einfachen Zielfunktion
ϕ(tf ) = tf . (5.99)
Außerdem ist es sinnvoll die Seilkraftverteilung so gering wie mo¨glich zu halten, um
minimale Energie zu verbrauchen:
f0,1 = ‖f(s)‖2 (5.100)
Eine optimale Trajektorie nach minimalem Leistungsverbrauch zu generieren wird
folgendermaßen dargestellt:
f0,2 = ‖f⊤(s) · l˙(s)‖2, (5.101)
wobei die Seilgeschwindigkeit l˙ aus der inversen Kinematik ermittelt wird (Ab-
schnitt 5.2.4). Ein weiteres Kriterium wa¨re, den Ruck der Plattform zu minimieren,
um das Ladegut gegen starke Sto¨ße zu schonen, da es unter Umsta¨nden zerbrechlich
ist:
f0,3 = ‖...r P (s)‖2. (5.102)
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Weitere Zielfunktionen ko¨nnen angebracht sein, wie beispielsweise die Vermeidung
zu schneller Krafta¨nderungen f˙(t), um die Motoren zu schonen
f0,4 = ‖f˙(s)‖2, (5.103)
sowie gewichtete Linearkombinationen der bereits erwa¨hnten Kriterien.
Im Anschluss werden die Zustandsgleichungen unter Beru¨cksichtigung der Randbe-
dingungen, Beschra¨nkungen und Zielfunktionen hergeleitet. Dabei wird Folgendes
beachtet:
• Da die Plattform-Beschleunigungen in den Randbedingungen explizit angege-
ben sind, mu¨ssen sie den Zustandsvariablen hinzugefu¨gt werden.
• Außerdem sollen minimale Krafta¨nderungen in die Optimierung mit einfließen.
Dies wird realisiert, indem die Krafta¨nderung den Steuervariablen zugeordnet
wird.
Zuna¨chst ergeben sich die differential-algebraischen Bewegungsgleichungen zu
B r¨P = 1mP
(BA⊤t f + Bw t) (5.104a)
B ...r P = u1 (5.104b)
f˙ = u2 (5.104c)
0 = BA⊤r f +
Bw r. (5.104d)
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Dies fu¨hrt schließlich zu
x˙1 = x2, (5.107a)
x˙2 = x3, (5.107b)
x˙3 = u1, (5.107c)
x˙4 = u2, (5.107d)




(BA⊤t x4 + Bw t)− x3, (5.107f)
bzw. zusammengefasst
x˙ = f d(x,u), (5.108a)
0 = fa(x,u). (5.108b)
Man beachte die zusa¨tzliche algebraische Gl. (5.107f), welche im Prinzip den Im-
pulssatz der Plattform darstellt. Es ergeben sich die Randbedingungen
x1(0) =
BrP,0 x1(1) = BrP,f , (5.109a)
x2(0) = 0 x2(1) = 0, (5.109b)
x3(0) = 0 x3(1) = 0, (5.109c)
x4(0) = f 0 x4(1) = f f , (5.109d)
wobei die Seilkraftverteilungen f 0 und f f aus der statischen Seilkraftberechnung
(Abschnitt 5.3) bestimmt werden ko¨nnen. Die Ungleichungs-Nebenbedingungen er-
geben sich zu
BrP,min ≤ x1(s) ≤ BrP,max, (5.110a)
‖x2(s)‖2 ≤ vP,max, (5.110b)
‖x3(s)‖2 ≤ aP,max, (5.110c)
fmin ≤ x4(s) ≤ fmax (5.110d)
‖u1(s)‖2 ≤ rP,max (5.110e)
und kompakt
g(x,u) ≤ 0, (5.111)
wa¨hrend die Gleichungs-Nebenbedigungen den algebraischen Gleichungen gema¨ß
Gl. (5.107e) und Gl. (5.107f) entsprechen. Gema¨ß den verschiedenen Kriterien aus
Gl. (5.100) bis Gl. (5.103) ergeben sich nun
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• Minimale Energie:
f0,1 = ‖x4(s)‖2, (5.112)
• Minimale Leistung:
f0,2 = ‖x⊤4 (s) · l˙(x1(s),x2(s))‖2, (5.113)
• Minimaler Ruck:
f0,3 = ‖u1(s)‖2, (5.114)
• Minimale Krafta¨nderung:
f0,4 = ‖u2(s)‖2. (5.115)
Es ist durchaus mo¨glich, aus einer gewichteten Linearkombination der einzelnen










tf · f0,i(x(s),u(s)) ds, (5.116)
wobei αi, 0 ≤ i ≤ m entsprechende skalare Gewichtungsfaktoren sind. In der
Mayer-Form wird die Zielfunktion in Gl. (5.86a) durch
min
x(s),u(s),tf ,F0
Z(x(s),u(s), tf , F0) = α0 ϕ(x(1)) + F0(1) (5.117)
und Gl. (5.86c) durch
F˙ 0(s) = f0(x(s),u(s)) =
m∑
i=1
αi · f0,i(x(s),u(s)) (5.118)
ersetzt.
Das diskretisierte optimale Steuerungsproblem lautet gema¨ß Gl. (5.94) nun
min
y
Z(y) = ϕ(x(1)) + F0(1) (5.119a)
u. d. N. rd = f d(xi,M,ui,M)− x˙i,M = 0, 1 ≤ i ≤ N, (5.119b)
ra = fa(xi,M,ui,M) = 0, 1 ≤ i ≤ N, (5.119c)
r0 = f0(xi,M,ui,M)− F˙ 0,i,M = 0, 1 ≤ i ≤ N, (5.119d)
x(0) = x0, (5.119e)
x(1) = xf , (5.119f)
g(xi,ui) ≤ 0, 0 ≤ i ≤ N. (5.119g)
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5.5.5 Simulationsergebnisse
Die in diesem Abschnitt bestimmten optimalen Trajektorien werden einer Referenz-
Trajektorie gegenu¨bergestellt (vgl. Lalo u. a. 2013). Diese Referenz-Trajektorie wird
aus der einfachen Methode der Trajektoriengenerierung nach Abschnitt 5.5.1 gebil-
det, deren Bahn eine gerade Strecke darstellt, diagonal vom linken unteren Fach A
zum rechten oberen Fach B des Regals, vgl. dazu Abb. 5.23.
Bereits in Abschnitt 5.5.3 wurde erwa¨hnt, dass das optimale Steuerungsproblem
durch direkte Kollokation in ein nichtlineares Optimierungsproblem gema¨ß Gl. (5.94)
u¨berfu¨hrt und mit entsprechenden numerischen Algorithmen gelo¨st werden kann.
Die bewa¨hrten SQP-basierten numerischen Verfahren erfordern dabei die Jaco-
bi- und Hesse-Matrix der Zielfunktion und der Nebenbedingungen, welche mittels
finite Differenzen und BFGS-Verfahren (Nocedal und Wright 2006) approximiert
werden ko¨nnen. Unter Umsta¨nden mag es, besonders bei großen, du¨nn besetzten
Problemen sinnvoll sein, den Gradienten analytisch vorzugeben, um die Effizienz
des Lo¨sungsverfahrens zu verbessern. Der Gradient des nichtlinearen Problems nach
Gl. (5.119) ist in Abb. 5.32 fu¨r N = 10 Intervalle beispielhaft angegeben, wobei
die von Null verschiedenen Matrixelemente dunkel (blau) markiert sind. Die Anzahl
der von Null verschiedenen Elemente betra¨gt hierbei nz = 4172 und macht bei der
244× 276 großen Matrix einen Anteil von etwa 6.2% aus.
Die Simulationsergebnisse sowohl fu¨r die Referenz- als auch optimale Trajektorie
basieren auf den Parametern gema¨ß Tab. 5.4. Die Zielfunktion ist hierbei eine Line-
Tabelle 5.4: Parameter des Regalbediengera¨ts
Techn. Einschra¨nkung Wert
maximale Geschwindigkeit der Plattform [m/s] 6
maximale Beschleunigung der Plattform [m/s2] 5
maximaler Ruck der Plattform [m/s3] 30
minimale Seilkraft [N] 100
maximale Seilkraft [N] 5000
arkombination aus Zeit und Leistung, die mit den Gewichtungsfaktoren αtf = 10
3
und αP = 10
−5 minimiert werden sollen.
In Abb. 5.33 wird die PTP-Trajektorie vom linken, unteren zum rechten, oberen Re-
galfach dargestellt. Dabei zeigt die gestrichelte Bahn die Referenz-Trajektorie und
die durchgezogene Bahn die optimale Trajektorie. Es ist die deutlich geschwunge-
ne Form der optimalen Trajektorie zu erkennen. Wa¨hrend die Plattform fu¨r die
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F0,i, 0 ≤ i ≤ N
xi,ui, 0 ≤ i ≤ N
Abbildung 5.32: Du¨nn besetzter Gradient des diskretisierten optimalen Steuerungs-
problems fu¨r N = 10 Zeitintervalle. Die von Null verschiedenen
Matrixeintra¨ge sind dunkel (blau) markiert.
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Referenz-Trajektorie etwa 2.75 s beno¨tigt, betra¨gt sie bei der optimalen Trajekto-
rie ca. 2.798 s und ist damit ungefa¨hr 4.71% langsamer als die Referenz. Jedoch
kann die Spitzenleistung der einzelnen Motoren reduziert werden (z. B. Abb. 5.34).
Beispielsweise beno¨tigt der zweite Motor eine Spitzenleistung von etwa 6.73 kW fu¨r










































t [s] t [s]
t [s]t [s]
Abbildung 5.34: Leistungsverbrauch der einzelnen Motoren.
die Referenz, wa¨hrend fu¨r die optimale Trajektorie lediglich 5.16 kW erforderlich
sind. Dies macht eine Leistungsreduzierung von etwa 23.26% aus, so dass prak-
tisch kleinere Motoren verwendet werden ko¨nnen. Entsprechend ergibt sich gema¨ß
Abb. 5.35a eine Reduzierung der gesamten Spitzenleistung um ca. 21.91%. Die Ge-
samtenergie, die beno¨tigt wird, um die optimale Trajektorie zu fahren reduziert sich
entsprechend um 11.73%, Abb. 5.35b.
Die folgenden Simulationsergebnisse zeigen eine horizontale Trajektorie zwischen
dem linken und rechten oberen Regalfach (Abb. 5.36 und Abb. 5.37). Die durchge-
zogenen Linien stellen die entsprechende optimale Trajektorie und deren Leistungs-
und Energieverbrauch fu¨r die selben, oben verwendeten Gewichtungsfaktoren. Be-
zu¨glich dieser Trajektorie ergibt sich eine verla¨ngerte Zeit gegenu¨ber der Referenz
um 28.46%, jedoch werden 66.77% an Spitzenleistung und 43.72% an Energie ge-
spart. Da die fu¨r die optimale Trajektorie beno¨tigte Zeit unter Umsta¨nden zu groß
ist, kann die Wichtung der zu minimierenden Zeit erho¨ht werden. Entsprechende
Optimierungsergebnisse werden durch die strich-punktierten Graphen dargestellt.
138 5 Anwendungsbeispiel 2: Seilgetriebenes Regalbediengera¨t






































Abbildung 5.35: Gesamtleistung und -energieverbrauch der PTP-Trajektorie.













5, αP = 2.5 · 10−4
αtf = 10
3, αP = 2.5 · 10−5
Abbildung 5.36: yz-Trajektorie
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Abbildung 5.37: Leistung je Motor. Legende siehe Abb. 5.36.

































Abbildung 5.38: Gesamtleistung und -energieverbrauch der PTP-Trajektorie. Le-
gende siehe Abb. 5.36.
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Mit den angepassten Wichtungsfaktoren ergibt sich ein Zeitverlust von etwa 4.19%,
wa¨hrend die Spitzenleistung und Gesamtenergie um 33.22% bzw. 30.17% reduziert
werden.
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6 Zusammenfassung und Ausblick
Das Hauptaugenmerk dieser Arbeit liegt auf der Entwicklung eines neuen Algo-
rithmus zur Lo¨sung konvexer quadratischer Programme mit einfachen Quader-Un-
gleichungs-Nebenbedingungen. Mit dem Algorithmus ist es mo¨glich, grundlegende
Fragestellungen serieller und paralleler Roboter zu lo¨sen, die fu¨r deren Automatisie-
rung von elementarer Bedeutung sind, sei es als vollautomatisiertes System oder Teil
eines Assistenzsystems. Der duale Zusammenhang zwischen seriellen und parallelen
Robotern bildet dabei die Grundlage fu¨r die Wiederverwendbarkeit des Algorith-
mus, womit konkret die inverse Kinematik serieller redundanter Manipulatoren und
die Seilkraftverteilung paralleler, redundanter Roboter gelo¨st werden kann.
Als Beispiel eines vollautomatisierten Systems dient ein Regalbediengera¨t, welches
als ein paralleler Seilroboter auf Basis der Stewart-Gough-Plattform konzipiert
ist. Aufgrund der Vorteile eines Seilroboters reduziert sich der Energieverbrauch im
Vergleich zu den konventionellen Regalbediengera¨ten, da weniger bewegte Masse
zu beschleunigen ist, so dass im Gegenzug schnellere Bewegungen erlaubt werden
ko¨nnen. Damit kann die Zykluszeit beim Ein- und Auslagern der Waren reduziert
werden.
Mit Hilfe des Algorithmus wird oﬄine eine statische Arbeitsraumoptimierung durch-
gefu¨hrt, wobei die Basispunkte des Seilroboters so lange
”
verschoben“ werden bis
ein gro¨ßtmo¨glicher Arbeitsraum entsteht, der das gesamte Regal abdeckt und die
statischen Seilkraftverteilungen im gesamten Arbeitsraum minimal werden. Fu¨r die
Online- bzw. Echtzeitanwendung wird der Algorithmus zur Berechnung der dyna-
mischen Seilkraftverteilung benutzt, so dass ein modellbasiertes Regelungsverfahren
zum Einsatz kommen kann, mit dem die Positioniergenauigkeit der Plattform ver-
bessert werden kann. Ein Potential zur Effizienzsteigerung liefert die Methode der
optimalen Steuerung, die oﬄine eine modellbasierte, zeit-, energie- und leistungsop-
timale Bahn- und Trajektorienplanung generiert.
Wa¨hrend der Ein- und Auslagerungsprozess beim Regalbediengera¨t vollautomati-
siert geschehen kann, ist die Automatisierung fu¨r eine Autobetonpumpe als ein se-
rielles redundantes Beispiel begrenzt, da im ihrem Arbeitsraum statische und be-
wegte Hindernisse vorkommen, die mit aufwa¨ndiger Umweltsensorik erfasst werden
mu¨ssen. Aus diesem Grund wird eine Autobetonpumpe teilautomatisch als ein Assis-
tenzsystem konzipiert, welches eine intuitive Bewegungssteuerung des Endeffektors
ermo¨glicht, um den Bediener zu unterstu¨tzen.
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Grundlegend dafu¨r ist die Berechnung der inversen Kinematik des seriellen, redun-
danten Manipulators, welches mit dem Algorithmus realisiert werden kann. Der ska-
lare Manipulierbarkeitsindikator nach Schlemmer (2000) und Abdel-Rahman (1991)
unterstu¨tzt den Bediener dabei, singula¨re Stellungen des Endeffektors zu erfassen
und fu¨hrt die Bewegungen in der Na¨he der singula¨ren Stellungen nummerisch stabil
aus.
Der auf der Active-Set-Methode basierende Algorithmus hat im Worst-Case theo-
retisch eine exponentielle Laufzeit, wobei die praktischen Ergebnisse gezeigt haben,
dass weit weniger Iterationen beno¨tigt werden und daher diese Verfahren fu¨r die vor-
liegenden Systeme prinzipiell echtzeitfa¨hig sind. Ein interessanter Ansatz wa¨re die
Anwendung eines Innere-Punkte-Verfahrens fu¨r quadratische Programme, da diese
theoretisch polynomiales Laufzeitverhalten haben, so dass ein Vergleich der Effek-
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A Der Mercatronics-Manipulator
Bei der Entwicklung von Assistenzsystemen fu¨r Autobetonpumpen wurde nach der
Richtlinie VDI 2206
”
Entwicklungsmethodik fu¨r mechatronische Systeme“ (Verein




















Abbildung A.1: Die Richtlinie VDI 2206:
”
Entwicklungsmethodik fu¨r mechatroni-
sche Systeme“, Verein Deutscher Ingenieure (VDI) (2004).
In Kooperation mit der Mercatronics GmbH, einem Startup des Lehrstuhls fu¨r
Mechatronik, wurde ein elektrisch angetriebener, kinematisch redundanter Mani-
pulator mit sechs Freiheitsgraden entworfen. Der skalierte Versuchstra¨ger ist dabei
dem Aufbau einer typischen Autobetonpumpe nachempfunden. Unter Einsatz eines
echtzeitfa¨higen Betriebssystems ko¨nnen auf dem Demonstrator gezielt komplexe Al-
gorithmen zur Auflo¨sung der kinematischen Redundanz entwickelt werden, wobei
das Hauptaugenmerk auf dem Entwurf von Mensch-zentrierten Bedienkonzepten
liegt. Unter Einsatz des herunter skalierten Demonstrators kann somit wa¨hrend der
fru¨hen Phase des Entwurfs auf kostenintensive Prototypen verzichtet und ein ge-
fahrloser Entwicklungsprozess gewa¨hrleistet werden (Schramm u. a. 2010b; Hiller
u. a. 2009).
156 A Der Mercatronics-Manipulator
Abbildung A.2: Der Mercatronics-Manipulator.
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B Obere Abscha¨tzung fu¨r die Anzahl der Ecken
eines Polytops
Ein konvexes Polytop der Dimension n, auch n-Polytop genannt, ist eine Verall-
gemeinerung der zweidimensionalen konvexen Polygone bzw. der dreidimensiona-
len konvexen Polyeder. Konvexe Polytope lassen sich durch die Lo¨sungsmenge ei-
nes linearen Ungleichungssystems bilden. Mit Hilfe des Theorems von McMullen
(McMullen 1970) la¨sst sich die obere Grenze fu¨r die Anzahl der Ecken eines n-
Polytops bestimmen.
Sei A ∈ Rm×n mit m ≥ n und b ∈ Rm. Dann hat das konvexe Polytop Pn des Rn,
das durch
Pn = {x ∈ Rn|Ax ≤ b} (B.1)

















Ecken (siehe Avis und Devroye 2000; McMullen und Shephard 1971). Dabei wird
der Ausdruck innerhalb von ⌊. . .⌋ abgerundet.
Der Fall, dass die Lo¨sungsmenge daru¨ber hinaus aus Gleichungs-Nebenbedingungen
besteht, soll im Folgenden erla¨utert werden.
Sei nun das Polytop Qn sowohl durch das Ungleichungssystem
P x ≤ c (B.3)
als auch durch das unterbestimmte Gleichungssystem
Ax = b (B.4)
definiert, so dass
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mit m ≤ n und n−m ≤ l.
Unter der Annahme, dass A vollen Rang hat, d. h. rangA = m, kann durch einfache
Eliminationsverfahren Qn in ein a¨quivalentes Polytop Rn−m reduziert werden. Zu
diesem Zweck werden zwei Matrizen Y ∈ Rn×m und Z ∈ Rn×(n−m) so gewa¨hlt, dass
jede Lo¨sung von Gl. (B.4) durch
x = Y xy +Z xz (B.6)
dargestellt werden kann, wobei xy ∈ Rm, xz ∈ Rr und r = n −m der Dimension
des Lo¨sungsraums von Gl. (B.4) entspricht. Außerdem werde vorausgesetzt, dass
(AY )−1 existiert undAZ = 0. (B.7)
Es kann gezeigt werden, dass die Matrizen Y und Z beispielsweise mittels QR-
Zerlegung bestimmt werden ko¨nnen (Nocedal und Wright 1999). Dabei ist Z die so
genannte Nullraummatrix bzw. der Kern von A (vgl. Bruckmann 2010).
Einsetzen von Gl. (B.6) in Gl. (B.4) liefert zuna¨chst
xy = (AY )
−1 b (B.8)
und damit
x = Y (AY )−1 b+Z xz. (B.9)
Daraus folgt, dass jeder Vektor x aus Gl. (B.9) die Gleichungsbedingungen (B.4) fu¨r
jedes beliebige xz ∈ Rr erfu¨llt. Wird nun Gl. (B.9) ins Ungleichungssystem (B.3)
eingesetzt, ergibt sich dadurch ein reduziertes Ungleichungssystem in xz mit
P Z xz ≤ c− P Y (AY )−1 b, (B.10)
welches implizit Gl. (B.4) erfu¨llt.
Das n-Polytop Qn aus Gl. (B.5) ist damit a¨quivalent zum r-Polytop
Rr = {xz ∈ Rr|F xz ≤ e}, (B.11)
wobei
F = P Z ∈ Rl×r, (B.12)
e = c− P Y (AY )−1 b ∈ Rl. (B.13)
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Die Anwendung des Theorems von McMullen (McMullen 1970), Gl. (B.2), auf
das Polytop Rr bzw. auf das Polytop Qn liefert schließlich eine obere Abscha¨tzung
fu¨r die Anzahl der Ecken
f(l, r) =
(













In Tab. B.1 sind Beipiele von redundanten Systemen aufgelistet, in dem die maximale
Anzahl an Ecken gegenu¨bergestellt werden.
Tabelle B.1: Theorem von McMullen (McMullen 1970) angewendet auf verschie-
dene redundante Systeme
Gelenk- TCP- Redun- Unglei- max. Anzahl Beispiele fu¨r
FG FG danz chungen Ecken redundante
n m r l Gl. (B.14) Systeme
7 6 1 14 2 Segesta (Fang 2005)
8 6 2 16 16 Artist (Bruckmann 2010)
9 6 3 18 32 (Borgstrom u. a. 2009)
4 2 2 8 8 4-armige ABP
4 3 1 8 2 4-armige ABP
5 2 3 10 16 5-armige ABP
5 3 2 10 10 5-armige ABP
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C Einfache, minimale Zeittrajektorie
Im Folgenden werden die Eckdaten der Zeitpunkte t0, . . . , t7 der minimalen Zeit-
trajektorie fu¨r alle vier vorkommenden Fa¨lle aufgelistet (siehe Abb. 5.24 und Ab-
schnitt 5.5.1). Vorgaben sind sowohl der Startzeitpunkt der Trajektorie t0 als auch
die in Bahnkoordinaten gegebene Start- und Endposition sP,min und sP,max und die
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r(t3) = r(t2) = −rP,max,
a(t3) = a(t2) = aP,max,








































r(t5) = r(t4) = 0,
a(t5) = a(t4) = −aP,max,
v(t5) = v(t4) = v(t3),





































































r(t2) = r(t1) = −rP,max,
a(t2) = a(t1) =
√
vP,max rP,max,






































































r(t6) = r(t5) = 0,
a(t6) = a(t5) = −√vP,max rP,max,
v(t6) = v(t5) =,
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r(t3) = r(t2) = r(t1) = −rP,max,





4 r2P,max (sP,max − sP,min),










s(t3) = s(t2) = s(t1) =
1
12
(sP,max + 11 sP,min),
(C.22)










r(t6) = r(t5) = r(t4) = rP,max,
a(t6) = a(t5) = a(t4) = −12 3
√
4 r2P,max (sP,max − sP,min),
v(t6) = v(t5) = v(t4) =,
s(t6) = s(t5) = s(t4) =
1
12
(11 sP,max + sP,min),
(C.23)
Zeitpunkt t7 = t0 +
2 3
√
4 r2
P,max
(sP,max−sP,min)
rP,max
:
r(t7) = 0,
a(t7) = 0,
v(t7) = 0,
s(t7) = sP,max,
(C.24)
