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Práce se zabývá vytvořením webového portálu pro generování statistik o síťovém provozu.
Je zde představena technologie NetFlow, která je v této práci využita. Dále je zde popsán
vývoj aplikace od analýzy, návrhu, implementace systému až po testování. Program je
vytvořen v jazycích XHTML, CSS, PHP a používá databázi MySQL k uchování dat. K
dolování dat o síti je použit NfDump.
Abstract
The thesis deals with creating a web portal for generating statistics about the network
traffic. There is presented the NetFlow technology, which is used in this thesis. Then there
is described tho whole development process from analysis, design and implementation of
the system to its testing. The whole program is created in languages XHTML, CSS, PHP
and uses a MySQL database for a data storage. For a data mining is used NfDump.
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Nikdo z nás si neumí dnešní svět představit bez počítačů. Každá firma, která chce v dneš-
ním světě uspět, potřebuje stabilní počítačovou síť. Aby byla zajištěna dobrá funkčnost
počítačové sítě, a vynaloženo přitom co nejméně finančních prostředků, je potřeba vědět,
co se v ní odehrává. To můžeme zajistit monitorováním. Monitorování umožňuje odhalovat
slabá místa v síti, sledovat vytížení jednotlivých serverů a efektivně tak plánovat rozvoj
celé síťové infrastruktury.
Každá síť je v dnešní době díky internetu propojetá s počítači z celého světa. Toto
s sebou přináší další nároky na monitorování sítí a to zejména k zajištění bezpečnosti
jednotlivých stanic. A to nejen zvenčí, kde je velmi účinný firewall. Nebezpečí hrozí zejména
od uživatelů v síti (viry, červi, pokusy o prolomení hesel, skenování portů apod).
Mnoho lidí si pod pojmem monitorování sítě představí SNMP (Simple Network Ma-
nagement Protocol). To nám ovšem spřístupní jen základní informace o tom, co se v síti
odehrává. Neřekne nám, kolik který uživatel přenesl dat, nepomůže nám ani v otázce bezpeč-
nosti. Je potřeba znát podrobnější informace typu kdo, s kým a v kterou dobu komunikoval,
kolik si přenesli dat, jakou službu při tom využívali apod. A přesně k těmto účelům je velmi
výhodné využít technologii NetFlow, která je předmětem této práce. Její nasazení v ma-
lých i velkých firmách nabývá velmi rychle na významu. Původně drahá řešení založená na
speciálních drahých CISCO směrovačích střídají levné Netflow sondy, a tato technologie se
tak stává stále dostupnější. Důvodem je především různorodost statistik a velmi podrobný
pohled do útrob síťového provozu.
Před samotným popisem vývoje programu práce uvede čtenáře do problematiky tech-
nologie NetFlow, která je popsána v druhé kapitole. Je zde podrobně popsán princip, na
kterém je technologie založena a jakým způsobem umožňuje sběr takto podrobných dat.
Také jsou zde uvedeny nejpoužívanější nástroje. Vyzdvihnout zde musím zejména program
NfDump, který slouží ke sbírání dat a jejich následnému zpracování, a je využit i při tvorbě
programové části práce. Pro srovnání jsou v třetí kapitole uvedeny další technologie získá-
vání informací o sítích, a to jak starší technologie postavené na protokolech ICMP a SNMP,
tak nově vznikající technologie IPFIX.
Zbytek práce se již zabývá jednotlivými fázemi vývoje programu. Programem má být,
jak je patrné z názvu práce, webový portál, který umožňuje zpracovávat nasbíraná data
o síťovém provozu a v podobě grafů a tabulek je vhodně vizualizovat. Důležitou funkcí
je posílání pravidelných reportů na email uživatele. Navíc musí být umožněno každému
uživateli nastavit, aby viděl pouze do určité části síťě, ne do všech dat. V kapitole čtvrté
je podrobně popsána analýza a návrh tohoto systému. Pátá kapitola je věnována jeho




Netflow byl vyvinut společností Cisco Systems jako otevřený protokol, jehož hlavním úko-
lem je monitorování sítí. Pracuje na principu sběru dat o jednotlivých IP tocích a odesílání
informací na kolektory. Velkou předností je malé zatížení linky (přibližně 4% z celkového pře-
nosu), pokud by se nasbíraná data posílala stejnou linkou, na které jsou sbírána. Umožňuje
sběr velkého množství různých informací. Základem této technologie je IP tok.
2.1 IP tok
IP tok by se dal charakterizovat jako skupina paketů, probíhajících určitým místem v síti,
a majících společnou sedmici vlastností. Jsou to zdrojová a cílová adresa, zdrojový a cílový
port, protokol, síťové rozhraní a typ služby (neboli ToS, Type of Service). Někdy se k
identifikaci paketu využívá pouze prvních pět zmíněných parametrů. Všechny pakety, které
mají shodnou tuto sedmici (respektive pětici), tvoří jeden tok. To znamená, že komunikace
mezi dvěma počítači na stejných portech tvoří dva odlišné toky.
Obrázek 2.1: IP tok. [10]
Aby se zabránilo tvorbě extrémně velkých toků, které by se mohly tvořit např. u kon-
tinuálních spojení, platí zde určitá pravidla ukončení toku:
• byla překročena určitá doba od posledního paketu daného toku (tzv. neaktivní time-
out),
• byla překročena určitá doba od prvního paketu daného toku, (tzv. aktivní timeout),
• počet uložených toků v paměti exportéru dosáhnul její maximální kapacity,
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• u TCP spojení byl detekován FIN nebo RST bit.
Při splnění kteréhokoliv z pravidel dojde k odeslání dat o příslušném toku na kolektor,
a vymazání záznamu o tomto toku z paměti exportéru. Na většině exportérů se aktivní i
neaktivní timeout dají nastavit. [1]
2.2 Architektura Netflow
Architekturu Netflow tvoří typicky několik exportérů a jeden kolektor (obecně ale vazba
M:N, tedy jeden exportér může posílat na více kolektorů, a zase naopak více exportérů
na jeden kolektor). Exportéry jsou vhodně umístěny v síti, a jejich úkolem je analyzovat
pakety, které jimi procházejí. Ty se pak zařazují do jednotlivých toků, a jsou odesílány na
kolektor.
Kolektor je zařízení, které má velkou úložnou kapacitu, a uchovává jednotlivé informace
z exportérů. Z těchto dat se pak různými aplikacemi tvoří přehledné grafy a tabulky, které
si uživatel pak může prohlédnout.
Používají se dva typy architektur. První typ předpokládá speciální Cisco směrovače,
které kromě své typické funkce provádějí výpočet netflow statistik. Tento způsob je ale
nevýhodný zejména u sítí s větším provozem, protože je zapotřebí speciálních drahých
směrovačů (např. od společnosti CISCO), což se samozřejmě musí projevit i na jejich ceně.
Tyto směrovače nejsou ani příliž výkonné, a proto je často zapotřebí vzorkovat vstupní data
(tzn. počítat statistiky pro každý n-tý paket). Tím ale statistiky ztrácí na přesnosti a může
nám ujít nějaká potencionální hrozba (kupříkladu tok, který je tvořen pakety procházejícími
v pravidelných intervalech). Tento způsob je popsán obrázkem 2.2.
Obrázek 2.2: Tradiční architektura NetFlow. [10]
Oproti tomu druhý typ architektury používá speciální pasivní Netflow sondy. Ty slouží
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výhradně pro generování netflow statistik, proto je jejich cena výrazně menší. Sondy lze při-
pojit do libovolného místa v síti pomocí TAP nebo SPAN prvků. Data procházející sondou
jsou pouze monitorována (proto pasivní sonda). Na kolektor jsou potom data posílána de-
dikovanou linkou, což brání jejich zneužití. Na obrázku 2.3 je tato architektura ukázána.[10]
Obrázek 2.3: Moderní architektura NetFlow. [10]
TAP, neboli Test Access Point, umožňuje vytvořit permanentní spoj pro pasivní mo-
nitorování. Můžou být vytvořeny mezi kterýmikoliv dvěma síťovými zařízeními, jako např.
směrovače, servery, přepínače, počítače atp. Má tedy tři porty pro připojení. Dva pro při-
pojení síťových zařízení a jeden pro monitorovací zařízení. Síťová zařízení vůbec nepoznají,
že mezi nimi takovéto zařízení je. Pokud TAP bude mít nějaký problém, např. s napájením,
spojení mezi síťovými zařízeními nebude přerušeno. [7]
SPAN, neboli Switched Port Analyzer, je Cisco označení pro zařízení, které pracuje
na principu zrcadlení portů. Provádí kopírování dat z jednoho, případně více portů (zde
můžeme hovořit o VLAN - virtuální síť), a posílá je na speciální port, na který je připojeno
monitorovací zařízení. [3]
2.3 Verze Netflow
V současné době existuje několik verzí protokolu Netflow. Nejpopulárnější verzí je verze
5 a to díky své jednoduché struktuře. Formát záznamu tohoto protokolu je tvořen pouze
zdrojovou a cílovou adresou, zdrojovým a cílovým portem, protokolem, časem začatku a
konce toku, počtem přenesených bajtů a paketů, TCP příznaky, polem ToS (type of service,
typ služby) a číslem síťového rozhraní, na kterém byl tok měřen.
V posledních letech se tento formát jeví jako nedostačující, proto se přechází na formát
verze 9, což je momentálně nejnovější verze Netflow. Hlavní rozdíl je v používání šablon. Ty
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slouží k definici vlastní struktury a položek záznamu, které se odesílají na kolektor. Potom
záleží jen na uživateli, která data si přeje exportovat. Navíc tato verze umožňuje posílat
další informace, jako např. počet přijatých či zahozených paketů. Ostatní verze se téměř
nepoužívají. [17]
2.4 Využití Netflow
Netflow se těší velké oblibě mezi správci sítě zejména díky svému širokému využití. Využívá
se jak pro sledování sítě, tak i jednotlivých uživatelů. Níže jsou uvedeny hlavní způsoby
využití.
• Monitorování uživatelů - pomocí Netflow je možné uchovávat dlouhodobé statistiky o
uživatelích, a zaznamenávat, jaké služby používají a v jakém rozsahu. To napomáhá
efektivně plánovat rozvoj sítě, či předcházet případným hrozbám. Také umožňuje
kontrolovat, jak uživatelé dodržují pravidla chování na síti.
• Monitorování aplikací - Díky sledování ip adres a portů je možné zjišťovat zatížení
jednotlivých serverů v síti. Díky tomu můžeme např. plánovat zálohování dat z těchto
serverů na dobu, kdy jsou nejméně využívány, případně zajistit lepší rozložení síťového
provozu.
• Bezpečnost - Netflow dokáže velmi rychle odhalit různé typy útoků na síť jako jsou
např. DoS útoky, skenování portů, útoky virů, červů apod. Ku příkladu odhalit červa v
síti je možné díky sledování toků. Infikovaný počítač otvírá velké množství (krátkých)
spojení (toků) na různé počítače v síti.
• Účtování - Poskytovatelé internetových služeb (tzv. ISP, internet service providers)
mohou využít tuto technologii pro monitorování přenesených dat svých zákázníků.
Umožňuje účtovat cenu svým zákazníkům vzhledem k počtu přenesených dat, pří-
padně s ohledem na denní dobu přenosu. Také umožňují snížit rychlost uživateli,
který překročil daný limit na přenesená data v nějakém časovém intervalu (tomu se
říká FUP - fair user policy).
• Dodržování vyhlášky o elektronických komunikacích - Od roku 2005 platí vyhláška č.
485/2005, která nařizuje každému provozovateli veřejných komunikačních sítí uchová-





Nejvetším problémem jak verze 5 tak i verze 9 je nemožnost zabezpečit přenos dat z agenta
na kolektor. Je tedy nutné mít oba prvky v jedné privátní síti. Jinak hrozí, že data budou
třetí straně přístupna, nebo jí dokonce podvržena. Dalším problémem je realizace přenosu
pomocí protokolu UDP, který je typický tím, že nezaručuje doručení všech paketů od zdroje
k cíli (typické zejména pro verzi 5). Verze 9 umožňuje posílat data přes protokol SCTP
(Stream Control Transmission Protokol), který tento problém eliminuje. [17]
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2.6 Nástroje
Protože se tento protokol těší oblibě mnoha uživatelů, lze najít velké množství programů,
které tuto technologii využívají. Najdeme programy jak volně šiřitelné (freeware) tak i
placené, jak pro funkci exportéru, tak kolektoru či aplikace pouze pro zpracování uložených
dat. Pro orientaci jsou zmíněny ty nejzajímavější.
2.6.1 NfDump tools
Nfdump tools je kolekce nástrojů, přičemž každý má svůj specifický úkol. Jejich hlavní
náplní je sběr dat z exportéru, a jejich následné zobrazování. Je šířen pod licencí BSD. Níže
je uveden seznam těchto nástrojů a jejich stručná charakteristika. Protože je tento program
využit v této práci k dolování dat, je zde také popsán princip jejich získávání a filtrování.
Podrobnější informace naleznete v manuálových stránkách jednotlivých nástrojů. [8]
Popis nástrojů kolekce nfdump tools
• nfcapd Jedná se o démona (aplikace, která běží na pozadí a provádí nějakou čin-
nost), který sbírá data z exportérů, a ukládá je do souborů. V pravidelných interva-
lech, typicky pětiminutových, je výsledný soubor automaticky přejmenován. Vzniká
tak velké množství souborů, systematicky pojmenovaných, z nichž každý obsahuje
data nasbíraná v tom daném pětiminutovém intervalu. Názvy souborů jsou ve tvaru:
nfcapd.YYYYMMddhhmm. Jeden tento démon umožňuje zachytávat data pouze z
jednoho exportéru (pro dvě sondy musíme tedy dvakrát spustit nfcapd). Abychom
zajistili snadnou identifikaci jednotlivých souborů, je vhodné je ukládat do hierar-
chické adresářové struktury ve tvaru /neco/rok/měsíc/den/hodina/názevsouboru.
• NfDump Je jednoduchý program, který má za úkol číst data ze souborů vytvořených
programem nfcapd a přehledně je zobrazit podle zadaných parametrů. Zpracovávat
data dokáže z jednoho či několika souborů, dokonce mohou být i v odlišných slož-
kách. Jeho další a velmi významnou funkcí je filtrování zobrazovaných dat. Filtrovací
pravidla mají podobnou syntaxy jako tcpdump. Zvládá i velmi složité filtrování velmi
rychle. Podporuje tvorbu tzv. top n statistik jak celých toků, tak jejich jednotlivých
prvků (porty, ip adresy, délky toků apod.), a dokáže je seřadit dle zadaných parametrů
(např. podle Bajtů, paketů, atp).
• nfreplay Jeho úkolem je prosté čtení dat ze souborů vytvořených programem nfcapd,
a jejich přeposílání jinému počítači.
• nfprofile Slouží ke čtení dat ze souborů vytvořených programem nfcapd, na něž apli-
kuje určitý filtr, a data následně ukládá pro další použití. Toto se velmi hodí, pokud
vytváříme program pro více uživatelů, kde chceme zobrazit např. data jen z určité
podsítě. Bohužel ale program již v současnosti není obsažen v této kolekci programů.
Nyní jej můžeme nalézt v programu nfsen.
• Ostatní Dalšími nástroji, které jsou v této sadě programů k dispozici, jsou nfclean.pl
a ft2nfdump. První jmenovaný slouží k vymazání starých dat. Druhý pak provádí
konverzi dat, vytvořených balíkem flow-tools, a jejich následné uložení do souboru.
Dále v textu budu používat termín nfdump ve smyslu celé této kolekce.
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Získávání dat
K získávání dat je zapotřebí uvézt cestu k jednotlivým souborům. K tomu slouží přepínače
-r, -R, případně i v kombinaci s -M. Parametr -r slouží k načtení jednoho souboru, parametr -
R umožňuje načíst množinu souborů v určitém adresáři, a -M umožňuje načítat tyto soubory
z rozdílných adresářů. Dobře tento problém vystihuje obrázek 2.4.
Obrázek 2.4: Získávání dat z kolektoru programem nfdump [8]
Filtrování dat
Jak již bylo řečeno, nfdump je velmi účinný nástroj k dolování dat z kolektorů. Každá
data musí být před samotným výpisem filtrována, protože bychom jinak dostali obrovský
výpis všech toků a to by se jen těžce zpracovávalo. Naštěstí nfdump v sobě zahrnuje velmi
výkonný filtr. Ten můžeme předávat programu jako poslední parametr v příkazové řádce,
nebo pomocí souboru.
Každé filtrovací pravidlo se skládá z jednoho nebo více výrazů. Ty se dají spojovat
pomocí následujících spojení: výraz AND výraz (platí oba výrazy), výraz OR výraz (platí
alespoň jeden z výrazů) a NOT výraz (neplatí výraz). Dále tyto výrazy můžeme kombino-
vat s pomocí uzavření těchto výrazů do závorek. Samotný výraz pak charakterizuje jedno
z následujících: verze protokolu, protokol, IP adresa, cílové umístění, síť, Port, Rozhraní,
Příznaky, Typ služby, Pakety, Bajty, Pakety za sekundu, Doba toku, Byty za sekundu, Toky
za sekundu a několik dalších. Přesný způsob zápisu najdete v manuálových stránkách. Na
řádku níže je uvedena ukázka takového dotazu. Jeho úkolem je vypsat všechny tcp toky v
dané podsíti, přičemž počet přenesených Bajtů za sekundu v daném toku přesahuje 100 :
nfdump -r /cesta/k/souboru/nfcapd.201005051220 ’proto tcp and net 192.168.0.0/24 and
bps > 100’
Tvorba top statistik
Nfdump umožňuje také tvorbu top statistik. slouží k tomu parametr -s následovaný typem
statistiky. Další zajímavý parametr je -n, který vyjadřuje počet zobrazených záznamů.
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Pokud jej neuvedeme, implicitně zobrazí 10 záznamů. Můžeme tak získat následující top
statistiky: top porty, zdrojové porty, cílové porty, IP adresy, zdrojové IP adresy, cílové IP
adresy, autonomní systémy (dále AS), zdrojové AS, cílové AS, rozhraní, vstupní rozhraní,
výstupní rozhraní, protokoly nebo tzv. recordy, což je agregovaný záznam IP adresy a portu
s jinou IP adresou a portem.
Dále můžeme specifikovat nepovinným parametrem [/orderby], podle čeho mají být sta-
tistiky řazeny. K dispozici máme počet toků, Bajtů, paketů nebo počet toků/Bajtů/paketů
za sekundu. Bez tohoto parametru se implicitně řadí podle toků. Výsledné hodnoty pak
nfdump automaticky převádí na jednotky vyšších řádů (např. 12.1G, 131.8M atp). Tomu
se dá předejít parametrem -N, který data zobrazí jen číslicemi.
Příklad dotazu na top webové servery, řazené podlé přenesených dat:
nfdump -R /cesta/k/souborum/nfcapd.200912010410:nfcapd.200912011220 -N -s ip/bytes
-n 10 ”((port 80 AND proto TCP) OR (port 443 AND proto TCP))”
Nfdump pak vrací výsledek v jeho typické struktuře. Nejprve v tabulce vypíše jednot-
livé položky, a pod ní pak sumarizační hodnoty jako celkový počet zpracovávaných toků,
Bajtů, jak dlouho generování probíhalo, apod. Na obrázku 2.5 se můžete na celou strukturu
podívat.
Obrázek 2.5: Příklad výsledné tabulky programu NfDump
2.6.2 nfsen
Program nfsen je webová nadstavba programu nfdump. Je taktéž šířen pod licencí BSD. Má
jednoduché webové rozhraní. Kromě nfdumpu využívá ještě RRD (Round Robin Database).
Je napsán v jazyce Perl a PHP (ten pro webovou část). Není to pouhý kolektor, ale je to
velmi komplexní nástroj pro práci s netflow. Podporuje netflow verze 5, 7 i 9.
Přednosti tohoto programu jsou grafická reprezentace netflow dat za využití RRD, jed-
noduchá navigace v netflow datech, zobrazování těchto dat ve vybraných časových úsecích
či nastavování a automatické spouštění alertů podle určitých podmínek.
Kolektor je tvořen programem nfcapd z balíku nfdump tools. Nfsen umožňuje v konfi-
guračním souboru nastavit adresářovou strukturu, do které se soubory vkládají. Pro zpra-
cování těchto nasbíraných dat se pak dále využívá program nfdump. Uživatel vše řídí z
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webového rozhraní. Výsledkem pak jsou nejrůznější tabulky a grafy.
[9]
2.6.3 flowmon reporter
Jedná se o produkt firmy Invea. Je to velice zajímavý reportovací nástroj. Generuje přehledné
statistiky o provozu na síti v podobě jak průběhových, tak koláčových grafů a tabulek.
Dále umožňuje pravidelné odesílání vybraných reportů na email uživatele. Tento produkt
zde uvádím také z toho důvodu, že je svojí funkcí velmi podobný programu vytvářeného v
rámci této práce.
Statistiky jsou zde rozděleny na dvě skupiny. První jsou traffic reporty. Ty se věnují
provozu za zvolené období, v grafech zobrazují jeho intenzitu v čase. Druhá skupina jsou
Top reporty. Ty slouží k zobrazení stanic, služeb a konverzací dominujících v konkrétním
provozu. Zobrazeny jsou pomocí koláčových grafů a tabulek.
2.6.4 Ntop
Ntop je další program určený pro sbírání a zobrazování provozu na síti. Je šířen pod licencí
GNU GPL, je tedy volně dostupný. Je dobře přenositelný, je schopen běhu jak na window-
sových, tak na unixových systémech. Dá se využít jako kolektor sbírající data z různých
sond či směrovačů, nebo jako kombinace exportér a kolektor. Pro skenování paketů využívá
knihovnou libpcap. Oproti hardwarovému řešení to má za následek jeho relativně malou
výkonnost, je vhodný tedy spíše pro menší sítě.
Ntop je určen zejména k monitorování uživatelů a aktuálního vytížení linky. Je velmi po-
dobný unixovému programu top, který zobrazuje informace o procesech. Pro prohlížení sta-




Jiné způsoby monitorování síťí
3.1 ICMP (Internet Control Message Protocol)
Protokol ICMP je součástí IP protokolu. Není primárně určen k monitorování sítí, ale velmi
snadno se dá k této činnosti využít. Jeho funkcí je informovat zdrojový uzel o chybách,
vzniklých během přenosu datagramů (např. požadovaná služba není dostupná, nebo že daný
síťový prvek není dosažitelný). K monitorování pomocí tohoto protokolu vzniklo několik
programů. Pro ukázku možností využití tohoto protokolu jsou představeny programy ping
a traceroute.
Program ping bývá součástí většiny operačních systémů. Slouží ke zjištění, jestli je cílový
síťový prvek dosažitelný, a pokud ano, tak jakou rychlostí se pakety dostanou k cíli a zpět.
Posílá cílovému zařízení ICMP příkaz Echo Request a očekává jako odpověď Echo Reply.[11]
Program traceroute je standardně součástí Unixových systémů, v systému Microsoft
Windows je již v základní instalaci pod názvem tracert. Jeho úkolem je vypsat veškeré
síťové zařízení, v kterých se pakety ocitnou na cestě od zdroje k cíli, a také jak dlouho jim
to k těmto zařízením trvá. Toto se dá využít např. k detekci problémových uzlů. Traceroute
pracuje na principu zvyšování hodnoty TTL (time to live) po každém úspěšném odeslání
paketů (první má TTL rovno 1, další 2 atd). Pokud paket skončí s TTL rovno 0, je zahozen,
a směrovač pošle chybovou ICMP zprávu. [12]
3.2 SNMP (Simple Network Management Protokol)
Tento protokol vznikl na konci 80. let, a stal se de facto povinnou výbavou každého správce
sítě. Jeho podporu má velká řada zařízení od aktivních síťových prvků přes počítačová čidla
nebo tiskárny až po stolní počítače, pokud mají nainstalovány speciální programy. Hodnoty
je možné v pravidelném intervalu sbírat, a po uložení do databáze z nich dělat různé grafy.
Můžeme tak zobrazit například graf vytížení procesoru, průběh teploty nebo datový tok na
určitém rozhraní.
V současné době jsou k dispozici celkem 3 verze (poslední byla vytvořena roku 2004),
z nichž první dvě jsou již považovány za zastaralé (zejména kvůli bezpečnosti). Protokol
SNMP slouží ke zjišťování informací o síťových zařízeních, a umožňuje také jejich nastavo-
vání. Typickými účastníky SNMP komunikace jsou sledované zařízení, Agent (součást za-
řízení, která realizuje komunikaci a zasílá odpovědi) a řídící stanice (Management station).
Pracuje v režimu client-server, kde servery jsou řídící stanice.
Data jsou uložena v MIB (Management Information Base) databázi. MIB je hierarchicky
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organizovaná kolekce informací s bezejmenným kořenem a stromovou struktou. Každý uzel
stromu obsahuje popis a číslo. K identifikaci jednotlivých položek v MIB databázi se používá
OID (Object Identifier). IOD je tvořeno posloupností čísel jednotlivých uzlů, oddělených
tečkou.[5]
3.3 IPFIX (IP Flow Information Export)
Tato technologie je teprve na vzestupu. Byla vytvořena organizací IETF s cílem vytvořit
univerzální standard pro exportování údajů o IP tocích, protože všechny dosavadní techno-
logie pracující s netflow používají různá proprietární řešení. Jako vzor bylo použito NetFow
ve verzi 9. IPFIX již standardně bývá součástí nejnovějších směrovačů společně s netflow
verzemi 9 i 5.
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Kapitola 4
Analýza a Návrh systému
Před započtením samotné tvorby programu je potřeba nejprve analyzovat požadavky na
výsledný systém, abychom tak zajistili vytvoření programu odpovídajícímu zadání. V této
kapitole je popsáno, co bylo potřeba promyslet před započetím implementačních prací a
jaké problémy bylo potřeba vyřešit před započetím implementačních prací.
4.1 Výsledná aplikace
V zadání je napsáno, že se má jednat o webovou aplikaci. Toto je velmi správná volba, pro-
tože umožňuje kterýmukoliv uživateli přístup do systému bez nutnosti instalace speciálního
software. Navíc zde není problém s přenositelností, protože v každém moderním operačním
systému je podpora webového prohlížeče.
Mým úkolem je tedy vytvořit pouze serverovou aplikaci, neboli program, běžící na něk-
teré pracovní stanici dané firmy. Server obstarává veškerou výpočetní činnost. Prohlížeč plní
pouze roli klienta, který zobrazuje výsledná data ze serveru. Server bude schopen provozu
v kterémkoliv Unixovém operačním systému.
Nutností je vytvořit program tak, aby byl spřístupněn co nejvíce uživatelům. Je tedy
potřeba zajistit jeho správné zobrazení v nejpoužívanějších prohlížečích, alespoň: Internet
Explorer 8, Mozilla Firefox, Opera, Google Chrome a Safari. Důležité je použít validní
(x)html a css kód. Dále je potřeba zajistit správné zobrazení českých znaků na všech typech
operačních systémů, proto bylo navrhnuto použít kódování UTF-8.
Před samotnou implementací bylo nutno zvážit, jaká programovací technika bude pou-
žita při vývoji. Nabízí se buď objektově orientované nebo strukturované programování.
Jelikož mé schopnosti objektově myslet ještě nebyly na dobré úrovni a aplikace se mě zdála
býti dobře naprogramovatelná pouhým rozdělením programu na jednotlivé moduly, zvo-
lil jsem nakonec metodu strukturového programování. Program bude rozdělen na moduly,
které budou postupně implementovány. Jednotlivé moduly jsou popsány v kapitole 5.
4.2 Vzhled webu
Jako vzhled bude použita webová šablona ze serveru www.freecsstemplates.org. Tento server
nabízí své šablony pod licencí Creative Commons 3.0 [2], která umožňuje dílo kopírovat,
distribuovat a ukazovat veřejosti. Navíc je možné dílo modifikovat. Jedinná podmínka je
uvést v programu odkaz na autora. Ten bude umístěn do patičky webu.
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4.3 Statistiky
Statistiky budou tvořeny pomocí dotazů na nfdump. Ten podporuje velké množství různých
filtrů. Ty se dají vzájemně kombinovat, takže možností je opravdu mnoho.
Aplikace musí obsahovat několik předpřipravených statistik. Jelikož těchto statistik je
možné vytvořit velké množství, zaměřím se na ty, kterým porozumí i člověk méně zasvědcený
do problematiky počítačových sítí. Nové statistiky by měly jít přidávat do systému za
běhu a bez zásahu do kódu. Statistiky budou proto načítány z databáze, a spravovány
administrátorem v nastavení programu. Ten je bude moci přidávat, upravovat, nebo mazat.
Statistiky budou rozděleny do dvou částí. Celkové statistiky a Top statistiky. Vždy se budou
skládat z grafu a tabulky. U každého grafu je také nutné zobrazit popis, v čem je daný graf
zajímavý a co vyjadřuje.
4.3.1 Celkové statistiky
Celkové statistiky se zaměřují na celkový pohled na síť. Budou zde tři druhy statistik.
První bude sledovat průběh přenesených dat, druhá přenesené pakety, a třetí přenesené
toky. Každá z těchto statistik se zkládá ze dvou grafů. První je průběhový graf, který
zobrazuje v každém časovém okamžiku aktuální počet měřených dat za sekundu. Dává
tak přehled, jak se měnila hodnota průtoku dat v čase. Hodnoty v grafu jsou zobrazeny
pro každý protokol, který byl k přenosu dat využit (TCP, UDP, nebo ICMP). Druhý graf
je koláčový, a vyjadřuje procentuální podíl těchto protokolů na přenesených datech. Dále
zde najdeme tabulku s údaji o celkovém počtu přenesených bajtů, paketů i toků a to i s
hodnotami pro jednotlivé protokoly. Ukázka těchto statistik je v příloze na obrázcích B.2 a
B.3.
4.3.2 Top statistiky
Top statistiky se zaměřují na určitý problém (např. stanice generující nejvíce provozu, nebo
nejpoužívanější služby). Těchto statistik se dá vymyslet celá řada. Proto bude mít uživatel
možnost si nastavit ty, které ho zajímají. U každé bude přehledný popis, co daná statistika
znamená, a jaké cenné informace z ní můžeme vyčíst. Uživatel musí mít možnost si nastavit,
kolik si přeje zobrazit výsledných záznamů. Přednastaveno bude 10 položek. Samozřejmostí
je možnost zvolit si období, v kterém si přeje tyto statistiky generovat. Ukázka top statistik
je v příloze B.4.
V následujících podkapitolkách popíšu ty statistiky, které tam budou přidány.
Top služby Podle přenesených dat
Tyto statistiky vyjadřují nejvíce využívané služby v dané síti s ohledem na počet přenese-
ných dat. Každá služba je identifikovaná příslušným portem. V tabulce bude vypsán port,
název služby (pokud je k dispozici, jinak bude opět dosazeno číslo portu) a počet přenese-
ných dat. Tato statistika je velmi zajímavá pro porozumění, jaké služby jsou v síti nejvíce
využívány.
Top služby Podle přenesených toků
Tato statistika zobrazuje porty, které jsou dominantními službami co se počtu přenesených
toků týče. Tabulka bude zobrazovat stejné sloupečky, jako v předchozím případě, pouze
poslední sloupeček bude vyjadřovat počet toků.
16
Top uživatelé podle přenesených dat
Tato statistika zobrazuje stanice generující nejvíce provozu. Zde by se měly objevit pracovní
stanice. Pokud se zde objeví stanice uživatelská, měla by se podrobněji prozkoumat. V
tabulce budeme zobrazovat ip adresu daného počítače a počet přenesených dat.
Top uživatelé podle odeslaných dat
Tato statistika zobrazuje stejné údaje jako předchozí, pouze se zaměřuje na stanice ode-
sílajících nejvíce dat do sítě. Opět zde platí, že pokud zde dominují uživatelské stanice a
nikoliv pracovní, měla by se podrobněji prozkoumat jejich komunikace.
Top uživatelé podle přijatých dat
Opět podobná statistika té předchozí, pouze s rozdílem, že vypisuje stanice přijímající
nejvíce dat.
Top uživatelé podle přenesených toků
Tento graf zobrazuje počítače s největším počtem toků v dané podsíti. Nezvykle vysoký
počet toků může signalizovat pokus o prolomení sítě (skenování portů, lámání hesel, šíření
virů atd.), proto pokud se zde vyskytne uživatelský počítač, je doporučeno jej podrobněji
prověřit.
Top konverzace
Tento graf zobrazuje nejintenzivnější konverzace v síti. Konverzací se rozumí komunikace
mezi stanicí a portem a jinou stanicí a portem. Dalo by se říci, že se jedná o přenos dat
mezi dvěma počítači v rámci jedné služby.
Top webové servery a klienti
Tento graf zobrazuje uživatele s nejvetším počtem přenesených dat na portech 80 a 443
(oboje TCP). V grafu jsou hodnoty seřazeny podle přenesených dat (bajtů). Krom IP
adres a počtu bajtů je v tabulce uveden i počet toků. To může poměrově odpovídat počtu
připojení na webový server.
Top uživatelé pošty a pop3/imap servery
Tato statistika zobrazuje stroje generující nejvíce POP3, IMAP, SPOP3, IMAPS provozu,
neboli uživatele poštovních služeb a poštovní servery. Informace jsou řazeny podle počtu
bajtů. Zobrazeny jsou také počty toků. Jeden tok představuje přibližbě jeden email.
4.4 Rychlost aplikace
V době plánování tohoto systému jsem přemýšlel, jestli provádění dotazů na nfdump při
každém generování statistik nebude mít špatný vliv na celkovou rychlost aplikace. Nfdump
je velice rychlý, a tak by data mohl zvládat generovat v rozumném čase. Při experimentech
jsem měl k dispozici data jen z relativně malé sítě (v řádu desítek počítačů), proto jsem
nemohl předem odhadnout rychlost generování v sítích velkých (stovky či tisíce počítačů).
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Je docela pravděpodobné, že pro tyto sítě by byl program nevyhovující. Muselo by se
nejspíše přistoupit k vzorkování dat (spracování každého n-tého toku).
Částečně by se tato prodleva dala snížit tvorbou profilů pro každého uživatele pomocí
programu nfprofile. Ten již ale není součástí nfdumpu, ale byl přemístěn do balíku nfsen. Ten
ke spouštění této aplikace není zapotřebí, a proto nakonec nebyl nfprofile využit. Navíc by
vzrostla spotřeba místa na uložišti netflow dat, protože by se generovaly nové soubory pro
každého uživatele. Další možností by bylo vytvořil speciální sofistikovaný program, který
by v pravidelných intervalech předzpracovával informace o tocích a ukládal je do databáze.
Uživatel by pak již pouze generoval tyto statistiky z této databáze a nemusel by čekat na
nfdump.
Podle mých experimentů by mohl i měsíční statistiky zvládat v řádech jednotek sekund.
Vzhledem k povaze aplikace by toto řešení mohlo být dostatečné, uživatel nejspíše nebude
potřebovat generovat nová data každých pár minut. Program bude vygenerované statistiky
ukládat do databáze, takže budou opět k dispozici, dokud si nevygeneruje nové. Tím by
se mohlo docílit snížení počtu jejich generování. Nejdůležitější funkcí aplikace je tvorba
pravidelných reportů a prohlížení reportů naživo je spíše bráno jako doplňek.
4.5 Bezpečnost aplikace
Protože tento program zobrazuje velmi citlivá data, není vhodné, aby do nich měla přístup
cizí osoba. Proto má každý uživatel své jedinečné přihlašovací jméno a heslo. Toto heslo
se do databáze ukládá pomocí SHA1 (Secure Hash Algorithm 1) hashovacího algoritmu.
SHA1 vytváří ze vstupních dat otisk fixní délky, konkrétně 160 bitů. Tato data se nedají
žádným způsobem zpětně dešifrovat.
4.6 Tvorba grafů
Důležitým úkolem při návrhu programu bylo určit způsob, kterým budou generovány grafy.
Snahou bylo nezatěžovat uživatele žádnými speciálními požadavky na jejich programové
vybavení ale zároveň poskytnou pěkné grafy. Nabízelo se hned několik technologií.
Velmi zajímavá je flash, která umožňuje generovat velmi pěkné grafy, jak statické tak
i dynamické. Bohužel ale vyžaduje od klienta nainstalovat speciální přehrávač (tzv. flash-
player). Někteří uživatelé s tím ale mohou mít problémy, protože na některých operačních
systémech má velmi špatnou podporu, proto bylo toto řešení raději zavrhnuto.
Dalším možným řešením je použití javascriptu. Existuje řada knihoven, které by se k to-
muto účelu daly použít. Jelikož snahou bylo udělat program, který by potřeboval minimum
prostředků ke svému běhu, a stále jsou někteří uživatelé, kteří mají javascript vypnutý, i
tato možnost zůstala nakonec nevyužita.
Dalším možným řešením je použití knihovny jpgraph, která je napsaná v jazyce PHP, a
generuje vzhledově přijatelné grafy do obrázků. Tato technologie je více popsána v kapitole
5.2.2.
Protože bylo důležité najít způsob, jak tyto statistiky jednoduše vygenerovat na serveru
a uživateli nabídnout pouze obrázek, který se na serveru uloží pro další případné zobra-




Důležitou roli v tomto programu hrají pravidelné reporty vybraných statistik odesílané na
uživatelův email. Uživatel bude mít možnost si nastavit, jaké statistiky si přeje posílat, a
také v jakých intervalech. K dispozici budou denní, týdenní a měsíční intervaly. Aby se
zajistilo, že exportované statistiky budou zobrazovány tak, jak se vygenerují, bude použito
formátu PDF (Portable Document Format). Navíc má tento formát podporu na všech
operačních systémech. Jako vhodná knihovna se jeví fpdf. Více informací k fpdf najdete v
kapitole 5.2.1.
Pro tvorbu reportů a jejich odesílání bude vytvořen speciální php skript, který bude
více popsán v kapitole 5.3. Musíme zajistit, aby byl volán v pravidelných denních interva-
lech. K tomuto účelu se nejlépe hodí využít program Cron. To je démon běžně používaný
v Unixových systémech pro automatizované spouštění skriptů. Časy jednotlivých akcí jsou
definovány v souboru crontab (ten je typicky umístěn v /etc/crontab). Na každém řádku
souboru je jedna úloha. Prvních pět políček oddělených mezerami nebo tabulátory je defi-
nice času (minuta, hodina, den v měsíci, měsíc a den v týdnu), a za nimi následuje příkaz,
který se má spustit. Např. pro spouštění php skriptu každý den ve tři hodiny bude na
samostatném řádku:
0 3 * * * php /cesta/ke/skriptu.php.
Windows mají k tomuto úkolu program Plánovač úloh.
4.8 Správa uživatelů
Ze zadání je patrné, že systém musí podporovat 2 typy uživatelů. Administrátora a ostatní
uživatele. Administrátor bude mít na starosti správu všech uživatelů (přidávat nové, ode-
bírat, i upravovat). Při vytvoření uživatele bude automaticky generováno heslo a společně s
ostatními údaji bude posláno uživateli na email. Dále bude moci těmto uživatelům omezovat
přístup k datům pouze z určité podsítě. To bude řešeno vytvořením filtrovacího pravidla,
které se přidá ke každému volání programu nfdump. Ten pak vyfiltruje data pouze z dané
podsítě.
Oba typy uživatelů budou uchovány v té samé tabulce v databázi. Každý uživatel bude
mít své vlastní identifikační číslo. Při hledání způsobu, jak odlišit administrátora od ostat-
ních uživatelů, byly v úvahu dvě možnosti. Buď mít v databázi v tabulce uživatelů speciální
sloupeček identifikující toto právo, což by umožňilo mít více administrátorkých účtů, a nebo
jej identifikovat podle jeho identifikačního čísla. Nakonec jsem zvolil druhou možnost, pro-
tože není nutné mít těchto účtů více.
Administrátor má možnost odstranit uživatele ze systému. Aby se předešlo jakýmkoliv
problémům se smazáním nesprávného uživatele, nebude odstraněn úplně, jen přesunut do
speciální tabulky smazaných uživatelů. V případě potřeby jej tak lze opět vrátit do systému
(nastavení statistik a pravidelných reportů už ale vrátit nepůjde).
4.9 Diagram případů užití
Pro potřeby návrhu byl vytvořen diagram případů užití 4.1.
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Obrázek 4.1: Diagram případů užití
4.10 Návrh databáze
Poslední fází návrhu bylo navrhnout databázi. Je důležité ukládat nastavení uživatelů a
statistik. Pro každého uživatele je potřeba ukládat jeho jméno, přihlašovací údaje, email,
vybrané top statistiky, dále top statistiky, které budou reportovány na email, a také infor-
mace o tom, který typ reportů (denní, týdenní, měsíční) si uživatel zvolil.
Pro každou top statistiku je nutné ukládat informace, z kterých je složen dotaz na
nfdump, tedy filtr, čeho se statistiky týkají (ip, port atd.) a podle kterého sloupce si přejeme
data řadit. Také musíme ukládat informace týkající se dolování relevantních dat z toho
řetězce, který vrací nfdump, tedy čísla sloupců, z kterých mají být data čerpána a názvy
těchto sloupců, jak budou ve výsledné tabulce pojmenovány. Nakonec musíme ještě ukládat
informace popisující dané statistiky, tedy nadpis a popis. Pro možnost identifikovat danou
službu potřebujeme dále ukládat dvojice název služby a číslo portu.
Všechny statistiky, které se pro každého uživatele vygenerují, jsou také uloženy v data-
bázi. A to jak top statistiky, tak statistiky celkové. Při opakovaném generování se nejprve
všechny tyto informace vymažou, a následně se vytvoří nové.
Popis jednotlivých navržených tabulek:
• users — slouží k uložení dat o uživateli.
• users deleted — sem se ukládá záloha tabulky users při odstranění uživatele.
• graphs — Zde se vkládají informace o jednotlivých top statistikách.
• graphs values — Pomocná tabulka tabulky graphs. Obsahuje v sobě informace o re-
levantních sloupcích z dat, které vrací program nfdump, a které chceme zobrazit ve
grafu. Společně s tímto sloupcem také v sobě zahrnuje pozici, na které je suma této
položky (z této sumy se pak počítá poslední řádek tabulky tzv. others. Dále je zde
jméno sloupce, které se objeví ve výsledné tabulce.
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• graphs legend — Další pomocná tabulka tabulky graphs. Obsahuje čísla sloupců z dat
vrácených nfdumpem, které tvoří první sloupec výsledné tabulky, tedy tzv. legendu
(např. pokud hledáme top služby, tak zde bude číslo sloupce, na kterém jsou porty).
• ports — V tabulce jsou čísla portů a názvy služeb, které na těchto portech komunikují.
• topstats — Zde jsou informace o konkrétní top statistice daného uživatele. Při každém
generování top statistiky se zde uloží čas počátku a konce měření statistiky, cesta k
vygenerovanému grafu, id uživatele a id grafu.
• topstats data — Pomocná tabulka tabulky topstats. Ukládá informace o jednotlivých
položkách tabulky. V této tabulce je pouze první řádek, ostatní jsou pak získány z
tabulky topstat values.
• topstat values — Pomocná tabulka tabulky topstats data. Ukládá hodnoty zbylých
sloupců grafu (jak název sloupce, tak jeho hodnotu).
• email topstats daily — Tabulka slouží k ukládání vybraných uživatelových statistik,
které chce denně posílat na email. Obsahuje uživatelovo id společně s id grafu.
• email topstats weekly — Tabulka slouží k ukládání vybraných uživatelových statistik,
které chce týdně posílat na email. Obsahuje uživatelovo id společně s id grafu.
• email topstats monthly — Tabulka slouží k ukládání vybraných uživatelových statis-
tik, které chce měsíčně posílat na email. Obsahuje uživatelovo id společně s id grafu.
• globalstats — Zde jsou uloženy hodnoty tabulky v Celkových statistikách. Původně
byla tabulka součástí tabulky users, ale nakonec byla vyjmuta kvůli přehlednosti.
Na obrázku C.1 v příloze je zobrazen celý návrh databáze ve formě přehledného ER
Diagramu (Entity-Relationship). Je to diagram entit a vztahů mezi nimi. Entitou se rozumí
jakýkoliv objekt reálného světa schopný samostatné existence. Každá tabulka představuje




Dalším krokem při vývoji aplikace je její implementace. V této kapitole budou nejprve stru-
čně představeny použité technologie a knihovny a poté popsány jednotlivé moduly vytvořené
aplikace.
5.1 Použité technologie
Vzhledem k tomu, že se jedná o web, je potřeba server, který bude zpracovávat HTTP poža-
davky. K dispozici je jich několik. Nejznámější a nejpoužívanější jsou Lighttpd a Apache.
Program Apache je multiplatformní, má docela jednoduchou konfiguraci a je výborně doku-
mentovaný, proto byl vybrán pro tuto aplikaci. Jako databázový server jsem zvolen MySQL.
Jelikož se jedná o web, je nutné použít značkovací jazyk. Vybrán byl jazyk XHTML striktní,
který zaručuje velkou podporu prohlížečů. Odpadnou tak starosti s různými interpreta-
cemi kódu v různých prohlížečích. Pro stylování jednotlivých html prvků bylo využito CSS
(kaskádových stylů). Jako skriptovací byl vybrán jazyk PHP. Všechny tyto technologie jsou
doporučeny v zadání práce.
5.1.1 PHP
PHP ( PHP: Hypertext Preprocessor, původně vzniklo z výrazu Personal Home Page) je
skriptovací jazyk, převážně používaný k tvorbě dynamických webových stránek. Typické je
pro něj to, že se kód provádí na straně serveru a k uživateli se dostane již pouze html kód.
Dá se velmi dobře kombinovat s jazykem (X)HTML, což velmi zpříjemňuje práci.
Interpret skriptu je možné volat z příkazové řádky, což umožnilo použít tento jazyk i
pro tvorbu skriptu pro generování oﬄine reportů a jejich odesílání na uživatelův email. Za
pomocí crona je volán příkaz, který daný skript pravidelně spouští.
Tento jazyk velmi připomíná jazyk C, najdeme zde však i prvky Javy nebo Perlu. Je
nezávislý na platformě. Momentálně nejnovější je verze 5, pro kterou je i tento program
vyvíjen. [15]
5.1.2 XHTML
XHTML (Extensible Hypertext Markup Language) je značkovací jazyk používaný k tvorbě
webových stránek a WWW dokumentů. Je vyvíjen společností W3C. Jak je patrné z názvu,
jedná se o rozšířenou verzi jazyka HTML. Ve skutečnosti se jedná spíše o jeho osekání a
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odebrání některých problémových konstrukcí. Velmi se zde vychází z jazyka XML. Hlav-
ním rozdílem oproti HTML je nutnost ukončovat párové i nepárové tagy (např. < br />)
a redukce počtu značek. To má za následek menší nároky na prohlížeč (nemusí být tak
robustní) a také lepší optimalizaci pro různé typy prohlížečů.
Existuje ve třech verzích: striktní (Strict), přechodová (Transitional) a rámcová (Frame-
set). Hlavním rozdílem je míra volnosti v používání jednotlivých konstrukcí. Striktní verze
je určena k použítí společně s CSS, protože zakazuje použití formátovacích značek urče-
ných k rozvržení stránky. Některé formátovací elementy jsou zde zachovány (<b>, <i>),
ale většina je odstraněna. Tato verze byla použita k tvobě aplikace. Verze Přechodová dává
větší volnost programátorovi. Zachovává velké množství zavržených formátovacích značek.
Je tedy vhodná především tam, kde se nepoužije CSS. Verze rámcová zachovává vlastnosti
přechodové, a přidává podporu pro rámce. Těm je ale v dnešní době doporučeno se vyhýbat.
[13]
5.1.3 CSS
CSS (Cascading Style Sheets) je zkratka pro kaskádové styly. Je to jazyk vytvořený spe-
cálně pro definování zobrazení webových stránek a dokumentů napsaných v jazycích HTML,
XHTML nebo XML. Opět je vyvíjen společností W3C. Umožňuje velice spřehlednit zdro-
jový kód stránky, protože veškerý kód popisující její vzhled se píše do speciálního css sou-
boru. Další předností je možnost definovat více těchto stylů (např. pro normální zobrazení
a pro tisk). Jedinnou nevýhodou je nedostatečná podpora v některých prohlížečích. Napří-
klad Internet Explorer 6 byl v tomto ohledu velmi nedokonalý, a potřeboval u některých
konstrukcí speciální interpretaci. S přechodem na novější verze se situace postupně zlepšuje.
Všechen použitý css kód je v souboru style.css. [16]
5.1.4 MySQL
Jedná se o kompletní databázový systém. Ke komunikaci, jak je patrné z názvu, používá
jazyk SQL. Díky své multiplatformní povaze a jednoduché instalaci mysql serveru, společně
s její volně šiřitelnou licencí, je velmi populární. [14]
5.1.5 NfDump
Program nfdump byl podrobně popsán v 2.6.1. V aplikaci jsem jej využil k tvorbě veškerých
statistik. Při tvorbě top statistik se pro každou statistiku aplikoval jeden dotaz na nfdump.
Ten vždy vrací výsledná data v jeho klasické struktuře (popsáné v 2.6.1). Každý dotaz je
dynamicky skládan podle toho, o jakou statistiku se jedná.
5.2 Použité knihovny
5.2.1 FPDF
Tato knihovna slouží k tvorbě PDF dokumentů. Zkratka vznikla ze slova free, tedy volný.
Umožňuje ji využívat k jakýmkoliv účelům. Je to třída napsaná v PHP. Má velmi pěknou
dokumentaci a řadu tutoriálů, takže není problém ze jí v krátké době naučit. Instalace
probíhá pouhým nakopírováním příslušných souborů na server, nastavením práv adresáře a
vložením hlavního souboru této knihovny do projektu. Objevil se zde problém s použitím
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českých znaků, který byl nakonec vyřešil vygenerováním speciálního fontu. Knihovna bo-
hužel nepodporuje kódování UTF-8, takže veškerý text je potřeba pomocí programu iconv
převézt na kódování iso-8859-2. [4]
5.2.2 JpGraph
Je to knihovna od firmy Aditus. Použita je verze 3.0 a je napsaná v jazyce PHP. JpGraph
umožňuje generovat velké množství různých grafů. V programu ji využívám ke generování
koláčových a průběhových grafů. Ukázka grafu je na obrázku ??. Instalace této knihovny
spočívá podobně jako u fpdf v pouhém vložení zdrojových souborů na server, nastavením
práv a přidáním zdrojových souborů do projektu. Nevýhodou této knihovny je její licence.
Je distribuována pod licencí QPL, která zamezuje jejímu využití v komerčních projektech
bez zakoupení speciální licence.
5.3 Struktura kódu
Při tvorbě programu byl použit modulární způsob programování. Celý program je tak
systematicky rozdělen na několik modulů, implementující jednotlivé části programu.
• admin users — Má na starosti administraci uživatelů. Umožňuje přístup pouze ad-
ministrátorovi a lze tu provádět operace jako přidat nového uživatele nebo upravit či
smazat uživatele existujícího.
• admin stats — Tento modul byl navrhnut tak, aby umožňoval vytvářet, měnit nebo
mazat top statistiky. Dále spravovat služby (ukládat do databáze dvojici číslo portu
a název služby). Modul ale nakonec nebyl vypracován z časových důvodů. Správu je
tedy nutno provádět přímo v databázi.
• globalStats — Má na starosti generování a zobrazování celkových statistik.
• topStats — Úkolem tohoto modulu je zobrazení a generování top statistik.
• userSettings — Zde se nastavují veškeré parametry, které si uživatel může v programu
nastavit. Od přihlašovacích údajů a jeho jména přes email, top statistiky až po výběr
pravidelných reportů a nastavení statistik pro každý vybraný report.
Všechny tyto moduly potřebují ke svému běhu vytvořené knihovny funkcí. Jsou celkem
tři, a níže je jejich stručný popis.
• functions.php — Zde jsou obecné funkce využívané všemi moduly.
• functions db.php — Zde se nachází funkce, které pracují s databází.





Testování je důležitá část tvorby programu, umožňuje odhalit různé chybné či jiná ne-
standardní chování aplikace. Je vhodné postupně testovat menší části, abychom pak měli
jistotu, že bude program správně fungovat jako celek. Navíc čím dříve se chyba nalezne,
tím méně nákladné je její odstranění. Až je program vytvořen, otestuje se ještě celková fun-
kčnost aplikace. V případě webové aplikace je ještě potřeba otestovat program v několika
prohlížečích. Jako testovací data byly použity soubory z testovací sondy firmy invea, která
má dle mého odhadu řádově desítky stanic. Aplikace byla vyvíjena a testována na systému
Archlinux s verzí jádra 2.6.33, jako http server byl použit Apache verze 2.2.15, a PHP bylo
použito ve verzi 5.3.2.
V rámci testování této aplikace se postupovalo přesně uvedeným způsobem. Jednotlivé
části kódu se testovaly zvlášt, dokud nebyl vytvořen celý modul. Ten se pak ještě prověřil,
jestli generuje validní kód, a následně se ověřil v různých prohlížečích. Konkrétně byl pro-
gram testován v prohlížečích Internet Explorer 8, Mozilla Firefox 3.6.3, Opera 10.54. Uplně




Protože možnosti využití technologie NetFlow je velice mnoho, nepokrývá vytvořená apli-
kace včechny její možnosti. To by se v rámci jedné práce ani stihnout nedalo. Proto bych v
této kapitolce poukázal na možnosti jejího dalšího rozšíření.
• Podpora více typů statistik — Vytvořená aplikace poskytuje jen velice základní po-
hled na síť a umožňuje přidávat jen koláčové grafy top statistik. Velmi vhodné by
bylo přidat možnost definovat vlastní průběhové grafy, např. pro jednotlivé služby,
nebo různé síťové uzly, či pracovní stanice. To by podalo lepší pohled na vytížení
jednotlivých zařízení v čase.
• Vylepšit vzhled aplikace — Cílem této práce nebylo vytvoření aplikace s profesionálním
vzhledem, snaha byla především o jeho funkčnost a intuitivní ovládání. Nicméně do
budoucna by nebylo špatné zapracovat i na vzhledu aplikace.
• Dokončit správu statistik — V návrhu práce byla snaha vytvořit rozhraní pro správu
statistik pro administrátora, nicméně se na to již nedostalo. Velmi by to ale zvýšilo
funkcionalitu výsledného systému.
• Zlepšit bezpečnost — Program je zatím zabezpečen nutností zadat uživatelské jméno
a heslo, nicméně podpora možnosti komunikace přes zabezpečený protokol https by
ještě více zvýšila bezpečnost aplikace.
• Umožnit stahování statistik — Přidáním tlačítka na uložení vygenerovaných statistik
na počítač uživatele (např. ve formátu PDF) by také zlepšilo funkcionalitu aplikace.
• Zlepšit administraci uživatelů — Aplikace zatím poskytuje jen základní možnosti





V této práci byla představena technologie NetFlow jako velmi užitečný a oblíbený nástroj
síťových administrátorů. Uumožňuje sbírat velmi podrobné informace o dané síti a řadou
existujících programů je různými způsoby vizualizovat. Snaha byla podrobným způsobem
popsat principy této technologie, architekturu, i poukázat na některé užitečné nástroje pra-
cující s touto technologií. Ta byla použita jako základní stavební kámen vytvořené aplikace.
Pro srovnání byly uvedeny i jiné technologie využívané pro monitorování sítí, jmenovitě
protokoly ICMP, SNMP a IPFIX. Poslední jmenovaný protokol vychází právě z NetFlow.
Úkolem práce bylo vytvořit webový reportovací systém, který bude uživatelům umožňo-
vat zobrazovat nejrůznější informace o dané síti a umožní jim si nechat posílat pravidelné
reporty na jejich email. Statistiky byly rozděleny na dva typy. Celkové statistiky, zabývající
se celkovým pohledem na síť, a top statistiky, zaměřující se na určitý problém. Nejprve byla
provedena analýza na systém, kde byly stanoveny důležité body potřebné k vytvoření apli-
kace. Po analýze bylo nutné vytvořit návrh aplikace. Nejdůležitější a nejtěžší část návrhu
bylo vyřešit problém se získáváním dat z kolektoru a jejich zpracováním. K tomuto účelu
byl použit program NfDump, který podle zadaných parametrů vrací vyfiltrovaná data.
Podle návrhu nakonec vznikla celá aplikace. K tvorbě bylo použito PHP jako skriptovací
jazyk, XHTML jako značkovací jazyk, CSS pro vytvoření vzhledu, Apache jako http server,
MySQL pro uložení všech potřebných dat, NfDump pro získávání statistik z kolektoru a
knihovny JpGraph pro tvorbu grafů a FPDF pro vytváření PDF souborů, které se odesílají
na uživatelův email.
Jediným problémem vytvořené aplikace je nedodělaný modul pro správu statistik, který
se již nepodařilo dokončit. Přidávat či upravovat statistiky je tak nutné přímo v databázi.
Vytvořený program by ovšem ani po dodělání chybějícího modulu nebyl dokonalý. V po-
slední kapitole je zmíněno několik návrhů, jak by se dal program vylepšit. Ať už z pohledu
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• Písemná zpráva ve formátu pdf
• Zdrojový kód písemné zprávy
• Zdrojový kód programu
• Návod k instalaci




Zde jsou zobrazeny screenshoty (obrazy okna monitoru) nejzajímavějších části programu.
Obrázek B.1: Správa uživatelů.
Obrázek B.2: Tabulka zobrazující celkové informace sítě.
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Obrázek B.3: Ukázka grafů celkových statistik (konkrétně pro toky).
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V této příloze je nakresleno schéma navržené databáze.
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Obrázek C.1: ER Diagram.
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