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Abstract
We study a special kind of semiclassical limit of quantum dynamics on a circle and
in a box (infinite potential well with hard walls) as the Planck constant tends to zero
and time tends to infinity. The results give detailed information about all stages of
evolution of quantum wave packets: semiclassical motion, collapses, revivals, as well
as intermediate stages. In particular, we rigorously justify the fact that the spatial
distribution of a wave packet is most of the time close to uniform. This fact was
previously known only from numerical calculations.
We apply the obtained results to a problem of classical mechanics: deciding whether
recently suggested functional classical mechanics is preferable to traditional Newtonian
one from the quantum-mechanical point of view. To do this, we study the semiclassical
limit of the Husimi functions of quantum states. We show that functional mechanics
remains valid at larger time scales than Newtonian one and, therefore, is preferable.
Finally, we analyse the quantum dynamics in a box in case when the size of the box
is known with a random error. We show that, in this case, the probability distribution
of the position of a quantum particle is not almost periodic, but tends to a limit
distribution as time indefinitely increases.
1 Introduction
In this paper we study some aspects of the dynamics of quantum wave packets in bounded
domains. These themes are related to fundamental problems of theoretical and mathematical
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physics. The dynamics of quantum systems in bounded domains has been studied for several
decades [1, 2, 3] and continues to attract attention [4, 5, 6, 7, 8]. Among the important
results obtained are an analogue of the Poincare´ recurrence theorem for quantum systems
with discrete energy spectrum and a detailed description of the structure of the revival
phenomenon in such systems [2, 3, 8], including the case of the infinite square potential
well (box) [4] as well as the case of the finite square potential well [5]. Numerical simulation
enables one to study in more detail the dynamical properties concerning collapses and revivals
of quantum wave packets in bounded domains [6, 7]. Understanding quantum dynamics in
bounded domains is important in condensed state physics and the physics of nanosystems
[9, 10].
There are some open problems in the quantum and classical dynamics of particles in
bounded domains. In particular, it is pointed out in [6] that the issue of collapse of quantum
wave packets has not yet been adequately studied. Another question: on which time inter-
vals do the quantum and classical descriptions agree? The explicit form of the uncertainty
relations for bounded domains is still an open question [11]. The asymptotic properties of
classical dynamics for collisionless continuous media in a box form the subject of papers
by Poincare´ and Kozlov (see [12, 13, 14, 15]). Here we obtain analogues of the Kozlov’s
theorems on diffusion for quantum systems.
We study the dynamics of quantum states on a circle and in a box using a special
semiclassical limit as the Planck constant tends to zero and time tends to infinity (a similar
procedure is used in the method of the stochastic limit [16]). The results give detailed
information about all stages of evolution of quantum wave packets: semiclassical motion,
collapses, revivals, as well as intermediate stages. In particular, we rigorously justify the
fact (previously known only from numerical calculations) that the spatial distribution of
a wave packet is most of the time close to the uniform distribution (an analogue of the
Kozlov’s theorem on diffusion). This is done in Section 2 (the circle case, the main result
being Theorem 1) and Section 3 (the box case, the main result being Theorem 2). We prove
the theorems for coherent states on a circle and in a box and use the fact that an arbitrary
wave function can be represented by an integral over coherent states.
We then apply the obtained results to a problem of classical mechanics: deciding
whether one should prefer recently suggested functional classical mechanics [17, 18] (see
also [19, 20, 21, 22, 23, 24]) to traditional Newtonian one. The basic concept of functional
mechanics is not a material point or a trajectory but a probability density function in a phase
space. Accordingly, the fundamental dynamical equations are not Newton (or, equivalently,
Hamilton) equations but the Liouville equation (even if we consider just one particle, not an
ensemble). The Newton (Hamilton) equations become approximate equations for the mean
values of distributions of the positions and momenta. Corrections to solutions of the Newton
equations have been calculated in some particular cases [17, 18, 21, 22].
Functional mechanics was suggested in an attempt to solve the irreversibility problem
(or reversibility paradox), that is, to make the reversible microscopic dynamics compatible
with the irreversible macroscopic dynamics (see [14] as well as [15, 25]). This paradox is
absent from functional mechanics since both the macro- and microscopic dynamical pictures
become irreversible in some sense.
A motivation of functional mechanics comes from the fact that arbitrary real numbers,
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being infinite decimals, are non-observable (and hence, so are individual trajectories). There-
fore, it is more natural to consider bunches of trajectories (or the dynamics of the probability
density) than individual trajectories of a material point. Each individual trajectory is a kind
of “hidden variable” and has no direct physical meaning.
A procedure of constructing the density function of a physical system from directly ob-
servable quantities (results of measurements) is described in [23]. The dynamical interaction
of the system and the measuring instrument is studied from the point of view of functional
mechanics in [24].
In Section 4 we try to approach the problem of choosing a preferable formulation of
classical mechanics from a quantum-mechanical perspective. We ask whether Newtonian or
functional classical dynamics remains consistent with quantum dynamics for longer time. To
answer this, we study the semiclassical limit of the Husimi functions of quantum states of
particles on a circle and in a box. For every ~ > 0 a quantum density operator determines
a classical density function on the phase space, and we pass to the limit as ~ → 0. Note
that the evolution of the Wigner function and diffusion in collisionless media consisting of
quantum particles on a non-compact space was considered in [26].
As a result, we obtain (Theorems 3 and 4) that both formulations of classical mechanics
adequately describe the system when time is not arbitrarily large. But functional mechanics
remains valid at larger time scale than traditional one. Hence, it is preferable in this aspect.
Finally, in Section 5 we we analyse the quantum dynamics in a box in case when the
size of the box is known with a random error (as we said before, we cannot know the exact
size as an infinite decimal). We show that, in this case, the probability distribution of the
position of a quantum particle is not almost periodic, but tends to a limit distribution as
time indefinitely increases.
2 Coherent states on a circle
2.1 Definition of coherent states on a circle
Consider a family of functions ηqp(x) ∈ L2(R), (q, p) ∈ R2:
ηqp(x) =
1
4
√
2piα2
exp
{
−(x− q)
2
4α2
+
ip(x− q)
~
}
, (1)
where α > 0, ~ > 0. It satisfies a property known as the continuous resolution of unity [27]:
1
2pi~
∫∫
R2
P [ηqp] dqdp = 1.
Here P [ψ], ψ ∈ L2(R), stands for the one-dimensional operator acting on any vector
ϕ ∈ L2(R) by the rule P [ψ]ϕ = (ψ, ϕ)ψ, where (·, ·) is the scalar product in L2(R). (P [ψ] is
a projector whenever ψ is a unit vector.) The equality is understood in the weak sense: for
all ψ, χ ∈ L2(R) we have
1
2pi~
∫∫
R2
(ψ, P [ηqp]χ) dqdp =
1
2pi~
∫∫
R2
(ψ, ηqp)(ηqp, χ) dqdp = (ψ, χ). (2)
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In quantum mechanics, the functions ηqp (with fixed α) are called coherent states. The
most general formal definition of coherent states was given by Klauder and Skagerstam [28]:
a family of coherent states is defined as any family of vectors that continuously depend on
their indices and form a resolution of unity. Another key feature of coherent states is that
their properties are closest to those of classical particles among all pure quantum states (that
is, all square-integrable functions).
The following analogue of the family of coherent states for the spaces L2(−l, l) was
introduced in [29]:
υqp(x) =
+∞∑
n=−∞
ηqp(x− 2nl), (3)
where q ∈ [−l, l], p ∈ R.
Proposition 1. The functions (3) form a continuous resolution of unity in L2(−l, l):
1
2pi~
∫∫
Ω
P [υqp] dqdp = 1,
where Ω = {(q, p)| q ∈ [−l, l], p ∈ R}. The equality is understood in the weak sense: for all
ψ, χ ∈ L2(−l, l) we have
1
2pi~
∫∫
Ω
(ψ, P [υqp]χ) dqdp =
1
2pi~
∫∫
Ω
(ψ, υqp)(υqp, χ) dqdp = (ψ, χ). (4)
Here P [ψ], ψ ∈ L2(−l, l), stands for the one-dimensional operator acting on any vector
ϕ ∈ L2(−l, l) by the rule P [ψ]ϕ = (ψ, ϕ)ψ, where (·, ·) stands for the scalar product in
L2(−l, l).
Proof. We first establish the simple formula
(ψ, ηqp(y − 2ml)) ≡
∫ l
−l
ψ(y)ηqp(y − 2ml)dy =
∫ +∞
−∞
ψm(y)ηqp(y)dy,
where
ψm(x) =
{
ψ(x+ 2ml), x ∈ [−2ml − l,−2ml + l],
0, x /∈ [2ml − l, 2ml + l].
Using this formula and the property ηqp(x− a) = ηq+a,p(x) for every a ∈ R, we get∫∫
Ω
(ψ, υqp)(υqp, χ) dqdp =
+∞∑
n,k=−∞
∫∫
Ω
(ψ, ηqp(y − 2(n+ k)l))(ηqp(x− 2nl), χ) dqdp
=
+∞∑
n,k=−∞
∫∫
Ω
(ψk, ηq+2nl,p)R(ηq+2nl,p, χ0)R dqdp
=
+∞∑
k=−∞
∫∫
R2
(ψk, ηqp)R(ηqp, χ0)R dqdp.
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Here (·, ·)R is the scalar product in L2(R). Then the desired equality follows from (2):∫∫
Ω
(ψ, υqp)(υqp, χ) dqdp =
+∞∑
k=−∞
(ψk, χ0)R = (ψ0, χ0)R = (ψ, χ).
The proposition is proved.
The functions υqp may be called coherent states on a circle since, first, they satisfy the
Klauder–Skagerstam general definition (continuous dependence on the indices and resolution
of unity), second, we shall see that the temporal evolution of these states on a circle tends
to the dynamics of a classical particle on a circle in the semiclassical limit and, third, they
converge to ordinary coherent states ηqp on a line as l →∞.
In Section 3 we show that the same properties hold for another family of functions in
L2(−l, l):
ωqp(x) =
+∞∑
n=−∞
(−1)nηqp[(−1)n(x− 2nl)].
These are coherent states in the infinite potential well (in a box).
2.2 Spectral properties of coherent states on a circle
One can express the functions υqp in terms of the theta-function
θ(x, τ) =
+∞∑
k=−∞
exp{−piτk2 + 2piikx}
(Re τ > 0) as follows:
υqp(x) =
1
4
√
2piα2
θ
[
(x− q)l
2ipiα2
− pl
pi~
,
l2
piα2
]
exp
{
−(x− q)
2
4α2
+
ip(x− q)
~
}
. (5)
The theta-function has the so-called modular property (Jacobi identity) [30, 31]:
θ(
x
iτ
,
1
τ
) =
√
τe
pix2
τ θ(x, τ).
Using this identity in (5), we obtain after some transformations that
υqp(x) =
4
√
piα2
2l4
θ
(
−x− q
2l
− pα
2
il~
,
piα2
l2
)
exp
{
−
(αp
~
)2}
=
4
√
piα2
2l4
+∞∑
k=−∞
exp
{
−α2
(pi
l
k − p
~
)2
+ i
pi
l
k(x− q)
} (6)
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We have got an expansion of υqp with respect to the orthonormal basis
ek =
1√
2l
ei
pi
l
kx, k = 0,±1,±2, . . . ,
of the space L2(−l, l). The same result could be obtained by the direct calculation of the
scalar product of υqp with ek. For this purpose, note that∫ l
−l
υqp(x)e
ipi
l
kx dx =
∫ +∞
−∞
ηqp(x)e
ipi
l
kx dx (7)
for integer k. Indeed,
∫ l
−l
υqp(x)e
ipi
l
kx dx =
+∞∑
n=−∞
∫ l
−l
ηqp(x− 2nl)eipil kx dx
=
+∞∑
n=−∞
∫ −2nl+l
−2nl−l
ηqp(x)e
ipi
l
kx dx =
∫ +∞
−∞
ηqp(x)e
ipi
l
kx dx.
The integral on the right-hand side of (7) is a Gaussian integral, whose calculation also
yields (6). Thus, the modular property of the theta-function turns out to be related to the
Fourier transform of a periodic function defined by a sum of Gaussian functions. This is to
be expected since the proof of the modular property involves the integration of the Gaussian
function against trigonometric functions (see [30] and the more general case in [31]). In
Appendix we give a proof of the modular property of the theta-function directly based on
the Fourier series expansion of a periodic Gaussian function.
The functions ek are eigenfunctions of the self-adjoint operator
Hc = − ~
2
2m
d2
dx2
on L2(−l, l) with the domain
D(Hc) = {ψ ∈ AC2(−l, l)|ψ(−l) = ψ(l), ψ′(−l) = ψ′(l)},
where m > 0 is a constant. Here AC2(−l, l) is the set of differentiable functions whose
derivatives lie in AC(−l, l), and AC(−l, l) is the set of absolutely continuous functions
whose derivatives lie in L2(−l, l). The operator Hc is a Hamiltonian (energy operator)
for a free quantum particle of mass m on a circle (see [11]). Thus, the functions υqp(x)
can be expanded in a uniformly convergent series with respect to the eigenfunctions of the
Hamiltonian operator of a free particle on a circle.
Remark 1. By definition, a quantum particle on a circle cannot be free since there must be
a potential constraining it to the circle. Only particles on the whole space (on the line in
our one-dimensional setting) can be free. But we use the expression “free quantum particle
on a circle” here to indicate the absence of potentials other than the constraining one. Also,
as l →∞, free motion on a circle becomes free motion on a line.
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2.3 General dynamical properties of the coherent states of a par-
ticle on a circle
The temporal evolution of the state υqp is described by the formula
υqp,t = U
c
t υqp,
where
U ct = exp(−
it
~
Hc) (8)
is the evolution operator for a free quantum particle on a circle.
The function υqp,t satisfies the Schro¨dinger equation with the periodic boundary condi-
tions:
i~
∂υqp,t
∂t
= − ~
2
2m
∂2υqp,t
∂x2
,
υqp,t(−l) = υqp,t(l), υ′qp,t(−l) = υ′qp,t(l),
υqp,0(x) = υqp(x),
(9)
where x ∈ [−l, l], t ∈ R. Using the reflection method [32], we get
υqp,t(x) =
+∞∑
n=−∞
ηqp,t(x− 2nl) (10)
where
ηqp,t(x) =
1
4
√
2piα2(1 + iγ)2
exp
{
−(x− q −
pt
m
)2
4α2(1 + iγ)
+
ip(x− q − pt
2m
)
~
}
, (11)
is a well-known function in L2(R) that describes the evolution of the initial wave packet ηqp.
Here γ = ~t
2mα2
. We see from (11) that under free motion on a line, the centre of the wave
packet moves along the classical trajectory q(t) = q + pt
m
while its dispersion grows, that
is, the wave packet indefinitely spread with time. If ∆q(0) = α is the initial mean square
deviation of the coordinate, then its value at time t is equal to
∆q(t) =
√
α2 +
(
~t
2mα
)2
. (12)
On the circle, only the terms with n = 0 make an essentially non-zero contribution to
the sum (10) for small t (we assume that α≪ l). Hence, we observe similar behaviour: the
centre of the wave packet moves along the classical trajectory with period
Tcl =
2lm
p
(the period of the motion of a classical particle of mass m and momentum p around the circle
of circumference 2l). The wave packet eventually collapses. The numerical experiments
reported in [7] show that at time
Tcoll =
2mlα√
3~
(13)
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one achieves an approximately uniform distribution of the position of a particle:
|υqp,t(x)|2 ≈ 1/2l. The value of Tcoll is heuristically obtained as follows. The mean square
deviation of the uniform spatial distribution on the circle [−l, l] is equal to l√
3
. Suppose that
∆q(t) = l√
3
, where ∆q(t) is defined by (12). Then t = Tcoll is a solution of this equation for
t. Of course, this argument is non-rigorous since ∆q(t) is the mean square deviation at time
t for a particle on a line, not on a circle. But this conclusion is approximately confirmed by
numerical calculations. We also obtain some rigorous asymptotic estimates corresponding to
the flattening of the spatial density: see the next section. In particular, we will see that the
distribution at time Tcoll (in the semiclassical approach) is non-uniform, the uniform density
is achieved at slightly later times. Nevertheless, we will refer to Tcoll as to a time scale of
the wave packet collapse.
The situation at large values of time is quite different from that of dynamics on a line.
We express the solution of (9) as a series in eigenfunctions of Hc:
υqp,t(x) =
+∞∑
k=−∞
ak,qp exp
{
i
pi
l
kx− i~t
2m
(pi
l
k
)2}
.
The coefficients ak,qp can be found from (6). We see that the dynamics is periodic: the wave
packet is completely restored to its original form at the time
Trev =
4ml2
pi~
(14)
that is, υqp,Trev = υqp. This phenomenon is referred to as the full revival of the wave packet.
At time moments M
N
Trev with integer M and N one observes the so-called fractional revivals
of the wave packet ([2, 3]): a copy of the original packet arises simultaneously at several
places on the circle. (See [1, 2, 3, 4, 6, 7] for more details on the dynamics of quantum
systems with discrete energy spectrum, including the particular case of quantum particles
on a circle.)
Thus, there are three time scales in the quantum dynamics of a particle on a circle [7]:
1) Tcl, the classical period of motion,
2) Tcoll, the characteristic time of collapse of the quantum wave packet,
3) Trev, the full revival period of the quantum wave packet.
In the next subsection we consider the semiclassical limit as ~ → 0, α → 0, ~
α
→ 0 (the
parameter α occurs in the definition of υqp; see (1) and (3)). The time scales have different
asymptotic behaviour in this limit:
Tcl = C1, Tcoll = C2
α
~
, Trev =
C3
~
(15)
where C1, C2, C3 are constants.
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2.4 The semiclassical limit of the dynamics of coherent states on
a circle
In this subsection we consider limits in the space of distributions. Let K be a cylinder (the
set Ω = [−l, l]×R ∋ (q, p) with the points (−l, p) and (l, p) identified for all p ∈ R). We are
going to define the space of distributions on K. Introduce the set of test functions
S (K) = {σ : R2 → R| 1) σ(q + 2nl, p) = σ(q, p), n = 0,±1,±2, . . . ;
2) σ ∈ C∞(R2);
3) lim
p→±∞
pr
∂s1+s2σ
∂qs1∂qs2
= 0, r, s1, s2 = 0, 1, 2, . . .}.
(16)
Its topology is defined by the seminorms
PN (σ) = max
s1+s2≤N
sup
R2
(1 + p2)N/2
∣∣∣∣ ∂s1+s2σ∂qs1∂qs2
∣∣∣∣ , N = 0, 1, 2, . . . . (17)
This is the space of functions on K that decay rapidly with respect to p. Let S ′(K) be the
space of distributions, that is, continuous linear functionals on S (K).
Let σ ∈ S (K). We define the following distributions:
(δ(q − q0, p− p0), σ) = σ(q0, p0),
(f(q)δ(p− p0), σ) =
∫ +∞
−∞
f(q)σ(q, p0),
(cδ(p− p0), σ) = c
∫ l
−l
σ(q, p0) dq,
where (q0, p0) ∈ R2, f(q) is an integrable function on a line, and c ∈ R. Consider the function
ϕD(q) =
1√
2piD2
e−
q2
2D2 , (18)
where D ∈ (0,∞), and define it for D = 0 and D =∞ by putting ϕ0(q) = lim
D→0
ϕD(q) = δ(q)
and ϕ∞(q) = lim
D→∞
ϕD(q) =
1
2l
(the limits are taken in the space S ′(K) of distributions).
The space D(K) of test functions is defined by the same formula as S (K) but with
the third condition of rapid decay with respect to p in (16) replaced by the condition of
being compactly supported with respect to p. We similarly introduce the space D ′(K) of
distributions.
Theorem 1. We have the following limit formula in S ′(K) (where (q, p) are fixed and
(q′, p′) are variables of integration with test functions σ(q′, p′) ∈ S (K)):
lim{ 1
2pi~
|(υqp, υq′p′,t)|2 − 1
N ′
N ′−1∑
k=0
ϕD[q
′ − q − 2kl
N ′
− a+ p
m
(t− cTrev)]δ(p′ − p)} = 0. (19)
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The limit is performed as follows: ~ → 0, α → 0, ~
α
→ 0, t = t(~), ~
α
(t − cTrev) → 2mD,
~(t − c
T rev
) → 0, where c ∈ R, D ∈ [0,∞], and the numbers N ′ and a depend on c. If c is
rational (and hence, can be written as a reduced fraction c = M
N
), then N ′ = N for odd N
and N ′ = N
2
for even N . Further, a = 2l
N
for N ≡ 2 (mod 4) and a = 0 otherwise. If c is
irrational, then N ′ = 1, a = 0. The parameter α occurs in the definition of υqp (see formulae
(1) and (3)), Trev =
4ml2
pi~
(see (14)). The convergence in (19) is uniform with respect to
(q, p) ∈ Ω.
Let us give some comments on Theorem 1. The quantity 1
2pi~
|(υqp, υq′p′,t)|2 is the prob-
ability density for a quantum particle to be in the state υqp at time t under the condition
that it was in the state υq′p′ at time 0 (up to the norms ‖υqp‖2 and ‖υq′p′‖2, which tend to 1
in our limit; see Proposition 2 below).
The limit ~ → 0 corresponds to the semiclassical approximation. The limits α → 0,
~
α
→ 0 correspond to convergence of the mean square deviations of the position and momen-
tum of the quantum wave packet υqp to zero. We actually have ∆q ∼ α and ∆p ∼ ~2α , where
∆q and ∆p are the mean square deviations of the position and momentum (respectively) for
υqp for all (q, p) ∈ Ω (see [11]). Here the notation f ∼ g means that lim fg = 1. Thus, in the
semiclassical limit under consideration, a quantum particle in the state υqp has a well-defined
position (equal to q) and momentum (equal to p) just as classical particles do. Therefore,
we may say that, in the semiclassical limit, 1
2pi~
|(υqp, υq′p′,t)|2 is the probability density for a
quantum particle on a circle to be at the phase point (q, p) at time t under the condition
that it was at the phase point (q′, p′) at time 0.
In Theorem 1 we consider various rates of convergence of t to infinity with respect to ~
and α, that is, the various time scales 1)–3) listed in the end of Subsection 2.3.
We see from (15) that the case when c = 0 and D = 0 (~t
α
→ 0) corresponds to the
classical time scale Tcl: time is either fixed or increases slower than the decrease of the
collapse velocity (proportional to ~
α
) of the packet. Then formula (19) takes the form
lim[
1
2pi~
|(υqp, υq′p′,t)|2 − δ(q′ − q + p
m
t, p′ − p)] = 0.
Here δ(q′ − q + pt
m
, p′ − p) is the probability density for a classical particle on a circle to be
at the phase point (q, p) at time t under the condition that it was at the phase point (q′, p′)
at time 0. Thus, in the semiclassical limit at time scale Tcl, we have classical dynamics: the
quantum probability density of transition to the phase point (q, p) for a particle that was at
the phase point (q′, p′) at time 0 is equal to the corresponding classical probability density.
The case when c = 0 and D ∈ (0,∞) (~t
α
→ 2mD ∈ (0,∞)) corresponds to the time
scale Tcoll. Formula (19) takes the form
lim[
1
2pi~
|(υqp, υq′p′,t)|2 − ϕD(q′ − q + p
m
t) δ(p′ − p)] = 0.
We see that the quantum probability density of transition from one point to another is
already different from the classical one: there is a spatial spread of probability distribution.
In particular, the case t = Tcoll corresponds to D =
l√
3
and, since D is related to the mean
square deviation of the “spreading function” ϕD, this deviation becomes approximately equal
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to the mean square deviation of the uniform distribution on [−l, l], which agrees with the
numerical results in [6, 7]. However, the semiclassical limit fails to provide the exact uniform
distribution, in contrast to the following case.
The case when c = 0 and D = ∞ (~t
α
→ ∞) corresponds to an intermediate time scale
between Tcoll and Trev. Formula (19) takes the form
lim
1
2pi~
|(υqp, υq′p′,t)|2 = 1
2l
δ(p′ − p), (20)
so that Theorem 1 corresponds to a complete flattening of the spatial probability density
in this case. Therefore, we also associate this case with time scale Tcoll (corresponding to
collapse of the localized wave packet). Note that here we get a mathematical justification
of the (asymptotic) flattening of the spatial probability density for a quantum particle in
a finite volume, which was previously known only from numerical calculations [6, 7]. This
result may be regarded as a quantum analogue of the Kozlov’s theorems on diffusion for
classical systems [13, 14, 15].
The case c 6= 0 corresponds to the time scale Trev. If c is irrational, then (just as in the
previous case) formula (19) reduces to (20), that is, one observes a complete flattening of the
spatial probability density. The case of rational c corresponds to a revival (fractional or full)
of the wave packet. We discuss this case in more detail. First suppose that t− M
N
Trev → 0,
whence D = 0 (in the simplest case t = M
N
Trev). Then formula (19) takes the form
lim
1
2pi~
|(υqp, υq′p′,t)|2 = 1
N ′
N ′−1∑
k=0
δ(q′ − q − 2kl
N ′
− a, p′ − p),
where N ′ and a are defined in Theorem 1. N ′ = 1 (that is, c is integer or half-integer)
corresponds to a full revival of the packet, N ′ > 1 corresponds to a fractional revival of the
packet. This agrees with the results in [2, 3, 4]. In the case D ∈ (0,∞) we obtain a sum of
N ′ “spread” wave packets (see (19), the formula is not simplified in this case): the revived
wave packets begin to spread. In the case D =∞ we again get a complete flattening of the
spatial distribution density (20).
Since every irrational number can be approximated by rationals within any accuracy, we
can (loosely) say that the case of irrational c in Theorem 1 is a limiting case of rational
c as N → ∞: if we approximate an irrational number by a sequence of rationals, then
their denominators increase, the distance between neighbouring terms in the sum of delta-
functions in (19) tends to zero, and the sum of the delta-functions tends to the uniform
distribution (in the weak sense). In other words, the cases of an irrational c and a very close
rational c′ are almost indistinguishable.
Note that the distribution of the momentum is preserved in all these limiting cases.
Thus, we have traced the whole evolution of a quantum wave packet on a circle. A well-
localized initial wave packet eventually collapses until there is a complete flattening of the
spatial density. At certain moments we see that copies of the initial packet simultaneously
arise at several points of the circle and then again eventually collapse until there is a complete
flattening of the density. Since there are “more” irrationals than rationals, we can say that
the particle most often stays in states whose spatial distribution is close to uniform.
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Thus, Theorem 1 completely describes the free quantum dynamics of a particle on a
circle at all time scales in semiclassical limit. All stages are parametrized by the two real
parameters c and D.
Here is a simplified version of Theorem 1, which deals only with principal time scales
(the classical motion, complete flattening, and exact revivals) without intermediate ones.
Corollary 1. We have the following limit formulae in S ′(K):
1)
lim[
1
2pi~
|(υqp, υq′p′,t)|2 − δ(q′ − q + p
m
t, p′ − p)] = 0
as ~, α, ~
α
→ 0, t = const;
2)
lim
1
2pi~
|(υqp, υq′p′,t)|2 = 1
2l
δ(p′ − p)
as ~, α, ~
α
→ 0, t→∞, ~t
α
→∞,
as well as ~, α, ~
α
→ 0, t = cTrev →∞, where c is irrational and Trev = 16ml2pi~ ;
3)
lim[
1
2pi~
|(υqp, υq′p′,t)|2 − 1
N ′
N ′−1∑
k=0
δ(q′ − q − 2kl
N ′
− a, p′ − p)] = 0
as ~, α, ~
α
→ 0, t = cTrev → ∞, where c = MN is rational and the numbers N ′ and a depend
on N .
These limits are uniform with respect to (q, p) ∈ Ω.
Proof of Theorem 1. Let us express the scalar product of υqp and υq′p′,t in L2(−l, l) in terms
of the scalar products of ηqp and ηq′+2kl,p′,t, k = 0,±1,±2, . . ., in L2(R):
(υqp, υq′p′,t) =
+∞∑
n,k=−∞
∫ l
−l
ηqp(x− 2kl)ηq′p′,t(x− 2(k + n)l) dx
=
+∞∑
k=−∞
∫ +∞
−∞
ηqp(x)ηq′+2kl,p′,t(x) dx =
+∞∑
k=−∞
(ηqp, ηq′+2kl,p′,t).
(21)
Substituting in (21) the expression for the scalar product
(ηqp, ηq′p′,t) =
√
2
2 + iγ
exp
{
−(q
′ − q + (p′+p)t
2m
)2
4α2(2 + iγ)
− α
2(p′ − p)2
2~2
−
−i(p
′ + p)(q′ − q)
2~
− it(p
′ + p)2
8m~
}
, (22)
where γ = ~t
2mα2
as above, we get
(υqp, υq′p′,t) =
√
2
2 + iγ
+∞∑
k=−∞
exp
{
−(q
′ − q + 2kl + (p′+p)t
2m
)2
4α2(2 + iγ)
− α
2(p′ − p)2
2~2
−
−i(p
′ + p)(q′ − q + 2kl)
2~
− it(p
′ + p)2
8m~
}
,
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|(υqp, υq′p′,t)|2 = 2√
4 + γ2
+∞∑
k,n=−∞
exp
{
−(q
′ − q + 2kl + (p′+p)t
2m
)2
4α2(2 + iγ)
−
−(q
′ − q + 2nl + (p′+p)t
2m
)2
4α2(2− iγ) −
α2(p′ − p)2
~2
− i(p
′ + p)(k − n)l
~
}
.
Put k = n + r and replace the sum over k and n by a sum over r and n:
|(υqp, υq′p′,t)|2 = 2√
4 + γ2
+∞∑
r,n=−∞
exp
{
−(q
′ − q + 2nl + rl + (p′+p)t
2m
)2
α2(4 + γ2)
−
− r
2l2
α2(4 + γ2)
+
irlγ(q′ − q + 2nl + rl + (p′+p)t
2m
)
α2(4 + γ2)
− α
2(p′ − p)2
~2
− i(p
′ + p)rl
~
}
.
Let σ(q′, p′) be an arbitrary test function from S (K). We expand it in a Fourier series
with respect to q′ and represent it by a Fourier integral with respect to p′:
σ(q′, p′) =
1
2
√
pil
+∞∑
j=−∞
∫ +∞
−∞
aj(ν) exp
{
i
pi
l
jq′ + iνp′
}
dν. (23)
We calculate the following integral:∫∫
Ω
|(υqp, υq′p′,t)|2 exp
{
i
pi
l
jq′ + iνp′
}
dq′dp′
=
∫∫
Ω
|(υqp, υq′− (p′+p)t
2m
,p′,t
)|2 exp
{
i
pi
l
j
(
q′ − pt
2m
)
+ ip′
(
ν − pijt
2lm
)}
dq′dp′
=
2√
4 + γ2
+∞∑
r=−∞
∫∫
R2
exp
{
−(q
′ − q + rl)2
α2(4 + γ2)
− r
2l2
α2(4 + γ2)
+
irlγ(q′ − q + rl)
α2(4 + γ2)
−
−α
2(p′ − p)2
~2
− i(p
′ + p)rl
~
+ i
pi
l
j
(
q′ − pt
2m
)
+ ip′
(
ν − pijt
2lm
)}
dq′dp′
= 2pi~
+∞∑
r=−∞
exp
{
−α
2(4 + γ2)
4
[
rlγ
α2(4 + γ2)
+
pij
l
]2
− 1
4α2
[
rl +
pij~t
2lm
− ν~
]2
−
−2iprl
~
− r
2l2
α2(4 + γ2)
+ i
pi
l
j
(
q − rl − pt
m
)
+ ipν
}
. (24)
We now realize all the passages to the limit. First consider the case when c = 0,
D ∈ (0,∞). Only the term with r = 0 remains non-zero in (24). We have
lim
[
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2 exp
{
i
pi
l
jq′ + iνp′
}
dq′dp′
− exp
{
−1
2
(
pij
l
D
)2
+ i
pi
l
j
(
q − p
m
t
)
+ ipν
}]
= 0.
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This means that
lim
[
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2σ(q′, p′) dq′dp′
− 1
2
√
pil
+∞∑
j=−∞
∫ +∞
−∞
aj(ν) exp
{
−1
2
(
pij
l
D
)2
+ i
pi
l
j
(
q − pt
m
)
+ ipν
}
dν
]
= 0.
Clearly, the integrals and the series converge uniformly in (q, p) ∈ Ω. Again expressing aj(ν)
in terms of σ(q′, p′) by the formula
aj(ν) =
1
2
√
pil
∫∫
Ω
σ(q′, p′) exp
{
−ipi
l
jq′ − iνp′
}
dq′dp′
and using the modular property of the theta-function, we obtain (19). A similar and simpler
argument proves (19) for D = 0 and D =∞ (here c = 0 as above) as well as for irrational c.
Consider the case of an arbitrary rational c = M
N
. We first assume for simplicity that
t− M
N
Trev → 0 (whence D = 0). Then the terms of (24) with non-zero limits are only those
with r = −2cj (this can be seen from the two first terms in the exponent). Accordingly, the
terms of the sum (23) have zero limits unless j is such that 2cj is an integer. Namely, the
terms with non-zero limits are those with j = N ′J , J = 0,±1,±2, . . ., where N ′ = N for
odd N and N ′ = N
2
for even N . We look at the term −ipijr = 2piicj2 in the exponent of
(24) in more detail. If N is odd, then exp(2piicj2) = exp(2piiMNJ2) = 1 for all J . If N is
even, then exp(2piicj2) = exp(ipiMN ′J2) = (−1)J = exp(ipiN ′J) (if N is even, M must be
odd since M and N are coprime). Thus, for odd N we get
lim
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2σ(q′, p′) dq′dp′ = 1
2
√
pil
+∞∑
J=−∞
∫ +∞
−∞
aNJ (ν) exp
{
i
pi
l
NJq + ipν
}
.
(25)
This is equivalent to saying that
lim
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2σ(q′, p′) dq′dp′ = 1
N
N−1∑
k=0
σ(q +
2kl
N
, p).
This proves formula (19) for odd N . If N is even, we get
lim
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2σ(q′, p′) dq′dp′
=
1
2
√
pil
+∞∑
J=−∞
∫ +∞
−∞
aN ′J(ν) exp
{
i
pi
l
N ′J(q + l) + ipν
}
. (26)
This is equivalent to the equation
lim
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2σ(q′, p′) dq′dp′ = 1
N ′
N ′−1∑
k=0
σ(q + l +
2kl
N ′
, p).
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If N ′ is even (so that N is divisible by 4), then l + 2kl
N ′
= 0 for some k. If N ′ is odd (so that
N ≡ 2 (mod 4)), then l + 2kl
N ′
= 2l
N
for some k. Therefore, we can write
lim
1
2pi~
∫∫
Ω
|(υqp, υq′p′,t)|2σ(q′, p′) dq′dp′ = 1
N ′
N ′−1∑
k=0
σ(q +
2kl
N ′
+ a, p),
where a = 0 if N is divisible by 4 and a = 2l
N
if N ≡ 2 (mod 4). This proves formula (19)
for even N .
The same argument works when the condition t − M
N
Trev → 0 does not hold, but still
we have D = 0. The only difference is that the first argument of σ acquires an additional
summand p
m
(t− M
N
Trev) in the final expression (because the sum
2iprl
~
+ ipijpt
lm
in the exponent
of (24) does not tend to zero in this case).
We similarly treat the case when D ∈ (0,∞). Again, the terms of (24) (resp. of the sum
(23)) have zero limits unless r = −2cj (resp. j is such that 2cj is an integer). However, just
as in the case when c = 0, the integrands of the right-hand sides of (25) and (26) acquire
a factor e−
1
2
(pij
l
D)2 , which results in the replacement of the delta-functions by the functions
ϕD. In the case when D =∞, all terms of the sum over k tend to 12lδ(p′ − p), which yields
formula (19) for the last limiting case.
The theorem is proved.
We now prove another proposition to be used in what follows.
Proposition 2. The norm of υqp tends to unity uniformly on Ω as ~→ 0, α→ 0, ~α → 0.
Proof. By formula (21) we have
‖υqp‖2 =
+∞∑
k=−∞
exp
{
− l
2k2
2α2
+
2iplk
~
}
→ 1. (27)
Here are some remarks on Theorem 1.
Remark 2. We refer to the limit performed as to the special semiclassical limit. The usual
well-known semiclassical limit (see, for example, [33]) is the limit ~ → 0 with constant t.
In our case, this corresponds to the first time scale Tcl (classical motion). We consider the
simultaneous limits ~ → 0 and t → ∞, where t and ~ are related to each other and to
α→ 0 in certain different ways. This allowed us to investigate analytically not only the first
(classical) time scale, but the other two time scales and the intermediate time scales as well.
Remark 3. We have proved the theorem on the semiclassical limit of dynamics on a circle
only for the quantum states of special form. But the result obtained can be extended to
more general states since, by formula (4), every function ψ ∈ L2(−l, l) can be represented
by an integral over coherent states:
ψ =
1
2pi~
∫∫
Ω
fψ(q, p)υqp dqdp,
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where fψ(q, p) = (υqp, ψ).
Nevertheless, it is worthwhile to give a formulation and a proof of Theorem 1 which would
not distinguish any particular form of wave packets at all.1 This is a subject for further work.
Remark 4. Consider the dynamics of the mean position and mean momentum of the state
υqp,t. The momentum is easily seen to be preserved under our semiclassical limit ~, α,
~
α
→ 0
at all time scales, that is, for any behaviour of the time variable t:
p = −i~
∫ l
−l
υqp,t(x)υ
′
qp,t(x) dx→ p.
We now look at the dynamics of the mean position. Since the position operator is not
well-defined for a particle on a circle, one usually considers the mean complex exponent of
the position, which is uniquely determined:(
ei
pi
l
q
)
t
=
∫ l
−l
ei
pi
l
x|υqp,t(x)|2 dx.
Consider the time scale Tcl, that is,
~t
α
→ 0. We assume for simplicity that t = const. Since
|υqp,t(x)|2 tends to the periodic delta-function
∑
n δ(x− q− pmt− 2nl) at this time scale, we
have (
ei
pi
l
q
)
t
→ eipil (q+ pm t).
Thus, at time scale Tcl, the centre of the wave packet moves along the classical trajectory.
At other times scales, the notions of “centre of the packet” and “mean position” have no
physical meaning since the packet either collapses and has no definite centre or has several
centres (fractional revivals). In the last case the usual expectation of the (complex exponent
of the) position may lie between these centres. This also lacks physical meaning because the
particle cannot be observed near this expected value. Only a full revival makes the notion
of position meaningful again.
Remark 5. We use the limit ~, α, ~
α
→ 0 as a mathematical tool. In particular, it allows us
to formulate the result about the flattening of the spatial density. As already mentioned,
the fact that the spatial density of a particle in a finite volume is most of the time close
to uniform, has not yet been proved in the literature nor even stated in a mathematically
rigorous manner: the uniform distribution is never achieved exactly for a localized initial
packet. What then is the meaning of the “closeness” of our distribution to the uniform one?
We have proved that the spatial density is exactly uniform in our limiting case at certain
time scales (scale Tcoll and most of scale Trev). This is a mathematical expression of the fact
that the spatial density is close to uniform.
These limits have no direct meaning from the physical point of view: Planck constant ~ is
a physical constant and cannot tend to zero (see [34] for a discussion of the semiclassical limit
with the constant ~ for the baker’s map). The parameter α is also fixed for a fixed coherent
state. From a physical point of view, it would be more correct to consider limiting cases
for dimensionless quantities [35]. Let us restate our results in terms of relations between
1The authors are grateful to J.R. Klauder for this important remark.
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the time scales Tcl, Tcoll, Trev and time parameter t. Using formula (15), we can rewrite the
limits ~→ 0, α→ 0, ~
α
→ 0 in the form
Tcoll
Tcl
→∞, Trev
Tcoll
→∞, Trev
Tcl
→∞,
or
Trev ≫ Tcoll ≫ Tcl,
that is, the time scales (the classical period of motion, characteristic time of collapse,
and full revival time) are distant from each other on the time line. Moreover, the limits
~t
α
(t− cTrev)→ 2mD and ~t(t− cTrev)→ 0 occurring in Theorem 1 can be rewritten in the
form
t− cTrev
Tcoll
→ 2mD, t
Trev
→ c.
Thus, we see that the limits under consideration have a clear physical meaning.
3 Coherent states in the infinite well
3.1 A map of the dynamics of a particle moving on a circle to the
dynamics of a particle moving in a box (classical mechanics)
Consider a particle moving freely in a one-dimensional infinite potential well [−l, l] with rigid
(elastic) walls. In classical mechanics, this case can be reduced to dynamics on a circle. To
do this, one uses a two-sheeted covering of an interval by a circle (see, for example, [13, 14]).
If we are given an interval [−l, l] with phase variables (q, p) and a circle [−2l, 2l] (the points
−2l and 2l being identified) with phase variables (q′, p′), then the two-sheeted covering of
the interval by the circle is determined by the formula
q′ =
{
q − l, p ≥ 0,
l − q, p < 0, p
′ = |p|. (28)
Here we first shift the interval [−l, l] to [−2l, 0], then reflect it in the point 0 and obtain the
interval [−2l, 2l], and then glue the points −2l and 2l. Thus, instead of oscillations on the
interval, we get a rotation in one direction on a circle. We have reduced the dynamics of
a particle in a box to that of a particle on a circle. However, we note that the sign of the
momentum is not uniquely determined at q = ±l since it jumps at these points. This is a
consequence of the approximate nature of the model.
To define the spaces of test functions and distributions on the strip Ω, we first introduce
the space of rapidly decaying functions on Ω:
S (Ω) = {σ : R2 → R| 1) σ[(−1)n(q + 2nl), (−1)np] = σ(q, p), n = 0,±1,±2, . . . ;
2) σ ∈ C∞(R2);
3) lim
p→±∞
pr
∂s1+s2σ
∂qs1∂qs2
= 0, r, s1, s2 = 0, 1, 2, . . .}.
(29)
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The topology on this space is given by seminorms (17). The space S ′(Ω) of distributions is
the space of continuous linear functionals on S (Ω).
Let σ ∈ S (Ω). We define the following distributions:
(δ(q − q0, p− p0), σ) = σ(q0, p0),
(f(q)δ(p− p0), σ) =
∫ +∞
−∞
f(q)σ(q, p0),
(cδ(p− p0), σ) = c
∫ l
−l
σ(q, p0) dq,
where (q0, p0) ∈ R2, f(q) is an integrable function on a line, and c ∈ R.
We again consider the function
ϕD(q) =
1√
2piD2
e−
q2
2D2 ,
where D ∈ (0,∞), and define the distribution ϕD(q)δ(p− p0), p0 ∈ R, at D = 0 and D =∞
using the corresponding limits in the new space of distributions:
ϕ0(q)δ(p− p0) = lim
D→0
ϕD(q) = δ(q, p− p0),
ϕ∞(q) = lim
D→∞
ϕD(q) =
1
4l
δ(p− p0) + 1
4l
δ(p+ p0)
(the limits are taken in S ′(Ω)).
Functions in S (Ω) have the following important property:
σ(±l, p) = σ(±l,−p). (30)
Let K2l be the cylinder K (defined in Subsection 2.4) with l replaced by 2l. In other
words, K2l is the set Ω2l = [−2l, 2l]×R with the points (2l, p) and (−2l, p) identified for all
p ∈ R. The space S (K2l) is just the space S (K) (defined in (16)) with l replaced by 2l.
We easily see that S (Ω) is a subset of S (K2l). Namely, S (Ω) = TS (K2l), where the map
T is defined by the formula
σ(q, p) = T [σ](q, p) = ρ(q − l, p) + ρ(l − q,−p). (31)
We define
σ(q′, p′) = T−1[σ](q′, p′) =
{
1
2
σ(l + q′, p′), q′ ≤ 0,
1
2
σ(l − q′,−p′), q′ > 0. (32)
Here ρ ∈ S (K2l), σ ∈ S (Ω). The map T−1 is not an inverse: we have TT−1σ = σ
for all functions σ on a circle but T−1Tρ = ρ only for even functions, that is, those with
ρ(q′, p′) = ρ(−q′,−p′).
We also introduce the space of test functions D(Ω) by the same formula (29) as for S (Ω)
but with the third condition of rapid decay with respect to p replaced by the condition of be-
ing compactly supported with respect to p. We similarly introduce the space of distributions
D ′(Ω). We also have D(Ω) = TD(K2l).
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3.2 A map of the dynamics of a particle moving on a circle to the
dynamics of a particle moving in a box (quantum mechanics)
We note that finding the position (on a circle) of an image under the map (28) requires the
simultaneous knowledge of the position q and momentum p (or rather, the direction of the
momentum) in a box, which are, thus, presupposed to be simultaneously well defined. But
this is known not to be the case in quantum theory by the uncertainty relations. There-
fore, one cannot use the map (28) directly to construct the corresponding map in quantum
mechanics.
We define another map
Θ : L2(−2l, 2l)→ L2(−l, l), ψ(x) 7→ [Θψ](y) =
√
2
2
[ψ(y − l)− ψ(l − y)]
and a map
Θ−1 : L2(−l, l)→ L2(−2l, 2l), ϕ(y) 7→ [Θ−1ϕ](x) =
{√
2
2
ϕ(x+ l), x ≤ 0,
−
√
2
2
ϕ(l − x), x > 0.
The map Θ is an analogue of T and Θ−1 is an analogue of T−1 (see (31) and (32)).
Clearly, we have ΘΘ−1ϕ = ϕ for all functions ϕ ∈ L2(−l, l) but Θ−1Θψ = ψ only for odd
functions ψ ∈ L2(−2l, 2l). Restricting Θ to the set of all odd functions in L2(−2l, 2l), we
get a one-to-one correspondence between odd functions in L2(−2l, 2l) and all functions in
L2(−l, l), which is just the usual odd extension of functions to the interval of twice the
original length. However, we define Θ for all functions from L2(−2l, 2l).
Proposition 3. 1) The map Θ−1 preserves scalar products:
(Θ−1ϕ,Θ−1κ)2l = (ϕ,κ)l
for all ϕ,κ ∈ L2(−l, l). Here the subscripts 2l and l indicate the scalar products in the
Hilbert spaces L2(−2l, 2l) and L2(−l, l), correspondingly.
2) The map Θ preserves scalar products:
(Θψ,Θχ)l = (ψ, χ)2l,
if at least one of the functions ψ ∈ L2(−2l, 2l) or χ ∈ L2(−2l, 2l) is odd.
Proof. 1) We have
(Θ−1ϕ,Θ−1κ)2l =
∫ 2l
−2l
[Θ−1ϕ](x)[Θ−1κ](x) dx
=
1
2
∫ 0
−2l
ϕ(x+ l)κ(x+ l) dx+
1
2
∫ 2l
0
ϕ(l − x)κ(l − x) dx
=
∫ l
−l
ϕ(y)κ(y)dy = (ϕ,κ)l;
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2) For definiteness, assume that ψ is odd. Then
(Θψ,Θχ)l =
∫ l
−l
Θψ(y)Θχ(y)dy
=
1
2
∫ l
−l
[ψ(y − l)− ψ(l − y)][χ(y − l)− χ(l − y)]dy
=
∫ l
−l
ψ(y − l)χ(y − l)dy +
∫ l
−l
ψ(l − y)χ(l − y)dy
=
∫ 2l
−2l
ψ(x)χ(x) dx = (ψ, χ)2l.
3.3 Coherent states in a box
Consider the coherent states υqp (defined in (3)) on the space L2(−2l, 2l):
υqp(x) =
+∞∑
n=−∞
ηqp(x− 4nl),
where (q, p) ∈ Ω2l. Unless otherwise stated, we always assume in this subsection that υqp
are the functions from L2(−2l, 2l) defined by (3) with l replaced by 2l.
Then we easily see that
[Θυqp](y) =
{√
2
2
ωl+q,p(y), q ≤ 0,
−
√
2
2
ωl−q,−p(y), q > 0
(33)
(we have used the property ηqp(x) = η−q,−p(−x)). Here
ωqp(y) =
+∞∑
n=−∞
[ηqp(y − 4nl)− ηqp(2l − y + 4nl)] =
+∞∑
n=−∞
(−1)nηqp[(−1)n(y − 2nl)], (34)
for (q, p) ∈ Ω. One can similarly prove that
[Θ−1ωqp](x) =
√
2
2
[υq−l,p(x)− υl−q,−p(x)] (35)
(that is, Θ−1Θυqp 6= υqp since the function υqp is not odd). Note that ω±l,0 ≡ 0.
We now prove an analogue of Proposition 1 (which actually follows from that proposition
and properties of the map Θ).
Proposition 4. The family of functions (34) forms a continuous resolution of unity in
L2(−l, l):
1
2pi~
∫∫
Ω
P [ωqp] dqdp = 1.
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Equality here is understood in the weak sense: for all ϕ,κ ∈ L2(−l, l) we have
1
2pi~
∫∫
Ω
(ϕ, P [ωqp]κ) dqdp =
1
2pi~
∫∫
Ω
(ϕ, ωqp)(ωqp,κ) dqdp = (ϕ,κ). (36)
Proof. Using the properties of Θ, Θ−1 and Proposition 1, we have
(ϕ,κ) = (Θ−1ϕ,Θ−1κ) =
1
2pi~
∫∫
Ω2l
(Θ−1ϕ, υqp)(υqp,Θ
−1
κ) dqdp =
=
1
2pi~
∫∫
Ω2l
(ϕ,Θυqp)(Θυqp,κ) dqdp
=
1
4pi~
∫∫
Ω−2l
(ϕ, ωq+l,p)(ωq+l,p,κ) dqdp+
1
4pi~
∫∫
Ω+2l
(ϕ, ωl−q,−p)(ωl−q,−p,κ) dqdp
=
1
2pi~
∫∫
Ω
(ϕ, ωqp)(ωqp,κ) dqdp,
as required. Here we have written Ω−2l = [−2l, 0]× R and Ω+2l = [0, 2l]× R.
Proposition 4 along with some properties concerning semiclassical dynamics (to be proved
below; see Theorem 2) enables us to call the functions ωqp, (q, p) ∈ Ω, coherent states in the
infinite potential well (in a box).
One can obtain an analogue of formula (5) for the functions ωqp:
ωqp(x) =
1
4
√
2piα2
θ
[
(x− q)l
ipiα2
− 2pl
pi~
,
4l2
piα2
]
exp
{
−(x− q)
2
4α2
+
ip(x− q)
~
}
− 1
4
√
2piα2
θ
[
(x− 2l + q)l
ipiα2
− 2pl
pi~
,
4l2
piα2
]
exp
{
−(x− 2l + q)
2
4α2
− ip(x− 2l + q)
~
}
.
Using the modular property of the theta-function, we get the following analogue of for-
mula (6):
ωqp =
4
√
piα2
32l4
[
θ
(
−x− q
4l
− pα
2
2il~
,
piα2
4l2
)
− θ
(
−x− 2l + q
4l
− pα
2
2il~
,
piα2
4l2
)]
e−(
αp
~
)2 =
4
√
piα2
2l4
+∞∑
k=−∞
[
exp
{
−α2
( pi
2l
k − p
~
)2
− ipik(q − l)
2l
}
− exp
{
−α2
( pi
2l
k +
p
~
)2
+
ipik(q − l)
2l
}]
sin
(
pik
2l
(x− l)
)
. (37)
This yields an expansion of ωqp with respect to the orthogonal basis
fk =
1√
l
sin
(
pik
2l
(x− l)
)
, k = 1, 2, . . . .
As in the circle case, the same result can be obtained by a direct calculation of the scalar
product of ωqp with the elements of this basis if we use the formula∫ l
−l
ωqp(x) sin
(
pik
2l
(x− l)
)
dx =
∫ +∞
−∞
ηqp(x) sin
(
pik
2l
(x− l)
)
dx
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for integer k. This formula is obtained from the expression∫ 2l
−2l
υqp(x) sin
( pi
2l
kx
)
dx =
∫ +∞
−∞
ηqp(x) sin
( pi
2l
kx
)
dx
(which is proved in a similar way to (7)) using properties of Θ:∫ +∞
−∞
ηqp(x) sin
(
pik
2l
(x− l)
)
dx =
∫ +∞
−∞
ηq−l,p(x) sin
(
pik
2l
x
)
dx
=
∫ 2l
−2l
υq−l,p(x) sin
( pi
2l
kx
)
dx =
(
sin
( pi
2l
kx
)
, υq−l,p
)
2l
=
(
Θ
[
sin
( pi
2l
kx
)]
,Θυq−l,p
)
l
=
(
sin
( pi
2l
k(x− l)
)
, ωqp
)
l
=
∫ l
−l
ωqp(x) sin
(
pik
2l
(x− l)
)
dx.
The functions fk are eigenfunctions of the operator
Hb = − ~
2
2m
d2
dx2
with the domain
D(Hb) = {ψ ∈ AC2(−l, l)|ψ(−l) = ψ(l) = 0}.
The operator Hb is a Hamiltonian (energy operator) for a free (see Remark 1 for the use
of the notion “free”) quantum particle in the infinite square potential well (see [11]). Thus,
the functions ωqp(x) can be expanded in uniformly convergent series with respect to the
eigenfunctions of the Hamiltonian for a particle in a box. The evolution of the state ωqp over
time is given by the formula
ωqp,t = U
b
t ωqp,
where
U bt = exp(−
it
~
Hb) (38)
is the evolution operator for a free quantum particle in a box. The function ωqp,t satisfies
the Schro¨dinger equation with the boundary conditions corresponding to the infinite square
well:
i~
∂ωqp,t
∂t
= − ~
2
2m
∂2ωqp,t
∂x2
,
ωqp,t(−l) = ωqp,t(l) = 0,
ωqp,0(x) = ωqp(x),
(39)
where x ∈ [−l, l], t ∈ R. Using the reflection method, we arrive at
ωqp,t(x) =
+∞∑
n=−∞
(−1)nηqp,t[(−1)n(x− 2nl)],
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where ηqp,t is defined as above (see (11)).
Note that formulae (33) and (35) remain valid if we replace υqp and ωqp by υqp,t and ωqp,t
(respectively) for an arbitrary t.
Expanding in eigenfunctions of Hb, we get
ωqp,t(x) =
∞∑
k=1
bk,qp sin
(pi
l
kx
)
exp
{
− i~t
2m
(
pik
2l
)2}
,
where the coefficients bk,qp can be found from formula (37).
The dynamics of coherent states ωqp,t in a box is similar to that of coherent states on a
circle. For small values of time, a well-localized initial wave packet remains well-localized
and its centre moves along the classical trajectory with period
Tcl =
4lm
p
.
The wave packet eventually collapses, and at the moment
Tcoll =
2mlα√
3~
we observe an approximately uniform spatial distribution. However, at the moment
Trev =
16ml2
pi~
we observe a full revival of the wave packet: ωqp,Trev = ωqp. Fractional revivals are observed
at the moments M
N
Trev for all integer M and N . The full revival time now increases by a
factor of 4 compared to that for motion on a circle (compare the last formula for Trev with
formula (14)) because the energy spectrum is now twice as dense as that for a particle on
the circle [−l, l].
Thus, as in the case of a particle on a circle, we have three time scales:
1) Tcl, the classical period of motion;
2) Tcoll, the characteristic time of collapse of the quantum wave packet;
3) Trev, the period of full revival of the quantum wave packet.
The asymptotic behaviour of these time scales as ~, α, ~
α
→ 0 is again described by formula
(15).
3.4 The semiclassical limit of the dynamics of coherent states of
a particle in a box
We now prove an analogue of Theorem 1 for the box.
23
Theorem 2. We have the following limit formula in S ′(Ω) (where the variables (q, p) are
fixed and (q′, p′) are variables of integration with test functions σ(q′, p′) ∈ S (Ω)):
lim{ 1
2pi~
|(ωqp, ωq′p′,t)|2 − 1
N ′
N ′−1∑
k=0
ϕD[q
′ − q − 4kl
N ′
− a+ p
m
(t− cTrev)]δ(p′ − p)} = 0. (40)
The limit is performed as follows: ~ → 0, α → 0, ~
α
→ 0, t = t(~), ~
α
(t − cTrev) → 2mD,
~(t− c
T rev
)→ 0, where c ∈ R, D ∈ [0,∞] and the numbers N ′ and a depend on c and N . If
c is rational (and so, can be written as a reduced fraction c = M
N
), then N ′ = N for odd N
and N ′ = N
2
for even N . Further, a = 2l
N
for N ≡ 2 (mod 4) and a = 0 otherwise. If c is
irrational, then N ′ = 1, a = 0. The parameter α occurs in the definition of ωqp (see (1) and
(34)), Trev =
16ml2
pi~
.
The convergence in (40) is uniform with respect to (q, p) on every subset of Ω disjoint
from some neighbourhood of the closed interval {p = 0} ⊂ Ω. Moreover, if c is integer
or half-integer, then the convergence is uniform on every subset of Ω disjoint from some
neighbourhoods of the points (±l, 0).
Since the meaning of the assertions of Theorem 2 is analogous to that in Theorem 1, we
repeat it only briefly here. Some complications appear, in particular, because we must take
into account that the particle reflects from the walls and, hence, the sign of its momentum
changes. Here 1
2pi~
|(ωqp, ωq′p′,t)|2 is the probability density for a quantum particle to be in
the state ωqp at time t under the condition that it was in the state ωq′p′ at time 0 (up to
the norms ‖ωqp‖2 and ‖ωq′p′‖2, which tend to 1 in the sense of our limit on the sets under
consideration; see Proposition 5 below.
In the semiclassical limit ~, α, ~
α
→ 0 a quantum particle in the state ωqp has a well-defined
position (equal to q) and momentum (equal to p),just like a classical particle. Therefore,
we can say that, in the semiclassical limit, 1
2pi~
|(ωqp, ωq′p′,t)|2 is the probability density for a
quantum particle in a box to be at the phase point (q, p) at time t under the condition that
it was at the phase point (q′, p′) at time 0.
As above, the case of c = 0 and D = 0 (~t
α
→ 0) corresponds to the classical time scale
Tcl: time is either fixed or increases slower than the rate of decrease of the collapse velocity
(proportional to ~
α
).of the packet. Then the limit formula (40) takes the form
lim[
1
2pi~
|(ωqp, ωq′p′,t)|2 − δ(q′ − q + p
m
t, p′ − p)] = 0.
Here δ(q′ − q + pt
m
, p′ − p) is the probability density for a classical particle in a box to be at
the phase point (q, p) at time t under the condition that it was at the phase point (q′, p′) at
time 0. Thus, in the semiclassical limit at time scale Tcl, we have classical dynamics: the
quantum probability density of transition to (q, p) for a particle that was at (q′, p′) at time
0 is equal to the corresponding classical probability density.
The case c = 0, D ∈ (0,∞) (~t
α
→ 2mD ∈ (0,∞)) corresponds to the second time scale
Tcoll. In this case we observe some spatial spread of the probability distribution. In contrast
to the circle case, there is flattening not only of the spatial probability density but also of
the probability of the signs of the momentum.
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The case c = 0, D = ∞ (~t
α
→ ∞) corresponds to a complete flattening of the spatial
probability density (and the probability of the signs of the momentum): formula (40) takes
the form
lim
1
2pi~
|(ωqp, ωq′p′,t)|2 = 1
4l
[δ(p′ − p) + δ(p′ + p)]. (41)
Therefore, we also associate this case with the time scale Tcoll (corresponding to destruction
of the localized wave packet). This yields a mathematical justification of the (asymptotic)
flattening of the spatial probability density for a quantum particle in a box, which was
previously known only from numerical experiments [6, 7].
The case c 6= 0 corresponds to the third time scale Trev. If c is irrational, then, as in the
previous case, formula (40) reduces to (41), that is, one observes a complete flattening of
the spatial probability density. The case of rational c corresponds to a revival of the wave
packet (full if N ′ = 1, that is, c is integer or half-integer, and fractional otherwise). The case
D > 0 corresponds to the spread revived wave packets. In case D = ∞, we again obtain a
complete flattening of the spatial density of the distribution (41).
The difference from the circle case regarding the condition p 6= 0 for N 6= 1, 2 (see the
statement of Theorem 2) is explained by a specific structure of fractional revivals of the states
ωq0 coming from the symmetry of these states (namely, from the property ω2l−q,0 = −ωq0).
As in the circle case, since every irrational number can be approximated by rationals, we
can (heuristically) say that the case of irrational c in Theorem 2 is a limiting case of rational
c as N →∞: the distance between neighbouring terms in the sum of delta-functions in (40)
tends to zero, and the sum of the delta-functions tends to the uniform distribution (in the
weak sense). In other words, the cases of an irrational c and a very close rational c′ are
almost indistinguishable.
Note that the distribution of the modulus of the momentum is preserved in all these
limiting cases.
Thus, we have traced the whole dynamics of a quantum wave packet in the infinite
potential well. A well-localized wave packet eventually collapses with a complete flattening
of the spatial density and the momentum sign. At some moments we see that copies of the
initial packet simultaneously arise at several points of the well and then again eventually
collapse with a complete flattening of the density. Since there are “more” irrationals than
rationals, we can say that the particle most often stays in states whose spatial density of
distribution is close to the uniform density. Thus, Theorem 2 completely describes the free
quantum dynamics of a particle in the infinite potential well at all time scales the semiclassical
limit. All stages are parametrized by the two real parameters c and D.
Let us formulate a simplified version of Theorem 2, which deals only with principal time
scales (classical motion, complete flattening, and exact revivals) without intermediate ones.
Corollary 2. We have the following limit formulae in S ′(Ω):
1)
lim[
1
2pi~
|(ωqp, ωq′p′,t)|2 − δ(q′ − q + p
m
t, p′ − p)] = 0
as ~, α, ~
α
→ 0, t = const;
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2)
lim
1
2pi~
|(ωqp, ωq′p′,t)|2 = 1
4l
δ(p′ − p) + 1
4l
δ(p′ + p)
as ~, α, ~
α
→ 0, t→∞, ~t
α
→∞,
as well as ~, α, ~
α
→ 0, t = cTrev →∞, where c is irrational, Trev = 16ml2pi~ ;
3)
lim[
1
2pi~
|(ωqp, ωq′p′,t)|2 − 1
N ′
N ′−1∑
k=0
δ(q′ − q − 4kl
N ′
− a, p′ − p)] = 0
as ~, α, ~
α
→ 0, t = cTrev → ∞, where c = MN is rational and the numbers N ′ and a depend
on N .
The limits in cases 1), 2) and 3) for N = 1 or N = 2 (that is, for integer or half-integer
c) are uniform with respect to (q, p) on every subset of Ω disjoint from some neighbourhoods
of the points (±l, 0). The convergence in case 3) for N 6= 1, N 6= 2 is uniform on every
subset of Ω, disjoint from some neighbourhood of the closed interval {p = 0} ⊂ Ω.
Proof of Theorem 2. Since
ωq′p′ =
√
2Θυq′−l,p′ =
√
2
2
Θ[υq′−l,p′ − υl−q′,−p′]
and (υq′−l,p′ − υl−q′,−p′) is an odd function, we obtain from the properties of Θ that
(ωqp, ωq′p′,t)l = (υq−l,p, υq′−l,p′,t − υl−q′,−p′)2l
(we will omit the subindex 2l in the remain part of the proof). We have∫∫
Ω
1
2pi~
|(υq−l,p, υq′−l,p′,t − υl−q′,−p′,t)|2σ(q′, p′) dq′dp′
=
∫∫
Ω2l
1
2pi~
|(υq−l,p, υq′p′,t − υ−q′,−p′,t)|2T−1[σ](q′, p′) dq′dp′.
Furthermore,
1
2pi~
|(υq−l,p, υq′p′,t − υ−q′,−p′,t)|2 = 1
2pi~
|(υq−l,p, υq′p′,t)|2 + 1
2pi~
|(υq−l,p, υ−q′,−p′,t)|2
− 1
pi~
Re(υq−l,p, υq′,p′,t)(υ−q′,−p′,t, υq−l,p). (42)
Clearly, the last summand tends to zero uniformly on every subset of Ω, disjoint from some
neighbourhood of the closed interval {p = 0} (that is, one can find ε such that |p| > ε for
all elements of the subset).
Consider a weaker restriction: (q, p) lies in a subset of Ω, disjoint from some neighbour-
hoods of the points (±l, 0). Since we already know that the summand tends to zero for
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p 6= 0, we consider the case p = 0. Let us expand the function T−1[σ] into a Fourier series
with respect to q′ and represent it by a Fourier integral with respect to p′:
T−1[σ](q′, p′) =
1
2
√
pil
+∞∑
j=−∞
∫ +∞
−∞
aj(ν)e
i pi
2l
jq′+iνp′ dq′dp′.
Using formula (21) and the method of the proof of Theorem 1, we arrive at the formula
1
2pi~
∫∫
Ω
(υq−l,0, υq′p′,t)(υ−q′,−p′,t, υq−l,0)ei
pi
2l
jq′+iνp′ dq′dp′
=
+∞∑
r=−∞
exp
{
−α
2(4 + γ2)
4
[
pij
2l
− γ(q − l − 2rl)
α2(4 + γ2)
]2
−
− 1
4α2
[
q − l − 2rl − pij~t
4ml
+ ν~
]2
− (q − l − 2rl)
2
α2(4 + γ2)
}
.
This expression tends to zero for q 6= ±l in the limiting cases corresponding to the case of
rational c with N = 1 or N = 2 and, under this condition, the convergence is uniform on
every interval [−l + ε, l− ε], ε > 0. That is,
lim
1
2pi~
∫∫
Ω
(υq−l,p, υq′,p′,t)(υ−q′,−p′,t, υq−l,p)T−1[σ](q′, p′) dq′dp′ = 0 (43)
uniformly on (q, p) on every subset of Ω disjoint from some neighbourhoods of the points
(±l, 0).
Using equation (42) with zero last term, Theorem 1, the definition of T−1 and the eveness
property of T−1[σ](q′, p′) = T−1[σ](−q′,−p′) of the image of T−1, we obtain for rational c
that
0 = lim
∫∫
Ω
1
2pi~
|(ωqp, ωq′p′,t)|2σ(q′, p′) dq′dp′
− 2
N ′
N ′−1∑
k=0
∫ 2l
−2l
ϕD[q
′ − q + l − 4kl
N ′
− a+ p
m
(t− M
N
Trev)]T
−1[σ](q′, p) dq′
= lim
∫∫
Ω
1
2pi~
|(ωqp, ωq′p′,t)|2σ(q′, p′) dq′dp′
− 1
N ′
N ′−1∑
k=0
∫ l
−l
ϕD[q
′ − q − 4kl
N ′
− a+ p
m
(t− M
N
Trev)]σ(q
′, p) dq′
− 1
N ′
N ′−1∑
k=0
∫ l
−l
ϕD[q
′ − 2l + q + 4kl
N ′
+ a− p
m
(t− M
N
Trev)]σ(q
′,−p) dq′,
where N ′ and a are defined as in the statement of the theorem. This proves the theorem in
the case of rational c.
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For an irrational c we have
lim
∫∫
Ω
1
2pi~
|(ωqp, ωq′p′,t)|2σ(q′, p′) dq′dp′
=
1
4l
∫ 2l
−2l
{T−1[σ](q′, p) + T−1[σ](q′,−p)} dq′ = 1
4l
∫ 2l
−2l
σ(q′, p) dq′.
The uniform convergence in the two last formulae follows from that in (19) and the uniform
convergence to zero of the expression (43) or the last summand in (42) (depending on the
limiting case under consideration).
The theorem is proved.
Now let us prove an analogue of Proposition 2.
Proposition 5. The norm of ωqp tends to unity as ~→ 0, α→ 0, ~α → 0. The convergence
is uniform on every subset of Ω disjoint from some neighbourhoods of the points (±l, 0).
Proof. Using the properties of ωqp and Θ, we have the following chain of equalities (see the
beginning of the proof of Theorem 2):
‖ωqp‖2 = (ωqp, ωqp)l = (υq−l,p, υq−l,p − υl−q,−p)2l = ‖υq−l,p‖2 − (υq−l,p, υl−q,−p)2l.
The first summand tends to 1 by Proposition 2. The second summand tends to zero for
(q, p) ∈ Ω, (q, p) 6= (±l, 0). Both limits are uniform on the sets indicated in the statement
of the proposition. The proposition is proved.
We make three remarks on Theorem 2.
Remark 6. The remarks at the end of Section 2, which were made in the circle case, remain
valid here except for some inessential differences in the semiclassical dynamics of the mean
position and mean momentum. First, the mean momentum is not preserved in the semi-
classical limit in a box but periodically changes the sign (because of reflections in the walls)
while its absolute value is preserved. Second, since the position of a particle in a box is well
defined, we can use a familiar formula for the mean position:
qt =
∫ l
−l
x|ωqp(x)|2 dx.
Moreover, the centre of the packet is easily seen to move along the classical trajectory at the
time scale Tcl.
Remark 7. We have proved theorems on the semiclassical limit of quantum dynamics on
a circle and on an interval (in a box). Of course, these results can easily be extended to
the case of multidimensional domains that are Cartesian products of any number of circles
and intervals: rectangles, rectangular parallelepipeds, tori, cylinders, and so on. It would
be interesting to extend our results to the case of more general domains, including arbitrary
domains in three-dimensional space, arbitrary compact manifolds, as well as to the case of
interacting particles.
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Remark 8. It is worthwhile to mention here the interesting results of M.V. Berry about the
fractal images of the graph of |ψ(x, t)|2 as a function of x and t. Here ψ(x, t) is a solution of
the Schro¨dinger equation for the infinite well (39) with the uniform initial state ψ(x, 0) = 1√
2l
.
In fact, the result is valid for a box of arbitrary shape and finite surface area in any finite
dimensional space [36].
Also, surprisingly, quantum revivals have an analogue in classical optics (Talbot interfer-
ence) [37, 38].
4 The semiclassical limit of the dynamics for Husimi
functions
4.1 The case of free quantum dynamics on a circle
A new (so-called functional) formulation of classical mechanics (or functional mechanics)
was suggested in [17, 18] (see also [19, 20, 21, 22, 23, 24]). The basic concept of functional
mechanics is not a material point or an individual trajectory, but the probability density
function in a phase space. Accordingly, the fundamental dynamical equations are not the
Newton (or, equivalently, Hamilton) equations but the Liouville equation (even in the case
of one particle, not an ensemble). The Newton (Hamilton) equations become approximate
equations for the mean values of the positions and momenta. Corrections to solutions of the
Newton equations have been calculated in some particular cases [17, 18, 21, 22].
The aim of passing to the new formulation of classical mechanics is to achieve the com-
patibility of the reversible microscopic dynamics and the irreversible macroscopic dynamics.
This problem is known as the irreversibility problem (or reversibility paradox). It is one of
the most fundamental problems of mathematical physics.
The dynamics of a material point is known to be reversible and recurrent while the
dynamics of the density function satisfies the Liouville equation and has the so-called de-
localization (collapse) property, which corresponds to irreversible behaviour. Therefore, if
we adopt the description in terms of density functions not only for many-particle systems
but even for one particle, then there is no contradiction between the micro- and macroscopic
dynamics: both are irreversible (in some sense).
A procedure of constructing the density function of a physical system from directly
observable quantities (results of measurements) is described in [23]. The interaction of
a system and the measuring instrument is studied from the point of view of functional
mechanics in [24].
Now we want to know whether functional mechanics is preferable to Newtonian one from
the quantum-mechanical point of view. To do this, we consider the semiclassical limits for
quantum dynamics on a circle and in a box. In this subsection we take the case of the circle.
There is a correspondence between quantum states (density operators) and classical states
(distribution density functions), which was considered by Husimi in the case of coherent
states on the whole axis [39, 40, 41]. Here we define an analogous correspondence for coherent
states on a circle.
Let ρ be a density operator (in other words, a quantum state) in L2(−l, l), that is, a
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positive operator with unit trace. We associate with ρ the following function on the phase
space Ω:
ρ˜(q, p) =
1
2pi~
TrP [υqp]ρ =
1
2pi~
(υqp, ρυqp), (44)
where Tr denotes the trace of an operator. If the density operator is a projector (ρ = P [ψ],
ψ ∈ L2(−l, l)), which corresponds to the case of a pure quantum state, then formula (44)
takes the form
ρ˜(q, p) =
1
2pi~
|(ψ, υqp)|2.
Clearly, ρ˜(q, p) > 0 and, by (4), we have∫∫
Ω
ρ˜(q, p) dqdp = 1,
whence ρ˜(q, p) is a probability density function on the phase space (that is, a classical state).
The correspondence (44) taking each quantum density operator to a classical density of prob-
ability distribution is called the Husimi transform. It can also be expressed as smoothing the
Wigner function of the quantum state with a Gaussian function [39, 40, 41]. The probability
density function ρ˜ is called the Husimi function of the operator ρ.
Remark 9. The Husimi function is not the only way of mapping quantum density operators
to classical probability density functions. One problem of the Husimi function is that its
marginal distributions of position and of momentum does not coincide with the correspond-
ing quantum-mechanical distributions. For example, if (for simplicity) ρ = P [ψ] for some
ψ ∈ L2(−l, l), then the equality ∫ +∞
−∞
ρ˜(x, p) dp = |ψ(x)|2, (45)
in general, does not hold. Another way of mapping quantum density operators to classical
probability density functions is the so called tomography map [42, 43, 44]. A relation of the
tomography map to the Husimi function is discovered in [45].
However, we take the Husimi transform for the following reason. Consider the positive
operator-valued measure M given by the formula
M(B) =
1
2pi~
∫∫
B
P [υqp] dqdp, (46)
where B ⊂ Ω is a Borel set. It can be regarded as an approximate simultaneous measurement
of the position and momentum of a quantum particle on a circle (such measurements were
introduced by J. von Neumann [46]).
We would like to analyse the correspondence between classical and quantum dynamics on
a circle. In classical mechanics, a simultaneous measurement of the position and momentum
is allowed. Quantum-mechanically, this corresponds to an approximate measurement of the
position and momentum like (46).
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If a quantum particle is in the state ρ and we perform measurement (46), then the
probability density function of the result is exactly ρ˜(q, p) given by (44).
Moreover, we will consider the Husimi function only in the semiclassical limit. In this
limit, its marginal distributions coincide with the quantum-mechanical distributions (in par-
ticular, (45) holds).
More generally, a classical state σ is a distribution2. Suppose that σ ∈ D ′(K) (see Subsec-
tion 3.1 for the definition of D ′(K)). The non-negativity of σ is understood as (σ, f) ≥ 0 for
every non-negative test function f . The unit normalization of a distribution means that there
is a limit lim
P→∞
(σ, λP ) = 1, where λP , P > 0, is a family of functions such that λ(x, p) = 1
for |p| ≤ P , 0 ≤ λ(x, p) ≤ 1 for P < |p| < P +1, and λ(x, p) = 0 for |p| ≥ P +1. If σ(q, p) is
an ordinary function (a regular distribution), this condition expresses its integrability on Ω
and
∫∫
Ω
σ dqdp = 1. We denote the set of all non-negative and unit-normalized distributions
from D ′(K) by D ′1(K).
We would like to know whether one can obtain any classical state as a semiclassical
limit of the Husimi functions of some family of quantum states. This question can be posed
rigorously as follows. Given a (distribution) probability density function σ ∈ D ′1(K), can
one find a family ρ(~), ~ > 0, of density operators in L2(−l, l) such that ρ˜(~) → σ in D ′(K) as
~→ 0 (where ρ˜(~) is the Husimi function of the operator ρ(~))? We note that the definition of
the functions υqp occurring in the Husimi transform involves a parameter α. As in Theorem 1,
we shall assume that α = α(~), α → 0, ~
α
→ 0 (we have already noted that in this limiting
case a quantum particle in the state υqp has well-defined position and momentum).
A further question concerns the dynamics. Let the quantum system (the density operator)
evolve in time on a circle: ρ
(~)
t = U
c
t ρ
(~)U c†t , where U
c
t is defined by (8). We denote the
Husimi function of ρ
(~)
t by ρ˜
(~)
t (q, p). The evolution of the classical system (the probability
density function) is given by the formula σt(q, p) = σ(q − pmt, p). We may ask whether the
correspondence between the family of quantum states ρ(~), ~ > 0, and the classical state
σ is preserved in time at various time scales (see Subsection 2.3). Namely, is it true that
ρ˜
(~)
t − σt → 0 in D ′(K) as ~→ 0, where t ∈ R is an arbitrary fixed number (time scale Tcl))
or t → ∞ (time scales Tcoll and Trev; see the various versions of the relation between the
limits ~→ 0 and t→∞ in Theorem 1)?
If the answers to these questions differ for σ of the form σ(q, p) = δ(q − q0, p − p0)
(which corresponds to an individual trajectory of a material point and, hence, to Newtonian
mechanics) and for σ ∈ L1(Ω) (which corresponds to a “bunch” of trajectories and, hence,
to functional mechanics), then one can say that one formulation or the other is preferable.
Remark 10. It is known that the asymptotic behaviour of σt depends strongly on the initial
density function σ. If σ(q, p) = δ(q − q0, p− p0), then the motion is periodic and the period
is lm
p0
. If σ ∈ L1(Ω), then the spatial density asymptotically flattens with respect to q on
a circle (in the sense of the so-called weak limit). Namely, the Kozlov’s second theorem on
diffusion (Theorem 2 in [13]) says that there is a limit
lim
t→±∞
∫∫
Ω
σ(q − p
m
t, p)g(q, p) dqdp =
∫ +∞
−∞
[
1
2l
∫ l
−l
σ(q′, p) dq′
]
g(q, p) dqdp, (47)
2In the most general case, a classical state is defined as a probability measure on the phase space [47].
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if σ, g ∈ L2(Ω). Formula (47) is easily seen to be valid for σ ∈ L1(Ω), g ∈ D(K). Thus,
lim
t→±∞
σ(q − p
m
t, p) =
1
2l
∫ l
−l
σ(q′, p) dq′ in D ′(K), (48)
if σ ∈ L1(Ω). This is the sense in which the spatial density flattens.
The following theorem answers the questions posed above.
Theorem 3. 1) Let σ ∈ D ′1(K). Then there is a family of density operators ρ(~), ~ > 0, in
L2(−l, l) such that the corresponding Husimi functions ρ˜(~)converge to σ in D ′(K) as ~→ 0,
α→ 0, ~
α
→ 0.
2) Let, further, ρ
(~)
t = U
c
t ρ
(~)U c†t , and let ρ˜
(~)
t be the Husimi function of ρ
(~)
t . Then
lim[ρ˜
(~)
t (q, p, t)− σ(q −
p
m
t, p)] = 0 in D ′(K). (49)
Here the limit is performed as follows: ~→ 0, α→ 0, ~
α
→ 0, t = t(~), ~t
α
→ 0.
3) If σ ∈ L1(Ω), then equality (49) remains valid in the following limit: ~ → 0, α → 0,
~
α
→ 0, t→∞, ~t→ 0, ~t
α
→ 2mD ∈ (0,∞].
Proof. let σ = σ(q, p) be a function from S (K) (a particular case of distribution from
D ′(K)) satisfying the conditions of non-negativity and unit normalization. Then we define
ρ(~) =
∫∫
Ω
σ(q′, p′)P [υq′p′]
dq′dp′
‖υq′p′‖2 . (50)
The right-hand side depends on ~ because of the definition of the function υq′p′. Moreover,
we choose α in the definition of υqp to be a function of ~ (that is, α = α(~)), such that α→ 0
and ~
α
→ 0 as ~ → 0. For example, we can take α = C√~. The integral is understood in
the weak sense: ρ(~) is an operator such that for all ψ, χ ∈ L2(−l, l) we have
(ψ, ρ(~)χ) =
∫∫
Ω
σ(q′, p′)(ψ, P [υq′p′]χ)
dq′dp′
‖υq′p′‖2 =
∫∫
Ω
σ(q′, p′)(ψ, υq′p′)(υq′p′, χ)
dq′dp′
‖υq′p′‖2 .
We claim that ρ(~) is a density operator, that is, a positive operator with unit trace. Indeed,
the positivity of ρ(~) follows directly from the non-negativity of σ. To prove that ρ(~) is a
trace class operator and to calculate its trace, let us take an arbitrary orthonormal basis ui,
i = 1, 2, . . ., in L2(−l, l) and calculate
∞∑
i=1
(ui, ρ
(~)ui) =
∞∑
i=1
∫∫
Ω
σ(q′, p′)|(ui, υq′p′)|2 dq
′dp′
‖υq′p′‖2
=
∫∫
Ω
σ(q′, p′)
∞∑
i=1
|(ui, υq′p′)|2 dq
′dp′
‖υq′p′‖2 =
∫∫
Ω
σ(q′, p′) dq′dp′ = 1. (51)
Here the third equation follows from the Parseval–Steklov identity. To justify interchang-
ing the sum and the integral in the second equation, we note that since the sequence
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∑N
i=1 |(ui, υq′p′)|2, N = 1, 2, . . ., converges, it is bounded by some constant A. Then the
integrand is majorized by the integrable function Aσ and Lebesgue theorem enables us to
pass to the limit under the integral sign. Since the orthonormal basis was arbitrary, we have
proved that ρ(~) is a density operator, as required.
For t > 0, we have
ρ
(~)
t =
∫∫
Ω
σ(q′, p′)P [υq′p′,t]
dq′dp′
‖υq′p′‖2 ,
ρ˜
(~)
t (q, p) =
1
2pi~
∫∫
Ω
σ(q′, p′)|(υqp, υq′p′,t)|2 dq
′dp′
‖υq′p′‖2 .
Using formula (44), Theorem 1 (the case c = 0, D = 0) and Proposition 2, we get
lim[ρ˜
(~)
t (q, p)− σ(q −
p
m
t, p)] = 0,
uniformly on Ω (and, hence, in D ′(K)), where the limit is performed as indicated in part 2)
of the theorem. This proves parts 1), 2) of the theorem in the case when σ ∈ S (K) (part 1)
is obtained by putting t = 0). Parts 1), 2) for an arbitrary function σ ∈ D ′(K) follow since
S is dense in the set of locally integrable functions (that is, regular distributions), and the
set of regular distributions is dense in the space D of all distributions [32].
Namely, to obtain an arbitrary distribution σ ∈ D ′1(K) as a limiting case of a Husimi
functions, we take a sequence of functions σr ∈ S (K), tendingto σ in D(K) as r →∞ and
put
ρ(~) =
∫∫
Ω
σr(~)(q
′, p′)P [υq′p′]
dq′dp′
‖υq′p′‖2 . (52)
Here r(~) is a function tending to infinity as ~→ 0. Then the limit of the Husimi transforms
is the desired distribution σ.
For a distribution of the form σ(q, p) = δ(q − q0, p − p0), (q0, p0) ∈ Ω there is another
regularization, which is more straightforward than the general one (just described). We put
ρ(~) = P [
υq0p0
‖υq0p0‖
]. (53)
Then ρ
(~)
t = ρ
(~) = P [
υq0p0,t
‖υq0p0‖
]. By Theorem 1 (the case c = 0, D = 0) we have
ρ˜
(~)
t (q, p) =
1
2pi~‖υq0p0‖2
|(υqp, υq0p0,t)|2 → δ(q − q0 −
p
m
t, p− p0). (54)
We now prove part 3) of the theorem. Suppose that σ ∈ L1(Ω) and ρ(~) is defined (50)
or (52). By Theorem 1 (the case c = 0, D ∈ (0,∞]) we have
lim[ρ˜
(~)
t (q, p)−
∫ l
−l
σ(q − p
m
t+ q′, p)ϕD(q′) dq′] = 0
uniformly on Ω, where the limit is realized as indicated in part 3). On the other hand, we
have the convergence (48). Substituting this in the last formula, we see that
lim ρ˜
(~)
t (q, p) =
1
2l
∫ l
−l
σ(q′, p) dq′ (55)
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in D ′(K). Comparing (55) and (48), we conclude that (49) remains valid. The theorem is
proved.
We note that formula (49) does not hold if σ(q, p) = δ(q − q0, p − p0), (q0, p0) ∈ Ω, and
the limit is realized as in part 3) of Theorem 3. Indeed, define ρ(~) by formula (53). Then
ρ˜
(~)
t (q, p) =
1
2pi~‖υq0p0‖2
|(υqp, υq0p0,t)|2,
lim[ρ˜
(~)
t (q, p)− ϕD(q − q0 −
p
m
t)δ(p− p0)] = 0,
where ϕD(q − q0 − pmt) 6= δ(q − q0 − pm t) since D 6= 0.
Formula (49) with σ ∈ L1(Ω) also fails to hold if the limit is performed in the following
way: ~→ 0, α→ 0, ~
α
→ 0, t→∞, t− M
N
Trev → 0, where MN 6= 0 is a rational fraction and
Trev is defined by formula (14). For example, if
M
N
= 1, then
lim ρ˜
(~)
t (q, p) = σ(q, p)
while σ(q − p
m
t, p) satisfies formula (48).
Theorem 3 shows that an appropriate choice of a family of density operators enables us
to obtain in the semiclassical limit any classical density function. Thus, in this sense, there
are at least as many quantum states as classical states. This density function evolves in
accordance with the laws of classical mechanics at time scale Tcl independently of whether
it is a delta-function or an integrable function.
A difference appears at time scale Tcoll. We have seen that if σ is a delta-function, then the
classical dynamics deviates from the quantum dynamics because a quantum packet collapses
while a classical point-like particle remains the point-like particle for all time. Thus, the
Newtonian mechanics holds only at time scale Tcl. From the other side, if σ is an integrable
function, then Theorem 3 shows that the classical dynamics remains valid from the quantum-
mechanical point of view even at time scale Tcoll since it exhibits a collapse of spatial density
just as the quantum dynamics does.
In both cases, the classical dynamics deviates from the quantum dynamics at time scale
Trev because of the purely quantum effect of fractional revivals of packets.
Thus, functional classical mechanics remains valid at a larger time scale than the New-
tonian classical mechanics. Thus, it is preferable from the quantum-mechanical point of
view.
4.2 The case of quantum dynamics in a box
Since the family ωqp, (q, p) ∈ Ω is a resolution of unity in L2(−l, l), the Husimi transform
may be defined as
ρ˜(q, p) =
1
2pi~
TrP [ωqp]ρ =
1
2pi~
(ωqp, ρ ωqp),
where ρ is a density operator (a quantum state) in L2(−l, l) and ρ˜(q, p) is a density function
on the phase space Ω (a classical state). If ρ = P [ψ] for some ψ ∈ L2(−l, l), then
ρ˜(q, p) =
1
2pi~
|(ψ, ωqp)|2.
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The Husimi transform based on the functions ωqp is suitable for studying the correspondence
between the classical and quantum mechanics for a particle in a box. We pose the same
questions as in the case of a particle on a circle: is it true that every classical state can be
obtained as a semiclassical limit of Husimi functions of quantum states, and at which time
scale is this correspondence preserved for various classical states?
A difference of the box case from the circle case is that ω±l,0 ≡ 0, whence we have
ρ˜(±l, 0) = 0. Therefore, we restrict ourselves to those density functions σ which vanish in
some neighbourhoods of the points (±l, 0). This restriction is physically inessential since the
neighbourhoods can be arbitrarily small.
Let the quantum system evolve in time in the box: ρt = U
b
t ρU
b†
t , where U
b
t is the evolution
operator in a box as defined by formula (38) and ρ is an initial density operator. We again
denote the Husimi function of ρt by ρ˜t(q, p).
We can now prove an analogue of Theorem 3 for dynamics in a box. The non-negativity
and unit normalization of distributions in D ′(Ω) is defined as in D ′(K). We denote the set
of all non-negative and unit-normalized distributions in D ′(Ω) by D ′1(Ω).
Theorem 4. 1) Let σ ∈ D ′1(Ω) and the support of σ is disjoint from some neighbourhoods
of the points (±l, 0). Then there is a family of density operators ρ(~), ~ > 0, in L2(−l, l),
such that their Husimi functions ρ˜(~) converge to σ in D ′(Ω) as ~→ 0, α→ 0, ~
α
→ 0;
2) Let, further, ρ
(~)
t = U
b
t ρ
(~)U b†t , ρ˜
(~)
t and let ρ
(~)
t be the Husimi function of ρ
(~)
t . Then
lim[ρ˜
(~)
t (q, p, t)− σ(q −
p
m
t, p)] = 0 in D ′(Ω). (56)
Here the limit is performed as follows: ~→ 0, α→ 0, ~
α
→ 0, t = t(~), ~t
α
→ 0;
3) If σ ∈ L1(Ω), then equality (56) remains valid in the following limit: ~ → 0, α → 0,
~
α
→ 0, t→∞, ~t→ 0, ~t
α
→ 2mD ∈ (0,∞].
The proof is similar to the proof of Theorem 3 but we now use Theorem 1 instead of
Theorem 1. In particular, if σ ∈ S (Ω), then
ρ(~) =
∫∫
Ω
σ(q′, p′)P [ωq′p′]
dq′dp′
‖ωq′p′‖2 ,
and every distribution from D ′(Ω) can be approximated by functions from S (Ω). Note that
the integral on the right-hand side is well defined even though ω±l,0 = 0. This is because
we assumed that σ vanishes in some neighbourhoods of the points (±l, 0). But even if
we take an arbitrary σ ∈ S (Ω), the points (±l, 0) are not poles for the integrand by the
Cauchy-Bunyakovsky inequality:
1
2pi~
∫∫
Ω
|(ωqp, ωq′p′,t)|2
‖ωq′p′‖2 σ(q
′, p′) dq′dp′ ≤ ‖ωqp‖
2
2pi~
∫∫
Ω
σ(q′, p′) dq′dp′.
If σ has the form σ(q, p) = δ(q − q0, p − p0) for some (q0, p0) 6= (±l, 0), then we can
propose a special approximating family of operators ρ(~) = P [
ωq0p0
‖ωq0p0‖
].
Thus, our conclusions for dynamics in a box are the same as for dynamics on a circle.
The classical dynamics of a material point and the dynamics of a density function are both
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obtained in the limit ~→ 0 at time scale Tcl. But the Newtonian fails to describe the collapse
of the probability density and, hence, ceases to be valid at time scale Tcoll. Functional
mechanics, as well as quantum mechanics, exhibits the collapse of the probability density.
But it does not describe the revival of wave packets, which is, thus, a purely quantum
phenomenon having no analogue in classical mechanics. Hence, functional mechanics remains
valid at time scale Tcoll but not at time scale Trev. We see that functional mechanics remains
valid at a longer time scale than Newtonian one and, therefore, it is preferable from the
quantum-mechanical point of view.
Remark 11. In classical mechanics, analogues of the theorems on diffusion are proved for
systems of interacting particles [48]. Therefore, it would be useful to generalize the obtained
results to quantum dynamics of interacting particles on a circle and in a box, as mentioned
in Remark 7.
5 Quantum dynamics in a box of size known with a
random error
We have so far assumed that the length 2l of the box is known with the infinite accuracy. But
one of the basic postulates of functional mechanics says that the parameters of a physical
system cannot be measured with the infinite accuracy. Hence, if we wish to predict the
probability that the particle is in some place at a given time, we must replace the fixed
value l ∈ R by the density function f(l) of some probability distribution of the parameter
l. In particular, one can construct this function from the results of measurements [23]. The
dispersion of such a distribution may be very small, but it is always non-zero. Since Trev
depends on l, this breaks the exact periodicity of free quantum dynamics. Moreover, it turns
out that the spatial density in a finite volume has a limit as t→∞.
Theorem 5. Let ψl ∈ L2(−l, l), l > 0, be any family of state vectors such that |ψl(x)|2 is
integrable with respect to (x, l) on [−l, l] × [0,∞), and let f(l) be a continuous probability
distribution density supported on [0,∞) (that is, f(l) ≥ 0, ∫∞
0
f(l)dl = 1). Moreover, let
f(l) = o(lε), ε > 0, as l → 0). Then, there is a limit
lim
t→±∞
P (x, t) = P∞(x) =
∫ ∞
0
χl(x)
2l
[
1− 1
2
(ψl(y), ψl(y + 2x− 2l) + ψl(y − 2x+ 2l))
]
f(l) dl,
where
P (x, t) =
∫ ∞
0
χl(x)|ψt(x, t)|2f(l) dx,
χl(x) is the characteristic function of the interval [−l, l], ψl(x, t) = U bt ψl(x), and the functions
ψl are extended to the whole real line by the formula ψl(x+2nl) = (−1)nψl[(−1)n(x− 2nl)],
n = ±1,±2, . . ..
The function P (x, t) is the probability distribution density at time t taking account of
the random error in the determination of l. The value of P (x, t) for a given x contains
36
contributions from the functions |ψl(x, t)|2 over all l such that x lies in the interval [−l, l].
This explains the factor χl(x) in the expression for P (x, t).
Let us analyse the limit probability distribution P∞(x). The term∫ ∞
0
χl(x)
2l
f(l) dl
corresponds to the uniform distribution: χl(x)/2l is the uniform distribution on the interval
[−l, l], while the factor f(l) corresponds to the density of the probability that the half-length
of the interval is l. The additional term
∆(x) =
∫ ∞
0
χl(x)
4l
(ψl(y), ψl(y + 2x− 2l) + ψl(y − 2x+ 2l))f(l) dl
is, thus, a correction to the uniform distribution. Interestingly, it produces a dependence of
the limiting final probability distribution on the initial one. We shall prove below that this
correction tends to zero in the semiclassical limit. We also note that the limits as t→ +∞
and t → −∞, coincide, just as in the Kozlov’s theorems. This reflects the time symmetry
of quantum dynamics.
Proof. Let us expand the functions ψl(x, t) into a Fourier series
ψl(x, t) =
1√
l
∞∑
k=1
ak(l) sin
(
pik
2l
(x− l)
)
exp
{
−ipi
2~k2t
8ml2
}
and substitute this in the expression for P (x, t):
P (x, t) =
∫ ∞
0
χl(x)
l
∞∑
k,n=1
akan sin
(
pik
2l
(x− l)
)
sin
(pin
2l
(x− l)
)
× exp
{
−ipi
2~(k2 − n2)t
8ml2
}
f(l) dl.
By the Riemann–Lebesgue lemma, all terms with k 6= n tend to zero as t→ ±∞. Hence,
lim
t→±∞
P (x, t) = P∞(x) =
∫ ∞
0
χl(x)
l
∞∑
k=1
|ak|2 sin2
(
pik
2l
(x− l)
)
f(l) dl.
The theorem now follows from the formula
∞∑
k=1
|ak|2 sin2
(
pik
2l
(x− l)
)
=
1
2
∞∑
k=1
|ak|2
[
1− cos
(
pik
2l
(x− l)
)]
=
1
2
[
1− 1
2
(ψl(y), ψl(y + 2x− 2l) + ψl(y − 2x+ 2l))
]
.
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This result is rather unexpected since the quantum dynamics in a bounded domain is
commonly regarded as being almost periodic [1] and, hence, has no limit for large values of
time.
We have already mentioned that the limit distribution differs from the uniform one. To
estimate their difference ∆(x) in the semiclassical limit, we first assume that ψl = ωqp is a
coherent state (we omit the subscript l) and then represent an arbitrary state by an integral
over coherent states.
Proposition 6. Let ψl = ωqp for all l > 0. Consider the semiclassical limit ~, α,
~
α
→ 0.
Then ∆(x) tends to zero in the weak sense, that is, for every element σ of the space S (R)
of rapidly decaying functions we have∫ +∞
−∞
∆(x)σ(x) dx→ 0.
Proof. Expanding σ into the Fourier integral
σ(x) =
1√
2pi
∫ +∞
−∞
σ˜(λ)eiλxdλ
and using the formulae ωqp(y+2x− 2l) = ω−q−2x,−p(y) and ωqp(y− 2x+2l) = ω−q+2x,−p(y),
we get∫ +∞
−∞
∆(x)σ(x) dx =
1
4
√
2pil
∫ +∞
−∞
dλ σ˜(λ)
∫ ∞
0
dl f(l)
∫ +∞
−∞
(ωqp, ω−q−2x,−p + ω−q+2x,−p) dx.
Calculating the integral over x (the calculation is analogous to those in Section 3), we see
that this expression tends to zero. The proposition is proved.
Consider again arbitrary functions ψl ∈ L2(−l, l), l > 0, and express them as integrals
over coherent states (a corollary of (36)):
ψl =
1
2pi~
∫∫
Ω
g(q, p)ωqp dqdp,
where g(q, p) = (ωqp, ψl). We perform the semiclassical limit in the following way. As usual,
let ~, α, ~
α
tend to zero as parameters of the state ωqp, but let the function g remains constant.
In other word, the dependence of ψl on ~ and α is such that the scalar product (ωqp, ψl)
coincides with the fixed function g(q, p).
Corollary 3. Under this semiclassical limit of arbitrary functions ψl, we have ∆(x)→ 0 in
the weak sense.
The proof can be performed by a direct calculation.
We recall that the weak convergence of probability density functions is sufficient from a
physical point of view [13, 14, 15].
Thus, taking account of the inevitable random error in measuring the size of the box,
we see that the probability distribution of the position of a particle in a box has a limit as
t→∞, and the limiting distribution is non-uniform and depends on the initial one. But in
the semiclassical approximation, the limiting distribution becomes uniform.
38
Acknowledgements
The authors are grateful for useful remarks and discussions to M.V. Berry, S.V. Bolotin,
S.Yu. Dobrokhotov, J.R. Klauder, V.V. Kozlov, V. I. Man’ko, A.G. Sergeev,
O.G. Smolyanov, A.D. Sukhanov, D.V. Treshchev, B. L. Voronov, V.V. Vedenyapin, and
E. I. Zelenov. This work was partially supported by the Russian Foundation for Basic Re-
search (project 11-01-00828-a), the Russian Federation’s President Programme for the Sup-
port of Leading Scientific Schools (project NSh-2928.2012.1), and the Programme of the
Division of Mathematics of the Russian Academy of Sciences.
Appendix
Here we make a remark on the modular property of the theta-function
θ(z, τ) =
+∞∑
k=−∞
exp{−piτk2 + 2piikz}, z, τ ∈ C, Re τ > 0,
in a form applicable to the properties of quantum coherent states on an interval.
We have the well-known modular relation
θ
(
z
iτ
,
1
τ
)
=
√
τe
piz2
τ θ(z, τ). (57)
To see this, rewrite it in the form
1√
τ
+∞∑
n=−∞
exp
{
−pi(z − n)
2
τ
}
=
+∞∑
k=−∞
exp{−piτk2 + 2piikz} (58)
Express z ∈ C in the form z = x + iy, x, y ∈ R. The left-hand side of (58) belongs to
L2(0, 1) as a function of x for fixed y and τ . Hence, it can be expanded into a Fourier series
with respect to the orthonormal basis {eipikx, k = 0,±1,±2, . . .}:
1√
τ
+∞∑
n=−∞
exp
{
−pi(x+ iy − n)
2
τ
}
=
+∞∑
k=−∞
ake
ipikx. (59)
We find the Fourier coefficients in the following way:
ak =
1√
τ
+∞∑
n=−∞
∫ 1
0
exp
{
−pi(x+ iy − n)
2
τ
− ipikx
}
dx
=
1√
τ
∫ +∞
−∞
exp
{
−pi(x+ iy)
2
τ
− ipikx
}
dx = exp{−piτk2 + 2piik(iy)}.
Substituting this expression in (59), we obtain (58).
Thus, the modular property of the theta-function can be viewed as a rephrase of the
Fourier series expansion of the function which is the sum of the Gaussian functions centred
at the integer points.
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