Abstract. We study the convergence of a class of discrete-time continuous-state simulated annealing type algorithms for multivariate optimization. The general algorithm that we consider is of the form Xk § ~ = Xk --ak(VU(Xk) + (k) + bkWk . Here U(-) is a smooth function on a compact subset of Nd, {r is a sequence of R<valued random variables, { Wk} is a sequence of independent standard d-dimensional Gaussian random variables, and {ak}, {bk} are sequences of positive numbers which tend to zero. These algorithms arise by adding decreasing white Gaussian noise to gradient descent, random search, and stochastic approximation algorithms. We show under suitable conditions on U(. ), {r {ak}, and {bk} that Xk converges in probability to the set of global minima of U(. ). A careful treatment of how Xk is restricted to a compact set and its effect on convergence is given.
The analysis of the convergence w.p.1 of {Zk} is usually based on the convergence of an associated ordinary differential equation (ODE) 
~(t) = -VU(z(t)).
This approach was pioneered by Ljung [3] and further developed by Kushner and Clark [4] , Metivier and Priouret [5] , and others. Kushner and Clark also analyzed the convergence in probability of {Zk} by this method. However, although their theory yields much useful information about the asymptotic behavior of {Zk} under very weak assumptions, it fails to obtain Zk ~ S* as k ~ ~ in probability unless S = S* is a singleton: see p. 125 of [4] .
Consider a modified stochastic descent algorithm (1.2)
Xk+l = Xk --ak(VU(Xk) + ~k) + bkWk,
where {Wk} is a sequence of independent Gaussian random variables with zero-mean and identity covariance matrix, and {bk} is a sequence of positive numbers with bk ~0. The bkWk term is added in artificially by Monte Carlo simulation so that {Xk} can avoid getting trapped in a strictly local minimum of U(.). In general, Xk ~ S* as k ~ oe w.p.1 (for the same reasons that Zk ~ S* as k ~ oe w.p.1). However, under suitable conditions on U(. ), {r {ak}, and {bk}, and assuming that {Xk} is bounded, we shall show that Xk ~ S* as k--* oe in probability. In particular, if U(. ) is well behaved, a k = A/k and b 2 = B/k log log k for k large where B/A > Co (a constant which depends on U(.)), {~k} are independent with E{[~k] 2} = O(a~) and [E{~k}L = O(a~) where ~ > -1, fl > 0, and {Xk} is bounded by a suitable device, then Xk--+ S* as k ~ Go in probability.
We actually require a weaker condition than the independence of the {~k}; see Section 2.
Our analysis of the convergence in probability of {Xk} is based on the convergence of what we call the associated stochastic differential equation (SDE) (1.3)
dx(t) = -VU(x(t)) dt + c(t) dw(t),
where w(.) is a standard d-dimensional Wiener process and c(.) is a positive function with c(t) --* 0 as t ~ oo (take tk = ~,=0 a, and bk x/~kC(tk) to see the relationship between (1.2) and (1.3)). The simulation of the Markov diffusion x(. ) for the purpose of global optimization has been called continuous simulated annealing. In this context, U(x) is called the energy of state x and T(t) = c2(t)/2 is called the temperature at time t. This method was first suggested by Grenender [6] and Geman and Hwang [7] for image processing applications with continuous grey levels. We remark that the discrete simulated annealing algorithm for combinatorial optimization based on simulating a Metropolis-type Markov chain [8] , and the continuous simulated annealing algorithm for multivariate optimization based on simulating the Langevin-type Markov diffusion discussed above both have a Gibbs invariant distribution oc exp(-U(x)/T) when the temperature is fixed at T. The invariant distributions concentrate on the global minima of U(. ) as T-4 0. The idea behind simulated annealing is that if T(t) decreases slowly enough, then the distribution of the annealing process remains close to the Gibbs distribution oc exp(-U(x)/T(t)) and hence also concentrates on the global minima of U(. ) as t -4 ~ and T(t) -40. Now the asymptotic behavior of x(. ) has been studied intensively by a number of researchers [7] , [10] - [12] . Our work is based on the analysis of x(.) developed by Chiang et al. [11] who prove the following result: if U(.) is well behaved and eZ(t):-C/log t for t large where C > Co (the same Co as above), then x(t) -4 S* as t -4 oc in probability.
The actual implementation of (1.3) on a digital computer requires some type of discretization or numerical integration, such as (1.2). Aluffi-Pentini et al. [13] describe some numerical experiments performed with (1.2) for a variety of test problems. Kushner [12] was the first to analyze (1.2) but for the case of a k = b k = A/log k, k large. Our work differs from [12] in the following ways. First, we give a careful treatment of how the trajectories of {Xk} are bounded and its effect on the convergence analysis. Although bounded trajectories are assumed in [12] , a thorough discussion is not included there. Second, although a detailed asymptotic description of X, as k -4 oe is obtained in [12] , in general, X, ~ S* as k -4 oe in probability unless ~, = 0. The reason for this is intuitively clear: even if {~,} is bounded, ak~k and akVCk can be of the same order and hence can interfere with each other. On the other hand, we get X, -4 S* as k -4 0o in probability for ~k ~ 0 and in fact for ~k with E{l~kl 2} ----O(k 0 and 7 < 1. This has practical implications when VU(.) is not measured exactly: we give a simple example. Finally, our method of analysis is different from [12] in that we obtain the asymptotic behavior of X k as k -4 oe from the corresponding behavior of x(t) as t-4 o0. Our analysis, like Kushner's [12] , requires that we bound the trajectories of {Xk}. We proceed as follows. Take D to be a closed ball in ~d, say D = {x: Ixl -< r}. 
dx(t) = -VU(x(t)) dt + c(t)a(x(t)) dw(t).
In what follows we make the following assumptions. Let 0 < ro < r~ < r (typically r -ro ~ 1). (A6) rc ~ has a unique weak limit rc as e ~ 0.
We remark that ~ concentrates on S*, the global minima of U(. ). The existence of ~ and a simple characterization in terms of the Hessian of U(.) is discussed in [14] . We also remark that under the above assumptions, it is clear that x(t) always stays in D, and it can be shown (see the remark following Proposition 1) that )~k eventually stays in D.
For a process u(.) and function f(.), let Et,.u,{f(u(t))} denote conditional expectation given u(t 1) = u 1 and let Eta, ,I; t2, u2 { f(u(t))} denote conditional expectation given u(tl)= ul and u(t2)= u2 (more precisely, these are suitable fixed versions of conditional expectations). Also for a measure ~t(. ) and a function f(. ) is defined in [11] in terms of the action functional for the dynamical system
~(t) = -VU(z(t)).
The constant C 1 depends only on U(x) for Ixl ~ ro and is given by
In [11] only C > Co and not C < Ca is required; however, U(x) and VU(x) must satisfy certain growth conditions as I xl ~ oo. Note that a penalty function can be added to U(.) so that C1 is as large as desired. Here is our theorem on the convergence of {X,}.
THEOREM. Let ~ > --1, fl > O, and C O < B/A < C1. Then for any continuous
function f (. ) on D (2.4) lim Eo,~{f(Xk) } = re(f) k~ao uniformly for x E D.
Since rc concentrates on S*, (2.3) and (2.4) imply x(t) --. S* as t --. oo and
Xk --* S* as k ~ oo in probability, respectively.
The proof of the theorem requires the following three lemmas. Let {tk} and fl(. ) be defined by
It is easy to check that fl(s) is well defined by this expression and in fact satisfies The proofs of Lemmas 1 and 2 are given in Section 3 and Lemma 3 is proved in Section 4. Note that the lemmas are concerned with approximations on intervals of increasing length (Tt, -t, ~ ~ as n ~ oo, fl(s) -s ~ 0o as s ~ oo). Lemma 3 is a modification of results obtain in [11] for a nondegenerate diffusion (a(x) = 1 for all x in (2.2)).
We now show how the lemmas may be combined to prove the theorem.
PROOF OF THE THEOREM. Choose T as in Lemma 3. Note that fl(s) is a strictly increasing function and s + s 2/3 <_ fl(s) <_ s + 2s 2/3 for s large enough. Hence for k large enough we can choose s such that tk = fi(S + T). Clearly, s < tk and s ~ Go as k --, oo. Furthermore, for k and hence s large enough we can choose n such that t. <_ tk <-yr, and t, _< s _< t, + 1. Clearly, n < k and n --* c~ as k -* 0o. We can write [4] it can be shown that such a random directions algorithm can be written in the form of(1.2) with E{~kl~k} = O(hk) and ~k = O(1) where {hk} are the finite difference intervals (hk ~ 0). Hence the conditions of the theorem will be satisfied and convergence will be obtained provided hk = O(k-~) for some 7 > 0-4 Our theorem, like Kushner's [121 requires that the trajectories of {Xk} be bounded. However, there is a version of Lemma 3 in [11] which applies with D = ~a assuming certain growth conditions on U(-). We are currently trying to obtain versions of Lemmas 1 and 2 which also hold for D = R a. On the other hand,
we have found that bounding the trajectories of {Xk} seems useful and even necessary in practice. The reason is that even with the specified growth conditions I Xkl tends occasionally to very large values which leads to numerical problems in the simulation.
3. Proofs of Lemmas 1 and 2. Throughout this section it is convenient to make the following assumption in place of (A4):
(A4') c2(tk) = C/log log k, k large, where C > 0, and c2(.) is a piecewise linear interpolation of {r }.
Note that under (A4') C2(t) ~ C/log t as t --~ ct3, and if B/A = C, then b k = X/~RRC(tk)
for k large enough. The results are unchanged whether we assume (A4) or (A4'). We also assume that ak, bk, and c(t) are all bounded above by 1. In the following cl, c2 ..... denote positive constants whose value may change from proof to proof. We start with several propositions.
PROPOSITION 1.

P{Xk+I r D j~-k} = O(a 2 +~) as k --+ co, uniformly w.p.1.
PROOF. We shall show that for k large enough (and w.p.1)
2)
P{2k+~bD, lGl~/kl&} ~c2a 2+~, IXkl<r,, 4 Note that we are assuming that VU(. ) is known exactly (and points outward) in a thin annulus near the boundary of D so that assumptions (A1) and (A5) are satisfied; this could be accomplished by using a penalty function in a straightforward manner. []
k:tn <--tk <<_ ?tn
REMARK. Proposition 2 is used to make the long time comparisons in the proofs of Lemmas 1 and 2. Proposition 2 does not hold if we take a k = A/k ~ for t/< 1.
Define 3( "," ) by x(t) = x(s) -(t -s)(VU(x(s)) + r t)) + c(s)G(x(s))(w(t) -w(s))
for t_> s_> O. 
E{l~(t, t + h)l 2 Ix(t)} = O(1),
E{~(t, t + h)lx(t)} = O(h 1/2) as h ~ O, uniformly for a.e. x(t) e D and t >_ O.
PROOF. We use some elementary facts about stochastic integrals and martingales (see [15] ). First write
h~(t, t + h) = (VU(x(u)) -VU(x(t))) du
*3t ~
t+h --(c(u)a(x(u)) --c(t)~(x(t))) dw(u). ~t
Now a standard result is that
E,.x{lx(t + h) -x(t)[ 2} = O(h)
as h--* 0, uniformly for x e D and t in a finite interval. In fact, under our assumptions the estimate is uniform here for x e D and all t > 0. Let K1, K1 be Lipshitz constants for VU(.), a(.), respectively. Also note that c(.) is piecewise continuously differentiable with bounded derivative (where it exists) and hence is also Lipshitz continuous, say with constant K 3. Hence (3.5) and 
Et, x{f tt+h (c(u)a(x(u))-c(t)a(x(t)))dw
(u)2 } f t+h = E~,~{Ic(ulo(x(u)) -c(t)a(x(t))l 2} du it < 3K~ E,,~{Ix(u) -x(t)l 2 } du + 3K~ (u -0 2 du = O(h 2)
Et, x{lx(t+h)-x(t)12}=O(h)
as h~0
uniformly for x ~ D and all t > 0 (this is a standard result except for the uniformity for all t which was remarked on in Proposition 3 
z(s + T) < r o.
This follows from the fact that
fs r fs dw(u) ,
where K is a Lipshitz constant for VU (. ) . Hence by Gronwall's inequality
Hence by the Martingale inequality []
