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SUMMARY
This paper presents a practical approach for the application of real seismic amplitude
data in the context of re£ection seismic tomography. The estimation of recorded seismic
amplitudes from re£ection seismic gathers is performed with the aid of pre-stack time
migration, which enhances continuity and re£ection strength and reduces re£ection
point dispersal and di¡raction e¡ects. Moreover, contraction of the Fresnel zone by
migration brings the amplitudes closer to the ray amplitudes assumed in the inversion.
De-migration of the amplitudes follows, so that we recover a set of ‘true’ observations
for input to inversion. To make the amplitude inversion robust, the e¡ect of noise in
the amplitude data is mitigated by applying iteratively a locally reweighted regression,
which can e⁄ciently reject amplitude outliers. This approach is applied to a re£ection
seismic pro¢le from the North Sea to constrain the geometry of a stack of interfaces
by using both the amplitude inversion and a joint inversion with traveltime data. The
application example represents a valuable contribution to the discussion of how the
combined e¡ort of imaging and inversion of seismic data should be organized when we
are dealing with ¢eld data.
Key words: amplitude inversion, inverse problem, re£ection seismology, seismic
processing, tomography.
1 INTRODUCTION
The use of amplitude information in re£ection seismic tomo-
graphy has been investigated on synthetic experimental data
(Wang & Houseman 1994, 1995; Wang & Pratt 1997, 2000).
For practical application, however, the extraction of ampli-
tudes from a speci¢ed seismic event is a problem. Raw seismic
records are frequently distorted by wave propagation e¡ects such
as di¡ractions, crossing arrivals and caustics. The distortion
of seismic events makes the picking of traveltimes and ampli-
tudes tedious. In some circumstances, even the identi¢cation
of a re£ection is di⁄cult. To overcome these di⁄culties, some
researchers (e.g. Stork 1992; Grau & Lailly 1993) have suggested
performing picking with the aid of migration. Migrating the
data moderates many of the problems in using unmigrated
data. Identifying arrivals and estimating the amplitudes or other
data parameters should be easier on migrated common-o¡set or
common-re£ection-point (CRP) gathers than on unmigrated
gathers. Moreover, contraction of the Fresnel zone by migration
brings the amplitudes closer to the ray amplitudes assumed
in the inversion. By taking advantage of migrated gathers, we
attempt to implement a practical inversion scheme for interface
geometry using re£ection seismic amplitudes.
Tomography using data from pre-stack migrated gathers
was ¢rst proposed in the context of traveltime inversion. Stork
(1992) suggested determining a velocity model by optimizing
the consistency of imaged re£ection events on a CRP gather,
that is, adjusting the velocity by means of tomography to £atten
the re£ections on pre-stack depth-migrated CRP gathers. The
input data for tomography are time deviations derived from
the apparent depth deviations of re£ection events on CRP
gathers. Such deviations are presumably due to the inaccuracy
of the velocity model adopted in migration. This method
was also used by Koslo¡ et al. (1996). Grau & Lailly (1993)
proposed a sequential migration-aided re£ection tomography
(SMART) method, in which traveltimes picked from migrated
gathers are de-migrated kinematically and used as the input for
tomography. In those methods, re£ectors picked from depth-
migrated gathers are used as a structural model for ray tracing
in subsequent tomographic inversions to improve the velocity
estimate. Bording et al. (1987) and Dyer &Worthington (1988),
in their respective two-part schemes of migration plus tomo-
graphy, also exploited the ability of depth migration to deter-
mine suitable re£ector locations for the velocity ¢eld obtained
by tomography. However, the results of ray tracing are very
sensitive to inaccuracies in the location of migrated re£ections
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(Jannaud 1995) and, unfortunately, re£ector locations predicted
by migration are intrinsically inaccurate, due to the inaccuracies
in the velocity ¢eld (yet to be determined) used in the migration.
Ultimately, the estimation of useful subsurface models may
bene¢t from the use of amplitude information. Re£ection ampli-
tudes recorded at the surface are especially sensitive to inter-
face geometry and relatively insensitive to velocity variations
within layers bounded by interfaces (Wang &Houseman 1995).
Even if the velocity distribution is not given accurately, the
geometry of an interface can be determined satisfactorily
by amplitude inversion (Wang & Houseman 1994). In this
paper, therefore, we make the assumption that amplitudes are
mainly sensitive to the geometry of re£ecting horizons (that
is, focusing/defocusing e¡ects of curved interfaces) and the
velocity contrasts at the interfaces, and that the amplitude
e¡ects of continuously varying velocity anomalies within a layer
are small. We explore models containing variable-geometry
re£ectors separating constant-velocity layers by means of a ray-
based inversion, using amplitude data picked from pre-stack
gathers after time migration.
The time migration is performed on the pre-stack seismic
gathers in the common-o¡set domain. The amplitudes esti-
mated from these migrated gathers are de-migrated so that they
can be considered as di¡raction-free amplitudes for the input
to inversion. As those amplitudes still contain considerable
noise, they are winnowed iteratively by a locally reweighted
regression (LOESS) method (Cleveland & Grosse 1991). The
amplitude data are used, both separately and in a joint inver-
sion with traveltime data, to constrain the geometry of a stack
of interfaces. The method is demonstrated using seismic data
from a North Sea re£ection pro¢le.
2 AMPLITUDES ESTIMATED FROM
MIGRATED GATHERS
2.1 Pre-stack time migration
The North Sea seismic data used in this paper are shown in
Fig. 1, in which each trace is the stack of a common-midpoint
(CMP) gather after pre-stack time migration. Each CMP
gather consists of 66 traces, with a minimum o¡set of 199 m
and a group interval of 33.33 m. By migrating the gathers,
the re£ection events are more visible than on the original ¢eld
data, which su¡er from re£ection point dispersal. Compared to
depth migration, which was used by Bording et al. (1987), Dyer
& Worthington (1988), Stork (1992) and Grau & Lailly (1993)
to determine interfaces when a traveltime inversion was used to
determine the velocity ¢eld, time migration has advantages:
to collapse the di¡ractions in a time section successfully, one
requires a less accurate subsurface velocity model than is
required for accurate depth migration (Hatton et al. 1986). If
we perform common-o¡set time migration and then back out
the implicit amplitude compensation in migration, it turns
out that the subsequent interface inversion is not particularly
sensitive to potential errors in the migration velocity.
The entire £ow of the migration processing employs a
forward normal-moveout (NMO) correction step, followed
by dip-moveout (DMO) correction and time migration on
zero-o¡set traces (Deregowski 1990). The process can remove
re£ection point dispersal in moderately dipping structures,
and improve lateral resolution. A Fourier transform migration
method (Stolt 1978) is used for the zero-o¡set time migration.
A laterally invariant velocity model is usually used and often
Figure 1. North Sea seismic re£ection section, used as the reference pro¢le for the amplitude inversion test, in which ¢ve re£ections are
considered.
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results in better imaging than the use of an over-complex,
underconstrained velocity model. Although such a 1-D velocity
migration will not make non-hyperbolic events hyperbolic,
it will nevertheless signi¢cantly reduce the re£ection point
dispersal for shallow-dipping events. In addition, owing to the
inherent simplicity of the velocity model and of the image ray,
we can easily work out the e¡ect of amplitude compensation
in the migration. This e¡ect must be removed from the
amplitudes picked from the migrated gathers.
2.2 Reference traveltimes
The essential properties of time-migrated common-o¡set data
can be understood in terms of the CMP gather, which is the
collection of traces with a common image-ray location selected
from the multiple images of the re£ector. Since those traces are
NMO corrected (as a forward NMO step is employed before
the time migration process), they can be summed into one trace
of the stacked section, as shown in Fig. 1. From the stack
pro¢le of Fig. 1 we pick the re£ection time, which is in turn
used as an initial reference time in a cross-correlation process
for extracting the amplitudes. For the example data set of
Fig. 1, ¢ve re£ections (including the sea-bottom re£ector) are
picked; the reference traveltimes are shown in Fig. 2, in which
601 CDPs are considered.
Before we pick the amplitudes and further consider the
inversion procedure, a pilot analysis of the re£ections is needed.
The link between a recorded primary re£ection signal and a
reliable seismic re£ectivity model constructed from a well log
is established and depicted in Fig. 3. A broad-band synthetic
seismogram computed from well logs is matched with the
pre-stack migrated CMP gather by using the coherence tech-
niques developed byWhite (1980) and Walden &White (1984).
In Fig. 3, the traces from left to right are, respectively, the
impedance log, the broad-band synthetic, the estimated wavelet,
the ¢ltered synthetic, the data segment and the residuals. The
normalized mean square error in the ¢ltered synthetic is 0.03,
signifying a very accurate match. The arrows indicate the
points on the waveforms picked for re£ections 4 and 5.
2.3 Extraction of re£ection amplitudes
The extraction of amplitudes for each trace of a CMP gather is
based on a cross-correlation with the stack, where stability of
the picking is achieved from cross-correlating waveforms.
There are hardly any o¡set amplitude data available for
re£ection 1 because of the muting of the shot gathers (to
remove the direct and refracted wave trains). For the remain-
ing four re£ections, the signal-to-noise ratios of the amplitude
data decrease markedly with increasing depth. As we know,
for a multilayered model with interfaces of a generally curved
nature, a time-migration process can provide a complete
migration only for the uppermost interface (Hubral 1977). The
stronger the velocity variations and the steeper the structure,
the less complete the migration. Thus the distortions of wave
propagation e¡ects in the original gathers are not completely
removed, and the picking of amplitudes for deeper re£ections is
still problematic. Nevertheless, the time migration has made
amplitude picking much easier, by collapsing di¡ractions,
unwrapping triplications, etc., than picking from the original
unmigrated gathers.
The common-o¡set stack technique, which is used in
exploration seismic processing (Ostrander 1984), could be
adopted here to reduce further the e¡ects of remaining wave
distortions after time migration. It sums traces from several
CMP gathers that have the same o¡set to produce a trace
suitable for amplitude picking. In this paper, however, we
simply select the median amplitude at a given o¡set from three
adjacent CDPs to form the input data set of the inversion. This
process is similar to the common-o¡set stack but can partially
avoid the smearing of amplitude information caused by trace
summing. Consequently, amplitude data from 201 CDPs are
Figure 2. Re£ection times picked from the reference pro¢le shown
in Fig. 1. The re£ection time is used as a reference time in a cross-
correlation procedure for picking the relative re£ection amplitudes on
individual traces of CMP gathers.
Figure 3. Matching the broad-band well-log synthetic seismogram
with the migrated seismic trace at the well over a 1400^2300 ms time
interval. The seismic wavelet in trace 3 is plotted with its time zero at
1560 ms. The ¢ltered synthetic in trace 4 is the broad-band synthetic
¢ltered by the estimated seismic wavelet. The arrows indicate the
trough peaks picked as reference times for re£ections 4 and 5 in Fig. 2.
ß 2000 RAS, GJI 142, 162^172
164 Y.Wang, R. E.White and R. G. Pratt
used in the inversion. The horizontal distance between two
selected CDPs is 50 m. The amplitude data from re£ection 3,
for example, are shown in Fig. 4(a).
2.4 De-migration of amplitudes
De-migration processing consists of two steps. The ¢rst step is
the de-migration of position. Considering the 1-D model (that
is, velocities are depth-controlled) and ignoring the e¡ect of the
overburden structure, we can easily determine the horizontal
coordinate xm of a re£ection point, since the image ray of a
zero-o¡set re£ection is a vertical straight ray in this case. We
also have the migrated time tm (Fig. 2) and the time slope
bm. The unmigrated time slope bu, unmigrated time tu and
unmigrated position xu may be obtained from
bu~
2
o
sin[tan{1 (bmo/2)] , (1)
tu~
tm
1{b2uo2/4
q (2)
and
xu~xmztu buo2/4 (3)
(Whitcombe 1994; Whitcombe & Carroll 1994), where these
equations are formulated with constant velocity o. For the 1-D
case, the migration velocity is used. Each data point is then
moved back to its unmigrated position with CDP coordinate
xu. Note that here we assume a limited source^receiver o¡set
and a small slope of re£ection.
Let us now consider the second step, de-migration of
amplitudes. The migration process has partly, depending on
its completeness and correctness, compensated the amplitudes
of primary re£ections due to spherical divergence along the ray
path and the focusing/defocusing from re£ector curvature.
These amplitude compensations need to be removed so that one
has ‘true’ amplitudes for the tomographic inversion, although
amplitude de-migration would not compensate for defects in the
pre-processing. The amplitude changes in a migration process
are rather intricate compared to the changes of kinematical
elements. However, with a 1-D (vertically varying) velocity
model, approximate expressions for the changes in the re£ection
amplitudes can be used.
Denoting the e¡ect corresponding to spherical divergence
along the ray by Gs, and the e¡ect associated with the focusing
and defocusing due to the curvature of the re£ector by Gc, the
de-migration of an amplitude ~A estimated from the migrated
gathers can be explicitly written as
A~Gs Gc ~A , (4)
where A is the ‘true’ amplitude for the input to inversion. The
Appendix derives Taylor expansions in the o¡set coordinate
y for Gs and Gc, assuming pre-stack time migration using a
1-D velocity model. The e¡ect of spherical divergence can be
Figure 4. Amplitudes of re£ection 3. (a) Raw amplitudes picked from the pre-stack migrated gathers; (b) de-migrated amplitudes; (c) de-migrated
amplitudes smoothed by the robust LOESS method; (d) amplitudes predicted from the inversion model.
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approximated by
Gs&ls 1z 1{
o2rms
o20
 
l2sy
2
 1=2
, (5)
where ls is the quantity de¢ned by ls~o0/[o2rmst( y)], o0 is
the velocity in the vicinity of the source point, orms is the
root-mean-square velocity, and t( y) is the re£ection traveltime.
The focusing and defocusing arising from re£ector curvature,
which is compensated by migration, is predicted by the
following equation:
Gc&[1{(z(2z((1{2()l2c y
2]1=2 , (6)
expressed in terms of (~R/Rc, and lc~oz/[o2rmst( y)], where
R is the length of the normal-incidence ray, Rc is the radius
of curvature of the re£ector, and oz is the local velocity in
the vicinity of the re£ector. Note that eq. (6) is a small-dip
approximation of expression (A15) derived in the Appendix. A
complete (and also correct) migration along the 2-D pro¢le
removes the e¡ects of curvature in the direction of the pro-
¢le, but the e¡ects of curvature in the direction perpendicular
to the line remain.
The velocities used in eqs (5) and (6) are the migration
velocities actually used in the pre-stack time migration. For
the calculation of the ratio ( in eq. (6), given the traveltimes
at zero-o¡set T0(x) shown in Fig. 2, we make approximations
R~ormsT0 and 1/Rc~ormsT 000 /2, evaluated in terms of the
traveltime at zero-o¡set and its second derivative with respect
to the horizontal coordinate x. Linear or spline interpolations
of the crudely picked reference times seem too coarse and do
not provide steady estimates for T 000 . Instead, we use a least-
squares regression to invert for a smoothly varying function
T0(x).
The re£ection amplitudes, after the amplitude de-migration,
of re£ection 3 are shown in Fig. 4(b).
2.5 Winnowing amplitudes by LOESS
The estimated de-migrated amplitudes from the migrated
CMP gathers contain considerable noise. We then winnow
these noisy data, using a locally weighted regression (LOESS)
that smoothes the data by ¢tting a locally quadratic surface
using weighted least squares (Cleveland 1979; Cleveland &
Grosse 1991).
The weight in the least-squares ¢tting is set initially to be a
decreasing tri-cube function,
w(xi)~
(1{juj3)3 , jujƒ1
0 , juj > 1
(
, (7)
where u~(xi{xtar)/r is a normalized distance from the target
point xtar, and r is a given radius from xtar enclosing K neigh-
bours. The weight w(xi) on the observation at point xi is used in
¢tting the regression through the K neighbours of xtar.
Once we obtain a locally quadratic surface, we can also
down-weight the contribution of observations identi¢ed by
their large residuals from the ¢tted values as likely outliers.
The weight is given by a bi-square function,
a(xi)~
(1{u2)2 , jujƒ1
0 , juj > 1
(
, (8)
where u~ei/(6em), ei is the residual at point xi, and em is the
median of the absolute residuals jeij over theK neighbours. The
procedure for down-weighting the large residuals is iterated
several times, with the product weight a(xi)w(xi).
Fig. 4(c) shows the winnowed, or smoothed, amplitudes
corresponding to the de-migrated data of Fig. 4(b). The number
of neighbourhoods (parameter K) used in the 2-D LOESS
smoothing is 10 per cent of the total number of data points.
Four robustness iterations were performed to guard against the
e¡ect of outliers. Since the amplitude inversion is signi¢cantly
sensitive to the noise in the data, the reweighted least-squares
smoothing essentially down-weights the large picking errors
or outliers and thereby makes the procedure robust in ¢nd-
ing the optimum solution. Although the smoothing is per-
formed arithmetically, logarithmic data are used as the input
to inversion. Working in the logarithmic domain reduces the
non-linearity of the problem and makes it more stable than
inversion from arithmetic data. For comparison, Fig. 4(d)
shows the amplitude data predicted from the inversion model
described in the following section.
There is a risk that LOESS, or any other pre-inversion pro-
cessing, could remove useful information that, once lost, would
never be recovered by inversion. To verify the e⁄cacy of the
robust LOESS, the same winnowing process is also applied to
the traveltime data. The raw and winnowed traveltime data are
shown in Fig. 5.We can clearly see that the robust LOESS used
here eliminates only the outliers, and the winnowed output is
truly a regression of the data, with noise much reduced. It is
therefore reasonable to assume that the distributions of the
data errors are now homogeneous, when we use the smoothed
data as the input to the following inversion.
3 INVERSION PROCEDURE
3.1 Recapitulation of the inversion method
The amplitudes extracted from pre-stack time-migrated
gathers (followed by de-migration and smoothing as described
in the previous section) are used, separately or jointly with
Figure 5. Re£ection traveltimes and smoothed data sets.
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traveltime data, to invert for the geometry of re£ection inter-
faces. The subsurface model is assumed to be a multilayered
structure with curved interfaces separating constant-velocity
layers. The interface is parametrized by a truncated Fourier
series,
Z(x)~a0z
XN
n~1
[an cos (n*k x)zbn sin (n*k x)] , (9)
where a0 is the mean depth of the interface, an and bn are the
coe⁄cients of the nth harmonic function with wavenumber
n*k, and *k is the fundamental wavenumber. In the inversion
example, we set *k~0:1n km{1. Each interface is de¢ned by
N~20 harmonic components. Therefore, there are 41 interface
parameters, plus one velocity parameter, for each re£ector in
the inversion.
Denoting the model parameters by a vector m, we de¢ne the
inversion objective function as
S(m)~[ f (m){d]TC{1D [ f (m){d] , (10)
where f (m) is the vector of data prediction, d is the vector of
input data of the inversion, and C{1D is the data covariance
matrix representing the relative data uncertainties. The matrix
C{1D here is set to be the identity matrix, as winnowed data are
used in the inversions.
In the inversion, we use the multistage damped subspace
method (Wang & Pratt 2000), which is depicted schematically
in Fig. 6. The 42 model parameters are divided into six
groups: group 1 is the velocity and groups 2^6 are ¢ve groups of
interface parameters (groups 1 and 2 are here combined in
the ¢gure). Partitioning of the ¢ve subsets of the 41 interface
parameters is based on their sensitivities in the re£ection
seismic inversion, in which both amplitudes and traveltimes
have di¡erent sensitivities to di¡erent wavenumber components
of the re£ection interface (Wang & Pratt 1997). The sub-
space inversion is performed in several stages. At each stage
the inversion constrains a group of parameters by damping the
remaining subsets (the grey areas in the ¢gure).
Within each stage, the inversion is performed iteratively.
The subspace inversion formula used at each iteration is
expressed as
dm~{A[AT(HzD)A]{1ATg“ , (11)
whereA is the projection matrix composed of the basis vectors,
H is the Hessian matrix, D~diagfkjg is the damping matrix
given in terms of damping factors kj with units of (model
parameter){2 and g“ is the gradient vector. The basis vector
a( j), a column of the projection matrix A, is built up in this
paper using the gradient vector g“ ( j), corresponding to the jth
parameter group (Wang & Pratt 2000). Readers may refer to
Kennett et al. (1988), Sambridge (1990),Williamson (1990) and
Oldenburg et al. (1993) for variant designing procedures of the
basis vectors a( j).
There are 1699, 5326, 8037 and 8040 amplitude (and travel-
time) data used in the inversion for re£ections 2^5 respectively,
where the loss of data in shallow re£ections is due to the muting
process. For this real data example, the implementation of the
inversion process consists of the following three steps:
(1) a preliminary estimate of the model structure using the
traveltime inversion;
(2) estimates of the source amplitude and the absorption
coe⁄cients;
(3) the interface inversion using the amplitude data alone or
jointly with traveltime data.
Before we describe the inversion results, we ¢rst describe the
¢rst two steps.
3.2 Preliminary estimate of model structure from
traveltime information
A preliminary estimate of the subsurface model, which will be
used as a known structure in estimating the source amplitude
and the absorption coe⁄cients, is obtained by the traveltime
inversion. The result is shown in Fig. 7, in which the ¢rst
re£ector (the sea bottom) is converted from the reference
time with a velocity equal to 1500 m s{1 in the water layer. The
model is compared with the interval velocity curve from the
check shot survey (the interval velocity curve is only available
from a depth of 580 m). The vertical white bar indicates the
location of the well. The check shot recording interval for
the evaluation of velocities between 580 and 1800 m is 152.4 m,
and the recording interval for the remainder of the survey is
91.44 m. The background grey stripe divides the subsurface
medium into layers.
The depths of re£ectors 4 and 5 may be unambiguously
identi¢ed on the impedance log in Fig. 3. The check shot interval
velocities shown in Fig.7 give us a gross idea of re£ectors 3 and 4.
Re£ector 3 is the interface between a near-constant-velocity
layer and a layer with a linear increase in velocity. Re£ector 4 is
also the interface between two distinct formations, a layer
with a relatively large velocity gradient, and a layer below it
with a much smaller velocity gradient. Re£ection 5 represents
a re£ection from the top of a high-velocity interval, or a
high-impedance interval as seen in Fig. 3.
Vt in Fig. 7 indicates the velocity obtained from traveltime
inversion. With the parametrization of the strati¢ed model
consisting of a stack of constant-velocity layers, the velocity
values inverted from traveltime data are consistent with the
layer velocities evaluated from the check shot information.
For example, the time-average interval velocity and the rms
Figure 6. Multistage damped subspace scheme. The horizontal
axis corresponds to the model parameters, which are divided into
six groups: group 1 is the velocity and groups 2^6 are ¢ve groups of
interface parameters, corresponding to di¡erent wavenumber ranges.
Groups 1 and 2 are combined here. The inversion procedure is per-
formed in several stages. At each stage the inversion constrains a group
of parameters by damping the remaining subsets (the grey areas).
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velocity value within layer 4 from the check shot survey are
4030.0 and 4132.0 m s{1, respectively, whereas the interval
velocity obtained from traveltime inversion is 4127.2 m s{1.
The interval velocity and the rms velocity value within layer 5
from the check shot survey are 4312.2 and 4327.6 m s{1,
respectively, whereas the interval velocity obtained from
traveltime inversion is 4293.4 m s{1.
3.3 Estimation of the source amplitude and
absorption coe⁄cients
If we assume that the model structure (obtained from the
traveltime inversion) is known a priori, then we may estimate
the source amplitude and the absorption coe⁄cients.
With the high-frequency assumption, the ray amplitude is
determined by
A~A0CQC/L , (12)
where A0 is the amplitude at the source point, CQ is the
inelastic attenuation factor, C is the product of all the relevant
re£ection and transmission coe⁄cients, and L is the geo-
metrical spreading function (Wang & Pratt 2000). The inelastic
attenuation is given by
CQ~ exp [{g(z) l(z)] , (13)
where g(z) is the average absorption coe⁄cient averaging from
the sea bottom to the depth z, and l(z) is the ray length of the
ray re£ected from the target interface at depth z. While both
C and L are estimated based on the known model obtained
from the previous traveltime inversion, we invert for A0 and
fgj , j~2, . . . , 5g simultaneously, where gj refer to the average
absorption coe⁄cients averaging from the sea bottom to the
interfaces 2^5, respectively.
These ¢ve parameters have di¡erent physical units, orders
of magnitude apart. For this real-data example, the source
amplitude A0 has a magnitude of order 105, and the absorption
coe⁄cients gj have magnitudes of the order 10{3 or 10{4.
The Fre¤ chet matrix F is very ill-conditioned. In this paper
we re-scale the Fre¤ chet matrix by F0~FW, using a diagonal
weighting matrix W~diagfwjg. That is, each column vector
of the matrix F is multiplied by a scalar wj. Weight w1
(corresponding to the source amplitude parameter) is set
equal to the initial estimate of the source amplitude A0, and
the remaining weights wj (corresponding to the absorption
coe⁄cients gj) are set as 10{3. The inverse solution dm0
from the scaled operator F0 then needs to be multiplied by
the diagonal matrix W to achieve the true model update,
dm~Wdm0.
We have only ¢ve parameters in this inversion, but the
number of data is more than 104. For such a highly over-
determined system the inversion converges to the solution after
only one or two iterations.We have carried out a synthetic test
in which the relative errors in the initial estimate were 20.0,
6.25, 1.64, 9.09 and 21.57 per cent, corresponding to A0 and
four absorption parameters respectively. After one iteration,
the relative errors were reduced to 2.55, 0.35, 0.31, 0.23 and
0.18 per cent. The relative errors clearly show that the average
absorptions to deeper layers are more accurately determined,
since the average ray length increases relative to the shallower
layers. In contrast, the estimation of an interval absorption
coe⁄cient must surely be more noise-prone for deeper layers.
Tests have also shown that the inversion solution does not
depend strongly on the initial estimates.
For these seismic data, the estimated source amplitude A0
is 3|105, and the four average absorption coe⁄cients are
1.65, 1.32, 0.24 and 0.19 (|10{3). As the depth increases, the
average absorption generally decreases. Note that the source
amplitude here is a relative value when relative amplitudes
along the pro¢le are used. The absorption coe⁄cients are
empirical measurements. Whether they precisely re£ect the
physical properties of the Earth is not known.With the source
amplitude and the absorption coe⁄cients known, we are ready
to use geometrical modelling to invert amplitude data alone or
both traveltime and amplitude data simultaneously.
4 INVERSION RESULTS
4.1 Amplitude inversion
We ¢rst show the inversion result using amplitude data alone.
In order to gain some insight into how well the amplitude data
can constrain curved interfaces in a multilayered structure,
£at, straight interfaces are used as the starting models for the
inversion. There are no amplitudes available for re£ection 1.
For the remaining four re£ections, a layer-stripping approach
is used in the inversion.
The inversion result (solid lines) is shown in Fig. 8, in which
the dotted lines represent the result of traveltime inversion
(Fig. 7). The general consistency between the models from the
amplitude inversion and from the traveltime inversion suggests
that the amplitude inversion has recovered the basic features of
the subsurface model. Recall, however, that in layer-stripping,
the properties of each layer depend on the inversion of the
previous layers and error propagation depends on the number
of interfaces.
Figure 7. The result of traveltime inversion. (a) The inversion
model compared with the interval velocities from the check shot
survey; (b) comparison of predicted traveltimes (solid lines) and the
observations (dotted lines). The vertical white bar in (a) indicates
the location of the well. The model shown in (a) was used to estimate
the source amplitude and the absorption coe⁄cients.
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Let us now compare the amplitudes predicted by inversion
with those input for each re£ection. The tapering used in
muting the direct and refracted wave trains from the shot
gathers reduced the amplitudes of re£ection 2 on the far o¡sets.
Except for this tapering, the predicted amplitudes match the
input data quite well. The predicted amplitudes of re£ection 3
satisfactorily reproduce the o¡set and CDP variations of the
input data. The data ¢ts for re£ections 4 and 5 might also be
acceptable, but considerable coherent residuals exist.
There is an apparent trade-o¡ between the goodness of data
¢t and the con¢dence in the model structure. The aberrant
behaviour of the amplitude data of re£ections 4 and 5 suggests
that a better data ¢t might provide a geologically unreasonable
model. The LOESS smoothing removes the random noise, but
cannot remove locally coherent noise in the data. However,
traveltime data are usually of good quality compared with
amplitude data, especially for deep re£ections. Further con-
¢dence in the structural model can be promoted by the
cooperative use of amplitude and traveltime data in an inver-
sion. Also, according to the conclusions drawn in Wang
& Pratt (1997), amplitudes are sensitive to high-wavenumber
components, whereas traveltimes can only constrain the long-
wavelength components well. Thus both types of data should
complement each other in such a joint inversion.
4.2 Joint inversion of traveltime and amplitude data
In order to constrain the interface structure e¡ectively, both
traveltime and amplitude data, d~[dampl dtime]T, are used
simultaneously in the de¢nition of the objective function. The
data covariance matrix C{1D is set to
C{1D ~
i2C{1ampl 0
0 C{1time
" #
, (14)
where C{1ampl and C
{1
time are the data covariance matrices for
amplitudes and traveltimes respectively and i is a dimension-
less balancing factor. In this case, C{1D is really a data weight-
ing matrix. Denoting the sensitivity matrices of amplitudes and
traveltimes with respect to the model parameters by Fampl and
Ftime, the balancing factor i is given by
i~
trace(Ftime)
trace(Fampl)
 c
, (15)
where the trace of a matrix is de¢ned as the sum of its
eigenvalues, and c can be understood as a second, somewhat
arbitrary, weighting factor. The ratio of matrix traces is an
empirical quantity indicating the relative sensitivities of the
traveltimes compared to the amplitudes. Numerical experi-
ments in Wang & Pratt (1997) show that the ratio of matrix
traces is much less than 1.0, because the amplitudes are
more sensitive to variations in the interface model than the
traveltimes are, and that the optimal value of c is in the range
0.25^0.75 for the interface inversion. To have more in£uence
from traveltimes on the interface inversion, we set the weight-
ing factor c~0:75 in this inversion, where we recalculate i at
each iteration.
A starting model consisting of £at straight interfaces is
again used here. Since traveltimes can constrain the velocity oq
above the interface and amplitudes can constrain the velocity
contrast at the interface, both oq and oqz1 are included in the
inversion for the qth interface. There are therefore 43 model
parameters that need to be inverted in each interface inversion.
The ¢nal model, obtained by the joint inversion using both
types of data, is depicted in Fig. 9(a) (again compared with
that from the traveltime inversion). The interface geometry
from the two inversions is generally consistent, with minor
di¡erences. These geometric di¡erences arise because travel-
time data cannot constrain interface components with high
wavenumbers. Interfaces 2 and 3 are modi¢ed more than
interfaces 4 and 5, relative to the model from traveltime
inversion.
A comparison of traveltimes and amplitudes is shown in
Figs 9(b) and (c), in which solid lines present predictions from
the inversion model, and dotted lines the input to inversion.
From these comparisons, we see that traveltimes ¢t better than
amplitudes, although the data ¢ttings of traveltimes and ampli-
tudes slightly compromise each other. With the traveltime
constraint in the inversion, re£ections 4 and 5 have consider-
able amplitude residuals, which are at least partly coherent
errors.
The idea that traveltimes can constrain the velocities and
amplitudes can constrain the velocity jumps is compromised
by only allowing constant velocities in each layers.When, as in
the real data case presented here, there is a signi¢cant vertical
gradient, the traveltime inversion can only give an average
velocity for the layer and the jumps between these will not
correspond to the true interface contrasts. It seems quite likely
that this can be implicated in the systematic amplitude errors
seen in the ¢nal inversion of the real data. To overcome this
problem, we may use a modi¢ed model parametrization in
which we decouple the background constant-velocity layers
and the variation of velocity contrasts at the interfaces. The
inversion result is presented in Wang (1999).
Figs 7, 8 and 9 also include an overlay of the velocities
obtained from the check shot survey at the location of the
Figure 8. Inversion model from amplitude inversion, showing the ¢ve
re£ectors and the interval velocities. The ¢rst interface is the sea
bottom. For comparison, the model from traveltime inversion is drawn
as dotted lines. The velocity Va is the interval velocity obtained from
amplitude inversion.
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well. The velocities from all inversions agree reasonably well
with the check shot velocities, in spite of our assumption that
each layer consists of a homogeneous velocity, giving us some
con¢dence in the validity of our approach.
5 CONCLUSIONS
In re£ection seismic inversion of real data, re£ection ampli-
tudes are extracted from pre-stack time-migrated CMP
gathers. The migration enhances the continuity and re£ection
strength of re£ectors and makes amplitude picking easier
than the raw seismic traces do. Estimated amplitudes are then
de-migrated to ‘true’ amplitudes for input to inversion. This
input data set has considerable noise. As seismic amplitudes
are most sensitive to the high-wavenumber components of the
re£ection interface, the inversion is signi¢cantly in£uenced
by the outliers in the input data set. We therefore adopt the
iterative robust LOESS method to winnow the data set, before
using it in the inversion. This process e⁄ciently rejects the
outliers in the data. This practical approach has been applied to
an example seismic pro¢le from the North Sea and has pro-
duced a geologically realistic structural model, which is con-
sistent with the stack section and with the velocities obtained
directly at the well location using a check shot survey. This
application example represents a valuable contribution to the
discussion of how the combined e¡ort of imaging and inversion
of seismic data should be organized when we are dealing with
¢eld data.
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APPENDIX A: THE DE-MIGRATION OF
AMPLITUDES
The de-migration process includes both the e¡ect of spherical
divergence and the e¡ect associated with the focusing and
defocusing due to re£ector curvature.
A1 The e¡ect of spherical divergence
The e¡ect of spherical divergence we consider is the e¡ect of a
ray tube propagating through a horizontally layered medium,
in which the P-wave velocity varies vertically. In this 1-D case,
the relative geometrical spreading is de¢ned by
(detQ)1=2~
y
p
dy
dp
cos0 cosN
 1=2
(A1)
(Cí erveny¤ 1985; Hron et al. 1986), where p is the ray parameter,
y is the source^receiver horizontal separation, 0 is the take-
o¡ angle of the ray, N is the angle to the vertical axis of
the ray at the receiver point, and Q can be understood as a
transformation matrix from global ray coordinates to local
ray-centred coordinates. The e¡ect of spherical divergence in
the de-migration process can be expressed as the reciprocal of
the normalized geometrical spreading,
Gs~
o0
(detQ)1=2
(A2)
(Ursin 1990), where o0 is the P-wave velocity at the source
point.When the source and the receiver are located at the same
level, we have cos0~ cosN for the 1-D velocity model. The
e¡ect of spherical divergence can then be rewritten as
Gs~ q20
y
p
dy
dp
 {1=2
, (A3)
where q0:o{10 cos0 is the vertical slowness at the source
point,
q0~
1
o20
{p2
 1=2
. (A4)
In practice, the ray parameter p can be obtained from the slope
of a CMP gather,
p~
d
dy
t( y) , (A5)
where t( y) is the traveltime. Considering the following
hyperbolic approximation,
t( y)~ t2(0)z
y2
o2rms
 1=2
, (A6)
we have
p~
y
o2rmst( y)
(A7)
and
dp~
1
o2rmst( y)
1{
1
o2rmst2( y)
y2
 
dy . (A8)
Substituting eqs (A7) and (A8) into eq. (A3), we obtain
Gs~
o0
o2rmst( y)
o2rmst2( y){y2
o2rmst2( y){(o0/orms)
2y2
" #1=2
, (A9)
expressed in terms of the o¡set y. For o¡sets less than the depth
of the target re£ector, we can make an approximation using the
Taylor expansion,
Gs&
o0
o2rmst( y)
1z 1{
o2rms
o20
 
o0y
o2rmst( y)
 2"
z 1{
o2rms
o20
 
o0y
o2rmst( y)
 4#1=2
. (A10)
From eq. (A7), we have (o0y)/[o2rmst( y)]~(o0/oz) sin, where 
is the angle of the incidence at the re£ector and oz is the velocity
at depth z. Eq. (A10) can then be expressed in terms of ,
Gs&
o0
o2rmst( y)
1z 1{
o2rms
o20
 
o0
oz
 2
sin2 
"
z 1{
o2rms
o20
 
o0
oz
 4
sin4 
#1=2
. (A11)
A2 The e¡ect of re£ector curvature
The e¡ect associated with the focusing and defocusing from
re£ector curvature can be de¢ned as
Gc~

l0/l
p
, (A12)
where l is the ray distance between the source and the incident
point at the interface and l0 is the virtual ray distance between
the virtual source and the incident point. Because of interface
curvature, the virtual ray length l0 is given by
l0~
1
l
z
2
cos
d2z
dx2
1z
dz
dx
 2" #{3=28<:
9=;
{1
. (A13)
This is deduced for the one-interface case from the formula
derived in Wang & Houseman (1994). Given the length of the
normal-incidence ray (two-way), R, the ray distance l can be
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estimated by
l~
R
2
cos h
cos (zh)
, (A14)
where h~ tan{1 (dz/dx) is the local slope angle of the
interface. The e¡ect Gc is then expressed as
Gc~ 1z
R cos4 h
Rc cos cos (zh)
 {1=2
, (A15)
where Rc~(d2z/dx2){1 is the radius of curvature of the
re£ector.
Making a small-dip approximation h&0, we have
Gc& 1z
(
cos2 
 {1=2
& 1{
(
cos2 
z
(2
cos4 
 1=2
, (A16)
where (~R/Rc, and here we assume j(j%1. Using the
approximation 1/cos2 &1z sin2 z sin4 , we have Gc
expressed in terms of sin2  as
Gc&[1{(z(2z((1{2() sin2 {((1{3() sin4 ]1=2 :
(A17)
If the interval velocity of the section can be approximated in
the form o~o0zkz, the ray paths are arcs of circles whose
centres are k{1o0 above the ground surface. Then the angle of
incidence can be evaluated in terms of the o¡set y by
~ tan{1
(o0zkz)y
2o0zzkz2{
1
4
ky2
264
375 (A18)
(Ostrander 1984). Substituting the relation sin~ozp and
eq. (A7) into eq. (A17), we obtain the following expression:
Gc& 1{(z(2z((1{2()
oz
o2rmst( y)
 2
y2
"
{((1{3()
oz
o2rmst( y)
 4
y4
#1=2
, (A19)
expressed in terms of o¡set y.
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