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Dalam menyalurkan minat dan bakat mahasiswa, UKM menjadi tempat untuk menggali potensi yang ada dalam diri 
mahasiswa sehingga dapat berprestasi di bidang yang digelutinya. Oleh karena itu mahasiswa harus jeli dalam memilih 
UKM yang ingin diikuti agar sesuai dengan minat, bakat, serta potensi yang dimiliki. Sebagai upaya untuk mahasiswa agar 
memilih UKM yang tepat sesuai dengan minat dan bakatnya, diperlukan sebuah sistem Pendukung Keputusan untuk 
Pemilihan UKM dengan menggunakan metode klasifikasi. Sistem Pendukung Keputusan Pemilihan UKM merupakan 
sistem aplikasi berbasis web yang menerapkan metode klasifikasi Naive Bayes dalam memberikan rekomendasi UKM 
untuk mahasiswa. Hasil klasifikasi oleh sistem terdiri dari beberapa kategori kelas UKM yaitu Bahasa, Kemanusiaan (ksr, 
humaniora), Pecinta Alam (MAPALA), Persma, Pramuka, SENIOR (senior, bola, karate, taekwondo), dan Wirausaha. 
Metode klasifikasi Naive Bayes yang diterapkan pada sistem menghasilkan tingkat akurasi sebesar 73,91%. 




Unit Kegiatan Mahasiswa (UKM) merupakan salah 
satu lembaga atau organisasi kemahasiswa tempat 
berkumpulnya mahasiswa yang memiliki minat, bakat, 
serta kreativitas yang sama dibawah naungan kampus [1].  
Dalam menyalurkan minat dan bakat mahasiswa, 
UKM menjadi tempat untuk menggali potensi yang ada 
dalam diri mahasiswa sehingga dapat berprestasi di 
bidang yang digelutinya. Oleh karena itu, mahasiswa 
harus jeli dalam memilih UKM yang ingin diikuti agar 
sesuai dengan minat, bakat, serta potensi yang dimiliki 
[2]. Sebagai upaya untuk mahasiswa agar memilih UKM 
yang tepat sesuai dengan minat dan bakatnya, diperlukan 
sebuah sistem Pendukung Keputusan untuk Pemilihan 
UKM dengan menggunakan metode klasifikasi. 
Penelitian mengenai penggunaan metode klasifikasi 
untuk Sistem Pendukung Keputusan telah dilakukan oleh 
peneliti-peneliti sebelumnya, diantaranya oleh Musthofa 
dkk [3] yang menggunakan metode Naive Bayes untuk 
menentukan jurusan bagi siswa baru dengan 
menghasilkan akurasi sebesar 77,47%. Anik Andriani [4] 
menggunakan Decision Tree untuk klasifikasi dalam 
menentukan penerima beasiswa dengan tingkat akurasi 
sebesar 71,43%. Kustiyaningsih dkk [5] menggunakan K-
Nearest Neighbor dan Simple Multi Attribute Rating 
Technique untuk menentukan jurusan pada siswa SMA 
yang menghasilkan tingkat akurasi sebesar 62,5%.  
Pada penelitian ini, metode klasifikasi digunakan 
dalam membuat sistem Aplikasi Pendukung Keputusan 
Pemilihan UKM. Sistem Pendukung Keputusan 
merupakan sebuah sistem yang dapat membantu dalam 
melakukan pengambilan keputusan yang lebih baik [2]. 
Dengan memanfaatkan penggunaan metode klasifikasi 
yang dapat mengelompokkan objek data ke dalam kelas 
tertentu dari sejumlah kelas yang tersedia [6]. Kelas data 
yang dihasilkan dari hasil klasifikasi diharapkan mampu 
memberikan rekomendasi bagi mahasiswa dalam memilih 
UKM yang tepat.  
 
II. KAJIAN LITERATUR 
A. Machine Learning 
Machine Learning merupakan salah satu sistem 
kecerdasan buatan yang memungkinkan komputer dapat 
belajar sendiri. Machine Learning tidak akan bekerja tanpa 
data dan dengan data, machine learning memungkinkan 
komputer untuk menemukan pengetahuan tersembunyi 
dari data tanpa diprogram secara eksplisit [7]. 
Terdapat dua proses dalam membuat model machine 
learning yaitu : training dan testing. Training adalah 
proses membangun model sedangkan testing adalah proses 
menguji performa dari model yang dibuat [8]. 
B. Preprocessing 
Preprocessing adalah proses awal yang dilakukan 
sebelum memasuki proses training dan testing, yang akan 
mentransformasikan data inputan menjadi data dengan 
format yang sesuai dan siap untuk diproses. Preprocessing 
meliputi berbagai proses diantaranya adalah: 
penggabungan, pengubahan bentuk, atau 
pentransformasian data yang bertujuan untuk 
membersihkan, mengintegrasikan, mereduksi, dan 
mendiskritisasi. Seringkali digunakan untuk mengurangi 
kesalahan atau error dalam data mentah sebelum diproses 
ke tahap selanjutnya [9] . 
C. Sistem Pendukung Keputusan 
Sistem Pendukung Keputusan adalah sistem berbasis 
komputer yang membantu dalam penilaian dan pemilihan 
bagi pengguna yang ditujukan untuk membantu 
pengambilan keputusan dalam memecahkan masalah baik 
yang bersifat semi terstruktur maupun tidak terstruktur. 
Sistem Pendukung Keputusan tidak hanya menyediakan 
penyimpanan dan pengambilan data, tetapi juga dapat 
meningkatkan akses informasi dalam pembuatan model 
dan penalaran berbasis model [10].  
D. Naive Bayes Classifier 
 Naive Bayes Classifier adalah salah satu metode 
klasifikasi supervised learning dengan teknik prediksi 
berbasis probabilistik sederhana yang merujuk pada teori 
Bayes dengan menggunakan asumsi yang kuat (naive) dan  
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didasarkan pada fungsi probabilitas untuk setiap instance 
dalam pemetaan klasifikasi atribut pada sistem yang 
memiliki efisiensi klasifikasi stabil dan kompleksitas 
rendah [11].  
Ada dua tahap dalam Naive Bayes untuk proses 
klasifikasi, yaitu training dan testing. Tahap pertama 
adalah training terhadap data atribut yang sudah 
diketahui atribut kelasnya untuk membentuk model 
probabilitas. Sedangkan tahap kedua adalah testing yaitu 
proses menguji model probabilitas [12].  
E. Unit Kegiatan Mahasiswa 
Unit Kegiatan Mahasiswa merupakan organisasi 
mahasiswa yang dibentuk berdasarkan kesamaan minat, 
kegemaran, serta kreativitas mahasiswa di bawah naungan 
kampus. UKM merupakan sarana yang dibentuk oleh 
pihak kampus untuk memberdayakan potensi mahasiswa 
dan menumbuhkan kreativitas mahasiswa di luar bidang 
akademik [2].  
F. PHP Hypertext Preprocessor (PHP) 
PHP Hypertext Preprocessor adalah bahasa 
pemrograman bagian server untuk sebuah web. Kode PHP 
dapat diintegrasikan oleh web server kedalam bentuk 
HTML sehingga menghasilkan keluaran yang dapat dilihat 
oleh pengunjung. PHP bersifat open source sehingga dapat 
digunakan dengan mudah [13]. 
G. MySQL 
MySQL merupakan Relational Database 
Management System (RDBMS) yang memiliki kinerja 
yang cepat. Sebuah database memungkinkan untuk 
menyimpan, mencari, mengurutkan, dan mendapatkan data 
secara efisien. Server MySQL mengontrol akses data 
untuk memastikan beberapa pengguna dapat bekerja 
dengan menyediakan akses yang cepat dan memastikan 
hanya pengguna yang mempunyai hak yang dapat 
mengakses data [14]. 
 
III. METODE PENELITIAN 
Metode dalam penelitian diperlukan agar penelitian 
lebih terstruktur, sehingga hasil yang akan diperoleh sesuai 
dengan tujuan pada penelitian. Adapun tahapan metode 




Gambar 1. Metodologi Penelitian 
 






  Gambar 2. Proses Pengumpulan Data 
 
   
 Gambar 2 merupakan proses pengumpulan data yang 
dilakukan melalui wawancara dan kuisioner mengenai data 
yang dibutuhkan. Data yang diambil melalui wawancara 
merupakan data-data UKM yang terdiri dari nama UKM, 
visi, misi, tujuan, program kerja, struktur organisasi, 
prestasi UKM, kriteria pemilihan anggota, sistem 
perekrutan, dan divisi UKM. Sedangkan data yang diambil 
melalui kuisioner merupakan data-data mahasiswa yang 
terdiri dari nama, nim, jurusan, prodi, minat, bakat, hobi, 
dan kelas UKM. Berikut adalah data-data yang digunakan 
pada penelitian ini : 
1. Dataset Mahasiswa 







h. Kelas UKM 
2. Data UKM 




e. Program Kerja 
f. Struktur/Kepengurusan Organisasi 
g. Prestasi UKM 
h. Kriteria Pemilihan Anggota 
i. Sistem Perekrutan 
j. Divisi UKM 
B. Preprocessing 
 Dataset yang diambil dari form kuisioner disimpan 
ke dalam file excel. Sebelum diproses pada tahap 
klasifikasi menggunakan metode naive bayes, perlu 
dilakukan proses preprocessing yang bertujuan untuk 
menghapus data yang tidak lengkap, menghilangkan 
atribut yang tidak berpengaruh, dan mengubah bentuk 
data. Tahapan yang dilakukan pada proses preprocessing 








Gambar 3. Tahapan Preprocessing 
 
a) Feature Selection adalah proses untuk menentukan 
atribut yang paling berpengaruh dalam proses 
klasifikasi. Atribut yang tidak terpakai harus 
dihapus. Seperti penghapusan atribut nama dan nim 
mahasiswa. 
b) Cleaning adalah proses menghapus atribut yang 
tidak lengkap seperti data mahasiswa yang tidak 
memiliki atribut kelas UKM akan dihilangkan.
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c) Transformation adalah proses mengubah bentuk 
data, seperti mengubah atribut prodi D4 Teknik 
Komputer dan Jaringan menjadi prodi Teknik 
Komputer dan Jaringan serta atribut kelas UKM 
SENIOR (Seni dan Olahraga) menjadi kelas UKM 
SENIOR (senior, bola, karate, taekwondo). 
 
C. Perancangan Sistem 
  Perancangan sistem merupakan desain dari 
penggambaran, perencanaan, serta pembuatan sketsa dari 
sebuah sistem yang terdiri dari beberapa elemen terpisah 
menjadi satu kesatuan yang utuh dan memiliki fungsi. 
Adapun sistem yang dibuat berdasarkan perancangan 
berikut ini. 
a. Arsitektur Sistem 
 Arsitektur sistem merupakan penggambaran umum 
dari sistem yang dibuat. Gambar 3.4 menjelaskan 
arsitektur secara umum mengenai Aplikasi Pendukung 
Keputusan Pemilihan UKM. 
 
Gambar 4. Arsitektur Sistem 
 Gambar 4 menjelaskan bahawa aplikasi yang 
dibangun pada sistem ini terbagi menjadi dua yaitu 
aplikasi pada sisi admin yang memiliki hak akses untuk 
menginput data UKM, data training dan data testing ke 
sistem serta melihat hasil rekomendasi UKM untuk 
mahasiswa yang ditampilkan oleh sistem. Data UKM 
yang diinput terdiri dari data nama UKM, visi, misi, 
tujuan, program kerja, struktur organisasi, kriteria 
anggota, sistem perekrutan, prestasi, dan divisi yang 
digunakan untuk memberikan informasi mengenai UKM 
yang ada. Data training dan data testing meliputi atribut 
data jurusan, prodi, minat, bakat, hobi, dan kelas UKM. 
Sistem lalu melakukan klasifikasi terhadap data testing 
berdasarkan model prediksi yang terbentuk dari data 
training menggunakan metode naive bayes. Data testing 
yang telah diklasifikasi digunakan untuk menguji kinerja 
dari model prediksi. 
 Sisi mahasiswa, memiliki hak akses untuk menginput 
atribut jurusan, prodi, minat, bakat, dan hobi yang belum 
diketahui kelasnya ke database. Sistem lalu melakukan 
klasifikasi terhadap atribut inputan mahasiswa 
menggunakan metode naive bayes yang mengacu pada 
model prediksi dari data training sehingga menghasilkan 
sebuah rekomendasi kelas UKM yang dapat dilihat oleh 
mahasiswa. Data hasil klasifikasi yang tersimpan di dalam 
database ditampilkan pada halaman web yang dapat 
dilihat oleh admin dan mahasiswa. 
b. Flowchart Rekomendasi UKM dengan Naive Bayes 
 Flowchart rekomendasi kelas UKM merupakan suatu 
bagan yang memiliki simbol-simbol tertentu yang 
menggambarkan urutan antar proses suatu program. 
Gambar 5 merupakan flowchart rekomendasi kelas UKM 
menggunakan metode naive bayes. 
 
Gambar 5. Flowchart Rekomendasi UKM 
 
 Pada Gambar 5, data training yang terdiri dari atribut 
jurusan, prodi, minat, bakat, hobi, dan kelas UKM diinput 
dan dihitung probabilitas setiap atributnya. Hasil 
probabilitas data training kemudian digunakan untuk 
melakukan perhitungan klasifikasi terhadap atribut 
inputan baru yang belum memiliki kelas UKM yang 
meliputi atribut jurusan, prodi, minat, bakat, dan hobi 
menggunakan metode naive bayes. Dari proses 
klasifikasi, menghasilkan output berupa rekomendasi 
kelas UKM. 
 
D. Validasi Model Prediksi 
 Validasi model dilakukan dengan menggunakan 
metode K-Fold Cross Validation pada tools RapidMiner. 
Model yang divalidasi merupakan dataset mahasiswa 
yang dijadikan sebagai data training. Data training yang 
terdiri dari atribut jurusan, prodi, minat, bakat, hobi, dan 
kelas UKM berjumlah 418 record data. Pada pengujian 
ini, data dibagi menjadi 30 k subset. Proses 30-Fold Cross 
Validation yang dilakukan pada tools RapidMiner dapat 




Gambar 6. Tampilan Proses Pengujian 30-Fold Cross 
Validation 
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 Gambar 6 merupakan proses dari 30-fold cross 
validation yang dilakukan pada RapidMiner dengan 
menggunakan operator Cross Valdation, Naive Bayes, 
Apply Model, dan Performance yang dihubungkan satu 
sama lain.  
 
E. Aplikasi Pendukung Keputusan dengan Naive 
Bayes 
 Pada tahap ini, metode yang digunakan dalam 
melakukan klasifikasi data untuk menghasilkan 
pendukung keputusan pemilihan UKM adalah naive bayes 
dengan menggunakan tools php. Ada dua tahap dalam 
naive bayes untuk proses klasifikasi, yaitu training 
(learning) dan testing (classifier) dimana training 
bertujuan untuk membentuk model prediksi dan testing 
untuk menguji model.  
 Pada penelitian ini, data training dan data testing 
yang digunakan merupakan data yang telah memiliki 
atribut kelas UKM. Proses klasifikasi dilakukan terhadap 
46 data testing berdasarkan 418 data training dengan 
menghitung probabilitas kemunculan setiap nilai untuk 
masing-masing atribut. Terdapat enam atribut yang 
diproses yaitu atribut jurusan, prodi, minat, bakat, hobi, 
dan kelas UKM. Atribut jurusan, prodi, minat, bakat, dan 
hobi diklasifikasi ke dalam tujuh kelas UKM yaitu 
Bahasa, Kemanusiaan (ksr, humaniora), Pecinta Alam 
(MAPALA), Persma, Pramuka, SENIOR (senior, bola, 
karate, taekwondo), dan Wirausaha. Kelas UKM yang 
memiliki nilai probabilitas tertinggi ditentukan sebagai 
kelas hasil klasifikasi. 
F. Implementasi dan Pengujian 
 Tahap implementasi dilakukan dengan menerapkan 
semua yang telah direncanakan dalam desain dan 
perancangan sebelumnya. Sedangkan tahap pengujian 
dilakukan guna memastikan apakah aplikasi dapat 
berjalan sesuai dengan yang diharapkan. Pengujian yang 
dilakukan meliputi pengujian fungsionalitas sistem dan 
pengujian akurasi dari metode naive bayes yang 
diterapkan pada sistem dan pada tools rapidminer. Proses 
pengujian akurasi metode naive bayes pada tools 
rapidminer dapat dilihat pada Gambar 7. 
 
 
Gambar 7. Proses Pengujian Akurasi Naive Bayes pada 
RapidMiner 
 Gambar 7 merupakan proses pengujian akurasi 
metode naive bayes pada tools rapidminer dengan 
menggunakan 46 data testing dan 418 data training serta 
operator Naive Bayes, Apply Model, dan Performance 
yang dihubungkan satu sama lain. 
 
IV. HASIL DAN PEMBAHASAN 
   Berdasarkan perancangan yang telah dibuat, maka   
telah dilakukan implementasi serta pengujian sistem yang 
meliputi pengujian fungsionalitas untuk mengetahui 
seberapa besar tingkat keberhasilan sistem serta pengujian 
akurasi ketika model diterapkan pada tools rapidminer. 
A. Pengujian Validasi Model 
   Pengujian validasi model dilakukan dengan 
menggunakan metode pengujian K-Fold Cross Validation 
pada tools RapidMiner. Digunakan sebanyak 418 data 
training yang dibagi menjadi 30 k subset yang dilakukan 
sebanyak 30 kali percobaan (iterasi). Dari 30 kali 
percobaan yang telah dilakukan, percobaan ke 15 
merupakan percobaan yang memiliki akurasi tertinggi. 
Hasil akurasi dari percobaan ke 15 (fold 15) dapat dilihat 




Gambar 8. Tampilan Akurasi 15-Fold Cross Validation 
 
B. Implementasi Sistem 
 Hasil dari klasifikasi data mahasiswa ditampilkan 
pada sebuah aplikasi web. Aplikasi web ini merupakan 
wadah bagi mahasiswa untuk melihat rekomendasi UKM 
sesuai dengan data atribut jurusan, prodi, minat, bakat, 
dan hobi yang diinputkan. 
 Tampilan halaman web seperti pada halaman 
Rekomendasi UKM yang menampilkan hasil klasifikasi 
metode naive bayes dengan menggunakan bahasa 
pemrograman PHP yang dideklarasikan dalam bentuk file 
sistem_tampil.php. Saat mahasiswa menginput data 
jurusan, prodi, minat, bakat, dan hobi maka program 
sistem_tampil.php dieksekusi sehingga menampilkan 
hasil klasifikasi kelas UKM yang menjadi rekomendasi 
UKM untuk mahasiswa. Berikut adalah tampilan 
interface dari aplikasi yang dibuat. 
1. Halaman Login Admin        
 
   
 
Gambar 9. Tampilan Halaman Login Admin 
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 Gambar 9 merupakan halaman yang disediakan 
untuk admin agar dapat mengakses aplikasi. Admin 
harus mengisi form login yang terdiri dari username dan 
password yang dibuat secara default pada database. Jika 
username dan password yang dimasukkan benar, maka 
sistem akan mengarahkan ke halaman home admin. Jika 
salah, maka sistem tetap berada pada halaman yang 
sama. 
 
2. Halaman Data Training (Latih) 
 
 
Gambar 10. Tampilan Halaman Data Training 
 
Gambar 10 merupakan halaman untuk menginput 
data training dalam bentuk excel ke dalam database dan 
ditampilkan ke sistem. Data training tersebut berjumlah 
418 record data yang terdiri dari data jurusan, prodi, 
minat, bakat, hobi, dan label kelas UKM dan digunakan 
untuk membentuk model prediksi. Sebelum diproses pada 
tahap klasifikasi, model telah divalidasi terlebih dahulu 
menggunakan metode k-fold cross validation dengan 
tujuan untuk memperoleh akurasi terbaik dari model 
ketika diterapkan ke sistem. 
 
3. Halaman Data Testing (Uji) 
 Gambar 11 merupakan halaman yang digunakan 
untuk menginput atribut data testing yang meliputi data 
jurusan, prodi, minat, bakat, hobi, dan label kelas UKM. 
Pada halaman ini, data testing diklasifikasi berdasarkan 
model prediksi data training menggunakan metode naive 




 Gambar 11. Tampilan Halaman Tambah Data Testing  
  Gambar 11 merupakan halaman yang menampilkan 
hasil klasifikasi terhadap data testing. Data testing yang 
ditampilkan berupa data jurusan, prodi, minat, bakat, hobi, 
label kelas UKM, dan kelas prediksi UKM hasil klasifikasi 
sistem yang selanjutnya digunakan untuk menguji kinerja 
model, yang diterapkan pada sistem.  
 
 
Gambar 12. Tampilan Halaman Data Testing 
4. Halaman Data Hasil SPK 
 Gambar 13 merupakan halaman yang menampilkan 
data hasil klasifikasi kelas UKM sesuai dengan inputan 
mahasiswa yang meliputi data jurusan, prodi, minat, 
bakat, hobi, dan hasil rekomendasi UKM. 
 
 
Gambar 13. Tampilan Halaman Data Hasil SPK 
5. Halaman Form Rekomendasi UKM 
        Gambar 14 merupakan halaman yang digunakan oleh 
mahasiswa untuk melihat rekomendasi UKM. Mahasiswa 
harus menginput data jurusan, prodi, minat, bakat, dan 
hobi yang kemudian diproses oleh sistem pada tahap 
klasifikasi sehingga menghasilkan rekomendasi kelas 
UKM. 
  
Gambar 14. Tampilan Halaman Form Rekomendasi UKM 
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C. Pengujian Akurasi Sistem 
 Sebanyak 46 data testing (uji) yang terdiri dari atribut 
jurusan, prodi, minat, bakat, hobi, dan kelas UKM telah 
diinput dan diklasifikasi oleh sistem. Pengujian akurasi 
dilakukan dengan mendeteksi persentase ketepatan antara 
label kelas UKM dengan kelas prediksi hasil perhitungan 
klasifikasi oleh sistem menggunakan metode naive bayes. 









 Artinya, jika label kelas sama dengan kelas prediksi 
maka kondisi yang ditentukan adalah Tepat, sedangkan 
jika label kelas tidak sama dengan kelas prediksi maka 
kondisi yang ditentukan adalah Tidak Tepat. Hasil akurasi 
sistem dapat dilihat pada Gambar 15. 
 
Gambar 15. Tampilan Hasil Akurasi Sistem 
Hasil akurasi yang dihasilkan berdasarkan Gambar 
15 sebesar 73.91% 
 
V. KESIMPULAN 
Dari proses perancangan, implementasi, serta 
pengujian dapat ditarik kesimpulan sebagai berikut : 
1. Metode Naive Bayes yang diterapkan pada sistem 
Aplikasi Pendukung Keputusan Pemilihan UKM 
dengan melakukan klasifikasi terhadap atribut 
jurusan, prodi, minat, bakat, dan hobi yang dibagi 
menjadi kategori kelas UKM Bahasa, Kemanusiaan 
(ksr, humaniora), Pecinta Alam (MAPALA), 
Persma, Pramuka, SENIOR (senior, bola, karate, 
taekwondo), dan Wirausaha. 
2. Sistem Aplikasi Pendukung Keputusan Pemilihan 
UKM berhasil melakukan klasifikasi terhadap atribut 
data testing yang terdiri dari atribut jurusan, prodi, 
minat, bakat, hobi, dan label kelas UKM guna 
menguji akurasi metode Naive Bayes yang 
diterapkan pada sistem serta data inputan mahasiswa 
yang terdiri dari atribut jurusan, prodi, minat, bakat, 
dan hobi sehingga menghasilkan rekomendasi UKM 
untuk mahasiswa yang hasilnya ditampilkan pada 
halaman web. 
3. Metode Naive Bayes yang diterapkan pada sistem 
menghasilkan akurasi sebesar 73.91% yang 
diperoleh dari jumlah persentase ketepatan antara 
label kelas dan kelas prediksi. 
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