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In the present article, we are interested in the identification of canonical ARMA
echelon form models represented in a ``refined'' form. An identification procedure
for such models is given by Tsay (J. Time Ser. Anal. 10 (1989), 357372). This pro-
cedure is based on the theory of canonical analysis. We propose an alternative pro-
cedure which does not rely on this theory. We show initially that an examination
of the linear dependency structure of the rows of the Hankel matrix of correlations,
with origin k in Z (i.e., with correlation at lag k in position (1, 1)), allows us not
only to identify the Kronecker indices n1 , ..., nd , when k=1, but also to determine
the autoregressive orders p1 , ..., pd , as well as the moving average orders q1 , ..., qd
of the ARMA echelon form model by setting k>1 and k<1, respectively. Suc-
cessive test procedures for the identification of the structural parameters ni , pi , and
qi are then presented. We show, under the corresponding null hypotheses, that the
test statistics employed asymptotically follow chi-square distributions. Furthermore,
under the alternative hypothesis, these statistics are unbounded in probability and
are of the form N$ [1+op(1)], where $ is a positive constant and N denotes the
number of observations. Finally, the behaviour of the proposed identification proce-
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A process Z=[Zt : t # Z] of dimension d, follows an ARMA( p, q) model







3(l ) at&l , (1.1)
where, for 0kp and 0lq, 8(k) and 3(l ) denote square matrices of
dimension d, %0 is a vector in Rd, and [at] represents a white noise process.
Many methods have been proposed in the literature for the identification
of such models. We can cite, for example, the methods of Akaike [5], Tiao
and Box [23], and Tiao and Tsay [24].
In the multivariate case, i.e., when d>1, one of the problems encoun-
tered in the use of ARMA models is that the autoregressive and moving
average orders p and q do not lead to a unique model of the form (1.1).
This identifiability problem is discussed, in particular, by Hannan [10]
and Solo [22]. Two different approaches have been proposed to resolve
this problem. The first one is based on the use of Markovian representa-
tions of ARMA processes [1, 18] while the second one relies on canonical
representations of ARMA models. The reader is referred to Deistler [9]
and to Tsay [27] for a study of the main canonical ARMA representations
employed in the literature. In the present article, we are interested in
canonical ARMA echelon form models that we denote ARMAE as in
Poskitt [19]. Such models are defined by d integer parameters, n1 , ..., nd ,
known as the Kronecker indices. See Hannan and Deistler [12, Chap. 2]
or Tsay [27] for the relation between Kronecker indices and ARMA
models.
Since the work of Akaike [1, 4, 5], the theory of canonical analysis [6]
has proven to be a very interesting tool for the identification of ARMA
models, in general, and ARMAE models, in particular. A modification of
Akaike's approach is proposed in Cooper and Wood [8]. Tsay [25]
suggests a modification to the test statistic employed by Cooper and
Wood, as well as a refinement of their method (see Section 4.1). A com-
pletely different method is presented in Poskitt [19] for the identification
of ARMAE models. He employs the general approach of linear system
identification proposed by Hannan and Kavalieris [13]. Initially, for given
values of the Kronecker indices, the real parameters of the ARMAE model
are estimated by the method of least squares and, subsequently, the
Kronecker indices are determined by applying a selection criteria of the
type AIC [3] or BIC [21].
Nsiri and Roy [16] present an identification procedure for ARMAE
models which is based on the examination of the linear dependence among
































































rows of the Hankel matrix of correlations. To this effect, they define a test
statistic for the null hypothesis H0 of linear dependence between correla-
tion vectors. They show, under the null hypothesis, that the asymptotic
distribution of the test statistic T N is that of a linear combination of inde-
pendent random variables having a chi-square distribution with one degree
of freedom, whereas under the alternative hypothesis, T N N converges in
probability to a positive constant.
In the present article, we define a statistic denoted T N , which can be
employed in place of T N to test the hypothesis H0 . The asymptotic
distribution of T N , under H0 , is chi-square, whereas under the alternative
hypothesis the statistic T N is unbounded in probability and behaves in a
manner similar to T N . The asymptotic distribution of T N under H0 is
simpler than that of T N and is independent of the process Z studied. This
last property constitutes a definite advantage, particularly when the num-
ber of available observations is not very large.
The second part of the present article concerns the refinement of
ARMAE models, as proposed by Tsay [25]. This amounts to determining
the autoregressive and moving average order, pi and qi , of the i th equation
of the ARMAE model, given that only ni=max( pi , qi) is known at the
identification step of the model. A characterization of the orders pi and qi
is also given in terms of the linear dependence among the rows of certain
Hankel correlation matrices whose origins are different from one (see
Section 4.2). A specification procedure for the orders pi and qi is then
presented. We give, under the null hypotheses considered, the asymptotic
distributions of the different statistics employed and describe the behaviour
of these statistics under the alternative hypotheses. Finally, we illustrate the
application of the identification procedure for refined ARMAE models with
a simulated series generated from a given ARMA model.
The article is organized as follows. In the next section, we introduce the
different concepts employed. In Section 3, we define the statistics T N and
we present the selection procedure for Kronecker indices. We give, in
Section 4, a characterization of the autoregressive and moving average
orders of the ARMAE model and in the next section we present a specifica-
tion procedure for these orders. An example of the application of the
proposed method is given in Section 6. Finally, some comments and con-
cluding remarks are presented in the last section.
2. Preliminaries
Consider a d-dimensional process Z=[Zt : t # Z], where Zt=(Z1t , ..., Zdt)$,
which is wide-sense stationary, purely nondeterministic. For simplicity, we
suppose in this section that the process Z is centered. However, this
































































assumption is unnecessary in the following sections. Its innovation process
is denoted by a=[at : t # Z]. Furthermore, let us define the vector of future
values Ft+1 and the vector of past and present values Pt , at time t, of the
process Z, by
Ft+1=(Z$t+1 , Z$t+2 , ...)$, Pt=(Z$t , Z$t&1 , ...)$.
Let Zt+i | t denote the orthogonal projection, component by component, of
Zt+i onto the space generated by the components of Pt and write
Ft+1 | t=(Z$t+1 | t , Z$t+2 | t , . . .)$. The space generated by the components of
Ft+1 | t is called the space of predictors of the process Z and is denoted Pt .
The dimension of this space is called the dynamic dimension of the process
Z. It is well known (see, for example, Deistler [9]) that a necessary and
sufficient condition for Z to admit an ARMA representation is that its
dynamic dimension be finite. If the latter is equal to n, we call the basis
formed by the first n linearly independent components of the vector Ft+1 | t
a fundamental basis of Pt . We denote the positions of these n components
by k1 , ..., kn and let IZ=[k1 , ..., kn]. Then, we can show that there exist
nonnegative integers n1 , ..., nd such that
IZ=[1, 1+d, ..., 1+(n1&1) d; 2, 2+d, ..., 2+(n2&1) d; ...;
d, d+d, ..., d+(nd&1) d ]
with the convention that ni=0 if and only if i  IZ , for i=1, ..., d. The
integers n1 , ..., nd are called the Kronecker indices or dynamic indices of the
process Z.









referred to as an ARMA echelon form model, which is abbreviated
by ARMAE . The order r is such that r=max ni , i=1, ..., d. The ele-
ments 8ij (z) and 3 ij (z) of the matrix polynomials 8(z)=rk=0 8(k) z
k
and 3(z)=rk=0 3(k) z





8ij (k) zk (2.1)




































































3ij (k) zk, (2.2)
where the 8ij (k) and 3ij (k) are real parameters,





if i> j; ni<nj ,
otherwise.
(2.3)
Given that 8(0)=3(0), relation (2.2) can be written in a simpler form (see
Nsiri and Roy [16]),




The concept of a Hankel matrix plays an important role in the present
article. Initially, we recall that the Hankel matrix of order r_s and of
origin l, corresponding to the matrix sequence [A(k)], is defined by
A(l ) } } } A(l+s&1)
A(l )r, s=_ b . . . b & . (2.4)A(l+r&1) } } } A(l+r+s&2)
This matrix is simply denoted Ar, s , when l=1. The covariance matrix at
lag k is denoted by 1(k) and we have 1(k)=E(Zt+kZ$t), since Z is
assumed to be centered. If the dynamic dimension of the process Z is n and
if the covariance matrix of the innovation process is regular, it can be
shown (see Akaike [1, 2]) that for every integer s greater than or equal to
n, the Hankel matrix 1s, s , is of rank n. Furthermore, the first n linearly
independent rows of 1s, s are at the positions k1 , ..., kn . This indicates that
the Kronecker indices can be obtained, starting from the Hankel matrix of
covariances.
We show in Nsiri and Roy [16] that these indices can be determined, in
the same manner, by utilizing the Hankel matrix \s, s associated with the
sequence of correlation matrices [\(k)]. The elements \ij (k) of \(k) are
defined by \ij (k)=#ij (k)[#ii (0) #jj (0)]&12 where #ij (k) denotes the (i, j )
































































element of the matrix 1(k). It follows that the dynamic indices of the pro-
cess Z can be obtained by checking for linear dependence among the rows
of the Hankel matrix of correlations.
3. Identification of the ARMAE Model
3.1. Definition of the Test
The test statistics employed are based on the asymptotic covariance
structure of the sample correlations rij (k). By definition rij (k)=cij (k)






and Z is the sample mean. In what follows, we assume that the following
regularity condition is satisfied:
(A1) The process Z satisfies the assumptions of the central limit
theorem of Hannan [11]. The fourth-order cumulants of Z are zero and the
spectral densities of the components of Zt are square integrable.
Note that these conditions are verified by Gaussian processes.
Now consider the vectors U and UN defined by
U=(\i1 j1(k1), ..., \ip jp(kp)), UN=(ri1 j1(k1), ..., rip jp(kp)). (3.1)
We can then show (see Roy [20]) that when condition (A1) is satisfied,
N12(UN&U) ww
L N(0, 7 ), (3.2)
where the symbol ``wL '' denotes ``convergence in law.'' The reader is
referred to Roy [20] for an exact expression for the asymptotic covariance
matrix 7. We will have to assume, in the sequel, that the following condi-
tion is also satisfied.
(A2) Let U and UN be the vectors defined by (3.1). If, for l=1, ..., p,
the triplets (il , jl , kl) are pairwise different, then the asymptotic covariance
matrix 7 defined by (3.2) is regular.
If A is p_q matrix, (A) will denote the subspace of R p generated by the
columns of A. Let U, U (1), ..., U (q), be correlation vectors of dimension p
and assume that the matrix M=[U (1), ..., U (q)] is of full rank. We want to
test the hypothesis H0: U # (M ) against the alternative HA : U  (M ).
































































The case where (M ) =[0], i.e., q=0, will be considered at the end of this
section. Consider the sample correlation vector UN corresponding to U and
the matrix 7 defined by (3.2). If 7 is invertible, let us define
0(M, 7 )=7&1&7&1M(M$7&1M)&1 M$7&1. (3.3)
Let us write xN=op(1) if xN w
P 1 (convergence in probability). We then
have the following result.
Theorem 3.1. Let us suppose that conditions (A1) and (A2) are
satisfied. Then the random variable TN=NU $N 0(M, 7 ) UN is such that
(i) TN w
L /2p&q , if U # (M ),
(ii) TN=N$[1+op(1)], if U  (M ) , where $=U $0(M, 7) U.
Proof. Let P be the projection matrix onto (M ) and write
4(M, 7 )=(I&P) 7(I&P)+MM$, (3.4)
0(1)(M, 7 )=(I&P) 4(M, 7 )&1 (I&P). (3.5)
We will show that
0(M, 7 )=0(1)(M, 7). (3.6)
Then, Theorem 3.1 follows directly from Theorem 2 of Nsiri and Roy [16].
We will often refer to the following result in the sequel.
Lemma 3.1. Let 8 be a square matrix such that 878$=I and let 6 be
the projection matrix onto (B) with B=8M. Then,
0(M, 7 )=8$(I&6 ) 8. (3.7)
Relation (3.7) follows from the fact that 6=B(B$B)&1 B$=
8M(M$8$8M)&1 M$8$ and that 8$8=7&1. Now consider the full rank
matrix Q of dimension p_( p&q) such that I&P=QQ$. We have Q$M=0
and Q$4(M, 7 )&1 Q=(Q$7Q)&1 (see [16, Section 3.1]). Therefore,
0(1)(M, 7 )=Q(Q$7Q)&1 Q$=8$18, where 1=A(A$A)&1 A$ and where
A=(8$)&1 Q. To prove (3.6), it suffices to show that the two projections
1 and I&6 are identical. Note that A$B=Q$M=0 and thus (A) /
(B) =, where (B) = denotes the subspace spanned by the orthogonal
vectors to (B) . Given that the two spaces (A) and (B) = are of
dimension p&q, we have (A) =(B) = and, therefore, 1=I&6. This
established (3.6) and completes the proof of Theorem 3.1.
We remark that assertion (i) of Theorem 3.1 can be easily deduced from
Lemma 3.1. Indeed, denote X=8U and XN=8UN . Then, we have

































































L N(0, I ) and TN=NX$N(I&6 ) XN . When U # (M ) , we
have (I&6 ) X=0 and, therefore, TN=N(XN&X)$ (I&6 )(XN&X).
Thus, when U # (M ) , we have TN w
L /2p&q , where p&q is the rank of the
projection 1=I&6.
Let us also note that from (3.5) and (3.6), U $0(M, 7 ) U=0 if and only
if U is in the space (M ) . Consequently, in part (ii) of Theorem 3.1, the
parameter $ is nonzero.
The matrices M and 7 defining TN are, of course, unknown. Let us write
MN=[U (1)N , ..., U
(q)
N ], where, for all i, U
(i )
N denotes the sample correlation
vector corresponding to U (i ). Let 7N be the estimator of the asymptotic
covariance matrix 7 defined by Me lard, Paesmans, and Roy [15]. This
estimator is nonnegative definite and is weakly convergent, i.e., 7N w
P 7.
Consider the vectors U and U N defined by
U =(U (1)$, ..., U (q)$, U $)$, U N=(U (1)N $, ..., U
(q)
N $, U $N)$, (3.8)
and 7 , their asymptotic covariance matrix; then we have
N12(U N&U ) ww
L (0, 7 ). (3.9)
Let ; be the vector such that
;=(M$M)&1 M$U (3.10)
and B is the matrix defined by B=[&;$I, I], where ``'' denotes the
Kronecker product. Then if U # (M ) , we have U=M;. We write
7 =7 (M, U ), where, by definition,
7 (M, U )=B7 B$, (3.11)
and we call 7 N the estimator of 7 , obtained by substituting the sample
correlations for the theoretical correlations in the definition of 7 . We then
have the following result.
Theorem 3.2. Suppose that conditions (A1) and (A2) are satisfied and
that the matrix 7 is regular. Then, the statistic T N=NU $N 0(MN , 7 N) UN is
such that
(i) T N w
L /2p&q , if U # (M ),
(ii) T N=N$ [1+op(1)], if U  (M ) , where $ =U $0(M, 7 ) U.
Proof. We write PN=MN(M$NMN)&1 M$N and then we have, as in
relation (3.6), 0(MN , 7N)=0(1)(MN , 7N), where 0(1)(MN , 7N) is defined
according to (3.5). It follows that T N=NV $N4(MN , 7 N) V N , where
4(MN , 7 N) is defined by (3.4) and V N=(I&PN) UN . We denote
































































V=(I&P) U, 4 =4(M, 7 ), and 4 N=4(MN , 7 N). From the assumption
that 7 is regular, it follows that the matrix 4 is invertible (see Nsiri and
Roy [16]). It is also shown in this latter article that
N12(V N&V) ww
L N(0, 7V ), (3.12)
where the asymptotic covariance matrix 7V reduces to (I&P) 7 (I&P)
when V=0. Now suppose that U # (M ) , i.e., V=0. Following (3.12)
we have N12V N w
L (I&P) X, where X is a N(0, 7 ) random vector.
Consequently, NV $N4 &1V N w
L
T, where T=X$(I&P) 4 &1(I&P) X and,
since 4 N w
P 4 , we also have T N w
L
T. Moreover, from (3.5) and (3.6),
T=X$0(M, 7 ) X. It follows from Lemma 3.1 that 0(M, 7 )=
8 $(I&6 ) 8 , where 8 is a matrix such that 8 7 8 $=I and 6 is the projec-
tion matrix onto (B ) with B =8 M. We then have T=Y$(I&6 ) Y,
where Y=8 X is a N(0, I ) vector. Since 6 is a projection matrix of rank q,
T has a chi-square distribution with p&q degrees of freedom and, there-
fore, T N w
L /2p&q . Now suppose that U  (M ) , i.e., V{0. It follows from
(3.12) that the sequence of random vectors N12(V N&V) is bounded in
probability, i.e., N12(V N&V)=Op(1). Consequently, we have N 12V N=
N12V+Op(1) and N124 &1N V N=N
124 &1N V+Op(1). Thus, NV $N4
&1
N V N=
N[V$4 &1N V+op(1)] and, therefore, T N=N[V$4
&1V+op(1)] since
4 N w
P 4 . Moreover, V$4 &1V=U $0(M, 7 ) U=$ and we can write T N=
N[$ +op(1)] with $ {0 since U  (M ). This completes the proof of
Theorem 3.2.
The following result which is rather standard and not difficult to prove
will be used in the sequel. A detailed proof is given in Nsiri and Roy [17].
Lemma 3.2. Denote M=[U(k1), ..., U(kq)] and U=U(k), where for
every j, U( j ) represents the jth row of the Hankel matrix \s, s . We suppose
that k1< } } } <kq<k and let 7 =7 (M, U ) be the matrix defined by (3.11).
If condition (A2) is verified, then the matrix 7 is regular.
We note that this lemma is equally valid for Hankel matrices \ (l )s, s with
l1, given that the latter are submatrices of \s, s .
In the case where the vectors U (1), ..., U (q), U represent distinct rows of
a finite Hankel matrix of correlations, it follows from Lemma 3.2 that the
matrix 7 is regular. Thus, when we apply the results of Theorem 3.2 for the
identification of Kronecker indices (Section 3.2) or the autoregressive and
moving average orders (Sections 5.1 and 5.2), conditions (A1) and (A2) are
sufficient to guarantee the validity of the results stated in this theorem.
Let us remark that the results of this section are also valid in the case
where q=0, i.e., when we want to test the hypothesis H0 : U=0 against the
alternative HA : U{0. In this case, we write 7 =7, B=I, 7 =7 and
































































replace 0(M, 7 ) and 0(MN , 7 N) by 7&1 and 7&1N , respectively. We then
have, T N=NU $N7&1N UN and T N w
L /2p if U # (M).
The results of Theorem 3.2 permit us to define a test for the hypothesis
H0 : U # (M). The hypothesis H0 is rejected, if T N>c: , where
c:=/2p&q, 1&: denotes the (1&:)th quantile of the distribution /
2
p&q . The
power of this test, under the alternative hypothesis HA : U # (M) , is given
by BN=P(T N>/2p&q, 1&:). It follows from assertion (ii) of Theorem 3.2
that, under the hypothesis HA , limN   BN=1.
3.2. Selection Procedure for the Kronecker Indices
The selection procedure for the Kronecker indices, n1 , ..., nd , presented
below is based on the determination of the first basis of rows of the Hankel
matrix \s, s , where the integer s represents an upper bound on the dynamic
dimension n of the process Z. The study of the linear dependence among
the rows of \s, s will be based on the test defined in the previous section.
At first, a value of s must be determined and there exists different methods
to do it. Tsay [26] suggests fitting AR(s) models to the process Z and to
retain the value of s selected by a standard method for determining the
autoregressive order, like those defined by Akaike [3] or Tiao and Box
[23]. Since the rank of \s, s=n for every sn, another approach consists of
choosing the smallest value of s for which rank \s, s=rank \s+1, s+1= } } }
by testing rank \s, s=rank \s+1, s+1 for s=2, 3, ... . Finally, a third method
consists of employing the singular-value decomposition of a sufficiently
large-order Hankel matrix of correlations (or covariances) and to estimate
the dynamic dimension n by the number of singular values that are found
to be significantly different from zero (see Aoki [7, Chap. 6] for more
details).
Once the value of s is chosen, we successively test the hypothesis
H (k)0 : U(k) # (M), for k=1, 2, ..., where M denotes the matrix whose
columns are the vectors U(k1), ..., U(kq) previously added to the basis. We
denote the set of indices of the rows already appearing in the basis by
I=[k1 , ..., kq]. Initially I=< and we test the hypothesis H (k)0 : U(k)=0.
We let J represent the set of indices k which have not yet been examined,
but which could be selected later on. The procedure itself terminates when
the set J becomes empty. If H (k)0 is rejected, the vector U(k) is included in
the basis; i.e., the integer k is added to the set I. If H (k)0 is not rejected, we
conclude that ni=j, where i and j are integers uniquely defined by k=i+jd
and 1id. In that case, we eliminate from the set J all elements of the
form i+j $d with j $j. The algorithm can be summarized as follows:
Step 0 [Initialization]. Choice of s. Set I=<, J=[1, ..., sd ] and
k=1.
































































Step 1. Test the hypothesis H (k)0 : U(k) # (M), where M consists of
the U( j ), j # I.
(i) If H (k)0 is rejected, replace I by I _ [k] and J by J&[k].
(ii) Otherwise, decompose k into k=i+ jd, 1id, and take ni= j.
Remove from J all elements of the form i+ j $d with j $ j.
Step 2. If J=<, stop the procedure. Otherwise, let k=min J and go
to step 1.
As in Nsiri and Roy [16, Section 4.2], it can be shown that the
asymptotic probability of a correct dynamic specification of the Kronecker
indices is (1&:)d and this probability is independent of the chosen value
for s, as far as sn.
4. Refinement
Once we know the Kronecker indices n1 , ..., nd of the process Z, we can
define the ARMAE model (ARMA echelon form model) by employing







3i.(k) at&k , (4.1)
where 8i.(k) and 3i.(k) denote, respectively, the i th row of the matrices







3i.(k) at&k , (4.2)
where pi and qi are such that 8i.( pi){0 and 3i.(qi){0, and thus we have
max( pi , qi)=ni . Equation (4.2) represents a scalar component model of
order pi , qi , denoted SCM( pi , qi), as defined by Tiao and Tsay [24]. In
what follows, we are interested in the identification of the refined ARMAE
model or, in other words, the determination of the orders pi and qi , for
i=1, ..., d.
4.1. The Method of Tsay
The procedure of Tsay [25] is based on initially finding the
autoregressive order pi and searching for the moving average order qi only
if pi=ni . If the autoregressive order obtained is less than ni , we take
qi=ni . Before proceeding, we recall the notation employed by Tsay [25].
































































Let Zjt be the j th component of Zt and let F*1, t be the vector containing
the components Zj, t+l such that j+ld # IZ and j+ld<i+ni d, and also
containing the components Zi, t+ni . For k=2, ..., ni+1, let F*k, t be the vec-
tor obtained from F*1, t by replacing t with t&k+1 and retaining only the
components Zj, t+k such that k0. In particular, we have F*ni+1, t=Zit . We
also let s represent a large enough integer such that sn; for an integer k,
let Pk, t be the vector defined by Pk, t=(Z$t&k , ..., Z$t&k&s)$. To determine
the order pi , Tsay's procedure consists in testing successively for
k&2, ..., ni+1, the hypothesis H (k)0 : \
(k)=0, where \(k) denotes the
smallest canonical correlation between the vectors F*k, t and P*k, t . We
note that from the definition of ni , we have \(1)=0. If H (k)0 is rejected,
we conclude that pi=ni+2&k and if H (ni+1)0 is not rejected, we con-
clude that pi=0. Once we have found pi=ni , the search for qi proceeds
as follows. We test the hypothesis H (k)0 : \
(k)=0 successively for k=
0, &1, ..., &ni+1, where \ (k) denotes the smallest canonical correlation
between the vectors F*1, t and Pk, t . Note that \ (1)=\ (1)=0. If H (k)0 is
rejected, we conclude that qi=ni+k, whereas if H (&ni+1)0 is not rejected,
we conclude that qi=0. The statistic employed by Tsay [25] to test the
hypotheses H (k)0 and H
(k)
0 is a corrected version of the one proposed by
Cooper and Wood [8] to verify similar hypotheses.
4.2. Refinement with Hankel Matrices
We will present a characterization of the autoregressive order pi and of
the moving average order qi of the ith row of the ARMAE model in terms
of the linear dependence which may exist between the rows of the Hankel
matrix of covariances 1 (l )r, s , with origin l in Z. Given the equivalence
between linear independence of the rows of 1 (l )r, s and linear independence of
the corresponding rows of the Hankel matrix of correlations \ (l )r, s (see Nsiri
and Roy [16]), the results of this section, in particular those related to
Propositions 4.1 and 4.2, apply equally to covariances and correlations.
4.2.1. The Autoregressive Operator
Let s be an integer greater than the dynamic dimension n of the process
Z, U(k) the k th row of 1s, s and B(k) the k th block of rows of 1s, s , i.e.,
B(k)=[1(k), ..., 1(k+s&1)]. By definition of the i th Kronecker index ni ,
the vector U(i+ni d ) has a unique linear decomposition on the vectors
U(k) such that k # IZ and k<i+nid:






:(i, j, k) U( j+(k&1) d )=0, (4.3)
































































where nij is defined by (2.3). Now set ;(i, j, k)=:(i, j, k), for every integer
k such that 1knij and
;(i, j, k)={10
if i=j; k=ni+1,
if i{j; k>nij .
(4.4)
Also, set ; (i )k =(;(i, 1, k), ..., ;(i, d, k)). Relation (4.3) can then be written in
the form
; (i )1 B(1)+ } } } +;
(i )
ni+1B(ni+1)=0. (4.5)
From the uniqueness of the decomposition (4.3), the ; (i )k are uniquely
defined according to the relation (4.4) and (4.5).
Moreover, the autoregressive coefficients of the ARMAE model are given
by 8ij (k)=;(i, j, ni+1&k) (see [27]) and, thus,
8i.(k)=; (i )ni+1&k \k=0, ..., ni .
It follows from our discussions above that the 8i.(k) are uniquely deter-
mined according to the relations
8i.(0) B(ni+1)+ } } } +8i.(ni) B(1)=0, (4.6)
8ij (k)={10
if i=j; k=0,
if i{j; k<ni+1&nij .
(4.7)
Let us write
I (i )k =[l # IZ : kd<l<i+ni d ] (4.8)
and denote by E (i )k the space spanned by the vectors U(l ), such that l # I
(i )
k ,
and with the convention that E (i )k =0 if I
(i )
k =<. By the definition of ni ,
U(i+ni d ) # E (i )0 and it is clear, from the uniqueness of representation (4.6)
under constraint (4.7), that pi=ni if and only if 8i.(ni){0. This is equiv-
alent to U(i+ni d ) # E (i )0 and U(i+nid )  E
(i )





In a similar manner, we can see that pi=ni&1 if and only if
U(i+ni d ) # E (i )1 &E
(i )
2 and, more generally, that pi=ni&k if and only if
U(i+ni d ) # E (i )k &E
(i )




l , for all lk, we
have the following result.
Proposition 4.1. The autoregressive order pi is the unique nonnegative
integer such that
U(i+ni d ) # E (i )k , \k : 0kni&pi ;
(4.9)
U(i+ni d )  E (i )k , if k=ni&pi+1.
































































In Section 5.1.1 we define a statistic which permits us to test the hypothesis
H (k)0 : U(i+nid ) # E
(i )
k against the alternative H
(k)
A : U(i+nid ) # E
(i )
k &
E (i )k+1. Application of the results of Proposition 4.1 then allows us to define,
in Section 5.1.2, a specification procedure for the autoregressive order pi .
4.2.2. The Moving Average Operator
Given that 3i.(k)=0 if k>qi , we have, from Eq. (4.1),
8i.(0) Zt+ni+ } } } +8i.(ni) Zt=3i.(0) at+ni+ } } } +3i.(qi) at+ni&qi . (4.10)
The left-hand side of this equation can be written in the form ` (i )t =
,(i )Ft, ni+1 , where ,
(i )=(8i.(ni), ..., 8i.(0)) and Ft, ni+1=(Z$t , ..., Z$t+ni)$.
From (4.10), if qi=ni , ` (i )t is orthogonal to Pt&1, s=(Z$t&1 , ..., Z$t&s)$. In
general, for qini , let us write k=ni&qi . Then, ` (i )t is orthogonal to
Pt&1+k, s+k=(Z$t&1+k , ..., Z$t&s)$. However, ` (i )t is not orthogonal to
Pt+k, s+k+1, since 3i.(qi){0.
Now, if k denotes a nonnegative integer,
E(` (i )t P$t&1+k, s+k)=,
(i )E(Ft, ni+1P$t&1+k, s+k)=,
(i )1 (1&k)ni+1, s+k ,
where 1 (1&k)ni+1, s+k is defined by (2.4). It follows from the discussion above
that
,(i )1 (1&k)ni+1, s+k=0 if k=ni&qi ; (4.11)
,(i )1 (1&k)ni+1, s+k{0 if k=ni&qi+1.
Let Uk( j ) be the j th row of 1 (1&k)r+1, s+k , with r=max ni , and let E
(i )
k be
the space generated by the vectors Uk( j ) such that j # I (i )0 . We have, for
k=0, U0(i+ni d )=U(i+nid ), E (i )0 =E
(i )
0 , and U0(i+ni d ) # E
(i )
0 . Then, we
deduce from (4.11) and the fact that the 8ij (k) which form ,(i ) satisfy (4.7),
that k=ni&qi if and only if Uk(i+ni d ) # E (i )k and Uk+1(i+ni d )  E
(i )
k+1.
Since, for every nonnegative integer l, Ul+1(i+ni d ) # E (i )l+1 implies that
Ul (i+ni d ) # E (i )l , we have the following result.
Proposition 4.2. The moving average order qi is the unique nonnegative
integer such that
Uk(i+ni d ) # E (i )k , \k: 0kni&qi ;
(4.12)
Uk(i+ni d )  E (i )k if k=ni&qi+1.
This characterization of the moving average order qi is analogous to that
obtained for the autoregressive order pi . Let us note, however, that the vec-
tors in E (i )k are of constant length p=sd, whereas those in E
(i )
k are of length
































































pk=(s+k) d which increases with k. To obtain the moving average order
qi , we define, as in the specification of pi , a procedure based on successive
tests. Such a procedure will be given in Section 5.2.
5. Specification of Refined ARMAE Models
5.1. The Autoregressive Operator
We present an identification procedure for the orders pi of the ARMAE
model. For a given index i, the order pi is characterized by the relations
U(i+ni d ) # E (i )ni&pi and U(i+nid )  E
(i )
ni&pi+1 , where, for all j, U( j ) denotes
the j th row of the Hankel matrix \s, s , and s is a sufficiently large integer.
For k=0, ..., ni , let q (i )k be the dimension of the space E
(i )
k . This dimension
is equal to the cardinality of the set I (i )k defined by (4.8). If q
(i )
k {0, let
M (i, k) be the matrix whose columns are the vectors U( j ), j # I (i )k . Then we
have E (i )k =(M
(i, k)) . The matrix M (i, k) is of full rank and has dimensions
p_q (i )k , where p=sd. To simplify the presentation, we write for a given
index i, M (k)=M (i, k), qk=q (i )k and U=U(i+nid ). We want to test
the hypothesis H (k)0 =U # (M
(k)) against the alternative H (k)A : U #
(M (k&1)) &(M (k)) . Let us note that this test is more general than the
one defined in Section 3.1, where we had M (k)=M and (M (k&1)) =R p.
5.1.1. Definition of the Test Statistic
Let UN be the vector of sample correlations corresponding to U and let
7 denote its asymptotic covariance matrix. We write, for k0, 0(k)=
0(M (k), 7 ), T (k)N =NU$N 0
(k)UN , $(k)=U$0(k)U and for k1, R (k)N =
T (k)N &T
(k&1)
N . The following result gives a characterization of the i th
autoregressive order pi .
Theorem 5.1. Under the assumptions of Theorem 3.1.
(i) if pi<ni , then for k=1, ..., ni&pi , R (k)N w
L /2qk&1&qk ;
(ii) for k=ni&pi+1, R(k)N =N$
(k)[1+op(1)].
Proof. First, we establish the assertion (ii). If k=ni&pi+1, we have,
from Proposition 4.1., U # (M (k&1)) &(M (k)) . It follows from Theorem
3.1 that T (k&1)N w
L /2p&qk&1 and T
(k)
N =N$




(k)[1+op(1)], which gives (ii). To prove (i), we need
the following result.
Lemma 5.1. Let M1 be a p_q1 full rank matrix, M2 a p_q2 submatrix
of M1 and 7 a p_p symmetric positive definite matrix. Given a p_( p&q1)
































































full rank matrix Q such that Q$M1=0, let C=7Q and M=[M2 , C]. Then,
it follows that
0(M2 , 7 )&0(M1 , 7 )=0(M, 7 ).
Proof of Lemma 5.1. Let 8 be a square matrix such that 7&1=8$8,
and let us write G=8C, Bi=8Mi , for i=1, 2. Since Q$M1=0, we have
C$7&1M1=0 and thus G$B1=0. Therefore, R p=(B1) (G) , where
``'' denotes the sum of orthogonal subspaces. Denote 0i=0(Mi , 7) ,
i=1, 2. Then we have, from Lemma 3.1, 0i=8$(I&6i) 8, i=1, 2, where
6i denotes the orthogonal projection onto (Bi). Thus, 02&01=
8$(?1&?2) 8. Let us write B=[B2 , G]. It is now relatively easy to see
that 61&62=I&6, where 6 is the orthogonal projection onto (B).
Thus, 02&01=8$(I&6)8 and, therefore, it follows from Lemma 3.1
that 02&01=0(M, 7 ), where M=8&1B=[M2 , C]. This established
Lemma 5.1. K
Let C be a matrix defined according to Lemma 5.1 with M1=M (k&1)
and M2=M (k). Denote M (k)=[M (k), C]. Then, it follows from this lemma
that
0(M (k), 7 )&0(M (k&1), 7 )=0(M(k), 7) (5.1)
and, therefore, R (k)N =NU$N 0(M
(k), 7 ) UN . If U # (M (k)) , then
U # (M(k)) and thus from Theorem 3.1, R (k)N w
L /2p&q , where
q=p&qk&1+qk denotes the number of columns in M(k). Thus, we can
write
U # (M (k)) ==O R (k)N ww
L /2qk&1&qk . (5.2)
Finally, for k=1, ..., ni&pi , we have from Proposition 4.1, U # (M (k)) and,
therefore, R (k)N w
L /2qk&1&qk , which completes the proof of Theorem 5.1.
Since the theoretical matrices M (k) and 7, which define the random
variable R (k)N , are unknown, estimates M
(k)
N and 7N are obtained from the
sample correlations, as was done in Section 3.1. We write M (k)=
[U (1), ..., U (qk)], M (k)N =[U
(1)
N , ..., U
(qk)
N ], and we let U
(k) and U (k)N be the
vectors defined by relation (3.8), with qk replacing q and 7 (k) representing
the corresponding asymptotic covariance matrix. Let ;(k) be the vector
obtained by replacing M by M (k) in (3.10) and let us write
B(k)=[&;(k)$I, I ] and 7 (k)=B(k)7 (k)B(k)$. Following the notation
employed in (3.11) we have 7 (k)=7 (M (k), U ). Similarly, let us write
7 (k)N =7 (M
(k)
N , UN). Since the vectors U
(1), ..., U (qk), U denote distinct rows
of the Hankel matrix of correlations, it follows from Lemma 3.2 that, if
condition (A2) is satisfied, then the matrix 7 (k) is regular. Let us write,




N ) UN , $
(k)=U $0(M (k), 7 (k)) U and, for





































































Theorem 5.2. Under the assumptions of Theorem 3.1,
(i) if pi<ni , the, for k=1, ..., ni&pi , R (k)N w
L /2qk&1&qk ;
(ii) for k=ni&pi+1, R (k)N =N$
(k)[1+op(1)].
Proof. The proof of assertion (ii) is analogous to that given for asser-
tion (ii) of Theorem 5.1. To establish (i), suppose that pi<ni and let k be
a positive integer less than or equal to ni&pi . It then follows from Proposi-
tion 4.1 that U # (M (k)). Since M (k) is a submatrix of M (k&1), we can
show that
7 (k&1)=7 (k). (5.3)
Indeed, U=M (k&1);(k&1) and, since M (k) is formed from the last qk
columns of M (k&1), there exists a vector ;c such that ; (k&1)=(;c$, ;(k)$)$
and, thus, B(k1)=[&;c$I, B(k)]. Moreover, since U # (M (k)), we
have ;c=0 and, therefore, B(k&1)7 (k&1) B(k&1)$=B(k)7 (k)B(k)$, which
establishes (5.3). Let P(k&1) be the orthogonal projection matrix onto
(M (k&1)) and P (k&1)N the matrix similarly obtained from M
(k&1)
N . Let us
write, as in the proof of Theorem 3.2, V (k&1)=(I&P(k&1)) U and
V (k&1)N =(I&P
(k&1)







7 (k&1)N ) V
(k&1)
N . Since U # (M
(k&1)) , we have V (k&1)=0 and from (3.12),
N 12V (k&1)N is bounded in probability. Furthermore, (5.3) implies that
7 (k&1)N =7
(k)
















N ) UN+op(1). (5.4)
For every positive integer N, let QN and Q be p_( p&qk&1) matrices such
that Q$NM (k&1)N =0 and QN w
P Q, where Q is such that Q$M (k&1)=0. It
follows from Lemma 5.1 that













N , CN] and CN=7
(k)
N QN . From Eqs.(5.4) and (5.5), we








where M(k) is the p_q matrix defined by M(k)=[M (k), C] with C=7 (k)Q
and q=p&qk&1+qk . Let us write 7 (k)=7 (M(k), U ). Since U # (M (k))
and M (k) is a submatrix of M(k), we can show, as in the proof of (5.3),
that 7 (k)=7 (k) and so, 7 (k)=7 (k)N +op(1). We have, as in (5.4),
R (k)N =NU $N 0(M
(k)
N , 7
(k)) UN+op(1). Then, it follows from the proof
of Theorem 3.2, by taking 7 =7 (k), M=M(k), and MN=M (k)N , that
U $N 0(M (k)N , 7
(k)) UN w




and completes the proof of Theorem 5.2.
































































5.1.2. Specification of the ith Autoregressive Order
Once the value of the Kronecker index ni has been determined using the
method presented in Section 3.2, we proceed as follows to obtain the order
pi . For k=1, ..., ni , we successively test the hypothesis H (k)0 : U # (M
(k))
against the alternative H (k)A : U # (M
(k&1))&(M (k)) , where the vector
U=U(i+nid ) is the (i+ni d )th row of the Hankel matrix \s, s and M (k)
represents the matrix formed from the vectors U( j ) previously selected for
the basis (see Section 3.2) and such that kd< j<i+ni d. For a given level
of significance :, the critical value of the test is c (k): =/
2
qk&1&qk, 1&: . If the




: , we conclude that pi=ni&k+1.
In particular, if the hypothesis H (1)0 is rejected we conclude that pi=ni .
However, if none of the hypotheses H (k)0 , k=1, ..., ni , is rejected, we con-
clude that pi=0.
5.2. The Moving Average Operator
At first we note that since max( pi , qi)=ni , we must take qi=ni if we
have already concluded that pi<ni . Therefore, the specification procedure
for qi applies only if we have found that pi=ni . In Section 4.2, we observed
that the ith moving average order qi is equal to ni&k, where the integer
k is such that Uk(i+nid ) # E (i )k and Uk+1(i+ni d )  E
(i )
k+1. The vector
Uk( j ) denotes the j th row of the Hankel matrix \ (1&k)s, s+k , where s is a suf-
ficiently large integer and E (i )k represents the space generated by the vectors
Uk( j ) such that j is in the set I (i )0 defined by (4.8). We recall that the vec-
tors Uk( j ) are of length pk=(s+k) d. For k=0, ..., ni , we let M (i, k) repre-
sent a matrix whose columns are the vectors Uk( j ), j # I (i )0 . The matrix
M (i, k) is of full rank and of dimension pk_q(i ), where q(i ) is the cardinality




5.2.1. Definition of the Test Statistic
To simplify the notation, let us write, for a given value of i, M (k)=
M (i, k), q=q(i ), and U (k)=Uk(i+ni d ). We let U (k)N represent the vector of
sample correlations corresponding to U (k) and 7 (k) its asymptotic










N . Then, we have
the following result.
Theorem 5.3. Under the assumptions of Theorem 3.1,
(i) if qi<ni , then, for k=1, ..., ni&qi , R (k)N w
L /2d ;
(ii) for k=ni&qi+1, R (k)N =N$
(k)[1+op(1)].
































































Proof. The proof of (ii) is similar to the one given for (ii) of
Theorem 5.1. Now suppose that qi<ni and that the integer k is such that
1kni&qi . Then, from Proposition 4.2, we have U (k) # (M (k)). The
matrix M (k) is of the form M (k)=[L(k)$, M (k&1)$]$, where L(k) is a d_q
matrix. Let us write
M4 (k&1)=_Id0
L(k)
M (k&1)&, M4 (k)=_
L(k)
M (k&1)& , (5.6)
T4 (l )N =NU
(k)
N $0(M4







also q* k&1=q+d, q* k=q. Since M4 (k&1) is a full rank pk_q* k&1 matrix and
M4 (k) is a pk_q* k , submatrix of M4 (k&1), we can show, as in the proof of
Theorem 5.1, that we have a relation similar to (5.2), i.e.,
U (k) # (M4 (k)) ==O R4 (k)N ww
L /2q* k&1&q* k .
Moreover, q* k&1&q* k=d and U (k) # (M4 (k)) since M4 (k)=M (k). Thus, we
have R4 (k)N w




N , it is sufficient to show that
T4 (k&1)N =T
(k&1)
N to complete the proof of Theorem 5.3. By condition (A2),
the matrix 7 (k) is invertible. Furthermore, since 7 (k) is of the form
7 (k)=_71, 172, 1
71, 2
7 (k&1)& ,











since U (k&1)N is a subvector consisting of the last pk&1 components of U
(k)
N .
This shows that T4 (k&1)N =T
(k&1)
N and completes the proof. K
Let us now define a statistic, denoted R (k)N , which allows us to identify
the moving average order qi . For k0, let M (k)N be the estimator of M
(k)
defined as previously from the sample correlations. Following the notation





that we cannot apply Lemma 3.2, as we did in the previous section, to
prove that the matrix 7 (k) is regular, given that this lemma is only valid for
Hankel matrices \ (k)s, s with origin k1. Nevertheless, we can show that the
matrices 7 (k) are, in general, invertible. For k0, let us denote









































































(k)=U (k)$0(M (k), 7 (k)) U (k) and for




N . Then, we have the following result.
Theorem 5.4. Let us suppose that the assumptions of Theorem 3.1 are
satisfied and that, for k=ni&qi and k=ni&qi+1, the matrix 7 (k) is
regular. Then,
(i) if qi<ni , we have, for k=1, ..., ni&qi , R (k)N w
L /2d ;
(ii) for k=ni&qi+1, R (k)N =N$
(k)[1+op(1)].
The proof is omitted since it is similar to the one given for Theorem 5.3.
The main difference comes from the fact that M (k) and 7 (k) are replaced by
their estimators M (k)N and 7
(k)
N . The details are given in Nsiri and Roy [17].
5.2.2. Specification of the ith Moving Average Order
The specification procedure for the moving average order qi , is
analogous to the procedure presented in Section 5.1.2 for the identification
of the autoregressive order pi . This procedure consists of successively test-
ing, for k=1, ..., ni , the hypothesis H (k)0 : U
(k) # (M (k)) against the alter-
native H (k)A : [U
(k&1) # (M (k&1)) and U (k)  (M (k))], where for l0,
U (l )=Ul (i+ni d ), M (l )=[Ul (k1), ..., Ul (kq)], Ul ( j ) denotes the j th row of
the Hankel matrix \ (1&l )s, s+l and k1 , ..., kq denote the positions in the matrix
\s, s=\ (1)s, s of the rows selected for the basis when the i th Kronecker index
ni is obtained (see Section 3.2). The behaviour of the statistic R (k)N , under
the hypotheses H (k)0 and H
(k)
A is given by parts (i) and (ii) of Theorem 5.4.
The hypothesis H (k)0 is rejected if R
(k)
N >c: , where c:=/
2
d, 1&: . Note that
the critical value of the test of H (k)0 does not depend on the integer k, as
was the case for the test of the hypothesis H (k)0 in Section 5.1.2. If the
hypothesis H (k)0 is rejected, we conclude that qi=ni&k+1. In particular,
if the first test performed leads us to reject the null hypothesis, we conclude
that qi=ni . However, if at the end of the procedure, none of the
hypotheses H (k)0 , for k=1, ..., ni , has been rejected we conclude that qi=0.
6. Application to a Simulated Series
In this section, our goal is to illustrate the application of the proposed
identification procedure. We apply it to a bivariate series of length 120












































































Specification of the Kronecker Indices (s=6)
k Basis T (k)N d.f. p-value Remark
1  140.62 12 0.00 
2 1 161.98 11 0.00 
3 1, 2 74.51 10 0.00 
4 1, 2, 3 9.71 9 0.38 n2=1
5 1, 2, 3 12.68 9 0.18 n1=2
where [at] is a Gaussian white noise process with covariance matrix
7a=I. It is easy to see that the autoregressive and moving average
operators of this model satisfy relations (2.1) and (2.2) with n1=2, n2=1,
and that the integers n1 and n2 are the Kronecker indices corresponding to
this model. The autoregressive orders of model (6.1) are p1=p2=1,
whereas the moving average orders are q1=2 and q2=0.
The first step in the application of the procedure is the determination of
a suitable value for s. Proceeding as in Tsay [26], we fitted AR( p) models
to the series, for p=1, 2, ..., 12, using the Stepar paragraph of the SCA
statistical package [14]. The value of p that minimizes the Akaike informa-
tion criterion is p=6 and for the following steps of the procedure, we used
s=6. The second step is the specification of the Kronecker indices as
described in Section 3.2 and the results are presented in table I. The second
column in the table contains the row indices already selected in the basis
at iteration k. The fifth column indicates that, for a significance level
:=0.05, the hypothesis that the kth row is a linear combination of the pre-
vious rows is rejected for k=1, 2, 3 and is not rejected for k=4, 5. The
decomposition k=i+ni d (d=2) leads to n2=1 and n1=2, for k=4 and
k=5, respectively. Thus, we have found the true values of the Kronecker
indices of model (6.1).
TABLE II
Specification of the Autoregressive and Moving Average Orders (s=6)
Specification of pi Specification of qi
i k R (k)N d.f. p-value Remark R
(k)
N d.f. p-value Remark
1 1 3.85 2 0.15  23.70 2 0.00 q1=2
1 2 14.97 1 0.00 p1=1    
2 1 33.20 2 0.00 p2=1 0.87 2 0.65 q2=0
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Fig 1. (a) Graphical representation of the T (k)N , for k=1, ..., 5, s=6. (b) Graphical
representation of the R (k)N , for k=1, 2, s=6.
The third step is the specification of the autoregressive and moving
average orders. Table II gives the values of the statistics R (k)N and R
(k)
N
defined in Sections 5.1 and 5.2. From column 5 of this table and using the
notation of Section 5.1, the hypothesis H (k)0 is rejected for k=2, if i=1,
and it is rejected for k=1, if i=2. Since pi=ni+k&1, we conclude that
p1=p2=1. Now, given that n1=max( p1 , q1) and p1<n1 , the proper con-
clusion would be that q1=2. Note that this result could be obtained
directly from the test based on the statistic R (k)N for i=1 and k=1. For
i=2 and k=1, R (k)N is less than the critical value /
2
2, 1&: . Following the
results of Section 5.2, we thus conclude that q2=0.
Examination of the variation of T (k)N , R
(k)
N , and R
(k)
N , as a function of the
length N of the series, may prove to be very useful in the identification of
the dynamic structure of the model. To accomplish this, we calculated the
values of these statistics for k=1, ..., 5, retaining only the first N observa-
tions of the series, for N=60, 90, and 120. The values of T (k)N are plotted
in Fig. 1a. We observe that for k=1, 2, 3, the values of T (k)N become quite
large as N increases, whereas for k=4, 5, the T (k)N remain small. From
Theorem 3.2, the proper conclusion is that rows 4 and 5 of the Hankel
matrix are linear combinations of rows 1, 2, and 3. The latter are linearly
independent, thus confirming that n1=2, n2=1. Such a graphical analysis
TABLE III
Specification of the Kronecker Indices (s=2)
k Basis T (k)N d.f. p-value Remark
1  7.11 4 0.00 
2 1 137.86 3 0.00 
3 1, 2 31,12 2 0.00 
4 1, 2, 3 0.73 1 0.39 n2=1

































































Specification of the Autoregressive and Moving Average Orders (s=2)
Specification of p2 Specification of q2
i k R (k)N d.f. p-value Remark R
(k)
N d.f. p-value Remark
2 1 17.65 2 0.00 p2=1 0.83 2 0.66 q2=0
applies equally to the identification of the orders pi and qi . Consider, for
example, the determination of p1 . In light of the results of Theorem 5.2, it
is clear that an examination of Fig. 1b, representing values of R (k)N , for
k=1, 2, leads to p1=1. Similar results hold for p2 , q1 , and q2 , thus again
finding the values obtained previously by the automatic application of the
identification procedure.
In order to investigate the stability of the proposed procedure with
respect to s, we applied it to the simulated series with s=2, 3, ..., 12. For
s3, the results are similar to those presented in Tables I and II and in
each case, the true model is identified. Further, the number of tests per-
formed is independent of s. For each value of s, the specification of
the Kronecker indices requires five tests whilst the specification of the
autoregressive and moving average orders requires four other tests. The
results for s=2 are presented in tables III and IV. The Hankel matrix \2, 2
is 4_4 and the procedure allows us to correctly specify n2 and p2 , q2 .
However, it is inconclusive for n1 (and consequently for p1 , and q1), since
the first and third rows are linearly independent. At least one more row
would be necessary in order to specify a value for n1 . In this example, we
see that the smallest value of s for which the procedure works is
s=max(n1 , ..., nd)+1=3 which is also equal to the dynamic dimension of
the considered process. In general, max(n1 , ..., nd)+1n and for the
validity of the proposed procedure, the condition smax(n1 , ..., nd)+1 is
necessary but we do not know if it is sufficient. All the theoretical results
were established under the assumption that sn.
7. Conclusion
We have defined a test for linear dependence among correlation vectors
and we showed that utilization of the Hankel matrices \ (k)s, s not only allows
us to determine the Kronecker indices, by letting k=1, but also it allows
us to obtain the orders pi and qi of the ARMAE model, when we let k>1
and k<1, respectively.
For a given value of the significance level : of the elementary tests, the
identification procedure described earlier can be applied automatically,
































































without intervention of the user. In addition, by employing plots of the
statistics T (k)N , R
(k)
N , and R
(k)
N as a function of N, we can obtain supplemen-
tary information which greatly enhances the identification process of the
model.
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