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In today’s nanotechnology, a critical issue is to gain the ability to control the 
structure and function of matter with a deeper understanding of the quantitative and 
qualitative relationship among their synthesis conditions, structures, and properties. 
Experiments may provide information regarding the behavior of nanomaterials, but their 
interpretations are often controversial due largely to the difficulty of direct measurement. 
Hereupon, with the amazing advance in computer technology since the late 20
th
 century, 
computational modeling in science and engineering is increasingly important particularly 
in the fields of nanoscience and nanotechnology while it can provide researchers with 
significant insights into atomic-level interactions in various materials systems and 
underlying fundamental theories. 
 vii 
The ability of engineering thermal conductivity of materials on the nanoscale has 
become extremely important in various applications including electronics and energy 
storage/conversion technologies. Due to technical difficulties in experimentally 
measuring the thermal conductivity of disordered and complex nanostructures, there has 
been much interest in use of theoretical and computational methods to investigate thermal 
transport properties nanostructured materials.  
One computational method that can perform an accurate analysis for the thermal 
conductivity of new or complex systems is molecular dynamics (MD), due to its 
capability of predicting the behaviors of atoms in large systems. In this work, we have 
developed a comprehensive MD-based computational platform capable of predicting and 
explaining thermal transport in disordered and complex nanostructured materials. The 
unique features include construction of realistic nanostructures, determination of reliable 
force fields, and direct simulation of large systems, which are allowed by coupling 
various state-of-the-art computational methods including quantum mechanics, molecular 
mechanics, statistical theories, and massively parallel computing.   
The computational scheme was applied to describe thermal transport in various 
silicon and carbon-based disordered and nanostructures. First, the effects of defects 
including vacancy clusters, substitutional dopants, and dopant-defect complexes on the 
thermal conductivity of bulk crystalline silicon were investigated. Next, we analyzed the 
factors affecting heat transport in silicon-germanium and ternary silicon-germanium-tin 
alloys. Lastly, we performed the analysis of heat transport in silicon-based nanostructures 
such as nanowires and polycrystalline structures.
 viii 
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Chapter 1: Introduction 
 
1.1 Background and Motivation    
Thermal conductivity is an important property in many applications including 
micro- and nano-electronics and optoelectronics [1-3] such as microprocessors and 
semiconductor light-emitting diodes, and energy conversion/storage technologies [4-10] 
including thermoelectric (TE) generators, photovoltaic devices, and electrochemical 
batteries.  
For example, with advanced nanoscale fabrication processes such as molecular 
sputtering [11,12], chemical vapor deposition [13,14], and molecular beam epitaxy 
[15,16], modern electronic devices have high power densities [17] (See Fig 1.1); high 
power densities in the nanoscale dimensions cause generation of a significant amount of 
waste heat [18-20].  
 
Figure 1.1: Trends in device count/chip and feature size of Metal-Oxide-
Semiconductor (MOS) devices [17]. 
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Therefore, effective heat removal is a crucial factor for thermal management 
engineering including the operation, stability, and reliability of nanoscale devices [21-
24], which requires accurate prediction of the thermal transport properties of such small 
devices.  
Also, with the ever growing demand for renewable energy, there has been great 
interest in TE energy conversion that turns waste heat into electrical energy.[25-28] 
Currently, in the U.S., about 60 % of the total energy is lost as waste heat in the form of 
hot exhaust gases, cooling water, and heat lost from hot equipment surfaces (see Fig 1.2) 
[29]. Therefore, recovering waste heat losses gives an attractive opportunity for an 
emission-free and less-costly energy resource. 
 
Figure 1.2: Estimated U.S. energy use in 2013. About 60 % of the total energy is lost 
as waste heat. [29]  
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The efficiency of TE devices is measured by the figure of merit (ZT) which is 
defined in dimensionless form as: ZT = S
2
σT/κ, where T is the absolute temperature, S the 
Seebeck coefficient, and σ and κ refer to the electrical conductivity and the thermal 
conductivity, respectively.[30] Because ZT is inversely proportional to κ, disordered 
materials (e.g., alloys [31-35], aerogels [36-38]) are used for TE applications due to their 
low thermal conductivities, and there have been much efforts to develop highly efficient 
TE materials by reducing their κ via nanostructuring [39-43]. Therefore, significant 
efforts have been undertaken to increase the fundamental understanding how to control 
and manipulate κ of disordered or nanostructured materials.  
However, experimentally measuring and characterizing the κ of disordered or 
nanostructured devices and materials is still challenging, due to technical difficulties 
caused by the extremely small size, complex geometry dependence of the thermal 
properties of materials [44,45], and coexistence of numerous elements affecting thermal 
conduction.  For this reason, hence, there has been much interest in use of theoretical 
and computational methods to investigate the thermal transport properties for 
characterizing and designing nanostructured materials.       
An accurate and robust prediction/description of heat transport properties requires 
insight into the movement and scattering of heat carriers. In a dielectric or 
semiconducting solid where the valence electrons are tightly bounded to the atomic 
nuclei, the thermal energy is mainly transported by phonons which are energy waves 
consisting of lattice vibrations [45]. Various approaches employing the Boltzmann 
transport equation (BTE) [46,47], classical molecular dynamics (MD) [48,49], or 
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quantum-mechanics based equations [50,51] have been developed to study phonon 
transport in bulk and nanostructured materials.  
BTE-based calculations require the properties of the full spectrum of phonon 
modes which are obtained by fitting the BTE solutions to experimental κ data. Therefore, 
these phenomenological methods have very poor predictive power; these approaches 
could not be applicable for new or complex systems.  
To overcome this drawback, newly-developed approaches obtain the necessary 
phonon properties from first principles density functional theory (DFT) calculations. 
These methods accurately predict the phonon properties and κ of bulk or well-ordered 
structures [52-55].  However, there are an issue of computational cost in applying them 
to nanostructured systems that consist of over several thousands of atoms and disordered 
systems that require a supercell cell with an infinite number of atoms, by definition, 
despite the dramatic increase in computing power and the significant advancement of 
theoretical formalisms in recent years. Also, while DFT calculations using the 
perturbation methods [56,57] are applied to study disordered systems [58,59], their 
applications are often limited especially for long-range disorder systems.  
In this work, we have used MD simulations. MD has good predictive power; only 
required inputs are atomic configurations and appropriate interatomic potentials.  κ is a 
material property related to energy transport in non-equilibrium state, different with static 
and equilibrium properties such as density and specific heat. Hereupon, the rapid 
development of massively parallel computing techniques allows that MD predicts the 
position and momentum space trajectories of atoms in large systems (tens and hundreds 
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of thousands of atoms) for sufficiently large time scales to obtain steady state within 
disordered and complex nanostructures. Therefore, MD simulations have potential to be 
capable of explaining the effect of atomic level behaviors on the κ (bulk scale property) 
of new and complex systems. Previously, MD simulations with empirical force fields 
were widely applied to estimate the κ of various materials and structures such as bulk 
[60,61], nanoparticles[62], nanotubes [63], and also to investigate how structural 
imperfections such as defects [64,65], impurities [66], surfaces [67-69], and disordered 
alloys [70] affect lattice κ.   
However, for successful MD modeling of thermal transport in new and complex 
nanostructures, it is necessary to satisfy important prerequisites.  First, construction of 
realistic structures for simulation cells is required.  Phonon properties are closely related 
to the atomic configuration and bonding nature of materials.  Therefore, it is required 
that simulation cells accurately represent the structural features of real systems. Also, it is 
essential to employ accurate force fields for thermal transport description. In MD 
simulations, all atomic and momentum trajectories are governed by interatomic forces 
calculated using force-fields. While previous empirical force fields have been 
successfully employed to study the structural, energetic, and mechanical properties, 
however, they often describe lattice dynamics unsatisfactory, and need to be improved for 
accurate κ estimation. For many new or complex systems, appropriate potentials for 
describing heat transport may not be available. Finally, while BTE- and DFT-based 
methods predict κ from phonon mode analysis, MD predicts κ directly at the system 
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level. Therefore, in order to better understand complicate phonon transport phenomena in 
nanostructures, it may be required to perform analysis of phonon properties. 
 
1.2 Statement of Objectives and Organization of this Dissertation 
There are two major objectives for this thesis work: 
1) Developing a comprehensive MD-based computational platform capable of predicting 
and explaining thermal transport in disordered and complex nanostructured materials. 
The computational approach involves the following four modules: 
 Construction of realistic nanostructures with atomic-scale precision 
 First principles-based determination of force fields for κ prediction 
 Direct simulation of heat transport in a large system using massively parallel 
computing  
 Detailed atomic-scale analysis to better understand complicate heat transport 
phenomena  
2) Applying this computational scheme to investigate heat transport in various Si or C 
based disordered/nanostructures materials 
In Chapter 2, two MD methods used for predicting κ are introduced. Also, we 
explain our novel force-field optimization method [71] used to obtain force fields for κ 
calculations.  
In Chapter 3, the effects of defects on κ of bulk crystalline silicon (c-Si) are 
investigated using non-equilibrium MD simulations. First, we consider three different-
sized fourfold vacancy clusters; Tetra- (V4), hexa- (V6), and dodeca-vacancy (V12), with 
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particular interest to study how phonon transport is affected by vacancy concentration 
and cluster size in association with fourfold coordination-induced lattice distortions.  
We discuss the correlation between phonon scattering and cluster size, based on the 
relative rates of vacancy scattering associated with defect-induced with strain fields. Next, 
we examined the underlying mechanisms for κ suppression in crystalline Si by 
substitutional doping with different elements (boron (B), aluminum (Al), phosphorus (P), 
and arsenic(As)).  In particular, the relative effects of doping-induced mass disorder, 
bond disorder, and lattice strain were assessed using nonequilibrium MD simulations. 
Stillinger-Weber (SW) potential parameters for Si-dopant interatomic interactions were 
optimized by fitting to relevant atomic forces from first-principles calculations.  Lastly, 
it is now well adopted that as the As doping level increases highly stable As-vacancy 
clusters can be formed, particularly the AsnV (n= 2, 3, 4) complex in which a vacancy (V) 
is surrounded by substitutional As atoms. While the phonon scattering due to defects 
would be a function of not only defect concentration but also defect structure, to date no 
research has focused on the effect of As-V clusters on the κ of Si.  We attempted to 
investigate the effect of the As4V complex. 
In Chapter 4, heat transport in alloy systems is investigated. First, we present the 
effect of supercell size in predicting the κ of silicon-germanium (SiGe) alloys, which 
addresses the importance of a choice of supercell size. Next, we perform comprehensive 
MD analysis for factors affecting heat transport in SiGe alloys; particularly the effects of 
the composition and local segregation (microsegregation) of alloying elements. Moreover, 
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we attempt to study heat transport in ternary silicon-germanium-tin (SiGeSn) alloys with 
newly optimized force fields.  
Chapter 5 is dedicated to the analysis of heat transport in Si-based nanostructures. 
First, we investigate the origin of the reduced κ of Si nanowires (SiNWs) through a 
computational analysis of thermal transport in SiNW with tailored surface structures. 
Next, we present a computational analysis of thermal transport in SiGe alloy nanowires 
(SiGeNWs), with particular focus on the relative roles of alloy scattering and boundary 
scattering to the significant reduction of κ.  Next, a new concept of core-shell NWs by 
utilizing SiGe alloys is proposed and its impact on thermal transport in the core-shell 
structures is examined using MD simulations.  Furthermore, in order to address the grain 
size and boundary effects on heat transfer, a new Monte Carlo-based method is developed 
to generate polycrystalline structures, and the effect of grain boundaries on thermal 
transport is discussed.  











Chapter 2 Theoretical Background 
 
2.1 Molecular Dynamics Methods for Predicting Thermal Conductivity  
2.1.1 Non-Equilibrium Molecular Dynamics 
In Non-equilibrium molecular dynamics (NEMD)[72], κ is obtained according to 
Fourier’s law, by: dzdTJ /  , where J is the steady-state heat flux and dT/dz is the 
temperature gradient. NEMD is analogous to an experimental procedure, in which the 
heat flux (or temperature gradient) is calculated from the imposed temperature gradient 
(or heat flux). In our NEMD calculations, the temperature gradient is obtained from the 
imposed heat flux, as implemented in Large-scale Atomic/Molecular Massively Parallel 
Simulator (LAMMPS)[76]. To induce heat flow, we define a heat sink(SC) and a heat 
source(SH) in each simulation cell, as shown in Fig. 2.1. The velocity vectors of the 
hottest atom in the heat sink and the coldest atom in the heat source are interchanged (if 
the hottest atom has a higher kinetic energy than the coldest atom).  The unphysical 
energy transfer (from the cold region to the hot region) leads to a heat flow in the 
opposite direction by thermal conduction.  At steady state, both fluxes are equal in 
magnitude, and the total heat flux is obtained from the sum of the kinetic energies 
transferred. As such, the  of a given system is then calculated by:  















           (2.1) 
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where vhot and vcold refer to the velocities of the atoms involved in the energy exchange in 
the cold and hot segments, respectively, t is the simulation of time, A is the cross-
sectional area perpendicular to the heat flow direction, and ∂T is the temperature gradient 
in the longitudinal direction.  The factor of 2 in the denominator indicates that heat 
flows in two directions due to the periodic boundary condition imposed in the 
longitudinal direction (see Fig. 2.1.). 
 
 
Figure 2.1: Schematic illustration of a rectangular-shaped simulation domain with 
periodic boundary conditions imposed in all three directions.  The simulation cell 
consists of several layers including heat source (SH) and two heat sink (SC) layers; Heat 
flows in two directions due to the periodic boundary condition imposed in the 
longitudinal direction, as indicated.  L = 1/2Ltot where Ltot is the total length of the 
simulation cell. 
 
In the direct method, the predicted κ is a function of simulation cell length.  If 
the axial length of the simulation cell is not sufficiently longer than the mean free path of 
phonons in the system, phonon scattering in the heat sink and source regions may inhibit 
thermal conduction and consequently lower κ.[77,78]  The finite-size effect is often 
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unavoidable if a finite-size simulation cell is employed in determination of bulk thermal 
conductivities.  That dependence can be removed by extrapolating the simulation results 
with various finite-size cells to the infinite system.  According to Schelling et al.[60], 
the relationship between size-dependent κ and simulation cell length (Ltot = 2L, where L is 
the distance between the centers of the heat source and sink layers, which is a half of the 
total simulation cell length) is given by:   ⁄     ⁄    ⁄ ,where l is the phonon 
mean free path for the infinite system.  From linear extrapolation with a set of calculated 
(1/L, 1/) values to 1/L =0, we can approximate the bulk κ.   
This method, on the basis of Matthiessen’s rule, assumes that the inverse of the 
effective phonon mean free path (leff) can be obtained by adding the inverses of the bulk 
phonon mean free path (l∞) and the boundary scattering contribution (in a finite system), 
i.e.,      ⁄     ⁄    ⁄ .  The factor of 2 in the boundary scattering term accounts 
for the mean scattering distance of phonons traveling from the heat source to the heat sink.  
According to the simple kinetic theory,     ⁄     , where Cv is the specific heat of 
phonons per unit volume, v is the group velocity of acoustic branches, and l is the mean 
free path of phonons, the thermal resistivity (1/k) is given by:   ⁄     ⁄    ⁄   
where α is a size-independent constant (= 6/Cvv).  Thus, we can evaluate the bulk κ by 
extrapolating a corresponding 1/κ vs 1/L plot to L →   (or 1/L → 0).  
 
2.1.2  Equilibrium Molecular Dynamics 
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The Equilibrium molecular dynamics (EMD) method relies on the fact that the 
regression of the thermal fluctuations of an internal variable, in our case the thermal flux, 
obeys macroscopic laws. Hence, the time decay of the fluctuations of the flux is 
proportional to the κ based on the fluctuation-dissipation theorem[75]. This is 
mathematically expressed by the Green-Kubo formalism [73,74] which states that the 
time integral of the heat flux autocorrelation function is proportional to the thermal 
conductivity tensor [79].  
                           
 
  
∑                                       (2.2) 
                
 
      
∑ ∫ 〈         




                        (2.3) 
where ri is the position of atom i, εi is the total energy density associated with atom 
i, kB is the Boltzmann constant, T is the temperature, Ω is the volume of the system,  and 
α runs over Cartesian coordinates. The integration of Eq.(2.3) is the heat current 
autocorrelation function. A large number of time origins within the ensemble average are 
required for good convergence. The Green-Kubo approach generally requires a higher 
computational cost than NEMD, which tends to be its major drawback. 
 
2.1.3 Quantum Correction of Thermal Conductivity Predicted by MD  
In the MD approach, the temperature is commonly calculated from the velocities 













 ,where N is the number of atoms in a chosen region (one unit or 
shell here), kB is the Boltzmann constant, vi is the velocity of atom, and m is the atomic 
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mass.  However, when the system temperature is below the Debye temperature, 
quantum corrections to the MD temperature and κ are necessary. By assuming that the 
total system energy is the mean kinetic energy at TMD and equals to the total phonon 
energy at a quantum temperature T, the quantum correction can be: 























         (2.4) 
where D(ω) is the phonon density of states for all acoustic branches, ω is the phonon 
frequency, and the ½ in the phonon energy term represents the effect of zero point 










J MDMD    , the corrected κ 
is estimated to be[80]
dT
dTMD
MD  . 
 
2.2 First Principles-based Force Field Parameterization using Force Matching 
Approach 
Empirical force fields such as three-body SW[25] and Tersoff[81]  interatomic 
potentials have been successfully employed to study the structural, energetic, and 
mechanical properties of Si-based materials[82,83].  However, their description of 
lattice dynamics is often unsatisfactory despite its importance in assessing thermal 
transport properties[84]; for instance, previous MD simulations based on original SW and 









 at 500 K (SW[60]), as compared to 
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 at 500 K[85].  It is likely 
an insurmountable task to generate a single force field that can provide an adequate 
description of all physical and chemical properties, even for a prototypical semiconductor 
like Si.  Therefore, it would be necessary to at least modify existing force fields for 
specific applications, such as lattice κ calculations.   
While lattice dynamics directly depends on force constants between atoms[86], 
earlier studies demonstrated substantial improvement in description of lattice dynamical 
properties through modification of relevant force constants.  Jian et al.[87] showed that 
the SW potentials modified to fit the available experimental values of bulk modulus and 
phonon frequencies (particularly optical mode at the  point and transverse acoustic 
mode at the X point) yielded considerably improved phonon-dispersion relations for Si 
and Ge.  Very recently, Lindsay and Broido[88] presented improved Tersoff and 
Brenner potential parameters for phonon thermal transport in carbon nanotubes and 
graphene that were optimized to better fit measured phonon frequencies and zone-center 
acoustic velocities.  
The main framework of our force-field optimization method is as follows. First, the 
DFT force data for parameter optimization were obtained by displacing selected atom in 
the x, y, and z directions. The restoring forces acting on the displaced atom and its 
neighbors were considered to be matched in the parameter adjustments. The optimal 














 , where 
)(n
DFTF  and 
)(n
FFF  refer to the DFT and force-field 
forces, respectively, of the n
th
 of N total training data for force matching.   
 
2.2.1 Application to Bulk Silicon 
To improve the description of lattice dynamics, using a force-matching 
method[26] we adjusted three SW parameters (σ, ε, and λ) to fit DFT results for both the 
lattice spacing and the lattice restoring forces arising from local lattice distortions.  
Within the SW[25], the total energy (Φ) is given by the sum of two- (Φ2) and 








          
(2.5) 
The two body potential (Φ2) is a function only of radial distance (r), described in terms of 
a combination of inverse powers and an exponential function [Eq. (2.6)], and the three-
body potential possess full translational and rotational symmetry to give a diamond 
























           (2.6) 
;),,(),,(),,(),,(3 ikjkjkiijkjkijijkikijkji rrhrrhrrhrrr        (2.7) 
  2)3/1(cos)/()/(exp),,(  jikikijjikikij ararrrh                                
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where the subscripts ij, ik, and jik represent pairs and triplets involving atoms i, j, and k, 
rij is the interatomic distance between atoms i and j (normalized by a characteristic length 
σ), and θijk is the angle between bonds ij and ik.      
In the original study, the seven parameters (A, B, p, q, a, λ, and γ) were adjusted to 
give a diamond lattice structure in the solid state and fit MD simulation results to 
experimental observations for melting temperature and liquid structure.  In addition, the 
values of  and  were chosen to match the observed lattice constant and atomization 
energy of crystalline Si at 0K, respectively. Although the SW potential overall gives a 
fairly realistic description of crystalline Si, as stated earlier the thermal conductivities 
calculated based on the original SW parameters[25] tend to be overestimated. Since 
lattice dynamics directly depends on force constants between atoms[86], this implies that 
the original set of parameters may describe the Si lattice somewhat rigid, which is 
probably related to the fact that the energy-scaling parameter () was fitted to the 
atomization energy at 0K.  Note that thermal conduction at a finite temperature 
inherently involves lattice fluctuations, e.g., the mean atomic displacement in c-Si is 
about 0.077 Å at room temperature[28]; such thermal-induced lattice distortions would 
lead to a softening of the lattice and consequently require smaller force constants in 
describing the thermal transport properties near or above room temperature.  
To improve the description of lattice dynamics, using a force-matching method 
[26] we adjusted three SW parameters (σ, ε, and λ) to fit DFT results for both the lattice 
spacing and the lattice restoring forces arising from local lattice distortions. The values of 
σ were chosen to match the LDA/GGA lattice constants for the Si diamond structure.  In 
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the SW potential, εA and ελ determine the relative strength between the two- and three-
body interactions.  Since A is preset, ε and λ were tuned to fit the DFT restoring forces.   
Our DFT calculations were performed within the local density approximation 
(LDA) and the Perdew-Wang 91 generalized gradient approximation (GGA-PW91)[89], 
using the Vienna Ab initio Simulation Package (VASP)[90]. We used Vanderbilt-type 
ultrasoft pseudopotentials [91] to represent the interaction between ion cores and valence 
electrons, and a planewave basis set with a kinetic energy cutoff of 160 eV.  We used a 
64-atom cubic supercell and a (2×2×2) k-point grid in the scheme of Monkhorst-Pack for 
the Brillouin zone sampling. The predicted GGA (LDA) Si lattice constants are 5.4571 
(5.3865) Å, which were used for MD simulations.   
The DFT force data for parameter optimization were obtained by displacing one 
atom in the x, y, and z directions by 0.2 Å; the magnitude of the displacements was 
carefully determined from test calculations with different values which were greater than 
the mean atomic displacement of about 0.077 Å in c-Si at 300K[28]).  The restoring 
forces acting on the displaced atom and its four first- and twelve second-nearest 
neighbors were considered to be matched in the SW parameter adjustments.  On the 
third-nearest neighbors and beyond, the forces due to the center-atom displacement are 
negligible (< 0.01 eV/ Å in the absolute value).  The optimal values for ε and λ were 
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Table 2.1: Parameters of the Stillinger Weber interatomic potential; original[25] 
[SW(ORI)] and modified values based on fit to GGA [SW(GGA)] and LDA [SW(LDA)] 
calculations (this work).   
 
 Σ ε (eV) λ   
A = 7.049556277 
B = 0.6022245584 
γ = 1.2   a = 1.8 
p = 4.0  q = 0.0 
SW(ORI) 2.0951 2.1683 21 
SW(GGA) 2.1051937 1.41992 29.5304 
SW(LDA) 2.0780213 1.49662 26.4091 
 
 
Table 2.1 summarizes the modified parameters based on GGA [SW(GGA)] and 
LDA [SW(LDA)]  calculations, together with the original parameters [SW(ORG)] for 
comparison.  In Fig. 2.2, we compare the restoring forces from the SW and DFT 
calculations; both SW(GGA) and SW(LDA) well reproduce the DFT forces acting on the 
center atom and its neighbors while SW(ORG) yields consistently overestimated values.  
In the three-body SW potential, the forces can be decoupled into two- (F) and three-body 
































σ, ε, λ, and a are the SW parameters.  Looking at the relative two- and three-body forces 
of SW(GGA) and SW(LDA) with respect to SW(ORI), there is a significant reduction in 
the two-body forces (γF= 0.65/0.70 for GGA/LDA) while the three-body force reduction 
is relatively smaller (γG= 0.91/0.88 for GGA/LDA).  The decrease of forces indicates 






Figure 2.2: Discrepancies between DFT and SW predictions for the restoring forces 
acting on the displaced atom (center) and its four first- (1
st






Figure 2.3: Thermal resistivity (1/κ, after quantum corrections) for c-Si as a function 
of simulation cell length at three different temperatures as indicated; for each set, the 
linear line indicates the best-fit linear regression. Lz is the distance between the heat 
source and heat sink centers, which is half of the total simulation domain length (Ltot). 
The inset summarizes the calculated thermal conductivities of c-Si based on SW(GGA), 
with the available experimental values for comparison.   
 
As shown in Fig. 2.3, we calculated the bulk thermal conductivities of c-Si by 
extrapolating calculated (1/Lz, 1/) values to 1/Lz =0.  For each system, we performed 
ten independent NEMD simulations with different initial velocity distributions to obtain 
good statistics; the system was initially equilibrated at a target temperature within the 
canonical (NVT) ensemble with a Nosé-Hoover thermostat for 100 picoseconds (ps), 
followed by 2000 ps of microcanonical (NVE) MD while imposing a heat flux (with a 
velocity swap interval of 100 MD steps) and measuring the ensuing temperature gradient.  
A time step of 1 femtosecond (fs) was adopted for all MD simulations reported herein.  
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Each calculated temperature profile was obtained by averaging over 10
5
 MD steps (100 
ps) after equilibrium was reached.  Those chosen conditions have been proven to be 
sufficient to provide reasonable results for all cases considered. 
We calculated thermal conductivities at 500K for three different sets of SW 
parameters. Here, the relatively high temperature (= 500K) was intentionally chosen to 
check the reliability of the modified parameter sets while minimizing (or avoiding) the 
possible errors associated with quantum corrections[80]; the corrections are only on the 
order of  7% at 500K for the experimental value (= 645K) of the Debye temperature.  





based on SW(GGA) and SW(LDA), respectively, are in good 




[85], while SW(ORI) leads to a 




). This result clearly demonstrates 
that the modified parameter sets derived from both GGA and LDA forces can describe 
reasonably well the κ of Si; we expect that the force-matching approach can also be 
applicable to other materials.  The calculated κ values (after quantum corrections) based 
on SW(GGA) at 300K and 400K also listed in the inset of Fig. 2.3.  The overall good 
agreement with experiment suggests that the force-matched SW potentials would be a 








Figure 2.4: Phonon density of states (PDOS) calculated based on different sets of SW 
parameters, as indicated; each of which consists of four longitudinal acoustic (LA), 
transverse acoustic (TA), longitudinal optical (LO), and transverse optical (TO) branches.  
For comparison, the relative positions of the four phonon branches extracted from 
experimental phonon-dispersion relations[92,93] are also presented, as indicated.  
 
Figure 2.4 shows calculated phonon density of states (DOS) based on the 
modified and original parameters sets, together with relevant experimental data for 
comparison.  For each case, the vibrational modes were determined by diagonalizing a 
Hessian matrix obtained from numerical differentiation of analytical forces that were 
calculated by displacing all constituent atoms (in a 512-atom cubic supercell) in the x, y, 
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and z directions by 0.02 Å.  The phonon spectrum is composed of four branches such as 
longitudinal acoustic (LA), transverse acoustic (TA), longitudinal optical (LO), and 
transverse optical (TO).  The force-matched potentials [SW(GGA) and SW(LDA)] 
reasonably well reproduce the relative positions of the four peaks as observed in earlier 
experiments[92,93]; on the other hand, the original parameter set [SW(ORI)] yields the 
upshifted frequencies (blue shift).  The blue shift of the phonon branches is directly 
related to the increase of phonon group velocity; hence, SW(ORI) is well expected  to 
cause overestimation of κ, according to the kinetic theory, κ  Cvl, where v is the group 
velocity of acoustic branches, Cv is the specific heat of phonons per unit volume, and l is 
the mean free path of phonons[85].  
Finally, we compared the phonon dispersion relations of c-Si from 
SW(GGA)/SW(ORI)-based calculations using the GULP computer program[94].  As 
shown in Fig. 2.5, the most noticeable difference between the SW(GGA)- and SW(ORI)-
based dispersion curves occurs in the description of optical branches.  The SW(ORI) 
significantly overestimates the optical frequencies while the SW(GGA) and experimental 
values are in good agreement; the highest optical frequency of 502.57/514.48 cm
-1
 (at Γ) 
as estimated from the SW(GGA)/SW(LDA) calculations is much closer to the 
experimental measure[93] of 518.0284 cm
-1
, compared to the SW(ORI) value of 594.76 
cm
-1
.  The optical frequency overestimation may lead to the reduced phase space for 
phonon-phonon scattering, as the three-phonon phase space tends to be inversely related 
to the characteristic phonon frequency scale determined by the highest optical 
frequency[95,96].  As a result of the reduction of three-phonon umklapp scattering 
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processes, the SW(ORI) likely causes a significant overestimation of the κ at room 
temperature and above where  phonon scattering dominates.[97]  The results 
unambiguously suggest that the improved prediction of κ by the modified 
SW(GGA)/SW(LDA) parameter sets is largely due to their tendency to yield a better fit 
to the phonon frequencies, as compared to the original SW(ORI) parameter set.     
 
 
Figure 2.5: Phonon dispersion for c-Si along high-symmetry directions. The 
SW(GGA) and SW(ORI)-based calculations were performed using the GULP (General 
Utility Lattice Program) computer program[94].  The solid and dashed lines correspond 
to the modified [SW(GGA)] and original [SW(ORI)] parameter sets, respectively. 
Triangles indicate experimental data from Ref. [93].
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2.2.2 Application to Magnesium Silicide (Mg2Si) 
 
In order to test the ability of our force matching approach in obtaining accurate 
force fields for describing heat transport in complex materials, we also attempted to re-
optimize first principles-based force fields for Mg2Si.  The compounds of Mg2Si and 
their solid solutions have recently been of interest for a TE application due to their 
demonstration of high ZTs in the medium temperature range of 500-800 K [30,98]. 
Unlike covalently-bonded Si, Mg2Si exhibits both ionic and covalent bonding characters, 
as shown in Fig 2.6. Therefore, Mg2Si can be a good model system to test the 




Figure 2.6: Color map (3D) showing atomic configuration and partial charge 




To describe the atomic interactions between Mg-Mg, Mg-Si, and Si-Si, the 
Buckingham potential function [100] was employed. This potential consists of an 
exponential term to describe the repulsive potential between atoms, an r
-6
 attractive term, 
and long range term for coulombic interactions. The general Buckingham potential 
function is given by:  
                        
       ⁄  
   
   
                             (2.8)  
Three adjustable parameters (Aij, ρij, Cij) are used to match the potential function to the 
structural and energetic properties.  
To describe the long range coulombic interactions, the Wolf summation method 
[101] was employed. This method is based on the observation that the Coulombic 
summation does not converge as a result of the potential non-neutrality of the total charge 
contained within the spherically truncated system of cutoff radius rc.[102]  If charge-
neutralization of such a system is achieved, the correct equivalent system energy can be 
computed by  
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The first term represents the traditional coulombic sum, the second term 
represents the unbalanced surface charges within the sphere of radius rc, which are 
subtracted from the total energy [103], and the third term explains the shift in the correct 
energy of the system by the charge neutralized energy.  For each term, a damping 
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function is applied in order to make this method computationally more efficient. The 
damping parameter α determines how fast the complementary error function (          ) 
decays to zero [101], which sets the cutoff radius rc necessary for the system to converge. 
In this study, the rc was set to 12 Å, and α was thus carefully determined between 0.1 and 
0.5.  
       
Table 2.2: Optimized Parameters of the Buckingham interatomic potential for Mg2Si.  
 
 
Si-Si Si-Mg Mg-Mg 
Aij(eV) 3620.69 3687.26 1816.36 
ρij(Å) 0.4221 0.3186 0.3535 
Cij(eVÅ
6
) 1207.64 281.53 269.91 
 
qMg = 0.66897,  qSi = -1.33794 
 
 
In Table 2.2, the optimized parameters from the force matching approach are 
summarized.  In this work, 10 parameters (qsi, Aij, Bij, and Cij, where i,j = Mg or Si) 
were optimized using a force-matching method [71]. To satisfy the charge-neutrality 
condition, we set      
 
 
   . Using a 96-atom cubic supercell (with 32 Si and 64 Mg 
atoms), DFT force data for the parameter optimization were obtained by displacing one 
Si or Mg atom in the x, y, and z directions by 0.1~0.2 Å.  All DFT calculations were 
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performed within GGA-PW91 [89], using the VASP[90].  We used Vanderbilt-type 
ultrasoft pseudopotentials [91] to represent the interaction between ion cores and valence 
electrons, and a planewave basis set with a kinetic energy cutoff of 300 eV. We used a 
(4×4×4) k-point grid in the scheme of Monkhorst-Pack for the Brillouin zone sampling.  
 
 
Figure 2.7: Comparison between predicted DFT and Buckingham potential forces 
acting on the Mg and Si atoms. Gray linear line indicates |Buckingham Force| = |DFT 
Force|. 
 
Figure 2.7 shows the comparisons of the restoring forces from our modified 
potential and DFT-GGA calculations; overall, the modified Buckingham potential 
parameters provide excellent reproduction of corresponding DFT forces. Next, we tested 
our optimized potential for MD trajectories. MD trajectories were obtained using a 768-
atom rectangular periodic cell. The system was first equilibrated at 300K within the 
canonical (NVT) ensemble with a Nosé-Hoover thermostat for 100 picoseconds (ps) with 
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a time step of 0.5 femtosecond (fs).  After equilibration, trajectories were obtained 
within the NVE ensemble at every 10000 time steps. Figure 2.8 shows the comparisons 
of forces from our modified potential and DFT calculations for several MD trajectories. 
Overall, the modified Buckingham potential parameters well reproduce corresponding 
DFT forces. It is noteworthy that the restoring forces on individual atoms from MD are 
within the range of force data for force matching processes, which confirms the validity 
of imposed displacement on each atom in the force matching approach.   
 
 
Figure 2.8: Comparison between predicted DFT and Buckingham forces acting on the 
Mg and Si atoms for MD snapshots of 768 atoms supercell. Gray linear line indicates 
|Buckingham Force| = |DFT Force|.  
   
The phonon density of states (PDOS) of the 4116-atom Mg2Si cell calculated 
using our optimized potential is compared in Fig 2.9 with DFT results on a small 324-
atom cell. The eigenmodes of the system and their frequencies are obtained by direct 
diagonalization of the dynamical matrix, computed using the finite differene method with 
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the atomic forces. Compared to DFT, the force-matched potential reproduces the relative 
positions of phonon branches reasonably well; longitudinal acoustic (LA), transvers 
acoustic (TA), longitudinal optical (LO), and transverse optical (TO).  
 
Figure 2.9: Phonon density of states (PDOS) and phonon participation ratio (pph) for 
Mg2Si calculated using DFT and optimized Buckingham forcefield(FF). PDOS consists 
of four longitudinal acoustic (LA), transverse acoustic (TA), longitudinal optical (LO), 
and transverse optical (TO) branches. Blue (or red) solid line or dots indicates PDOS or 
pω obtained using FF ( or DFT), respectively. 
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A discrepancy is present in describing phonon properties over 330 cm
-1
, because 
the optimized potential which lacks the Born effective charges does not reproduce 
LO/TO splitting at the Γ point which is a redshift of the LO mode away from the TO 
mode (LO-TO splitting) [56] typically observed in polar semiconductors like Mg2Si.  
Although there has been no study directly explaining the effect of LO/TO splitting at the 
Γ point on κ predicted by MD, we could expect that the effect is not significant, based on 
Shiomi et al.’ recent study [104] which stated the inclusion of the non-analytical term for 
LO/TO splitting negligibly affects first-principles-based κ prediction. Also, it is 
noteworthy that PDOS for the DFT model don’t yield values for low frequencies below 
100 cm
-1
 due to its small cell size.   
While the PDOS gives information averaged over all vibrational modes present in 
the structure, the participation ratio pph, characterizes each mode individually and serves 
as a useful discriminant of spatial localization. pph is defined for an eigenmode with 
frequency ω as [105,106] 
    
    ∑ (∑    
      )
 
 , where NT is the total number of 
atoms and ε is the eigenvector corresponding to the eigenmode with frequency ω. 
Indicating the fraction of atoms participating in a given normal mode of vibration, the 
value of pph always lies between 1 and 1/NT; that is, pph = 1 if all NT atoms vibrate with 
equal amplitude while pph = 1/NT for a mode involving only one atom. The values of pph 
for the optimized force field and DFT of Mg2Si are reported in Fig 2.9. The overall shape 
of pph is reasonably reproduced by the optimized force field.  
We calculated the lattice κ(κL) of Mg2Si as a function of temperature from 300K 
to 700K. For NEMD simulations, we employed a rectangular-shaped simulation domain 
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with periodic boundary conditions imposed in the x, y, and z directions, where heat 
conduction occurs in the z (or <100>) direction. We adopted the DFT optimized lattice 
constant of 6.342 Å along <100> which is in good agreement with an experimentally 
reported value of 6.338 Å [107]. The cross-sectional area of each simulation domain is 
3.8023.802 nm
2
, while the domain is axially divided into a number of thin shells (each 
of which contains 432 atoms).  The thickness of the heat source and heat sink layers is 
set to LS = 6.342 Å (corresponding to one shell in the axial direction or 432 atoms), and 
the total axial length of the rectangular domain varies from Ltot = 40.58, 81.17, 121.76, 
and 162.35 nm (corresponding to 64, 128, 192, and 256 shells, respectively).  For each 
system, we performed ten independent NEMD simulations with different initial velocity 
distributions; the system was initially equilibrated at a target temperature within the NVT 
ensemble with Nosé-Hoover thermostat for 500 picoseconds (ps), followed by 4000 ps of 
constant energy (NVE) MD while imposing a heat flux and measure the ensuing 
temperature gradient.  A time step of 0.5 femtosecond (fs) was adopted for all MD 
simulations reported herein. Each bulk  value was obtained through extrapolation of 







Figure 2.10: Calculated lattice thermal conductivities (κL) of Mg2Si versus 
temperatures with experimental data of Tani et al.[108], Yang et al.[109], Nemoto et 
al.[110], and Akasaka et al.[111]. Filled grey circles correspond to MD results without 
quantum correction. 
 
Figure 2.10 shows predicted κL in comparison with available experimental data 
[108-111]. Experimental data for κL were extracted from the measured total κ using the 
Wiedemann-Franz law. We can see that the predicted values by MD are in good 
agreement with previous experimental data. Especially, we compare calculated κL with 
experimental ones at 500, 600, and 700K which are higher than the Debye temperature 
(=419 K[112]) of Mg2Si, because MD results below the Debye temperature require 
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quantum corrections which might cause extrinsic errors [80]. At 500, 600, and 700K, κL 




, showing good 





 at 501.9, 608.3, and 691.1 K, respectively. The predicted κL decreases monotonically 
with increasing temperature, indicating an increase in phonon-phonon scattering which is 
the primary source of thermal resistance for Mg2Si. [113]. The gray line is a fit by 
 T  with α = 1.19, which is quite consistent with earlier experimental studies 
showing the κL of Mg2Si is proportional to T
-1
. This result clearly demonstrates that the 
modified parameter sets derived from DFT forces can describe reasonably well the lattice 
κ of Mg2Si. The overall good agreement with experiments suggests that the force-
matched potentials would be a reliable choice for describing the thermal transport 




















Chapter 3 Effect of Defects on Thermal Conductivity  
of Crystalline Silicon 
 
3.1 Introduction 
Recently there have been several attempts to utilize Si-based materials for TE 
application, while compound semiconductors have been widely used for TE 
materials.[31,114,115] Si is more abundant, safer, and cheaper than compound 
semiconductors and also has well-established low-cost process technology, making it 
attractive for TE applications. However, bulk crystalline Si (c-Si) is well known to be a 
very inefficient TE material because of its high κ; the ZT of bulk Si is 0.01 at room 
temperature.[116] Much research[117-120]
 
has been directed towards finding ways to 
reduce the κ of Si-based materials to increase ZT. While heat conduction in Si is mainly 
governed by phonon transport, recently many attempts have been made to suppress the κ 
by introducing phonon scattering through nanostructuring, doping, and alloying.[67,70, 
121]  Phonon-boundary scattering has been found to bring about a substantial reduction 
of κ in Si nanostructures such as nanowire and thin film.  Moreover, introduction of 
defects and dopant impurities at the atomic level is expected to lower the κ[117-120] 
In bulk c-Si, mono- and di-vacancies are likely mobile even at room 
temperature[122,123], and thus most vacancies have been thought to remain in the form 
of clusters or complexes with other defects and impurities.  According to very recent 
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theoretical studies[124,125], small vacancy clusters (Vn, 3  n  48)  tend to be fourfold 
coordinated by nullifying dangling bonds created by Si lattice atom removal; in this size 
regime, the bond energy gain by fourfold-coordination is predicted to exceed the strain 
energy increase via consequent lattice distortions.  Unlike point-like defects, phonon 
scattering due to vacancy clusters would be a function of not only vacancy concentration 
but also cluster size[126].  Particularly, the fourfold coordination of vacancy defects can 
cause significant lattice distortions around them, which could play an important role in 
impeding phonon transport. 
In addition, the presence of chemical impurities in Si would lead to scattering of 
phonons, which can in turn significantly influence κ suppression. Substitutional dopants 




, the κ 
of Ge-doped Si layers was reduced by nearly a factor of two [127]. For dopants 




, bulk Si doped with boron (B) or phosphorous 
(P) shows the reduction in κ as large as a factor of 20 at 300K [128]. Despite their 
significant roles in κ suppression, the atomic-level mechanisms underlying the phonon-
impurity scatterings in Si-based materials have been an ongoing problem and need to be 
further investigated. To the best of our knowledge, most of the earlier theoretical 
investigations [117,129,130] have focused on explaining the variation of κ with 
temperature and dopant concentration based on Klemens formula [131] and Holland 
model[132], not the specific contributions of different dopants.  Garg et al.[57] 
performed a detailed analysis of alloying effect on κ in bulk SiGe alloy, which addressed 
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the effect of mass disorder. Unlike SiGe, other dopants may show other effects besides 
mass disorder.  
Furthermore, in the current semiconductor technology, ever higher doping levels 
are required due to the continuing decrease of device scales[133]. In many theoretical 
studies[134-136] in addition to recent experiments[137,138], it have been reported that as 
the doping level increases, highly stable As clusters formed with a vacancy (V) 
surrounded by substitutional As atoms (AsnV), with n = 2,3,4. Due to the As clustering 
phenomena, Si layers with these doping levels may exhibit unexpected properties such as 
a higher electrical resistance [139]. While phonon scattering due to defects would be a 
function of not only defect concentration but also defect structures, to date any research 
has not focused on the effect of As clusters on the κ of Si.  
In this chapter, we discuss how the presence of vacancy defects, substitutional and 
agglomerated dopants affects the κ of Si using non-equilibrium MD simulations. First, 
the role played by fourfold vacancy clusters in scattering of phonons in bulk c-Si is 
investigated, particularly the concentration and size effects, using three different-size 
clusters (V4, V6, and V12). Next, with the SW potential model[25] modified based on the 
first principles-based force matching method[71], our present study attempts to address 
the underlying causes of phonon-impurity scattering for different types of dopants, 
especially related to the mass disorder, bond disorder, and lattice strain induced by dopant 
incorporation. Lastly, the effect of defect-dopant agglomeration on the κ of As-doped Si 
is investigated, with comparison to that of fully dispersed substitutional dopants. 
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3.2 Effect of Vacancy Defects on Thermal Conductivity of Si 
3.2.1 Fourfold-Coordinated Vacancy Clusters       
As model defects, we adopted stable fourfold-coordinated tetra- (V4), hexa- (V6), 
and decavacancy (V12) clusters from the previous work of Lee and Hwang[124]; the 
predicted lowest energy configurations of the vacancy clusters are shown in Fig. 3.1.  
The fourfold-coordinated structures remained stable during MD simulations at 300K, 
which is not surprising considering that all Si atoms are fourfold coordinated with no 
significant distortions.  The predicted formation energies (per vacancy) of 2.04, 1.53, 
and 1.15 eV using the Tersoff potential are close to the DFT values of 1.88, 1.62, and 
1.16 eV for V4, V6, and V12, respectively. This implies that the empirical potential can 
describe reasonably well the structure and energetics of fourfold-coordinated vacancy 
defects where the bond lengths and bond angles insignificantly deviate from their 
equilibrium values. 
 
Figure 3.1:  Minimum energy configurations of fourfold tetra- (V4), hexa- (V6), and 
deca-vacancy (V12) clusters considered in this work.  Wire frame represents bulk Si 
lattice, and spheres represent highly strained atoms due to the fourfold coordination of the 
neighboring atoms around the vacancies. 
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3.2.2 Effect of Vacancy Clusters on Thermal Conductivity              
For each simulation cell, either V4, V6 or V12 clusters at a given concentration 
were randomly embedded in the middle layers which are separated from the heat sink and 
source layers by 5.4313 nm-thick buffer layers, as illustrated in Fig. 3.2.  As such, the 
periodic simulation cell consists of heat source and sink layers (indicated as SH and SC, 
respectively), two vacancy-embedded intermediate (I) layers, and two buffer (B) layers.  
Since there is velocity switching-induced non-physical phonon scattering in the heat 
source/sink segments[77,78], it might be necessary to place vacancy defects outside those 
regions to better assess phonon transport in the defective structures with no unphysical 
scattering effect.  In addition, we assured that linear temperature gradients were 
established in the vacancy-embedded layers by adjusting the length of buffer layers (in 
which temperature profiles were frequently highly non-linear).   
 
Figure 3.2: Schematic illustration of the three-dimensional periodic simulation cell 
that consists of heat source (SH), heat ink (SC), buffer (B), and intermediate (I) layers; 
corresponding layer thicknesses (LS, LB, LI) are also shown.  Vacancy clusters are 
randomly embedded only in the intermediate (I) layers to avoid the influence of velocity 
switching-induced non-physical phonon scattering in the heat source and sink regions.  
Heat flows in two directions due to the periodic boundary condition imposed in the 
<100> direction, as indicated.   
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For all simulation cells, fixed lattice constants of 5.4313Å along <100> and 
3.8405Å along <110> were used for c-Si, as obtained from volume optimization with the 
Tersoff potential model.  The cross-section of each simulation cell consists of 1010 
units (corresponding to 3.8405  3.8405 nm
2
 or 400 atoms).  The heat source/sink layer 
with a thickness of LS = 5.4313 Å contains one unit in the axial direction (corresponding 
to 400 atoms), and the thickness of each buffer layer was set to LB = 54.313 Å 
(corresponding to 10 units in the axial direction or 4000 atoms).  The axial length of the 
vacancy-embedded intermediate layer was varied from LI = 21.7252, 43.4504, 65.1756, 
to 86.9008 nm (corresponding to 40, 80, 120, and 160 units, respectively, in the <100> 
direction).  Periodic boundary conditions are imposed in the x, y, and z directions, while 
heat conduction occurs in the z direction.   
For the composite simulation cell employed in this work, the overall thermal 
resistivity equals to the length-weighted average resistivity: 
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where zSBB LLL /)2(  and BzII LL   1/ .  Substituting Eq.(3.1) into Eq.(3.2), 
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If LI >> 2LB+LS (or B  0 and I  1), the κ of the composite cell (κeff) can be assumed to 
be equal to that of the vacancy-embedded matrix (κI).  Thus, we can evaluate the 
contribution of vacancy scattering to bulk κ by extrapolating a corresponding 1/κeff vs 1/Lz 
plot to Lz →   (or 1/Lz → 0)           
For the sake of reference, first we calculated  for bulk c-Si at 300K by 
extrapolating the simulation results with various finite-size cells to the infinite system.  
Since the defect free c-Si system has higher  (i.e., a smaller intercept in the 1/ vs. 1/Lz 
plot) than other defected systems, a relatively longer simulation cell is needed for more 
precise extrapolation.  Within the composite cell scheme, the intermediate layer 
thickness (LI) was varied from 21.7252, 43.4504, 65.1756, 86.9008, to 130.3512 nm 
(corresponding to 40, 80, 120, 160, and 240 units, respectively, in the <100> direction), 
while the thicknesses of the heat source/sink and buffer layers were fixed at LS = 5.4313 
Å and LB = 54.313 Å, respectively.   
The insets of Fig. 3.3 show temperature profiles from the longest and shortest 
simulation cells, which clearly demonstrate that the temperature profiles in the 
intermediate layers (hatched) are well fitted to linear functions while they are virtually 
symmetric about the center of the heat source (or sink) layer.  This advocates that heat 
conduction in the intermediate layers obeys Fourier’s law with no significant interference 





Figure 3.3: Thermal resistivity (1/, with quantum correction) for defect-free Si as a 
function of simulation cell length at 300 K.  Lz is the distance between the centers of the 
heat source and sink layers, which is a half of the total simulation cell length (Ltot).  
Insets show MD temperature (TMD) profiles as function of axial position (z) from the 
longest and shortest simulation cells, exhibiting linear temperature gradients in the 
intermediate layers (hatched), as represented by thin solid lines.  In the insets, SH, SC, B, 





In Fig 3.3, calculated 1/ values are plotted as a function of 1/Lz, exhibiting a 
linear pattern.  From a standard least squares linear regression, the slope and intercept of 




K/W and 0.0028 mK/W, respectively.  
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) appears to be overestimated compared to the 




[85].  This discrepancy could be 
attributed to the tendency that the Tersoff potential would describe the Si structure 
somewhat rigid.[140] Taking the slope and intercept values, we also estimated the bulk 
phonon mean free path by: l∞ = [slope]/[2  intercept]; the predicted value of 
228.991±10.521 nm is comparable to 300 nm as experimentally estimated.[141,142] 
Next, we examined how the presence of vacancy defects affects κ.  For each 
defect type, we considered four different vacancy concentrations (nv = 0.15, 0.6, 0.9, and 
1.5%.). Figure 3.4 shows selected time-averaged temperature profiles that were used to 
compute κ for V12 at nv = 0.15, 0.6, 0.9, and 1.5%.  All of the temperature profiles are 
fitted by linear functions (represented by solid lines) in the vacancy-embedded 
intermediate layers, although strong nonlinear profiles are shown in the buffer layers, 
particularly near the heat source/sink layers.  This confirms that the defective regions 





Figure 3.4: MD temperature (TMD) profiles sampled from the V12-embedded defective 
systems of four different vacancy concentrations, nv = 0.15, 0.6, 0.9, and 1.5%.  Data are 
from the simulation cell consisting of 1010×122 units (corresponding to 
3.84053.840565.1756 nm
3
) and the sample temperature of 300K.  All profiles exhibit 
linear temperature gradients in the intermediate layers (hatched), as represented by thin 
solid lines.  SH, SC, B, and I indicate the heat source, heat sink, buffer, and intermediate 
layers, respectively.   
 
Figure 3.5 shows predicted κ values as a function of vacancy concentration for V4, 
V6, and V12.  As nv increases, κ rapidly decreases; the presence of 1.5% vacancies leads 




 for the V12, 





).  Even with nv = 0.15%, phonon transport tends to be significantly impeded, as κ 




 for the V12, V6, 
and V4 cases).  Note that at nv = 0.15% there are only two V12, four V6, or six V4 clusters 
 45 
in the 10×10×40 simulation cell (16000 atoms).  The large standard deviation of κ at 
low vacancy concentrations (especially when nv = 0.15%) is due to the fact the heat 
transfer from the source to the sink is strongly affected by the location of vacancy clusters.  
As the number of clusters increases, the standard deviation decreases with a well-




Figure 3.5: Calculated bulk thermal conductivities at 300K (with quantum correction) 
as a function of vacancy concentration for the V4, V6 and V12-embedded Si systems.  In 
the upper panels, selected cross-section wireframe views along the heat flow (or <100>) 




Figure 3.5 also shows a non-linear decay of κ with nv.  The calculated values are 
well fitted with an inverse power law relation, 
  vn , with  = 1.04, 0.87, and 0.74 
respectively for the V12, V6, and V4 cases.  The nonlinear relation between κ and nv has 
also been reported for carbon materials such as carbon nanotubes[63] and diamond[140].  
The exponent α is a measure of how rapidly  drops with increasing nv; that is, a smaller 
exponent implies a steeper decrease of .  According to our results, smaller clusters 
would more effectively inhibit phonon transport for the same vacancy concentration.
 
 
It is worth noting that the reduction of  with nv is a function of cluster size 
particularly when nv is low.  To understand the correlation between phonon scattering 
and cluster size, we approximated the rate of vacancy scattering in the vacancy-embedded 
region; here, the rate of phonon scattering due to vacancy aggregates is, according to 




, where c is the phonon group 
velocity, n is the number density of vacancy clusters, and de is the effective diameter 
assuming the vacancy cluster is spherical.  Suppose c is insignificantly affected by 
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  (N = 6 or 12).  Here, the effective 
diameters were estimated based on defect-induced strain fields.  For each vacancy 
cluster, we first counted the number of Si atoms that have strain energy higher than a 
given cutoff value, and then calculated the volume of a corresponding spherical 
compartment which can accommodate the strained Si and vacant atoms in the c-Si lattice.  




For cutoff strain energies of 0.02-0.2 eV, the effective diameters are roughly estimated to 
be 13.35-7.72 Å, 15.02-8.14 Å, and 17.01-8.70 Å for V4, V6, and V12, respectively.   





 are approximated to be 0.75±0.05 and 0.59±0.09, respectively, at nv = 0.15%.  
The increase of scattering rate with decreasing cluster size unequivocally supports our 
simulation results showing that the presence of smaller clusters leads to a more rapid 
reduction in  for the same vacancy concentration.  We admit that this approach would 
be oversimplified, but should be physically sound and sufficient for approximation of the 
scattering rate variation with cluster size, considering that phonon scattering is, to a large 
extent, determined by defect-induced lattice distortions.  The cluster-size dependence of 
 becomes insignificant as the density of vacancy clusters increases.  When nv = 1.5 %, 
κ is virtually no longer a function of cluster size.  This is likely related to the fact that 
the projected areas of clusters in the heat flow direction largely overlap and nearly cover 
the heat flow cross-section, as illustrated in Fig. 3.4.  Note that phonons travel in straight 
lines from the source to the sink; the transport of most of the phonons could be blocked if 
the cross-section is covered by vacancy clusters, and thus phonon transport becomes 
rather insensitive to the cluster size.  
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Figure 3.6: Calculated normalized phonon mean free paths at 300K as a function of 
vacancy concentration for the V4, V6 and V12-embedded Si systems.  Inset shows a 
correlation between thermal conductivity and phonon mean free path; both  and l rapidly 
decrease with nv. 
 
Finally, we estimated how the phonon mean free path is affected by vacancy 
concentration and cluster size.  Figure 3.6 shows the normalized phonon mean free paths 
for various vacancy-embedded systems with respect to the bulk value ( = l/lc-Si).  The 
normalized mean free paths rapidly decrease with  nv; at nv = 1.5 % the predicted values 
are 0.1202±0.0046, 0.0913±0.0039, and 0.0846±0.0038 for the V12, V6, and V4 cases, 
respectively. Similar to the variation of κ (see Fig. 3.5), the results are also well fitted to 
an inverse power law relation, 
 vnl , with  = 0.67, 0.76, and 1.38 for the V4, V6, and 
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V12 cases, respectively.  In addition, the inset clearly shows that there is a direct 
correlation between κ and phonon mean free path, consistent with the kinetic theory 
(l).  In undoped (or lightly doped) semiconductors, heat is transported primarily by 
lattice vibrations (phonons) at moderate temperatures (where the effect of radiation is 
negligible).[45] Likewise, electronic and radiative contributions can be ignored in the c-
Si system considered; therefore, the mean free path of phonons is an important indicator 
regarding how effectively thermal energy is carried through the model Si structures.   
 
3.3. Mechanisms of Thermal Conductivity Suppression in Doped Si 
In this work, we perform a quantitative analysis of the effects of dopants on 
phonon transport in c-Si, particularly the underlying mechanisms of phonon scattering 
due to different types of dopants including boron (B), aluminum (Al), phosphorous (P), 
and arsenic (As).   
3.3.1 Force matching-based Stillinger-Weber (SW) Potential Parameter 
Optimization  
For NEMD simulations, we employed a general form of SW potential function.  
The SW parameters were optimized for Si-X (X = B, P, As, or Al) systems using a force-
matching method[71] based on DFT calculations of the restoring forces associated with 
atomic displacements.  The DFT force data for the parameter optimization were 
obtained by displacing a dopant atom or its neighboring atoms in the x, y, and z directions 
by 0.08 Å.  The restoring forces acting on the displaced atom and its four first-nearest 
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neighbors were considered to be matched in the SW parameter adjustments.  On the 
third-nearest neighbors and beyond, the forces due to the center-atom displacement turn 
out to be negligible (less than 0.01 eV/ Å in the absolute value).  In this work, the force 
constants for the second-nearest Si neighbors and beyond were assumed to be the same as 
those for c-Si; although the second-nearest Si atoms have three-body interactions with the 
dopant atom (Si-Si-X), the contribution is likely to be insignificant.   
Our DFT calculations were performed within the GGA-PW91[89], using the 
VASP[90].  We used Vanderbilt-type ultrasoft pseudopotentials[91] to represent the 
interaction between ion cores and valence electrons, and a planewave basis set with a 
kinetic energy cutoff of 250 eV.  We used a 64-atom cubic supercell that contains one 
dopant atom and 63 Si atoms for optimizing Si-dopant interaction potentials.  A (2×2×2) 
k-point grid in the scheme of Monkhorst-Pack was used for the Brillouin zone sampling. 
Table 3.1 summarizes the modified parameters from the force matching approach; 
the σ values were chosen to match the Si-X bond distances (X = B, Al, P, As) from DFT-
GGA calculations.  In addition, the equilibrium Si-Si-X bond angles (θ0) were obtained 
from DFT-GGA calculations, while the equilibrium Si-Si-Si and Si-X-Si bond angles 
were set at 109.47˚ (tetrahedral bond angle).  Figure 3.7 shows the comparisons of the 
restoring forces from our SW and DFT-GGA calculations; overall, the modified SW 
parameters provide excellent reproduction of corresponding DFT forces (acting on the 








Table 3.1: Modified parameters of the Stillinger-Weber interatomic potential for Si-X 
interactions (X = B, P, As, and As); , , , a, and coso values were optimized based on 
DFT-GGA calculations of local lattice structure and restoring forces arising from local 
lattice distortions. 
 
 Si-B Si-P Si-Al Si-As 
σ 1.8675 2.0994 2.1483 2.1702 
ε (eV) 1.2496 1.0235 1.4858 1.0772 
λ 33.8815 64.3998 17.5472 49.9274 
a 1.6452 1.8003 1.8379 1.8688 
cosθ0 -0.4195 -0.3298 -0.3251 -0.3036 
A = 7.049556277, B = 0.6022245584, 



















Figure 3.7: Comparison between predicted DFT and Stillinger-Weber (SW) forces 
acting on the displaced dopant atom and its four first-nearest Si atoms for four different 




3.3.2. Validity of Re-optimized SW Potential for Predicting Thermal Conductivity of 
Doped Si 
To assess the reliability of the SW interatomic potential with modified parameters, 
we compared calculated  values with existing experimental data for bulk c-Si doped 
with B at various doping concentrations.  For NEMD simulations, we used a composite 
cell scheme employed in chapter 3.2. Dopant atoms were assumed to remain isolated 
without making any pairs or larger clusters, and they were placed in a random manner in 
the simulation domain; the dopant concentrations in the SH/SC, B and I layers were 
controlled to be (nearly) equal.        
Figure 3.8 shows predicted  values for B-doped bulk c-Si at B concentrations of 




 (corresponding to the atomic 
percentages of xB = 0.25, 0.5, 1, and 1.5 at.%, respectively).  For comparison, the 
experimental data available from the published literature are also plotted.  Note that 
each bulk  value was obtained through extrapolation of finite-size results to infinite size, 
as shown in the inset (here, Lz = ½ Ltot); refers to Ref. 20 for a more detailed description 
of the computational technique.  For a given simulation-cell-size and dopant-
concentration system, we performed twenty-five (25) independent NEMD simulations 
considering five (5) different atomic-level spatial distributions of dopants, for each of 
which five (5) different initial velocity distributions were also taken into account. In this 
work, doped Si systems considered were assumed to have the same TD as Si (= 645 
K[85]), as the atomic fractions of dopants are very small (< 0.01); note that the Debye 
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temperature of an alloy system (A1-xBx) is typically approximated by the linear relation 





Figure 3.8: Comparison Calculated bulk thermal conductivities of B-doped Si at 300K 
as a function of dopant concentration (nB), together with available experimental data for 

























.  The 
inset shows thermal resistivity (1/κ, after quantum corrections) for B-doped Si at different 
doping concentrations as specified; for each set the linear line indicates the best-fit linear 
regression. Here, Lz is the distance between the heat source and heat sink centers, which 
is half of the total simulation cell length. 
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The calculated  values (after quantum corrections) are well fitted by 
  BSi nA 1/  with A = 0.74186 and α = 0.7411, where Si is the thermal 










); the inverse power-law relationship has been widely 
adopted to describe the effect of point-like impurities (or defects) on lattice κ 


















)[146].  In addition, the fitted relation shows good agreement with the 

















.  The excellent agreement between the simulation and experiment results 
increases our confidence in the validity of the modified SW parameters for use of 
estimating the lattice κ of doped c-Si at moderate temperatures.   
 
3.3.3 Relative Effectiveness of B, Al, P, and As in Thermal Conductivity Suppression 
Using the same NEMD approach as described in the previous section, we 
examined how different substitutional dopants (B, Al, P, and As) affect the  of c-Si.  
Since our intention was to compare the impurity scattering strengths among those doped 




.  For 
different doped systems, dopants were placed at the same sites to avoid any possible 
unwanted effect associated with the disparity between their spatial distributions.  
Compared to the undoped case (κSi = 136.65 ± 9.15 W/mK), the introduction of Al, P, B, 
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and As dopants leads to a considerable reduction in ; as summarized in Fig. 3.9, the 
calculated ordering is κSiAl(total) = 78.18 ± 6.85 > κSiP(total) = 56.73 ± 5.21 > κSiB(total) = 
39.27 ± 5.54 > κSiAs(total) = 18.32 ± 2.17 W/mK.  Our simulations clearly demonstrate 
that As and B doping can more effectively suppress thermal transport in c-Si compared to 
P and Al.  Overall, the simulation results are consistent with existing experimental 
observations.  For instance, according to Liu et al.[117], κSiP appears to be about twice 




; in addition, Asheghi et al.[129]
 
demonstrated 
that B doping tends to cause a greater suppression of κ than P doping.  
3.3.4 Relative Contributions of Mass Disorder, Bond Disorder, and Lattice Strain 
for Each Dopant 
Phonon scattering by substitutional dopants can be attributed to the atomic mass 
and/or atomic radius differences between the host and dopant atoms; the mass and radius 
disparities are respectively related to the so-called ‘mass disorder’ and ‘lattice strain’ 
effects.  In addition, the existence of the heterobonds between dissimilar (host and 
dopant) atoms may cause phonon scattering (the so-called ‘bond disorder’ effect).  Next, 
we discuss the relative contributions of mass disorder, bond disorder, and lattice strain to 
the κ suppression in each doped system.   
Mass disorder effect.  The effect of mass disorder was examined by assuming 
that dopant atoms have the same radius and force constants as Si (see Table 3.1), but they 
have their own masses (mB = 10.81, mAl = 26.98, mP = 30.97, mAs = 74.92, mSi = 28.08); 
that is, the contributions of bond disorder and lattice strain were excluded.  Here, dopant 
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atoms were located at the same sites in the simulation cell as described in the previous 
section.    
As summarized in Fig. 3.9, the κ suppression is more enhanced with increasing 
the ratio of mass difference ( = |mSi-mx|/mSi, x = B, Al, P, As); the order from lowest to 




 ( = 0.039) < κSiP(mass) = 








 ( = 0.615) < 




 ( = 1.668).  The simulation results well advocate 

















MxMx , where xi and Mi are the fractional 
concentration and the mass of the impurity atom, and Mh
 
is the mass of the host atom; if 
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), indicating that the mass disorder effect is primarily responsible for κ suppression in 
the As-doped system.  Likely, in the B-doped case where the mass difference is also 
significant, the extent of κ reduction [κSiB(mass) = κSi  κSiB(mass)] due to mass disorder 




, which is about 97 % of the total 




.  On the 
other hand, the mass disorder contribution appears to be relatively insignificant for the 








Figure 3.9: Calculated thermal conductivities (after quantum corrections) for bulk c-Si 




.  The dashed 




).  For 
each doped system, besides its bulk value [indicated as SiX(total)], the  values 
calculated by isolating each of the effects of mass disorder [SiX(mass)], bond disorder 






Bond disorder effect.   To look at the bond disorder effect, the masses and 
radii of dopant atoms were assumed to be the same as those of the host Si atom, while 
other force constants optimized for each doped system were used (see Table 3.1).  Our 
calculations show that the κ reduction due to bond disorder can be significant for all four 
doped systems, following the order of [κSiAl(bond) = 88.74 ± 8.13 > κSiB(bond) = 58.41 ± 




].  Interestingly, 
for the Al- and P-doped cases, the bond disorder effect is found to be more important than 









] are about 82 % and 99 % of 








), respectively.   
In the three-body SW potential, the inter-atomic forces can be decoupled into two-
body (F) and three-body (G) contributions; that is, 
2

F  and 
2

G , where σ, ε, 
and λ are SW parameters.  Looking at the two-body and three-body force components 
associated with dopant atoms, relative to the host Si lattice, we can notice that only the 
two-body contribution tends to be important for Al [F(Al) = 1.005 and G(Al) = 0.597], 
whereas both two-body and three-body force disturbances play a comparably important 
role in causing phonon scattering in the B-, P-, and As-doped cases [F(B) = 1.118, G(B) 
= 1.283; F(P) = 0.725, G(P) = 1.581; F(As) = 0.713, G(As) = 1.207].   
Lattice strain effect.   We looked at the lattice strain effect by assuming that 
dopant atoms have the same mass and force constants as Si, except θSi-Si-X and σSi-X (x = 
dopant).  As summarized in Fig. 3.9, our calculations suggest that the doping-induced 
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strain may play a minor role in suppressing the lattice κ, particularly in the P- and As-
doped systems (whose κ values are lower only by 3 % and 9 %, respectively, compared to 
the undoped Si reference).  This is not surprising considering there is no significant 
dopant-induced local lattice distortion; note the small difference of length unit parameter 
between Si-dopant (σSi-P = 2.0994, σSi-As = 2.1702) and Si-Si (σSi-Si = 2.1052, from our 
DFT-GGA calculations), and also that the bend angles of θSi-Si-P (= 109.3˚) and θSi-Si-As (= 
107.6˚) are close to θSi-Si-Si (= 109.5˚).  Compared to Al, P and As, B causes relatively 
more lattice distortions (θSi-Si-B = 114.8˚) because of its smaller radius (σSi-B = 1.8675) and 
thus leads to a larger strain effect; nonetheless, the contribution of lattice strain turns out 
to be far smaller than those of mass disorder and bond disorder. 
 
3.4 Effect of Dopant Agglomeration in Arsenic Doped Silicon 
3.4.1 Force Field Optimization for Si-As Interactions 
For NEMD simulations, we employed a general form of SW potential function. 
The SW parameters for Si-As interactions of As4V-doped Si were optimized using a 
force-matching method[71]. Fig. 3.10 shows a schematic view of As4V complex fully 
relaxed using the DFT, with important geometric information. Using a 63-atom cubic 
supercell (one As4V complex + 59 Si atoms), the DFT force data for the parameter 
optimization were obtained by displacing As atoms or its neighboring Si atoms in the x, y, 
and z directions by 0.08 Å.  The restoring forces acting on the displaced atom and its 





Figure 3.10: A schematic view of As4V complex embedded in Si matrix; Si 
atom(orange) and As atom (cyan); a0 = 2.4359 Å, θ0 = 103.509
o
, θ1 = 106.469
o





Table 3.2 summarizes the modified parameters for As4V complex from the force 
matching approach. The σ value was chosen to match the Si-As bond distances from 
DFT-GGA calculations.  In addition, the equilibrium Si-As-Si bond angles (θ0) were 
obtained from DFT-GGA calculations.  For substitutional As dopant, Si-Si-As bond 
angles retained as 109.47˚ (= bond angle for Si diamond structure). However, the 
formation of As4V complex introduces significant lattice distortions to neighboring Si 





) from DFT calculations were employed.  Fig. 3.11 shows the comparisons of 
the restoring forces from our SW and DFT- GGA calculations; overall, the modified SW 
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parameters provide excellent reproduction of the corresponding DFT forces (acting on As 
atoms and their Si neighbors) for the As4V doped system.  
 
 
Table 3.2: Modified parameters of the Stillinger-Weber interatomic potential for Si-
As interactions for As4V; , , , a, and coso values were optimized based on DFT-GGA 





ε (eV) 1.2451 
λ 39.4445 
a 1.7717 
 Si-As-Si As-Si-Si 
cosθ0 -0.2337 -0.2835 -0.4340 
A = 7.049556277, B = 0.6022245584, 




Figure 3.11: Comparison between DFT and Stillinger-Weber (SW) forces acting on the 
displaced As atom and its first-nearest Si atoms for As4V doped systems. Solid line 
indicates |SW Force - DFT Force| = 0. 
 
3.4.2 Thermal Conductivity Suppression in As4V Doped Si 
Using NEMD with the SW potential model, the thermal conductivities of As4V-
doped Si systems were calculated at various doping concentrations at 300K. To compare 
the impurity scattering strengths between substitutional As-doped and As4V-doped Si, the 
 values for point As-doped bulk c-Si were calculated at corresponding concentrations. 
For the interactions of substitutional As and Si, we adopted parameter set from our 
previous work [148]. For NEMD simulations, we employed the composite cell scheme 
(see section 3.2). As4V complexes were assumed to remain isolated without making any 
overlaps among themselves, and they were placed in a random manner in the simulation 
domain; the dopant concentrations in the SH/SC, B and I layers were controlled to be 
(nearly) equal.  Each bulk  value was obtained through extrapolation of finite-size 
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results to infinite size. For a given simulation-cell-size and dopant-concentration system, 
we performed twenty-five (25) independent NEMD simulations considering five (5) 
different atomic-level spatial distributions of dopants, for each of which five (5) different 
initial velocity distributions were also taken into account.  For quantum correction, 
doped Si systems considered were assumed to have the same TD as Si where TD(Si) = 645 
K [85], as the atomic fractions of dopants are very small (< 0.015).  
Fig. 3.12 shows predicted bulk  values for As4V-doped c-Si and As-doped c-Si 





atomic percentages of xAs = 0.25, 0.5, 1, and 1.5 at.%, respectively).  For As doped-Si,  
the calculated  values (after quantum corrections) are well fitted by   AsSi nA 1/  





) at 300K from our previous work[71], and 





); the inverse power-law relationship has been widely 
adopted to describe the effect of point-like impurities (or defects) on lattice κ 
[63,65,140,149]. The fitted relation shows good agreement with the experimental values 








 and previous predictions [150] based 
on experimental data of As-doped Si films. Interestingly, compared to the point As-doped 
case, the introduction of As4V complexes leads to a considerably larger reduction in ; as 




, κ (As) = 19.619 ± 2.547 > κ (As4V) = 




. Fitting of   AsSi nA 1/  to the calculated  values (after 
quantum corrections) gives A = 2.106 and α = 1.044. The exponent α is a measure of how 
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rapidly  drops with increasing n; that is, a larger exponent for As4V complex implies a 
steeper decrease of .  According to our results, As4V complex can more effectively 
suppress thermal transport in c-Si compared to the point As-doped case.  
 
Figure 3.12: Calculated bulk thermal conductivities of As4V- or As- doped Si at 300K 
as a function of dopant concentration (nAs), together with available experimental data of 



























conductivities of As4V-doped Si are clearly lower than those of As-doped Si. 
 
3.4.3 Origin of Difference in Thermal Conductivity Suppression between As- and 
As4V-Doped Si  
As proposed in our previous study [148], phonon scatterings by substitutional 
dopants can be attributed to the ‘mass difference’, ‘atomic radius disparity’, and 
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‘heterobond formation’ between the host and dopant atoms. Similarly, the phonon 
scattering by agglomerated As dopants can be attributed to the presence of atomic mass 
differences and/or heterobonds; the mass and bond disparities are respectively related to 
the so-called ‘mass disorder’ and ‘bond disorder’ effects. In addition, the ‘lattice 
disorder’ effect can be defined as the combination of the atomic radius differences 
between dissimilar (host and dopant) atoms and the existence of the vacancy. 
In order to understand the origin of the differences in κ suppression between 
substitutional and agglomerated As dopants, we investigated the relative contributions of 
three factors in κ suppression in As- and As4V-doped Si, and their differences.  
First, the effect of mass disorder was examined by assuming that dopant atoms 
have the same radius and force constants as Si, but they have their own masses (mAs = 
74.92 and mSi = 28.08). In order to exclude the lattice disorder effect in As-doped Si, 
vacancies in As4V were replaced with Si atoms, which makes 5 atom-clusters (As4Si) 
consisting of one Si surrounded by four As atoms. Our calculations show that the κ 
reduction due to mass disorder is significant for both cases; the extent of κ reduction due 









] for As- or As4V- doped Si, 
respectively. It turns out that the mass disorder is more effective in reducing κ in As-
doped Si than As4V-doped Si, because the uniform distribution of scattering centers is 
more effective in reducing κ than the agglomerated case. However, the difference is not 
significant because all As atoms in As4V are paired with neighboring Si atoms, therefore, 
they work as active scattering centers due to mass disorder.  
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Next, to look at the bond disorder effect, the masses and radii of dopant atoms 
were assumed to be the same as those of the host Si atom, while other force constants 
optimized for each doped system were used. Here, we used the model structures having 
As4Si clusters for the As4V doped case, again. Our calculations show that the κ reduction 
due to bond disorder can be significant for both doped systems, following the order of 
[κAs(bond) = 84.34 ± 8.13 > κAs4V(bond) = 78.54 ± 6.48]. Our calculation indicates that 
the bond disorder effect is more significant in the As-doped case than the As4V-doped 
case. In the SW potential, the inter-atomic forces can be decoupled into two-body (F) and 
three-body (G) contributions; that is, 
2

F  and 
2

G , where σ, ε, and λ are SW 
parameters. Looking at the two-body and three-body force components associated with 
dopant atoms, relative to the host Si lattice, F(As4V) = 0.824 and G(As4V) = 1.102. It is 
noteworthy that both the two- and three-body disturbance tends to be smaller, compared 
to substitutional As; F(As) = 0.713 andG(As) = 1.207, due to the loss of coordination in 
As4V, which was similarly observed in previous theoretical work [151].  
Lastly, we looked at the lattice disorder effect by assuming that dopant atoms 
have the same mass and force constants as Si, except θSi-Si-X and σSi-X (x = dopant). For 
the As4V doped case, the lattice disorder due to the existence of vacancies is also 
included. While the doping-induced strain may play a minor role in suppressing the 
lattice κ in the As-doped systems (whose κ value is lower only by 9 %, respectively, 
compared to the undoped Si reference), the contribution of lattice disorder turns out to be 






These results demonstrate that the significant difference in the lattice disorder 
effect between the As- and As4V-doped cases might be a major factor for the further 
decrease in the κ of As4V doped Si.  
To better understand these results, we examined transmission characteristics of 
phonons in As- and As4V-doped Si using the nonequilibrium Green’s function (NEGF) 
approach [152-155].  Here, we ignored nonlinear phonon-phonon scatterings, as our 
primary concern was to understand the dependence of defect scattering on the local 
dopant structures.  Considering only elastic scattering events, the ballistic thermal 
conductance () at a given temperature can be expressed by the Landau formula[152-
155];   
 
  





, where f is the Bose distribution for phonons.  Based on 
the Caroli formula, the frequency-dependent phonon transmission coefficient is given by 
          
    




) represents the retarded (advanced) Green’s 
function of the central scattering region and ΓL (ΓR) describes the interaction between the 
left (right) electrode and the central region.  Here, the dynamic matrices for the G and  
calculations were obtained from the second derivative of the SW potential energy surface 
with a displacement of 0.02 Å.  Within the NEGF framework, as illustrated in Fig. 3.13, 
each calculation system consists of a central scattering alloy region and two semi-infinite 
Si leads; the axial lengths of the scattering region and each lead were set to 33.13 Å and 
5.52 Å, respectively.  The As or As4V in the scattering region were randomly distributed 













Figure 3.13: Simulation cells for non-equilibrium green’s function (NEGF) method. 







Figure 3.14: (TOP) Frequency-dependent phonon transmission coefficient (Tph) 
calculated for As and As4V doped Si, with comparison to the undoped Si case. 
(BOTTOM) Local vibrational densities of states (LVDOS) for As atoms; blue or red solid 
lines corresponds to As atoms in As4V- or As-doped Si and grey dashed horizontal line 
indicates LVDOS = 1 which means all atoms have the same LVDOS. Atomistic views of 
LVDOS near As atoms are also shown at ω = 88.12 cm
-1




The phonon transmission function (Tph,As) for As-doped Si and Tph,As4V for As4V-
doped Si are described in Fig. 3.14. For the sake of reference, Tph,Si  for undoped Si is 
also shown. For undoped Si, there are some regular steps, indicating that all phonons 
from the lead can pass through the center region without any scattering. On the other 
hand, Tph,As and Tph,As4V  are dramatically deviated from Tph,Si  owing to defect 
scattering. For both types of dopant, the channels for phonon transport are significantly 
reduced for most modes. Tph,As in the high frequency range are more reduced than Tph,As4V. 
This may suggest that the case with evenly distributed scattering centers is more effective 
in reducing κ. 
Interestingly, while Tph,As in the low frequency range below about 130 cm
-1
 
remains unchanged or slightly changed, Tph,As4V is significantly reduced in the frequency 
range. Fig. 3.14 shows the normalized local vibrational density of states (LVDOS) for As 
atoms obtained using NEGF. At low frequencies where large suppression of phonon 
transmission for As4V complex occurs, localization of eigenmodes on As atoms becomes 
more significant. A strong, spatially local resonant excitation in the region of defects (e.g. 
point defects and vacancies) at low frequencies was seen in previous studies [156,157]. 
Resonance scattering from a low-frequency local mode occurs by the scattering of 
phonons due to a localized lattice perturbation. There is the local disturbance due to large 
mass difference [Q(Si-As) = 2.67]. Moreover, the vacancy at the center of As4V leads to 
an additional effect. As demonstrated in previous studies [158,159], the missing mass and 
linkages due to vacancies also intrigue the resonant scattering of phonons. Therefore, for 
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As4V, resonance scatterings are intensified, and occur for lower frequency phonon 
modes.  
      
3.4.4. Thermal Conductivity of SiGe Alloys Doped with As and As4V  
 
 
Figure 3.15: Schematic of As or As4V doped SiGe alloys. Wire frame represents SiGe 
lattice (light gold = Si and green = Ge), and spheres represent As atoms. 
 
We investigated the effect of As or As4V doping on heat transport in SiGe alloys. 




, the thermal conductivities of Si1-xGex 
were calculated at x = 0.05, 0.1, and 0.2.  For both cases, As doping induced a further 
reduction in κ. Compared to the As-doped case, the introduction of As4V complexes leads 
to a considerably larger reduction in the  of Si1-xGex, as shown in Fig. 3.16. It is worth to 
note that at x = 0.2, the effect of As doping is negligible; the reduction of κ is only 3.65 
%, compared to undoped Si0.8Ge0.2. This is because the doping-induced reduction of κ is 
mainly due to phonon scattering by the large mass difference between As and Si [148]. 
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However, the mass-disorder effect is sufficiently saturated at x = 0.2 [35,57] by the mass 
differences between Si and Ge. Therefore, κ changes insignificantly with the 1 % 
additional introduction of As which has a quite similar mass to Ge. However, our 
calculations indicate that effect of As4V is still significant regardless of the saturated 
mass scattering; the κ value is reduced by 16.34 %. This is because the As4V induced 
reduction of κ is attributed to not only the mass disorder-induced scattering in the high 
frequency region, but also the suppression of low frequency modes due to the existence 
of Si vacancies.   
 
 
Figure 3.16: Calculated thermal conductivities (κ) for undoped, As, and As4V doped 
Si1-xGex as a function of composition ratio x. The inset summarizes the percentage 
reduction of κ in As- or As4V doped Si1-xGex compared to undoped cases for each 
composition ratio x.  
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Chapter 4 Alloying Effects on Heat Transport  
in Silicon-Germanium (SiGe) Alloys 
 
4.1 Introduction 
Since the 1960s, SiGe alloys have received much attention as one of the 
promising candidates for thermoelectric (TE) energy conversion[160].  It is now well 
accepted that the scattering of phonons due to the mass difference between Si and Ge is 
primarily responsible for the relatively high ZT of SiGe by suppressing , as compared to 
pure Si and Ge[57,147].  According to earlier experiments [161-164], the  of undoped 




 at 300 K when x = 0.2-0.3, 




[84, 165] in Si (Ge).   
In order to further reduce the  of SiGe beyond the so-called alloy limit, several 
attempts [166-170] have been made by introducing extrinsic mechanisms of phonon 
scattering with point-like defects, chemical impurities, and/or grain boundaries.  For 
instance, nanostructured p-type Si0.8Ge0.2[169-171] (produced by high-pressure sintering 




), resulting in a high ZT value 
approaching to 1 at 900-950 
o
C; the substantial reduction of  has been thought be largely 
due to increased phonon scattering by nanograins. In addition, previous experimental 
work showed that the  of alloys can be reduced by embedding nanoparticles[171-173], 
perhaps due to the interplay between alloy scattering and scattering by embedded 
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nanoparticles.  A recent MD study also predicted a drastic reduction in  when Ge 
nanoparticles (with diameters of around 1.4-1.6 nm) were embedded in a crystalline Si 
matrix, as compared to the corresponding random SiGe alloy[174]. However, to better 
understand the role played by extrinsic mechanisms and effectively improve ZT, it is 
important to have a fundamental understanding about intrinsic alloy scattering 
mechanisms preferentially.  
While various theoretical and computational methods have been employed to 
investigate heat transport in SiGe alloys [57,70,175], the large variation of predicted 
thermal conductivities depending on the method brings up the necessity to assess the 
liability of computational conditions; for example, predicted κ of Si0.8Ge0.2 is in the range 




 at 300K. Besides other conditions, for successful theoretical 
and computational studies, model systems or simulation cells should represent the key 
features of real systems, in order to obtain right physics and fundamental understanding.  
Especially, in calculating the κ of disordered systems such as alloys, a unit cell size 
should be large enough to capture phonon-alloy scattering due to structural irregularity. 
Therefore, it is important to examine how large a unit cell should be, in order to correctly 
predict the κ of SiGe alloys.  
While it has been well known that the strength of alloy scattering in a random 
alloy is determined by mass differences among constituent atoms and overall alloying 
compositions, a few previous experimental studies [132,176,177] have shown that a 
fraction of Si and Ge atoms may remain locally segregated in mechanically alloyed SiGe 
samples; that is, high-energy ball-milling of Si and Ge chunks may not always lead to a 
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random distribution of Si and Ge atoms. A key question is whether alloy segregation may 
perhaps affect alloy scattering and subsequently alter noticeably κ.  
Furthermore, group-IV (Si, Ge) semiconductor materials alloyed with Sn have 
received great attention for energy applications including photovoltaics and 
thermoelectrics, because of the possibility that the alloying of Sn with Si and Ge may 
allow for desirable structural, electronic, and thermal properties such as fully tunable 
band gaps [178-180] and ultra-low thermal conductivities.  
In this chapter, we present a classical MD study of thermal transport in Si-based 
alloys.  First, we present the dependence of predicted κ on the supercell size employed 
in MD simulations. The supercell size required to obtain a fully converged κ value is 
discussed. Next, we perform a classical MD study of thermal transport in bulk SiGe as a 
function of composition and microsegregation. Especially, we examine the effect of 
microsegregation by comparing the  values of Si0.8Ge0.2 with and without Ge 
microsegregation, in order to address the effect of the distribution of alloying elements in 
determining the κ of alloys. Lastly, we investigate heat transport in ternary SiGeSn alloys 
using MD simulations with a newly optimized SW potential model. We discuss the 
possibility of lowering κ below the alloy limit of binary SiGe alloys.   
 
4.2 Supercell Size Effect on Predicting Thermal Conductivity of SiGe 
In order to investigate effects of size of repeating unit on calculation of κ of SiGe 
alloys, supecells at five different sizes were prepared with all <100> orientations for x, y, 
and z directions. The sizes of units (N in 2
3N
) are varied from 1 (corresponding to 8 
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atoms), 2 (64 atoms), 3 (512 atoms), 4 (4096 atoms), to 5 (32768 atoms).  Within each 
unit cell, Si and Ge atoms are randomly distributed at desired composition ratio. 
Investigated compositions are 12.5, 25, 50, 87.5 % Ge. One unit size along <100> is 
determined by Vagard’s law; the lattice parameter of Si1-xGex (aSiGe) was approximated 
using linear interpolation between the Si and Ge lattice constants (from DFT-GGA 
calculations), i.e, aSiGe = (1–x)aSi + xaGe, where aSi = 5.4571 Å and aGe = 5.7564 Å.  
EMD using the LAMMPS code[76] was employed to calculate the κ values of 
SiGe alloys at 300K. For EMD simulations, we employed a general form of SW potential 
function with modified parameters using a force-matching method[35] based on DFT 
calculations. For κ calculations, simulation cells which are denoted here by Si1-xGex(2
3N
) 
were prepared by expanding NxNxN supercell repeatedly to x, y, z directions, as shown 
in Fig 4.1. For all systems, the total size of simulation cell is set same to be 16x16x16 
unit
3
 (corresponding to 32768 atoms). This is for removing effects of simulation cell size 
on κ and clearly comparing effects by variation of size of repeating units among different 
samples, because EMD calculation has finite size effect when the simulation cell is not 
large enough. In simulations, the periodic boundary condition is applied in all three 
directions and each MD step is set as 0.5 fs. For κ calculations, first, canonical ensemble 
MD with Nose-Hoover thermostat for # steps to equilibrate the whole system at 300K. 
Then, microcanonical ensemble (NVE) MD runs for another 4×10
6
 steps (2 ns). For 
quantum correction on MD results, the TD for Si1-xGex is approximated by TD(Si1-xGex) = 








Figure 4.1: Representative structures of SiGe alloys with three dimensional periodic 
arrangements of small supercells at Ge contents = 25%; the number of atoms in all 
structures is 32768; supercell size N (in 2
3N
) is from 1, 2, 3, 4 to 5. For different alloy 







Figure 4.2:  (a) Calculated thermal conductivities (κ) of Si1-xGex (x = 0.125, 0.25, 0.5, 
and 0.875) for supercell size N = 1,2,3,4, and 5 (N in 2
3N
). Open black circles[35] and red 
triangles[70] represent previous NEMD results, and filled green squares correspond to 
previous DFT results[57]. (b) Normalized thermal conductivities (κ/κbulk) of Si1-xGex (x = 
0.125, 0.25, 0.5, and 0.875) as a function of supercell size N = 1,2,3,4, and 5 (N in 2
3N
). 
Black dashed line indicates κ = κbulk. 
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Figure 4.2 (a) summarizes the variations of κ with supercell size (N in 2
3N
) for Si1-
xGex (x = 0.125, 0.25, 0.5, and 0.875), obtained from our EMD simulations; all the κ 
values were quantum corrected. As shown in Figure 4.2 (b), for each case, the κ value 
decreases rapidly with N and converge when N ≥ 4 (corresponding to 4096 atoms).  At x 




) at N = 1 is predicted to be about 15 times 




 at N = 4.   
Figure 4.2 (a) also shows that the converged κ values are nearly identical to those 
from our recent NEMD simulations [35], suggesting that the prediction of κ is rather 
insensitive to the choice of MD technique; (note that our NEMD simulations employed 
rectangular simulations cells containing 16000-64000 atoms which should be large 
enough for convergence).  Both EMD and NEMD results well capture existing 
experimental observations in that i) for x < 0.2 (or x > 0.8), the  rapidly drops as the Ge 
(or Si) content increases, ii) for x = 0.2-0.8, the  shows insignificant variation with x, 
and iii) the minimum value of  occurs around x = 0.2.   
In Fig 4.2 (a), one interesting aspect is observed in comparison of our calculations 
with the results from density functional theory (DFT) based Boltzmann transport 
equation-relaxation time approximation (BTE-RTA) [57, 58]. For all compositions, κ 
values from BTE-RTA are relatively large compared to converged κ values in this work 
and previous NEMD studies. The values from BTE-RTA are quite similar to κ of Si1-
xGex(2
3











). In BTE-RTA 
approach, phonon properties for estimation of thermal conductivity are obtained from 
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DFT calculations using supercells in DFT calculable sizes (normally, at most one or two 
hundreds). Our results might seem to addresses the possibility that phonon properties 
from DFT underestimate alloy scattering effect due to small supercell size. 
 Moreover, it would be worthwhile to note that the EMD results with N = 2 
(corresponding to 64 atoms) appears to be in good agreement with that of recent first-
principles calculations combined with the Boltzmann transport equation (BTE) [57].  In 
this approach, all the parameters necessary to compute κ were derived from the density-
functional perturbation theory.  Among others, a critical parameter is the phonon 
relaxation time which can be obtained using a combination of virtual crystal 
approximation (VCA) and supercell approach.  While a 2-atom supercell (i.e., primitive 
unit cell) tends to be sufficient for pure Si [53, 57] or Ge [57], it has been found to be too 
small for extracting the accurate phonon relaxation time of SiGe alloys because of its 
inability to represent the random (irregular) atomic arrangement (i.e., mass disorder) [57].   
The aforementioned first principles calculations employed a relatively large 
supercell with about 100 Si and Ge atoms.  However, the significant deviation in κ from 
the converged EMD results (N ≥ 4) may suggest that the supercell size would not yet be 
large enough to fully capture the effect of SiGe alloy disorder, warranting a further 
investigation of the convergence with respect to the supercell size.    
  
4.3 Composition Effect on Thermal Conductivity of SiGe Alloys 
For NEMD simulations, the simulation box was constructed according to the 
composite cell scheme; all layers have the same composition (Si:Ge ratio).  Periodic 
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boundary conditions were imposed in the x, y, and z directions, while heat conduction 
was allowed to occur only in the z direction. The cross-section of the rectangular box 
consists of 1010 units (corresponding to 400 atoms).  The SH/SC and B layer 
thicknesses were set at respective LS and LB values corresponding to one (or 400 atoms) 
and ten (or 4000 atoms) units, respectively, in the axial <100> direction, while LI was 
varied depending on the total simulation cell length (Ltot), while LI was varied from 40, 80, 
120 to 160 units [corresponding to 16000, 32000, 64000, and 128000 atoms] depending 
on the total simulation cell length (Ltot).  Following Vegard’s law, the lattice parameter 
of Si1-xGex (aSiGe) was approximated using linear interpolation between the Si and Ge 
lattice constants (from DFT-GGA calculations), i.e, aSiGe = (1–x)aSi + xaGe, where aSi = 
5.4571 Å and aGe = 5.7564 Å.   
The heat flux was imposed in the z direction by adding (subtracting) 
nontranslational kinetic energy to a group of atoms in the heat source (sink) layer. The  
of bulk Si1-xGex was obtained by extrapolating finite-size results to infinite size; all κ 
values reported hereafter are after quantum corrections, unless stated otherwise. For 
quantum correction, the TD for Si1-xGex is approximated by TD(Si1-xGex) = (1–x)TD(Si) + 
xTD(Ge)[184], where TD(Si) = 645 K and TD(Ge) = 374 K. For each of the Si1-xGex 
systems considered, five independent NEMD simulations were performed with different 
atomic arrangements and initial velocity distributions.  All NEMD simulations were 
performed using LAMMPS with a time step of 1 fs.       
For NEMD simulations, we employed a general form of SW potential function 
with the potential parameters modified using a force-matching method[71] based on 
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density functional theory (DFT) calculations.  In this regard, the DFT force data were 
obtained by displacing one selected atom in the x, y, and z directions by 0.2 Å; the 
magnitude of the displacement was determined from test calculations with different 
values greater than the mean atomic displacement of about 0.147 Å [181] (0.077 Å [28]) 
in Ge (Si) at room temperature.  The restoring forces acting on the displaced atom and 
its four first- and twelve second-nearest neighbors were considered to be matched in the 
SW parameter adjustments. All DFT calculations were performed within the GGA-
PW91[89], as implemented in the VASP[90]. We used Vanderbilt-type ultrasoft 
pseudopotentials[91] to represent the interaction between core and valence electrons, and 
a planewave basis set with a kinetic energy cutoff of 160 eV.  We used a 64-atom cubic 
supercell and a (2×2×2) Monkhorst-Pack grid of k points for the Brillouin zone sampling. 
Table 4.1 summarizes the modified SW parameters obtained from the force 
matching approach based on DFT-GGA [SW(GGA)].  Figure 4.3 shows the 
comparisons of the restoring forces from the SW(GGA) and DFT calculations for 
different Si1-xGex samples (x = 0.25, 0.5, and 0.75); note that the SW(GGA) and DFT 














Table 4.1: Stillinger Weber (SW) parameters modified based on the interatomic 
forces from first principles calculations for the study of thermal transport in Si, Ge, and 
SiGe.   
 
 σ ε (eV) λ a 𝜸  
Si 2.1051937 1.41992 29.5303 1.8 1.2 A = 7.049556277 
 B = 0.6022245584 
   p = 4.0      q = 0.0 
Ge 2.221545 1.30665 24.6348 1.8 1.2 




Figure 4.3: Parity plots showing discrepancies between DFT and SW predictions for 
the restoring forces acting on the displaced atom and its first- and second-nearest 





With the modified SW parameter, we calculated the  of bulk Si1–xGex as a 
function of x; here, Si and Ge atoms were assumed to be randomly distributed.  As 









 at 300K, respectively, close to the corresponding 








 [85]; by contrast, the 









 for Ge).   
For x < 0.2 or x > 0.8, the  of the host (Si or Ge) matrix rapidly drops as the 
heteroatom (Ge or Si) content (ni) increases. For x = 0.2-0.8, the  of Si1–xGex shows no 





(corresponding to 0.5-1 mK/W of thermal resistance) around x = 0.2.   
The reduction of  with ni can be well described by an inverse power law 
relationship,    
  ; the best fits are given when  = 0.83094 and 0.99827 for x < 0.2 
and x > 0.8, respectively.  The different values of  clarifies that the introduction of 
heavy impurities in a light host will cause a greater reduction in  than the case of light 
impurities in a heavy host.  This is also well supported by the theoretical model 
suggested by Abeles[147]; that is, the strength of alloy scattering () due to the mass 















where xi and Mi are 
the fractional concentration and the atomic weight of element i, respectively, and M is the 
atomic weight of the alloy (  i iiMxM ).  According to the model, for instance, the 
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scattering strengths are approximated to be 0.024098 in Si0.99Ge0.01 (xSi = 0.99) and 
0.003768 in Si0.01Ge0.99 (xSi = 0.01); that is, the scattering strength of Ge in the lighter Si 
lattice is approximately 6 times greater than that of Si in the heavier Ge lattice although 




Figure 4.4: Predicted variation of the thermal conductivity () of Si1-xGex at 300K.  
Solid red (black) circles show the  values from our NEMD simulations, while open 
circles, triangles, and squares indicate the experimental values of Abeles [147], Stohr and 
Klemm [161], and Vining [166], respectively.  The inset shows a comparison of   
with previous MD results [70].   
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4.4 Microsegregation Effect on Thermal Conductivity of SiGe Alloys 
The simulated trend of  with x is overall consistent with existing experimental 
observations.  However, the predicted minimum  is substantially smaller than the 




 at x  0.2.  A couple of likely reasons 
have been suggested for the discrepancy between the classical MD and experimental 
results, including possible exaggeration of point defect scattering[70] and insufficient 
convergence due to relatively small simulation cells[175].  In addition, as mentioned in 
the introduction, the microsegregation effect may play a certain role in causing the 
experimental  values to be larger than the classical MD results; note that previous MD 
simulations mostly assumed random mixing of Si and Ge atoms.  In this section, we 
examine the dependence of  on the local segregation of alloying elements. 
 
 
Figure 4.5: Schematic cross-sectional views of Ge atoms in Si0.8Ge0.2; (left) randomly 
distributed, (right) segregated.  Ge segregation was simulated using a Monte Carlo (MC) 
method with a relatively reduced Si-Ge bond energy with respect to Si-Si and Ge-Ge 
bond energies.  For clarity, only a part of each Si0.8Ge0.2 simulation domain is shown 
here.   
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Table 4.2: Predicted thermal conductivity () values at 300K  for Si0.8Ge0.2 with 
different degrees of Ge segregation; the segregated Si0.8Ge0.2 samples were obtained 
using Monte Carlo simulations (see  Fig. 4.5).  αi is the Cowley’s short range order 
parameter at the i
th






) α1 α2 α3 
2.14 0.381 0.079 -0.012 
2.11 0.376 0.074 -0.018 
2.05 0.360 0.071 -0.019 
1.99 0.354 0.060 -0.022 
1.85 0.291 0.045 -0.021 
1.78 0.272 0.033 -0.017 
1.56 0.235 -0.010 -0.014 
 
 
We examined the variation of  in Si0.8Ge0.2 by changing the extent of Ge 
segregation.  As illustrated in Fig. 4.5, the segregated Si0.8Ge0.2 samples were generated 
using Monte Carlo (MC) simulations with a relatively reduced Si-Ge bond energy with 
respect to Si-Si and Ge-Ge bond energies.  The extent of segregation can be quantified 
using the Cowley short range order parameter[182], defined by i = 1 – pi/xSi, where the 
subscript i represents the i
th
 neighbor shell from a selected Ge atom, pi is the probability 
of having a Si atom in the i
th
 shell, and xSi is the mole fraction of Si.  The parameter i 
ranges from 1 to 1 – xSi
-1
; i > 0 indicates that Ge has a tendency to segregate while i = 
0 (i.e., pi = xSi) means a completely random distribution.  As summarized in Table 4.2, 
as Ge atoms undergo segregation, 1 and 2 gradually increase while 2 << 1 and 3  0.  










).  Although the simple structural model may not explicitly represent the 
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complex potential inhomogeneity of SiGe alloys, the results unequivocally suggest that 
the local segregation of alloying elements can play an important role in determining .  
To further investigate the microsegregation effect, we prepared several Si0.8Ge0.2 
samples by embedding spherical Ge particles of different sizes (ranging from 5 to 293 
atoms) in the Si matrix.  As illustrated in Fig. 4.6, embedded Ge particles were 
randomly positioned but not allowed to overlap each other.  Figure 4.7 shows the 
variation of κ for the Si0.8Ge0.2 samples as a function of Ge particle diameter (De); here, 
De is approximated by (6NGeVGe/)
1/3
, where NGe is the number of Ge atoms in the 
particle and VGe is the volume per atom for Ge (= 0.0238 nm
3
 from our DFT-GGA 









 for the random 
alloy.  The results clearly demonstrate that the κ of SiGe alloys can be sensitive to the 
















Figure 4.6: The various Si0.8Ge0.2 configurations show a random distribution of Si and 
Ge atoms (Random) and embedded Ge particles with different diameters (De = 0.91, 1.58, 
and 2.37 nm) in the Si matrix. Green (black) balls and yellow lattices represent Ge and Si 










Figure 4.7: Predicted variation of the relative thermal conductivity with respect to the 
random alloy (/
/
) as a function of the diameter (De) of Ge particles embedded in 
Si0.8Ge0.2 (see Fig. 4.6); note that the predicted 
/
 for the randomly distributed Si0.8Ge0.2 











Figure 4.8: Schematic diagram showing the domain of our nonequilibrium green’s 
function (NEGF) simulation.  Green balls and yellow lines represent Ge atoms and the 
Si lattice, represented. The lattice constant of each lead is set at 5.5169 Å.  
 
To better understand the role of microsegregation, we examined transmission 
characteristics of phonons in different Si0.8Ge0.2 structures using the nonequilibrium 
Green’s function (NEGF) approach[152,153].  Here, we ignored nonlinear phonon-
phonon scatterings, as our primary concern was to understand the dependence of alloy 
scattering on the local segregation of alloying elements.  Here, the dynamic matrices for 
the transmission coefficient calculations were obtained from the second derivative of the 
SW(GGA) potential energy surface with a displacement of 0.02 Å.  Within the NEGF 
framework, as illustrated in Fig. 4.8, each calculation system consists of a central 
scattering alloy region and two semi-infinite Si leads; the axial lengths of the scattering 
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region and each lead were set to 33.13 Å and 5.52 Å, respectively.  The Si0.8Ge0.2 alloy 
in the scattering region has randomly distributed Ge atoms or Ge particles (with De = 
0.91, 1.58, or 2.37 nm corresponding to 17, 87, or 293 Ge atoms, respectively).   
 
Figure 4.9: Frequency-dependent phonon transmission coefficients (Tph) calculated for 
Ge particle-embedded Si0.8Ge0.2 with comparison to the random alloy case where Si and 
Ge atoms are homogeneously distributed.  
 
Figure 4.9 shows calculated frequency-dependent phonon transmission 
coefficients for the considered Si0.8Ge0.2 systems.  With increasing the size of Ge 
particles (or the degree of microsegregation), the transmission of phonons is found to 
increase rapidly, except for the low frequency regime ( < 130 cm
-1
).  Given that mass 
disorder is mainly responsible for the reduction of κ in the SiGe alloy, single and paired 
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Ge atoms may act mainly as scattering centers when they are atomically dispersed.  On 
the other hand, when Ge atoms remain locally segregated, scattering by the mass 
difference would occur at Ge particle-Si matrix interfaces, and also Ge particles may 
provide additional scattering centers.  Therefore, such Ge segregation will reduce the 
number of scattering centers, thereby increasing phonon transmission, compared to when 
Ge atoms are homogeneously distributed in the Si0.8Ge0.2 matrix.  It is also worth noting 
that the transmission coefficient appears to be rather insensitive to the extent of 
microsegreation when  is below 100 cm
-1
.  The transport of such low-frequency (long-
wavelength) phonons may undergo scattering mainly due to Ge particles; in this case, 
phonon transmission can be effectively blocked if the Ge particle concentration is large 
enough, and thus it becomes no longer a strong function of particle size [65].   
Our study clearly demonstrates that the local segregation (microsegregation) of 
alloying elements, along with composition, can be a critical factor in determining the κ of 
alloys; that is, the magnitude of alloy scattering can be sensitive to the homogeneity in 
distribution of alloying elements.  We speculate that the strong microsegregation effect 
could be one of the possible reasons, perhaps along with structural irregularities such as 
grain boundaries[167-170], for the wide distribution of the experimentally observed κ 





.  Note that the experimental samples were mostly obtained via mechanical 
alloying (ball milling) of Si and Ge chunks.  Given that, Si and Ge may not always be 
fully mixed at the atomic scale, and moreover the local segregation, if any, would 
strongly depend on sample preparation conditions; if so, this could cause a significant 
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variation in κ from sample to sample.  Furthermore, the increase of κ with 
microsegregation may suggest that the minimum κ would be achieved when Si and Ge 
atoms are randomly distributed; that is, κ suppression due to alloy scattering could be 
maximized in the random SiGe alloy.  This can be another possible reason why the 
experimental values of κ are consistently larger than those from classical MD simulations 
(that assume a random distribution of Si and Ge atoms). 
 
4.5 Heat Transport in Si-Ge-Sn Ternary Alloys 
For NEMD simulations, the rectangular shaped-simulation box was prepared with 
the composite cell scheme; all layers have the same composition (Si:Ge:Sn ratio). 
Periodic boundary conditions were imposed in the all directions. The cross-section of the 
rectangular box consists of 1010 units (corresponding to 400 atoms). The SH/SC and B 
layer thicknesses were set at respective LS and LB values corresponding to one (or 400 
atoms) and ten (or 4000 atoms) units, respectively, in the axial <100> direction, while LI 
was varied depending on the total simulation cell length (Ltot).  The heat flux was 
imposed in the z direction by adding (subtracting) nontranslational kinetic energy to a 
group of atoms in the heat source (sink) layer.   
The  of bulk SiGeSn was obtained by extrapolating finite-size results to infinite 
size; all κ values reported hereafter are after quantum corrections, unless stated otherwise. 
For each systems considered, five independent NEMD simulations were performed with 
different atomic arrangements and initial velocity distributions. All NEMD simulations 
were performed using LAMMPS [76] with a time step of 1 fs.    
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4.5.1 Force-Field Optimization for SiGeSn Ternary Alloys 
For NEMD simulations, we optimized the SW potential parameters using a force-
matching method[71] based on DFT calculations.  For SiGeSn ternary alloy systems, six 
different two-body and 18 three-body interactions exist. For interactions including only 
Si and Ge atoms, we adopted the potential parameters re-optimized in our previous 
studies [35,70]. The potential parameters for the remaining interactions were newly 
obtained in this work.  For optimizing the potential parameters, the training sets of force 
data were prepared using DFT calculations. We used a 64-atom cubic supercell and a 
(2×2×2) Monkhorst-Pack grid of k points for the Brillouin zone sampling. While all 64 
atoms are Sn for Sn-Sn system, for two- and three-body interactions for Si-Sn or Ge-Sn, 
one atom in each supercell was replaced with Sn atom in the Si or Ge matrix, 
respectively. In this regard, the DFT force data were obtained by displacing one selected 
atom in the x, y, and z directions by 0.2 Å; the magnitude of the displacement was 
determined from test calculations with different values greater than the mean atomic 
displacement of about 0.178[181], 0.147[181], or 0.077 Å [28] in Sn, Ge, or Si at room 
temperature. The restoring forces acting on the displaced atom and its four first- and 
twelve second-nearest neighbors were considered to be matched in the SW parameter 
adjustments. All DFT calculations were performed within the GGA-PW91[89], as 
implemented in the VASP[90]. We used Vanderbilt-type ultrasoft pseudopotentials[91] to 
represent the interaction between core and valence electrons, and a planewave basis set 
with a kinetic energy cutoff of 200 eV.   
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Table 4.3: Stillinger Weber (SW) parameters modified based on the interatomic 
forces from first principles calculations for the study of thermal transport in Sn, SiSn, and 
GeSn.   
 
 σ ε (eV) λ a 𝜸  
Sn 2.5681 1.2351 19.0031 1.8 1.2 A = 7.049556277 
B = 0.6022245584 
p = 4.0   q = 0.0 
SiSn 2.2617 1.6435 8.7433 1.9172 1.1 
GeSn 2.3313 1.5592 11.9601 1.8894 1.1 
 
 
       Table 4.3 summarizes the modified SW parameters obtained from the force 
matching approach.  Figure 4.10 shows the comparisons of the restoring forces from the 
SW and DFT calculations for Sn, SiSn, and GeSn samples; the SW Forces and DFT 
results are in excellent agreement. It is worth to comment that three-body interaction 
parameter λ for pairs not listed in this table was obtained using the mixing rule 
(     √        ), instead of performing the time consuming optimization procedure for 
all possible three-body pairs, where i,j,k is Si,Ge, or Sn and j is the center atom of three-
body pair. Because the mass difference effect is a dominant factor for phonon scattering 
in alloy systems, applying the mixing rule for the three-body hetero pairs (i.e. i≠k) might 
work reasonably in estimating heat transport, as shown in the previous study for Si-Ge 
alloys [35]. We will check the validity of this approximation in the discussion part. 
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Figure 4.10: Parity plots showing discrepancies between DFT and SW predictions for 
the restoring forces acting on the displaced atom and its first- and second-nearest 
neighbors in Sn, SiSn, or GeSn as indicated.    
 
Before investing heat transport in the SiGeSn alloy, we checked the capability of 
the modified potential for Sn in estimating its κ, while the  values of pure Si and Ge 
using the re-optimized potentials were predicted to be close to the corresponding 
experimental values [35,70]. For NEMD calculations, the cross-sectional area of each 
simulation domain is 4.70544.7054 nm
2
, and the total axial length of the rectangular 
domain varies from Ltot = 53.2354, 79.8531, 106.471, 133.088, 159.706, to 212.942 nm 
(corresponding to 80, 120, 160, 200, 240, and 320 slabs, respectively).  As shown in Fig. 
4.11, we calculated the bulk thermal conductivities of c-Sn by extrapolating calculated 









[85]; note that 




Figure 4.11: Thermal resistivity (1/κ) for c-Sn as a simulation cell length at 300 K; the 
linear line indicates the best-fit linear regression. Here, Lz is the distance between the heat 
source and heat sink centers, which is half of the total simulation domain length.  
 
4.5.2 Prediction of the Thermal Conductivity of SiGeSn Alloys 
With the modified SW parameter set, we calculated the  of bulk SiGeSn at 300K. 
Here, we investigated bulk SiGeSn within the experimentally viable composition range 
[183-189]; here, we focused on Si0.2-xGe0.8Snx where x ≤ 0.2. For NEMD calculations, Si, 
Ge, and Sn atoms were assumed to be randomly distributed.  The lattice parameter of 
Si0.2-xGe0.8Snx (aSiGeSn) was approximated using the Vegard’s law with the bowing 
correction, by using quadratic interpolation of the lattice constants of Si, Ge, and Sn 
(from DFT-GGA calculations), i.e, for SixGe1-x-ySny, aSiGeSn = aGe + ∆SiGe×x + θSiGe×x(1-x) 
+ ∆SnGe×y + θGeSn×y(1-y), where aSi = 5.4571 Å, aGe = 5.7564 Å, and aSn = 6.657 Å are the 
lattice constants of Si, Ge, and Sn, respectively, and ∆SiGe (∆SnGe) are  aSi – aGe (aSn – 
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aGe), respectively. The bowing parameter for the lattice constant of SixGe1-x, θSiGe, is -
0.026 and that of Ge1-ySny, θGeSn, is 0.166. [190]. For the quantum correction, the TD for 
SixGe1-x-ySny is approximated by a simple interpolation formula [191]. 
Figure 4.12 shows the predicted thermal conductivities of Si0.2-xGe0.8Snx as a 
function of x. The κ of the ternary alloy is predicted to be reduced as the Sn content 
increases in the binary Si0.2Ge0.8 matrix (x = 0) or the Si content increases in the binary 
Ge0.8Sn0.2 matrix (x = 0.2).  According our calculations, the predicted minimum  of 




, which is about 
38% and 40% lower compared to the Si0.2Ge0.8 and Ge0.8Sn0.2 cases.  
 
Figure 4.12: Predicted thermal conductivities (κ) of Si0.2-xGe0.8Snx alloys at 300K as a 
function of Sn content x.  
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It has been well known that the large mass difference between Si and Ge atom is 
the main mechanism in suppressing heat transport in the SiGe alloy [35,57]. With the 
knowledge about the dominant effect of mass disorder on the κ of alloys, in order to 
investigate how dominant the mass disorder effect is in reducing the κ of SiGeSn, we 
investigated the relative contribution of the mass disorder effect by assuming that Si and 
Sn atoms have the same radius and force constants as Ge, but they have their own masses 





[35]) of Ge as a reference, the extent of κ reduction [κ (mass) = κGe  κ(mass)] due 




, which is 





, at x = 0, 0.05, 0.1, 0.15, and 0.2, respectively. These results suggest 
that the mass disorder effect is primarily responsible for κ suppression in the ternary alloy 
system. The dominant mass disorder effect may confirm the validity of applying the 
mixing rule for the hetero three-body interactions. 
The reduction of κ for SiGeSn can be explained with the increased mass disorder 
effect, compared to those for binary SiGe and GeSn alloys. For the SiGe (or GeSn) alloy 
case, only the mass difference |∆mSi-Ge| = 44.53 (or |∆mSn-Ge| = 46.1) between Si and Ge 
(or Ge and Sn) exists. However, in the SiGeSn alloy, the degree of mass disorder 
increases, i.e, both |∆mSi-Ge| and |∆mSn-Ge| need to be taken into account. Furthermore, 
additional even larger mass disorder (|∆mSi-Ge| = 90.63) due to Si-Sn plays a important 
role in enhancing phonon scatterings.  
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Similar values of mass differences |∆mSi-Ge| and |∆mSn-Ge| might explain why the 
minimum κ value of Si0.2-xGe0.8Snx occurs when the Si and Sn contents are comparable.  
      It is noteworthy that the SiGe alloy has a lower κ value than the GeSn alloy, while 
they have similar mass differences in magnitude. The strength of alloy scattering () due 
















xi and Mi are the fractional concentration and the atomic weight of element i, respectively, 
and M is the atomic weight of the alloy (  i iiMxM ). According to the model, the 
scattering strengths are approximated to be 0.07818 in Si0.2Ge0.8 (xSi = 0.2) and 0.05078 
in Ge0.8Sn0.2 (xSn = 0.2); that is, the scattering strength of heavier Sn in the lighter Ge 
lattice is approximately 50% greater than that of lighter Si in the Ge lattice although the 
heteroatom contents are identical[35]. 
In order to better understand the effect of alloying with Sn in the reduction of κ, 
we analyzed localization of the eigenmodes of vibration for the alloy systems.  The 
eigenmodes of the system and their frequencies are obtained by direct diagonalization of 
the dynamical matrix, computed from finite differenes of the atomic forces. The mode 
localization can be qualitatively assessed by the participation ratio (pph) which is defined 
for eigenmode i as[105,106] 
    
    ∑ (∑      
        )
 
 , where NT is the total number 
of atoms and       is the eigenvector corresponding to i.  Indicating the fraction of 
atoms participating in a given normal mode of vibration, the value of pph always lies 
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between 1 and 1/NT; that is, pph = 1 if all NT atoms vibrate with equal amplitude while pph 
= 1/NT for a mode involving only one atom.    
 
 




In Fig 4.13, pph for Si0.2Ge0.8, Si0.1Ge0.8Sn0.1, and Ge0.8Sn0.2 are shown. Compared 
to pph for Si0.2Ge0.8, existence of heavier Sn significantly suppresses the pph of longer 
range modes below 100 cm
-1





 is more reduced, and the localization of phonon modes at about 230 cm
-1
 
(corresponding to Ge-Sn vibrations) occurs, because of the additional mass disorder 
effect by Si-Sn, and Ge-Sn. Compared to pph for Ge0.8Sn0.2, alloying with lighter Si causes 
significantly localized phonon modes over 300 cm
-1
 due to the mass disorder effects Si-
Ge and Si-Sn. Overall, it is clearly shown that the pph for Si0.1Ge0.8Sn0.1 shows the 
characteristics integrating the pph for the Si0.2Ge0.8 and Ge0.8Sn0.2 alloys. 
Next, building on the knowledge that the κ of SiGeSn might have the minimum 
value at a given Ge content when Si and Sn have the same contents, we investigated how 
κ is changed by increasing the Si and Sn amounts more even out of the currently 
experimentally feasible composition range. We calculated the κ of SixGe1-2xSnx as a 
function of x in the range of 0.1 < x < 0.5.  Predicted κ values are summarized in Table 














) for each composition.  
Our calculations predict the  of SixGe1-2xSnx to decrease monotonically with x as 
a result of the increase of Γ, suggesting enhancement of mass disorder induced-scattering 
of phonons.  For example, when the Si, Ge, Sn contents are identical (x = 1/3),   is 
about three times smaller than that of Si0.1Ge0.8Sn0.1 because of a larger number of hetero-
atom pairs.  However, interestingly, when x is increased more than 1/3, the κ of SixGe1-
2xSnx decreases more and is predicted to be minimum for Si0.5Sn0.5 (x = 0.5) even though 
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only the mass difference between Si and Sn exists. This result may be attributed to the 
stronger mass disorder between Si and Sn (|∆mSi-Ge| = 90.63) than |∆mSi-Ge| = 44.53 and 
|∆mSn-Ge| = 46.1, as shown in Table 4.4; the strength of alloy scattering Γ is predicted to 
be the strongest in Si0.5Sn0.5.  
 
 
Table 4.4: Calculated thermal conductivities (κ) of SixGe1-2xSnx alloys with alloy 














 where xi is composition ratio for component i, Mi 
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0.1 1.7913±0.2415 0.0786 
0.2 1.0494±0.1351 0.156 
1/3 0.5452±0.0837 0.2574 
0.4 0.5021±0.0977 0.3073 










Chapter 5 Heat transport in Silicon-based Nanostructures 
 
5.1 Introduction  
Si-based materials as a candidate for TE applications have been extensively 
investigated.  To develop high performance TE materials, much research
 
has been 
directed towards finding ways to reduce the κ of Si-based materials by enhancing phonon 
scattering. One promising approach is nanostructuring.  
Making Si-based materials into nanowires is one approach. SiNWs have κ about 
one or two orders of magnitude smaller than bulk Si [68, 192-195]
 
due to the strong 
surface inelastic scattering of phonons.  Hence, the ZT values of SiNWs could be 
enhanced close to 0.5~1 at room temperature [192,193], compared to the ZT of 0.01 ~ 
0.06 in bulk Si [116,196].  Because SiNWs are not yet efficient enough to be 
commercially competitive, it is a continuing challenge to reduce the κ of NW further in 
order to achieve higher TE performance. One possible way to achieve this is to increase 
phonon scattering at surfaces by modifying NWs’ surface structures; for instance, a 
significant reduction in κ was observed in NWs when their surfaces are  amorphorized 
[68], faceted[197], corrugated [198], and  chemically functionalized or branched [199].  
The recent study by Hochbaum et al. [192] suggested that the surface structure and 
roughness, in particular, may also be a significant factor in determining the κ of SiNWs.  
Much lower values of κ were measured for electrolessly etched (EE) wires [192] with the 
same diameter as those studied in Ref. [200]. Also, the differences between the 
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conductivities of EE wires obtained under different preparation conditions were reported 
[201]. Several models and simulations [68, 202-207] have provided a general consensus 
that the surface structure may influence the κ of wires. While the important role played 
by surface roughness has been identified by several models, disagreement on whether the 
surface roughness alone may explain recent experiments opens up the necessity of further 
investigation about factors affecting the κ of SiNWs. Another promising approach to 
reduce the κ of SiNWs is making core-shell type NWs. Recently, several theoretical [208-
211] and experimental [212,213] studies have reported the significantly reduced  κ of 
core-shell NWs due to phonon scattering at the interface.   
SiGe alloys have received much attention as one of the promising candidates for 
thermoelectric (TE) energy conversion, due to their low , as compared to pure Si and 
Ge. One possible way to reduce further the κ of NWs in order to achieve higher TE 
performance is making SiGe alloys into NWs.  Recently, it has been demonstrated that 
SiGeNWs
 
exhibit much improved TE performance due to their lower κ compared to bulk 





 as the Ge concentration increases. Recent theoretical studies [218,219] have 
demonstrated that these low κ values of Si1-xGex NWs can lead to an improved ZT value. 
Although several theoretical studies [219,220] have been reported about the origin of the 
significant reduction of κ and the diameter and composition dependences of  the κ of in 
Si1-xGex NWs, it is not yet fully clarified the relative effects of surface and alloying-
induced phonon scattering on thermal transport in Si1-xGex NWs.  
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While previous studies have presumed single-crystalline structures, most 
nanomaterials may contain grains in practice. When grains meet, grain boundaries are 
formed and the material is described as polycrystalline.  The issues of grain size and 
boundaries are very important in the study of heat transport since the grain boundaries 
can scatter energy carriers and impede thermal transport. However, very little work has 
been done on the thermal transport properties of polycrystalline materials, and even their 
structural properties still remain poorly understood. 
In this chapter, we present a systematic theoretical analysis of thermal transport in 
various Si-based nanostructures. First, we report atomistic simulations of heat transport in 
SiNWs, focusing on the effect of surface structure, composition by designing NW 
samples with tailored morphologies. Next, we propose a new concept of core-shell NWs 
utilizing the SiGe alloy, and investigate the effect of SiGe alloy shell on thermal transport 
in core-shell NWs. Also, we present the relative effect of alloying and surface phonon 
scattering on the reduction of κ using NEMD with the SW[25] potential model. Lastly, 
we report a new method to generate polycrystalline Si/SiGe structures by modifying our 
in-house Monte Carlo code, and investigate the effect of grain boundaries on κ. 
 
 
5.2 Thermal Conductivity of Oxide-Sheathed Silicon Nanowires 
We have performed NEMD simulations to predict the  of oxide-sheathed Si 
NWs. We used the SW potential for describing the interactions for Si-Si, Si-O[221], O-
O[221], and Si-H[222]. We have focused our investigation on three SiNW orientations: 
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<100>, <110>, and <111>, guided by the results of previous theoretical studies [223,224] 
and reports of commonly synthesized SiNWs[225,226]. For reference, hydrogen-
terminated SiNWs (H-SiNWs) were constructed by extracting sections of bulk c-Si with a 
DFT-optimized lattice constant of 5.460 Å followed by manual termination of surface 
dangling bonds with –H.  Oxidized SiNWs (a-SiOx-SiNWs) were generated using a 
procedure based on continuous random network model-based Metropolis Monte Carlo 
(CRN-MMC) simulations with the Keating-like potential optimized with the aid of 
density functional theory (DFT) calculations [227]. Starting from the same c-Si cores as 
previous described, O atoms strategically were inserted between surface Si-Si bonds. 
Then, the oxide sheath layers were amorphorized.  Figure 5.1 illustrates all a-SiOx-
SiNWs and H-SiNWs used in our calculations.  In Table 5.1, structural information 
about each SiNW is summarized. Diameter for a-SiOx-SiNW and H-SiNW was 
determined from the volume (V) and length (L) regarding NW as a cylindrical shape. The 
volume (V) is given by V = VSi×(NSi − NO/2) + VSiO2×NO/2, where NSi and NO denote the 
number of Si and O atoms, respectively, and VSi and VSiO2 represent the unit volume of a-
SiO2 and a-SiO2, respectively.  VSi and VSiO2 are extracted from the corresponding 












Figure 5.1: Configurational cross sections for each SiNW orientation in both H-
passivated(a-c) and corresponding oxidized(d-f)states.  
 
 
Table 5.1: Structural information of SiNWs. N, NSi, NO, or NH denotes the number of 
total atom, Si, O, or H, respectively. D and L represents diameter and length of nanowires. 
 
SiNW N NSi NO NH D(nm) L(nm) 
<100>-H 17024 11392  5632 1.7887 69.8201 
<110>-H 13824 10240  3584 2.1112 49.3705 
<111>-H 15104 10880  4224 1.9434 60.4656 
<100>-a-SiOx 20864 11392 9472  2.6018 66.0188 
<110>-a-SiOx 21248 10240 11008  2.9848 49.3705 






Table 5.2: Thermal conductivities of SiNWs in H-passivated (-H) or oxidized (-a-
SiOx) states for three orientation <100>, <110>, and <111>.  
 




























First, we studied the effects of –a-SiOx surface layer on the  of SiNWs with 
comparison to the results of H-SiNWs. For κ calculations, we prepared NEMD 
simulation cells by repeatedly expanding previously generated NW structures along the 
axial direction. The calculation results are summarized in Table 5.2. For all orientations, 
the –a-SiOx passivation significantly reduces the  of NWs compared to the –H 
terminated case; the reductions are 87.6, 69.1, and 72.9% for the <110>, <100>, <111> 
orientations, respectively.  
To better understand the oxidation effect, we investigated the phonon density of 
states (PDOS) for NWs examined. The PDOS was calculated using the harmonic 
approach in which the hessian matrix elements were obtained by numerical differences of 
the analytical gradients, with a displacement of 0.02 Å for each atomic cartesian 
coordinate. With diagonalization of the hessian matrix, we obtained eigenvalues for 
lattice vibrational modes. We employed a local smoothing technique using polynomial 
regression and weights computed from the Gaussian density function.  
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Figure 5.2 shows PDOS for all four SiNW orientations that are illustrated in 
Figure 5.1. For the PDOS of bulk c-Si, there are characteristic sharp peaks around 200, 
350, 450, and 520 cm
-1
. Although each population of these peaks from c-Si is changed in 
H-SiNWs, the PDOS still has c-Si like characteristic. For H-SiNWs, an additional peak 
around 1700 cm
-1
 is observed, which can be attributed to the motion of Si-H bonds; note 
that phonon modes of this peak don’t participate in the main scattering mechanisms of 
phonons due to their large frequency gap and extremely short wavelength.  
Unlike the H-termination case, when NW surfaces are oxidized, the distinguished 
peaks originating from c-Si are reduced, and the PDOS for core c-Si becomes evenly 
distributed in the region below 600 cm
-1
. This change is because the growth of the a-SiOx 
surface layer creates strain in the c-Si NW core and disorder; the c-Si/a-SiOx interface can 
be viewed as incipient amorphization of the c-Si core.[230]  There also exist broad 
peaks above 700 cm
-1
 due to the oxidized surface layer.  
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Figure 5.2: Phonon density of state (DOS) for SiNW in H-passivated (H-SiNW) or 
oxidized (a-SiOx-SiNW) states, in comparison that of bulk c-Si, for (a) <100>, (b) <110>, 




Interestingly, we observed that the orientation dependence of κ in a-SiOx-SiNWs 
becomes insignificant compared to in the case of H-SiNWs. In our calculations, as shown 
in Table 5.2., <110>-H-SiNW has significantly larger κ than <100> and <111> NW, 
which is consistent with previous theoretical observations stating that the thermal 
conductance shows strong anisotropicity, i.e., the <110> direction shows 50% and 75% 
larger conductance than the <100> and <111> directions [231]. However, a-SiOx-SiNWs 
exhibit no significant orientation dependence of κ.  
To investigate this difference, we examined the transmission characteristics of 
phonons using the NEGF approach[105,106]. As shown in Figure 5.3(a), <110>-H-
SiNWs has a significantly larger transmission at most frequencies, while <100>- and 
<111>-H-SiNWs have approximately the same transmission. However, from the results 
in Fig 5.3(b), we can observe that transmissions at most frequencies become nearly 
identical in the case of a-SiO2-SiNWs. 
 
 
Figure 5.3: Frequency-dependent transmission functions for (a) –H terminated NWs 
and (b) –a-SiOx NWs with different orientations calculated using the non-equilibrium 




Figure 5.4: Configurational cross sections for a-SiOx-SiNW with different thickness of 
oxide sheath. All NWs are in <111> orientations. NSi : NO is 10880:9024, 10880:11328, 
or 10880:13632 for a-SiOx-SiNW(A), a-SiOx-SiNW(B), or a-SiOx-SiNW(C), 
respectively. 
 
Next, we attempted to examine the variations of κ in a-SiOx-SiNWs with oxide 
sheath thickness. Using the procedures employed in the previous sections, we prepared 
unit structures for a-SiOx-SiNWs with different oxide thicknesses by increasing the 
number of oxygen atoms inserted. The structures considered are shown in Figure 5.4.   
For NEMD calculations, unit structures were expanded along the axial direction. 
Our NEMD calculations predict that the κ of a-SiOx-SiNWs monotonically decreases as 





for a-SiOx-SiNWs(A), a-SiOx-SiNWs(B), and a-SiOx-SiNWs(C), respectively. This 
result suggests that an increase in oxidation may further reduce the κ of a-SiOx-SiNWs.  
From PDOS in Figure 5.5, further SiNW oxidation indeed makes the PDOS for the c-Si 
core broader and more evenly-distributed, leading to stronger phonon scattering. Also, 
the peak around 1200 cm
-1




 for the oxidized layer near interface become prominent, which suggests 




Figure 5.5: Phonon density of states (DOS) for a-SiOx-SiNW(A), a-SiOx-SiNW(B), or 
a-SiOx-SiNW(C). 
 
The suppression of κ due to surface oxidation can be attributed to a combination 
of diminished transcalent c-Si part (area effect), passivation of surface phonon modes in 
c-Si NW (surface passivation effect), and increased strain of core part (strained core 
effect). We discuss the relative contributions of these three effects to the κ suppression in 
a-SiOx-SiNWs. In order to decouple three factors, we prepared several model samples 
and calculated their κ values using NEMD.   
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Provided that the surface passivation and strained core effects are negligible, the κ 
of <111>–a-SiOx-SiNWs can be approximated as an effective thermal conductivity (κeff) 
according to the following relation;      
       
      
           
   
      
       where 
Sa-SiOx, SSi, and Stotal represent the cross-sectional areas of a-SiOx shell, Si core, and entire 





 at D = 3.133 nm from our NEMD calculations.  κSi NW denotes the κ of 
Si NWs (NW(A)_Core, NW(B)_Core, or NW(C)_Core) with the samediameters as  the 
core parts of <111>–a-SiOx-SiNWs(A), SiNWs(B), or SiNWs(C), respectively.  For the 
κ calculations, surface Si atoms were terminated with H atoms, as shown in Fig 5.6.  
Our NEMD simulations predict the κof NW(A)_Core, NW(B)_Core, and NW(C)_Core 




, respectively.  
 
Figure 5.6:  Configurational cross sections for H-SiNW (NW(A)_Core, 
NW(B)_Core, or NW(C)_Core) which corresponds to core part in a-SiOx-SiNW(A), a-
SiOx-SiNW(B), or a-SiOx-SiNW(C), respectively.  
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Also, in order to exclude the strained core effect, we prepared <111>–a-SiOx-
SiNWs(NW_A, NW_B, or NW_C) with strain free cores, as shown in Fig 5.7.  Each 
NW has the same fraction of Si/O atoms as <111>–a-SiOx-SiNWs(A), SiNWs(B), or 
SiNWs(C), respectively.  
 
Figure 5.7: Configurational cross sections for a-SiOx-SiNW(C) and a model NW 
which has the unstained core part. Both NWs have the same ratio of NSi : NO = 
10880:13632. 
 
Our calculation results are summarized in Table 5.3. We find that the area effect 
due to the diminished c-Si part is the main factor for the reduction of κ in a-SiOx-SiNWs, 
compared to H-SiNWs; this effect accounts for about 70~80 % of the total reduction in 
surface passivated NWs compared to H-SiNWs. In addition, about 10~20 % of the total 
reduction is attributed to suppression of surface phonons modes of H-SiNW, due to the 
presence of a-SiOx shell. It is noteworthy that the increased strain of the core part due to 
surface passivation causes an additional (about 10%) reduction in κ.  
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Table 5.3: Summary of the contributions to reduction in thermal conductivities of a-
SiOx-SiNWs. Area effect, surface passivation effect, or stain effect is defined as ∆( κH-
SiNW – κeff)/ ∆κtotal, ∆( κeff – κstrain free)/ ∆κtotal, or ∆( κstrain free – κa-SiOx-SiNW)/ ∆κtotal, 
respectively. Δκtotal is (κH-SiNW – κa-SiOx-SiNW). κstrain free corresponds to thermal conductivity 
of a-SiOx-SiNWs having unstrained core part.  
 
 Area effect Surface passivation effect Strain effect 
a-SiOx-SiNWs(A) 0.707 0.206 0.087 
a-SiOx-SiNWs(B) 0.802 0.127 0.071 
a-SiOx-SiNWs(C) 0.745 0.191 0.064 
 
 
5.3 Relative Contribution of Alloy and Boundary Scattering to Thermal 
Conductivity Reduction in Silicon Germanium Alloy Nanowires (SiGeNW) 
To understand the alloying and boundary scattering effects on the κ of SiGeNWs, 
NEMD simulations were performed using LAMMPS with a time step of 0.5 fs. The heat 
flux was imposed in the z direction by adding (subtracting) nontranslational kinetic 
energy to a group of atoms in the heat source (sink) layer.  
       To describe atomic interactions, we used a general form of SW potential 
function[25] with re-adjusted the SW parameters. The  of NWs was obtained by 
extrapolating finite-size results to infinite size and all κ values reported hereafter are after 
quantum corrections, unless stated otherwise. For each of the NW systems considered, 
five independent NEMD simulations were performed with different atomic arrangements 
and initial velocity distributions.  
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For κ calculations, we prepared NWs with different diameters and alloy 
composition. First, reference SiNWs with round cross section were constructed by 
extracting sections of bulk c-Si with a DFT-optimized lattice constant of 5.4571 Å. 
SiNWs are oriented along the [100] direction with diameter d = 3.235, 6.415, 9.705, and 
12.94 nm. To construct SiGeNWs, Si atoms were randomly replaced with Ge atoms with 
Ge content = 1, 5, or 20 %. The lattice parameter of each NW was set according to 
Vergard’s law which is a linear interpolation between the lattice constant aSi(= 5.4571 Å) 
for Si and aGe(= 5.7587 Å) for germanium from the DFT calculation. All NWs were fully 
relaxed so as to reconstruct the surface for 1 ns MD run at 300K. 
First, in order to check the validity of investigating boundary scattering effect by 
MD, we investigated dependence of κ of Si NWs on diameters of NWs at 300 K. NWs at 
four different diameters (3.235, 6.415, 9.705, and 12.94 nm) were employed. Calculated 
κ values for Si NWs are shown in Fig 5.8, in comparison with experimental data. At 
diameters investigated, κ is significantly reduced due to strong boundary scattering effect 
[200]. And as D decreases, κ is more reduced, because boundary scattering effect is 





. At D = 3.235 nm, κ/κSi is only 0.0283.  Our MD results show same 
trend of dependency on D, with previous experimental data. And MD results are located 
between previous theoretical predictions; note each model has different boundary 
scattering lifetime: τb = D/v for Mingo model [232] : τb = (4D/(3π|cosθ|))/v for 
McGaughey model [233]. 
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Figure 5.8: Normalized thermal conductivities (κNW/κBulk) as a function of diameter 









[165]). Inversed blue triangles 
correspond to our MD calculation results. Open red or filled black circle are previous 
experimental data[200,234]; note open red circle data was obtained from thermal 
conductance (G) data with the relation of κ = G×L/A where L is NW length and A is 
crossectional area. Green and pink lines represent previous theoretical predictions.  
 
Next, we investigated boundary scattering effect in SiGeNWs. For SiGeNWs, the 
rectangular-shaped simulation domains were employed with a cross section of 10×10 
units in the <110> direction and an axial length of 122, 202, 282, and 362 units in the 
<100> direction. Periodic boundary conditions are imposed in the axial (z) direction 
which is heat conduction direction. Cells are axially divided into a number of thin shells 
each of which is one-unit thick corresponding to 400 atoms.  The heat source and heat 
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sink layers are one-unit thick. For NW systems, Si and Ge atoms were randomly 
distributed. Following Vegard’s law, the lattice parameter of Si1-xGex (aSiGe) was 
approximated using linear interpolation between the Si and Ge lattice constants (from 
DFT-GGA calculations), i.e, aSiGe = (1–x)aSi + xaGe, where aSi = 5.4571 ( or 3.8587) Å 
and aGe = 5.7564 ( or 4.0703) Å along the <100> ( or <110>) direction. Subsequently the 
rectangular-shaped simulation cells were fully relaxed, which is so as to anneal the 
surface for NWs. 
Figure 5.9 shows calculated thermal conductivities of Si1-xGex alloy NWs as a 
function of Ge content x. Our results show that the thermal conduction in SiGeNW is 
significantly impeded with increasing the impurity (Si in Ge hosts or Ge in Si hosts) 
content. κ rapidly decreases as Si and Ge are alloyed, and nearly falls to a valley plateau 
between 20 ~ 80 % of Ge.  Between 20 ~ 80 % of Ge, thermal conductivities of Si1-xGex 




. At x = 0.2, the lowest κ occurs 
and it is about one order of magnitude smaller than that of Si NW.  This dependence of 
κ on the impurity content is similar to previous studies[214,217], demonstrating the 
reduction is attributed to strong alloy scattering.  
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Figure 5.9: Calculated thermal conductivities (κ) of Si1-xGex alloy nanowires and bulk 
Si1-xGex alloys at 300K. Open red circles show the κ values for alloy NWs from this work, 
while solid blue triangles indicates the κ values for bulk alloys from our previous NEMD 
simulations[35]. The inset shows the differences of κ between alloy NW and bulk alloy. 
 
One interesting aspect of our results lies in comparing the κ of SiGeNW and 
bulk[35] at the same Ge content. As shown in Fig. 5.9, at x = 0 or x = 1 (i.e. pure Si or Ge 
NW), NWs have about 83% or 76% reduced thermal conductivities compared to the 
corresponding bulk systems, respectively. However, as the impurity content increases, the 
bulk vs. NW difference in κ becomes smaller.  Especially, for 20 ~ 80 % of Ge, the 
SiGeNW has the almost same κ value as the bulk crystalline; see the inset that shows the 
differences of κ (κ = κbulk- κNW) between the NW and the bulk systems.  
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According to Matthiessen’s rule, the total phonon scattering rate ( 1 ) can be 
expressed as the sum of alloy ( 1
a ), boundary (
1
b ), and intrinsic (predominantly phonon-
phonon (
1
pp ) in SiGe) contributions.  Hence, the scattering rates for NW is given by 
   
     
     
       
  . The magnitude of phonon-phonon scattering is insignificant 
compared to those of alloy and boundary scatterings in SiGe NW[57,200]. Therefore, our 
calculations indicate that thermal conduction is significant retarded by mainly alloy 
scattering when   
     
  . 
To better understand the relative contribution of the boundary and alloy 
scattering effects, we examined transmission characteristics of phonons using the NEGF 
approach[105,106].  Here, we ignore nonlinear phonon-phonon scatterings, as our 
primary concern was to understand the relative contribution between alloy and boundary 
scatterings.  Here, the dynamic matrices were obtained from the second derivative of the 
SW(GGA) potential energy surface with a displacement of 0.02 Å.  Within the NEGF 
framework, each calculation system consists of a central scattering region (alloy or pure 
Si ) and two semi-infinite Si leads.  
  Figure 5.10 shows the calculated phonon transmission coefficients (Tph) for 
bulk Si, SiNW, bulk Si0.8Ge0.2, and Si0.8Ge0.2 NW, respectively. For bulk Si, there are 
some regular steps, indicating that all phonons from the lead can pass through the center 
region without any scattering. For SiNW, these highly transmitting modes of phonon are 
strongly suppressed by boundary scattering (significant reduction of Tph) for the entire 
range of frequencies except for the low frequency regime ( < 100 cm
-1
). On the other 
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hand, phonon modes for bulk Si0.8Ge0.2 are not transmittable due to strong alloy scattering, 
compared to the bulk Si case. Therefore, the additional effect of Tph from NWs is not 
significant for the most phonon modes, except when Tph of Si0.8Ge0.2 NW below 100 cm
-1
 
are shifted to lower frequencies.  These result can be also supported by the comparisons 
of normalized ; at 300K, σ/A bulk Si = 1.166 > σ/A Si NW = 0.688  and σ/A bulk Si0.8Ge0.2 = 




 where A is cross-sectional area for heat 
transport direction.  
 
Figure 5.10: Frequency-dependent phonon transmission coefficients (Tph) calculated 
for (a) bulk Si and Si NW, and (b) bulk Si0.8Ge0.2 and Si0.8Ge0.2 NW.  
 
5.4 Heat Transport in Core-Shell Nanowires 
5.4.1 Alloying Effect in Core and Shell Regions  
In order to investigate the effects of SiGe alloy shell and core on the κ of core-
shell NWs, we prepared NWs and estimated their κ values, as shown in Fig.5.11. First, 
reference SiNWs (NWSi) with round cross-section were constructed by extracting 
sections of bulk c-Si with a DFT-optimized lattice constant of 5.4571 Å. SiNWs are 
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oriented along the [100] direction with diameter d = 3.235 and 6.415 nm. To construct 
core-shell NWs, we divided NWSi into two concentric parts (core and shell parts) along 
the heat conduction direction. Each part has the same number of atoms. For Si-core/Ge-
shell NW(NWSi/Ge), Si atoms in the shell part was replaced with Ge atoms. The Si-
core/SiGe-shell NW (NWSi/SiGe) was constructed with a SiGe alloy shell which has a 
random distribution of Ge atoms. The composition of the SiGe alloy part was chosen to 
be 20% ( NWSi/Si0.8Ge0.2) or 40 % Ge (NWSi/Si0.6Ge0.4) because previous experimental 
[164,235,236] and theoretical studies [57,70] have demonstrated that alloy scattering 
becomes maximum in the composition range. For the SiGe-core/Si-shell NW(NWSiGe/Si), 
the core part was replaced with the Si0.8Ge0.2 or Si0.6Ge0.4 alloy, and surrounded by a Si 
shell. The lattice parameter of each NW was set according to Vergard’s law which is a 
linear interpolation between the lattice constant aSi (= 5.4571 Å) for Si and aGe (= 5.7587 
Å) for Ge from DFT calculations. All NWs were fully relaxed so as to reconstruct the 
surface for 1 ns MD run at 300K.   
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Figure 5.11: Configurations of Si, Si/Ge, Si/SiGe, and SiGe/Si nanowires. Heat 
conduction occurs along the z direction. The core and shell parts have the same number 
of atoms. For the alloy shells and cores, Ge atoms were randomly distributed at a desired 
concentration. 
 
For NEMD calculations, we employed a general form of SW potential function 
with re-optimized parameters[35] for Si-Si, Si-Ge, and Ge-Ge. The simulation cell was 
divided with several layers including heat source and sink layers. A periodic boundary 
condition was imposed along the axial (heat flow) direction while fixed boundary 
conditions were in the cross-sectional directions. We calculated bulk  values for NW 
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structures at 300K through extrapolation of finite-size results to infinite size. For quantum 
correction, the Debye temperature was approximated by TD(Si1-xGex) = (1–x)TD(Si) + 
xTD(Ge), where TD(Si) = 645 K and TD(Ge) = 374 K. 
For the reference sake, we compared our results of SiNWs with previous studies. 
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 and L = 125 nm [67]).  Considering 
that circular shaped-NWs have stronger surface scattering effects than rectangular 
shaped-NWs due to a larger surface-volume-ratio [239], our calculation results are quite 
consistent with previous MD results.  
The calculated thermal conductivities for NWs are shown in Fig. 5.12. As 
demonstrated in previous studies [210,240], Si/Ge core-shell NWs (NWSi/Ge) turned out 
to have reduced than SiNW(NWSi).  NWSi/Ge with D = 6.592 and NWSi/Ge with D = 
3.324 nm has about 43 % and 7 % reduced , in comparison to the case of  NWSi, 
respectively. It is noteworthy that the reduction in κ is less significant for NWSi/Ge with D 
= 3.324 nm, because the phonon-boundary scattering effect becomes stronger as D is 




Figure 5.12: Calculated thermal conductivities (κ) for NWs. Solid colored bars 
correspond to κ values of NWs with D = 6.4 nm and patterned bars represent κ values of 
NWs with D = 3.2 nm. Two bars having same colors have the same atomic composition 
and same configuration (i.e. Si, Si/Ge, Si/SiGe, or SiGe/Si). 
 
From our calculation results, we note that the  of NWSi/SiGe and NWSiGe/Si is 
substantially smaller than that of NWSi/Ge. For NWs with D = 6.415 nm, the reduction of 
by alloying is about 50 % and 80 % for NWSi/SiGe and NWSiGe/Si with Si0.6Ge0.4 in the 
alloy regions, respectively. This reduction originates from the strong alloy scattering of 
phonons which increases heat transport resistivity in the SiGe part. For bulk SiGe alloys, 
the previously reported minimum  values at 300K are about one or two orders of 
magnitude smaller than that of pure c-Si or c-Ge[164,168,165,235,236] due to significant 
alloy scattering. Therefore, strong alloy scattering in conjunction with surface scattering 
reduces significantly the  of NWSi/SiGe and NWSiGe/Si compared to that of NWSi/Ge.  
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As the D of NWSi/SiGe decreases, κ decreases due to enhanced boundary phonon 
scattering.  However, because thermal conduction in NWs is highly impeded already by 
alloy scattering, the dependency of κ on D is not significant, compared to NWSi/Ge and 
NWSi. Furthermore, for NWSi/SiGe (or NWSiGe/Si) with D = 6.450 or 3.253 nm, κ is reduced 




 when the Ge content in the alloy region 
increases from 20% to 40%, respectively. This result is consistent with previous studies 
[57,70] indicating that κ rapidly decreases as Si and Ge are alloyed, and nearly falls to a 
valley plateau between 20 ~ 80 % of Ge.An interesting aspect of our results lies in the 
comparison of κ between NWSiGe/Si and NWSi/SiGe. With the same alloy composition and 
the same D of NW, NWSiGe/Si exhibits about 45~60% more reduced κ compared to 
NWSi/SiGe.  
To better understand the effect of SiGe alloy shell on thermal transport, detailed 
phonon studies were performed. Local vibrational density of states (LVDOS) was 
obtained by measuring the velocity autocorrelation function and taking a Fourier 
transform of it.  LVDOS is given by       ∫   
〈           〉
〈           〉
 
  
     where vi denotes 
the velocity of the ith atom of each part. The system was first equilibrated for 1.0 ns using 
the Nose-Hoover thermostat at 300K and the correlation value is calculated for every 3 fs 
and for a total time period of 12 ps in the micro-canonical ensemble (NVE).  
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Figure 5.13: Local vibrational density of states (LVDOS) for NWSi/Ge (top), NWSi/SiGe 
(intermediate), and NWSiGe/Si (bottom); black solid and dotted lines indicate LVDOS for 
core and shell of each NW, respectively. Red solid and dotted lines indicates LVDOS for 
core and shell of NWSi, respectively.  
 
In Fig. 5.13, the results for LVDOS are shown. For the NWSi/Ge core, LVDOS 
differs little compared to that of NWSi core which is analogous to bulk c-Si as shown in 
previous studies [241]. For the LVDOS of the shell, sharp peaks are observed 
corresponding to Ge characteristic modes. Therefore, this LVDOS for core and shell 
leads to the redshift of TO peaks due to depression in the PDOS of Si atoms near the 
core-shell interface upon existence of the Ge shell [210]. Also, for NWSi/Ge, additional 
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minor peaks (in the range of 300~400 cm
-1
) are observed due to the lattice mismatch and 
the atomic mass difference between Si and Ge, which causes phonon interferences at the 
Si/Ge interface.  
For NWSi/SiGe, the LVDOS of the core part is also quite similar to that of NWSi, 
regardless of the shell type. On the other hand, for the shell part, the large peak of 
transverse acoustic (TA) modes in the range centered around 180 cm
-1
 for NWSi is shifted 
to lower frequencies (around 100cm
-1
) due to lattice softening caused by alloying. Also, a 
pronounced transfer of weight from the transverse optical (TO) modes to intermediate 
frequencies is observed due to alloying, which indicates increased phonon scattering by 
alloying. It is noteworthy that compared to the LVDOS for the core part of NWSi/Ge, 
minor peaks in the range of 250-400 cm
-1
 are not significant and the redshift of TO peak 
is negligible, which indicates the interface effect is unimportant because the lattice 
mismatch at the interfaces is not significant due to alloying.  
For NWSiGe/Si, the LVDOS of the core part is significantly different from that of 
NWSi/Ge. Primary changes are twofold: (1) in 350 – 400 cm
-1
, a distinct peak by Si-Ge 
vibrational modes, and a notable loss in the height of the TO mode peak due to alloying, 
and (2) a shift of the TA mode peak toward lower frequencies due to alloying-induced 
lattice softening. Meanwhile, the LVDOS of the shell part is nearly similar to that of 
NWSi which shows the surface scattering effect. These results demonstrate that the 
differences of κ between NWSiGe/Si and NWSi/SiGe can be attributed to the fact that 
significant phonon scatterings occur in both core and shell regions through NWSiGe/Si, 
while the phonons through the shell region are substantially scattered in NWSi/SiGe. 
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5.4.2 Effect of Interfacial Atomic Arrangement on Thermal Conductivity of Core-
Shell Nanowires 
In order to investigate the effect of alloyed interfaces on the κ of Si/Ge core-shell 
NWs, samples (NWSi/Ge,alloyed) with alloyed interfaces were generated using Monte Carlo 
(MC) simulations, as illustrated in Fig. 5.14. Initially, the NWSi/Ge structure 
(NWSi/Ge,clear)an abrupt interface with D = 6.592 nm and Si:Ge = 50:50.  After a number 
of MC steps, the fraction of Si-Ge bonds with respect to the total number of bonds for 
NWSi/Ge,alloyed was increased to 0.183 from 0.055 in NWSi/Ge,clear. 
 
Figure 5.14: Schematic view of cross-sections of Si/Ge core-shell NW having clear 
(left) or alloyed (right) interface between core and shell. Using MC algorithm, interfacial 
regions were alloyed.  
 
For NEMD calculations, the simulation cell was divided with several layers 
including heat source and sink layers. A periodic boundary condition was imposed along 
the axial (heat flow) direction while fixed boundary conditions were in the cross-sectional 
directions. We calculated  values for NW structures at 300K through extrapolation of 
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finite-size results to infinite size. For quantum correction, the Debye temperature was 
approximated by TD(Si1-xGex) = (1–x)TD(Si) + xTD(Ge), where TD(Si) = 645 K and TD(Ge) 
= 374 K. 









as predicted for NWSi/Ge,clear; the reduction is 





To better understand the effect of interface alloying, we examined phonon 
transmission characteristics using the NEGF approach[105,106].  Here, the dynamic 
matrices for the G and  calculations were obtained from the second derivative of the SW 
potential energy surface with a displacement of 0.02 Å.  Within the NEGF framework, 
each calculation system consists of a central scattering region (NWSi/Ge with alloy or clear 
interface) and two semi-infinite leads consisting of NWSi/Ge with clear interface. 
Figure 5.15 shows the calculated phonon transmission coefficients (Tph) for 
NWSi/Ge,alloyed and NWSi/Ge,clear. Figure 5.16 presents the local phonon densities of states 
(LPDOS) for NWSi/Ge,alloyed and NWSi/Ge,clear as a function of radial atomic position. 
LPDOS can be expressed as the imaginary part of the Green’s function as            
              
        where the subscript l is the index of the diagonal term of the 
Green’s function matrix for each atom. The trace operation Trx,y,z for each atom is only 










Figure 5.15: Frequency-dependent phonon transmission coefficients (Tph) calculated for 















Figure 5.16: Local vibrational density of states (LVDOS) for atoms as a function of 
radial position (r) of atoms, at four frequencies (ω = 50.82, 148.88, 263.72, and 422.77 
cm
-1
) where significant suppression of Tph is observed. Open black or red circles 





 Compared to Tph for NWSi/Ge,clear, it is clearly shown that Tph for NWSi/Ge,alloyed are 
strongly suppressed in the frequency range between 100 and 200 cm
-1
 where a significant 





 are involved in both Si core and Ge shell because the PDOSs for Ge shell 
and Si core largely overlap in this frequency region.  At the radial position of about r = 
17 Å where the interface between core and shell exists, phonon modes are localized on 
heavy Ge atoms due to alloy scattering of phonons. When the interface is alloyed, this 
localization becomes significant and occurs in a wider range of r, which results in 
significant suppression of Tph. This enhancement of phonon mode localization due to 
alloy scattering near the interface is also observed for other regions. For example, at ω = 
263.72 cm
-1
 (or 422.77 cm
-1
), phonon modes are mainly engaged in the Ge shell (or Si 
core) because these modes correspond to Ge-Ge (or Si-Si) vibrations. When the interface 
is alloyed, Tph are reduced. However, for the low frequency regime ( < 100 cm
-1
), Tph 
are nearly unaffected by the interfacial alloying, because phonon modes participate only 
the near-surface region of NWs as shown in Fig. 5.16. 
 
5.5 Interplay between Alloy Scattering and Grain Boundary Scattering in 
Polycrystalline SiGe Alloys 
5.5.1 Development of Computational Approach for Generating Polycrystalline 
Sitructure 
It is a very challenging and computationally intensive task to generate atomistic 
models for polycrystalline materials, because we need to accurately reproduce both local 
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and global structural features such as grain size, shape distribution, and grain boundary 
atomic architecture. There have been several previous attempts to generate 
polycrystalline Si or SiGe using MD simulations [242,243]. However, as one kind of 
covalent bonding systems, the properties of polycrystalline Si or SiGe are highly affected 
by bonding configurations at grain boundaries. Therefore, we attempted to develop a new 
multistep approach to generate polycrystalline SiGe structures by integrating MD and 





Figure 5.17: Schematic showing procedures for preparing polycrystalline structures. In 
step 2, green atoms indicate interfacial regions. In step 3, different colored regions 
represent crystallite grains.  
 
 
First, in an empty cubic simulation cell, small crystalline Si seeds were randomly 
placed with different orientations (see Fig 5.17). Then, each crystalline seed was allowed 
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to grow until nanocrystalline Si was obtained. The total number of atoms in a supercell 
was set at the c-Si density (= 2.28 g/cm
3
)[228]. Next, for preliminary relaxation, the 
polycrystalline structures were annealed at T = 500 K for 200 ps using MD, while 
maintaining non-interfacial parts fixed. Finally, the entire structures were fully relaxed 
using CRN-MMC simulations with the Keating-like potential optimized with the aid of 
density functional theory (DFT) calculations.  
 
 
Figure 5.18: Schematic showing a polycrystalline structure prepared by a new multi-
step approach. This structure has 8 grains with average diameter = 6.84 nm.  
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In order to consider the randomness and size effects on the  of polycrystalline Si 
(pc-Si) structures, three sizes of simulation cell were prepared; i) (8.185 nm × 8.185 nm  
× 8.185 nm) cube containing 8 grains ( average size = 4.31 nm), (10.914 nm × 10.914 nm  
× 10.914 nm) cube containing 16 grains (average size = 4.72 nm), and (12.005 nm × 




Figure 5.19: Fraction of four, five, six, or seven member ring for polycrystalline 




For the pc-Si structures constructed, analysis of ring sizes at the ground 
boundaries was performed, and the distribution of ring sizes for each sample are shown in 
Fig 5.19.  For all the samples, 6 membered rings are dominant. 
After obtaining fully relaxed pc-Si structures, polycrystalline SiGe (pc-SiGe) 
structures were prepared. In order to investigate the interplay between alloy and grain 
boundary scatterings of phonons, we generated three different types of pc-SiGe samples 
at composition ratio of Si/Ge = 80/20. First, we generated polycrystalline structures 
consisting of Si and Ge chunks which are similar to experimentally obtained structures 
via high energy ball milling[33,244]. For pc-Si0.8Ge0.2, one-fourth of Si crystallites was 
randomly chosen and replaced with Ge atoms. And the interfaces between Si and Ge 
were alloyed to set the overall composition ratio of Si/Ge to be 80/20. Next, we prepared 
polycrystalline SiGe structures consisting of SiGe crystallines. In this case (pc-
Si0.8Ge0.2(R)), Si atoms of pc-Si were randomly replaced with Ge atoms throughout the 
entire cells, at 20% Ge content. Also, for the references, single crystalline Si0.8Ge0.2 alloys 
(sc-Si0.8Ge0.2) were prepared. The lattice parameter of polycrystalline structures was set 
according to Vergard’s law which is a linear interpolation between the lattice constants 
from the DFT calculation. Prepared pc-SiGe structures underwent further careful 




Figure 5.20: Polycrystalline alloy structure pc-Si0.8Ge0.2 (or pc-Si0.8Ge0.2(R)) consisted 
of Si and Ge crystallites (or SiGe alloy crystallites) and single-crystalline alloy structure 
sc-Si0.8Ge0.2.  
 
5.5.2 Investigation of Heat Transport in Polycrystalline Si and SiGe alloys 
In order to calculate the κ values at 300K, EMD using the LAMMPS, was 
employed. For EMD simulations, we employed a general form of SW potential function 
with modified parameters using a force-matching method[71] based on DFT calculations. 
In EMD simulations, the periodic boundary condition is applied in all three directions and 
each MD timestep is 0.5 fs. All reported values are quantum corrected ones.  
Our calculation results are summarized in Table 5.4. First, it is observed that the 
reduction of κ in pc-Si is significant, compared to that of c-Si from previous MD 









predicted κ values for pc-Si are consistent with previous MD calculations [244]. In 
addition, our results clearly indicate that the κ of pc-Si increases with grain size, which is 
consistent with previous studies [244] because the strength of grain boundary scattering is 
proportional to 1/grain size. For pc-Si0.8Ge0.2 consisting of Si and Ge crystallites, the κ 
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values are reduced by about 20% compared to those of pc-Si at the corresponding grain 
sizes, and consistent with previous experimental results[245]. Interestingly, for pc-
Si0.8Ge0.2(R) having a random distribution throughout the entire system, the κ values 
decrease by about 54%, 53%, and 67 % compared to those of corresponding pc-Si0.8Ge0.2. 









De = 4.31 nm 
16 grains, 
De = 4.725 nm 
8 grains, 














pc-Si 1.906 1.932 2.509 
pc-Si0.8Ge0.2 1.493 1.615 2.124 
pc-Si0.8Ge0.2(R) 0.692 0.758 0.706 
sc-Si0.8Ge0.2 1.693 1.574 1.552 
 
 
In order to better understand these results, detailed phonon studies were 
performed. LVDOS was obtained by measuring the velocity autocorrelation function and 
taking a Fourier transform of it. LVDOS is given by      
 ∫   
〈           〉
〈           〉
 
  
    where vi denotes the velocity of the ith atom of each part. The 
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system was first equilibrated for 1.0 ns using the Nose-Hoover thermostat at 300K and 
the correlation value is calculated for every 3 fs and for a total time period of 12 ps in the 
micro-canonical ensemble (NVE). 
 
 
Figure 5.21: Local vibrational density of states (LVDOS) for pc-Si, pc-Si0.8Ge0.2, and 
pc-Si0.8Ge0.2(R). Black and red lines indicate LVDOS for crystalline grains, and blue 
lines correspond to LVDOS for interfaces. 
 
Calculated LVDOS are shown in Fig 5.21, for pc-Si, pc-Si0.8Ge0.2, and pc-
Si0.8Ge0.2(R), respectively. For pc-Si, the LVDOS for Si crystallites is analogous to bulk 
Si, which indicates phonons might propagate nearly without additional scatterings 
compared to those in bulk Si. Therefore, the reduced κ of pc-Si can be attributed to the 
interfaces between grains. As shown in Fig 5.21, the LVDOS for interfaces of pc-Si is 
highly dispersive due to induced disorder and strain, compared to that of Si crystallite, 
which causes strong interfacial scatterings of phonons, suppressing the mean free path 
(MFP) of phonon modes which have MFP longer than the grain size, in bulk Si. In 
 145 
addition, a large amount of disordered grain interfaces impose resistance to heat transport 
because of their low κ.  
For pc-Si0.8Ge0.2, alloy scattering at the interfaces and the mismatch of vibrational 
frequencies between Si and Ge crystallites additionally impose impedance to heat flow. 
The very small κ for pc-Si0.8Ge0.2(R) can be explained by a combination of alloy 
scattering of phonons mainly in the high frequency region and strong grain boundary 
scattering of phonons in the low frequency region.  As shown in Fig 5.21, LPDOS for 

















Chapter 6. Summary 
6.1 Overview  
We have developed a new computational scheme that can be used to predict and 
explain complicate thermal transport phenomena in various disordered and Si-based 
nanostructured materials, with an overarching goal of identifying high quality and 
performance materials for applications in nano/micro-electronics and energy 
generation/storage application.  The key features of the computational platform include 
(1) construction of realistic nanostructures with atomic-scale precision, (2) first 
principles-based determination of reliable force fields for κ calculation, (3) direct 
simulation of phonon transport in large disordered systems using massively parallel 
computing, and (4) detailed analysis of phonon properties to better understand complicate 
phonon transport phenomena in nanostructured materials. This program couples various 
state-of-the-art computational methods including quantum mechanics, non-equilibrium 
MD, Monte Carlo, non-equilibrium Green’s function, multivariable optimization, and 
massively parallel computing. We have applied the newly developed computational 
approach to explain and predict the thermal transport properties of various Si-based 
disordered and complex nanostructures. Summary of our findings are as follows. 
In chapter 3, effect of various kinds of defects on heat transport in c-Si was 
investigated. First, we have revealed the effects of vacancy defects on the κ of c-Si. 
According to the results, κ rapidly drops with an inverse power-law relation as the 
vacancy concentration increases. Our calculations suggest that the reduction of κ with 
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vacancy concentration is a function of vacancy cluster size; smaller clusters tend to more 
effectively inhibit phonon transport for the same concentration. Second, for four different 
dopant elements (B, Al, P, and As), we analyzed the relative roles played by the 
differences in atomic mass (mass disorder) and atomic radius (lattice strain) as well as the 
hetero bonds (bond disorder) between host and dopant atoms in the κ suppression of Si 
by doping-induced phonon-impurity scatterings. Our study demonstrates that the mass 
disorder effect is primarily responsible for the suppression of κ in the As- and B-doped 
cases, whereas the bond disorder contribution is found to be more important than the 
mass disorder contribution in the Al- and P-doped cases; for all these systems, the lattice 
strain effect turns out to play a minor role in the reduction of κ. Third, we have elucidated 
the effect of the As4V complex on the κ of c-Si and the origin of enhanced phonon 
scattering by As4V compared to substitutional As. Our calculations demonstrate that the 
vacancy presence at the As4V center leads to a stronger local resonance scattering of 
phonons, which significantly suppresses long range phonons at frequencies below 130 
cm
-1
 which are important heat carries in c-Si.   
Alloying effects on heat transport in SiGe alloys were investigated in chapter 4. 
First, we have investigated the dependence of predicted κ value for SiGe alloys on the 
supercell size employed in MD simulations. Our calculations turned out that the supercell 
size should be sufficiently larger than mean free paths of phonons in SiGe alloys, in order 
to obtain a fully converged κ value. This result may address the necessity of employing 
MD calculations for studying heat transport in disordered systems. Next, we have 
investigated the dependence of the magnitude of alloy scattering of phonons as a function 
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of composition ratio. Our calculations address the strong dependence of  on the Si:Ge 
ratio and the occurrence of the minimum  around Si0.8Ge0.2, consistent with existing 
experimental observations. Moreover, based on a few previous experimental evidences 
that a fraction of Si and Ge atoms may remain locally segregated in mechanically alloyed 
SiGe samples, we attempted to answer an important question that alloy segregation may 
perhaps affect alloy scattering and subsequently alter noticeably κ. Our study clearly 
demonstrates that the  of Si0.8Ge0.2 increases substantially and monotonically as Ge 
atoms undergo segregation; that is, the magnitude of alloy scattering is found to be 
sensitive to homogeneity in the distribution of alloying elements. Lastly, the possibility 
that the alloying of Sn with Si and Ge may allow for ultra-low  below alloy limit of  in 
binary SiGe alloys was tested. This study included the first time ever quantum accurate 
force field optimization for Sn alloying systems. Our calculations revealed that alloying 
with Sn further increases alloy scattering effect mainly due to heavy mass of Sn, 
compared to SiGe alloys.  
 Chapter 5 is dedicated to the analysis of heat transport in Si-based nanostructures. 
First, we have investigated the effect of surface structure and composition by designing 
NW samples with tailored morphologies on heat transport in SiNWs. Our calculations 
revealed that the –a-SiOx passivation significantly reduces the  of NWs compared to –H 
termination; the reductions are about 70~90 % depending on orientations of NWs and 
become more significant as the thickness of surface a-SiOx increases. Second, we have 
revealed the relative contribution of alloying and boundary phonon scatterings on the 
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reduction of κ of SiGeNW. From our calculation results, it was observed that the 
boundary scattering effect in the SiGe alloy system seems to be unimportant as alloy 
scattering is dominant. Third, we have found a promising approach to reduce the κ of 
core-shell NWs with a combination of strong alloy and surface phonon scatterings. 
According to our calculations, NWs consisting of Si core and SiGe alloy shell yield about 
50% reduced thermal conductivities, compared to NWs with Si core and Ge shell. 
Interestingly, with making core as SiGe alloy(i.e. SiGe/Si core-shell NW), κ is # times 
more reduced. Additionally, we have generated polycrystalline Si or SiGe structures 
using a new computational approach integrating MD and MC, and investigated the effect 
of grain boundaries on thermal transport. Our calculations have found that polycrystalline 
SiGe alloys consisting of SiGe crystallites exhibit about 40~50% reduced κ values than 
those consisting of Si and Ge crystallites which are conventionally prepared in 
experiments.   
 
6.2. Contribution  
       Besides the predictions reported herein, this computational scheme can be 
broadly applicable to other disordered and complex materials systems.  While current 
experimental techniques alone are limited to providing complementary real space 
information, the systematic and integrated computational approach combined with 
experimental validations will contribute to developing a quantitative understanding of 
phonon transport in complex TE nanomaterials. The outcome will further provide 
 150 
valuable hints on how to improve the performance of existing TE devices and discover 
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