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Abstract: A problem solving environment (pse) can be defined as a human interface to hardware and software to assist 
the user in the solution of a given class of problems e.g. partial differential equations (pdes). 
The PDE pse developed at KFA Jtilich/ZAM intends to support the user in the improvement and design of new 
pde software as well as in the accurate and efficient solution of a specific problem. Special emphasis is laid on 
interactive pre- and postprocessing of results which include syntactical and semantical checks on the correctness of the 
formulated problem; the PDE pse also provides features for the submission of jobs to the appropriate computer 
systems which at KFA/ZAM range from IBM 4381 to CRAY X-MP/22. 
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Introduction 
The increasing capabilities of modern computers strongly influence the process of scientific 
modeling. Whereas the computers of the first generation just could deal with the solution of 
subtasks of a mathematical problem (e.g. small systems of linear equations), the Fifth Generation 
Computer Systems (FGCS) are planned to provide complete solutions to very complex problems 
for a broad range of applications [7]. The support in problem solving given by the computer is 
intended to start at the initial level of problem is processed towards its solution. Although the 
existing computer systems do not completely achieve the objectives of the FGCS project, they 
already can contribute to the solution of scientific problems to such an extent that the 
mathematical components of a problem can be described in terms of a high-level language (e.g. 
partial differential equations). 
Many scientific processes can be modeled by a solution of partial differential equations 
(pdes); this fact has lead to the development of a large number of analytical and numerical 
techniques, where the latter class is implemented and distributed in form of software. For many 
algorithms, the solution of a pde on a computer can be divided into three steps: 
- classification of the pde, this subsumes the theoretical analysis of the pde; 
- discretization of pde, domain and boundary conditions, which is strongly based on the 
previous step, because theoretical insight leads to selection of appropriate tools and can 
significantly speed-up the computational process; 
- solution of the discretized problem is achieved by solving large sets of linear resp. nonlinear 
equations depending on the pde and its boundary conditions. 
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In contrast to the first step which has not yet been computerized very much, there exist several 
software products which have been developed to perform the last two steps in an integrated way, 
if complete information is provided to assure the existence of a unique solution. A brief outline 
for the treatment of nonlinear problems is given in the chapter ‘Packages’. 
The subsequent chapters describe how this high-level mathematical software originating from 
different sources has been integrated into the high-speed computing environment at KFA Jtilich 
and how this approach supports the solution of actual problems. Special emphasis is laid on the 
pre- and postprocessing part of the problem (computer algebra, graphics, text processing). 
Software for the solution of PDEs 
The existing software for the solution of pdes can be divided into packages and libraries. 
Packages offer a unified point of view to a collection of methods or a simplified interface to a 
specific method to solve a class of problems; the problem must be formulated in terms of a 
preprocessor language which is supposed to be close to a certain area of applications. 
Subroutines from a library can be considered as modules for larger systems; this approach to 
pde software requires more experience in programming than the usage of packages. 
Past software developments in the field of pdes have been surveyed by Machura-Sweet [13] 
and by Boisvert-Sweet [l]; they give an overview which is biased towards general-purpose 
software. The survey given below emphasizes on high-level mathematical software [ll] which is 
part of public scientific domain and can contribute to a problem solving environment in this 
field. The references point at the origins of the implemented algorithms, i.e. identical references 
for different products indicate the same root of the programs. 
Libraries 
The Collected Algorithms from ACM ’ are distributed in form of Fortran subroutines 
[8,10,18,20,24;16,17,24,25]. Portability is guaranteed with respect to the ACM algorithms policy. 
The Harwell Subroutine Library r is a collection of subroutines specialized in the field of 
numerical mathematics; like most of the other general purpose libraries in this field there are 
only a few programs for the solution of pde problems [4]. The IMSL 1 [24] and NAG [5,24] 
represent general purpose libraries in the field of numerical mathematics; distribution is on a 
commercial base. 
Packages 
ELLPACK ’ solves elliptic boundary value problems with variable coefficients for two resp. 
three dimensions [22]. The package is primarily directed to the solution of linear problems; it 
offfers no explicit feature for the treatment of nonlinear problems. This leads to more flexibility 
because the user can implement his own algorithm which is based on the ELLPACK software for 
the linear case. The handbook illustrates the application of Newton’s method and another 
fix-point iteration to nonlinear problems. 
’ Implemented at ZAM. 
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TWODEPEP i solves a large class of two-dimensional elliptic, parabolic and eigenvalue pde 
problems with finite element techniques. Nonlinear problems can be treated by a Newton-Raph- 
son iteration. TWODEPEP is distributed by IMSL on a commercial base [23]. 
NASTRAN, PERMAS ’ represent two large-scale computer packages that solve a wide variety 
of engineering problems by the finite element method [3]. 
Software developments for engineering problems in the field of boundary element techniques 
have been reviewed by Mackerle-Andersson [15]. 
KFA multi-computer environment 
With the increasing capabilities of computer networks (local and wide area) and the expanding 
spectrum of different computer architectures, it becomes important to consider how this 
situation can contribute to an efficient solution of pdes. 
The present computer configuration consists of three IBM computers (1 IBM 4381, 2 IBM 
3081) and one CRAY X-MP/22. In addition, about 200 minicomputers and superminis are 
scattered throughout KFA to support distributed computing in several divisions, institutes and 
departments (processing of experimental data, monitoring of experiments). 
Via wide-area networks (e.g. EARN) KFA is connected to the outside scientific community. 
Problem solving environments 
The efficient use of computers for the solution of complex problems is strongly influenced by 
the existence of a clear, transparent and flexible interface; this will help the expert to keep 
concentrated on his problem and not to work on ‘ersatz problems’. A problem solving 
environment represents an attempt to focus on the tools which might be relevant for the solution 
of a particular problem. 
A problem solving environment (pse) can be defined as a human interface to hardware and 
software to assist the user in the solution of a given class of problems (e.g. pdes). A pse should be 
implemented as an integrated multi-tasking system of different functions which provides the user 
with appropriate i/o devices (e.g. graphical i/o) as well as with high-speed computing facilities 
which can be represented as a hierarchy of computer architectures varying from mini- to 
supercomputers. Depending on the complexity of the user’s problem, a pse should assist to 
access the different architectures. 
Apart from a user-friendly link to the hardware, the software component of a pse should 
provide tools for problem analysis (e.g. knowledge base) and for programming (e.g. Fortran) 
including libraries, packages etc. which contribute to the scope of the pse. 
A pse can be an open or a closed system; i.e. the integration of new components is supported 
or not. 
Stepwise numerical solution of PDEs 
Even though the analytical solution of the problem may be too hard, it is very important to 
start the solution process with a theoretical analysis of the problem to get some initial 
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information. In general this leads to a selection of more appropriate software and results in 
reduced resource consumption. The remaining solution process on the computer system consists 
of three steps 
Preprocessing 
_ selection of tool, 
_ formulation of problem, 
- check for correctness, 
_ selection of appropriate computer architecture. 
Processing 
_ solution of the numerical tasks. 
Postprocessing 
~ analysis of run-time messages, 
_ generation of output, 
_ individual postprocessing. 
The structure of the preprocessing step is more elaborate than indicated by the above list; further 
details are given by Fig. 2. This step has to provide complete information to run a problem 
successfully; i.e. the problem description has to be correct (indicated by a faultless compile- and 
go-step for the problem with a coarse discretization). The subsequent processing step with 
realistic discretization parameters should only be initiated after a successful completion of the 
preprocessing step. 
Problem solving environments for the solution of PDEs 
Within the last few years, much attention has been paid to the idea of a pse on pdes [9,14]. 
The most advanced results for elliptic pdes have been contributed by the ELLPACK project [19]. 
Fig. 1. Control flow of PDE problem solving environment. 
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But even for parabolic and hyperbolic problems, the idea of automatic code generation is already 
discussed [6]. 
The PDE problem solving environment developed at KFA provides a frame-work for the 
solution of pdes with software packages originating from different sources. Its implementation is 
based on the local computing facilities (IBM time-sharing system VM/CMS; batch operating 
systems IBM/MVS and CRAY/COS), but the principles are machine-independent and can be 
transfered to every multi-computer environment offering similar functions. 
PDE consists of a collection of REXX procedures which make use of the Interactive Systems 
Product Facility (ISPF). The REXX language is similar to PL/l and procedures can easily be 
programmed at an appropriate high language level [12]. ISPF represents a tool to create 
menu-driven dialogues with a CMS full-screen support. A brief survey on the structure of PDE is 
given in Fig. 1. 
Interactive preprocessing 
General outline 
The user may enter the PDE pse by calling a CMS procedure PDE; PDE responds with a 
survey menu on the tools which are available through this pse. After a certain selection has been 
achieved (TWODEPEP), a procedure with identical name is executed and performs the necessary 
links to the components of the tool; esp. temporary storage is allocated which is used to keep the 
output from the various components of the tool (preprocessor, compiler etc.) and the computed 
results. 
If the allocation of resources has been complemented successfully, a list of the already existing 
TWODEPEP problems is automatically presented; this list serves as a starting point for most of 
the activities where TWODEPEP becomes involved. On top of the list, the user-owned datasets 
are given in alphabetical order; the lower part consists of a collection of examples which may 
serve both as an introduction to TWODEPEP and as an illustration of the capabilities of the 
tool. Work at this level is supported by predefined program function (PF) keys for the most 
frequent activities at this level which include editing, preprocessing, compiling and submitting a 
problem. (See Fig. 2) 
At this problem definition level the user has to provide resp. to create a dataset of type 
TWODEPEP with a complete description of the problem which has to be solved; this can be 
done by modifying an existing dataset. In general this dataset consists of two parts; the first one 
represents a program written in terms of a preprocessor language, the second one consists of one 
or more Fortran subroutines containing additional information on the problem (variable coeffi- 
cients of the equation etc.) The edit-function is essential for the problem definition level; at the 
moment, there exist two components: 
_ the standard CMS editor is used for all editing; 
_ the Fortran parts of the dataset can be compiled within the editing process. 
At the end of the problem definition, the Fortran parts of the dataset should be free of syntax 
errors and the user can preprocess the dataset to generate a complete Fortran program, which is 
automatically compiled. This process may be iterated until a syntactically correct program exists. 
After a successful completion of the syntax check, an appropriate computer architecture has to 
be selected in order to solve the problem numerically. Before starting the numerical solution of 
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Fig. 2. Preprocessing of TWODEPEP within PDE. 
the real problem, one can impose a semantical check on the correctness of the generated Fortran 
program by limiting the discretization process to a very coarse discretization; this leads to a very 
few, but inexpensive operations which can be performed within the preprocessing level. In 
particular, the initial discretization can be visualized with the help of graphical output devices to 
assure a correct initial domain decomposition. If the user is working with a graphics terminal, 
this output is immediately available to him; otherwise, the information is stored for the 
postprocessing level. At run-time the generated program may require access to specific librarier 
(user-owned or system); PDE provides a feature where this information is directly passed to the 
jcl generating module. 
Now, the Fortran program is ready for execution and may be submitted to batch. The PDE 
pse supports this step by providing complete job control language for all linked components in 
order to run a successfully preprocessed problem without delay. All required information is 
generated automatically; the user has only to select the computer system where the processing 
step is intended to take place and must initiate the submission via PF-key. 
For more advanced users of PDE, it may be important to modify the standard processing step. 
PDE supports this requirement in several ways: 
If there exists a user-written jcl dataset for a specific problem the generation of standard jcl is 
suppressed. It is assumed that the user wants to take over individual control for the processing 
of this problem. 
If such a dataset does not exist, but the user intends to generate one, he may take a copy of 
the corresponding PDE jcl-dataset, add his modifications and store it. 
If the user intends to modify the generated Fortran program, he may pass it to the Fortran 
programming environment for individual modifications. 
Program Function keys 
The concept of a user-friendly implementation of PDE is based on predefined PF keys. They 
have to support the execution of the most frequently used commands; in addition, the set of 
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commands provided in conjunction with the PF keys has to be complete, i.e. the creation of 
standard jobs has to be easily achievable. At present, there exist two groups of PF keys: 
- Processing Functions (PFl, . . . , PF12), 
- Auxiliary Functions (PF13,. . . , PF24). 
In addition, each menu provides a command line to execute not predefined commands; after 
completion the processing of the pde problem may be continued. This feature is based on the 
same mechanism used by other VM/CMS products; i.e. the users are supposed to be familiar 
with it. 
Interactive and batch postprocessing 
The first step of the postprocessing level consists in receiving the output of the processing 
level. All output from the batch computers is directed to the user’s internal reader (if not 
specified otherwise during jcl generation), which is part of the CMs spool; the output is kept 
there temporarily for a few days depending on local CMS system conventions. The user may 
access the datasets belonging to his internal reader from the top level of PDE as well as from the 
level where the list of problems is presented. 
All packages and drivers of pde software provide line-printer output in form of tables to give 
access to the numerical values of the computed solution, which represents a base for further 
manipulations and graphical output. In contrast to the numerical results, which always are 
generated during the processing step, the production of a graphical representation of the solution 
can take place directly at the processing level or interactively in the postprocessing environment. 
The decision depends on the complexity of the given problem; PDE supports both approaches. 
Because most of the postprocessing depends very strongly on the individual user, it is important 
to connect this level closely to the complete graphics environment of the computer centre. 
The PDE output level is selected via PF key from the level where the list of problems is given; 
the system responds with a menu, which presents the already generated output datasets. Again, 
processing of a specific output is initiated by PF key. As a standard feature of this level, it is 
possible to produce formatted output of the numerical values of the solution. At this level the 
user also has to decide whether he wants to retain a computed solution (graphical and/or 
numerical data) for long-term work because all temporary storage is freed after leaving PDE. 
The principal goal of the graphical output level consists in offering a few but very user-friendly 
tools to process the numerical data in a standard way. At the moment, graphical output of each 
PDE tool is available in four forms: 
- 3d-plots resp. 2d-plots, 
_ contour plots, 
_ sequences of 3d resp. contour plots for time-dependent problems. 
_ initial and final domain decomposition. 
All KFA/ZAM graphics software is based on the Graphics Kernel System (GKS). 
Processing 
From the software point of view the processing level can be considered as a reservoir of 
different methods in form of modules which are available for the solution of a particular class of 
problems. The software chapter gives a survey on the methods a PDE user can access. 
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In a multi-computer environment every algorithm has to be implemented in a well adapted 
and highly optimized form to guarantee an efficient solution of the problem [2]; this leads to at 
least one special version (program) of the algorithm for each computer architecture and therefore 
to differing results i.e. results computed on one machine may not be reproducible exactly on 
another one. 
The development of vector and parallel computers has lead to very efficient software for the 
solution of linear/nonlinear equations arising from the discretization of pdes; a survey of recent 
results is given by Ortega-Voigt [19]. 
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