A problem with deviated arguments is aiso discussed.
INTRODUCTION
A useful approach in the studying of existence of solutions is Samoilenko's numerical analytic method (for details, see [1, 2] ). In this paper, we apply this technique to differential algebraic systems of the form 44 = f(t,+), where f E C(J x RF' x IV, WP), g E C(J x WP x IV, IW). The value < is a fixed constant and 0 -c t 5 T. In the above, (Ao)~x~, (Adpxp, Dpxp, and dpxl are given matrices. The application of numerical analytic method to differential systems s'(t) = f(t,s(t)) with condition (2) can be found, for example, in papers [l-lo] if D(t) = 0 on [O,t], see also [ll] .
The numerical analytic method combined with the comparison one is used to formulate corresponding existence results for problems of type (l),(2) under the assumption that f and g satisfy the Lipschitz conditions (with respect to the last two variables) in matrix notation. The aim 0893- of the present paper is to discuss the conditions under which the solution can be obtained by the method of successive approximations and Seidel's method too. A more general differential algebraic problem with deviated arguments is also considered and corresponding existence results are given in Section 5. To obtain a solution of problem (3), we shall first establish some properties for sequences {u,, w,}. They are given in the next two lemmas. 
ASSUMPTIONS
By induction in n, we are able to prove that PROOF. Put R(t; 30) = JF(t, 20, y00; ZO) -xo(t)l, r(t) = lg(t, 20, YO) -YoWl. Indeed,
Assume that I f-h (t, 210, ~0) + IB2l t I ' ID(s)IRl (s,uo, wo) ds + R (t; 2,) = uo(t)r
Hence, by mathematical induction, we have l%(t) -zo(t)l 5 ho@), IYnW -YOW 5 ~o@L t E J, for n = O,l,. . . . Basing on the above, let us assume that
for all n and some k 2 0. Then, by (5), we see that
for t E J. Hence, by mathematical induction, the estimates (6) hold. It is quite simple to verify that x,,+i satisfies integral boundary condition (2) for any n = 0, 1, . . . . It ends the proof. where 11 . II denotes the Tchebysheff maximum norm.
EXISTENCE RESULTS
In place of the above considered process of successive approximations (7), it is sometimes convenient to use Seidel's method described by 
holds and Z,(t) + 3(t), jjn(t) 4 &(t), i&(t) --) Z(t), &n(t) + g(t)
, t E J as n -+ oo, for %0(t) = 50(t) = so(t), go(t) = Go(t) = ye(t), t E J. Moreover, we have the estimates
I%(t) -qt)l I a,(t), I?%$) -B@)( I &l(t), t E J, I%&) -WI I iin(t), Mt) -B(t)1 I tin(t), t E J,
forn=O,l,.... Note that iterations (7) and (9) converge to (%,Q) under the same conditions but basing on Lemma 3 we see that the error estimates for (9) are better in comparing with the corresponding estimates for (7). This notice is important since {znr~,,}, {Z,,&,}, and {5&,&n) are approximated solutions of problem (3). Y(t) = 9 (t, 4-G)), y(t)) , t E J,
with condition (2), where f E C(J x WP x W*,WP), g E C(J x WP x lW,W). According to the numerical analytic method find the vector 6 such that z(t) = 50 + Pz@) + bt, withPz(t)= (1-~)~*(s)d8-~~T1(S)ds, satisfies condition (2). Then, by substituting z(t) = 30 + si z(s) ds, and introducing it to problem (lo), we have the following auxiliary problem:
=F(hz,Y;Zo), t E J,
where the matrices B2 and B3 are defined as in Section 2 assuming that B2 exists. Now, let us define the sequences {zn, yn} by formulas Assume that Izk(t) -ze(t)( I uc(t), Iyk(t) -yc(t)j I w(t), t E J for some k L 1. By (14) and (15) Similarly as before to find a solution (z, jj) of problem (ll), we can apply Seidel's method. It means that we can formulate the following. Moreover, we have the error estimates for t E J, n = 0, 1, . . . , where 
