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1 Introduction
Let G be a group and H be a subgroup of G. A normalized right transversal
(NRT) S of H in G is a subset of G obtained by choosing one and only one
element from each right coset of H in G and 1 ∈ S. Then S has an induced
binary operation ◦ given by {x ◦ y} = Hxy ∩ S, with respect to which S
is a right loop with identity 1, that is, a right quasigroup with both sided
identity (see [7, Proposition 4.3.3, p.102],[2]). Conversely, every right loop
can be embedded as an NRT in a group with some universal property (see [2,
Theorem 3.4, p.76]). Let 〈S〉 be the subgroup of G generated by S and HS be
the subgroup 〈S〉 ∩H . Then HS = 〈{xy(x ◦ y)
−1|x, y ∈ S}〉 and HSS = 〈S〉
(see [2]). Identifying S with the set H\G of all right cosets of H in G, we
get a transitive permutation representation χS : G → Sym(S) defined by
1
{χS(g)(x)} = Hxg ∩ S, g ∈ G, x ∈ S. The kernal KerχS of this action is
CoreG(H), the core of H in G.
Let GS = χS(HS). This group is known as the group torsion of the right
loop S (see [2, Definition 3.1, p.75]). The group GS depends only on the right
loop structure ◦ on S and not on the subgroup H . Since χS is injective on
S and if we identify S with χS(S), then χS(〈S〉) = GSS which also depends
only on the right loop S and S is an NRT of GS in GSS. One can also verify
that Ker(χS|HSS : HSS → GSS) = Ker(χS|HS : HS → GS) = CoreHSS(HS)
and χS|S=the identity map on S. Also (S, ◦) is a group if and only if GS
trivial.
A non-empty subset T of right loop S is called a right subloop of S, if it is
right loop with respect to induced binary operation on T (see [5, Definition
2.1, p. 2683]). Also an invariant right subloop of a right loop S is precisely
the equivalence class of the identity of a congruence in S ([5, Definition 2.8,
p. 2689]). It is observed in the proof of [5, Proposition 2.10, p. 2690] that if T
is an invariant right subloop of S, then the set S/T = {T ◦x|x ∈ S} becomes
right loop called as quotient of S mod H and the map ν : S → S/T defined by
ν(x) = T ◦ x is a right loop homomorphism. It is also observed in this paper
that ν : S → S/T induces a group homomorphism ν˜ : GSS → GS/TS/T (see
the discussion following [5, Lemma 2.5, p.2684]).
Let (S, ◦) be a right loop. Let a ∈ S such that the equation a ◦ X = c
has unique solution for all c ∈ S, in notation we write it as X = a\◦c. Then
the map L◦a : S → S defined by L
◦
a(x) = a ◦ x is bijective map. Such an
element a is called a left non-singular element of S. For x ∈ S, we denote
the map y 7→ y ◦x (y ∈ S) by R◦x. We will drop the superscript, if the binary
operation is clear.
In the sections 2 and 3, we discuss the central congruence and stability
relation σ(S) on a right loop S. In case S is a loop, σ(S) is a congruence
and coincides with the center congruence (see [8, p. 81; Proposition 3.15, p.
83]). However, if S is a right loop but not a loop, then σ(S) need not be
a congruence (see Example 3.2). We have also shown that even if σ(S) is a
congruence on a right loop, it need not coincide with the central congruence
(see Example 3.6). In case, σ(S) is a congruence, a necessary and a sufficient
condition for its equality with the center congruence is given (Theorem 3.9).
In the last section, we have given an example of a right loop which is simple,
however the group GSS is not quasiprimitive on S. This example corrects
[3, Theorem 4, p. 474] and shows that it is one directional only.
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2 Centering Congruence in a Right Loop
We note that a right loop (S, ◦) contains two binary operations ◦ and /, where
x/y is the unique solution of the equation X ◦ y = x, one nullary operation
e defined by e(x) = 1 for all x ∈ S and one unary operation l defined by
l(x) = x′, where 1 denotes the identity of S and a′ denotes the left inverse
of a in the right loop S. One can prove that x/y = xθf(y′, y)−1 ◦ y′. These
operations satisfies following conditions:
(y/x) ◦ x = x, (x ◦ y)/y = x, 1 ◦ x = x = x ◦ 1, x/x = 1, x/1 = x.
One observes that a right loop S is a universal algebra (S, ◦, /, 1). Define
a ternary operation on S by P (x, y, z) = (x/y) ◦ z. One can note that
P (x, y, y) = x and P (x, x, y) = y. The operation P (x, y, z) is called as the
Mal’cev operation (see [6, p. 19]).
Let H be an invariant right subloop of a right loop (S, ◦) and α be the
congruence on S determined by H . One can observe that for (1 ≤ i ≤ 3),
(xi, yi) ∈ α ⇒ (P (x1, x2, x3), P (y1, y2, y3)) ∈ α. Now, we have following
proposition:
Proposition 2.1. ([8, Proposition 4.3.2, p.101]) Let (S, ◦) be a right loop.
Then
(i) The congruences on S are permutable, that is if α and β are two con-
gruences on a right loop S, then α ◦ β = β ◦ α.
(ii) A right subloop α of S×S is a congruence on S if and only if it contains
the diagonal right subloop ∆(S) = {(x, x)|x ∈ S} of S × S.
Remark 2.2. The above proposition is true for more general class called as
Mal’cev Variety (see [6]). It is observed by J. D. H. Smith in [6] that the
notion of congruence behaves good in the Mal’cev variety.
Definition 2.3. ([6, DEFINITIONS 211, p. 24]) Let β and γ be congru-
ences on a right loop S. Let (γ|β) be a congruence on β. Then γ is said
to centralize β by means of the centering congruence (γ|β) such that
following conditions are satisfied:
(i) (x, y) (γ|β) (u, v)⇒ x γ u, for all (x, y), (u, v) ∈ β.
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(ii) For all (x, y) ∈ β, the map π : (γ|β)(x,y) → γx defined by (u, v) 7→ u is
a bijection, where for a set X and an equivalence relation δ on X, δw
denotes the equivalence class of w ∈ X under δ.
(iii) For all (x, y) ∈ γ, (x, x) (γ|β) (y, y).
(iv) (x, y) (γ|β) (u, v)⇒ (y, x) (γ|β) (v, u), for all (x, y), (u, v) ∈ β.
(v) (x, y) (γ|β) (u, v) and (y, z) (γ|β) (v, w) ⇒ (x, z) (γ|β) (u, w), for all
(x, y), (u, v), (y, z) and (v, w) in β.
By (i) and (iv), we observe that (x, y) (γ|β) (u, v)⇒ y γ v.
An equivalent condition for centralizing congruence is obtained in [6, COROL-
LARY 224, p. 37], which is given as follows:
Proposition 2.4. ([6, COROLLARY 224, p. 37]) Let β and γ be congru-
ences on a right loop S. Then γ centralizes β by means of (γ|β) if and only
if the following two conditions are satisfied
(i) (x, y) (γ|β) (u, v)⇒ x γ u, for all (x, y), (u, v) ∈ β.
(ii) For all x ∈ S, (x, x) (γ|β) (x, y)⇒ x = y
Following remark analyzes the centralizing congruence in groups:
Remark 2.5. Let G be a group. Let H and K be normal subgroups in G.
Suppose that K centralizes H. Then hk = kh for all k ∈ K and h ∈ H.
Let β = {(x, y) ∈ G × G|yx−1 ∈ H} and γ = {(x, y) ∈ G × G|yx−1 ∈ K}
be congruences determined by H and K respectively. Define a relation (γ|β)
on β by (x, y) (γ|β) (u, v) ⇔ there exists h ∈ H and k ∈ K such that
yx−1 = vu−1 = h and x−1u = k. One can check that (γ|β) is a congruence
on β and γ centralizes β by means of (γ|β). One can also see that (γ|β)(1,1) =
{(w,w) ∈ β|w ∈ K}. If K = G, then (γ|β)(1,1) = ∆(G).
Following holds for right loops:
Proposition 2.6. ([6, PROPOSITION 221, p. 34]) Let S be a right loop.
Let β and γ be congruences on S and let γ centralizes β by means of (γ|β)1
and (γ|β)2. Then (γ|β)1 = (γ|β)2.
Proposition 2.7. ([6, PROPOSITION 226, p. 38]) Let γ, β1 and β2 be
congruences on a right loop S. If γ centralizes β1 and β2, then γ centralizes
β1 ◦ β2.
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3 Center of a Right Loop and Stability Rela-
tion
Let S be a right loop. If a congruence α on S is centralized by S × S,
then it is called a central congruence (see [6, p. 42]). By Propositions
2.6 and 2.7, there exists a unique maximal central congruence ζ(S) on S,
called as the center congruence of S. For a finite right loop, it is product
of all centralizing congruences. The center Z(S) of S is defined as ζ1, the
equivalence class of the identity 1.
The group GSS has the natural action ⋆ on S. Consider the set σ(S) =
{(x, y) ∈ S×S|stab(GSS, x) = stab(GSS, y)}, where for a pemutation group
G on a set X , stab(G, u) denotes the stabilizer of u ∈ X in G. One can
check that σ(S) is an equivalence relation on S. This relation is called as
stability relation on S. One also observes that if (x, y) ∈ σ(S), then
stab(GSS, x⋆p) = p stab(GSS, x) p
−1 = p stab(GSS, y) p
−1 = stab(GSS, y⋆p)
for all p ∈ GSS. Consider the equivalence class σ(S)1 of 1 ∈ S of a right
loop S. Let x, y, z ∈ S. Write equation (C6) of [2, Definition 2.1, p. 71] as
f(y, z)(x) = (RyRzR
−1
y◦z)(x). Recall that our convention for the product in
the symmetric group Sym(S) is given as (rs)(x) = s(r(x)) for r, s ∈ Sym(S)
and x ∈ S. Which means that GS = 〈RyRzR
−1
y◦z|y, z ∈ S〉. Let x ∈ σ(S)1.
Then stab(GSS, x) = GS. This means that RyRzR
−1
y◦z(x) = x for all y, z ∈ S.
This implies that σ(S)1 = {x ∈ S|x ◦ (y ◦ z) = (x ◦ y) ◦ z, for all y, z ∈
S} = NGSS(GS) ∩ S, where NG(H) denotes the normalizer of H in G. One
can observe that σ(S)1 is a right subloop of S which is indeed a group.
In the following proposition, we obtain that the elements of σ(S)1 are left
non-singular.
Proposition 3.1. Let (S, ◦) be a right loop with identity 1. Let σ(S)1 be the
equivalence class of 1 under the equivalence relation σ(S). Then the elements
of σ(S)1 are left non-singular.
Proof. Let x ∈ σ(S)1 and y ∈ S. Consider the equation x ◦ X = y. Since
σ(S)1 is a right subloop, x
′ ∈ σ(S)1 where x
′ is the left inverse of x. Since
with respect to the induced operation of S, σ(S)1 is a group, x◦x
′ = 1. Also
since for each u ∈ σ(S)1 and v, w ∈ S, u ◦ (v ◦ w) = (u ◦ v) ◦ w, x
′ ◦ y ∈ S is
a solution of x ◦X = y.
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The equivalence relation σ(S) is a congruence on a loop (see [8, p. 81])
but it need not be a congruence on a right loop S. This is shown in following
example whose idea came from a GAP ([1]) calculation:
Example 3.2. Consider a subgroup G = 〈{u = (4, 5, 6), v = (1, 2, 3), w =
(1, 4)(2, 5, 3, 6)}〉 (∼= (Z3×Z3)⋊Z4) of Sym(6). Let N = 〈w〉 and H = 〈w
2〉.
Let L = 〈u, v〉 and T = {I, w}. Then L ∈ T (G,N) and T ∈ T (N,H). Let
S = (TL \ {u}) ∪ {w2u}. Then S ∈ T (G,H). One observes that GSS ∼= G,
GS ∼= H and NGSS(GS) = N
∼= Z4. With these information, we observe that
σ(S)1 = {1, w}. We show that σ(S) is not a congruence by showing that it
does not satisfy the condition (2) of [5, Theorem 2.7, p. 2686].
Take x = w, y = u−1 and z = w2u. Note that y ◦ z = y, (y ◦ z)′ = z and
y ◦ (x ◦ z) = xv−1u, where ◦ is the underlying binary opearation of S and
the convention for the product in this case is given as (rs)(x) = r(s(x)) for
r, s ∈ Sym(6) and x ∈ {1, · · · , 6}. By equation (C6) of [2, Definition 2.1,
p. 71], we observe that (f(z, y))−1(xv−1u) = xvu−1. Finally, (xvu−1) ◦ z =
xv−1u−1 /∈ σ(S)1. This fails the condition (2) of [5, Theorem 2.7, p. 2686],
showing that σ(S) is not a congruence for the right loop S.
Proposition 3.3. For a right loop S, the center Z(S) ⊆ σ(S)1 = S ∩
NGSS(GS).
Proof. Let ζ be the congruence on S determined by Z(S). Let γ = S×S and
γ centralize ζ by a centering congruence (γ|ζ). Let x ∈ Z(S) and y, z ∈ S.
Since (γ|ζ) is reflexive, (x, 1) (γ|ζ) (x, 1). By condition (iii) of Definition
2.3, (1, 1) (γ|ζ) (y, y), (1, 1) (γ|ζ) (z, z) and (1, 1) (γ|ζ) (y ◦ z, y ◦ z). Since
(γ|ζ) is a congruence, (x, 1) = (((x, 1) ◦ (1, 1)) ◦ (1, 1))/(1, 1) (γ|ζ) (((x, 1) ◦
(y, y)) ◦ (z, z))/(y ◦ z, y ◦ z) = (((x ◦ y) ◦ z)/(y ◦ z), 1).
By the condition (ii) and (iv) of Definition 2.3, x = ((x ◦ y) ◦ z)/(y ◦ z).
This implies that (x ◦ y) ◦ z = x ◦ (y ◦ z). Thus, Z(S) ⊆ σ(S)1.
Proposition 3.4. Let (S, ◦) be a right loop. Let β and γ be a congruences
on S. Assume that β is centralized by γ by means of (γ|β). Then
(A) c ◦ b′ = b′ ◦ c for all b ∈ β1 and c ∈ γ1, where u
′ is left inverse of u ∈ S.
(B) if γ = S × S, then b ◦ c = c ◦ b for all b ∈ β1 and c ∈ S.
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Proof. (A) Let B = β1 and C = γ1. Let b ∈ B and c ∈ C. Since (γ|β) is
reflexive,
(i) (b, 1) (γ|β) (b, 1) and
(ii) (b′, 1) (γ|β) (b′, 1), where u′ denote the left inverse of u ∈ S.
By (iii) of Definition 2.3,
(iii) (1, 1) (γ|β) (c, c).
Since (γ|β) is congruence, by equations (iii), (ii) and (i) we have
(1, 1) (γ|β) ((c ◦ b′) ◦ b, c) (1)
Since (γ|β) is symmetric and transitive, (iii) and (1) imply that
(c, c) (γ|β) ((c ◦ b′) ◦ b, c) (2)
The condition (ii) and (iv) of Definition 2.3 imply that
(c ◦ b′) ◦ b = c (3)
Similarly, by equations (ii), (iii), (i) and by arguing as for (2) and (3) we
have
(b′ ◦ c) ◦ b = c (4)
By (3) and (4), we have
c ◦ b′ = b′ ◦ c (5)
(B) Let γ = S × S. Since the congruence ζ determined by Z(S) is the
maximal congruence centralized by S × S, β1 ⊆ Z(S). Also since (σ(S)1, ◦)
is a group, by Proposition 3.3, (β1, ◦) is a group. Hence, by (A)
b ◦ c = c ◦ b for all b ∈ β1, c ∈ S.
Remark 3.5. By Propositions 3.3 and 3.4, the center Z of a right loop S is
an abelian group.
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One observes that if the normalizer NGSS(GS) is normal in GSS, then
σ(S) becomes a congruence on S (for σ(S)1 is the kernel of the homomor-
phism from S to GSS/NGSS(GS) given by x 7→ NGSS(GS)x). For a loop, σ
concides with the center congruence (see [8, Proposition 3.15, p. 83]) but it
need not concide for a right loop (when σ(S) is a congruence). This is shown
in following example:
Example 3.6. Let G = Alt(4) and H = {I, (1, 2)(3, 4)}. Consider the
ordered set S = {I, (1, 3)(2, 4), (1, 2, 3), (1, 3, 2), (2, 3, 4), (1, 3, 4)}. Then S is
an NRT of H in G. Let xi ∈ S be the element placed at i
th place. Then for
the convenience of notation, we identify xi by i. Now the multiplication table
of S is given as follows:
◦ 1 2 3 4 5 6
1 1 2 3 4 5 6
2 2 4 1 1 3 2
3 3 6 2 5 6 4
4 4 1 5 2 1 3
5 5 3 6 6 4 5
6 6 5 4 3 2 1
One can observe that GSS ∼= G, the alternating group of degree 4, |GS| = 2
and NGSS(GS)
∼= Z2 × Z2 E GSS. Then σ(S)1 = {1, 6} is an invariant
right subloop. If Z(S) is the center of S, then by Proposition 3.3 the order
|Z(S)| = 1 or |Z(S)| = 2. If possible, assume that |Z(S)| = 2. Then
6 ∈ Z(S) (Proposition 3.3). But 6 ◦ 2 6= 2 ◦ 6. This is a contradiction to
the Proposition 3.4. Thus, |Z(S)| = 1. This shows that in general the center
congruence need not concide with σ(S).
Let T be an invariant right subloop of finite right loop S. By [5, Theorem
2.7, p. 2686], δ = {(x ◦ y, y)|x ∈ T, y ∈ S} is the congruence determined
by T . Then the equivalence class δz = T ◦ z is in bijection with T . Which
means that the order of T divides the order of S. In the following example,
we calculate the centers of all right loops of order upto 5:
Example 3.7. Since the center of a right loop is an invariant right subloop,
all the right loops of order 3 and 5 which are not group has trivial center and
a right loop of order 2 is a group.
Let (S, ◦) be a right loop of order 4. Since CoreGSS(GS) = {1}, GSS is
isomorophic to a subgroup of Sym(4), the symmetric group of degree 4. By
the structure of Sym(4), we have following choices:
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(i) GSS ∼= S ∼= Z4, |GS| = 1, (ii) GSS ∼= S ∼= Z2 × Z2, |GS| = 1,
(iii) GSS ∼= Sym(4), GS ∼= Sym(3),
(iv) GSS ∼= Alt(4), GS ∼= Alt(3) and
(v) GSS ∼= D8, |GS| = 2
For the cases (i) and (ii), we have Z(S) ∼= S. The normalizer NGSS(GS) =
GS for the cases (iii) and (iv). This means that σ(S)1 = {1}. Therefore, by
Proposition 3.3 Z(S) = {1} for the cases (iii) and (iv). Finally, consider
the case (v). Let GS = {1, h}. Note that NGSS(GS)
∼= Z2 × Z2 E GSS. This
means that |σ(S)1| = 2. Let S = {1, x, y, z} and σ(S)1 = {1, x}. Observe
that R2x = IS. Write Rx = (1, x)(y, z) as a product of transpositions. If
x ∈ Z(GSS), then x ◦ u = u ◦ x for all u ∈ S. Assume that hx ∈ Z(GSS). If
x ◦ y = x, then either xy = x or xy = hx, where juxtaposition is the binary
operation in GSS. But then either y = 1 or y = h. This is a contradiction.
By similar arguments, x ◦ y = y will give a contradiction. Hence x ◦ y = z.
Similarly x ◦ z = y. Therefore, we are finally left with following table:
◦ 1 x y z
1 1 x y z
x x 1 z y
y y z ⋆ ⋆
z z y ⋆ ⋆
Since S is a right loop, u ◦ v ∈ {1, x}, where u, v ∈ {y, z}. If y ◦ y = 1 and
y ◦ z = x, then S = Z(S) ∼= Z2 × Z2. If y ◦ y = x and y ◦ z = 1, then
S = Z(S) ∼= Z4. Therefore, either y ◦ y = 1 and y ◦ z = 1 or y ◦ y = x and
y ◦ z = x. But, both the right loops are isomorphic with an isomorphism p
defined by p(1) = 1, p(x) = x, p(y) = z and p(z) = y. Assume that y ◦ y = 1
and y ◦ z = 1. Now, we will show that {1, x} is the center of S.
Let β = {(1, 1), (x, x), (y, y), (z, z), (1, x), (x, 1), (y, z), (z, y)}. Clearly, β
is a congruence on S. Let γ = S × S. Let X = {((x, x), (y, y))|(x, y) ∈ γ}.
Consider (γ|β) = X ∪ V ∪ V −1, where V = {((1, x), (x, 1)) , ((1, x), (y, z)) ,
((1, x), (z, y)) , ((x, 1), (y, z)) , ((x, 1), (z, y)) , ((y, z), (z, y))} . One can check
that (γ|β) is a right subloop of β × β. By Proposition 2.1, (γ|β) is a con-
gruence on β. One can also observe that γ centralizes β by means of (γ|β).
This shows that |Z(S)| 6= 1. Since Z(S) ⊆ σ(S)1 (see Proposition 3.3) and
|σ(1, x)| = 2, Z(S) = {1, x}.
In Example 3.6, we have seen that σ(S) need not concide with the center
congruence on S. Theorem 3.9 gives a necessary and a sufficient condition
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when σ(S) concides with the center congruence. To prove the theorem, we
need a lemma.
Lemma 3.8. Let (S, ◦) be a right loop. For any x ∈ S, let x′ denote the left
inverse of x in S. Then
(i) if x ∈ σ(S)1, then (x ◦ y)/z = x ◦ (y/z) for all y, z ∈ S
(ii) if x ∈ σ(S)1, then x/y = x ◦ y
′ for all y ∈ S
(iii) if σ(S)1 = Z(GSS) and x ∈ σ(S)1, then x ◦ (y ◦ z) = (y ◦ x) ◦ z for all
y, z ∈ S
(iv) if σ(S)1 = Z(GSS) and y ◦ (x ◦ z) = (y ◦ x) ◦ z for all x ∈ σ(S)1 and
y, z ∈ S, then y/(x ◦ z) = x′ ◦ (y/z).
Proof. (i) Let x ∈ σ(S)1. Then for any y, z ∈ S,
x ◦ y = x ◦ (y/z ◦ z) = (x ◦ y/z) ◦ z.
This implies that (x ◦ y)/z = x ◦ (y/z).
(ii) Let x ∈ σ(S)1. Then x ◦ (y ◦ z) = (x ◦ y) ◦ z for all y, z ∈ S. Let
(S,GS, σ
′, f) be associated c-groupoid (see [2, Definition 2.1, p. 71]). Then
xθf(y, z) = x for all y, z ∈ S, where θ is the right action of GS on S. Note
that x/y = xθf(y′, y)−1 ◦ y′. This implies that x/y = x ◦ y′.
(iii) Assume that σ(S)1 = Z(GSS). Let x ∈ σ(S)1 and y, z ∈ S ⊆ GSS.
Then
yxz = xyz (6)
First consider the L.H.S. of (6).
yxz = f(y, x)(y ◦ x)z = f(y, x)f(y ◦ x, z)(y ◦ x) ◦ z (7)
Now, consider the R.H.S. of (6)
xyz = xf(y, z)(y ◦ z) = f(y, z)x(y ◦ z) = f(y, z)f(x, y ◦ z)x ◦ (y ◦ z) (8)
By (7) and (8) and the uniqueness of expression, we have
x ◦ (y ◦ z) = (y ◦ x) ◦ z.
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(iv) Assume that σ(S)1 = Z(GSS). Let x ∈ σ(S)1 and y ∈ S ⊆ GSS. Then
xy = yx. This implies that f(x, y)x ◦ y = f(y, x)y ◦ x. By the uniqueness of
expression
f(x, y) = f(y, x) (9)
and
x ◦ y = y ◦ x (10)
Also, we observe that
(yθf(z′, z)−1 ◦ z′) ◦ z = y ◦ (z′ ◦ z) = y = y ◦ ((x ◦ z)′ ◦ (x ◦ z))
= (yθf((x ◦ z)′, (x ◦ z))−1 ◦ (x ◦ z)′) ◦ (x ◦ z)
= ((yθf((x ◦ z)′, (x ◦ z))−1 ◦ (x ◦ z)′) ◦ x) ◦ z (from the assumption)
= (x ◦ (yθf((x ◦ z)′, (x ◦ z))−1 ◦ (x ◦ z)′)) ◦ z (by (10))
= x ◦ ((yθf((x ◦ z)′, (x ◦ z))−1 ◦ (x ◦ z)′) ◦ z) (for x ∈ σ(S)1)
This gives
(y/z) ◦ z = x ◦ ((y/(x ◦ z)) ◦ z) (for u/v = (uθf(v′, v) ◦ v′) ◦ v for all u, v ∈ S)
⇔ x′ ◦ ((y/z) ◦ z) = (y/(x ◦ z)) ◦ z (for x ∈ σ(S)1)
⇔ (x′ ◦ (y/z)) ◦ z = (y/(x ◦ z)) ◦ z (for x′ ∈ σ(S)1). Hence
x′ ◦ (y/z) = y/(x ◦ z)
Theorem 3.9. Let (S, ◦) be a right loop. Assume that σ(S) is a congruence
on S. Then
(A) if σ(S)1 = Z(GSS) and (v ◦ u) ◦ w = v ◦ (u ◦ w) for all u ∈ σ(S)1 and
v, w ∈ S, then σ(S)1 = Z(S)
(B) if σ(S)1 = Z(S), then σ(S)1 ⊆ Z(GSS) and NGSS(GS) = GSZ(GSS).
Proof. (A) Assume that σ(S)1 = Z(GSS). Since a congruence on S is
uniquely determined by its equivalence class at identity element (see [5, The-
orem 2.7, p. 2686]), σ(S) = {(a ◦ x, x)|a ∈ σ(S)1 = Z(GSS), x ∈ S}.
Define a relation δ on σ(S) by ((x, y), (u, v)) ∈ δ if x/y = u/v. We
will first prove that δ is a congruence on σ(S). It is easy to see that δ is
an equivalence relation on σ(S). Thus, we need to check that it is a right
subloop of σ(S)× σ(S).
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Note that ((u ◦ x, x), (v ◦ y, y)) ∈ δ⇔ u = v. Let ((u ◦ x1, x1), (u ◦ t1, t1))
and ((v ◦ x2, x2), (v ◦ t2, t2)) be in δ, where u, v ∈ σ(S)1 and x1, x2, t1, t2 ∈ S.
We first check that (((u ◦ x1)/(v ◦ x2), x1/x2), ((u ◦ t1)/(v ◦ t2), t1/t2)) ∈ δ.
For this first observe that
((u ◦ x1)/(v ◦ x2))/(x1/x2)
= (u ◦ (x1/(v ◦ x2)))/(x1/x2) (by Lemma 3.8 (i))
= (u ◦ (v′ ◦ (x1/x2)))/(x1/x2) (by Lemma 3.8 (iv))
= ((u ◦ v′) ◦ (x1/x2))/(x1/x2) (for u ∈ σ(S)1)
=u ◦ v′
Similarly (u◦t1/v◦t2)/(t1/t2) = (u◦v
′). Thus (((u◦x1)/(v◦x2), x1/x2), ((u◦
t1)/(v ◦ t2), t1/t2)) ∈ δ.
We now check that (((u◦x1)◦(v◦x2), x1◦x2), ((u◦t1)◦(v◦t2), t1◦t2)) ∈ δ.
For this observe that
((u ◦ x1) ◦ (v ◦ x2))/(x1/x2)
= (((u ◦ x1) ◦ v) ◦ x2)/(x1/x2) (by the assumption)
= ((u ◦ (x1 ◦ v)) ◦ x2)/(x1/x2) (for u ∈ σ(S)1)
= ((u ◦ (v ◦ x1)) ◦ x2)/(x1/x2) (by 10 of the proof of Lemma 3.8)
=(((u ◦ v) ◦ x1) ◦ x2)/(x1/x2) (for u ∈ σ(S)1)
=((u ◦ v) ◦ (x1 ◦ x2))/(x1/x2) (for u ◦ v ∈ σ(S)1)
= u ◦ v
Similarly ((u◦t1)◦(v◦t2))/(t1/t2) = (u◦v). Thus (((u◦x1)◦(v◦x2), x1/x2), ((u◦
t1) ◦ (v ◦ t2), t1/t2)) ∈ δ. Hence, δ is a congruence on σ(S).
Let γ = S × S. We now show that γ centralizes σ(S) by means of
δ. For this, we use Proposition 2.4. Let x ∈ S. Then ((x, x), (x, y)) ∈ δ
⇒ 1 = x/x = x/y ⇒ x = y. This shows that the condition (ii) of Proposition
2.4 is satisfied. One can trivially observe that the condition (i) of Proposition
2.4 is also satisfied. Hence, by Proposition 2.4, γ centralizes σ(S) by means
of δ. Since ζ(S) is the maximal central congruence centralized by S × S,
σ(S) ⊆ ζ(S), Thus, by Proposition 3.3 σ(S)1 = Z(S).
(B) Assume that σ(S)1 = Z(S). Let x ∈ σ(S)1 and y, z ∈ S. By Proposition
3.1, x ∈ σ(S)1 is a left non-singular element of S. Let S˜ = {Ru|u ∈ S}. Let
〈S˜〉 be a subgroup of Sym(S) generated by S˜. Then GS is the stabilizer of 1
in 〈S˜〉. Also S˜ is an NRT of GS in 〈S˜〉 and the map u 7→ Ru is an isomorphism
of right loops. Thus, identifying NRTs S and S˜, we have 〈S˜〉 = GSS.
Since σ(S)1 = Z(S), by Proposition 3.4(B) if x ∈ σ(S)1, then Lx = Rx ∈
〈S˜〉. Let x ∈ σ(S)1 and y, z ∈ S. Then, we have (x◦ y) ◦ z = x◦ (y ◦ z). This
implies that Rz(Lx(y)) = Lx((Rz(y)), that is RxRz = RzRx for all z ∈ S.
Therefore, Rx ∈ Z(〈S˜〉), that is x ∈ Z(GSS).
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Next, since NGSS(GS) ∩ S = σ(S)1, NGSS = GSσ(S)1 ⊆ GSZ(GSS).
Obiously GSZ(GSS) ⊆ NGSS(GS). Thus NGSS(GS) = GSZ(GSS).
4 Quasiprimitivity and Simple Right Loop
A permutation group G on a set Ω is said to be quasiprimitive on Ω if each
of its non-trivial normal subgroups is transitive on Ω (see [4, p. 227]). A
classification of quasiprimitive permutation group is obtained in [4, Theorem
1, p. 227]. It is obtained in [3, Theorem 2. p. 474] that a loop is simple if and
only if the group generated by left translations and right translations of the
loop is quasiprimitive on the loop. In this section, we will give an example
of a right loop S which is simple but the group GSS is not quasiprimitive
on S. This example corrects [3, Theorem 4, p. 474] and shows that it is one
directional only.
Example 4.1. Let G = D18 =< x, y : x
2 = y9 = 1, xyx = y8 > be the group
of order 18. Let H = {1, x} and S = {1, xy, ..., xy8}.
The group GSS = 〈Rxyi : 0 ≤ i ≤ 8〉 ∼= D18. Let θ = Rxy2Rxy. Then θ is
an element of order 9 in GSS. Consider the normal subgroup N =< θ
3 >=
{1, θ3, θ6} of GSS of order 3. Obviously the right action of N on S is not
transitive. The partition defined by the action of N on S is given by
{
O1 =
{
1, xy3, xy6
}
, O2 =
{
xy, xy4, xy7
}
, O3 =
{
xy2, xy5, xy8
}}
.
Let S/N = {O1, O2, O3}. Let ∗ be the binary relation on S/N defined by
uN∗vN = (u◦v)N . Then 1N = xy3N , however xyN∗1N = (xy◦1)N = xyN
and xyN ∗ xy3N = (xy ◦ xy3)N = xy2N 6= xyN . Hence ∗ is not a binary
operation on S/N as claimed in the first paragraph of the proof of [3, Theorem
4. p, 474].
In fact, the right loop S is simple. For, if R is a nontrivial proper con-
gruence on S, then the kernel of the epimorphism φ : GSS → GS/RS/R
induced by the quotient homomorphism ν : S → S/R contains a nontrivial
element Rxyi (for some i, 1 ≤ i ≤ 8). But, then kerφ contains all Rxyk for
all k, (1 ≤ k ≤ 8) (since all Rxyk ’s are conjugate in GSS ∼= D18 ). Hence,
kerφ = G, a contradiction.
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