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Promising applications of quantum phenomena have been proposed with the recog-
nition of the quantum behavior and the advances of laboratory techniques, which
consequently motivate the development of quantum control theory. The unique prop-
erties of quantum systems, on the other hand, make quantum control a challenging
research topic. Despite the achievements in the literature, more effective and efficient
approaches are in demand for the development of a systematic framework of quan-
tum control theory. The main purpose of this thesis is to develop new approaches
to dealing with difficult identification and control problems in quantum technology
applications.
Although the complex-valued Schro¨dinger equation provides an elegant description
of physical systems, it may bring unnecessary difficulties for the analysis and control
of quantum systems, since the existing methods in the classical control theory are
mainly for real-valued equations. In this thesis, equivalent real-valued equations are
first derived for closed quantum systems in order to facilitate the analysis and design of
quantum control. Based on the obtained real-valued equations, the Lyapunov control
problem is then considered given the fact that it is not convenient to characterize
invariant sets in the complex-valued picture and it is difficult to guarantee state
transfer convergence. The obtained results illustrate the capability of the real-valued
viii
Summary
equations in the characterization of invariant sets and achievement of state transfer
convergence.
Furthermore, the well-developed control strategies for exactly known systems may
have limited capability in the manipulation of systems in the presence of uncertainties.
Thus, this thesis next considers the identification and control for a class of two-level
systems with unknown decoherence rates. Main concerns of the parameter estimation
approaches in the literature are the heavy computation cost and the possibility of
trapping into local optima during the iterative optimization processes. In this thesis,
a computationally efficient and easily implementable approach is proposed to estimate
the decoherence rates by monitoring the ensemble average of identical systems. Based
on the result, a further step is taken to consider the parameter identification in terms
of a single quantum system. An efficient estimation approach is obtained by making
use of the ergodic property of a single system. With the estimation results, the
control of high probability state transfers to the exited state is then studied via the
Markovian feedback method.
Finally, an alternative real-time estimation and control approach is developed for
two-level systems with unknown initial conditions. An observer is constructed to
estimate unknown system information, and feedback control signals are adjusted to
achieve satisfactory control performance based on on-line estimated results. More-
over, the positive effect of quantum measurements in state transfers is illustrated
via the investigation of state transfers from mixed initial states to pure states. The
significance of the proposed real-time estimation and control approach lies in that it
provides elementary support for the development of a general framework of on-line
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1.1 Background of Quantum Control
1.1.1 What makes a system quantum
Small-scale things, such as electrons, protons and photons, can exhibit unique quan-
tum behavior that people totally have no direct experience about in the macroscopic
world. It is found that for example an electron can interfere with itself in the inter-
ference experiment. Quantum mechanics has been developed as a microscopic theory
of physics. It describes the behavior of matter and light in all its details and, in
particular, of the happenings on an atomic scale [1]. Quantum behavior emerges
when an atomic-scale object is well isolated from environmental perturbations and
dissipative couplings. Since macroscopic objects are composed of microscopic parti-
cles, all systems are in principle quantum. However, for macroscopic objects there
are many couplings with their environments and the timescales of the couplings are
inaccessibly short. Consequently, the dynamics of macroscopic objects almost always
1
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falls within the domain of classical mechanics. Non-classical behavior of an object
can only be observed on timescales that are short compared to those that characterize
the couplings to its environment [2].
1.1.2 Why quantum control
As an interdisciplinary research topic, quantum control has attracted great attention
of researchers. Quantum control is concerned with active manipulation of dynamical
processes on the atomic scale. The history of this topic can be traced back to the
1960s when the remarkable characteristics of lasers were realized in laboratories [3].
Given the tight frequency control and high intensity, lasers were considered as an ideal
tool to selectively break a chemical bound in a molecule. In traditional methods, a
desired chemical reaction is often achieved by introducing a catalyst in the reaction,
or by varying the external conditions, such as temperature and pressure. Control by
appropriately shaped laser pulses could be an effective way to achieve desired chemical
reactions when the traditional methods fail. This is especially useful in the synthesis
of molecules whose existence has been predicted theoretically but that cannot be
accomplished with the traditional methods [4].
The unique and interesting properties of quantum systems enable them to have
great potential applications. The applications, which motivate the thorough develop-
ment of quantum control theory, include preparation of molecular systems, Nuclear
Magnetic Resonance (NMR) techniques, and quantum information processing, etc.
On the other hand, by actively manipulating quantum systems instead of just ob-
serving them, new insight into the features of physical and chemical systems can be
attained.
2
1.1 Background of Quantum Control
Among the applications, a typical one is quantum computation. Given the limi-
tations in the existing model of computation, Deutsch and Feynman independently
considered the possibility of making use of quantum mechanics to implement a com-
puter in 1985 [5,6]. A quantum computer may have powerful computation capabilities
that exceed those of a classical computer, and thus may profoundly change the na-
ture of computation. In a classical computer, a bit is always in a definite state at
any instant in time, while the state of a quantum bit can be described by a wave
function. According to quantum mechanics, a wave function could exist in all of its
possible states simultaneously. Thus, a quantum computer could carry out many com-
putations simultaneously with only one processor. This parallelism property makes
it possible to accomplish some important computations that cannot or are difficult
to be accomplished with a classical computer, e.g., Shor’s prime factoring algorithm
for large integers [7]. Active manipulation of quantum states is a key problem in
implementations of quantum algorithms.
1.1.3 What is the objective of quantum control theory and
how to control in laboratories
With the development of theoretical and experimental understanding of physical prin-
ciples and their applications, the modern era over the last three decades has witnessed
the gradual establishment of quantum control theory. The well-developed classical
control theory has demonstrated great powers in the synthesization of quantum con-
trol. In order to fully exploit future applications of quantum phenomena, control
theory has to take account of the unique properties of quantum systems, e.g., effects
of measurements, to develop general principles of quantum control theory. The main
3
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goal of quantum control theory is to develop systematic approaches to achieving de-
sired system statuses, in such a way, a firm theoretical basis can be provided for active
manipulation of quantum systems.
In addition to the theoretical studies, the development of modern sciences and
technologies makes the manipulation of quantum systems become a reality. The
general paradigm rests on engineering Hamiltonians of quantum systems in order to
deduce desired quantum behavior. One powerful tool for controlling laboratory quan-
tum systems is the laser source, which has been applied to chemical systems. The
advent of ultrafast pulses and pulse shapers makes it possible to employ suitable laser
pulses to steer quantum dynamics towards a desired objective. Another comprehen-
sive means for coherently controlling the evolution of a quantum system is through
the interaction between the system and appropriately tailored electormagnetic fields,
see, e.g, the setup of an NMR experiment.
1.2 Quantum Control Review
The primary objective pursued in quantum control is to steer the quantum evolution
to some desired statuses. Given a quantum control system, the fundamental issue
that one has to face concerns the controllability, i.e., what kind of state transfers
are admissible for a controlled system. This problem is of great importance since it
is directly related to the feasibility of experiments, e.g., implementation of universal
quantum computation [8]. From the early stage of quantum control, it has been at-
tracted great attention of researches [9]. The literature work has proposed and studied
different controllability concepts, including pure state controllability, equivalent-state
controllability, operator controllability and density matrix controllability [10–12]. For
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well-isolated quantum systems, great progress has been achieved in the controllabil-
ity of finite dimensional systems based on the results of Lie group and Lie algebra
theory and graph theory. In contrast, a few results have been obtained for infinite di-
mensional quantum systems [13,14], and the controllability of open quantum systems
interacting with their surroundings is more difficult [15–18].
In addition to the study on the controllability of quantum systems, effective control
laws have been developed in the literature with different methods. Compared to the
classical control theory, one of the main challenges of quantum control comes from
the back-action of measurements on quantum systems. The state of a quantum
system usually changes once a measurement is performed, and it changes randomly.




In many experimental setups of quantum control, control efforts are imposed on
quantum systems in a classical manner. One typical means for coherently controlling
the evolution of a quantum system is through the coordinated interaction between the
system and an electromagnetic field. Since the electromagnetic field gives predictions
that agree with macroscopic observation, it can often be treated as a classical field,
while the interested quantum system obeys the laws of quantum mechanics. This is





|ψ〉 = H(u(t))|ψ〉, (1.1)
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where |ψ〉 represents the quantum state. The coherent control input u(t) is a tunable
parameter in the Hamiltonian H of the system, and it can directly affect the coherent
part of the dynamics. Under this kind of control, the deduced evolution of system
(1.1) is unitary, which preserves the spectrum of the quantum states.
The original motivation of coherent control is to use lasers to manipulate chemical
reactions. During the 1980s and 1990s, several coherent control methods were pro-
posed to implement laboratory quantum systems by adjusting quantum interference,
which include control via two-pathway quantum interference [19–21], Pump-dump
control [22,23], control via stimulated Raman adiabatic passage [24–26], and control
via wave-packet interferometry [27,28].
For a specified control objective, optimal control theory may be used to design
the best suitable coherent control. Optimal control techniques have been widely ap-
plied to control quantum phenomena in physical chemistry [29–33] and NMR exper-
iments [34–37]. The cost functionals may be different according to practical require-
ments of quantum control problems. One of the main obstacles in quantum control
is the decoherence effect. Unless great care is taken to suppress the environmental
couplings of an experimental system, a quantum system tends to lose its coherence
and consequently behaves classically. In this case, the control that achieve the de-
sired objective in a minimum time is significant to avoid or minimize the decoherence
effect [38–41]. In addition, optimal state transfers in the presence of relaxation have
also been studied in the literature [34, 42–44]. Optimal control laws may be derived
through application of the Pontryagin maximum principle. The existence of optimal
control laws for quantum systems was analyzed in [45–47]. The existence and proper-
ties of objective functionals’s critical points were further explored using the analysis
of control landscapes [48–51].
6
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Another open-loop coherent control method is the Lyapunov-based control. The
Lyapunov control method plays a powerful role in feedback control design in the
classical control theory. For quantum systems, however, it is difficult to acquire in-
formation about quantum states without destroying them due to the back-action of
measurements. Therefore, the Lyapunov control approach for quantum systems does
not consider the measurement effect, which induces more complicated system models
than the Schrodinger equation [52]. A usual practice is to first obtain control signals
from simulation studies and then apply them to real systems, i.e., open-loop control
with precalculated control signals. A key problem in Lyapunov-based quantum con-
trol concerns the selection of appropriate Lyapunov functions. Different Lyapunov
functions can lead to different designed control laws and different control effects. The
following three types of Lyapunov functions with different physical meanings have
been considered in the literature [53–58].
(i) The Lyapunov function based on the state distance between the system state








where |〈ψf |ψ〉|2 represents the transition probability from |ψ〉 to |ψf〉.
(ii) The Lyapunov function based on the average value of an imaginary mechanical
quantity
V2(t) = 〈ψ|P |ψ〉, (1.3)
where the imaginary operator P is a positive definite Hermitian operator. Ac-
cording to the quantum theory, if the state |ψ〉 is in an eigenstate of P , then
the average value of P is the eigenvalue corresponding to the eigenstate of
7
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P . Thus, when the smallest eigenvalue of P is designed as Pf associated with
the eigenvector |ψf〉, the Lyapunov function V2 reaches its minimum Pf when
|ψ〉 = |ψf〉.
(iii) The Lyapunov function based on the state error
V3(t) = 〈ψ − ψf |ψ − ψf〉. (1.4)
The main difficulties in these Lyapunov control methods lie in the characterization of
LaSalle invariant sets and the convergence analysis [59]. Compared to the state trans-
fer to an eigenstate, the state transfer to a superposition state is more complicated,
and it has been studied in terms of the reference tracking problem [56,60].
Incoherent control
There exist some physical situations where it is impossible or very difficult to con-
trol the state of a quantum system with only coherent resources. With coherent
control, systems undergo unitary evolution, and the spectra of the quantum states
are preserved. Different from coherent control, incoherent control does not directly
manipulate systems’ Hamiltonians. Instead, it introduces incoherent resources to
enhance control capability or to help in control design.
The main incoherent resources include quantum measurements and auxiliary quan-
tum systems. Quantum measurements are usually regarded as deleterious in accom-
plishing coherent control tasks due to the back-action. However, on the other hand,
it may be employed as a positive control resource by introducing non-unitary evo-
lution to systems. For example, measurement-based control has demonstrated its
capability in enhancing the controllability of quantum systems [61–64]. The manner
8
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that quantum systems coupled together is essentially different from that of classical
systems. It is described by tensor products. The interested quantum systems can
be manipulated indirectly by introducing auxiliary quantum systems [65–67]. Take
open quantum systems as an example. It has been proven that a finite dimensional
open quantum system with Markovian dynamics is not controllable using only co-
herent control [16]. However, the capability of control may be significantly improved
by introducing non-unitary evolution to an interested open quantum system via the
auxiliary-system-based control [68,69].
1.2.2 Closed-loop control
Although open-loop control could provide effective tools to manipulate exactly known
quantum systems, its capability may be limited when there exist system uncertainties
or environmental disturbances. It is inevitable that quantum systems are subject
to various uncertainties and disturbances in practical applications [70]. It is often
impossible to get exact models of realistic quantum systems. Moreover, a quantum
system is easy to couple to its environment such that the coherence of the system
would be destroyed and the advantages of quantum systems will be lost. Closed-
loop control has become a trend in the literature of quantum control. However,
the success of closed-loop control is usually dependent on the acquisition of system
information. Since quantum measurements unavoidably affect the states of measured
systems, closed-loop control of quantum systems is much more complex than that of
classical systems.
9
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Learning control
A learning control strategy was proposed in 1992 [71] to manipulate realistic chemical
reactions, where it is often infeasible to obtain accurate models of the relevant molec-
ular dynamics. The learning control method was first experimentally implemented in
1997 [72]. In the learning control strategy, a control objective is formulated as an op-
timal control problem, and the optimal problem is solved iteratively in the following
procedure. First, trial inputs are applied to a sample to be controlled. The control
results are subsequently observed and evaluated. Then a learning algorithm consid-
ers the prior experimental results and suggests the form of the next control inputs to
guide better control performance. The learning algorithm plays an important role in
the achievement of a given control objective. Genetic algorithms and several rapid
convergence algorithms have been employed for learning tasks [73]. It is noted that
a fresh sample is used in each cycle of the closed-loop to avoid the back-action of
measurements.
Feedback control
The draw back of learning control comes from its requirement of a large number
of identically prepared samples, which could be difficult for some real applications.
Methods like the Markovian feedback [74–76] and the Bayesian feedback [77,78] have
been proposed based on continuous measurements. In the Markovian feedback, the
measurement result is immediately fed back on to the system to alter the system
dynamics and it may then be forgotten, while the Bayesian feedback requires to first
obtain the best estimates of the dynamical variables continuously from the measure-
ment records, and then feed back the estimates to the system dynamics. Theoretically,
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the Bayesian feedback is usually superior to the Markovian feedback since it uses more
system information. However, it is more difficult to implement the Bayesian feedback
than the Markovian feedback due to the existence of the estimation process.
In the Markovian feedback and the Bayesian feedback control, the feedback con-
trollers are classical systems that process the results of the measurements and feed
back classical information to alter the behavior of quantum systems. A coherent
quantum feedback control strategy has been proposed with the feedback controller
itself being a quantum system [79, 80]. In the coherent feedback control, no direct
measurement is performed on the quantum system of interest. An ancillary quantum
system serving as the controller obtains quantum information by interacting with the
quantum system to be controlled. The information is processed using quantum logic,
and fed back coherently to the system. It has been demonstrated that the coher-
ent feedback control can accomplish tasks that are not possible using the classical
feedback control, such as entanglement transfer.
Identification and robust control
Quantum feedback control has demonstrated its advantages in different control tasks,
such as preparation of entangled states, state reduction and quantum error correc-
tion [81–83]. However, it is usually assumed that the quantum systems to be con-
trolled are exactly known. For the case of systems with unknown parameters, pa-
rameter estimation for both closed and open quantum systems has been studied in
the community of physics [84–86]. Different identification methods have been pro-
posed based on such as maximum likelihood and entropy [87–89], Kalman filtering
techniques [90,91], learning algorithm [92], and observers [93], etc.
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Robustness has been recognized as an important aspect for practical applications
of quantum technologies [94]. The motivation of establishing a general framework
for quantum feedback has accelerated the development of quantum robust control
theory. Several robust control approaches have been investigated in the domain of
quantum control including analysis based on the small gain theorem [95], transfer
function approach [96,97], H∞ control [98], and sliding mode control [99].
1.3 Objectives and Structure of the Thesis
Although great progress has been achieved in the literature, quantum control theory
is not well enough developed, and it still has a long way to go. The general objec-
tive of this thesis is to provide more effective or efficient approaches to dealing with
identification and control problems of quantum systems via extending some typical
methods from the classical control theory into the quantum domain.
In Chapter 2, some preliminaries from quantum mechanics will be provided, which
are helpful to understand quantum control and will be used throughout this thesis.
The main work of this thesis is organized as follows.
1.3.1 Analysis and control of closed quantum systems based
on real-valued equations
Instead of establishing a completely new theory of quantum control by abandoning
the results from the classical control theory, it can be seen from the literature that
it is expected to fulfil the quantum control theory by making use of the fruitful clas-
sical control results. Most of the schemes in the quantum domain try to manipulate
12
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quantum systems by combining the ideas from the classical control theory with the
unique characteristics of quantum systems. As is illustrated in the optimal control,
the Pontryagin maximum principle and many iterative algorithms from the classical
optimal control theory can be adapted to the control of quantum systems.
Different from many classical systems, the evolution of a quantum system is de-
scribed by the Schro¨dinger equation, which is a complex-valued equation due to the
physical properties of quantum states. Although the complex-valued equation pro-
vides an elegant description of physical systems, it may bring unnecessary difficulties
for the analysis and control design of quantum systems, since the existing methods
of dealing with control systems are dominantly for real-valued equations. Therefore,
Chapter 3 of this thesis aims to derive equivalent real-valued equations for closed
quantum systems to facilitate the analysis and design of quantum control. Deriva-
tion of the real-valued equations will be studied based on the discussion on a state
identification process.
The Lyapunov-based control method will be further considered to demonstrate
the capability of the derived equations in the analysis and control design. It is noted
that there are some difficulties in the Lyapunov-based quantum control despite the
great progress in the literature [59]. One of the difficulties lies in the state transfer
convergence. Usually it is difficult to consider state transfers to superposition states,
and control signals can only drive quantum states to some invariant sets rather than
goal states. Moreover, it is not convenient to characterize the invariant sets with
complex-valued variables. This motivates the investigation from a different perspec-
tive to facilitate the control design and improve the control performance based on the
obtained real-valued equations.
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1.3.2 Identification and control of a class of two-level quan-
tum systems
The subjects of study in Chapter 3 are exactly known closed quantum systems. As
is mentioned in the literature review section, many well-developed approaches for
exactly known systems may have limited capability in dealing with uncertain systems.
For example, the Lyapunov method studied in Chapter 3 and the traditional optimal
control method require to have complete system information due to their open-loop
nature. In Chapter 4, an identification and control approach will be proposed for
a class of two-level systems undergoing spontaneous emission. In the framework of
quantum electrodynamics, the spontaneous emission can be modeled as a decoherence
term in the model of a system and thus the system is regarded as an open quantum
system. Since the decoherence depends both on the internal structure of the quantum
system and on an unobserved external filed, the decoherence rate may not be known
exactly for a real system.
Most of the existing parameter estimation approaches usually require to solve
optimization problems iteratively during the estimation processes. Thus the main
concerns in these approaches are the heavy computation cost and the possibility of
trapping into local optimal points. There is a clear need to develop efficient estimation
methods for uncertain quantum systems. For the systems of interest in Chapter 4,
it is aimed to develop a parameter identification approach that is computationally
efficient and easy to implement. The study will be first carried out based on the
average evolution of the quantum systems. The estimation strategy is expected to
estimate the unknown decoherence rate from the average measurement results by
monitoring the systems continuously and imposing control signals appropriately.
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Furthermore, there is one key issue deserving investigation. As what is required by
most of the existing estimation approaches, the estimation strategy obtained based
on the ensemble average needs to observe a large sequence of identically prepared
systems. In laboratory implementations, however, it may be difficult to make many
identical samples, and it could be of high cost to perform continuous measurements
on all the systems. Hence, another goal is to take a further step to investigate the
unknown decoherence parameter identification based on only a single system.
In addition, a Markovian feedback control will be developed and verified based on
the estimation results in order to achieve high probability state transfers.
1.3.3 Observer-based closed-loop control of two-level quan-
tum systems with unknown initial conditions
It can be noticed that the estimation method proposed in Chapter 4 is an off-line
method. The parameter estimation and the control are implemented separately in
two steps. It is known that an off-line estimation method may not be practicable
in the case that system parameters vary under different scenarios. Therefore, real-
time parameter estimation should be an alternative approach, which serves as a more
effective approach in achieving parameter identification in the meantime of control.
Real-time parameter estimation is known as a key element in adaptive control [100].
To achieve desired control objectives, it is expected to modify control signals based on
system estimation information and real-time system behavior. Although the initial
motivation of closed-loop control is to deal with uncertainties, most of the literature
studies on feedback quantum control were for exactly known systems.
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Chapter 5 aims to turn to an observer-based closed-loop control approach to con-
sider the real-time estimation and control of quantum systems. The primary difficulty
of the real-time estimation and control of quantum systems comes from the system
information acquisition process. Stochastic noise will be inevitably introduced into
the systems to be controlled by measurements, which makes it difficult to achieve es-
timation and control simultaneously. To the best knowledge of the author, quantum
control based on observers has not been investigated systematically. LQG control
of quantum systems can be regarded as an effective observer-based control approach
(see, e.g., [101] and [102]). However, the LQG control laws are linear with states,
and they are designed for linear systems with quadratic cost functions. More general
observer-based control design principles deserve further investigation.
The focus of Chapter 5 is on the control of two-level systems with unknown initial
conditions. Uncertainties in initial states exist in many cases due to some practical
factors, e.g., coupling effects of environments. Even though exact system models
are known, some predesigned control laws may become infeasible in the presence
of initial uncertainties. For example, the open-loop Lyapunov method requires to
have complete information about the systems to be controlled including initial state
conditions. Since quantum measurements may serve as an important incoherence
resource to enhance control capability, another objective of Chapter 5 is to investigate
the state transfers from even mixed initial states to target pure states, which cannot
be achieved by the coherent open-loop Lyapunov control of Chapter 3.
Finally, Chapter 6 will conclude the contributions of this thesis and recommend




Since quantum control is an interdisciplinary research topic, necessary preliminaries
of quantum mechanics will be introduced in this chapter to enhance the readability
of the thesis. Instead of being able to explain how the mysterious quantum behavior
works by giving a basic mechanism, quantum mechanics just tells us how it works
based on appropriate principles. The presentation of this chapter is mainly based
on [1] and [4].
This chapter is organized as follows. In Section 2.1, concepts concerning quantum
states are summarized starting with some illustrative experiments. In Section 2.2,
the standard von Neumann-Lu¨ders measurement is presented. Finally, Section 2.3






The superposition principle of quantum systems states that a quantum state could
be in all its possible states simultaneously. To better understand the superposition
principle of quantum states, it is necessary to take a look at the following three
types of double-slit experiments. The ideal experiment setups and observation are
illustrated in Fig. 2.1-Fig. 2.3. In the experiment with electrons, it is noted that the
electrons arrive in lumps, like particles, and the arrival probability of these lumps is
distributed like the distribution of intensity of waves. It is in this sense that electrons
behave sometimes like particles and sometimes like waves. However, different from
the classical wave property, the wave property of electrons is not the phenomenon
that is reflected when a large number of electrons combine together. It can be found
that the interference also emerges in an experiment where the laboratory apparatus is
developed to reliably fire one electron at a time. This indicates that an electron could
interfere with itself. Given the experiment observation, the concept of “probability
wave” was proposed to describe a quantum state by M. Born in 1926.
2.1.2 Mathematical representation
States of quantum systems are represented by vectors in Hilbert spaces. Take the wave
function ψ(x, t) for example. It describes the probability distribution of a particle in
x at time t. Specifically, ψ(x, t) represents the probability amplitude, and |ψ(x, t)|2
is the probability of the particle being in x at time t. Thus, |ψ(x, t)|2dx is the
probability of the particle being in the neighborhood of x, dx, at time t. The condition
18
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Fig. 2.1: Experiment with bullets: A gun shoots a stream of bullets. The bullets are
sprayed over a fairly large angular spread. The guns shoots at the same rate during
the process. P1 is the probability distribution for bullets that pass through hole 1
when hole 2 is closed. P2 represents the probability distribution when only hole 2
is open. The probability distribution with both the poles open is P12. The effect
with both the holes open is the sum of the effects with each pole open alone, i.e.,
P12 = P1 + P2. The result is called an observation of “no interference”.
Fig. 2.2: Experiment with water waves: The wave source is jiggled up and down and
makes circular waves. It is always operated in the same way. The detector is a device
that measures the intensity of the wave motion. I1 represents the intensity of the
wave from hole 1 when hole 2 is blocked. I2 is the intensity of the wave from hole 2
when hole 1 is blocked. The intensity I12 is observed when both the holes are open.
It can be found that I12 6= I1 + I2, i.e., there is interference of the two waves.
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Fig. 2.3: Experiment with electrons: Electrons come out from an electron gun with
the same energy. It is found that the electrons always arrive at the backstop in
identical lumps. The probability distribution for the electrons is P1 when hole 2 is
closed. Similarly, P2 can be obtained when only hole 2 is open. The result P12 can be
obtained when both the holes are open. In analogy with the water-wave experiment,
there is interference, i.e., P12 6= P1 + P2.
∫
∞ |ψ(x, t)|2dx = 1 holds. It should be noted that a quantum state does not represent
a physical quantity and it does not have any classical counterpart. It describes the
possible values of quantum quantities and the related probabilities.
The statement “represented” means that a state vector gives complete information
about the properties of a quantum system. Similar to the meaning of ψ(x, t), the state
ϕ(p, t) describes the probability distribution of momentum. The state ϕ(p, t) can be











Probability distribution of other quantities can also be determined by ψ(x, t). It
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is said that ψ(x, t) and ϕ(p, t) are the states in the coordinate and the momentum
representations, respectively. In modeling a quantum system with an appropriate
Hilbert space, one chooses a set of states that have definite physical meanings (e.g.,
states corresponding to different energies) and form an orthogonal basis of the Hilbert
space. If the vectors represent states corresponding to different system energies, we
say that we work in the energy representation.
By Dirac notation, a quantum state is denoted as
|ψ〉
called “ket”. For any ket |ψ〉, there is a dual vector
〈ψ|
called “bra”. They satisfy the following relationship
〈ψ| = |ψ〉†. (2.1)
Since a quantum state describes the related probability distribution, the state has





2.1.3 Pure states and mixed states
Pure states
When a state can be represented by a ket |ψ〉, it is in fact of a pure state. Given a
countable orthonormal basis in the Hilbert space H denoted as {|n〉, n = 1, 2, . . .},
the following completeness relation holds
∫
n
|n〉〈n| = I. (2.3)





where an are complex numbers representing the probability amplitudes. The values
of |an|2 represent the probabilities of the state being in the basis (i.e., the eigenstates)
|n〉. Therefore, the following condition holds
∑
n
|an|2 = 1. (2.5)









The quantum state is described by
|ψ〉 = a0|0〉+ a1|1〉.
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= |a0|2 + |a1|2
= 1.
In the case of an uncountably infinite dimensional Hilbert space, the orthonormal
basis is replaced by a basis |x〉. The value of x varies in an appropriate measurable
set Ω with measure dx, such that
〈x|x1〉 = δ(x− x1). (2.6)





for some function ψ(x) on Ω. The function ψ(x) is called the wave function. By
multiplying both sides of (2.7) by 〈x1|, we can obtain
ψ(x1) = 〈x1|ψ〉.
The completeness relation in this case becomes
∫
Ω




It is often the case that the object of study consists of an ensemble of identical
systems in different states. It is said that the object is in a mixed state, which cannot
be represented by a single vector. It is required to have information on the fraction
of systems in a given state. This information is recorded using an operator, which
is called “density operator”. A density operator completely describes the state of an
ensemble, and it is defined as follows. If there is a fraction 0 < ωj ≤ 1 of systems
in an ensemble with state |ψj〉, then the density operator describing the state of the








A special case is a pure ensemble or pure state, which is such that wj = 1 for some












m|n〉〈m|+ a∗nam|m〉〈n|) , (2.10)
where the first term is a diagonal matrix representing the element composed by the
eigenstates, and the second term is an off diagonal matrix representing the coherence
element of the eigenstates.
A density operator has the following fundamental properties, which can be proved
directly with the definition of a density operator.
(i) ρ is Hermitian and positive semidefinite.
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(ii) Tr(ρ) = 1.
(iii) ρ2 = ρ if and only if ρ represents a pure state.
(iv) 0 < Tr(ρ2) < 1 for a mixed state.
2.2 Measurements
In the interference experiment with electrons, the apparatus can be modified by plac-
ing an additional strong light source behind the wall and between the two splits as
illustrated in Fig. 2.4. It is known that electric charges scatter light. When an
electron passes on its way to the detector, it will scatter some light. If an electron
takes the path via hole 2 as it is sketched in Fig. 2.4, a flash of light coming from
the vicinity of the place marked B can be observed. Otherwise, if an electron passes
through hole 1, it is expected to see a flash from the vicinity of the upper hole. Thus,
observers can determine where the electrons go. It is finally found that the old in-
terference curve P12 cannot be observed. Instead, a new one P
′
12 can be observed
which shows that no interference happens. Therefore, this illustrates that motions of
the electrons have been changed by trying to watch them. According to the super-
position principle, a quantum system could be in all possible states simultaneously
as long as it is not observed, and it is the measurement itself that causes the system
to be limited to a single possibility. For more intuitive explanation, one may refer
to the famous Schro¨dinger’s cat, which is an analogy proposed in 1935 to show how
superposition would operate in the everyday world. In this section, the standard von
Neumann-Lu¨ders measurement will be summarized.
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Fig. 2.4: Watching the electrons in the double-slit experiment
2.2.1 Hermitian operators
Given two Hilbert spaces H1 and H2, a linear operator A, A: H1 → H2 is a linear
map from H1 to H2. It is said to be bounded if
‖A‖ := sup{‖Ax‖ : ∀ ‖x‖ = 1}
is finite. Given a linear operator A and a quantum state |ψ〉, we can obtain the vector
A|ψ〉 by acting the linear operator A on the quantum state |ψ〉. We have 〈Aψ| by
taking the bra of A|ψ〉. Note that the two vectors 〈Aψ| and 〈ψ|A are not always the
same. If they have the same values for any ket |ψ〉, then the operator A is said to
be Hermitian or self adjoint. Given a bounded linear operator A, there is a unique




for ∀ |ψ〉 and |φ〉. The operator A† is called the adjoint of A. A hermitian operator
A is an operator having the property
A = A†. (2.11)
A special case of a Hermitian operator is a projection, which is a linear operator
P satisfying
P = P 2 = P †. (2.12)
2.2.2 Hermitian operators and the spectral theorem
In quantum mechanics, observed quantities are called “observables”. Every observable
is associated with a Hermitian operator in a Hilbert space via a canonical quantiza-
tion process. The following spectral theorem gives a resolution of every Hermitian
operator.
Lemma 2.2.1 (Spectral theorem). For any Hermitian operator A there exists a





The spectral family Pλ, where λ ∈ R, is a family of commuting orthogonal projection
operators with the following properties:
i) monotonically increasing, i.e., Pλ′ ≥ Pλ for λ′ > λ;










A point in λ ∈ R is said to be stationary for the spectral family Pλ if
Pλ+ε − Pλ−ε = 0, ∀ ε > 0.
The spectrum of a Hermitian operator is defined as the set of non-stationary points
of the corresponding spectral family. Points in the spectrum are called eigenvalues.
A Hermitian operator A is said to have discrete spectrum if all the points in the
spectrum of A are jump points. A jump point λ0 in the spectrum is defined as the
point such that there exists an ε > 0 with Pλ − Pλ0 = 0 for all λ0 ≤ λ < λ0 + ε and
Pλ − Pλ0 6= 0 for all λ0 − ε < λ < λ0. In this case, the spectrum is a countable set
{λj}. Define
Pj = Pλj − Pλj−1 .





A continuous spectrum contains no jump points and the spectral family is continuous
in λ.
2.2.3 Measurement postulate
The von Neumann-Lu¨ders measurement postulate states that, when an observable A
is measured, the possible outcomes of the measurement are given by the values of λ
that belong to the spectrum of A.








If the state at the moment of the measurement is |ψ〉, the probability of obtaining a
value λ ∈ J is given by
Pr(λ ∈ J) = 〈ψ|PJ |ψ〉
= ‖PJ |ψ〉‖2. (2.15)
If the measurement gives a result in J , the state is immediately modified according
to the following rule
|ψ〉 → PJ |ψ〉√〈ψ|PJ |ψ〉 . (2.16)
The result of a measurement is certain if and only if the sytstem is already in an
eigenvector of the observable being measured, in which case observers obtain the
corresponding eigenvalue and the state of the system is left unchanged.
In the discrete spectrum case, denote by Pr(λj) the probability that the result of










The same formula (2.17) holds for the continuous spectrum case.








the systems in the state |ψk〉 giving the result λ ∈ J will be in the state
PJ |ψk〉√〈ψk|PJ |ψk〉
immediately after the measurement. The overall density matrix representing the















The probability of finding the result λ for the measurement on the ensemble is
Tr(PJρPJ).
It is called a “selective” measurement where systems that give the same result are






as the sub-ensembles ρJ corresponding to the different outcomes are combined to-
gether with coefficients Tr(PJρPJ) to form a new ensemble. The expectation value of
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2.2.4 Example of measurement: Measuring spin systems
Several quantum systems such as some types of nuclei and molecules display an
intrinsic angular momentum, which is referred to as spin angular momentum. Denote
the observable of spin angular momentum in the x-, y- and z-direction by Sx, Sy, and
Sz, respectively. If one observable of Sx, Sy, and Sz is measured, there are 2j + 1
possible results, −j,−(j − 1), . . . , (j − 1), j, where j is either a positive integer or a
positive half integer whose value depends on the system under consideration. Then
we call the quantum system a spin-j system. Note that spin is a purely quantum
mechanical feature which has no direct classical counterpart. The spin j of a quantum
system is a fixed quantity associated to the system, just like its mass.
Particles with spin are the prototypical example of finite dimensional quantum
systems. They are of great theoretical and practical interest in applications of quan-
tum technology, such as NMR and quantum computing. The existence of the spin
degree of freedom was first demonstrated in the Stern-Gerlach experiment. More-
over, the Stern-Gerlach experiment is one of the first experimental demonstrations of
the quantum measurement postulate. A scheme of the Stern-Gerlach experiment is
shown in Figure 2.5. In the Stern-Gerlach experiment, an oven contains an ensemble
of silver atoms. The silver atoms exit from the oven, and then are aligned through a
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Fig. 2.5: Scheme of the Stern-Gerlach experiment
narrow slit. After that, they pass through an inhomogeneous magnetic field which are
designed in the z-direction. In the magnetic field, the atoms experience a force trying
to deflects their paths. Finally, the atoms are collected on a plate. Thus, the position
of a atom collected on the plate should indicate the force acting on the atom and
therefore it should indicate its angular momentum. Intuitively, one would expect the
angular momenta of the atoms to be distributed continuously on the plate, since they
are completely random in the oven. However, it is found that only two locations on



















correspond to the spin angular momentum aligned in the same direction as the mag-
netic filed and in the opposite direction, respectively. The related observable of the








If a quantum system is well isolated such that there is no interaction with its sur-
roundings, it is called closed quantum system, while an open quantum system refers
to the quantum system that is in interaction with an external system. In this section,
the dynamics of closed quantum systems will be introduced, and the system evolution
under continuous measurements will be presented.
2.3.1 Schro¨dinger equation
The Schro¨dinger equation serves as an analogue of the Newton’s law of classical
mechanics to describe the evolution of a quantum system. In quantum mechanics,
rules are postulated to associate a physical quantity with a Hermitian operator acting
on states. The process is called canonical quantization. It is known that Hamiltonian
is a key factor in modeling classical systems. Similarly, the energy of a quantum
system is a very important quantity, which plays a fundamental role in the description
of system evolution. The associated operator is called Hamiltonian operator, denoted
by H.
Schro¨dinger equation Let |ψ(t)〉 be the state of a system at time t in a Hilbert
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|ψ(t)〉 = H(t)|ψ(t)〉, (2.24)
where the Planck constant ~ is usually set as 1 in theoretical studies. The operator
H(t) represents the system Hamiltonian operator. In many cases the Hamiltonian
operator H(t) has the form
H(t) = H0 +HI(t) (2.25)
with a constant Hamiltonian H0 being internal Hamiltonian operator, and a time
varying Hamiltonian HI(t) called interaction Hamiltonian operator. In a controlled
quantum system, a control function could be an appropriately shaped electromagnetic
field. The operator HI(t) represents the interaction energy between the system and

















Let |ψ(0)〉 represent the initial state, then |ψ(t)〉 evolves according to the following
equation
|ψ(t)〉 = U(t)|ψ(0)〉 (2.28)




U(t) = H(t)U(t), U(0) = I. (2.29)
34
2.3 Quantum Dynamics
The operator U(t) is called evolution operator, and equation (2.29) is referred to as
Schro¨dinger operator equation. It follows from the fact that H(t) is Hermitian so
that U(t) is a unitary operator. A unitary operator U(t) is defined by the relation
U †(t)U(t) = I.
In particular this implies that the evolution does not modify the norm of the state
vector, since
〈U(t)ψ|U(t)|ψ〉 = 〈ψ|U †(t)U(t)|ψ〉
= 〈ψ|ψ〉
= 1. (2.30)
For a finite dimensional system, U(t) is represented by a unitary matrix of n × n
dimension with n being the dimension of the Hilbert space.
Example 2.3.1 (Dynamics of controlled spin systems). As mentioned in Section
2.2.4, systems with spin are an important type of finite dimensional systems. Consider
the simplest example involving a single particle with spin j = 1
2
. All other degrees of
freedom are neglected. The particle interacts with a classical magnetic field
−→
Be(t) =
{Bx(t), By(t), Bz(t)} where Bx(t), By(t) and Bz(t) represent the components in the
directions of x, y and z, respectively. The magnetic field plays the role of control.
In the associated Hamiltonian, the only relevant term is the one which models the
interaction of the spin angular momentum with the external magnetic filed. The




γ (σxBx(t) + σyBy(t) + σzBz(t)) , (2.31)
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where γ represents some proportionality factor called the gyromagnetic ratio, and the





















γ (σxBx(t) + σyBy(t) + σzBz(t)) |ψ(t)〉. (2.33)
One typical scenario for the manipulation of particles with spin is the NMR. The
basic setup of an NMR experiment involves in an ensemble of spin-1
2
particles in
a magnetic field. The magnetic field usually has a constant component in a fixed
direction, e.g.,
−→
Be(t) = {Bx(t), By(t), Bz}. By using the x and y components of the
magnetic field as control signals, the spin system is perturbed from the equilibrium
state determined by the constant magnetic signal Bz. Based on the observation of
the perturbed system, one tries to deduce the information on the gyromagnetic ratio.
Specifically, the Schro¨dinger equation of the spin-1
2






γ (σzBz + σxBx(t) + σyBy(t)) |ψ(t)〉. (2.34)
Schro¨dinger wave equation Consider the Schro¨dinger equation for the state
|ψ(t)〉 in an infinite dimensional Hilbert space. Applying 〈x| to both sides of the
Schro¨dinger equation (2.24), and using
ψ(x, t) = 〈x|ψ(t)〉,
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|ψ(x, t)〉 = 〈x|H(t)|ψ(t)〉. (2.35)





Since the expansion of |ψ(t)〉 is linear and H(t) is a linear operator acting on |ψ(t)〉,
H(t) is uniquely determined by a linear operator on the coefficient ψ(x, t), which is




(H(t)ψ(x1, t)) 〈x|x1〉dx1. (2.36)
Moreover, since
〈x|x1〉 = δ(x− x1)
and ∫
Ω
f(x)δ(x− x1)dx1 = f(x1)




ψ(x, t) = H(t)ψ(x, t). (2.37)
The operator H(t) here represents a linear operator on a space of functions. The
partial differential equation in (2.37) is referred to as Schro¨dinger wave equation. It
describes the evolution of an infinite dimensional quantum system.
Note that there is a countable orthonormal basis for a finite dimensional quantum
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state. The Schro¨dinger equation given in the ordinary differential equation (2.24)
provide an elegant description for finite dimensional quantum systems. Since the sys-
tems of interest throughout this thesis are finite dimensional systems, the Schro¨dinger
wave equation in the partial differential form will not be considered.
2.3.2 Liouville’s equation
The Liouville’s equation describes the evolution of a density matrix. Assume that










= U(t)ρ(0)U †(t). (2.39)
By taking the derivative of (2.39), the following differential equation for the density




ρ(t) = [H(t), ρ(t)]
:= H(t)ρ(t)− ρ(t)H(t), (2.40)
which is known as Liouville’s equation.
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2.3.3 System evolution under continuous measurements
In the von Neumann-Lu¨ders measurement, the time that a measurement takes is
ignored, and the measurement happens instantaneously. In this section, system evo-
lution under continuous quantum measurement will be introduced. It should be
pointed out that in the literature the equation describing the system evolution under
continuous measurement can be derived based on either the quantum trajectory or
the quantum filtering theory, which are equivalent essentially. Following the previous
discussion on the instantaneous measurement, the presentation here will be based on
the quantum trajectory theory.
A continuous measurement is implemented by performing a weak interaction be-
tween the measured system and an auxiliary system, and then extracting system
information continuously. Denote the observable being measured by X. Assume that
X has a continuous spectrum of eigenvalues x and the eigenstates are denoted as |x〉
satisfying (2.6). Divide time into small intervals of length ∆t. In each time interval,









Each operator A(α) is a Gaussian-weighted sum of projectors onto the eigenstates of
X. Here, α is a continuous index, so that there is a continuum of measurement results
labeled by α. The measurement for which k is large is often referred to as strong mea-
surement, and that for which k is small is weak measurement. Weak measurements
are the kind of measurements that will be needed to derive continuous measurements.
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If ∆t is sufficiently small, the Gaussian is much broader than ψ(x). This means
that |ψ(x)|2 can be approximated by a delta function that must be centered at the















Hence, α can be written as the following stochastic quantity
αs = 〈X〉+ ∆W√
8k∆t
, (2.45)
where ∆W is a zero-mean, Gaussian random variable with variance ∆t. Take the
time limit as ∆t→ 0, i.e., equivalently ∆t→ dt. Then ∆W = dW and (∆W )2 = dt.
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The random nature of measurements results in a stochastic equation of motion.
The equation can be derived by calculating the change induced in the quantum state
by the single weak measurement in the time step ∆t, to the first order in ∆t. Calculat-
ing the evolution when a measurement represented by the operator A(α) is performed








It describes the evolution of the system state in a time interval dt conditioned upon
the measurement result
dy = 〈X〉dt+ dW√
8k
. (2.47)
The stochastic Schro¨dinger equation can also be written in terms of the density op-
erator ρ as follows
dρ = (d|ψ〉)〈ψ|+ |ψ〉(d〈ψ|) + (d|ψ〉)(d〈ψ|)
= −k[X, [X, ρ]]dt+
√
2k(Xρ+ ρX − 2〈X〉ρ)dW, (2.48)
which is referred to as stochastic master equation. Note that the stochastic Schro¨dinger
equation and the stochastic master equation may also include a term describing
Hamiltonian evolution. Although the equation is derived based on the observable
with a continuous spectrum, it is valid for measurements of any Hermitian operators.
A more general form of the stochastic master equation can be obtained by consid-
ering a measurement involving Gaussian noise [103, 104]. Under a continuous mea-




where the operator A is






with c being an operator. The stochastic master equation can be summarized as
follows
dρ = − i
~
[H, ρ]dt+D[c]ρdt+HρdW, (2.51)
where the superoperators have the forms
D[c]ρ := cρc† − 1
2
(c†cρ+ ρc†c) (2.52)
H[c]ρ := cρ+ ρc† − 〈c+ c†〉ρ. (2.53)









Analysis and Control of Closed
Quantum Systems Based on
Real-Valued Dynamics
3.1 Introduction
In this chapter, real-valued equations are derived to facilitate the analysis and control
design of quantum systems. As is known, the expectation value for a measurement
observable is a real number. Quantum state tomography makes use of the expectation
values of a series of measurements to determine the state of a quantum system.
The density matrix tomography has been fully discussed in the literature (see [105]
for a review), while there are relatively fewer references discussing the pure state
tomography. In [106], the problem of minimal informationally complete measurements
was studied for pure states. In particular, the pure state reconstruction was discussed
based on the measurement outputs. Inspired by the discussion on the minimal set
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of measurements with real-valued outputs, the pure state identification strategy is
revisited from a different angle in this chapter. It is shown that a pure state is
characterized by a minimal number of real parameters, and consequently the real-
valued equations can be naturally deduced.
Despite the achievements in Lyapunov control of quantum systems, there are some
difficult problems deserving further investigation. In [107], via an implicit Lyapunov
control method, we investigated the state convergence problems for closed quantum
systems under degenerate cases where the strong regular condition is not satisfied or
the linearized quantum systems are uncontrollable around target states. In addition,
a switching control approach via Lyapunov analysis was proposed in our work [108]
to manipulate the quantum systems with uncontrollable linearized systems around
target states. The obtained results illustrate that the system states can be steered
closer to the target states compared to the results based on the conventional Lyapunov
control method. In this chapter, a Lyapunov control strategy is considered based on
the obtained real-valued equations to achieve desired state transfers. It is indicated
that characteristics of invariant sets can be clearly described and analyzed in the real-
valued picture. It is further shown that convergence of arbitrary pure state transfers
can be guaranteed by appropriately designing control Hamiltonians. As a result, the
existing Lyapunov control method can be improved by analyzing the control from a
different perspective.
The rest of this chapter is organized as follows. In Section 3.2, the pure state
identification strategy is presented. In Sections 3.3 and 3.4, the real-valued equations
are deduced for two- and three-level systems, respectively. Based on the obtained
equations, the state transfer problem is considered by the Lyapunov approach. In
Section 3.5, the results are extended to n-level systems. Section 3.6 concludes this
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chapter.
3.2 Pure State Identification Based on Measure-
ment Outputs
By presenting the pure state identification strategy, this section will show that a
quantum state can be determined by a minimal number of real parameters.
3.2.1 Identification of two-level states
Without loss of generality, consider the identification of the two-level state described
as
|ψ〉 = a0|0〉+ a1|1〉 (3.1)
with the ground state |0〉 = [1 0]T and the excited state |1〉 = [0 1]T . For the two-level
system, measure the observables
Ck =
 ck11 ck12R + ick12I
ck12R − ick12I 0
 (3.2)
k = 1, 2, 3
with ck11, ck12R and ck12I being real numbers. We can obtain the expectation values
yk = 〈ψ|Ck|ψ〉, (3.3)
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which can be expressed as
yk = ck11|a0|2 + 2ck12RRe (a∗0a1)− 2ck12IIm (a∗0a1) . (3.4)
Denote
θ1 = |a0|2, θ2 = Re (a∗0a1) , θ3 = Im (a∗0a1) . (3.5)
The equation (3.4) can be rewritten as
Y = AΘ, (3.6)
where Y = [y1 y2 y3]








It is obvious that, if choose the measurement observables Ck so that A is nonsingular,
θ1, θ2 and θ3 can be uniquely determined. Thus, |a0| and a∗0a1 can be obtained. Then




Morover, the relative phase between levels 1 and 0, denoted as ∠{a∗0a1}, can be
derived from the value of a∗0a1.
Note that the quantum states eiφ|ψ〉 and ψ〉 are regarded as equivalent states in
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quantum mechanics, since the global phase factor eiφ does not affect the statistical
properties of a quantum state and thus it is unphysical. For example, consider the





Hence, the pure state can be reconstructed in the sense that global phase has no
physical meaning.
Remark 3.2.1. The above discussion assumes a0 6= 0. In practical experiments, if
all of the outputs yk = 0, then we can draw the conclusion that a0 = 0, and thus
|ψ〉 = |1〉.
Remark 3.2.2. Note that if we measure the observables
Ck =
 ck11 ck12R + ick12I
ck12R − ick12I ck22
 (3.9)
k = 1, 2, 3,
the following measurement output can be obtained
yk = ck11|a0|2 + 2ck12RRe (a∗0a1)− 2ck12IIm (a∗0a1) + ck22|a1|2. (3.10)
Since
|a1|2 = 1− |a0|2,
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we have
yk = (ck11 − ck22)|a0|2 + 2ck12RRe (a∗0a1)− 2ck12IIm (a∗0a1) + ck22. (3.11)
Measuring appropriate Ck in the form of (3.9), one can also determine the values
of θk, k = 1, 2, 3. The observables adopted here in (3.2) is in the simplest and
most straightforward form. In the outputs yk, ck11 are related to |a0|, and ck12 =
ck12R + ick12I are related to the coherence between the eigenstates |0〉 and |1〉. The
measurement observable Ck are designed as independent operators so that the matrix
A is nonsingular. In this way, the quantum state can be uniquely determined without
measuring the components related to |a1|2. For higher level systems, the advantage of
the adopted measurement observables is more obvious.
Remark 3.2.3. As discussed in [106], this kind of state parametrization is a minimal













y2 = 2c212|a0||a1| cos(∠{a∗0a1}+ φ2)
= 2c212|a0|
√
1− |a0|2 cos(∠{a∗0a1}+ φ2). (3.13)
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From the measurement outputs (3.13), the relative phase ∠{a∗0a1} cannot be uniquely
determined. Another output is required to reduce one identification freedom.
3.2.2 Identification of three-level states
Although the identification for three-level systems is similar to that for the two-level
case, the details will be included here to deduce the general identification strategy for
n-level systems.
Consider the identification of the following three-level state
|ψ〉 = a0|0〉+ a1|1〉+ a2|2〉 (3.14)








k = 1, 2, . . . , 5
with ck11, ck12R, ck12I , ck13R and ck13I being real numbers. The expectation values are
yk = 〈ψ|Ck|ψ〉
= ck11|a0|2 + 2ck12RRe {a∗0a1} − 2ck12IIm {a∗0a1}
+2ck13RRe {a∗0a2} − 2ck13IIm {a∗0a2} . (3.16)
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Equation (3.16) can be written as
Y = BΘ, (3.17)




c111 2c112R −2c112I 2c113R −2c113I
c211 2c212R −2c212I 2c213R −2c213I
c311 2c312R −2c312I 2c313R −2c313I
c411 2c412R −2c412I 2c413R −2c413I
c511 2c512R −2c512I 2c513R −2c513I

, (3.18)
and Θ = [θ1 θ2 θ3 θ4 θ5]
T with
θ1 = |a0|2, θ2 = Re (a∗0a1) ,
θ3 = Im (a
∗
0a1) , θ4 = Re (a
∗
0a2) , θ5 = Im (a
∗
0a2) . (3.19)
If we choose the measurement observables Ck so that B is nonsingular, then θk, k =
1, . . . , 5 can be uniquely determined, i.e., |a0|, a∗0a1 and a∗0a2 can be obtained. Then









From the values of a∗0a1 and a
∗
0a2, we can further obtain the relative phases between
levels 1 and 0 and between levels 2 and 0, denoted by ∠{a∗0a1} and ∠{a∗0a2}, respec-
tively. Therefore, the state |ψ〉 can be reconstructed in the sense that global phase
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has no physical meaning.
Remark 3.2.4. It can be noticed that, similar to the matrix A in (3.7), all the entries
of the matrix B are independently adjustable. Therefore, there exists flexibility in the
construction of a nonsingular B. One typical option is to measure the observables































1 0 0 0 0
0 2 0 0 0
0 0 −2 0 0
0 0 0 2 0












first. If y1 6= 0, continue to measure the observables Ck, k = 2, . . . , 5 in the form of
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(3.15). Otherwise, if y1 = 0, it can be concluded that a0 = 0. Then the state can
be reconstructed by treating it as a two-level state identification problem. Specifically,







k = 2, 3, 4.
3.2.3 Identification of n-level states
Based on the above discussions, the following identification procedure can be deduced
for the n-level state
|ψ〉 = a0|0〉+ a1|1〉+ · · ·+ an−1|n− 1〉 (3.22)
with |0〉 = [1 0 · · · 0]T , |1〉 = [0 1 · · · 0]T , . . . , |n−1〉 = [0 0 · · · 1]T .
Step 1: Measure the following observable
C1 =

c111 0 · · · 0
0 0 · · · 0
...
... · · · ...




3.2 Pure State Identification Based on Measurement Outputs
If y1 = 〈ψ|C1|ψ〉 6= 0, then l = 1 and go to step 2; Otherwise, we can obtain a0 = 0
and continue to measure the following observable
C2 =

0 0 · · · 0
0 c222 · · · 0
...
... · · · ...
0 0 · · · 0

. (3.24)
If y2 = 〈ψ|C2|ψ〉 6= 0, then l = 2 and go to step 2; Otherwise, we can obtain a1 = 0
and continue to measure the observable with only one diagonal element being nonzero
until yl 6= 0.




ckll ckll+1R+ickll+1I · · · cklnR+icklnI
ckll+1R−ickll+1I 0 · · · 0
0
...
... · · · ...
cklnR−icklnI 0 · · · 0

, (3.25)
k= l+1, . . . , 2n−l
with rank(D) = 2(n− l) + 1, where
D =

clll 0 0 · · · 0 0
cl+1ll 2cl+1ll+1R −2cl+1ll+1I · · · 2cl+1lnR −2cl+1lnI
...
...
... · · · ... ...
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Step 3: Denote




















Y = DΘ, (3.28)
where Y = [yl yl+1 yl+2 · · · y2n−l]T and Θ = [θl θl+1 θl+2 · · · θ2n−l]T . There-
fore, Θ can be uniquely determined. Furthermore, we can obtain |al−1|, |al|, . . .,
|an−1|, ∠{a∗l−1al}, ∠{a∗l−1al+1}, . . ., ∠{a∗l−1an−1}. The n-level pure state can be re-
constructed.
3.3 Analysis and Control of Two-Level Systems
3.3.1 System dynamics formulation
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is the internal Hamiltonian. The interaction Hamiltonians are designed as the Pauli
matrices σx and σy. Similarly to the basic setup of an NMR experiment presented in
Example 2.3.1, the interaction Hamiltonians σx and σy could be some magnetic fields
along the x and y directions, and the amplitude of ux(t) and uy(t) are the related
time-varying control signals.
According to the discussion on the pure state identification, a two-level state can
be uniquely determined by the three parameters θ1, θ2 and θ3 defined as (3.5). The











 θ1 θ2 − iθ3
θ2 + iθ3 1− θ1
 . (3.31)




= [H0 + σxux(t) + σyuy(t), ρ]. (3.32)
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(θ2(λ1 − λ2)− (2θ1 − 1)ux(t)) . (3.33)
Furthermore, define
mz = 2θ1 − 1, mx = 2θ2, my = 2θ3. (3.34)
























3 + (2θ1 − 1)2
= 4Re2(a∗0a1) + 4Im
2(a∗0a1) + 4|a0|4 + 1− 4|a0|2
= 4|a∗0a1|2 + 4|a0|4 + 1− 4|a0|2
= 4|a0|2|a1|2 + 4|a0|4 + 1− 4|a0|2. (3.36)





z = 4|a0|(1− |a0|2) + 4|a0|4 + 1− 4|a0|2
= 1. (3.37)
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The normalization property (3.37) implies that the state m = [mx my mz]
T evolves
on the surface of a unit sphere.
Remark 3.3.1. For a two-level pure state, it can be determined by 2n−1 = 3 real
parameters. Specially, this is consistent with the fact that a two-level density matrix
can be determined by 2n−1 = 3 real numbers. Hence, it is noted that the real-valued
equations are in the same form as the Bloch equations [110]. For higher level systems,
it will be shown that it is not the case.
3.3.2 Analysis and control design
In this section, Lyapunov control of the two-level system will be considered. Firstly,
it will be shown that, for the system (3.29) with the real-valued equations (3.35), it
is easier to consider the state transfer to an eigenstate, and the transfer convergence
may not be guaranteed. Following the analysis, the control problem is considered
from a different perspective. It is shown that another control is necessary to achieve
arbitrary pure state transfers.
Consider the two-level system (3.29) with the real-valued dynamics (3.35). The
objective is to develop a control so that the state |ψ〉 can be driven to an arbitrary
goal state |ψf〉 = [a0f a1f ]T , i.e., equivalently, m can be driven to the arbitrary goal
state mf = [mxf myf mzf ]
T with mxf = 2Re(a
∗
0fa1f ), myf = 2Im(a
∗
0fa1f ) and








as considered in [58]. Ref. [59] has given a detailed analysis of the convergence prop-
erties of Lyapunov control. Here the Lyapunov control is analyzed in terms of the
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real-valued equations.
Define the state errors as
e1 = mx −mxf , e2 = my −myf , e3 = mz −mzf . (3.39)











Subsequently, it will be shown that the two Lyapunov function candidates V1 and






































1f )− Im(a∗0a1)Im(a0fa∗1f )
= Re(a∗0a1)Re(a
∗











(−2|a0|2|a0f |2 + |a0|2 + |a0f |2
−2Re(a∗0a1)Re(a∗0fa1f )− 2Im(a∗0a1)Im(a∗0fa1f )
)
. (3.41)




(mx −mxf )2 + 1
2

















zf )−mxmxf −mymyf −mzmzf .








= 1− 4Re(a∗0a1)Re(a∗0fa1f )− 4Im(a∗0a1)Im(a∗0fa1f )
−(2|a0|2 − 1)(2|a0f |2 − 1)
= −4Re(a∗0a1)Re(a∗0fa1f )− 4Im(a∗0a1)Im(a∗0fa1f )
−4|a0|2|a0f |2 + 2|a0|2 + 2|a0f |2. (3.42)
Therefore, we have the following relation showing the equivalence of V and V1
V = 4V1. (3.43)
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= (mx −mxf )dmxf
dt
+ (my −myf )dmyf
dt





(λ2 − λ1)(myfmx −mxfmy)
+(myfmz−mzfmy)ux(t)+(mzfmx−mxfmz)uy(t). (3.44)
There exist two obstacles in the control design. One comes from the drift part, i.e., the
first term on the right hand side of (3.44). Control is necessary to eliminate this term
to guarantee the negativity of the derivative of V . For the eigenstate |λ1〉 = [1 0]T ,
the corresponding real-valued state is m1 = [0 0 1]
T . For the eigenstate |λ2〉 = [0 1]T ,
the related real-valued state is m2 = [0 0 − 1]T . If we choose the goal state as |λ1〉 or
|λ2〉, the drift term disappears. Therefore, it is easier to consider the state transfer to
an eigenstate. Another difficulty is due to the fact that the coefficients of ux and uy
in (3.44) could be simultaneously zero. In that case, the state transfer convergence
to the goal state may not be guaranteed. Let the coefficients of ux and uy be zero,
i.e.,
myfmz −mzfmy = 0 (3.45)
mzfmx −mxfmz = 0. (3.46)
From (3.45) and (3.46), we have
mx = ±mxf , my = ±myf , mz = ±mzf , for mzf 6= 0 (3.47)




y = 1, for mzf = 0. (3.48)
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Therefore, when λ1 = λ2, the invariant set is confined to one of the cases presented
in (3.47) and (3.48).
In system (3.29), the interaction Hamiltonians σx and σy generate the control
respectively along the x- and y-direction in the Bloch space. Subsequently, another
control signal uz(t) is designed to impose control along z-direction. The corresponding




= (H0 + σxux(t) + σyuy(t) + σzuz(t)) |ψ〉. (3.49)





= [H0 + σxux(t) + σyuy(t) + σzuz(t), ρ]. (3.50)
With a similar procedure to the derivation for system (3.35), the following real-valued















The following theorem indicates how the control objective can be achieved.
Theorem 3.3.1. Consider the two-level system (3.49) with the real-valued equations
(3.51). The state m starting from an initial state m0 converges asymptotically to the
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goal state mf = [mxf myf mzf ]
T with the control signals designed as
ux(t) = −Kx(myfmz −mzfmy)
uy(t) = −Ky(mzfmx −mxfmz)
uz(t) =
 Kz(myfmx −mxfmy), for myfmx −mxfmy ≤ 01
2
(λ2 − λ1) +Kz(myfmx −mxfmy), for myfmx −mxfmy > 0
,(3.52)
where Kx, Ky and Kz > 0 are control gains.





























(e1my(λ1−λ2) + 2e1myuz(t)) + 1
2
(e2mx(λ1−λ2) + 2e2mxuz(t))







+(my−myf)mxuz(t)− (my−myf )mzux(t) + (mz−mzf )myux(t)
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since the eigenvalue of H0 for the excited level |1〉 should not be smaller than the one




Let myfmz−mzfmy = 0, mzfmx−mxfmz = 0 and myfmx−mxfmy = 0. We have
that the derivative dV
dt
= 0 if and only if i) mx = mxf ,my = myf ,mz = mzf or
ii) mx = −mxf ,my = −myf ,mz = −mzf . Graphically, under the case ii), the
state is at the opposite point of the expected state on the sphere, and thus V =
max (V (mx,my,mz)). Therefore, if the initial state m0 is in the form of case ii),
arbitrary control signals can be added to disturb it so that V < max (V (mx,my,mz)).
Then the subsequent task is to design control signals as (3.52) to decrease V . Hence,
the state can be asymptotically driven to the goal state mf .
Remark 3.3.2. It is noticed that the real-valued equations enable one to characterize
the invariant sets more conveniently and obviously. Here the arbitrary transfer con-
vergence is guaranteed by introducing another control. In this way, a possible solution
is provided to improve the effectiveness of the Lyapunov control theoretically.
3.3.3 Simulation study
In this simulation study, the parameters of the internal Hamiltonian are given as
λ1 = 1 and λ2 = 2. The following two cases are considered: i) the initial state is |ψ0〉 =
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]T , and the goal state is chosen as the eigenstate |ψf〉 = [1 0]T , correspondingly,
m0 = [1 0 0]
T and mf = [0 0 1]
T ; and ii) the initial state is |ψ0〉 = [1 0]T , and
the goal state is chosen as the non-eigenstate |ψf〉 = [ 1√2 1√2ei
pi
3 ]T , correspondingly,
m0 = [0 0 1]





) 0]T . The control gains are chosen as Kx = 1,
Ky = 1 and Kz = 1. The simulation results are shown in Fig. 3.1 and Fig. 3.2. It
can be seen that both the state transfers to the eigenstate and the non-eigenstate are
achieved, instead of steering the states to undesired invariant points.
3.4 Control of Three-Level Systems























3.4 Control of Three-Level Systems
(a) State convergence
(b) Control efforts
Fig. 3.1: Control of two-level system: Case i)
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(a) State convergence
(b) Control efforts
Fig. 3.2: Control of two-level system: Case ii)
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Note that the interactive Hamiltonians in (3.58) are designed according to the basis
of a 3 × 3 dimentional Hamiltonian operator. In this way, they can manipulate the
quantum system from different directions.
Without loss of generality, consider the case where the goal state can be uniquely
determined by the coherent terms associated with the ground state |0〉, i.e., a0 6=
0. Based on the discussion on the state identification, the state can be uniquely
determined by θk in (3.19). Define
m1 = 2θ1 − 1, m2 = 2θ2, m3 = 2θ3, m4 = 2θ4, m5 = 2θ5. (3.59)
Next it will be shown that the density matrix for the three level system can be
expressed with the parameters mk, k = 1, . . . , 5. The density matrix ρ is in the
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From (3.19) and (3.59), we have



































(m2 + im3)(m4 − im5)
4
=







(m2m4 +m3m5) + i(m3m4 −m2m5)
2(m1 + 1)
. (3.64)
In addition, the probability of the state being in the eigenstate |2〉 is













































The following real-valued equations can be obtained by substituting (3.66) into (3.67)
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= (2θ1 − 1)2 + 4θ22 + 4θ23 + 4θ24 + 4θ25
= 4|a0|4 + 1− 4|a0|2 + 4Re2(a∗0a1) + 4Im2(a∗0a1) + 4Re2(a∗0a2) + 4Im2(a∗0a2)
= 4|a0|4 + 1− 4|a0|2 + 4|a∗0a1|2 + 4|a∗0a2|2
= 4|a0|4 + 1− 4|a0|2 + 4|a0|2|a1|2 + 4|a0|2|a2|2.
= 4|a0|2
(|a0|2 + |a1|2 + |a2|2 − 1)+ 1. (3.69)
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5 = 1. (3.70)
This normalization property implies that the state m = [m1 m2 m3 m4 m5]
T
evolves on the surface of a five-dimensional unit sphere with its center locating at the
origin.
Remark 3.4.1. The real-valued equations are obtained based on a typical state parametriza-
tion, which is a minimal informationally complete one. For the state with m1 = −1,
i.e., θ1 = 0 the three-level state identification problem is reduced to a two-level state
identification problem. As discussed in Section 3.2.2, the density matrix can be
uniquely determined by the three real parameters |a1|2, Re(a1a∗2) and Im(a1a∗2). From
the Liouville equation, we can obtain the real-valued equations that have the simi-














therein with 2|a1|2, 2Re(a1a∗2), 2Im(a1a∗2) and 2(1− |a1|2), respectively.
3.4.2 Control design
Consider the three-level quantum system (3.56) with the real-valued equations (3.68).
The objective is to develop a control so that the state |ψ〉 can be driven to an arbitrary
goal state |ψf〉. Equivalently, m can be driven to the state mf .
Theorem 3.4.1. Consider the three-level system (3.56) with the real-valued equations
(3.68). The state m starting from an initial state m0 converges asymptotically to the
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goal state mf = [m1f m2f m3f m4f m5f ]
T with the control signals designed as
uj(t) = −Kj Coefuj , j = 1, . . . , 6
u7(t) =
 K7Coefu7 , for Coefu7 ≤ 01
2





u7(t) +K8Coefu8 , for Coefu8 ≤ 0
1
3
(λ3 − λ1)− 13u7(t) +K8Coefu8 , for Coefu8 > 0
, (3.71)



























































































(m2fm4 +m3fm5 −m4fm2 −m5fm3)
Coefu7 =m3fm2 −m2fm3
Coefu8 =m5fm4 −m4fm5. (3.72)
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Proof. Define the state errors as
e1 = m1 −m1f , e2 = m2 −m2f ,
e3 = m3 −m3f , e4 = m4 −m4f , e5 = m5 −m5f . (3.73)



















































Coefu8 ((λ3 − λ1)− u7(t)− 3u8(t)) .
















Let Coefuk = 0, k = 1, . . . , 8. We have that
dV
dt
= 0 if and only if i) mj = mjf or ii)
mj = −mjf , j = 1, . . . , 5. It is obvious that the state is at the opposite point of the
expected state on the sphere under case ii), and thus V = max (V (mj)). Therefore,
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if the initial state m0 satisfies this condition, arbitrary control signals can be added
to disturb it so that V < max (V (mj)). Once the state is disturbed away from this
opposite point, it will evolve towards the goal state with the control in the form of
(3.71). Therefore, the state m converges asymptomatically to the state mf .
Remark 3.4.2. If the system state satisfies m1 = −1 during the control process,















being replaced by 2|a1|2, 2Re(a1a∗2),
2Im(a1a
∗
2) and 2(1− |a1|2), respectively.
3.4.3 Simulation study
Firstly, consider the state transfer from |ψ0〉 = [− 1√2 0 1√2i]T to |ψf〉 = [1 0 0]T ,
i.e., m0 = [0 0 0 0 − 1]T and mf = [1 0 0 0 0]T . The control gains are chosen as
Kk = 1, k = 1, . . . , 8. The system parameters are given as λ1 = 1, λ2 = 2 and λ3 = 3.
As illustrated in Fig. 3.3, the state transfer can be achieved. It can be seen that
m1 converges from the initial condition 0 to 1 continuously without passing the point
m1 =−1, i.e., a0 = 0. Due to the continuous property of a0(t), it can be concluded
that the system finally converges to the state |ψ〉 = eiφ|ψf〉, where φ ∈ (pi2 , 3pi2 ) so
that Re(a0) < 0. This state is equivalent to the goal state |ψf〉. In particular, it is
shown that the control signals u1, u2, u5 and u6 are zero. This is consistent with
the physical explanation that those control signals are unnecessary to manipulate
the population transfers between the levels 0 and 2. In addition, the state transfer










equivalently, m0 = [−1 0 0 0 0]T and mf = [0.5 0.5 0 − 0.5 0.5]T , is studied to verify
the performance of the system under the case that m1 =−1. As shown in Fig. 3.4,
the state with m1 =−1 does not cause instability of the system.
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(a) State convergence
(b) Control efforts
Fig. 3.3: Control of three-level system from |ψ0〉=[− 1√2 0 i√2 ]T to |ψf〉=[1 0 0]T
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(a) State convergence
(b) Control efforts












3.5 Control of N-Level Systems
3.5 Control of N-Level Systems













where H0 represents the internal Hamiltonian, and Hk represent the interaction
Hamiltonians.
Step 1: Find the equivalent real-valued equations for (3.77) based on the discussion
on the identification of n-level states.
Consider the case where the goal state satisfies a0 6= 0. It has been shown that
the state can be uniquely determined by θj, j = 1, . . . , 2n− 1. Define
m1 = 2θ1 − 1, m2 = 2θ2, m3 = 2θ3, . . . , m2n−2 = 2θ2n−2, m2n−1 = 2θ2n−1.
The density matrix can be expressed as
ρ = ρ(m), (3.78)



















= M(m, u). (3.80)
Based on the condition
n−1∑
j=0




Similar to the discussion in Section 3.4, for the state with m1 = −1, the terms in the
form of ∗
m1+1
can be replaced by the related elements of the density matrix without
causing instability of the system.
Step 2: Control based on the obtained real-valued dynamics (3.80).
Similar to the discussion for the two- and three-level systems, we can design Lya-







where the state errors ej = mj −mjf with mjf being the expected state of mj.
3.6 Conclusion
In this chapter, it has been shown that a quantum state can be determined by a
minimal set of real parameters by presenting a pure state identification strategy.
Real-valued equations have been derived based on the discussions of the state identi-
fication. The Lyapunov-based state transfer problem has been investigated to illus-
trate that the obtained real-valued equations can assist in quantum control design.
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The real-valued dynamics makes the analysis and design much more convenient. By
constructing an equivalent Lyapunov function, the state convergence is analyzed.
Moreover, the control is designed to guarantee arbitrary state transfers. The results




Identification and Control of a
Class of Two-Level Quantum
Systems
4.1 Introduction
In this chapter, an identification and control approach is presented for a class of
two-level systems undergoing spontaneous emission. In the framework of quantum
electrodynamics, spontaneous emission can be explained by adding it to a system as
decoherence in a phenomenological manner. The decoherence rate may appear as an
unknown parameter in the system model of a real system. Compared to the existing
strategies, the developed parameter estimation approach of this chapter is shown to
be more computationally efficient and easier to implement. It is implemented through
monitoring systems continuously and imposing constant control. By adding constant
control, the state of the ensemble average system is driven to an equilibrium point.
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Based on the measurement result of the stable point, an estimate of the decoherence
rate can be obtained by simple calculation. It does not require to solve optimization
problems iteratively during the estimation process. Therefore, the computation cost
is significantly reduced.
It is well known that the ensemble average of a mean-ergodic stochastic process can
be replaced by its time average. In particular, for the proposed estimation approach, if
the stochastic master equation related to the master equation of the ensemble average
system converges to a solution with stationary distribution and the solution is mean-
ergodic, the parameter estimate can be obtained based on the time average of a single
system. In this chapter, it is shown that a mean-ergodic solution to the stochastic
master equation does exist under the designed constant control. Moreover, it is
illustrated that the state convergence to its mean-ergodic solution can be guaranteed
by introducing some noise into the control signals. In the literature, stability of
quantum filters has been studied [111], and there exists some work making use of
measurement averages over time intervals to design feedback control [112–116]. The
main contribution here is the proposal of an efficient estimation approach in terms of
a single quantum system by making use of the ergodicity property.
It is noted that the decoherence results in the degeneration of the systems to the
ground state |0〉 in the absence of control. However, preparation of the eigenstates
|0〉 and |1〉 with high fidelities is crucial in practical applications, e.g., quantum com-
puting [117]. Based on the estimation results, a Markovian feedback control law is
derived to achieve high probability state transfers to the exited state |1〉. It is shown
that, with an accurate parameter estimate, the control strategy is capable of steering
the system states to the exited state with high probabilities by designing the feedback
gains and the measurement. In addition, robustness of the control is analyzed in the
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case that there exist estimation errors on the decoherence rate. It is verified that the
system states can be driven to small neighborhoods of the ideal states in the presence
of small estimation errors.
The rest of this chapter is organized as follows. In Section 4.2, the problems con-
sidered in this chapter are formulated. Section 4.3 presents the parameter estimation
strategy based on the ensemble average of quantum systems. The parameter estima-
tion in terms of a single implementation is investigated in Section 4.4. Section 4.5
further studies the control of the state transfers. Section 4.6 concludes this chapter.
4.2 Problem Formulation
This section begins by introducing the model of the quantum system undergoing
spontaneous emission. Consider the system described by [118,119]
dρ
dt
= −is[σ¯z, ρ]− iux(t)[σ¯x, ρ]− iuy(t)[σ¯y, ρ] + γD[σ]ρ, (4.1)
where the first term with constant s on the right hand side represents the evolution
under the internal Hamiltonian. ux(t) and uy(t) represent the control signals. The
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The parameter γ > 0 represents the decoherence rate. The superoperator D is defined





The spontaneous emission is treated as decoherence by introducing an unobserved
field E˜. It is modeled by coupling the system directly to the field E˜ through a dipole
operator. Thus, the decoherence rate γ depends not only on the external field but
also on the structure of the system. It may not be known exactly for a real system
controlled in laboratories. Without control efforts, the system would degenerate to
the ground state |0〉 as a consequence of the decoherence.
In the presence of an unknown decoherence rate, this chapter aims at developing
an efficient estimation approach for the sake of control. The following problems will
be considered step by step.
• Parameter estimation based on the ensemble average: How to design the control
signals to obtain the estimate γˆ of the decoherence rate based on ensemble
average measurement results?
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• Parameter estimation based on a single implementation: Is there any possibility
to obtain the parameter estimate based on a single quantum system?
• State transfers to the excited state with the obtained estimation result: Can the
closed-loop performance be guaranteed under the designed Markovian feedback
control when there exists an estimation error on γˆ?
4.3 Parameter Estimation Based on Ensemble Av-
erage
In this section, an estimation strategy will be developed based on the average evolu-
tion of a large number of identically prepared systems under appropriately designed
control inputs.
Measuring the observable σ¯z, we have the conditional evolution of the system
described by [118]




where M represents the interaction strength of measurement, and the superoperator
H is defined as (2.53). We have the measurement result
dYt = 2
√
M Tr(σ¯zρt)dt+ dWt, (4.4)
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where the Wiener process Wt satisfies
E[dWt] = 0, (dWt)
2 = dt. (4.5)








 1 + z x− iy
x+ iy 1− z
 (4.6)


























y − sx+ ux(t)z
dz
dt
= γ(1− z)− ux(t)y + uy(t)x. (4.8)
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Design the control signals as non-zero constants
ux(t) = Ux (4.10)
uy(t) = Uy. (4.11)
Then system (4.8) has the equilibrium point (xe, ye, ze) with
ze=






By the Routh-Hurwitz stability criterion, it can be checked that this point is stable
under arbitrary constant control signals. Therefore, the convergence of the system
state to the equilibrium point can be guaranteed.
Based on the measurement result of the steady state, we can obtain the value of
ze. Then the estimate of γ can be deduced by solving equation (4.12). By simple
calculation, three estimates can be obtained, only one of which is the desired one.










4.3 Parameter Estimation Based on Ensemble Average
Fig. 4.1: Ensemble average evolution
It is obvious that Re(γˆ2) < 0, and Re(γˆ3) < 0, which contradict the requirement
γ > 0. Therefore, the accurate estimate of the decoherence rate can be obtained
theoretically.
Example 4.3.1. Consider the system with parameters γ = 1 and s = 1. Design
the control parameters as Ux = 1 and Uy = 1, and the measurement strength as
M = 1. Evolution of the ensemble average system is shown in Fig. 4.1. The state
z finally converges to ze = 0.5 under the measurement and the constant control. By
simple calculation from (4.12), the following estimates can be obtained: γˆ1 = 1.000,
γˆ2 = −1.500 + 1.3228i and γˆ3 = −1.500 − 1.3228i. It is obvious that only γˆ1 meets
the requirement γ > 0.
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4.4 Parameter Estimation Based on Single Imple-
mentation
Motivated by the work presented in Section 4.3, we will first study the possibility to
derive the estimate from only a single system in Sections 4.4.1 and 4.4.2. It will be
shown that there does exist a solution of system (4.7) which is a stationary process
under the constant control, and the solution is mean-ergodic. Thus, it is possible to
deduce the estimate from the time average of a single system. Then we will further
illustrate how to guarantee the system state convergence to its stationary distribution
in Section 4.4.3.
4.4.1 Existence of a stationary process
Consider the stochastic differential equation
dXt = f(Xt)dt+G(Xt)dWt, (4.14)
where the state Xt ∈ Rn, Wt ∈ Rm is a Wiener process, and f(·) ∈ Rn and G(·) ∈
Rn×m are continuous measurable functions. Given equation (4.14) with unique and
regular solutions, the existence of a stationary process was studied in [120] based on
a Lyapunov technique.
A sample path is a collection of time-ordered data describing how a stochastic
process behaves in one instance. We say that the process Xt is regular if almost all
sample paths of the process Xt are well defined for t ≥ 0, i.e., finite escape times of
the sample paths to infinity occur w.p. 0. A condition for uniqueness and regularity
of the system solutions presents as follows.
88
4.4 Parameter Estimation Based on Single Implementation
Lemma 4.4.1. [120] Consider the stochastic differential equation (4.14). Assume
that the following conditions hold for some constant C in the entire domain of defi-
nition
‖f(α)− f(β)‖+ ‖G(α)−G(β)‖ ≤ C‖α− β‖, α, β ∈ Rn (4.15)
‖f(α)‖+ ‖G(α)‖ ≤ C(1 + ‖α‖), α ∈ Rn. (4.16)
Then there exists a unique solution of (4.14) and the solution is regular and almost
surely continuous. Moreover, the solution is a homogeneous Markov process with a
Feller transition function.
Associated with the stochastic differential equation (4.14), the differential gener-
ator L is defined as

















The result for the solution with a stationary distribution can be rephrased as follows.
Lemma 4.4.2. [120] Assume that the stochastic differential equation (4.14) has a
unique solution and the solution is regular. Let V (α) be a non-negative function such
that LV (α)→ −∞ as ‖α‖ → ∞. Then there exists a solution of equation (4.14)
which is a stationary process.
Based on Lemma 4.4.2, we will prove that there is a solution of the quantum system
which is a stationary process. The recurrent property of a stochastic process is first
introduced as follows, which will be used in the subsequent proof of the existence of
a stationarily distributed solution.
Definition 4.4.1. [120] A process Xt is said to be recurrent relative to some domain
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if the first time that it enters the domain is finite w.p. 1.
Lemma 4.4.3. [120] A process Xt is recurrent relative to the domain U1 if it is
regular and there exists a nonnegative function V (t, α) in the complementary domain
of U1 such that LV (t, α) ≤ −a(t), where a(t) ≥ 0 is a function for which b(t) =∫ t
0
a(τ)dτ →∞, as t→∞.
In this section, we present the following theorem showing the existence of a sta-
tionary process for the quantum system.
Theorem 4.4.1. There exists a solution of the stochastic master equation (4.7) which
is a stationary process under the constant control (4.10) and (4.11).





For system (4.7), we have










α2 − sα1 + Uxα3
)










































Note that the sufficient condition LV (α)→ −∞ as ‖α‖ → ∞ in Lemma 4.4.2 cannot
be directly obtained for the quantum system (4.7). To handle this difficulty, we
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construct the following auxiliary system
dXt = f(Xt)dt+G(Xt)dWt, (4.20)





















g1 = sgn(xtzt) min(1, |xt|) min(1, |zt|)
g2 = sgn(ytzt) min(1, |yt|) min(1, |zt|)
g3 = min(z
2
t , 1). (4.22)
The auxiliary system (4.20) is identical to system (4.7) for states inside the unit ball.
The basic step of the proof is first to show that a unique and regular solution exists
for system (4.20). Then the existence of a solution with a stationary distribution of
system (4.20) is proved by Lemma 4.4.2. It is further shown that state trajectories
of system (4.20) almost surely converge to the unit ball in finite time. Hence, the
existence of a stationary process of system (4.7) is proved because of the equivalence
of system (4.20) and the quantum system (4.7) inside the unit ball.
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Proof. It is obvious that f(·) and G(·) are continuous functions. In the following, it







Tr(AT1A1)‖α‖+ γ, ∀ α, β ∈ R3, (4.24)
where α = [ α1 α2 α3 ]
T , β = [ β1 β2 β3 ]











For the function G(·),
‖G(α)‖ ≤
√




Consider the following three cases:
Case I: ‖α‖∞, ‖β‖∞≤1
There exists an αs = [ α1s α2s α3s ]






























‖G(α)−G(β)‖ ≤ K‖α− β‖. (4.29)
Case II: ‖α‖∞ ≤ 1 and ‖β‖∞ > 1
Based on the expression of G(·) defined in (4.21) and (4.22), we have
G(β) = G(βb), (4.30)
where
βb = [sgn(β1) min(1, |β1|), sgn(β2) min(1, |β2|), sgn(β3) min(1, |β3|)]T (4.31)
satisfies ‖βb‖∞ ≤ 1. Thus,
‖G(α)−G(β)‖ = ‖G(α)−G(βb)‖, (4.32)
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From (4.29), we know that there exists a constant K such that
‖G(α)−G(βb)‖ ≤ K‖α− βb‖. (4.33)
Therefore,
‖G(α)−G(β)‖ ≤ K‖α− βb‖
= K‖α− β + β − βb‖
≤ K‖α− β‖+K‖β − βb‖. (4.34)
Since
‖β − βb‖ ≤ ‖β − α‖, (4.35)
the following condition holds
‖G(α)−G(β)‖ ≤ 2K‖α− β‖. (4.36)
Case III: ‖α‖, ‖β‖∞>1
Making use of (4.21) and (4.22), we can obtain
‖G(α)−G(β)‖=‖G(αb)−G(βb)‖, (4.37)
where
αb=[sgn(α1)min(1,|α1|), sgn(α2) min(1, |α2|), sgn(α3) min(1, |α3|)]T (4.38)
satisfies ‖αb‖∞ ≤ 1, and βb is in the form of (4.31). Based on (4.29), we know that
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there exists a constant K such that
‖G(αb)−G(βb)‖ ≤ K‖αb − βb‖. (4.39)
Since
‖αb − βb‖ ≤ K‖α− β‖, (4.40)
we have
‖G(αb)−G(βb)‖ ≤ K‖α− β‖, (4.41)
i.e.,
‖G(α)−G(β)‖ ≤ K‖α− β‖. (4.42)
Hereby, all the Lipschitz conditions are satisfied. The constructed system (4.20)
has a unique solution and it is regular. For system (4.20), define the following Lya-
punov function candidate as (4.18). We have










α2 − sα1 + Uxα3
)





























Form (4.22), we have
|g1| ≤ 1, |g2| ≤ 1, |g3| ≤ 1. (4.44)
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Thus, the term −Mg3 + γ4 + M2 + M2 (g21 + g22 + g23) in (4.43) is bounded. We have
that LV (α) → −∞ as ‖α‖ → ∞. Hence, there exists a stationary process for the
constructed system (4.20) by Lemma 4.4.2.





t ≤ 1} if the initial state satisfies x20+y20+z20 ≤ 1. One may refer to Appendix
A for a detailed proof. It is known that the interested quantum system evolves in U1
and the systems (4.20) and (4.7) are equivalent in U1. Subsequently, it will be shown
that system (4.20) with an initial state in the domain U = {Xt : x2t + y2t + z2t > 1}
converges to the domain U1 in finite time. Thus, the stationary distribution should
be in the domain U1, and we can conclude that there is a solution with a stationary
distribution of the quantum system (4.7).
It is noticed that LV (α) can be expressed as

















































min(1, α21) + min(1, α
2
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for α ∈ U , we have









(α3 − 1)2. (4.47)
For α ∈ U , LV (α)→ 0 if and only if α ∈ U = {α1, α2→0, α3→1}. It can be found
that the states cannot be trapped inside the domain U by checking the values of dXt
of the stochastic differential equations in (4.20). Thus,
∫ t
0
LV (α)dt → −∞, as t→
∞ for α ∈ U . It follows from Lemma 4.4.3 that any solution of (4.20) being in the
domain U almost surely reaches the boundary of the domain U1 in finite time. Hence,
the states of system (4.20) will finally evolve in U1. Since there exists a solution of
system (4.20) which is a stationary process, the existence of a stationary process of
the quantum system (4.7) can also be guaranteed.
4.4.2 Ergodicity of the solution with a stationary distribu-
tion
A sufficient condition for the mean-ergodicity of a stationary process is given as
follows.
Lemma 4.4.4. [121] For a given stationary process xt, if E[xtxt+τ ]→ η2, as τ →∞
with η = E[xt], then xt is mean-ergodic.
The following theorem illustrates that a stationary process of system (4.7) pos-
sesses the ergodic property.
Theorem 4.4.2. The solution with a stationary distribution of the stochastic master
equation (4.7) is mean-ergodic under the constant control (4.10) and (4.11).
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Proof. Define
x1t = xt − xe, y1t = yt − ye, z1t = zt − ze, (4.48)
with (xe, ye, ze) representing the equilibrium point of the related master equation. Un-
der the coordinate transformation (4.48), the quantum system (4.7) can be described
by
dX1t = A1X1tdt+G1(X1t)dWt, (4.49)
where X1t=[x1t, y1t, z1t]




M(x1t + xe)(z1t + ze)
√
M(y1t + ye)(z1t + ze)
−√M(1− (z1t + ze)2)
 .
Consider a fixed time point t. From (4.49), we have
dX1(t+τ) = A1X1(t+τ)d(t+ τ) +G1(X1(t+τ))dWt+τ
= A1X1(t+τ)dτ +G1(X1(t+τ))dWt+τ . (4.50)








1 (X1(t+τ))dWt+τ . (4.51)
















1 (X1(t+τ))dWt+τ . (4.52)














AT1 τ , (4.54)
where C0 = E[X1tX
T
1t]. For a stationary process, C0 is constant. Since all the
eigenvalues of A1 are negative, E[X1tX
T
1(t+τ)] converges to zero. Thus, E[x1tx1(t+τ)],
E[y1ty1(t+τ)] and E[z1tz1(t+τ)] converge to zero, i.e.,
E[(xt−xe)(xt+τ−xe)]→0, E[(yt−ye)(yt+τ−ye)]→0, E[(zt−ze)(zt+τ−ze)]→0. (4.55)
Moreover, the following conditions hold for the solution with a stationary distribution
E[xt] = xe,E[yt] = ye,E[zt] = ze. (4.56)
From (4.55) and (4.56), the following can be obtained
E[xtxt+τ ]→ x2e, E[ytyt+τ ]→ y2e , E[ztzt+τ ]→ z2e , as τ →∞. (4.57)
According to Lemma 4.4.4, the stationary process of system (4.7) is mean-ergodic.
Hence, for the solution with a stationary distribution, the ensemble average of
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Xt, E[Xt], can be replaced by the time average of Xt, denoted as 〈Xt〉time. The










dWt = ε(t)dt (4.60)




Given the fact that zt and ε(t) are mean-ergodic, it can be concluded that I(t) is
mean-ergodic. Moreover, the time average of ε(t) is zero. Thus, we can obtain the
time average of zt from the time average of I(t). Recall that the parameter estimate
γˆ is deduced from the ensemble average E[zt] = ze, as t → ∞. Therefore, we can
obtain the estimate γˆ based on the time average 〈zt〉time of the stationary process. In
practical implementations, this corresponds to an experiment on a single system.
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4.4.3 Convergence to the solution with a stationary distri-
bution
Suppose that Xt ∈ Rn is a time-homogeneous Markov process with state space
(X,B(X)), and transition function P t. When X0 = α the process Xt evolves on
the probability space (Ω,F , P ), where Ω denotes the sample space. It is assumed
that the state space X is a locally compact and separable metric space and B(X) is
the Borel field on X. A unified approach to the validation of distribution convergence
was studied via Lyapunov inequalites in [122]. Before revisiting the main result, some
preliminary definitions and lemma are provided as follows.
Definition 4.4.2 (Irreducible). [122] The process is called ϕ-irreducible for some
σ-finite measure ϕ if ϕ(A) > 0 implies Eα[
∫∞
0
1{Xt ∈ A}] > 0, ∀ α ∈ X.
Definition 4.4.3 (Petite). [122] Suppose that a is a general probability on R+ and
define the Markov transition function Ka as Ka :=
∫∞
0
P t(α, ·)a(dt). A measurable
set C ∈ B(X) is called ϕa-petite (or simply petite) if ϕa is a σ-finite measure on
B(X) and a is a probability distribution on (0,+∞) satisfying Ka(α, ·) ≥ ϕa(·) for all
α ∈ X.
Lemma 4.4.5. [123] All compact subsets of Rn are petite for a Markov process that
is irreducible and has the Feller property.
The following lemma gives a condition for the distribution convergence of a Markov
process.
Lemma 4.4.6. [122] Suppose that Xt is a regular right Markov process, and all
compact sets are petite. If for some compact set B, LV (α) ≤ −aV (α) + b1B(α)
with V (α) ≥ 1 bounded on B and constants a, b > 0, then the process converges to a
stationary distribution.
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In this section, we will investigate how to guarantee the state convergence to a
stationary distribution for system (4.7). We introduce some noise into the control
signals as follows
ux(t) = Ux +Kxεx(t) (4.62)
uy(t) = Uy +Kyεy(t) (4.63)
with Kx and Ky > 0 being constants, and εx(t) and εy(t) being independent Gaussian
white noise. Consequently, the following system can be obtained for system (4.7)














where Wxt,Wyt and Wt are independent Wiener processes. The following theorem
indicates the state convergence to a stationary distribution.
Theorem 4.4.3. The state of system (4.64) converges to a stationary distribution
provided that the control gains Kx and Ky are designed small enough so that
K2x +K
2
y < γ. (4.65)
Proof. Construct the following system
dXt = f(Xt)dt+Gc(Xt)dWct, (4.66)
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with gk, k = 1, 2, 3 in the forms of (4.22).
With a similar proof of Theorem 4.4.1 as given in Appendix A, it can be found
that there is a unique and regular solution of system (4.66). Choose the following
Lyapunov candidate












α2 − sα1 + Uxα3
)











3 − g3) + (K2x +K2y )α23 +K2yα21 +K2xα22
=
(−γ(α21 + α22 + α23) + (K2x +K2y )α23 +K2yα21 +K2xα22)+ γ − γ(α3 − 1)2
−M(α21 + α22 + g3 − 1) +M(g21 + g22 + g23 − g3). (4.68)
Define
DVterm1 = −γ(α21 + α22 + α23) + (K2x +K2y )α23 +K2yα21 +K2xα22. (4.69)
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Then LVc(α) can be written as
LVc(α) =DVterm1 + γ − γ(α3 − 1)2
−M(α21 + α22 + g3 − 1) +M(g21 + g22 + g23 − g3). (4.70)
From (4.46), we have
−M(α21 + α22 + g3 − 1) +M(g21 + g22 + g23 − g3) ≤ 0 (4.71)
as ‖α‖ → ∞. Since the control gain are designed as (4.65), we have
DVterm1 →∞ (4.72)
as ‖α‖ → ∞. Thus we have that LV (α)→ −∞ as ‖α‖ → ∞. Hence, there exists a
stationary process for system (4.66) by Lemma 4.4.2. Subsequently, it will be shown
that the system state converges to the stationary distribution.
Note that Gc(α) is nonsingular except for the states under the following cases: i)






3 =1; and iii) α1 =0, α2 =0 and |α3|>1. The dimensions of all
the singular cases are less than 3. Thus, these subsets are null sets for a measurement
in R3. Within the nonsingular domain all sample paths mix sufficiently well [120].
Therefore, for a σ−finite measure ϕ, E[∫∞
0
1{Xt ∈ A}]> 0 whenever ϕ{A}> 0 for
a measurable set A. The process is ϕ-irreducible. Since the Lipschitz conditions
are satisfied, the solution of (4.66) is a homogeneous Markov process with a Feller
transition function. According to Lemma 4.4.5, all compact subsets of Rn are petite
for the solution.
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Define the Lyapunov function candidate
Vc(α) = α
Tα + 1.











α2 − sα1 + Uxα3
)











3 − g3) + (K2x +K2y )α23 +K2yα21 +K2xα22
≤−(γ −K2x −K2y )Vc + 2γ − γ(α3 − 1)2
−M(α21 + α22 + g3 − 1) +M(g21 + g22 + g23 − g3). (4.73)
Consider the following cases:




2γ − γ(α3 − 1)2 < 0. (4.74)
Moreover, from (4.46), we have
−M(α21 + α22 + g3 − 1) +M(g21 + g22 + g23 − g3) ≤ 0. (4.75)
Thus, the following property is satisfied
LVc(α)≤−(γ−K2x−K2y )Vc. (4.76)
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If K2x +K
2
y < γ, then γ−K2x−K2y > 0.




LVc(α)≤−(γ −K2x −K2y )Vc + 2γ −M(α21 + α22)
+M
(







≤−(γ −K2x −K2y )Vc −M(α21 + α22) + 2γ + 3M. (4.77)







If α21 + α
2
2 ≤ 2γ+3MM ,
LVc(α)≤−(γ−K2x−K2y )Vc+2γ+3M. (4.79)
By Lemma 4.4.6, the state of the constructed system (4.66) converges to the stationary
distribution. Since system (4.66) is equivalent to the quantum system (4.64) in the
domain U1 = {Xt : x2t + y2t + z2t ≤ 1} and there is no limitation on the initial state
for the state distribution convergence of system (4.66), it can be concluded that the
state of system (4.64) finally converges to the stationary distribution.
Remark 4.4.1. Since E[dWxt] = 0 and E[dWyt] = 0, it is obvious that the ensemble
average evolution is the same as that of the system in the previous sections. Moreover,
it can be seen from the proof of Theorem 4.4.2 that the stationary process obtained in
this section is mean-ergodic.
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Fig. 4.2: Time average evolution
Numerical simulation: Consider the system of Example 4.3.1 with the same pa-
rameters. Take the time average of zt for a single quantum system after a sufficiently
long time. Evolution of the time average is shown in Fig. 4.2. It is illustrated that
the time average of zt converges towards the ideal ensemble average E[zt] = 0.5.
Therefore, the estimate of γ can be further derived based on the time average of zt.
4.5 Feedback Control
Based on the estimate γˆ of the decoherence rate, this section will study the problem
of the state transfers to state |1〉, i.e., x = 0, y = 0, z = −1 in the Bloch space. The
control is investigated by designing a continuous measurement and a feedback. In
Section 4.5.1, the control problem is studied with the accurate parameter estimation.
In Section 4.5.2, it is shown that the state transfer error can be guaranteed in a small
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Fig. 4.3: Scheme of the Markovian feedback control
neighborhood of zero when there exists a small estimation error on the decoherence
rate.
4.5.1 Markovian feedback control design
The Markovian feedback control theory of quantum systems has been developed in
the literature. A scheme of the Markovian feedback control is shown in Fig 4.3 [82].
The interested quantum system interacts with an optical field produced by a probe
laser. After interacting with the system, the optical field is detected continuously
using a photodetector configuration known as a homodyne detector. Based on the
measurement result I(t), a magnetic field is designed for feedback. In the feedback
control scheme, it involves in instantaneous feedback of measurement signal at each
instant to control the Hamiltonian of a quantum system. It has been shown in [74–76]
how to derive the stochastic master equation for the conditional evolution of the
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system and the related master equation under continuous measurement and feedback.
The derived equations are Markovian in the limit of instantaneous feedback.
Instead of measuring the observable σ¯z, the homodyne detection is performed in
this section with the quantum trajectory and the corresponding measurement result
described as follows















Design the feedback of the output current I(t) to the system along the directions of
x and y with feedback gains λx and λy. The evolution of the system can be described
by [74]
dρt = −is[σ¯z, ρt]dt+MD[σ]ρtdt+ γD[σ]ρtdt− iλx
√








Mσ − iλxσ¯x − iλyσ¯y]ρtdWt. (4.82)
The following theorem indicates how the states can be driven to state |1〉 with




Theorem 4.5.1. Consider the closed-loop system (4.82) under the continuous mea-
surement and the Markovian feedback control. Suppose that there is a constraint on
the measurement strength M , M ≤Mmax. Design the feedback gains as
λx = 0 (4.83)
λy = −2γ + 2M√
M
. (4.84)
Choose the measurement strength as
M = Mmax. (4.85)

































The objective is to steer the state to x = 0, y = 0, z = −1. First, we analyze the















M + γ +M
λy
√















M + γ +M
λy
√













M + γ +M
> 0, (4.88)
if we design λy and M so that λy
√




























































M + γ +M
, (4.89)
if we design λy and M so that λy
√
M + γ +M < 0.
It is obvious that the feedback gain λx should be designed as λx = 0 to minimize
111
4.5 Feedback Control

















= 0. Then we can obtain
λy = −2γ + 2M√
M
.











M + γ +M
)4
> 0. (4.91)
Consequently, zT has the following form
zT = −1 + 2γ
2γ +M
. (4.92)
By designing the measurement strength as
M = Mmax,
the following minimal value of zT can be obtained





















y − sx. (4.94)


































which means that the state can be steered to |1〉 with maximal probability 1− γ
2γ+Mmax
.
Remark 4.5.1. The maximum probability of the state in |1〉 here refers to the optimal
value that one can obtain under the performed measurement and the feedback designed
along the axes of x and y.
Remark 4.5.2. The measurement operator plays a significant role in the control
design. Suppose that we still measure the observable σ¯z as in the previous sections.
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Design the feedback of the output current I(t) to the system along the directions of x
and y with feedback gains λx and λy. The system evolves according to the following
stochastic master equation
dρt = −is[σ¯z, ρt]dt+ γD[σ]ρtdt+MD[σ¯z]ρtdt− iλx
√












Mσ − iλxσ¯x − iλyσ¯y]ρtdWt. (4.97)
By substituting the expression of ρ in the form of (4.6) into the stochastic differen-
tial equation and taking the ensemble average of the equation, the following master
equation can be derived
dx
dt
























Analyze the derivative of z shown as follows
dz
dt

















which is far away from the desired state z = −1.
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4.5.2 Control analysis in the presence of an estimation error
In this section, performance of the closed-loop system will be further investigated
under a parameter estimation error in γˆ. The following theorem can be obtained.
Theorem 4.5.2. Suppose that there exists a small estimation error in γˆ which sat-
isfies
|γˆ − γ| < . (4.101)
Design the feedback gains as
λx = 0 (4.102)
λy = −2γˆ + 2M√
M
. (4.103)
Choose the measurement strength as
M = Mmax. (4.104)
Then the state z(t) converges to a small neighborhood around the ideal one zTmin in
the form of (4.93). Specifically,




(2γˆ2 + 2γˆMmax +M2max + γMmax)(2γ +Mmax)
,




Proof. Based on the result in (4.89), we have that the state z converges to
zγT =
−2(γˆ +M) + γ +M
2(γˆ+M)2
M
− 2(γˆ +M) + γ +M
=
−(γˆ +M)M − (γˆ − γ)M
2γˆ2 + 2γˆM +M2 + γM
. (4.106)
under the control (4.103). The state error between the obtained state zγT and the
ideal one zT is
zγT − zT = −(γˆ +M)M − (γˆ − γ)M











(2γˆ2 + 2γˆM +M2 + γM)(2γ +M)
. (4.108)
Then zγT − zT < K2 with bounded K. For an arbitrary small , zγT − zT is small.
By substituting (4.104) into (4.108), we can further obtain (4.105).
4.5.3 Simulation studies
To verify the control performance, the average evolution is simulated based on the
master equation. Consider the system with parameters γ = 1 and s = 1. The initial
state is [x(0), y(0), z(0)] = 1
3
[−√3,√3,√3 ]. With the accurate parameter estimate,
control results based on different values of the measurement strength M are shown
in Fig. 4.4. Both x(t) and y(t) converge to zero. The state is finally transferred
to |1〉 with a higher probability with the increase of the measurement strength. In
addition, the control with an estimation error in γˆ is simulated. Here it is assumed
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Fig. 4.4: Control performance with different measurement strengths
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Fig. 4.5: Control performance in the presence of an estimation error
that γˆ = 0.9. As illustrated in Fig. 4.5, the control results have no much difference
compared to the results in Fig. 4.4.
4.6 Conclusion
Active manipulation of uncertain quantum systems is closely related to practical
applications. For a class of two-level quantum systems undergoing spontaneous emis-
sion, this chapter has developed an efficient estimation strategy that does not involve
in complicated high-cost computation. It has been shown that the estimate of the
decoherence rate can be deduced from the ensemble average of the measurement
results under constant control inputs. The parameter estimation has been further
investigated in terms of a single system to overcome the difficulties in practical im-
plementations. It has been shown that the parameter estimate can be deduced from
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the time average of a single implementation due to the ergodic property of the states.
Based on the parameter estimates, this chapter has designed a feedback control that
is capable of steering the system states to the excited state with high probabilities
even in the presence of parameter estimation errors. Finally, it should be pointed
out that although two-level systems are with relatively simple models, they are an




Control of Two-Level Quantum
Systems with Unknown Initial
Conditions
5.1 Introduction
This chapter aims to turn to an observer-based closed-loop control approach to deal
with uncertain quantum systems. For two-level systems with unknown initial condi-
tions, an observer is constructed to estimate the system states based on measurement
results. With the estimated information, feedback control laws are further designed
to achieve state transfers from unknown initial states to the goal eigenstates. It
should be pointed out that the significance of the chapter is that the obtained results
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provide elementary support for the development of systematic observer-based control
approaches for quantum systems.
It is worth noting that quantum measurements may enable quantum feedback
control to show great advantages over coherent open-loop control of quantum systems.
It is known that the traditional coherent open-loop control cannot drive mixed states
to any pure state, since the induced evolution is unitary and the entropy of a system
is fixed under unitary evolution. However, quantum measurements can introduce
nonunitary evolution to measured quantum systems, and consequently change the
entropies of the quantum systems [119]. Therefore, it is possible to achieve state
transfers from mixed states to pure states by making use of the measurement effect.
In this chapter, it is shown that there is no limitation on the initial states and the
state convergence to the desired states can be guaranteed even when the initial states
are mixed states.
The rest of this chapter is organized as follows. In the next section, the problem
considered in this chapter is formulated. In Section 5.3, the form of the observer is
given, and convergence properties of the observer are discussed. In Section 5.4, control
laws are first developed so that the control objectives can be achieved for exactly
known systems. Based on the state estimates, it is further shown how to achieve the
desired state transfers with guaranteed performance for systems with unknown initial
conditions. In Section 5.5, the proposed method is verified by simulation studies.




Consider the following two-level system
dρ
dt
= −is[σ¯z, ρ]− iux(t)[σ¯x, ρ]− iuy(t)[σ¯y, ρ], (5.1)
where s is a constant system parameter, σ¯z represents the internal Hamiltonian,
ux(t) and uy(t) are the control signals, and σ¯x and σ¯y represent the related control
Hamiltonians. The Hamiltonian operators are in the forms of the multiples of the
Pauli matrices described as in (4.2).
The system undergoes unitary evolution under the coherent control of ux(t) and
uy(t). It is impossible to drive a mixed initial state to any pure state. Moreover, many
well-developed open-loop control strategies are infeasible with unknown initial states.
It is known that preparation of eigenstates is a key problem in practical applications,
e.g., quantum computing [117]. The objectives are to develop control laws so that
the system can be driven from unknown initial states to the eigenstates |0〉 and |1〉,
where the initial states could be either pure or mixed states.
To achieve the objectives, an observer-based feedback control approach is proposed
in this chapter. Measure σ¯z continuously, and design the Markovian feedback along
y direction. The evolution of the closed-loop system can be described by [74]
dρt =−is[σ¯z, ρt]dt− iux(t)[σ¯x, ρt]dt− iuy(t)[σ¯y, ρt]dt+MD[σ¯z]ρtdt
−iλy(t)
√









M Tr(σ¯zρt)dt+ dWt, (5.3)
where λy(t) represents the feedback gain, the superoperators D and H are defined as
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(2.52) and (2.53), respectively, and the Wiener process Wt satisfies
E(dW (t)) = 0, [dW (t)]2 = dt.


























The measurement output is
dYt = −
√
M ztdt+ dWt. (5.5)
The subsequent tasks are to construct an observer for the closed-loop system and
design the control signals to achieve the control objectives.
5.3 Observer Design














y − sx+ uxz
dz
dt


























yˆ − sxˆ+ uxzˆ
dzˆ
dt
= uyxˆ− uxyˆ − 1
2
λ2yzˆ − L(zˆ − z), (5.8)
where L ≥ 0 represents the observer gain designed according to (5.9).
As is known, the states of system (5.6) evolve in the unit sphere, i.e., x2 +y2 +z2 ≤
1. The following lemma indicates that similar property can be obtained for the
observer.
Lemma 5.3.1. Consider the system (5.6) and the observer (5.8). Design the observer
gain as
L =
 0, if xˆ
2 + yˆ2 + zˆ2 > 1 and − zˆ(zˆ − z) > 0
> 0, otherwise.
(5.9)
Then the state estimates starting from an initial estimation condition with xˆ2(0) +
yˆ2(0) + zˆ2(0) < 1 satisfy
xˆ2(t) + yˆ2(t) + zˆ2(t) ≤ 1, ∀ t > 0. (5.10)
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xˆ2 + yˆ2 + zˆ2
)
. (5.11)




















































































































=DVp − Lzˆ(zˆ − z)
≤−Lzˆ(zˆ − z) (5.12)
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for xˆ2 + yˆ2 + zˆ2 > 1. Hence, it can be concluded that
xˆ2(t) + yˆ2(t) + zˆ2(t) ≤ 1, ∀ t > 0,
if the initial condition is chosen to satisfy xˆ2(0) + yˆ2(0) + zˆ2(0) < 1.
Remark 5.3.1. Note that the property of the state estimates described in (5.10) is
derived for arbitrary control signals, i.e., there is no limitation on the form of the
control law.
The following lemmas present the estimation convergence properties of the ob-
server that will be useful in the analysis of the observer-based control.
Lemma 5.3.2. Consider the system (5.6) and the observer (5.8) with the observer
gain (5.9). Design the feedback gain so that λy 6= 0 when L = 0 and z˜ 6= 0. Then
the state estimates xˆ, yˆ and zˆ asymptotically converge to the real variables x, y and z,
respectively.
Proof. Define the estimation errors
x˜ = xˆ− x, y˜ = yˆ − y, z˜ = zˆ − z.
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x˜2 + y˜2 + z˜2
)
. (5.14)






















2 − Lz˜2. (5.15)
Since M > 0, the derivative of Ve satisfies
dVe
dt
< 0 for L > 0 when Ve 6= 0. For the














Note that if we design λy 6= 0 for z˜ 6= 0, the derivative of Ve satisfies dVedt < 0
when Ve 6= 0. Hence, it can be concluded that the estimation errors x˜, y˜ and z˜
asymptotically converge to zero.
Remark 5.3.2. From the above proof, it can be noticed that if we design λy so that
|λy| < λ only when |z˜| < z with λ and z being arbitrarily small numbers for the
case that L = 0, the estimation errors can be guaranteed to converge to an arbitrarily
small neighborhood of zero in finite time with a fast rate by appropriately designing
M and L.
The control objectives of this chapter are to steer the system states to the eigen-
states |0〉 and |1〉, i.e., x = 0, y = 0, z = 1 and x = 0, y = 0, z = −1 in the Bloch
space. Considering these objectives, the following lemma can be further obtained.
127
5.3 Observer Design
Lemma 5.3.3. Consider the control problems of steering the states of system (5.6) to
the eigenstates |0〉 and |1〉. Choose the observer gain as (5.9). Design the feedback gain
λy so that λy arbitrarily approaches zero only when zˆ arbitrarily approaches the goal
eigenstate for the case that L = 0. Then the state estimation errors asymptotically
converge to zero. Moreover, the estimation errors can converge to an arbitrarily small
neighborhood of zero in finite time.
Proof. Consider the Lyapunov function (5.14) with its derivative as (5.15). When
L > 0, the estimation errors converge towards zero at an adjustable rate determined
by M,λy, and L.
When L = 0 and zˆ does not arbitrarily approach the desired eigenstate, the
feedback gain λy does not arbitrarily approach zero. Consequently, the estimation
errors can converge towards zero at a fast rate with appositely designed M and λy.
When zˆ arbitrarily approaches the desired state (i.e., |zˆ − 1| < z if the desired
state is |0〉 and |zˆ + 1| < z if the desired state is |1〉 with z being arbitrarily small
number) and the state z does not arbitrarily approach the desired state, we have
that signzˆ = sign(zˆ − z). Thus, −zˆ(zˆ − z) < 0. According to Lemma 5.3.1, we have
L 6= 0. Consequently, the estimation errors can converge towards zero at a fast rate
determined by M,λy, and L. For the case that both zˆ and z arbitrarily approaches
the goal state, it is obvious that the estimation error z˜ is arbitrarily small. Even
though L = 0, it can be seen that dVe
dt
< 0 from (5.15).
Given the above discussion, it can be concluded that the state estimation errors
asymptotically converge to zero. Moreover, the estimation errors can converge to an




In this section, it will be first shown how to achieve the control objectives via feedback
control for exactly known systems. Then the obtained control laws will be further
extended to the observer-based closed-loop control to achieve the state transfers with
unknown initial states.
5.4.1 Control design for exactly known systems
State transfer to the ground state |0〉
This section will present how to achieve the state transfer to the ground state |0〉 for
systems with exactly known initial states by designing the feedback control according
to different state information.
Consider the following Lyapunov function candidate
V = (1− z)ex. (5.16)
Since z ≤ 1, V is nonegative definite, and V = 0 if and only if the system state is in

























Next, the control law will be designed according to the following four situations.




ux = s(z − 1), (5.17)
uy = Ku(x− (z − 1)z). (5.18)














































Case II: x ≥ 0 & z ≤ 0
Design
ux = s(z − 1), (5.21)
uy = Ku(x− (z − 1)z). (5.22)
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Then the derivative of V is
dV
dt
















If λy < 0, we have
dV
dt






















Case III: x > 0 & z > 0
Design
ux = s(z − 1), (5.25)
uy = Ku(x− (z − 1)z). (5.26)
The derivative of V becomes
dV
dt





















(i) When z ≤ ε, where ε satisfies 0 < ε < 2
3















































Case IV: x ≤ 0 & z > 0



















ux = s(z − 1), (5.31)



























(ii) When z + (z − 1)x > ε2, we design




z + (z − 1)x. (5.36)




















For 0 < z ≤ 1, it can be checked that (z−1)z2+(z−1)3z2−(z−1) is nonnegative,
and (z−1)z2+(z−1)3z2−(z−1) = 0 if and only if z = 1. Therefore, we have
−exM(z − 1) ((z − 1)z
2 + (z − 1)3z2 − (z − 1))
−2(z + (z − 1)x) ≤ 0.








• If Cu 6= 0, we choose
uy = KuCu − M(z − 1) (z + 2(z − 1)
2z)
−2(z + (z − 1)x) . (5.39)













Design Ku and M so that Ku +
M(z−1)2
−2(z+(z−1)x) ≥ 0. Then we can obtain dVdt ≤ 0.
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From (5.20), (5.24), (5.28), (5.30), (5.34), (5.38) and (5.40), it can be concluded
that V˙ ≤ 0, and V˙ = 0 if and only if z = 1. Hence, the state asymptotically converges
to x = 0, y = 0, z = 1, i.e., the eigenstate |0〉.
The above result can be summarized as follows:
Theorem 5.4.1. Consider the closed-loop system (5.6) under continuous measure-
ment and feedback control. Design the control signals ux, uy, and λy as (5.17)-(5.19),
(5.21)-(5.23), (5.25)-(5.27), (5.29), (5.31)-(5.33), (5.35), (5.36), and (5.39) for dif-
ferent state statuses. Then the system state asymptotically converges to the eigenstate
|0〉.
Remark 5.4.1. The control signals are designed so that the derivative of V is close
to zero if and only if z is close to 1. This property will be useful in the convergence
analysis of the observer-based control.
State transfer to the excited state |1〉
Similar result can be obtained for state transfers to the excited state by choosing the
following Lyapunov function candidate
V = (1 + z)ex. (5.41)
Since z ≥ −1, V is nonegative definite, and V = 0 if and only if the state is in the




























We design the control law according to different situations.
Case I: x < 0 & z ≥ 0
Design
ux = s(z + 1), (5.42)
uy = −Ku(x− (z + 1)z). (5.43)
The derivative of V becomes
dV
dt
=−Kuex(x− (z + 1)z)2 − 1
2
λ2ye















Then the derivative of V satisfies
dV
dt
=−Kuex(x− (z + 1)z)2 − 1
2
λ2ye
xz −Mex(z + 1)(x+ 1) (5.45)
< 0.
Case II: x ≥ 0 & z ≥ 0
Design
ux = s(z + 1), (5.46)
uy = −Ku(x− (z + 1)z). (5.47)
136
5.4 Control Design
Then the derivative of V is
dV
dt













(z + 1)x+ λy
√
Mex(z + 1). (5.48)
If λy < 0, we have
dV
dt




Case III: x > 0 & z < 0
Design
ux = s(z + 1), (5.50)
uy = −Ku(x− (z + 1)z). (5.51)
The derivative of V becomes
dV
dt


















(i) When |z| ≤ ε, where ε satisfies 0 < ε < 2
3








Then the derivative of V can be expressed as
dV
dt














Then the derivative of V satisfies
dV
dt













Case IV: x ≤ 0 & z < 0
The derivative of V can be expressed as
dV
dt





λ2y(z + (z + 1)x) + λy
√





(i) When |z + (z + 1)x| ≤ ε2, where ε2 satisfies 0 < ε2 < 23 and it is chosen as ε2 = 13 ,
we design
ux = s(z + 1), (5.56)






Then the derivative of V satisfies
dV
dt




z − (z + (z + 1)x)
)














(ii) When |z + (z − 1)x| > ε2, we choose




z + (z + 1)x
. (5.61)
The derivative of V becomes
dV
dt
= exuy(x− (z + 1)z) + exM(z + 1)(zx+ (z + 1)x
2 − (z + 1))
−2(z + (z + 1)x) .
Define
Cu = x− (z + 1)z. (5.62)
Then the derivative of V can be expressed as
dV
dt
= exuyCu + e
xM(z + 1) ((z + 1)z
2 + (z + 1)3z2 − (z + 1))
−2(z + (z + 1)x)
+ex
M(z + 1) (zCu + (z + 1)C
2
u + 2(z + 1)
2zCu)
−2(z + (z + 1)x) .
For −1 ≤ z < 0, it can be checked that (z+1)z2 +(z+1)3z2−(z+1) ≤ 0, and
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(z+1)z2+(z+1)3z2−(z+1) = 0 if and only if z = −1. Therefore,
ex
M(z + 1) ((z + 1)z2 + (z + 1)3z2 − (z + 1))
−2(z + (z + 1)x) ≤ 0.




M(z + 1) ((z + 1)z2 + (z + 1)3z2 − (z + 1))
−2(z + (z + 1)x) (5.63)
≤ 0,
for ∀ uy.
• If Cu 6= 0, we design
uy = −KuCu − M(z + 1) (z + 2(z + 1)
2z)
−2(z + (z + 1)x) . (5.64)




M(z + 1) ((z + 1)z2 + (z + 1)3z2 − (z + 1))
−2(z + (z + 1)x)
+exC2u
(
−Ku + M(z + 1)
2




















Design Ku and M so that Ku +
M(z+1)2
2(z+(z+1)x)
≥ 0. Then we can obtain dV
dt
≤ 0.
From (5.45), (5.48), (5.53), (5.55), (5.59), (5.63) and (5.65), it can be noted that
dV
dt
≤ 0 and dV
dt
is close to 0 if and only if z is close to −1. The state asymptotically
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converges to the x = 0, y = 0, z = −1, i.e., the eigenstate |1〉.
The above result can be summarized as follows:
Theorem 5.4.2. Consider the closed-loop system (5.6) under continuous measure-
ment and feedback control. Design the control signals ux, uy, and λy as (5.42)-(5.44),
(5.46), (5.47), (5.49), (5.50)-(5.52), (5.54), (5.56)-(5.58), (5.60), (5.61), and (5.64)
for different state statuses. Then the system state asymptotically converges to the
eigenstate |1〉.
5.4.2 Control of systems with unknown initial states
This section will further investigate the control of systems with unknown initial in-
formation. Based on the control laws developed in Section 5.4.1, it will be shown how
to achieve the control objectives by making use of the estimation information from
the observer.
State transfer to the ground state |0〉
Theorem 5.4.3. Consider the closed-loop system consisting of the system (5.6) with
an unknown initial state, the observer (5.8) and the feedback controller. Choose the
initial state estimates satisfying xˆ2(0) + yˆ2(0) + zˆ2(0) < 1. The system converges to




If xˆ < 0 & zˆ ≤ 0,
ux = s(zˆ − 1), (5.66)




If xˆ ≥ 0 & zˆ ≤ 0,
ux = s(zˆ − 1), (5.69)




If xˆ > 0 & zˆ > 0,
ux = s(zˆ − 1), (5.72)
uy = Ku(xˆ− (zˆ − 1)zˆ). (5.73)
(i) When zˆ ≤ ε, where ε satisfies 0 < ε < 2
3












If xˆ ≤ 0 & zˆ > 0,
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(i) When zˆ + (zˆ − 1)xˆ ≤ ε2, where ε2 satisfies 0 < ε2 < 23 and it is chosen as ε2 = 13 ,
ux = s(zˆ − 1), (5.76)




(ii) When zˆ + (zˆ − 1)xˆ > ε2,




zˆ + (zˆ − 1)xˆ . (5.80)
Define
Cˆu = xˆ− (zˆ − 1)zˆ.
For Cˆu = 0, the control signal uy can be any arbitrary value. For Cˆu 6= 0,
uy = KuCˆu − M(zˆ − 1) (zˆ + 2(zˆ − 1)
2zˆ)
−2(zˆ + (zˆ − 1)xˆ) . (5.81)
Design M so that Ku +
M(zˆ−1)2
−2(zˆ+(zˆ−1)xˆ) ≥ 0.
Proof. With the above designed control signals (5.66)-(5.81), consider the following
Lyapunov function candidate
Vc = (1− zˆ)exˆ. (5.82)
Since xˆ2(0) + yˆ2(0) + zˆ2(0) < 1, the state estimates satisfy xˆ2(t) + yˆ2(t) + zˆ2(t) ≤ 1 by
Lemma 5.3.1. Thus, Vc is nonnegative definite, and Vc = 0 if and only if the estimated
state is in the goal state with xˆ = 0, yˆ = 0, zˆ = 1. The derivative of Vc is as follows:
143
5.4 Control Design
























If xˆ > 0 & zˆ > 0,
(i) When zˆ ≤ ε, where 0 < ε < 2
3







































If xˆ ≤ 0 & zˆ > 0,
































The derivative of Vc in (5.83)-(5.89) can be summarized as
dVc
dt
= −K(t) + Lexˆ(zˆ − z). (5.90)
Based on Lemma 5.3.1, we have xˆ2 + yˆ2 + zˆ2 ≤ 1, since xˆ2(0) + yˆ2(0) + zˆ2(0) < 1.
Thus, we have |xˆ|, |yˆ| and |zˆ| ≤ 1. Consequently, K(t) is nonnegative definite. From
Remark 5.4.1, it is noted that K(t)→ 0 if and only if zˆ → 1. Moreover, since |xˆ| ≤ 1,
we have
exˆ(zˆ − z)
≤ e|zˆ − z|
≤ e (|xˆ− x|+ |yˆ − y|+ |zˆ − z|) .
Define
θ(t) = e (|xˆ− x|+ |yˆ − y|+ |zˆ − z|) .
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The derivative of Vc satisfies
dVc
dt
≤ −K(t) + Lθ(t). (5.91)
Since xˆ2 + yˆ2 + zˆ2 ≤ 1, the observer gain L should be designed as L > 0 according to
(5.9). Therefore, based on Lemma 5.3.2, we have that θ(t) decreases asymptotically
under arbitrary control. According to Lemma 5.3.3, suppose that, after a finite time
T , θ(T ) = T which is sufficiently small. Correspondingly,
dVc
dt
≤ −K(t) + LT , ∀ t ≥ T. (5.92)
For K(t) ≤ LT , denote Xˆ = [xˆ, yˆ, zˆ]T ∈ Ω. In Ω, |zˆ − 1| ≤ ξ. If Xˆ /∈ Ω, then
K(t) > LT . Therefore,
dVc
dt
< 0, and the state Xˆ will converge to Ω. For sufficiently
small T , ξ is small. Hence, it can be concluded that |zˆ−1| converges to an arbitrarily
small neighborhood of zero. Furthermore, since the estimate zˆ finally converges to
the real variable z, the value of |z−1| converges to an arbitrarily small neighborhood
of zero.
State transfer to the excited state |1〉
Similar result can be obtained for state transfer to the excited state.
Theorem 5.4.4. Consider the closed-loop system consisting of the system (5.6) with
an unknown initial state, the observer (5.8) and the feedback controller. Choose the
initial state estimates satisfying xˆ2(0) + yˆ2(0) + zˆ2(0) < 1. The system converges to




If xˆ < 0 & zˆ ≥ 0,
ux = s(zˆ + 1), (5.93)




If xˆ ≥ 0 & zˆ ≥ 0,
ux = s(zˆ + 1), (5.96)




If xˆ > 0 & zˆ < 0,
ux = s(zˆ + 1), (5.99)
uy = −Ku(xˆ− (zˆ + 1)zˆ). (5.100)
(i) When |zˆ| ≤ ε, where ε satisfies 0 < ε < 2
3












If xˆ ≤ 0 & zˆ < 0,
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(i) When |zˆ+ (zˆ+ 1)xˆ| ≤ ε2, where ε2 satisfies 0 < ε2 < 23 and it is chosen as ε2 = 13 ,
ux = s(zˆ + 1), (5.103)




(ii) When |zˆ + (zˆ − 1)xˆ| > ε2,




zˆ + (zˆ + 1)xˆ
. (5.107)
Define
Cˆu = xˆ− (zˆ + 1)zˆ. (5.108)
For Cˆu = 0, the control signal uy can be an arbitrary value. For Cˆu 6= 0,
uy = −KuCˆu − M(zˆ + 1) (zˆ + 2(zˆ + 1)
2zˆ)
−2(zˆ + (zˆ + 1)xˆ) . (5.109)
Design M so that −Ku + M(zˆ+1)2−2(zˆ+(zˆ+1)xˆ) ≤ 0.
Proof. With the above designed control signals (5.93)-(5.109), consider the following
Lyapunov function candidate
Vc = (1 + zˆ)e
xˆ. (5.110)
Based on Lemma 5.3.1, it can be known that Vc is nonnegative definite. Moreover,
Vc = 0 if and only if the estimated state is in the goal state with xˆ = 0, yˆ = 0, zˆ = −1.
The derivative of Vc is as follows:
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If xˆ < 0 & zˆ ≥ 0,
dVc
dt




−Mexˆ(zˆ + 1)(xˆ+ 1)− Lexˆ(zˆ − z). (5.111)



















If xˆ > 0 & zˆ < 0,
(i) When |zˆ| ≤ ε, where 0 < ε < 2
3












(ii) When |zˆ| > ε,
dVc
dt












− Lexˆ(zˆ − z). (5.114)
If xˆ ≤ 0 & zˆ < 0,
(i) When |zˆ + (zˆ + 1)xˆ| ≤ ε2, where 0 < ε2 < 23 and it is chosen as ε2 = 13 ,
dVc
dt






− Lexˆ(zˆ − z). (5.115)
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M(zˆ + 1) ((zˆ + 1)zˆ2 + (zˆ + 1)3zˆ2 − (zˆ + 1))
−2(zˆ + (zˆ + 1)xˆ) − Le
xˆ(zˆ − z), (5.116)












− Lexˆ(zˆ − z). (5.117)
The derivative of Vc in (5.111)-(5.117) can be summarized as
dVc
dt
= −K(t)− Lexˆ(zˆ − z). (5.118)




≤ −K(t) + Le (|xˆ− x|+ |yˆ − y|+ |zˆ − z|) .
Similar to the proof for the state transfer to the ground state, we can draw the
conclusion that |z + 1| converges to an arbitrarily small neighborhood of zero.
Remark 5.4.2. It can be seen from the proofs of Theorems 5.4.1-5.4.4 that there is
no constraint on the initial states, which could be either pure states or mixed states.
Remark 5.4.3. In our previous work [108], we proposed a switching control of closed
quantum systems via Lyapunov method to improve the convergence performance of
state transfers to target states. In the work, the control strategy is developed for
systems with exactly known initial states, and consequently control signals are switched
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based on time. In contrast, the control signals in this work are switched based on the
estimation results, which provides a more reasonable solution for practical quantum
control problems.
5.5 Simulation Studies
To verify the proposed closed-loop control approach, the system with parameter s=
1 is taken as the plant to be controlled. The following control problems will be
simulated: (i) state transfer from the mixed state ρ(0) = 1
2
 1 + z x− iy
x + iy 1− z
 with
x(0) = 0.1, y(0) = 0, z(0) = −0.8 to the ground state |0〉, and (ii) state transfer from
the mixed state ρ(0) = 1
2
 1 + z x− iy
x + iy 1− z
 with x(0) = 0.1, y(0) = 0.1, z(0) = 0.5
to the excited state |1〉. It can be noticed that the initial states are with higher
probabilities in the excited state and the ground state for case (i) and case (ii),
while the objectives are to steer the states to the ground state and the excited state,
respectively.
Suppose that the initial states are exactly known. Design the measurement
strength as M = 1. With the designed control in Section 5.4.1, the states finally
converge to the desired states as shown in Figs. 5.1-5.4. For the case that the initial
states are not known exactly, the control problems are further investigated based on
the observer-based approach proposed in Section 5.4.2. The initial estimated states
are chosen as xˆ = 0, yˆ = 0, zˆ = 0, which indicates that the initial estimated states
are assumed to be in the ground and excited states with equal probabilities. The
positive value of the observer gain here is chosen as L = −100. Simulation results
are shown in Figs. 5.5-5.8. It can be seen that the results are quite similar to those
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Fig. 5.1: State convergence to the ground state with exactly known initial condition
of the case with exactly known initial states. Since the observer gain is selected as a
large number, the state estimates zˆ converge to the true values of z at fast rates, and
consequently, the negativity of the derivatives of Vc can be guaranteed in short time
and thus the states converge towards the desired states.
5.6 Conclusion
Extension of the observer-based control from the classical control theory to the quan-
tum domain is an inspiring research topic. It is expected to estimate unknown in-
formation and in the meantime achieve desired state transfers by making use of the
estimates to correct control signals. In this chapter, the control of a class of two-level
quantum systems with unknown initial conditions has been investigated. It has been
shown that the designed closed-loop control can transfer the quantum state from an
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Fig. 5.2: Control efforts for state transfer to the ground state with exactly known
initial condition


















Fig. 5.3: State convergence to the excited state with exactly known initial condition
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Fig. 5.4: Control efforts for state transfer to the excited state with exactly known
initial condition


























Fig. 5.5: State convergence to the ground state with unknown initial condition
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Fig. 5.6: Control efforts for state transfer to the ground state with unknown initial
condition



























Fig. 5.7: State convergence to the excited state with unknown initial condition
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Fig. 5.8: Control efforts for state transfer to the excited state with unknown initial
condition
arbitrary state to an eigenstate with guaranteed performance.
It is worth noting that the constructed observer converges at an adjustable rate,
and the control laws for the systems with exactly known initial states are designed
to guarantee that the state convergence rates are sufficiently large when the system
states are far away from the target states. Consequently, the designed observer-
based control strategy can guarantee the convergence of the estimation and the state
transfers simultaneously. This could be a key factor in the design of an observer-based
control strategy. Based on the obtained results, observer-based closed-loop control of
more complex uncertain quantum systems deserves further investigation.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
This thesis focuses on exploring new approaches to solving difficulties in manipulation
of quantum systems with inspiration from the classical control theory. The results
presented in this thesis could provide effective support for the development of a gen-
eral framework of quantum control theory. The contributions can be summarized as
follows.
In Chapter 3, real-valued equations equivalent to the Schro¨dinger equation were
derived to facilitate the analysis and control design for closed quantum systems.
Through a review of the pure state identification procedure, it was illustrated that
a quantum state can be uniquely determined by a minimal set of real parameters,
and thus the real-valued dynamics can be naturally derived. With the real-valued
equations, the Lyapunov-based control approach was further considered. It was shown
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that it is more convenient to characterize and analyze the invariant sets in the real-
valued picture. Moreover, a different perspective was provided to show how to achieve
arbitrary state transfers on the unit spheres by designing the control signals with the
assistance of the real-valued equations.
In Chapter 4, the study was moved to more practical systems. A class of two-
level quantum systems with unknown decoherence rates were considered. By steering
the average evolution to a stable point with constant control efforts, the unknown
decoherence rate can be derived based on the measurement result of the ensemble
average. Considering the practical limitations in the ensemble average-based estima-
tion, a parameter estimation method was further investigated in terms of the ergodic
property of a single quantum system. Compared to the estimation approaches in the
literature, the proposed method does not need to solve optimal problems iteratively
and thus it is more efficient in computation and easier to implement with lower cost.
Furthermore, it was illustrated that high probability state transfers to the desired
goal state could be achieved with a designed Markovian feedback control law based
on the estimation results.
In Chapter 5, the identification and control of quantum systems was extended
to an observer-based real-time control method for two-level systems with unknown
initial conditions. It was illustrated how to achieve desired state transfers with the
state estimation. It was shown that the proposed control method benefits from the
nonunitary evolution induced by the measurement effect, so that state transfers to
pure states can be achieved even from mixed initial states. The significance of the
study in Chapter 5 is that it can be regarded as a stepping stone towards the devel-




In this section, some potential research topics are proposed for future investigation.
• Identification based on a single implementation for more general quantum sys-
tems
The parameter identification problem considered in this thesis is for a class of two-level
quantum systems. Evolution of the average system is described by linear equations.
This provides much convenience to investigate the ergodicity of the related stochastic
equations for a single quantum system. However, models for higher level quantum
systems are much more complex than those of two-level systems. It could be difficult
to analyze the ergodic property for a single quantum system due to the nonlinear
feature of the dynamics. Therefore, parameter identification for more complex sys-
tems based on a single implementation is a more challenging topic. It deservers our
further investigation on how to exert control signals to guarantee the ergodicity or
the periodic property of system states so that parameter estimation can be achieved
based on a single system.
• Adaptive control of quantum systems
The observer-based control approach studied in Chapter 5 aims to improve the feed-
back quantum control theory in dealing with uncertainties of quantum systems via
adopting the real-time estimation information to adjust the control signals. The
significant of the investigation is to build up foundation for the application of the
adaptive control theory in the quantum domain. One practical further research topic
is how to design control signals so that they can be adapted to the real-time infor-
mation of controlled systems when there are parameter or model uncertainties in the
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systems. It can be noticed that the control efforts in Chapter 5 are implemented
based on the ensemble average information. It will make the investigation much
more challenging with the consideration of the stochastic terms in system models.
In addition, an interesting problem lies in how to implement estimation and control
simultaneously.
• Practical applications for solving real-life problems
As mentioned in the introduction chapter, one main goal of quantum control
theory is to establish a firm theoretical footing for active manipulation of quantum
systems in practical applications, such as NMR, manipulation of molecular systems
and implementation of quantum computers. There are important differences between
theoretical studies and experimental implementations [3]. For example, uncertainties
and disturbances are common in real-life laboratory systems. Under realistic labora-
tory conditions for real molecules, it is inevitable that there exist various uncertainties
and disturbances in the control signals, the molecular Hamiltonians of quantum sys-
tems, or the initial quantum states. Motivated by the need to advance the control
theory for real applications of quantum technology, this thesis has provided some
theoretical support for the identification and control of quantum systems. How to
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Appendix for Chapter 4
A.1 Evolution of quantum systems in the unit ball
This section will show that the state of the quantum system (4.7) evolves in the unit
ball, i.e., x2t + y
2
t + zt ≤ 1, ∀ t ≥ 0.
Lemma A.1.1 (Ito’s lemma). [124] Consider the stochastic differential equation de-
scribed by
dXt = f(Xt)dt+G(Xt)dWt,
where the state Xt ∈ Rn, and Wt ∈ Rm is a Wiener process. For a continuous
























A.1 Evolution of quantum systems in the unit ball
Lemma A.1.2. [119] Suppose that Xt is a random process and it satisfies the fol-
lowing stochastic differential equation
dXt = (a(t, ω)Xt + c(t, ω)) dt+ b(t, ω)XtdWt, (A.2)




































For system (4.7), we have the following result showing that the quantum system
evolves in the unit ball.
Theorem A.1.1. Consider the quantum system (4.7) with arbitrary admissible con-
trol law such that it has a unique solution. We have that the system state almost




t ≤ 1, ∀ t ≥ 0.







t − 1. (A.6)
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yt − sxt + ux(t)zt
)
dt















x2t zt + y
2
t zt − (1− z2t )zt
)
dWt. (A.7)
Note that (A.7) can be written as
dVt = −γVtdt−M(1− z2t )Vtdt− γ(1− zt)2dt+ 2
√
MztVtdWt. (A.8)
















As mentioned in Section 2.1.3, the density matrix ρ of a quantum state should satisfy
Tr(ρ2) ≤ 1. (A.11)

















0 ≤ 1. (A.13)
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Thus, from the definition of Vt in (A.6), we have
V0 ≤ 0. (A.14)
From the derived expression of Vt in (A.9), we have the following inequality






t ≤ 1, ∀ t > 0.
Therefore, the quantum system (4.7) evolves in the unit ball.
A.2 Existence of unique and regular solution of
system (4.66)
Theorem A.2.1. There is a unique and regular solution of system (4.66).







Tr(AT1A1)‖α‖+ γ, ∀ α, β ∈ R3, (A.17)
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where α = [ α1 α2 α3 ]
T , β = [ β1 β2 β3 ]











For the function Gc(·), we have
‖Gc(α)‖1 = max
(
Kx(|α3|+ |α2|), Ky(|α3|+ |α1|),
√
M(|g1|+ |g2|+ |1− g3|)
)
= max (Kx(|α3|+ |α2|), Ky(|α3|+ |α1|),
√









Therefore, there exist a constant K1 such that
‖Gc(α)‖1 ≤ K(‖α‖1 + 1). (A.19)




0 −Ky(α3 − β3)
√
M (g1(α)− g1(β))
Kx(α3 − β3) 0
√
M (g2(α)− g2(β))





A.2 Existence of unique and regular solution of system (4.66)
The 1-norm of Gc(α)−Gc(β) is
‖Gc(α)−Gc(β)‖1
= max (Kx(|α3−β3|+|α2−β2|), Ky(|α3−β3|+|α1−β1|), ‖G(α)−G(β)‖1) , (A.21)
where G(·) is defined in (4.21). In the proof of Theorem 4.4.1, it has been shown that
there exist a constant K2 such that the following Lipschitz condition holds for G(·)
‖G(α)−G(β)‖ ≤ K2‖α− β‖. (A.22)
With the equivalent property of the 1- and 2-norm, we have that a constant K3 exists
such that
‖G(α)−G(β)‖1 ≤ K3‖α− β‖1. (A.23)
By substituting (A.23) into (A.21), the following relation can be obtained
‖Gc(α)−Gc(β)‖1
≤ max (Kx(|α3−β3|+|α2−β2|), Ky(|α3−β3|+|α1−β1|), K3‖α− β‖1) . (A.24)
Since
|α3−β3|+|α2−β2| ≤ ‖α− β‖1
|α3−β3|+|α1−β1| ≤ ‖α− β‖1,
we can further obtain
‖Gc(α)−Gc(β)‖1 ≤ K4‖α− β‖1 (A.25)
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for some constant K4.
All the Lipschitz conditions of Lemma 4.4.1 are satisfied due to the equivalence
between 1- and 2-norm. Therefore, we can conclude that system (4.66) has a unique
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