Abstract-In recent years, there has been extensive research on sparse representation of vector-valued signals. In the matrix case, the data points are merely vectorized and treated as vectors thereafter (for example, image patches). However, this approach cannot be used for all matrices, as it may destroy the inherent structure of the data. Symmetric positive definite (SPD) matrices constitute one such class of signals, where their implicit structure of positive eigenvalues is lost upon vectorization. This paper proposes a novel sparse coding technique for positive definite matrices, which respects the structure of the Riemannian manifold and preserves the positivity of their eigenvalues, without resorting to vectorization. Synthetic and real-world computer vision experiments with region covariance descriptors demonstrate the need for and the applicability of the new sparse coding model. This work serves to bridge the gap between the sparse modeling paradigm and the space of positive definite matrices.
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INTRODUCTION
I N the past decade there has been extensive research on sparse representations of signals [1] , [2] , [3] and recovery of such sparse signals from noisy and/or undersampled observations [4] , [5] . Much of the work has been associated with vector-valued data, and higher-order signals like images (2D, 3D, or higher) have been dealt with primarily by vectorizing them and applying any of the available vector techniques. A review of the applications of sparse representation in computer vision and pattern recognition is presented by Wright et al. [6] .
More recently some researchers have realized the advantages of maintaining the higher-order data in their original form [7] to preserve the inherent structure, which may be lost upon vectorization. One such data type consists of n Â n symmetric positive semidefinite (SPSD) matrices (S S n þ ). A symmetric matrix A is positive semidefinite if, for any vector x,
This is also succinctly denoted as A # 0. This fundamental property arises from the implicit structure in the matrix A, i.e., A has nonnegative eigenvalues. By implicit, we mean that this necessary condition cannot be easily expressed in terms of the elements of A directly, unlike say, symmetry of a matrix. When the eigenvalues of a symmetric A are strictly positive, we call A a symmetric positive definite (SPD) matrix (S S n þþ ), denoted by A 1 0. Correspondingly, for any vector x 6 ¼ 0, we have x T Ax > 0. Positive definite matrices are a very natural generalization of positive scalars and positive vectors. They are used widely in probability and statistics, as well as to model certain physical phenomena. The covariance matrix of any (nondegenerate) multivariate distribution is a positive definite matrix. Kernel matrices from many popular machine learning algorithms [8] are positive semidefinite. In medical imaging, the revolutionary new field of diffusion tensor imaging (DTI) represents each voxel in a 3D brain scan by a 3 Â 3 SPD matrix, called the diffusion tensor, whose principal eigenvector gives the direction of water diffusion in that region. More recently in the image processing and computer vision community, a new feature known as the region covariance descriptor (RCD) has been introduced [9] , [10] , which represents an image region by the covariance of n-dimensional feature vectors at each pixel in that region. These feature descriptors are currently being used for human detection and tracking, object recognition, texture classification, query-based retrieval of image regions, and so on [11] . Unlike general vectors, SPD matrices do not form a euclidean space when vectorized. Rather, they form a connected Riemannian manifold, and the distance between two points is measured using the geodesic connecting them on this manifold [12] , [13] , [14] .
In this work, we propose a novel algorithm for sparse representation of symmetric positive definite matrices called tensor 1 sparse coding. The sparse decomposition of a positive definite signal in terms of a given dictionary of positive definite atoms is formulated as a convex optimization problem. The proposed formulation belongs to the class of MAXDET optimization problems [15] that can be solved through efficient interior-point (IP) algorithms. We believe that this extension of sparse coding techniques to the space of SPD matrices will benefit the development of sparse models tailored to the relevant problem domains. This forms the first step toward extending the vast toolbox of sparsity-based algorithms to this class of data points.
The rest of the paper is organized as follows: In Section 2, we provide a brief description about region covariance descriptors, since they form the primary motivation behind this work and are used in all of our experiments. Section 3 presents an overview of previous work on region covariances, especially those approaches that deal with the manifold geometry of these descriptors. Section 4 describes the sparse coding problem for SPD matrices, and our tensor sparse coding approach is explained in Section 5. In Section 6, synthetic experiments are presented to demonstrate the need for a direct tensor approach as opposed to those involving vectorization. Experiments on real-world data, i.e., region covariances for human appearance modeling, texture classification, and face recognition, are presented in Section 7 and show the applicability of sparse modeling by comparing with previous techniques on these positive definite descriptors. Section 8 illustrates the similarity between the geodesic distance on the Riemannian manifold and the objective used in our formulation. Conclusions and future research directions are presented in Section 9.
REGION COVARIANCE DESCRIPTORS
RCDs were first introduced by Tuzel et al. [9] as a novel region descriptor for object detection and texture classification. Given an image I, let define a function that extracts an n-dimensional feature vector z i from each pixel i 2 I, such that ðI; x i ; y i Þ ¼ z i ; where z i 2 IR n , and ðx i ; y i Þ is the location of the ith pixel. A given image region R is represented by the n Â n covariance matrix C R of the feature vectors fz i g jRj i¼1 of the pixels in region R. Thus, the region covariance descriptor is given by
where R is the mean vector:
The feature vector z usually consists of color information (in some preferred color-space, usually RGB) and information about the first and higher order spatial derivatives of the image intensity, depending on the application intended. Although covariance matrices can be positive semidefinite in general, the covariance descriptors themselves are regularized by adding a small constant multiple of the identity matrix, making them strictly positive definite. Thus, the region covariance descriptors belong to S S n þþ . Given two covariance matrices A and B, the Riemannian distance metric D geo ðA; BÞ gives the length of the geodesic connecting these two points on this manifold. This is given by [12] 
where logðÁÞ represents the matrix logarithm and k Á k F is the Frobenius norm. The geodesic distance is affine-invariant, in that any nonsingular congruence transformation on the covariances does not change the distance:
for any invertible X. This corresponds to a linear transformation of the feature vectors z i 7 ! Xz i . Therefore, region covariances can be invariant to illumination, orientation, and scale of the image region, depending on the features used and how the regions are defined. Many existing classification algorithms for region covariances use the geodesic distance in a K-nearest-neighbor framework. The geodesic distance can also be used with a modified K-means algorithm for clustering [16] . Arsigny et al. [17] proposed another metric known as the Log-euclidean distance, which is the distance between two positive definite matrices measured on the tangent space of S S n þþ at the identity matrix. The tangent space of SPD matrices at any point on the manifold is S S n , the space of n Â n symmetric matrices, and the tangent operator is the matrix logarithm. If A is SPD, then log A is a symmetric matrix, with no constraints on its eigenvalues. The Logeuclidean metric is given by
This is a lower bound on the actual geodesic distance, and the bound is exact when the two matrices commute [18] . Some works in the literature use this metric due to its simplicity, and since the tangent space is euclidean the symmetric matrices in this space can be vectorized for further processing. Other relevant metrics for positive definite matrices are also elaborated in [19] , showing results from diffusion tensor imaging.
RELATED WORK
As mentioned earlier, region covariances were first introduced in [9] . Porikli and Tuzel [20] describe a technique for fast construction of region covariances for rectangular image windows, using integral images, enabling the use of these compact features for many practical applications that demand real-time performance. Since then, they have been used for tracking [10] , [21] , texture classification and segmentation [22] , [23] , object detection [11] , [24] , [25] , face recognition [26] , and action recognition [27] . In [28] , Cargill et al. provide a performance evaluation of the covariance descriptor as a suitable feature for generic target detection. In [10] , the authors track nonrigid objects with an update mechanism based on Lie algebra defined at the tangent space of the identity matrix. Tuzel et al. [11] present a boosting framework over region covariances. Zheng et al. [29] apply a manifold learning method for tracking people with region covariances. Sivalingam et al. [16] describe a framework for metric learning over positive semidefinite matrices. Wang and Wu [30] perform object tracking using region covariances by incrementally learning a low-dimensional model for the covariances in an adaptive manner.
Porikli [31] provides a collective description of most of the different learning algorithms used above for region covariances. The most successful algorithms are those which respect the structure of the Riemannian manifold.
In machine learning, multiple kernel learning attempts to learn a convex or conic combination of predefined kernel matrices that optimizes certain objectives. These predetermined kernels can be parametric kernels with different parameter choices. Bach et al. [32] , [33] optimize a performance measure over the conic combination of the individual kernel matrices, without specifying an actual target kernel-they have a constraint on the trace of the target kernel only. Ying et al. [34] minimize the Logdet divergence between a target kernel (the optimal kernel formed from the ground-truth labels) and a convex combination of a set of predefined kernels. The combination weights are optimized using project gradient descent over the simplex, and there is no sparsity constraint suggested. Further, optimizing an ' 1 sparsity term or constraint is not feasible here because a convex combination is used (the weights are nonnegative and sum to 1). In our work, we use a conic combination of positive definite (or semidefinite) matrices, with a sparsity constraint on the coefficient vector.
There has also been work on regression over positive semidefinite matrices where the response variable is a scalar, i.e.,
where X 2 R nÂn , W 2 S n þ , and y 2 R. A quadratic loss function over the response variables and their predictions is optimized. Tsuda et al. [35] use the von Neumann divergence term as a regularizer for the optimization over the positive definite W . Meyer et al. [36] use Riemannian optimization over a positive semidefinite W to learn a regression model. They also describe a connection between the Riemannian affine-invariant metric and the LogDet divergence. Nesterov and Todd [37] explore the connections between Riemannian geometry and self-concordant barrier functions used in interior-point methods.
In the area of metric learning, Davis et al. [38] learn a distance metric (or kernel matrix) based on pairwise constraints on the data samples, and optimize a Logdet divergence measure between a given matrix A 0 and the learned matrix A, A; A 0 2 S n þ . This is carried out to satisfy the pairwise constraints as much as possible, while staying close to the original matrix.
In our work, the goal is to represent a positive definite matrix by a linear (or conic) combination of a set of positive definite matrices, while trying to enforce sparsity on the coefficients. Some other works trying to learn similar sparse decompositions are given below: In [39] , Guo et al. take the covariance descriptors to the tangent space, by the logarithm map and perform vector sparse coding (VSC) in this euclidean space. The resultant algorithm gives good performance for action recognition in video. Wang and Vemuri [40] also learn sparse representations over positive definite matrices in the tangent space, via the logarithm and exponential maps. In a similar approach, Sra and Cherian [41] learn a generalized dictionary of rank-1 positive semidefinite atoms to sparsely represent covariance descriptors. However, the authors in the above two approaches use the Frobenius norm as the error metric. Pfander et al. [42] decompose a general matrix as a sparse linear combination of a dictionary of matrices by multiplying all the involved matrices on a known vector reducing the matrix problem to a known vector problem with well-established guarantees. Wang et al. [43] present the Common Component Analysis problem, where the authors learn a common low-dimensional subspace for a set of high-dimensional covariance matrices.
We present a novel sparse coding approach that uses a distortion function derived from the Wishart probability distribution. This approach maintains the positive definite matrices as such without vectorization, and therefore is more respectful of the matrix manifold geometry than vectorizing the matrices and treating them as points in euclidean space.
PROBLEM STATEMENT
We begin with a known dictionary consisting of K n Â n positive definite matrices A ¼ fA i g K i¼1 , where each A i 2 S S n þþ is referred to as a dictionary atom. Given a signal S 2 S S n þþ , our goal is to represent S as a linear combination of the dictionary atoms, i.e.,
where x ¼ ðx 1 ; x 2 ; . . . ; x K Þ T is the coefficient vector (see Fig. 1 ).
With a slight abuse of notation, we will henceforth represent the sum P K i¼1 x i A i as Ax for the sake of convenience. 2 Since only a nonnegative linear combination of positive definite matrices is guaranteed to yield a positive definite matrix, we impose the constraint x ! 0 on the coefficient vector. However, we will also explore the effect of removing this constraint in later sections.
It is to be noted that the given matrix S need not always be exactly representable as a sparse nonnegative linear combination of the dictionary atoms. In other words, S need not be exactly sparse in the space of the dictionary A. Hence, we will try to find the best approximationŜ ¼ Ax to S, by minimizing the residual approximation error:
and dðÁ; ÁÞ is an appropriate distortion measure over positive definite matrices.
Since we are reconstructing a positive definite signal S, we also require the approximationŜ to be positive definite:
Although this would be ensured by construction due to the nonnegativity of x and the strictly positive definite dictionary atoms, we nonetheless retain this constraint explicitly for reasons which will become clear shortly.
We further require that the representation be sparse, i.e., S is to be represented by a sparse linear combination of the dictionary atoms. To this effect, we impose a constraint on the ' 0 "pseudonorm" of x:
where T is a predefined parameter denoting the maximum number of nonzero elements in x. Next, we need to select the distortion measure in (2). While the Riemannian geodesic distance (1) would be our first choice-however, it is a nonconvex function (consider j log xj) and, therefore, difficult to optimize directly. Hence, we search for another loss function to optimize. The Logdet divergence, as we will elaborate next, is a wellsuited distortion measure, not only due to its significant relation with Wishart and Gaussian distributions, but also because it results in a well-known and tractable convex optimization problem.
APPROACH
The Logdet Divergence
The Logdet divergence [44] D ld ðX; Y Þ is a Bregman divergence [45] between two matrices X 2 S S n þ and Y 2 S S n þþ , and is given by
It is asymmetric (and therefore, a divergence) D ld ðX; Y Þ 6 ¼ D ld ðY ; XÞ, and is convex only in the first argument. It is also known as Stein's loss in covariance estimation in statistics, or the Burg matrix divergence (a matrix generalization of the Burg divergence). The Logdet divergence is equal to twice the KullbackLeibler divergence (K-L divergence) between two multivariate Gaussians with equal mean [38] . Consider
where x ; y 2 IR n and AE x ; AE y 2 S S n þþ . The K-L divergence between P x and P y is given by
y ð x À y Þ À nÞ:
According to Banerjee et al. [46] , there exists a bijection between regular exponential families and a large class of Bregman divergences known as regular Bregman divergences. For example, the squared-error loss function which is minimized in vector sparse coding methods comes from the squared euclidean distance, which is the Bregman divergence corresponding to the multivariate Gaussian distribution. Thus, the minimization of a squared error objective function corresponds to the assumption of Gaussian noise. The Wishart distribution [47] , which is a distribution over n Â n positive definite matrices, with positive definite parameter matrix Â 2 S S n þþ and degrees of freedom p ! n, is given by
where j Á j is the determinant. The Logdet divergence D ld ðX; ÂÞ is the Bregman divergence corresponding to the Wishart distribution PrðXjÂ; pÞ [48] . The Wishart distribution is also a conjugate prior for the inverse sample covariance matrix (or precision matrix) of a multivariate Gaussian distribution. Correspondingly, the inverse Wishart distribution is the conjugate prior for the sample covariance matrix [49] . Since
the Bregman divergence for the inverse Wishart distribution
Here, Â À1 refers to the true covariance of the multivariate Gaussian distribution and X À1 the sample covariance matrix. In the sparse coding framework, if AE Ã is the true covariance, and S is the sample covariance signal provided, the goal is to estimate the true covariance as a sparse linear combination of certain basis atoms. Therefore, the Logdet divergence D ld ðAE Ã ; SÞ appears to be a suitable candidate as the objective function for the sparse coding formulation.
Note that the Logdet divergence is also affine-invariant like the geodesic distance, in terms of its arguments:
for any invertible X.
In Section 8, we will also show a further similarity between the Riemannian geodesic distance (1) and the Logdet divergence (3).
Tensor Sparse Coding Formulation
Motivated by the aforementioned reasons, the optimization problem is defined as minimizing the Logdet divergence D ld ðŜ; SÞ between the approximationŜ and the given matrix S:
To reduce the problem to a canonical form, and to improve numerical stability, we apply the invariant property of the trace and the log det under similarity transformations. The objective function is unaffected by the similarity transformation X 7 ! S 1=2 XS À1=2 , where X is the argument of the trace or log det :
¼ trðÂxÞ À log detðÂxÞ À n; ð7Þ
Exploiting the linearity of the trace, setting c : c i ¼ trÂ i , and discarding the constant n,
While the approaches in this paper use a given fixed dictionary, future work in this framework on learning the dictionary A from the data necessitates an added constraint that the residual E ¼ S ÀŜ be positive semidefinite:
where I n is the n Â n identity matrix. This constraint is useful scenarios where we learn the dictionary from data or augment the dictionary with new atoms. When this is not the case, we can relax this upper cone constraint. In the Section 7, we show results both from retaining this constraint (denoted by "2-cone") and relaxing it ("1-cone").
The ' 0 sparsity constraint in (3) is nonconvex, and therefore, we replace this with its nearest convex relaxation-the ' 1 norm of x:
Under certain assumptions [50] , minimizing the ' 1 penalty has been proven to yield equivalent results as minimizing kxk 0 for sparse vector decompositions. Hence, it is appealing to perform the same relaxation here as well. Combining all the above constraints with the objective function we wish to minimize, we have the following optimization problem:
where ! 0 is a parameter that represents a tradeoff between a sparser representation and a more accurate reconstruction. Since x i ! 0, the ' 1 norm simply becomes the sum of the components of x:
yielding the optimization problem:
T x À log detðÂxÞ ð 13aÞ s:t: 0 "Âx " I n ; ð13bÞ
Concurrent with other vector sparse coding techniques, we may express this optimization problem in an alternate form that puts a hard constraint on the ' 1 norm of x instead of a penalty term kxk 1 in the objective function:
We denote the optimization problems defined by (13a)-(13b) and (14a)-(14c) as Type I (' 1 -regularized) and Type II (' 1 -constrained), respectively. These two formulations are equivalent for appropriate choices of and T .
The MAXDET Problem
The above formulations of tensor sparse coding fall under a general class of optimization problems known as determinant maximization (MAXDET) problems [15] , of which semidefinite programming (SDP) and linear programming (LP) are special cases. The MAXDET problem [15] is defined as
where x 2 IR K , G i 2 S S n , and F i 2 S S N . The MAXDET problem is convex and can be solved by efficient interiorpoint methods.
Note that the GðxÞ inside the log det term also explicitly appears as a constraint in the standard form of the MAXDET problem, leading to our inclusion of the same in our formulation.
The optimization problems in Types I and II are presented here in their canonical MAXDET form. Comparing to the optimization problem Type I, we have
Comparing to the optimization problem Type II, we have
As is evident in the canonical forms of (16) and (17),
When the upper cone constraint Ax " S is relaxed, the problem dimension (N) in the MAXDET formulation is reduced, decreasing the time taken for the sparse coding routine.
Thus, we have formulated two variations of our tensor sparse coding problem (' 1 -regularized and ' 1 -constrained), both of which are convex and have been expressed in the standard MAXDET form. The feasible set consists of the region of intersection of two positive semidefinite cones (see Fig. 2 ), one centered at the origin O, and the other-an inverted cone centered at S. The approximationŜ lies in the strict interior of this closed convex set. The À log det term in the objective pushes the approximationŜ toward S, motivating a better approximation. The linear term serves as a weighted regularizer on the coefficients x i .
SYNTHETIC EXPERIMENTS
Our first set of experiments were run on a synthetic data set. The dictionary A ¼ fA i g K k¼1 is generated as follows: each positive definite dictionary atom is computed as
nÂn and each W k ði; jÞ, i; j ¼ 1; . . . ; n, is sampled i.i.d from Uð0; 1Þ. For Sections 6.1 and 6.3, the sample point S to be sparse-coded is also generated in this manner. For Section 6.2, a known k-sparse vector x Ã 2 R K þ is first generated-the support of x Ã is generated by selecting k of K locations uniformly at random without replacement, and the nonzero values in x Ã are sampled i.i.d. from Uð0; 1Þ. The true signal is constructed as S Ã ¼ Ax Ã , and the test signal S to be sparse-coded is obtained as the sample covariance from a set of N i.i.d. multivariate Gaussian samples from N ð0; S Ã Þ (with N ¼ 10n 2 ). The sample covariance matrix of a multivariate Gaussian distribution follows a Wishart distribution [47] , and therefore, our optimization problem is well suited to this model.
The quantities we consider to represent the performance of the reconstruction are the Logdet divergence D ld ðŜ; SÞ, the geodesic distance D geo ðŜ; SÞ, the ' 1 norm kxk 1 of the estimated coefficient vectorx, and the minimum eigenvalue min ðS ÀŜÞ of the residual ðS ÀŜÞ.
Effect of Sparsity Constraints
Fig . 3 shows the effect of varying on the quality of reconstruction, under the Type I sparse coding problem. The geodesic distance can be seen to vary in a smooth and similar fashion to the Logdet divergence, reaffirming our choice of objective function. We also show the actual solution vector x Ã for ¼ 0, where it can be seen that even the unconstrained case results in a sparse solution vector. This is due to the constraint that we require a nonnegative coefficient vector, and it is widely noted in the vectordomain that nonnegative decompositions result in sparsity under certain conditions [51] , [52] , [53] .
Comparison with Vector Sparse Coding
To clarify the need for a direct tensor sparse coding method, instead of vectorizing the SPD matrix and performing vector sparse coding, the advantages of the former over the latter must be demonstrated. The data are generated according to the procedure in the beginning of Section 6. Since we know the true x Ã that generated the test signal S from the dictionary, we can consider the efficiency in recovering this true coefficient vector. The ' 1 -constrained sparse coding technique is used, where the constraint T is varied as a fraction of the true required "budget" kx Ã k 1 , i.e., T 2 ½0; kx Ã k 1 . We show results for cases where the constraint S " S is retained ("2-cone") and relaxed ("1-cone"). For a baseline, we also show the performance of the 1-nearestneighbor reconstruction (1-NN) , where x Ã is an all-zero vector except for a nonzero coefficient at the index corresponding to the nearest atom.
For the vector sparse coding case, we vectorize, for both the signal and the dictionary, and solve the following optimization problem: We compare the geodesic distance between the reconstruction and the true covariance D geo ðŜ; S Ã Þ as well as the error in the coefficient vector kx À x Ã k 2 2 in the tensor and vector sparse coding approaches. This is performed over 100 different coefficient vectors, given a fixed dictionary. The ' 1 -constrained sparse coding is used for both the tensor and vector cases, and the constraint T is varied as a fraction of the true required "budget" kx Ã k 1 . Fig. 4 shows the comparison of geodesic distance between the reconstruction and the true covariance, for varying "budget" constraints on the ' 1 norm of x. Clearly, the tensor sparse coding provides a more rigorous reconstruction in terms of the distance metric on the manifold. In fact even when the full ' 1 budget is provided, the vector case does not provide as good a reconstruction as the tensor algorithm that operates directly in the space of SPD matrices. The plot is shown in a log-scale to clearly show the gap between the two curves at T ¼ kx Ã k 1 . The "1-cone" and "2-cone" curves are alike up to a certain T , but after that the effect of the extra constraint in preventing a more closer approximation is visible.
From a sparse signal recovery viewpoint, we may compare the coefficient estimation error, also shown in Fig. 4 . In this case as well, the tensor sparse coding outperforms the vector method above a certain ' 1 constraint limit. The results are shown for three different problem sizes ðn; K; kÞ: ð5; 15; 3Þ, ð6; 18; 3Þ, and ð7; 28; 3Þ.
This experiment validates the importance of being able to perform sparse coding of positive definite matrices directly without resorting to vectorization.
Effect of Normalization
Given a set of signals S ¼ fS j g N j¼1 , dictionary learning usually entails learning both the dictionary A as well as the sparse coefficients x j ; j ¼ 1; . . . ; N. However, the product S ¼ Ax can only be determined up to a scaling factor, and one can arbitrarily scale up the "size" of the atoms to reduce the kxk 1 term in the objective. Therefore, as is common in the vector dictionary learning literature, we attempt to normalize the dictionary atoms to have unit "size" in some sense. Three different normalization schemes were tested on the dictionary atoms:
1. by spectral norm, kA i k 2 ¼ 1, 2. by Frobenius norm, kA i k F ¼ 1, and 3. by trace, trðA i Þ ¼ 1.
As we vary , we only get a proportional change in the four quantities mentioned above. This can be explained by the fact that all matrix norms are equivalent. Therefore, throughout the rest of this work, we adhere to normalization by trace: trðA i Þ ¼ 1. . The x-axis shows the normalized ' 1 constraint parameter T =kx Ã k 1 , i.e., the ' 1 "budget" is varied as a fraction of the ' 1 norm of the true solution x Ã . The problem sizes are ðn; K; kÞ ¼ ð5; 15; 3Þ for column 1, ð6; 18; 3Þ for column 2, and ð7; 28; 3Þ for column 3 (best viewed in color).
RECOGNITION EXPERIMENTS
We evaluate the tensor sparse coding algorithm in a classification framework, where the training data are used as a dictionary A, and the test point S is approximated by a sparse nonnegative linear combination of the dictionary atoms. In all the following experiments, we use the Type I objective function for sparse coding, with ¼ 10 À3 . The data sets used are comprised of region covariance descriptors from various applications such as human appearance modeling, texture classification, and face recognition.
The baseline comparison for classification is K-nearestneighbor (KNN) approach using the geodesic distance (1), which we refer to as geodesic KNN (or geo-KNN). We also compare with a multiclass support vector machine (SVM) classifier with a radial basis kernel, computed as
with bandwidth . This is referred to as geodesic SVM (or geo-SVM). Both of the above approaches operate directly on the region covariances for classification. The parameters K and for the baseline approaches were chosen based on cross-validation. Much of the relevant literature on region covariances uses geodesic KNN for classification. Further, SVMs are powerful classifiers and very popular in computer vision applications. These reasons motivated our choice of the two algorithms to compare our results.
Human Appearance Descriptors
In this section, we present experiments on classification of human appearances, based on region covariance features. We use a subset of the 18-class Cam5 data set from [16] , from which we choose the 16 classes that contain at least 10 data points each. The data set contains a total of 407 images from these 16 classes. Representative images from the data set are shown in Fig. 5 . The descriptors are 5 Â 5 covariances computed from the {R,G,B,I x ,I y } features at each pixel corresponding to the human foreground blobs. From each of the 16 classes, we select five points for training and the remaining are used for testing.
Our sparse coding method is used for classification as follows: The training data from each class form a dictionary A m , m ¼ 1; . . . ; M, where M is the number of classes (M ¼ 16 here). The class dictionaries are concatenated into one large dictionary A:
The test signal S is sparse coded over this combined dictionary, to yield a sparse coefficient vector x. This vector consists of the coefficients corresponding to atoms from different classes 1; . . . ; M, and can be written as
The class-wise reconstructionŜ m is then obtained aŝ This approach is adapted from [54] , and we refer to this as the combined dictionary approach. We apply this combined dictionary approach to the problem of classifying human appearances, forming a dictionary A of K ¼ 80 atoms. For this experiment, in addition to the reconstruction error-based classification (REC), we also compute a weighted label vote (WLV) for each class from the corresponding coefficient values, and use this as a score for classification:
The classification accuracy for this data set averaged over 100 random train-test splits is shown in Table 1 . The sparse coding results provide a notable increase in accuracy compared to the KNN or SVM techniques. We also show the REC and WLV classification accuracies with the vectorized upper-triangular parts of the covariances. This is obtained using traditional vector sparse coding, i.e., the Lasso problem of [1] . In addition, the vectorized uppertriangular part of the Cholesky factor of each positive definite matrix descriptor is also used in the vector sparse coding framework for both REC and WLV classification. These results are also included in Table 1 .
The tensor sparse coding approaches for appearance recognition outperform the KNN and SVM baseline algorithms, and also the vector sparse coding-based approaches. This demonstrates that sparse coding techniques that retain the positive definiteness of the data points yield better results not only with synthetic data but also in practical computer vision applications.
Face Recognition
In this section, we present experimental results for face recognition from gray-scale images. This is performed over a subset of the FERET face database [55] , consisting of grayscale images of 10 subjects, where each individual represents a separate class. The frontal or near-frontal images corresponding to the two-letter codes "ba," "bd," "be," "bf," "bg," "bj," and "bk" are used for our experiments, leading to a total of 70 face images. We extract Gabor-based region covariances from each face image following the approach of Pang et al. [26] .
We crop the images based on the eye positions, and resize them to be of size 60 Â 60 pixels. The Gabor filters [26] corresponding to eight orientations (u ¼ 0; . . . ; 7) and five scales (v ¼ 0; . . . ; 4) are applied to each image, resulting in 40 different filter responses g uv . In addition, we also test on features such as the ðx; yÞ spatial location of pixels in the image, image intensity I, derivatives of image intensity I x ; I y ; I xx ; I yy , and gradient orientation arctan I y =I x . The different sets of features used in the covariance descriptor construction are described in Table 2 .
We compute the region covariance descriptor over the entire face only, and not sections of each face image as was done in [26] . At each iteration of the experiment, four out of seven images from each subject are taken for training, and the remaining three are used as test images, yielding a total of ð 7 3 Þ ¼ 35 different train-test splits. The face recognition is performed using the reconstruction error-based approach. In addition to the combined dictionary approach explained before, we also classify the signal by sparse coding it with each class dictionary A m independently to obtain the coefficient vector x m , and predicting the label m Ã as
We refer to this method as the separate dictionary approach.
The dictionaries are composed of the covariance descriptors from the training images. This is compared to the recognition performance using geodesic KNN and geodesic SVM.
Since the inverse of a positive definite matrix is also positive definite, we repeat the same experiment with the inverse covariances (or precision matrices). Since the geodesic distance between two matrices A and B is identical to that between A À1 and B À1 ,
the KNN and SVM classifiers do not differ in performance between covariance and precision matrices. Further, we show the recognition performance when the upper cone constraint is relaxed ("1-cone") and compare it to the case where it is retained ("2-cone").
The mean classification accuracy over 35 trials is presented in Table 3 for each covariance feature mode. The best performance is obtained when using feature set 6d-the ðx; yÞ location, image intensity, and four octaves of Gabor filter responses. Approaches based on vector sparse coding show an inferior performance compared to those based on tensor sparse coding, and are omitted here due to lack of space.
Texture Classification
In this section, we present experimental results on texture classification with the Brodatz data set [56] . We use the training images from the data set which form the five 5-class, two 10-class, two 16-class, and three 2-class texture mosaics. Each texture class corresponds to one training image of 256 Â 256 pixels, which is broken down into nonoverlapping blocks of 32 Â 32 pixels. A 5 Â 5 covariance descriptor is then computed from each of these blocks, using the gray-scale intensities and absolute values of the first-and second-order spatial derivatives, fI; jI x j; jI y j; jI xx j; jI yy jg.
There are 64 covariance descriptors from each texture class, of which eight descriptors from each class are chosen for training, and the remaining are used for testing. The classification results are averaged over 20 random train-test splits, and are shown in Table 4 .
Similar to the previous section, we also repeat the same experiments with the inverse covariances descriptors, and by relaxing the extra cone constraint. The best sparse coding-based approach performs competitively with the baseline KNN and SVM approaches.
Note that the KNN and SVM approaches have had their respective parameters optimized for best performance through cross validation. Their accuracy varies quite drastically for different parameter choices. On the other hand, our method's classification performance does not vary substantially with . In fact, for a wide variation in the values of , the final classification performance does not change drastically (although the individual coefficients of sparse coding do). While increasing results in a poorer reconstructionŜ, we are comparing the effect of different class dictionaries-the quality of approximation is decreased (D ld ðŜ m ; SÞ increases) for all classes m ¼ 1; . . . ; M, leading to similar classification accuracies. This shows a certain robustness in our method with respect to the choice of parameter. Fig. 6 shows how the accuracy varies with parameter choice for our method against the geodesic SVM for texture 12. The general form of a Bregman divergence for matrix arguments is given by [57] 
where 'ðÁÞ is a strictly convex function over a convex set S, and is differentiable in relintðSÞ (relative interior). The last term denotes the matrix inner product hA; Bi ¼ trðAB T Þ. The Logdet divergence is derived from 'ðXÞ ¼ À log det X and is given by
The second term in the above equation can be written in terms of as
In our sparse coding formulation, we require that the approximationŜ " S, the original signal. If B ¼ S and A ¼Ŝ, then A " B, or B À1 A " I n . Therefore, for i ¼ 1; . . . ; n,
Since the elements in the sum are all nonnegative,
Plugging back into (18), we have
which is a combination of 1. an ' 1 -norm term of reciprocal generalized eigenvalues of ðA; BÞ, denoted by D L1 ðA; BÞ), and 2. the component of the difference between A and B in the direction of the tangent of 'ðÁÞ ¼ À log detðÁÞ evaluated at B. When is very close to 1, or j1 À j ( 1, setting x ¼ À 1 and using the Taylor's approximation logð1 þ xÞ % x when jxj ( 1, the geodesic distance can be rewritten as follows: This clearly illustrates an analogy of the geodesic distance and the Logdet divergence to the ' 2 and ' 1 distances in more than one way.
This supports the use of the Logdet divergence in our model, and also intuitively explains the similarity in the trend of the geodesic distance and Logdet divergence across varying approximations in the sparse coding decompositions. Further, since the ' 1 norm tends to push most of the components to zero, the ' 1 term on the log-reciprocal generalized eigenvalues pushes most of the generalized eigenvalues to 1, thus giving us a closer approximationŜ to S, and a semidefinite residual E ¼ S ÀŜ.
The three dissimilarity measures can be compared for the simple case of 2 Â 2 SPD matrices, as the eigenvalues ð 1 ; 2 Þ are varied in ½0; 1, the domain of our problem. In Fig. 7 , we show the slice of this surface at 1 ¼ 2 .
CONCLUSIONS AND FUTURE WORK
We have proposed a novel sparse coding technique for positive definite matrices, which is convex and belongs to the standard class of MAXDET optimization problems. The performance of the tensor sparse coding in terms of accuracy of reconstruction, sparsity of the decomposition, as well as variations for different input parameters is analyzed. Results are shown not only for synthetic data but also for data sets from real-world computer vision applications, demonstrating the suitability of our model. In classification performance, the algorithms based on tensor sparse coding beat the state-of-the-art methods by a reasonable margin.
This work opens the door for the many sparsity-related algorithms to the space of positive definite matrices, and many techniques that require only a sparse coding step follow through readily from our work. Future work involves applying the above techniques to areas such as diffusion tensor imaging. We are currently working on developing dictionary learning techniques over the positive definite matrix data, so that we may also learn a suitable dictionary in a data-driven manner, depending on the application at hand.
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