Unitary matrices have a rich mathematicalstructure which is closely analogous to real symmetric matrices. For real symmetric matrices this structure can be exploited to develop very e cient numerical algorithms and for some of these algorithms unitary analogues are known. Here we present a unitary analogue of the bisection method for symmetric tridiagonal matrices. Recently Delsarte and Genin introduced a sequence of so-called n -symmetric polynomials which can be used to replace the classical Szeg o polynomials in several signal processing problems. These polynomials satisfy a three term recurrence relation and their roots interlace on the unit circle. Here we explain this sequence of polynomials in matrix terms. For an n n unitary Hessenberg matrix, we introduce, motivated by the Cayley transformation, a sequence of modi ed unitary submatrices. The characteristic polynomials of the modi ed unitary submatrices p k (z); k = 1; 2; : : :; n are exactly the n -symmetric polynomials up to a constant. These polynomials can be considered as a sort of Sturm sequence and can serve as a basis for a bisection method for computing the eigenvalues of the unitary Hessenberg matrix. The Sturm sequence properties allow to identify the number of roots of p n (z), the characteristic polynomial of the unitary Hessenberg matrix itself, on any arc of the unit circle by computing the sign agreements of certain related real polynomials at a given point.
Introduction
Numerical methods especially developed for unitary eigenvalue problems have been developed in 1, 4, 6, 7, 12, 15, 18, 19, 25] . Such eigenvalue problems arise for example in signal processing 2, 5, 8, 14, 20, 21, 22, 23, 26] , or more general in trigonometric approximation problems 9, 17, 24] . These special methods make use of the fact that any unitary Hessenberg matrix with positive subdiagonal elements can be parameterized by n parameters 1 ; : : :; n , called re ection coe cients or Schur parameters, and essentially only these parameters have to be considered in the numerical process.
The mathematical structure of the unitary eigenvalue problem is closely analogous to the structure of the real symmetric eigenvalue problem. Thus one can hope to nd unitary analogues for the good numerical methods which exist for the symmetric eigenvalue problem. Some such unitary analogues have been developed. There are unitary QR methods 6, 18] , a divideand-conquer method 4, 19] and a method to solve the inverse unitary eigenvalue problem 3]. In addition there have been special unitary developments like methods for the real orthogonal eigenvalue problem 1, 7] and a pencil method 12].
For symmetric matrices we also have the bisection method, which computes the eigenvalues or only the number of the eigenvalues in a given interval. If for a unitary matrix only the eigenvalues or the number of eigenvalues on a certain arc of the unit circle are of interest, then a unitary analogue for this bisection method would be helpful. The basis for the bisection method for symmetric tridiagonal n n matrices is the fact that the characteristic polynomials of the leading principal submatrices, d 1 (x); : : :; d n (x) say, form a Sturm sequence. They can be evaluated by a three term recurrence and the roots of consecutive d's interlace. The number of sign agreements in consecutive terms of the numerical sequence fd j (x); j = 1; : : :; ng is the number of the eigenvalues which are smaller thanx. symmetric polynomials, has been introduced in a series of papers by Delsarte and Genin 10, 11, 13, 12] . Given re ection coe cient 1 ; : : :; n with j k j < 1 for k = 1; : : :; n ? 1 and j n j = 1, and 0 with j 0 j = 1, called the circle paramter, these polynomials can be constructed from Szeg o polynomials and satisfy the following three term recurrence relations: q ?1 (z) = 0; q 0 (z) = q 0 ; q k+1 (z) = ( k + k )q k (z) ? zq k?1 (z); 1 + 0 k k+1 (2) for k = n?1; n?2; : : :; 1 with initial value n = n . The f k g are of modulus one and are called pseudo re ection coe cients 13, 12] . The roots of these polynomials are all on the unit circle and interlace each other 11]. Delsarte and Genin also showed that the new family of polynomials could be used to replace the classical Szeg o polynomials in several signal processing problems and and thus provide new techniques for the interpolation problem 11], the retrieval of harmonics problem 13, 12] and Toeplitz systems 10].
In this paper we explain the n -symmetric polynomials in terms of unitary Hessenberg matrices. For a unitary n n Hessenberg matrix H, the k k leading principal submatrix can be modi ed in a simple way to a k k unitary matrixH k by replacing the k-th re ection coe cient k by k = k+ 0 k+1 1+ 0 k k+1 for k = 1; : : :; n ? 1 and n = n . We call 0 cutting point.
Note by comparing this de nition with (2) Here we have chosen 0 = ?1 in (2) 
Three Term Recurrence and Cutting Points
We denote the characteristical polynomials ofH k by p k (z), i.e. p k (z) = det(zI ?H k ). It is easy to show that p k (z) di ers from q k (z) given by (11) with 0 = 1. As seen in Corollary 1 the roots of p k (z) interlace those of p k+1 (z). We refer to p k (z) as the Sturm sequence of polynomials corresponding to H, because they are the analogues to the Sturm sequence of characteristical polynomials of symmetric tridiagonal matrices. As an immmediate consequence of (10) we make the following observation.
Lemma 3 LetH k ; k = 1; : : :; n; be the modi ed unitary submatrices de ned by (3) and let all 1 ; : : :; n?1 be nonzero.
ThenH k andH k+1 have no common eigenvalues.
Proof: All 1 ; : : :; n?1 being nonzero implies that k 6 = 0 for k = 2; : : :; n ? The three term recurrence relation for the Sturm sequence of polynomials, p k (z) = det(zI ?H k ), is exactly the one given by (10) and (11) . The roots of p k (z) now interlace those of p k+1 (z) on the unit circle in the following sense: If we number the roots of p k (z) starting from 0 moving counterclockwise along the unit circle, then the j-th root of p k (z) lies on the arc between the j-th root and (j + 1)-st root of p k+1 (z), j = 1; : : :; k.
So far we had to assume that the cutting point is not an eigenvalue of H. There is an easy way to check whether 0 is an eigenvalue of H by looking at the sequence f k g de ned in (12) . In fact, 0 is an eigenvalue of H, if and 
Counting Eigenvalues
For a Sturm sequence of real polynomials fd k (x)g , ( ), the number of sign agreements between consecutive terms of the numerical sequence fd k ( ); k = 0; 1; : : :; ng, is the number of roots of d n (x) which are smaller than (see 27] ). An analogous result can be derived for the Sturm sequence fp k (z)g of the unitary Hessenberg matrix H. 
Thus via (14) d k ( ) can easily be computed by the three term recurrence relation (10) for p k (z).
Summarizing the considerations above, we get the following theorem.
Theorem 2 For our example 1 the signs of fd k ( ); k = 0; 1; : : :; ng are given in Table 1 . We can therefore determine the number of eigenvalues between any and on the unit circle by computing the corresponding sequence of d's and have thus developed a basis for a bisection method for the unitary eigenvalue problem.
