The methods listed in the title are compared by means of a simulation study and a real world application. The aspects compared in the simulations are: The performance of the tests of the different methods for the dimension of the cointegrating space and the quality of the estimated cointegrating space. It turns out that the subspace algorithm method, formulated in the state space framework and thus applicable for ARMA processes, performs at least comparable to the Johansen procedure and both perform significantly better than Bierens' method. The real world application is an investigation of the long-run properties of the neoclassical growth model for Austria. It turns out that the results do not fully support the theoretical predictions and that they are very versatile across the employed methods. The degree of versatility depends strongly upon the number of variables. For the case of 6 variables and about 100 observations huge differences occur, which lead us to conclude that the results of this typical situation in the applied literature should be interpreted with more caution than is commonly done.
Introduction
The majority of cointegration studies is performed in the context of the vector autoregressive (VAR) model using the methods developed over the years by Johansen, see his monograph (Johansen, 1995) for a detailed description. Johansen derives the maximum likelihood estimate for Gaussian cointegrated VAR processes. Within this framework a variety of questions, e.g. testing for hypotheses on the cointegrating vectors, the extension to higher integration orders, have also been addressed, contributing further to the popularity of the method.
Several authors have analyzed the behavior of Johansen's method an a VAR approximation in case the data are generated by a vector ARMA process, see e.g. Saikkonen (1992) or Saikkonen and Luukkonen (1997) . These authors show that, if the lag length of the autoregressive approximation is increased sufficiently with the sample size, consistency of the method carries over to the (vector) ARMA case. This result is essentially a generalization of the result of Said and Dickey (1984) concerning the applicability of the augmented Dickey-Fuller tests to ARMA processes to the multivariate case.
The available asymptotic results may however not be the best guide for the finite sample sensitivity of the Johansen procedure to the fact that the data may be generated by an ARMA processes. It is thus interesting to see whether some of the methods developed explicitly for ARMA processes deliver, for small samples at least, better results, in terms of e.g. the performance of the respective tests for cointegration, than the Johansen procedure. If this is the case, then the results obtained by applying these other methods can be used at least to back-up or cast doubt on results obtained by applying the Johansen procedure. Given that the additional results are confirmative, one can proceed in the econometric analysis as usual, i.e. one can continue to use well developed VAR techniques (like testing hypotheses on the cointegrating space or testing for exogeneity). If not, then one should resort directly to ARMA based techniques. Note that we only focus on the presence of ARMA errors in the DGP, and neglect other important issues in model specification like outliers, heteroskedasticity, non-normality or structural breaks.
In this paper we compare the results obtained by applying the Johansen procedure with the results obtained from two procedures designed explicitly for ARMA processes. The comparison is both by means of simulations and by comparing the results obtained with the various methods in a real world application. The two methods that we use for comparison are Bierens' 2 (1997) nonparametric cointegration analysis and the subspace algorithm cointegration analysis put forward in Bauer and Wagner (2002a) . We choose these two methods out of the menu of available methods for cointegration analysis in the context of ARMA processes (see e.g. Boswijk et al., 1999 , Phillips, 1991 or Yap and Reinsel, 1995 , because of their low computational load, compared to e.g. the nonlinear optimization problem that has to be solved in pseudo ML estimation for ARMA processes. Their low computational load is however the only common feature between the two methods. Bierens' method, due to its nonparametric nature, abstains from estimating the parameters of the underlying rational process and delivers only estimates of the cointegrating space and a test for its dimension.
Subspace algorithm cointegration analysis on the other hand delivers estimates of all parameters. It does so, however, in two respects different from usual in the literature. First, it is based and formulated in the state space framework and secondly it uses subspace algorithms (see the description in Section 2.3). In a series of papers Bauer and Wagner (2002a-d) develop the structure theory of cointegrated state space models, as well as estimators and tests. The state space framework is an equivalent way to represent ARMA processes that turns out to have some advantages for cointegration analysis, in terms of e.g. simplicity of the representation especially for higher order integrated systems (see Bauer and Wagner, 2002b) . By applying subspace algorithms it is possible to estimate all parameters in a computationally extremely cheap way by performing OLS regressions and singular value decompositions. In Bauer and Wagner (2002a) one of these algorithms, which have up to now only been used in a stationary context and which originate in the engineering literature, has been modified to obtain consistent estimates also in the I(1) case.
We compare the results, as already indicated above, on simulated ARMA data and on a real world application (see the next paragraph). In the simulations we are interested in two aspects. First the performance of the tests corresponding to the different applied methods.
There are in total 9 different tests: 6 subspace, 2 Johansen and 1 Bierens. The performance measure employed is the acceptance frequency of the correct dimension of the cointegrating space as a result of the testing sequence. The second issue investigated is the quality of the estimated cointegrating space. As a measure of quality we employ the Hausdorff distance (for a definition see Section 3) between the estimated and the true cointegrating space. The results are mixed. For the simulated 2-dimensional ARMA processes for small samples the subspace algorithm cointegration analysis shows better performance (in terms of e.g. the tests) and for the 3-dimensional processes the Johansen procedure on a VAR approximation leads in many cases to better test results for small samples. The estimated cointegrating spaces are essentially equally well estimated by these two methods. Across all simulations the Bierens method shows the worst performance, both for the tests and the cointegrating spaces.
The real world application is an investigation of the long-run implications of the neoclassical one-sector growth model for the Austrian economy. This model has under some assumptions, see Section 4, clear implications concerning cointegration. None of the methods lends support to the full predictions of the theoretical model, but the even more interesting observation in our context is the fact that the methods lead to quite versatile results, especially concerning the estimated cointegrating spaces (measured by the mutual Hausdorff distances between the cointegrating spaces estimated with the different methods and the distances to the theoretically formulated cointegrating spaces). If one investigates in a bivariate set-up the consumption-output relation the results, at least for the estimated cointegrating space, become more similar between the methods. Thus, from the application we observe that for the usual sample size of about 100 observations the variability of results across different methods depends strongly upon the number of variables. For 5 or 6 variables the differences are enormous. Hence, the results of these exercises typical in the literature should probably be interpreted with more caution than is common practice. In the appendix a couple of further results like stability of the cointegrating space and detailed hypotheses testing results on the cointegrating space are reported.
The paper is organized as follows: In Section 2 the applied methods are discussed, where only the subspace algorithm cointegration analysis is presented in detail. In Section 3 the results of the simulation study are presented. In Section 4 the application to the neoclassical growth model is discussed and Section 5 briefly summarizes and concludes. In the appendix some additional empirical results derived from further investigations of the application discussed in Section 4 are presented.
A Description of the Applied Econometric Methods
In this section we describe the applied methods. The descriptions of Johansen's and Bierens' method are very sketchy, as especially the first method is most widely known and used throughout the profession and also the second method has been described at various places.
Thus, for these two methods only the main arguments will briefly be summarized to set the 4 stage. For the third method, the subspace algorithm cointegration analysis, the description is more detailed. There are, we think, two main reasons for doing so: First of all, this method is formulated in the state space framework. The state space framework offers an equivalent and alternative way for representing ARMA processes, which turns out to be very convenient for cointegration analysis (see e.g. Bauer and Wagner, 2002b) . Despite its potential advantages, it is not in widespread use in the cointegration literature, from which we conclude that a few comments on this framework might be interesting for some readers unacquainted with this approach. After that, we describe the method (developed in Bauer and Wagner, 2002a) . Both the estimation of the system matrices and the tests for the cointegrating rank are discussed.
As subspace algorithm are hardly used in an econometric context, contrary to their increased usage in the control and engineering literature, it might also be interesting to present the ideas of these algorithms in some detail as well. The idea of this type of algorithms is simple, however the description turns out to require some space. Note at this point only the fact that with the investigated adapted subspace algorithm it is possible to estimate the parameters of cointegrated vector ARMA models by OLS regressions and singular value decompositions.
Readers acquainted with some or all of the methods can skip the respective subsections without loss.
Johansen VAR Cointegration Analysis
The method developed and extended in a variety of ways by Johansen over a couple of years and nicely summarized in his monograph (Johansen, 1995) is the workhorse in cointegration analysis and therefore constitutes a natural benchmark to compare other methods with. As just mentioned above, we abstain from yet another description of the method and only want to describe the basic set-up and a few issues relevant for our study.
Johansen's approach is developed in the context of the I(1) vector autoregressive model.
Assuming normality for the innovations ε t , maximum likelihood estimates for all parameters and likelihood ratio tests for the dimension of the cointegrating space are derived. The estimation problem is formulated in the error correction representation, which is, ignoring deterministic components for notational simplicity, given by ∆y t = αβ y t−1 + Γ 1 ∆y t−1 + . . . + Γ p−1 ∆y t−p+1 + ε t where y t ∈ R s is the time series observed for t = 1, . . . , T , α, β ∈ R s×r , Γ i ∈ R s×s and ε t is i.i.d. normally distributed with variance matrix Σ. The columns of the matrix β ∈ R s×r , with 5 0 ≤ r ≤ s, span the cointegrating space. As is well known, estimation and testing proceeds by first regressing ∆y t and y t−1 on the lagged differences and then the residual moment matrices of these two regressions are the input in a generalized eigenvalue problem. Hence, the cointegration testing problem is based on the canonical correlations between ∆y t and y t−1 corrected for the short-run dynamics. The estimate for the r-dimensional cointegrating space is given by the canonical variates, i.e. the corresponding generalized eigenvectors, to the r largest canonical correlations.
The approach has been extended in many directions. See e.g. Boswijk et al. (1999) for an overview and a simulation study of the effects of relaxing the assumption of normality.
In case that the innovations are not normally distributed, the approach can be extended to account for the non-normality both in the estimation and in the testing step, see also Lucas (1998) . More interesting for our study are however the available results concerning robustness of the Johansen approach to ARMA data generating processes. As already mentioned in the introduction, Saikkonen (1992) , see also Saikkonen and Luukkonen (1997) , shows that the method applied to an autoregressive approximation, where the lag length is growing sufficiently with the sample size, results in consistent estimates of all parameters. Furthermore also the null distribution of the test statistics remains unchanged compared to the case that the DGP is indeed a VAR process. Wagner (1999) shows that the cointegrating space is estimated consistently for ARMA date generating processes even in a fixed order VAR approximation, in this case however no distributional results are available. These robustness results with respect to ARMA DGPs, notwithstanding the formulation in the popular VAR framework, form, to our understanding, one additional important basis for the popularity of the method. However, the asymptotic results are not necessarily a guarantee for good finite sample approximation properties. Hence, it may be interesting to compare the results concerning cointegration obtained with the Johansen procedure, based on a VAR approximation, with the results obtained from methods that are designed for ARMA processes, which is done in the simulation study presented in Section 3.
Bierens Nonparametric Cointegration Analysis
The method developed by Bierens (1995 Bierens ( , 1997a Bierens ( , 1997b ) is developed to test for cointegration in 
Subspace Algorithm Cointegration Analysis
In this subsection we describe and discuss the subspace algorithm cointegration analysis introduced in Bauer and Wagner (2002a) . 1 The state space framework is an equivalent framework of representing and modelling (vector) ARMA processes, that is not widely used in the cointegration literature, despite some convenient features. Thus, we think that a relatively more detailed description of the approach might be helpful to some readers. The underlying structure theory (including the development of a canonical form, a parameterization and their topological properties) is developed in Bauer and Wagner (2002b) for the class of ARMA processes with unit roots with integer integration orders at any point on the unit circle. The discussed estimation method for the I(1) case rests upon these general results.
For a detailed discussion of the state space framework see e.g. Aoki (1990) or Hannan and Deistler (1988) . If y t follows an ARMA process, then a minimal state space representation of the following form exists:
where y t denotes the s-dimensional output series observed for t = 1, . . . , T . ε t denotes an sdimensional white noise sequence. A ∈ R n×n , K ∈ R n×s , C ∈ R s×n , E ∈ R s×s , E nonsingular, and x t ∈ R n denotes the n-dimensional unobserved state sequence. The noise sequence ε t is assumed to be a strict martingale difference sequence, the precise conditions are formulated in Bauer and Wagner (2002a 
The sum of the matrix products CA j−1 K converges if and only if all eigenvalues of A are smaller than one in absolute value, eigenvalues on the unit circle correspond to (seasonal) integration of y t . It is shown in Bauer and Wagner (2002b) that the process y t is I(1) if and only if the eigenvalues of A are either smaller than one in absolute value or equal to one, with Jordan blocks all of size equal to one. 2 In this case, the system can equivalently also be written, after a suitable coordinate change in the state, as:
where x t,1 ∈ R c denotes the nonstationary part of the state and x t,st ∈ R n−c denotes the stationary part of the state and x t = x t,1 , x t,st . By c we denote the number of common trends. In a minimal state space representation, c common trends are present in both the state and the observations. It can easily be shown (see Bauer and Wagner, 2002a ) that for a minimal state space representation c ≤ s has to hold, irrespective of the system order n.
From the structure of the state space representation one obtains,
where
Due to the fact that all eigenvalues of A st are inside the unit circle, k st (z) is a stable transfer function. z is used to denote both the backward shift operator as well as a complex variable. Thus, the above representation (4) coincides with Granger's, with the first term corresponding to the common trends.
It is clear that in the above representation only the product C 1 K 1 is identified. The number of common trends present in y t is given by the rank of C 1 K 1 , which is less or equal to s. 3 In a minimal representation the ranks of both C 1 and K 1 are equal to c. Now it immediately follows, that if r denotes the number of cointegrating relationships for y t , the equality c = s−r holds and c is -as already stated -the number of common trends present in both the state x t and the observations y t . This relationship just shows from a state space perspective the well known fact that for I(1) processes the sum of the number of common trends and the number of cointegrating relationships is equal to the dimension of y t .
To achieve identification of C 1 K 1 further restrictions have to be imposed on the system representation. In the canonical form presented in Bauer and Wagner (2002b) , this is achieved by choosing C 1 to be part of an orthonormal matrix, i.e. C 1 ∈ R s×c and C 1 C 1 = I c is assumed. 4 Therefore there exists a matrix
1 spans the orthogonal complement of C 1 . By pre-multiplying equation (4) with (C ⊥ 1 ) , it immediately follows that the columns of C ⊥ 1 span the cointegrating space of dimension r. Note that due to the block-diagonal set-up (due to the use of the Jordan normal form) the stationary part, k st (z) can be investigated independently of the nonstationary part. Thus, for the stationary part any developed canonical representation can be chosen.
After having briefly discussed the set-up, let us now turn to a description of the estimation approach. Subspace algorithms, up to now only used for stationary processes, originated in the engineering literature in the 1980ies and provide a computationally cheap alternative to e.g. (pseudo) maximum likelihood estimation procedures. In the subspace algorithm as described below, first estimates of the unobservable state x t are obtained and then estimates of the system matrices are obtained. This is different to e.g. ML estimation, where first estimates of the system matrices are obtained and based on these an estimate of the state is obtained.
The basic idea of subspace algorithms lies in the interpretation of the state, it can be shown that the best linear prediction of y t+j given y t , . . . , y 1 and x 1 is given by CA j x t . Thus, the state is a basis for the predictor space for the whole future of y t , i.e. for y t+j , j ≥ 0 and is contained in the past of the time series, y t−j , j ≥ 1. This fact is exploited in the construction of the algorithm as follows. Choose two integers f and p, both larger or equal than n, and define Y
Finally define E f as the matrix, whose i-th block row is equal to the matrix
. Then it follows from the system equations (1),
Noting that for p → ∞ the term (A − KE −1 C) p vanishes, the above observations lead to the following procedure:
2) Typicallyβ f,p has full rank, whereas O f K p has rank n for f, p ≥ n, where n again denotes the true system order. Thus, for an appropriate estimate of n,n say (see below for one way of obtaining a consistent order estimate), approximateβ f,p by a rank n approximation with decompositionÔ fKp .
3) Use the derived estimateK p to obtain an estimate of the
4) Given the estimated state, the system equations (1) can be used to obtain estimates (Â,K,Ĉ,Ê) of the system matrices (A, K, C, E) via OLS regressions.
The rank n approximation in step 2 of the procedure outlined above is not performed onβ f,p , but is based on a singular value decomposition (SVD) of a transformed matrixŴ
5 The construction of the variables Y + t,f and Y − t,p implies that the sample range in the regressions is t = p + 1, . . . , T − f + 1. We denote the effective sample size by
Variants of existing subspace algorithms differ i.a. in their choice of respective weighting matrices. In the employed algorithm they are given byŴ 
Here H T > 0, H T /T → 0 denotes a penalty term, which determines the asymptotic properties of the estimated order.
This standard algorithm (consistent for stationary processes) as just described, has to be adapted in order to result in consistent estimates also for I(1) processes. The modification is necessary to separate the stationary and the nonstationary components of y t in order to establish consistency for the stationary part of the transfer function, k st (z). However, a description of the standard version of the algorithm is useful and necessary, as for the adapted version estimates of C 1 obtained from the standard algorithm are employed. For correctly specified c, the standard subspace estimateĈ 1 of C 1 is super-consistent. Let, as before denote by r the true cointegrating rank 6 , then c = s − r common trends drive the
6 Tests for the cointegrating rank will be presented after the discussion of the adapted subspace algorithm.
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Define a new weighting matrix, with ⊗ denoting the Kronecker product,Ŵ
, using again the Cholesky decomposition as the square root of a matrix. In combination with the modified weighting matrix also the estimate forK p has to be modified. For any choice of weighting matrices, the estimated matrixK p = Σ nV n (Ŵ − p ) −1 can alternatively be written asK p =Û nŴ + fβ f,p . Now, if the modified weighting matrixŴ
is used, the corresponding matrix of left singular vectorsÛ n has to be changed toÛ n,c , whereÛ
, which provides the required separation of the non-stationary components from the stationary components.Û (2, 2) denotes the (2, 2)-block of the matrixÛ n . 7 Thus, under the assumption of a correctly specified number of common trends, c, the subspace procedure can be modified as follows:
1) Perform steps 1) to 4) of the standard subspace algorithm as described above.
2) Use the estimateĈ 1 to construct the modified weighting matrixŴ
4) Use the adapted estimateK p,C 1 to obtain the adapted estimate of the state vector
5) Use, as in item 4) of the standard algorithm, the system equations, to obtain estimates
of the system matrices via OLS regressions.
For stationary processes, i.e. when r = s and thus c = 0, the adapted procedure coincides with the standard procedure. Note that both, the initial estimateĈ ⊥ 1 obtained from the standard algorithm, as well asĈ ⊥ C 1 ,1 are consistent estimates of the cointegrating space. Note also that the above OLS approach can be modified to a reduced rank regression in order to incorporate the integration structure also in the estimation of A, for details on this reduced rank regression approach see again Bauer and Wagner (2002a) .
In the above discussion, the number of common trends is assumed to be known or correctly specified. In order to make the approach useful, we next need to discuss tests for the number of common trends. There are two possibilities to construct tests. One idea is to base tests Test Nr. The other idea is to base tests on the eigenvalues ofÂ, remembering that in the I(1) case the number of common trends equals the number of eigenvalues of A equal to 1. In fact we base the tests on the eigenvalues of the matrixÂ − I n and compare their magnitude with 0.
The reason for doing this is that in this formulation the asymptotic distribution is directly of the standard integral of Brownian motions type. Corresponding tests for the null hypothesis of c common trends can either be based on the c-th largest eigenvalue alone or on the c largest eigenvalues, furthermore one can also use the real parts of the estimated eigenvalues or their absolute values. This leads to 4 different tests, see Table 1 . The number of common trends c is determined in a recursive testing sequence, usually starting with an initial null of a maximal possible number of common trends s. Note that in each step of the sequence the system has to be re-estimated using the matrixĈ 1 from the standard algorithm with the number of columns corresponding to the number of common trends under the null hypothesis at this step of the sequence.
Two more tests are discussed in Bauer and Wagner (2002d) , where the Johansen procedure is replicated on the estimated statex t . Note again that the state follows an AR(1) equation.
Hence, the Johansen procedure is very simple in that case and just amounts to a computation of the canonical correlations between∆x t andx t−1 . Thus, for the n-dimensional state, the null hypothesis of c common trends can also be tested by performing a Johansen cointegration test on the state equation with the null hypothesis of (n − c) linearly independent cointegrating relationships. This observation gives rise to two additional tests, replicating the Johansen trace test (test number V) and the Johansen max test (test number VI). Again the testing is performed sequentially, where a difference to a standard Johansen application in a VAR model is that after each step of the testing sequence the system has to be re-estimated, compare the description of the sequence for tests I to IV.
A Simulation Study
In this section we compare the performance of the described methods on simulated ARMA(1,1) processes for sample sizes T = 100, 200, 300, 400 and 1000. We investigate two aspects, the acceptance frequencies of the correct decisions for the dimension of the cointegrating spaces of the discussed tests and the approximation quality of the estimated cointegrating spaces to the true cointegrating spaces. With respect to the tests we compare in total 9 different tests (6 subspace, 2 Johansen, 1 Bierens) and are interested in the relative performance of these tests depending upon the sample size and upon the extent of autocorrelation of the errors. All test results reported, present acceptance frequencies of the correct dimension of the cointegrating space, with each step of the test sequence carried out at a nominal size of 5%.
The estimation of the cointegrating space itself is a prime issue in cointegration analysis and the properties of methods of cointegration analysis in concern to the estimation of the cointegrating space are clearly very important. All methods, the subspace algorithm, Bierens' method and the Johansen approach estimate the cointegrating space at rate T , however in small samples the approximation may still be poor. Hence, to investigate this issue we compute the Hausdorff distance between the true and the estimated cointegrating spaces. The
Hausdorff distance is defined as follows: Let M and N denote two linear subspaces of R s ,
where Q denotes the orthogonal projection onto N , P the orthogonal projection onto M and 
2-dimensional systems
The first set of models is adopted from Hargreaves (1994) and consists of 2-dimensional ARMA(2,1) systems with one cointegrating vector given by (1, −3).
The parameter values for γ i in the MA polynomials can be seen in Table 3 the acceptance frequencies for the correct dimension of the cointegrating space are displayed for all systems and all sample sizes. There is strong evidence (mainly for the smaller sample sizes) that the test performance depends upon the correlation in the moving average errors of the process. For systems 1 to 8, with the corresponding parameters γ i increasing monotonously, for T = 100 the following behavior occurs:
The acceptance frequency of the subspace tests I to IV is increasing with γ i , and is close to the 95 % from system 3 onwards. For systems 1 and 2 the subspace tests V and VI, replicating Table 3 : Frequencies of correct decisions of the 9 discussed tests for cointegration for all 8 systems and all sample sizes T = 100, . . . , 400 and 1000. The subspace tests are ordered as indicated in the text. The Johansen VAR based tests are ordered as first the trace and second the max test. The individual steps of the testing sequences are carried out at 5 % nominal size.
for T = 100. 10 The performance of Bierens' test is deteriorating strongly from system 1 to system 8. From system 3 or 4 onwards even for T = 1000 the results are quite bad, and the acceptance frequency is far off the 95 % value.
From the 2-dimensional systems we thus conclude that the subspace tests I to IV are outperforming the Johansen VAR results for systems with no or positive autocorrelation of the MA errors. Tests V and VI have deteriorating performance for increasing autocorrelation, a feature that is to a lesser extent shared by Johansen's procedure.
In Figures 1 and 2 we display the densities of the log Hausdorff distances between the true and the estimated cointegrating spaces. As indicated already above, four distances are computed. The results can be summarized as follows: Except for system 1 it turns out that the performance of the subspace estimates and the Johansen VAR estimate of the cointegrating space are of roughly the same quality. The Bierens estimates are worse throughout, and are therefore seen to be placed right of the other densities in the pictures. For system 1 the Johansen procedure dominates the other approaches and it is remarkable that for this system the initial subspace estimate of the cointegrating space is better than the adapted estimate.
For the other systems the adapted estimate is only slightly better than the initial estimate, and for the bigger sample sizes there is basically no difference between the initial and the adapted estimates.
3-dimensional systems
Also 3-dimensional ARMA(2,1) processes with a 2-dimensional cointegrating space have been
Again the ε t are i.i.d. normally distributed. 11 The cointegrating space is equal to the space of the spanned by the first two rows of the first matrix in the above equation. The parameters 10 Note at this point that all test results are based on asymptotic tables, where no small sample correction has been performed for any of the tests. Figure 1: Density plots of Log Hausdorff distances between true and estimated cointegrating spaces for systems 1 to 4. Ordered from system 1 to 4 along columns and along rows for T = 100, . . . , 400. The solid lines correspond to the initial subspace estimates, the dotted lines correspond to the adapted subspace estimates, the dash-dotted lines correspond to the Johansen estimates derived from a VAR approximation and the dashed lines correspond to the Bierens estimates. γ i used in the simulations are given in Table 4 .
The test results presented in Table 5 Hence we note that for these 3-dimensional systems, the test performance of the Johansen procedure on these VAR approximations is not outperformed by the subspace cointegration tests, and both approaches are significantly better than the Bierens method. The latter exhibits a strong tendency to deliver a too low dimensional cointegrating space.
The second issue investigated is again the quality of the estimation of the cointegrating space, see 
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The results are different for the systems with negative coefficients γ i and especially for system 1 with a unit root in the moving average polynomial. For these systems, the subspace estimates are worse than the Johansen estimate. One reason for this may of course be the fact that the subspace algorithm is not designed for systems with unit roots in the moving average polynomial, as the strict minimum phase assumption is used in the consistency proofs.
Hence, some problems could have been expected for the systems with a (near) unit root in the moving average polynomial. It is however remarkable that the tests, based on the eigenvalues of the estimated system matrixÂ, seem to be unaffected.
An Application: The Neoclassical Growth Model
In this section we apply the discussed methods for cointegration analysis to investigate the long-run properties of the Austrian economy through the mirror of the (stochastic) one-sector neoclassical growth model. 12 The one-sector neoclassical growth model is one of the most widely used models in empirical macroeconomics, see King, Plosser and Rebelo (1988) for an early discussion. This exercise serves two purposes: The first is to see whether the results obtained by applying the different methods are as versatile as those obtained on simulated data, or maybe even more versatile. The second point, mainly relegated to the appendix is to re-assess in detail the long-run growth properties of the Austrian economy. This updates in a certain sense an earlier study undertaken by Kunst and Neusser (1990) . In the Appendix additional empirical results, concerning the data, the cointegrating space, and the stability of the results are collected. In a separate subsection we focus in a bivariate analysis on the consumption-output, or consumption-GDP, relationship, which is another prime candidate for a cointegrating relationship.
As in Kunst and Neusser (1990) the set of variables consists of the following (seasonally adjusted) real variables: GDP, labelled also output, private consumption, gross investment, exports, total wage sum and the (ex-post) real interest rate. The frequency of observations is quarterly and the time range is from 1977(IV) to 1998(III). For this set of variables, the underlying model has some clear predictions concerning cointegration: Although (the logarithm of) technical progress is assumed to be an I(1) process, the log consumption-output ratio (CR), the log investment-output ratio (IR), the log wage sum-output ratio (WR) and the real 12 The computations reported in this section and in the appendix have been performed using MATLAB, EVIEWS, EASYREG and CATS.
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interest rate are predicted to be stationary on theoretical grounds. Exports are included in the variable set to account for the fact that Austria is a small open economy, with export shares in the 1990ies at above 50 % of GDP. 13 The first step in the analysis is to perform unit root tests on the individual series. These lead us to conclude that all series except for the real interest rate can be sufficiently well described as random walks (integrated of order 1) with drifts, see also Figure 6 in the appendix.
Before proceeding to a multivariate cointegration analysis, let us first inspect the great ratios, i.e. CR, IR and WR, predicted to be stationary by the theory, graphically in Figure 4 .
Graphical inspection leads us to tentatively conclude stationarity of CR, nonstationarity of Figure 4: Starting from left this figure displays the log consumption-output ratio (CR), the log investment-output ratio (IR) and the log wage sum-output ratio (WR).
IR and an unclear picture for WR. Also for the real interest rate, see again Figure 6 in the Appendix, the decision is not completely clear. Graphical analysis is followed by statistical analysis, of course: Unit root tests are performed on these great ratios (and on the real interest rate), as a direct device of testing for cointegration. The results of these tests are quite in line with the graphical impression: Stationarity of CR, nonstationarity of IR and both WR and the real interest rate are borderline cases, where the test results are sensitive with respect to the specification of the test equation.
Concerning the investment-output ratio, during the first half of the 1980ies a strong decline in investment activity can be observed, most likely triggered by the oil-shock in 1979, 1980.
Then, from about 1985 to 1991 investment expanded. During the years 1991 to 1993 the 13 King et al. (1991) augment the basic model to include money and prices. In that context the additional cointegrating relationships that are predicted by the theoretical model are a cointegrating relationship between nominal interest rates and inflation and a cointegrating relationship between real balances, output and nominal interest rates.
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Thresh. I II III IV V VI Trace Max Bierens  3  0 0  0  0  3  3  3  2  0/3   Table 6 : Test results for the dimension of the cointegrating space in the 6 variable system. For Bierens' method both the test and the estimation result are presented.
effects of the last recession observed in Austria can be seen clearly.
The fall of WR since 1995 has already come to the attention of Austrian macroeconometric modellers, and causes problems in finding a stable wage equation. Since about 1995 wage growth is smaller than GDP growth in Austria, reflecting a possible change in the Austrian wage setting behavior or a change of other institutional characteristics present on the Austrian labor market. However, structural stability tests lead to the conclusion of no structural change, this may stem from the fact that the possible changepoint is at the very end of the sample, thus the power of these tests is rather low.
We are now ready to apply the discussed systems cointegration analysis methods. For the Johansen procedure information criteria lead to an optimal lag length of 2 for a VAR model and for the deterministic part an unrestricted intercept vector turns out to be the most appropriate choice (after testing for the appropriate deterministic components). The results concerning the dimension of the cointegrating space delivered by the nine different tests and two estimates from the three different methods are given in Table 6 . From the results one observation is quite striking: The subspace algorithm tests I to IV and the Bierens test all lead to the conclusion of no cointegration, i.e. of 6 random walks driving the system. The other tests, subspace V and VI, the Johansen trace test, as well as the subspace algorithm estimate (labelled Thresh. in Table 6 ) and the Bierens estimate of the dimension of the cointegrating space are equal to 3 and Johansen's max test leads to a conclusion of a 2-dimensional cointegrating space. A result of a 3-dimensional cointegrating space is in line with the univariate investigations, no cointegration at all seems to be highly implausible. Thus, we first conclude that the results obtained on real world data depend quite strongly on the method used. We also conclude that for the small sample size and 6 variables the imprecise estimation of the system matrices and hence the eigenvalues of A detrimentally influences the properties of the subspace tests, at least for the eigenvalue based tests I to IV.
But not only the test results are quite differing between the methods, the differences become even more striking when one looks at the estimated 3-dimensional cointegrating spaces themselves. In particular we compute in Table 7 
The Consumption-Output Relationship
In this subsection we take a look at the consumption-output (GDP) relationship, see also Figure 5 below. This relationships is not only from the above discussed neoclassical growth model a prime candidate for cointegration, also the permanent income hypothesis predicts a long-run relationship between income and consumption. Of course GDP serves only as a proxy for disposable income, which itself only serves as a proxy for the unobservable permanent income. We investigate this bivariate example also to see the effect of the dimensionality of the system on the differences in the outcome obtained from the employed methods and short-run corrected 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 -0.020 The right plot shows the estimated cointegrating relationship between the two obtained by applying the Johansen methodology. The upper graph displays the actual disequilibrium (β y t in the notation of Section 2) and the lower graph displays the disequilibrium corrected for the short-run effects, i.e. for the lagged differences.
to check whether in this low-dimensional example the differences are less pronounced. The results concerning the dimension of the cointegrating space are presented in Table 8 . The VAR order is again equal to 2 and again an unconstrained constant is included in the VAR model. The order estimated for the state space model is also equal to 2. All tests and the threshold estimate of the dimension of the cointegrating space except for Bierens' test lead to the conclusion of the existence of a cointegrating relationship between the two variables.
The result obtained from Bierens' method is implausible, with both the estimate and the test leading to a conclusion of stationarity of both consumption and output. This stands in clear contrast with the left picture in Figure 5 . In the right picture of Figure 5 we display the time series of the estimated cointegrating relationship obtained by applying the Johansen procedure. With the variables ordered as GDP and consumption, the estimated cointegrating vector is given by (1, −0.975 a 1-dimensional cointegrating space -is far off these estimates and given by (1, −1.533). In Table 9 we display again the Hausdorff distances between the different estimates and also to the theoretically expected cointegrating vector (1, −1). Compared to the 6-dimensional example, here the results are much closer to each other and all results are also closer to the theoretically specified cointegrating space (1, −1). Hence, as expected the dimensionality of the problem has a big effect on the results obtained with the different methods and it has also an effect on the extent to which the results obtained with the discussed methods differ.
Summary and Conclusions
In this paper we compare, both by means of simulations of ARMA processes and by a real world application, the performance of the Johansen VAR method for cointegration analysis with the performance of two methods developed to perform cointegration analysis for ARMA processes. The simulations are performed to assess the finite sample robustness of the Johansen procedure with respect to ARMA data generating processes, which in turn allows to assess the possibility to back-up results obtained by applying Johansen's method with results obtained from methods that are designed for ARMA data generating processes. These two other methods are the nonparametric cointegration analysis of Bierens (1995 Bierens ( , 1997a ) and the recently developed subspace algorithm cointegration analysis of Bauer and Wagner (2002a) .
The subspace algorithm cointegration analysis is described in some detail, since it differs from the usual approaches to cointegration analysis in two main aspects. Firstly, it is formulated in the state space framework, which is an equivalent alternative to represent ARMA processes.
Secondly, it uses a modified version of a so called subspace algorithm. Subspace algorithms are computationally cheap methods that enjoy increasing popularity in the engineering and control literature. Since, both the state space framework and especially subspace algorithms 29 are not widely usage in the cointegration literature, these aspects are described in some detail in Section 2, where the applied methods are discussed.
Let us first discuss the evidence gathered via simulations. The simulations are performed with 2-and 3-dimensional ARMA(2,1) processes for 100, . . . , 400 and 1000 observations. The clearest message that emerges from the simulations is that Bierens' nonparametric cointegration analysis performs significantly worse than both Johansen's method and the subspace algorithm cointegration analysis. The correct decision frequencies are lower than for the other two methods, and the Hausdorff distances of the cointegrating spaces estimated by Bierens' procedure to the true cointegrating spaces are larger than for the other two methods. The
Johansen VAR procedure and the subspace procedure show relatively comparable behavior.
For the 2-dimensional systems and small sample sizes the best performing subspace tests outperform the Johansen test results, for the 3-dimensional systems no small sample gain in the test performance is obtained by applying the subspace procedure. Concerning the Hausdorff distances, the results are quite similar for the two methods. This however is to a certain extent expected, as for ARMA processes the cointegrating space depends only upon the autoregressive part, see e.g. Deistler and Wagner (2000) . Summarizing, we conclude that the subspace procedure performs equally well and in some cases better than the Johansen procedure on the simulated ARMA(2,1) systems. These results can only be seen as a first investigation and more evidence on a larger variety of systems has to be gathered to better understand the relative performance of the two methods.
Let us finally turn to the cointegration analysis of the neoclassical growth model. Two messages can be reported: First of all, the results obtained by the different methods vary significantly for the system with 6 variables and about 100 observations. This versatility occurs both with respect to the test results for cointegration and also with respect to the estimated cointegrating spaces. In the bivariate application of the methods to the consumption-output relationship more similar results are found across methods. This sensitivity of results with respect to the applied method should be taken more into account than is current practice. The second message to be reported is that the neoclassical growth model does not fully describe the long-run growth properties of the Austrian economy. The dimension of the estimated cointegrating space does not correspond to the theoretical prediction and also the theoretically specified cointegrating relationships are almost all not contained in the estimated cointegrating space. These result confirm to a certain extent previous findings. It is in this context important to note that the recursive analysis and stability testing for the cointegrating space does not lead to find any tendency that the model becomes a more apt description of the Austrian economy's growth process over the past decade either.
Appendix: Additional Empirical Results
In this appendix we present additional empirical results concerning three items. The first is a discussion of preprocessing the seasonally fluctuating raw data. Here we again discuss also univariate unit root testing. The second is an investigation of the stability of the estimated cointegrating rank and space and the third is hypothesis testing on the cointegrating space. The latter two items are mainly discussed in terms of the Johansen methodology, as this is the most developed method. Compared to that, e.g. for the subspace algorithm cointegration analysis no hypothesis testing on the cointegrating space at all is available so far.
Raw Data, Seasonality and Unit Roots
The Austrian Institute for Economic Research provides real quarterly data classified according to SNA79 for 1977(I) to 1998(III) at 1983 prices. The data are not seasonally adjusted and exhibit clear seasonal variation, most strongly present in the investment series. 14 In order to be able to perform a standard I(1) cointegration analysis, hence the first issue to investigate is the presence of stochastic seasonality. The test proposed by Hylleberg et al. (1990) is applied. The results can be summarized as follows: For the logs of GDP, consumption, investment and wages all 4 seasonal unit roots seem to be present. For the log of exports, the roots at ±1 cannot be rejected, and for the real interest rate only the root at −1 cannot be rejected. To avoid problems of analyzing series that have been filtered differently we decide to de-seasonalize all 6 series by applying the filter S(z) = (1 + z + z 2 + z 3 )/4, although strictly speaking only the 4 first mentioned series need to be filtered or annually averaged in this way to extract all seasonal unit roots present. The de-seasonalized series are displayed in Figure 6 . The applied filter extracts (almost by construction) the observed seasonality reasonably well. The seasonally adjusted series are rather smooth and show a clear trending behavior. The only exception is the real interest rate, where, as expected, no trend seems to be visible, although from about 1980 to 1993 the level of the series seems to be higher than before and afterwards. The usual battery of unit root tests has been applied to the seasonally differenced series, like augmented Dickey-Fuller, Phillips-Perron, Schmidt-Phillips, the KPSS test with the null of stationarity and also the non-parametric cointegration test of Bierens applied to each series individually. The detailed results are available upon request. The general picture that emerges confirms the quite clear graphical evidence: All series except for the real interest rate seem to be reasonably well described as integrated processes of order one with drift. The real interest rate, theoretically predicted to be stationary, turns out to be a borderline case in the statistical analysis, where the results are sensitive with respect to the precise specification of the test equation.
Stability of Cointegrating Rank and Space
In Section 4 it has been found that the cointegrating space is likely to be of dimension 3. Hence, the full predictions of the neoclassical growth model of a 4-dimensional cointegrating space are not supported. This finding is in line with previous studies of this model using Austrian data, the already mentioned work by Kunst and Neusser (1990) and of Neusser (1991) . Neusser (1991) argues, using data from 1964(I) to 1989(IV), that the missing cointegrating relationship is possibly due to the fact that his sample contains several years of reconstruction after World War II. However, we obtain the same result also for our data starting only in 1977. The line of thought of some underlying disturbance Figure 6 : The seasonally adjusted Austrian series, the first 5 series are in logs.
hindering the emergence of underlying long-run relationships might be extended to later periods by noting that the Austrian economy was substantially regulated in certain sectors until a decade or so ago. To investigate this question, a recursive analysis has been performed, in order to see whether the dimension of the cointegrating space changes over time, with a possible tendency to increase. Due to the relatively small sample we start this recursive estimation only in 1993(III), i.e. about a year before Austria becomes a member of the European Union. The recursive analysis is presented in the context of the VAR model and is based on the Johansen cointegration analysis method. The results are graphically displayed in Figure 7 . The different lines are corresponding from top to bottom to the hypotheses that dim(β) ≤ i for i = 0, . . . , 5. If a line is above the horizontal line at 1, this means that the corresponding hypothesis is rejected. The two graphics corresponding to the so called Z-model (left) and the so called R-model (right) differ with respect to the estimation of the short-run parameters. In the Z-model all the parameters are re-estimated for each sample, whereas in the R-model the short-run parameters are considered fixed throughout, and are only estimated for the full sample (see MALCOLM, Mosconi, 1998 for a description). The results are slightly different for the two versions. In the left picture we see that during the years 1996 and 1997 the hypothesis that the cointegrating space is 2-dimensional is at the edge of being accepted during several quarters. But, generally, for the last couple of years there is no tendency for the dimension of the cointegrating space to increase. The R-model suggests this increase in dimension, from a 2-to a 3-dimensional space only emerging at the end of the sample period. Hence also in later periods and in a sample that starts later than Neusser's we do not find evidence for the 4-dimensional cointegrating space predicted by the neoclassical growth model. A second hypothesis investigated within the cointegrated VAR model is the possibility of a changing cointegrating space. In Figure 8 we display the results of the recursive estimation of the spanned cointegrating space. Here for both, the R-and the Z-model the stability of the space spanned by the estimated cointegrating space cannot be rejected. Again the lines in this figure are normalized in such a way that the critical value is 1, so that the hypothesis of stability is rejected if the lines reporting 
