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The sharp Jackson inequality between the best approximation of
f ∈ L2([0, 1], x2v+1) by a subspaceLn—which is the linear hull of a
finite orthogonal system of the functions constructed by the Bessel
function of order v of the first kind and its zeros—of L2([0, 1], x2v+1)
and the generalized continuous modulus of order α > 0 of the
generalized derivative of f defined by a multiplier for some case
with t > 0 is established. Moreover, the exact values of the
n-widths of the function classes S(α, λ,Ψ ) and S(α, λ) in the
space L2([0, 1], x2v+1) are obtained.
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1. Introduction
1.1. Some history
Before stating some known results, let us recall some necessary notation. Denote by N the set of
all positive integers and by R+ the set of all nonnegative real numbers, and put 00 = 1. Let L2 be the
space of real-valued, 2π-periodic, measurable functions which are square integrable on [0, 2π ]with
the following finite norm:
∥f ∥2 =

1
π
 2π
0
|f (x)|2 dx
1/2
,
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and L2, r (r = 0, 1, 2, . . . , L2, 0 = L2) be the set of all functions f in L2 such that the (r−1)th derivatives
f (r−1)(f (0) = f ) are absolutely continuous and f (r) ∈ L2.
As usual, define the continuous modulus of rth order of f ∈ L2 by
ωr(f , δ)2 = sup
0<t≤δ
∥∆rt f ∥2, δ ≥ 0, (1.1)
where
∆rt f (x) =
r
j=0
(−1)r−j

r
j

f (x+ jt),
while
 r
0
 = 1,  rj  = r(r−1)···(r−j+1)j! , j = 1, 2, . . . , r .
Let En−1(f ) be the best L2-approximation of f ∈ L2 by the trigonometric polynomials of order n−1,
that is
En−1(f ) = inf
tn−1∈Tn−1
∥f − tn−1∥2,
where Tn−1 is the set of the trigonometric polynomials of order no greater than n− 1.
Chernykh [1,2] obtained the following relations:
sup
f∈L2, f ≢const
En−1(f )
ω1(f , π/n)2
= 1√
2
,
sup
f∈L2, r , f ≢const
n2rE2n−1(f ) π
0 ω
2
1(f (r), t/n)2 sin tdt
= 1
4
. (1.2)
Taikov [11] proved that, for r ≥ 0 and 0 < h ≤ π2n , the equality
sup
f∈L2, r , f ≢const
n2rE2n−1(f ) h
0 ω
2
1(f (r), t)2dt
= n
2(nh− sin(nh)) (1.3)
is valid.
Taikov [12] showed that, for any positive integer k, r ≥ 0 and 0 < h ≤ πn , the equality
sup
f∈L2, r , f ≢const
n2rE2n−1(f ) h
0 ω
2
k(f (r), t)2dt
= 1
2k
 h
0 (1− cos(nt))kdt
(1.4)
holds.
Vakarchuk in his paper [13] generalized the main result of Taikov [11] to the arbitrary continuous
modulus of kth order (k = 2, 3, . . .), that is
sup
f∈L2, r , f ≢const
n2rE2n−1(f ) h
0 ω
2/k
k (f (r), x)2dx
k =  n2(nh− sin(nh))
k
. (1.5)
The constants in the right hand sides of the equalities in (1.2)–(1.5) are usually called Jackson
constants. There are many other interesting results mentioned in the paper [13].
Noticing that the problem of the Jackson constant is important for calculating the widths of the
function classes defined by the continuous modulus, in the rest of this subsection, we recall some
results for the widths. Let X be a normed linear space and A, B be two subsets of X . The quantity
E(A, B)X := sup
x∈A
inf
y∈B ∥x− y∥X (1.6)
is called the deviation of A from B. Let Xn be any n-dimensional subspace of X,B(Xn) be the unit ball
of Xn,Un be a continuous linear operator of rank at most n which means that its range is at most
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of dimension n, Xn ⊂ X be a subspace of codimension n, and Pn be a continuous linear projection
operator from X onto the subspace Xn. The following:
bn(A; X) = sup{sup{ε > 0 : εB(Xn+1) ⊂ A} : Xn+1 ⊂ X},
dn(A; X) = inf{sup{inf{∥x− y∥X : y ∈ Xn} : x ∈ A} : Xn ⊂ X},
δn(A; X) = inf{sup{∥x− Un(x)∥X : x ∈ A} : Un},
dn(A; X) = inf{sup{∥x∥X : x ∈ A ∩ Xn} : Xn ⊂ X},
νn(A; X) = inf{sup{∥x− Pn(x)∥X : x ∈ A} : Pn} (1.7)
are called, respectively, Bernstein, Kolmogorov, linear, Gelfand, and projective n-widths.
If X is a Hilbert space, and A is a convex centrally symmetric subset from X , the following relations
hold for these widths (see, for example, [8,9]):
bn(A; X) ≤ dn(A; X) ≤ dn(A; X) = δn(A; X) = νn(A; X). (1.8)
Let Φ(t), 0 ≤ t < ∞, denote a continuous monotone increasing function vanishing at the point
t = 0 and satisfying the following additional conditions:
Φ(t)
Φ(π/(2n))
≥ 2
π − 2

nt − sin(nt) if 0 < t ≤ π/n,
2nt − π if t ≥ π/n.
Consider the classes of functions
F(k, r,Φ) =

f (x) ∈ L2, r :
 t
0
ω
2/k
k (f
(r), τ )2dτ ≤ Φ(t), ∀t > 0

and
F rk (h) =

f (x) ∈ L2, r :
 h
0
ω
2/k
k (f
(r), τ )2dτ ≤ 1

,
where k, r ∈ N, h > 0 and ωk(f , τ )2 is the classical continuous modulus defined in (1.1) in the space
L2.
Taikov showed in his paper [11] that the following relations hold:
d2n−1(F(1, r,Φ); L2) = n−r

n
π − 2Φ
 π
2n
1/2
, ∀n ∈ N, (1.9)
and
d2n−1(F r1 (h); L2) = n−r

n
2(nh− sin(nh))
1/2
, (1.10)
for any positive integer n satisfying the condition nh ≤ π/2. Vakarchuk [13] generalized the results
(1.9) and (1.10) to the classes F(k, r,Φ) and F rk (h) with k = 2, 3, . . . , respectively. Vakarchuk
obtained that for any n, k ∈ N and r ∈ N ∪ {0},
p2n−1(F(k, r,Φ); L2) = p2n(F(k, r,Φ); L2) = n−r

n
π − 2Φ

π
2n
k/2
, (1.11)
and for any k, r, n ∈ N, h > 0 and with the condition nh ≤ π/2 satisfied,
p2n−1(F rk (h); L2) = p2n(F rk (h); L2) = n−r

n
2(nh− sin(nh))
k/2
, (1.12)
where pm(·) is any one of them-widths mentioned in (1.7).
Continuing the research of the authors’ papers [4,5], the goal of the present paper is to give similar
results on Jackson-type inequalities and widths in the space L2 on [0, 1]with the weight x2v+1, where
v is a real number bigger than−1/2.
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1.2. Our main results
In order to state our main results, we need the following necessary notation and notions. For
v > −1/2, denote by L2([0, 1], x2v+1) the space of the real-valued, Lebesgue measurable, weighted
square integrable functions with the weight x2v+1 on [0, 1] endowed with the inner product
(f , g) =
 1
0
f (x)g(x)x2v+1dx,
and the norm ∥f ∥ = (f , f )1/2.
Let Jv(x) be the Bessel function of order v of the first kind which is defined by the following series:
Jv(x) =
∞
k=0
(−1)k
k!0(v + k+ 1)
 x
2
2k+v
. (1.13)
Then, by Jv(x), define another function jv(x) as follows:
jv(x) =

2v0(v + 1) Jv(x)
xv
, x ≠ 0,
1, x = 0.
(1.14)
Here 0(z) is the Gamma function with the well known properties
0(z + 1) = z0(z), 0(1) = 1, 0

1
2

= √π.
Let µ(v)l be the lth positive root of Jv(x), that is Jv(µ
(v)
l ) = 0, l ∈ N, and 0 < µ(v)1 < µ(v)2 <
· · · < µ(v)l < · · ·. Obviously, jv(x) has the same positive roots as Jv(x) and is continuous on
the real line. By the use of the properties of Bessel functions Jv(x) (see [7, p. 385]), we see that
jv+1(x) = −2(v + 1) dx dx jv(x). In particular, j− 12 (x) = cos x, j 12 (x) =
sin x
x , and
jn+ 12 (x) = −(2n+ 1)
d
x dx
jn− 12 (x) = (−1)
n2n+
1
20

n+ 1+ 1
2

2
π

d
x dx
n  sin x
x

,
for n = 0, 1, 2, . . . . From the property of the Bessel functions that the system

Jv(µ
(v)
l x)

l∈N
is
orthogonal in L2([0, 1], x) (see [6, Chapter 7]), it follows that the system

jv(µ
(v)
l x)

l∈N
is orthogonal
in L2([0, 1], x2v+1), namely, 1
0
jv(µ
(v)
i x)jv(µ
(v)
l x)x
2v+1dx =

0, i ≠ l,
jv(µ
(v)
l ·), jv(µ(v)l ·)

, i = l. (1.15)
Moreover, the fact that the system

Jv(µ
(v)
l x)

l∈N
forms a complete system of L2([0, 1], x) implies that
the system

jv(µ
(v)
l x)

l∈N
forms a complete system of L2([0, 1], x2v+1). For convenience, we denote
jv(µ
(v)
l x) by ϕl(x) for x ∈ [0,∞).
For any function f ∈ L2([0, 1], x2v+1), it can be expanded as a Fourier–Bessel series as follows:
f (x) =
∞
l=1
alϕl(x), al = (f , ϕl)
(ϕl, ϕl)
, (1.16)
where the convergence is understood in the norm of L2([0, 1], x2v+1).
For l ∈ N, since the two functions Jv(x) and jv(x) satisfy the differential equations
Jv(x) = −1x
d
dx

x
dJv(x)
dx

+ v
2
x2
Jv(x) and jv(x) = −d
2jv(x)
dx2
− 2v + 1
x
djv(x)
dx
,
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respectively (see [14, p. 388]), it is easy to see that (µ(v)l )
2 is the eigenvalue of the differential operator
Bf := − d2
dx2
f − 2v+1x ddx f with ϕl(x) as its eigenvector. Naturally, we can give the following definition.
Definition 1.1. Let λ ∈ R+. For any function f ∈ L2([0, 1], x2v+1) with the expansion (1.16), if the
series
∞
l=1 al(µ
(v)
l )
λϕl(x) converges in the norm of L2([0, 1], x2v+1), where al = (f , ϕl)(ϕl, ϕl) , we say that
the (generalized) derivative of order λ of f exists. Moreover, we denote this derivative byD(λ)f , andD(λ)f (x) =∞l=1 al(µ(v)l )λϕl(x).
Notice thatD(0)f (x) = f (x). Then f ∈ L2, λ([0, 1], x2v+1) (λ ∈ R+) means that the function f ∈
L2([0, 1], x2v+1) and that its derivative of order λ exists and still belongs to the space L2([0, 1], x2v+1).
Moreover, L2, 0([0, 1], x2v+1) = L2([0, 1], x2v+1).
The (generalized) shift operator with step t ∈ [0, 1] is defined to be the operator T (t) that acts on
f ∈ L2([0, 1], x2v+1) under the rule
T (t)f (x) = 0(v + 1)
0
 1
2

0

v + 12
  π
0
f

x2 + t2 − 2xt cos θ sin2v θdθ. (1.17)
When x, t ∈ [0, 1], θ ∈ [0, π], it is obvious that the inequality√x2 + t2 − 2xt cos θ ≤ 2 is valid,
but
√
x2 + t2 − 2xt cos θ > 1 is possible. Let f ∈ L2([0, 1], x2v+1) with the expansion (1.16). Then,
from the paper [5], the series
∞
l=1 alϕl(x) converges to a function f1(x) in the normof L2([1, 3], x2v+1).
So we can extend the domain of the function f from [0, 1] to [0, 3] as follows:
f (x) = f (x), x ∈ [0, 1],f1(x), x ∈ (1, 3].
Thus in (1.17) we actually use the functionf in place of f , but with no confusion, we still use f for
brevity. From [5], we know that for any function f ∈ L2([0, 1], x2v+1), the shift operator (1.17) can be
rewritten as follows:
T (t)f (x) =
∞
l=1
alϕl(x)ϕl(t), al = (f , ϕl)
(ϕl, ϕl)
. (1.18)
The corresponding difference operator ∆αt of the real order α > 0 with step t ∈ [0, 1] is defined
as follows:
∆αt f (x) = (I − T (t))α/2f (x)
=
∞
j=0
(−1)j

α/2
j

T j(t)f (x) =
∞
l=1
alϕl(x)(1− ϕl(t))α/2, (1.19)
where T 0(t) = I is the identity operator, T j(t) = T (t)T j−1(t) (j ≥ 1) and for any positive real
number β,

β
0
 = 1,  βk  = β(β−1)···(β−k+1)k! , k = 1, 2, . . . , are binomial coefficients. The (generalized)
continuous modulus of order α > 0 of f ∈ L2([0, 1], x2v+1) is defined by the following function of
τ > 0:
ωα(f , τ ) = sup
∥∆αt f ∥ : 0 < t ≤ τ .
Remark 1.1. Notice that (1.13) and hence
lim
t→0
ϕl(t)− 1
t2
= lim
t→0
jv(µ
(v)
l t)− 1
t2
= − 1
4(v + 1) (µ
(v)
l )
2, l ∈ N.
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Thus, for f ∈ L2,λ([0, 1], x2v+1) with the Fourier–Bessel expansion as (1.16), if there exists a function
g such that limt→0
 T (t)f−ft2 − g = 0, then, by (1.18), (1.16) and (1.14), we have g = − 14(v+1)D(2)f .
Hence, by (1.19), one can easily deduce that
lim
t→0
∆
α
t f
tα
−

−1
4v + 4
α/2D(α)f
 = 0,
for any positive real number α, which shows that the derivative defined by the classical way is
equivalent to the derivative defined by the multiplier as in Definition 1.1.
Define the spaceLn as follows:
Ln =

g : g(x) =
n
l=1
blϕl(x), bl ∈ R, x ∈ [0, 1]

.
Then the best approximation of f ∈ L2([0, 1], x2v+1) by the spaceLn is defined to be
E(f ,Ln) = min{∥f − g∥ : g ∈ Ln}. (1.20)
In this paper, we first consider the classical problem on the sharp Jackson constant K = Kn, α, λ(t)
in the Jackson inequality in the space L2, λ([0, 1], x2v+1):
E(f ,Ln) ≤ Kn, α, λ(t)(µ(v)n+1)−λωα(D(λ)f , t), f ∈ L2, λ([0, 1], x2v+1),
that is, the problem of calculating the constant
Kn, α, λ(t) = sup

(µ
(v)
n+1)λE(f ,Ln)
ωα(D(λ)f , t) : f ∈ L2, λ([0, 1], x2v+1), f (t) ≠ 0, a.e. t ∈ [0, 1]

. (1.21)
Our main result as regards this exact constant can be stated as follows:
Theorem 1.1. Let n ∈ N, α ∈ R+, and α ≥ 1, λ ∈ R+ and jv(x) and Kn, α, λ(t) be defined as (1.14) and
(1.21), respectively. For 0 < t ≤ τ0
µ
(v)
n+1
, we have
Kn, α, λ(t) = 1
(1− ϕn+1(t))α/2 , (1.22)
where τ0 satisfies τ0 ∈ (0, µ(v)1 ) and jv(τ0) = jv(µ(v+1)2 ).
From this theorem, it is easy to get the following three corollaries which are similar to the known
results (1.4), (1.5) and (1.2), respectively.
Corollary 1.1. Let n, α, λ and τ0 be the same as in Theorem 1.1. Then, for 0 < y ≤ τ0
µ
(v)
n+1
, we have
sup

(µ
(v)
n+1)2λE2(f ,Ln) y
0 ω
2
α(
D(λ)f , t) dt : f ∈ L2, λ([0, 1], x2v+1), f (t) ≠ 0, a.e. t ∈ [0, 1]

= 1 y
0 (1− ϕn+1(t))α dt
.
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Corollary 1.2. Let n, α, λ and τ0 be the same as in Theorem 1.1. Then, for 0 < y ≤ τ0
µ
(v)
n+1
, we have
sup
 (µ
(v)
n+1)2λE2(f ,Ln) y
0 ω
2/α
α (D(λ)f , t) dtα : f ∈ L2, λ([0, 1], x2v+1), f (t) ≠ 0, a.e. t ∈ [0, 1]

= 1 y
0 (1− ϕn+1(t)) dt
α .
Corollary 1.3. Let n, α, λ and τ0 be the same as in Theorem 1.1. Then, for 0 < y ≤ τ0
µ
(v)
n+1
, we have
sup
 (µ
(v)
n+1)2λE2(f ,Ln) y
0 ω
2/α
α (D(λ)f , t)(−ϕ′n+1(t)) dtα : f ∈ L2, λ([0, 1], x2v+1), f (t) ≠ 0, a.e. t ∈ [0, 1]

= 2
α
(1− ϕn+1(y))2α .
In order to discuss the widths of some function classes in L2, λ([0, 1], x2v+1), we select a function
Ψ (t) defined on [0, 1], satisfying the following conditions:
(i) Ψ (t) is continuous monotone increasing;
(ii) Ψ (0) = 0;
(iii)
Ψ (t) ≥

Ψ

τ0
µ
(v)
n+1

1− ϕn+1(t)
1− jv(τ0)
α/2
, 0 < t ≤ µ
(v+1)
1
µ
(v)
n+1
,
Ψ

τ0
µ
(v)
n+1

1− jv(µ(v+1)1 )
1− jv(τ0)
α/2
,
µ
(v+1)
1
µ
(v)
n+1
< t ≤ 1,
(1.23)
where α and τ0 are the real numbers mentioned in Theorem 1.1.
For such α and λ ∈ R+, we consider the following classes of functions:
S(α, λ, Ψ ) = {f ∈ L2, λ([0, 1], x2v+1) : ωα(D(λ)f , t) ≤ Ψ (t), 0 < t ≤ 1}, (1.24)
S(α, λ) =

f ∈ L2, λ([0, 1], x2v+1) : ωα(D(λ)f , t) ≤ 1, 0 < t ≤ τ0
µ
(v)
n+1

. (1.25)
Our results concerning widths of the above function classes can be stated as follows:
Theorem 1.2. Let Ψ (t) be defined on [0, 1] satisfying (i)–(iii), α ≥ 1, and λ ∈ R+, and let S(α, λ, Ψ )
be defined as (1.24). Then, for any n ∈ N, we have
pn(S(α, λ, Ψ ); L2([0, 1], x2v+1)) = (µ(v)n+1)−λ
Ψ

τ0
µ
(v)
n+1

(1− jv(τ0))α/2 ,
where pn(·) is any one of the n-widths indicated in (1.7).
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Corollary 1.4. Under the assumptions of Theorem 1.2, for any n ∈ N, the following equality:
sup{|an+1(f )| : f (x) ∈ S(α, λ, Ψ )} = (µ(v)n+1)−λ
Ψ

τ0
µ
(v)
n+1

(1− jv(τ0))α/2
1
(ϕn+1, ϕn+1)1/2
holds, where an(f ) = (f , ϕn)(ϕn, ϕn) .
Theorem 1.3. Let α ≥ 1, and λ ∈ R+, and let the classS(α, λ) be defined as (1.25). Then, for any n ∈ N,
we have
pn(S(α, λ); L2([0, 1], x2v+1)) = (µ(v)n+1)−λ
1
(1− jv(τ0))α/2 ,
where pn(·) is any one of the n-widths indicated in (1.7).
Corollary 1.5. Under the conditions of Theorem 1.3, for any n, the following equality:
sup{|an+1(f )| : f (x) ∈ S(α, λ)} = (µ(v)n+1)−λ
1
(1− jv(τ0))α/2
1
(ϕn+1, ϕn+1)1/2
holds, where an(f ) = (f , ϕn)(ϕn, ϕn) .
2. Preliminary lemmas
In this section, we shall give some lemmas that will be needed in the proofs of our main results.
These lemmas are either known or easy to prove.
Lemma 2.1. For α ∈ (0,∞) and t ∈ [0, 1], let ∆αt be as in (1.19) andD(λ)f be as in Definition 1.1. Then,
for any f ∈ L2, λ([0, 1], x2v+1), we have
E2(f ,Ln) =
∞
l=n+1
a2l (ϕl, ϕl) (2.1)
and
∥∆αtD(λ)f ∥2 = ∞
l=1
a2l (ϕl, ϕl)(µ
(v)
l )
2λ(1− ϕl(t))α, (2.2)
where al = (f ,ϕl)(ϕl,ϕl) .
Proof. The proof of (2.1) can be found in the paper [5]. We only prove (2.2). By (1.19), (1.18) and the
definition of the derivative, we have that
∆αt
D(λ)f (x) = ∞
j=0
(−1)j

α/2
j
 ∞
l=1
al(µ
(v)
l )
λ[ϕl(t)]jϕl(x).
Hence, using the orthogonality (1.15) of the system {ϕl(x)}l∈N on the interval [0, 1] with the weight
x2v+1, we have
∥∆αtD(λ)f ∥2 =  1
0
∞
l=1
a2l (µ
(v)
l )
2λ(1− ϕl(t))α[ϕl(x)]2x2v+1dx
=
∞
l=1
a2l (ϕl, ϕl)(µ
(v)
l )
2λ(1− ϕl(t))α, (2.3)
which proves (2.2). 
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In the rest of this paper, we denote the interval [µ(v)k , µ(v)k+1] by I(v)k for k ∈ N, and the interval
[0, µ(v)1 ] by I(v)0 .
Since jv(x) = 1 + O(x2) as x → 0 and all positive roots of the function jv(x) are single, one can
obtain that
jv(x) ≥ 0, x ∈ I(v)2k , for k ∈ N ∪ {0}, (2.4)
jv(x) ≤ 0, x ∈ I(v)2k−1, for k ∈ N. (2.5)
It follows from [6, Chapter 7] that the positive roots of Jv(x) are interlaced with those of Jv+1(x), that
is
0 < µ(v)1 < µ
(v+1)
1 < µ
(v)
2 < µ
(v+1)
2 < µ
(v)
3 < · · · . (2.6)
Lemma 2.2. The function jv(x) is nonincreasing on I
(v)
0 .
Proof. In fact, we only need to show that, for x ∈ I(v)0 , ddx jv(x) ≤ 0. By the definition of the function
jv(x), one has that
d
dx
jv(x) = 2v0(v + 1) ddx

Jv(x)
xv

= 2v0(v + 1)

− Jv+1(x)
xv

.
This together with the fact that µ(v+1)1 > µ
(v)
1 and (2.4) shows that
d
dx jv(x) ≤ 0, which completes the
proof of the lemma. 
Like in the proof of Lemma 2.2, it is easy to see that, for any k ∈ N, the maximal value of jv(x) on
the interval I(v)2k is jv(µ
(v+1)
2k ), namely,
max
x∈I(v)2k
jv(x) = jv(µ(v+1)2k ). (2.7)
In fact, by (2.6), µ(v)k ∈ I(v+1)k−1 for all k ∈ N. Hence, for x ∈ [µ(v)2k , µ(v+1)2k ] ⊂ I(v+1)2k−1 , from
(2.5) we have Jv+1(x) ≤ 0, which implies ddx jv(x) = −2v0(v + 1) Jv+1(x)xv ≥ 0. Hence, jv(x) is a
nondecreasing function on [µ(v)2k , µ(v+1)2k ]; then jv(x) ≤ jv(µ(v+1)2k ). Similarly, we can obtain that for
any x ∈ [µ(v+1)2k , µ(v)2k+1] ⊂ I(v+1)2k , jv(x) ≤ jv(µ(v+1)2k ). Therefore, (2.7) is valid. By the same rule, we
also get that the minimum value of jv(x) on the interval I
(v)
2k−1 is jv(µ
(v+1)
2k−1 ), that is,
min
x∈I(v)2k−1
jv(x) = jv(µ(v+1)2k−1 ). (2.8)
Lemma 2.3. For all x ∈∞k=1 I(v)k , we have
jv(x) ≤ jv(µ(v+1)2 ), jv(x) ≥ jv(µ(v+1)1 ).
Proof. These are direct results of Theorem7.3 in [7], pointing out the fact that the sequence of squares
of extremes of the function jv(x) is decreasing together with the equalities (2.7) and (2.8). 
Nextwe can easily get the next lemma,which shows that the choice of the condition in Theorem1.1
is meaningful.
Lemma 2.4. There exists a point τ0 ∈ (0, µ(v)1 ) ⊂ I(v)0 , such that jv(τ0) = jv(µ(v+1)2 ).
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Proof. In view of the expression
jv(x) = 0(v + 1)
0

v + 12

0
 1
2
  π
0
cos(x cos θ) sin2v θdθ,
one gets that |jv(x)| < 1, for x ≠ 0. Hence jv(µ(v+1)2 ) < 1. Then the lemma follows from the facts that
jv(0) = 1, jv(µ(v)1 ) = 0 and jv(x) is continuous on [0, µ(v)1 ]. 
The following lemma plays a key role in the proof of Theorem 1.1.
Lemma 2.5. For 0 < t ≤ τ0, we havemaxx≥t jv(x) = jv(t).
Proof. Notice that t ≤ τ0 < µ(v)1 and x ≥ t . If x ≥ µ(v)1 , from Lemma 2.3, we have jv(x) ≤ jv(µ(v+1)2 ),
i.e. jv(x) ≤ jv(τ0). If x ∈ [t, µ(v)1 ] ⊂ I(v)0 , by Lemma 2.2, we have jv(x) ≤ jv(t). Hence, for x ≥ t, jv(x) ≤
max{jv(t), jv(τ0)}. On the other hand, using Lemma 2.2 again, for t ≤ τ0 < µ(v)1 , jv(t) ≥ jv(τ0).
Therefore, for 0 < t ≤ τ0 and x ≥ t , we have jv(x) ≤ jv(t), which completes the proof of the
lemma. 
3. Proofs of theorems and corollaries
3.1. Proof of Theorem 1.1
Proof. We first give the upper bounded estimate.
For α > 1, from (2.1), (2.2) and Hölder’s inequality, we have that, for any h ∈ (0, t],
E2(f ,Ln)−
∞
l=n+1
a2l (ϕl, ϕl)ϕl(h)
=
∞
l=n+1
a2l (ϕl, ϕl)(1− ϕl(h))
=
∞
l=n+1

al(ϕl, ϕl)
1
2
2− 2α 
al(ϕl, ϕl)
1
2
 2
α
(1− ϕl(h))

≤
 ∞
l=n+1

al(ϕl, ϕl)
1
2
2− 2α  αα−1 α−1α  ∞
l=n+1

al(ϕl, ϕl)
1
2
 2
α
(1− ϕl(h))
α 1α
=
 ∞
l=n+1
a2l (ϕl, ϕl)
 α−1
α
 ∞
l=n+1
a2l (ϕl, ϕl)(1− ϕl(h))α
 1
α
≤
 ∞
l=n+1
a2l (ϕl, ϕl)
 α−1
α

(µ
(v)
n+1)
−2λ
∞
l=n+1
a2l (ϕl, ϕl)(µ
(v)
l )
2λ(1− ϕl(h))α
 1
α
≤ E2− 2α (f , Ln)(µ(v)n+1)−
2λ
α ω2/αα (
D(λ)f , t),
which implies that
E2(f ,Ln) ≤ E2− 2α (f , Ln)ω
2/α
α (D(λ)f , t)
(µ
(v)
n+1)
2λ
α
+
∞
l=n+1
a2l (ϕl, ϕl)ϕl(h). (3.1)
Taking h = t in (3.1), by the condition of Theorem 1.1, we obtain µ(v)n+1t ∈ (0, τ0]. And for l =
n+ 1, . . . , we have µ(v)l t ≥ µ(v)n+1t . Therefore, from Lemma 2.5, we have ϕl(t) ≤ ϕn+1(t).
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Hence, we can rewrite (3.1) as follows:
E2(f ,Ln) ≤ E2− 2α (f , Ln)ω
2/α
α (D(λ)f , t)
(µ
(v)
n+1)
2λ
α
+ ϕn+1(t)
∞
l=n+1
a2l (ϕl, ϕl),
which implies that
(µ
(v)
n+1)
2λ
α (1− ϕn+1(t))E 2α (f ,Ln) ≤ ω2/αα (D(λ)f , t), (3.2)
that is,
(µ
(v)
n+1)λE(f ,Ln)
ωα(D(λ)f , t) ≤ 1(1− ϕn+1(t))α/2 . (3.3)
Forα = 1, the inequality follows from simple computation. Then the upper bounded estimate follows.
Now, we turn our attention to the lower bounded estimate.
Let us consider the function f0(x) = ϕn+1(x). By Lemma 2.1, we have that
E2(f0, Ln) = (ϕn+1, ϕn+1),
and
ω2α(
D(λ)f0, t) = (µ(v)n+1)2λ(ϕn+1, ϕn+1) max0<h≤t(1− ϕn+1(h))α.
From Lemma 2.2, we know that 1 − ϕn+1(h) (h ∈ [0, t]) is nondecreasing, which implies max0<h≤t
(1− ϕn+1(h))α = (1− ϕn+1(t))α for α ≥ 1. Hence,
(µ
(v)
n+1)λE(f0,Ln)
ωα(D(λ)f0, t) = 1(1− ϕn+1(t))α/2 ,
together with the upper bounded estimate, completes the proof of Theorem 1.1. 
3.2. Proofs of Corollaries 1.1–1.3
Proof. Raise both sides of (3.2) to the power α and integrate on [0, y]; then it is easy to obtain
Corollary 1.1.
The proof of Corollary 1.2 is similar to the proof of Corollary 1.1; in fact, we integrate both sides of
(3.2) on [0, y], and then raise to the power α.
Integrate both sides of (3.2) on [0, y] after multiplying by −ϕ′n+1(t), then raise to the power α;
hence Corollary 1.3 easily follows using integration by parts and the fact that ϕn+1(0) = 1. 
3.3. Proof of Theorem 1.2
Proof. We first give the upper bounded estimate.
Setting t = τ0
µ
(v)
n+1
in (1.22), then for any function f ∈ S(α, λ,Ψ ),
E(f ,Ln) ≤ (µ(v)n+1)−λωα
D(λ)f , τ0
µ
(v)
n+1

1
(1− jv(τ0))α/2 . (3.4)
With (1.8), (1.6), (3.4) and (1.24), we obtain the upper bound for the n-widths as in (1.7):
pn(S(α, λ,Ψ ); L2([0, 1], x2v+1)) ≤ dn(S(α, λ,Ψ ); L2([0, 1], x2v+1))
≤ E(S(α, λ,Ψ ),Ln)
≤ (µ(v)n+1)−λΨ

τ0
µ
(v)
n+1

1
(1− jv(τ0))α/2 . (3.5)
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Now, we turn our attention to the lower bounded estimate.
Let us consider the ball
Bn+1 =

fn+1 ∈ Ln+1 : ∥fn+1∥ ≤ (µ(v)n+1)−λΨ

τ0
µ
(v)
n+1

1
(1− jv(τ0))α/2

. (3.6)
Obviously, Bn+1 ⊂ L2,λ([0, 1], x2v+1). If we can show that this ball Bn+1 is a subset of the class
S(α, λ, Ψ ), then, by (1.8), (3.6) and the definition of the Bernstein n-width, we have
pn(S(α, λ,Ψ ); L2([0, 1], x2v+1)) ≥ bn(S(α, λ,Ψ ); L2([0, 1], x2v+1))
≥ bn(Bn+1; L2([0, 1], x2v+1))
≥ (µ(v)n+1)−λΨ

τ0
µ
(v)
n+1

1
(1− jv(τ0))α/2 ,
which along with (3.5) completes the proof of Theorem 1.2.
In order to show that Bn+1 ⊂ S(α, λ, Ψ ), we only need to estimate the upper bound of
ωα(D(λ)fn+1, t) for any fn+1 ∈ Bn+1. Notice that, for l = 1, . . . , n+ 1,
1− ϕl(t) ≤

1− ϕn+1(t), 0 < t ≤ µ
(v+1)
1
µ
(v)
n+1
,
1− jv(µ(v+1)1 ),
µ
(v+1)
1
µ
(v)
n+1
< t ≤ 1.
(3.7)
Then, using the orthogonality of the system {ϕn}, (3.7), (3.6) and the condition (1.23), we have
ω2α(
D(λ)fn+1, t) ≤ (µ(v)n+1)2λ∥fn+1∥2

(1− ϕn+1(t))α, 0 < t ≤ µ
(v+1)
1
µ
(v)
n+1
,
(1− jv(µ(v+1)1 ))α,
µ
(v+1)
1
µ
(v)
n+1
< t ≤ 1.
≤ Ψ 2(t),
which proves our claim. 
3.4. Proof of Corollary 1.4
Proof. For any f ∈ S(α, λ, Ψ ), by the Cauchy inequality and (3.5), we obtain
|an+1(f )| = 1
(ϕn+1, ϕn+1)
 1
0
f (x)ϕn+1(x)x2v+1dx

= 1
(ϕn+1, ϕn+1)
 1
0
(f (x)− Sn(f )(x))ϕn+1(x)x2v+1dx

≤ E(S(α, λ, Ψ ),Ln) 1
(ϕn+1, ϕn+1)1/2
≤ (µ(v)n+1)−λΨ

τ0
µ
(v)
n+1

1
(1− jv(τ0))α/2
1
(ϕn+1, ϕn+1)1/2
, (3.8)
where Sn(f ) is the nth partial sum of the Fourier–Bessel series of f . This gives the upper estimate.
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To find the lower bound, let us consider the following function:
f0(x) = (µ(v)n+1)−λΨ

τ0
µ
(v)
n+1

1
(1− jv(τ0))α/2
1
(ϕn+1, ϕn+1)1/2
ϕn+1(x).
From the proof of Theorem 1.2, the function f0(x) belongs to the ball Bn+1 and hence it is an element
of the class S(α, λ, Ψ ). Then, we have
sup{|an+1(f )| : f (x) ∈ S(α, λ,Ψ )} ≥ |an+1(f0)|
≥ (µ(v)n+1)−λ
Ψ

τ0
µ
(v)
n+1

(1− jv(τ0))α/2
1
(ϕn+1, ϕn+1)1/2
.
Comparing this and the upper estimate (3.8), we obtain the proof of Corollary 1.4. 
3.5. Proof of Theorem 1.3
Proof. We first give the upper bounded estimate.
Using the definition of the classS(α, λ), as well as (1.8) and (1.22), for any 0 < t ≤ τ0
µ
(v)
n+1
, we have
pn(S(α, λ); L2([0, 1], x2v+1)) ≤ dn(S(α, λ); L2([0, 1], x2v+1))
≤ E(S(α, λ),Ln)
≤ (µ(v)n+1)−λ
1
(1− ϕn+1(t))α/2 .
Hence
pn(S(α, λ); L2([0, 1], x2v+1)) ≤ min
0<t≤ τ0
µ
(v)
n+1
(µ
(v)
n+1)
−λ 1
(1− ϕn+1(t))α/2
= (µ(v)n+1)−λ
1
(1− jv(τ0))α/2 . (3.9)
For the lower bounded estimate, let us consider another ball
B∗n+1 =

f ∗n+1 ∈ Ln+1 : ∥f ∗n+1∥ ≤ (µ(v)n+1)−λ
1
(1− jv(τ0))α/2

.
Obviously, B∗n+1 ⊂ L2,λ([0, 1], x2v+1), and for any f ∗n+1 ∈ B∗n+1, t ∈ (0, τ0µ(v)n+1 ], the following:
ω2α(
D(λ)f ∗n+1, t) ≤ (µ(v)n+1)2λ(1− ϕn+1(t))α∥f ∗n+1∥2
≤ (1− ϕn+1(t))
α
(1− jv(τ0))α
≤ 1,
holds, which yields that B∗n+1 also belongs to the classS(α, λ).
From (1.8) and the definition of the Bernstein n-width, it follows that
pn(S(α, λ); L2([0, 1], x2v+1)) ≥ bn(S(α, λ); L2([0, 1], x2v+1))
≥ bn(B∗n+1; L2([0, 1], x2v+1))
≥ (µ(v)n+1)−λ
1
(1− jv(τ0))α/2 ,
which along with (3.9) completes the proof of Theorem 1.3. 
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3.6. Proof of Corollary 1.5
Since the proof of Corollary 1.5 is similar to the argument of the proof of Corollary 1.4, we omit the
details for brevity.
4. Some relations between the Fourier–Bessel series and the classic Fourier transform of
harmonic analysis
Denote byS (R+) the space of infinitely differentiable even functions onRwith rapidly decreasing
derivatives, and if f is inS (R+) denote by fˆ the Hankel, or Fourier–Bessel, transform
fˆ (y) = 1
2v0(v + 1)
 ∞
0
f (x)jv(xy)x2v+1dx, v > −12 .
Colzani et al. in [3] gave a very elementary and perhaps new proof to the followingwell knownHankel
inversion formula for Fourier–Bessel expansions:
f (x) = 1
(2v0(v + 1))2
 ∞
0
 ∞
0
f (t)jv(ty)t2v+1dt

f (y)jv(xy)y2v+1dy.
In addition, the authors in [3] also gave the following fact: For functions supported in the interval
[0, 1], the Fourier–Bessel series is defined by
∞
k=1
fˆ (µ(v)k )
(µ
(v)
k )
2v jv(µ
(v)
k x)
2v−10(v + 1)J2v+1(µ(v)k )
where
fˆ (y) = 1
2v0(v + 1)
 1
0
f (x)jv(xy)x2v+1dx.
Then, for f ∈ L1([0, 1], x2v+1), and x ∈ (0, 1), the following limit:
lim
n→∞
 n
k=1
fˆ (µ(v)k )
(µ
(v)
k )
2v jv(µ
(v)
k x)
2v−10(v + 1)J2v+1(µ(v)k )
− 1
2v0(v + 1)
 R
0
fˆ (y)jv(xy)y2v+1dy
 = 0
holds, where µ(v)n < R < µ
(v)
n+1.
With every function f defined on R+ we associate a radial function f (|w|), w ∈ RN+, and formally
|ξ |≤R
eiwξ

RN
e−izξ f (|z|) dzdξ
=

1
2
N−2
2 0
N−2
2 + 1

2  R
0
j N−2
2
(|w|t)
 ∞
0
j N−2
2
(st)f (s)sN−1dstN−1dt.
See e.g. Chapter IV of [10]. It is therefore natural to study Fourier–Bessel expansions of functions on
R+ and Fourier–Bessel series of functions on [0, 1]with respect to the measure x2v+1dx.
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