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This paper introduces and combines two novel techniques. Firstly, we introduce an efficient numerical method for the prop-
agation of entire sets of initial conditions in the phase space and their associated phase space densities based on Differential
Algebra (DA) techniques. Secondly, this DA density propagator is applied to a DA-enabled implementation of Semi-Analytical
(SA) averaged dynamics, combining for the first time the power of the SA and DA techniques.
While the DA-based method for the propagation of densities introduced in this paper is independent of the dynamical system
under consideration, the particular combination of DA techniques with SA equations yields a fast and accurate method to
propagate large clouds of initial conditions and their associated probability density functions very efficiently for long time.
This enables the study of the long-term behavior of particles subjected to the given dynamics.
To demonstrate the effectiveness of the proposed method, the evolution of a cloud of high area-to-mass objects in Medium
Earth Orbit is reproduced considering the effects of solar radiation pressure, the Earth’s oblateness and luni-solar perturba-
tions. The computational efficiency is demonstrated by propagating 10, 000 random samples taking snapshots of their state
and density at evenly spaced intervals throughout the integration. The total time required for a propagation for 16 years in the
dynamics is on the order of tens of seconds on a common desktop PC.
I. INTRODUCTION
Differential Algebra (DA) is a well established tool for the
propagation of clouds of initial conditions through any suffi-
ciently smooth dynamical system [1, 2]. It allows the fast and
efficient computation of a high order polynomial expansion
of the final state as a function of the initial state. As such, it
provides a method for the propagation of uncertainties with a
single integration [2]. Besides the huge reduction in computa-
tional cost compared to many pointwise integrations, another
advantage of DA over conventional pointwise integration is
the fact that it yields an analytical expression which approxi-
mates the dependence on initial conditions and system param-
eters.
One of the novel results of this work is that we show how
the information contained in the DA flow expansion can be
used to not only to propagate points, but also to automati-
cally propagate a probability density function in time at no
extra cost. As is the case with the DA propagation method,
the DA density propagator is agnostic with respect to the dy-
namics, i.e. it can be used to propagate densities in arbitrary
dynamical systems without requiring additional information.
In particular, it is not necessary to derive and integrate e.g.
variational equations. The result of the DA density propaga-
tion is an expansion of the metric tensor used to transform the
probability density function. As such, it permits the efficient
propagation of an arbitrary initial probability density function
through the dynamics by the mere evaluation of a polynomial
as opposed to repeated pointwise integrations.
An area of astrodynamics where the propagation of densi-
ties is of particular interest is the long term evolution of orbits
around a primary body. When analyzing the long-term evolu-
tion and stability of the motion of natural or artificial satellites
in a planet-centered dynamics, the effect of orbit perturbations
is fundamental. Solar radiation pressure and planetary oblate-
ness are essential to predict the motion of impact ejecta from
Phobos and Deimos in orbits around Mars [3] or high area-
to-mass spacecraft around the Earth [4]. Similarly, the space
debris evolution environment models implement the effect of
solar radiation pressure, third body perturbations of Sun and
Moon, and the effect of the Earth’s oblateness [5].
An elegant approach to analyze the effect of orbit pertur-
bations is the Semi-Analytical (SA) technique based on aver-
aging, which separates the constant, short periodic and long-
periodic terms of the disturbing function. The short-term ef-
fect of perturbations is eliminated by averaging the variational
equations or the corresponding potential over one orbit revo-
lution of the small body. Indeed, averaging corresponds to
filtering the higher frequencies of the motion (periodic over
one orbit revolution), which typically have small amplitudes.
The resulting equations often permit a deeper understanding
of the dynamics [6], and to identify equilibrium solutions, li-
brational or rotational solutions [4]. From a numerical point
of view, the advantage of the SA approach lies in the re-
duced computational cost of the dynamics as the stiffness of
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the problem is reduced, while maintaining sufficient accuracy
compatible with problem requirements also for long-term in-
tegrations.
Semi-analytical and various Differential Algebra based
techniques were previously compared for the long term prop-
agation [7]. In particular, a comparison was performed be-
tween the direct integration of the full high fidelity equations
of motion using DA and the averaged equations developed
for the long term propagation of spacecraft in the Earth’s en-
vironment [8]. DA was successfully employed to propagate
an initial set comprised of tens of thousands of initial con-
ditions. The combination of DA with semi-analytical tech-
niques demonstrated great potential in reducing the computa-
tional time.
In this paper we continue our work on combining DA in-
tegration techniques with the SA equations of motion. We
implement DA enabled SA dynamical models for high area-
to mass objects expressed in terms of secular variation of the
Keplerian orbital elements, taking into account solar radia-
tion pressure, the Earth’s oblateness and perturbations due to
luni-solar gravity. These dynamics are then used with the DA
density propagator to represent the evolution of a cloud of
high area-to-mass fragments in Medium Earth Orbit (MEO).
In particular, the density evolution is shown in the phase space
of eccentricity and longitude with respect to the Sun-Earth
direction. Indeed this representation provides interesting in-
sight into the underlying characteristics of the dynamics [4].
The evolution of the phase space density of high area-to-mass
objects is shown for different initial conditions and using dif-
ferent perturbation models for the dynamics.
While the approach presented in this paper is based on
the metric tensor for the propagation of uncertainties, another
method employed in previous research uses the continuity
equation to describe the evolution of the density in time. In
some special cases even an analytical closed form solution is
possible. This approach was successfully applied to describe
the population of space debris [9] or the evolution of debris
objects after a fragmentation event [10], or a cloud of dust
particles under the effects of Pointing-Robertson drag [11], or
a swarm of satellites-on-a-chip (SpaceChips) around the Earth
[12]. The disadvantage of the continuity equation method is
that, to be competitive with respect to numerical integration of
the corresponding system of ODE, it requires the derivation
of a closed-form expression of the evolution of the density,
which is not always possible and depends on the particular
dynamics to be considered. However, once obtained, the re-
sulting equation can be evaluated directly at the time where
the value of the density is needed. The DA density propaga-
tion method presented in this paper does not suffer from the
drawbacks of the continuity equation approach as it is agnos-
tic to the dynamics and comes at no additional computational
cost as it utilizes the information already present in the DA
expansion of the flow.
The article is organized as follows: Section II provides a
quick overview over the DA technique, while Section III in-
troduces the important concept of the DA-based high order
flow expansion. In Section IV we briefly introduce the aver-
aged dynamics used in this work. Section V introduces the
theoretical underpinnings of the density propagation method
proposed, while Section VI focuses on the DA implemen-
tation aspects of the density propagation. This is followed
by various numerical examples in Sections VII–IX. The pa-
per concludes with some conclusion and an outlook on future
works.
II. DIFFERENTIAL ALGEBRA
Differential Algebra (DA) techniques, exploited here to
implement an automatic high-order density propagation algo-
rithm, were devised to attempt solving analytical problems
through an algebraic approach [13]. Historically, the treat-
ment of functions in numerics has been based on the treatment
of numbers, and the classical numerical algorithms are based
on the mere evaluation of functions at specific points.
DA techniques rely on the observation that it is possible
to extract more information on a function rather than its mere
values. The basic idea is to bring the treatment of functions
and the operations on them to computer environment in a sim-
ilar manner as the treatment of real numbers. Referring to
Figure 1, consider two real numbers a and b. Their transfor-
mation into the floating point (FP) computer representation,
a and b respectively, is performed to operate on them in a
computer environment. Then, given any operation ∗ in the
set of real numbers, an adjoint operation ~ is defined in the
set of FP numbers so that the diagram in Figure 1 (left) com-
mutes1. Consequently, transforming the real numbers a and b
into their FP representation and operating on them in the set
of FP numbers returns the same result as carrying out the op-
eration in the set of real numbers and then transforming the
achieved result in its FP representation.
In a similar way, let us suppose two functions f and g
in n variables in the space Ck of k times continuously dif-
ferentiable functions are given. In the framework of differen-
tial algebra, the computer represents and operates on them us-
ing their k-th order Taylor expansions, F and G respectively.
Therefore, the transformation of real numbers into their FP
representation is now substituted by the extraction of the k-
th order Taylor expansions of f and g. For each operation
on Ck, an adjoint operation in the space of truncated Taylor
polynomials (called kDn) is defined so that the correspond-
ing diagram commutes; i.e., extracting the k-th order Taylor
expansions of f and g and operating on them in kDn returns
the same result as operating on f and g in the original space
Ck and then extracting the k-th order Taylor expansion of the
resulting function.
The implementation of differential algebra in a computer
allows the exact computation of the Taylor coefficients of a
function up to a specified order k with a limited amount of ef-
fort. The Taylor coefficients of order n for sums and products
of functions, as well as scalar products with real numbers, can
be computed from the coefficients of the summands and fac-
tors. Therefore, the set of equivalence classes of Ck functions
can be endowed with well-defined operations, leading to the
1The diagram commutes approximately in practice due to truncation
errors.
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Figure 1: Analogy between the floating point representation of real numbers in a computer environment (left) and the intro-
duction of the algebra of Taylor polynomials in the differential algebraic framework (right).
so-called truncated power series algebra (TPSA) [14, 15]. In
addition to these algebraic operations, the DA framework is
endowed with differentiation and integration operators, com-
pleting the structure of a differential algebra.
Analogously to the algorithms for floating point arith-
metic, further algorithms for intrinsic functions are built on
these elementary operations yielding common elementary
functions, such as trigonometric and exponential functions.
Further algorithms to evaluate and perform composition of
functions, compute Taylor expansions of inverse functions,
and solve nonlinear systems of equations explicitly are avail-
able in DA arithmetic [16, 13].
The DA computer routines outlined in this section are im-
plemented in the software COSY INFINITY [17] by M. Berz
and K. Makino, which is used in to implement the algorithms
presented in this paper.
III. HIGH ORDER FLOW EXPANSION
DA allows the derivatives of any function f of n vari-
ables to be computed up to an arbitrary order k. This has an
important application to the numerical integration of an ODE
by means of an arbitrary numerical integration scheme. Any
integration scheme is based on algebraic operations, involving
the evaluation of the ODE right hand side at several integra-
tion points. Therefore, by carrying out all the evaluations in
DA arithmetic allows computing the arbitrary order expansion
of the solution of a general ODE with respect to the initial
conditions. Throughout the following, the notation [x] is used
to represent a DA variable, as opposed to a function or real
variable.
To illustrate the method, without loss of generality con-
sider the scalar initial value problem{
x˙ = f(x, t)
x(t0) = x0
(1)
and the associated flow ϕ(t;x0) in phase space. We now want
to show that, starting from the DA representation of the initial
condition x0, DA allows us to propagate the Taylor expansion
of the flow around x0 forward in time, up to the desired final
time tf , yielding a polynomial expansion of ϕ(tf ;x0 + δx0).
Initially, at time t0 the flow ϕ(t0;x) = x is the identity.
We therefore replace the point initial condition x0 by the DA
representation of the identity function expanded around x0 to
order k, which is a (k + 1)-tuple of Taylor coefficients. As
for the identity function only the first two coefficients, corre-
sponding to the constant part and the first derivative respec-
tively, are non zero, we can write [x0] as x0 + δx0, in which
x0 is the reference point for the expansion.
If all the operations of the numerical integration scheme
are now carried out in the DA arithmetic, the flow ϕ(t;x0) in
phase space is approximated, at each time step ti, as a Taylor
expansion in δx0.
For the sake of clarity, consider the fixed step-size for-
ward Euler’s scheme
xi = xi−1 + f(xi−1)∆t (2)
and substitute the initial value with the DA identity [x0] =
x0 + δx0. At the first time step we have
[x1] = [x0] + f([x0]) ·∆t. (3)
If the function f on the right hand side is evaluated in the DA
framework, the output of the first step, [x1], is the k-th order
polynomial expansion of the flow ϕ(t;x0) in δx0 around x0
at time t = t1. Note that, as a result of the DA evaluation of
f([x0]), the (k+ 1)-tuple [x1] may include several non zeros
coefficients corresponding to high-order terms in δx0.
By induction, this procedure can be repeated until reach-
ing the final step, which is the k-th order polynomial expan-
sion of ϕ(t;x0) in δx0 around x0 at the final time t = tf .
Thus, the flow of a dynamical system can be approximated,
at each time step ti, as a k-th order Taylor expansion in δx0
around around x0 automatically and with a limited amount
amount of effort.
In practice, of course, one does not employ a fixed step-
size Euler scheme, but a more advanced numerical integration
scheme such as higher order Runge-Kutta schemes with auto-
matic step size control or Adams-Bashforth schemes.
The conversion of standard integration schemes to their
DA counterparts is straightforward for explicit solvers and if
done correctly can also be performed for implicit methods.
This is essentially based on the substitution of all the opera-
tions in the algorithm by the same operations on DA numbers.
In addition, whenever the integration scheme involves itera-
tions (e.g., in implicit and predictor-corrector methods), step
size control, and order selection, the usual absolute value must
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be replaced by a suitably chosen measure of the accuracy of
the Taylor expansion of the flow.
The main advantage of the DA-based approach is that
there is no need to write and integrate variational equations
in order to obtain high-order expansions of the flow. As this is
achieved by the simple substitution of operations between real
numbers with those on DA numbers, the method is ODE inde-
pendent. Furthermore, the efficient implementation of DA in
COSY INFINITY allows us to obtain high-order expansions
with limited computational time.
For the computations in this paper, we use a 7/8 order
Runge-Kutta integrator scheme with automatic step size con-
trol for the integration of the dynamics starting with a DA rep-
resentation of the initial condition. This enables us to compute
the flow expansion to arbitrary order in terms of the initial
conditions at final time t. While straightforward to imple-
ment, the DA integration method can be very time consuming
if the right hand side of the ODE is stiff. In particular, in the
case of the long term evolution in perturbed 2-body dynamics
the fast near-Keplerian motion requires small step sizes. This
is not specific to DA but a property found in numerical ODE
integration in general. This observation gives rise to the aver-
aging technique described in the next section, which mitigates
the impact of this problem by removing the fast motion and
replacing it by a smooth mean motion.
IV. AVERAGED DYNAMICS
The orbit evolution in the Earth environment can be ex-
pressed in terms of variation of orbital parameters through
variational equations in Gauss’ form or Lagrange’s form [18].
When the long-term propagation of the dynamics is re-
quired, it is convenient to separate the disturbing function (or
disturbing force) in terms of its constant component, short pe-
riod variations and long period variations. In particular, it is
possible to isolate the secular and the long-period effects on
the dynamics by eliminating the short period term through the
averaging technique. The most common form is obtained by
averaging the perturbation over one orbit revolution. Con-
sidering that the evolution of the semi-major axis a, eccen-
tricity e, inclination i, anomaly of the ascending node Ω and
anomaly of the pericenter ω are much slower than the true
anomaly ν or mean anomalyM , the variational equations can
be integrated on ν or M from 0 to 2pi, considering the other
orbital elements constant over one revolution. The averaged
dynamics can then be numerically integrated to account for
the variation of the orbital elements over the long period. The
osculating terms can also be retried a posteriori.
In this article we consider the effects of some of the main
perturbations for Earth-centered orbits including solar radia-
tion pressure, the effect of the Earth’s oblateness and luni-
solar perturbations. The expression for the averaged potential
to describe the long-term and secular variation of the orbital
elements were derived in [4] and [6], we summarize the main
point here for clarity.
The secular and long-period rate of change of the orbital ele-
ments due to solar radiation pressure (SRP) and J2 are given
for example by Krivov et al. [3] and were implemented in the
PlanODyn suite [8] as:
dΩ
dt J2
= −3
2
J2
(
RE
a
)2
n
(1− e2)2 cos i
dω
dt J2
=
3
4
J2
(
RE
a
)2
n
(1− e2)2
(
5 cos2 i− 1) (4)
for the Earth oblateness, where J2 = 1.083 · 10−3, RE is the
radius of the Earth and n the orbital mean motion, and
de
dt SRP
=
3
2
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2
µ
√
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=
3
2
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2e
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Ak sinαk
dω
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= − cos i dΩ
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√
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e
6∑
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The coefficients A1 to A9 and the angles α1 to α9 are
function of the orbit orientation i, Ω, ω, and the longitude of
the Sun on the ecliptic λSun as well as the obliquity angle
ε of the ecliptic over the equator. aSRP is the characteristic
acceleration due to SRP:
aSRP =
pSRcRA
m
(6)
with pSR the is the solar pressure pSR = 4.56 · 10−6 N/m2,
cR the reflectivity coefficient, and A/m the area-to-mass ra-
tio of the spacecraft with A the cross section area exposed to
the Sun. The effect of eclipses is neglected for the moment.
The secular variation of semi-major axis due to Earth’s oblate-
ness and solar radiation pressure without considering eclipses
is zero. The effect of the third body perturbation due to the
Moon and the Sun is also considered, by averaging the third
body potential written in orbital elements. The expression of
the resulting equations are reported in [6].
For integrating DA with SA techniques, the algorithm im-
plemented in PlanODyn was implemented in COSY INFIN-
ITY. The COSY implementation was successfully validated
against the PlanODyn implementation of both the averaged
dynamics and the high-fidelity dynamics. For the high fidelity
dynamics the expression of the acceleration due to Solar radi-
ation pressure, Earth’s oblateness and luni-solar perturbation
were inserted into the Gauss’s form of planetary equations
[18] to be numerically integrated.
V. DENSITY PROPAGATION
The term density may refer to both a physical density
as well as a probability density function (pdf) in the phase
space of a given dynamical system. The physical density
N(x) gives the number of particles in the system that oc-
cupy an infinitely small phase space volume around the state
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x. The probability density function p(x), on the other hand,
provides the probability of a particle occupying an infinitely
small phase space volume around the statex. Mathematically,
both formulations are in fact identical except for normaliza-
tion. The pdf is normalized such that the total integrated prob-
ability of a particle occupying any state is 1,∫
V
p(x) dV = 1,
while the physical density is normalized such that the integral
yields the total number of particles in the system:∫
V
N(x) dV = Ntot.
Without loss of generality we shall refer to the density as a
pdf for the remainder of this paper.
It is important to note that our notion of density in phase
space differs from the notion of spatial density. The spatial
density is the density of particles in physical space only, ne-
glecting different velocities present in phase space. In order
to pass from the phase space density to the spacial density, it
is necessary to integrate the distribution over the velocity.
In general, as a dynamical system evolves with time, the
pdf also changes. Thus, the pdf is time dependent: pt(x).
The goal of this section is to obtain a transformation from the
known pdf pt0(x) at time t0 to the general pdf pt(x) at any
time t. Fortunately, the evolution of the density in a dynamical
system where particles are conserved locally, i.e. a system
without sources or sinks of particles, is fully described by the
local evolution of phase space volume under the effect of the
ordinary differential equation governing the motion.
Let the evolution of a dynamical system be described by
the first order ordinary differential equation
dx
dt
= f(x, t), (7)
where f : Rn → Rn is a C1 function, i.e. at least once
continuously differentiable, and x(t) ∈ Rn is the state vector
of the system. For any given initial condition x0 at time t0,
this ODE has a unique solution x(t) such that x(t0) = x0
and x(t) satisfies Eq. 7.
We define ϕt(x) to be the general solution of the ODE
defined by Eq. 7 satisfying ϕt0(x) = xdϕt(x)
dt
= f(ϕt(x), t),
i.e. ϕt(x) is the flow of the ODE.
Fixing the time t, y = ϕt(x) defines a map from any
initial point x in phase space at time t0 to the corresponding
final point y in phase space at time t. Due to the uniqueness of
solutions of the ODE, this map is a 1-to-1, and hence invert-
ible, C1 transformation of phase space. We denote the inverse
function by x = ϕ−1t (y) and the Jacobian with respect to the
phase space variables x and y as Jϕt(x) and Jϕ−1t (y) re-
spectively.
The problem of obtaining the relationship between pt(x)
and pt0(x) now is reduced to finding the pdf of the dependent
variable y = ϕt(x) given the pdf of x. This relation between
dV
x
x
φ
t
dV
y
y
Figure 2: Illustration of the transformation of an infinitesimal
volume dVx to dVy under the map ϕt.
the pdf of a dependent and independent variable is well known
in statistics [19, p. 149] and given by
pt(y) = pt
(
ϕ−1t (y)
) · det (Jϕ−1t (y)) , (8)
or written in terms of x
pt (ϕt(x)) = pt (x) / det (Jϕt(x)) . (9)
In the second equation we made use of the fact that
Jϕ−1t (y) = (Jϕt(x))
−1 and hence
det
(
Jϕ−1t (y)
)
= 1/ det (Jϕt(x)) .
Equations 8 and 9 can be understood intuitively by con-
sidering the evolution of infinitesimally small phase space
volumes. To derive Eq. 9, consider the infinitesimally small
phase space volume dVx centered around x. Mapping this in-
finitesimally small phase space volume dVx forward through
the map ϕt yields another infinitesimally small phase space
volume dVy centered around y = ϕt(x) (see Figure 2).
The probability of a particle occupying the phase space
volume dVx at time t0 is given by pt0(x) · dVx, while the
probability of a particle occupying dVy at time t is given by
pt(y) ·dVy = pt(ϕt(x)) ·dVy . Due to the principle of proba-
bility conservation, both probabilities must be the same, yield-
ing
pt0(x) · dVx = pt(ϕt(x)) · dVy.
Solving for pt(ϕt(x)) we obtain
pt(ϕt(x)) = pt0(x) · dVx/dVy. (10)
Drawing on a result from differential geometry, we recall
that the relation between the initial volume dVx and the final
volume dVy is given by
dVy = det (Jϕt(x)) · dVx, (11)
where the quantity inside the determinant is also known as the
Riemann or metric tensor [20, p. 159]. Inserting Eq. 11 into
Eq. 10 we obtain Eq. 9.
VI. DA IMPLEMENTATION
As the result of the preceding section, we obtained the
relationship between the densities at different times in a dy-
namical system given by Eq. 9. In order to compute the new
pdf pt(ϕ(x)), this equation requires the computation of the
determinant of the metric tensor det (Jϕt(x)). This in turn
requires knowledge of the derivatives of the flow to obtain the
Jacobian Jϕt(x).
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While it is of course possible to manually derive the varia-
tional equations corresponding to the particular given dynam-
ics and integrate the combined equations of motion in order
to obtain the Jacobian Jϕt(x) at the given point, this process
has several drawbacks. Firstly, it requires the manual deriva-
tion of the variational equations for each and every different
ODE. Given the complexity of many more realistic dynami-
cal models, this task can become quite tedious and yield very
long and difficult expressions. Furthermore, even for a sim-
ple 6 dimensional phase space, the dimensionality of the ODE
including the variational equations is already 42, resulting in
significant additional computational effort. Lastly, this proce-
dure only provides the Jacobian and hence the new density at
a single point. In order to evaluate the density at many dif-
ferent points, e.g. in a cloud of initial conditions, a separate
integration is required for every single evaluation.
We instead use DA to compute an expansion of the new
density as given in Eq. 9 without the need of manually taking
and integrating derivatives. We achieve this by making use of
the differential structure of DA. First, a high order flow ex-
pansion between times t0 and t is computed as described in
section III. Since the final result of this process is a polyno-
mial expansion of ϕt(x) in terms of x, it is easy to take the
derivative of the polynomial expansion to obtain a polynomial
expansion of the Jacobian Jϕt(x).
Performing all the operations in the computation of the
metric tensor in DA arithmetic, followed by the DA evalua-
tion of the determinant itself, one obtains an expansion of the
determinant of the metric tensor. This then allows the fast and
efficient evaluation of the density pt(ϕt(x)) by Eq. 9. As the
determinant itself is a polynomial expansion valid in an entire
neighborhood of the chosen expansion point, it is possible to
evaluate the density pt(ϕt(x)) not just at the expansion point
itself, but at any number of points in its neighborhood without
the need for additional integrations by the simple evaluation
of a polynomial.
Note that we do not compute the full Taylor expansion of
the final pdf pt(ϕt(x)). Instead, we leave the explicit depen-
dence on the initial pdf pt0(x) as per Eq. 9 intact. This has
several advantages. Firstly, it is possible to propagate a differ-
ent pdf without reintegrating the dynamics to recompute the
metric tensor. Secondly, expanding the entire pdf directly will
typically result in an expansion with poor convergence as the
pdf has an asymptotic behavior approaching zero, while all
non-trivial polynomials of course diverge to ±∞. Thus a sin-
gle polynomial expansion will only describe the pdf well only
in a small, local neighborhood, which for typical pdfs (such
as Gaussian distributions) is much smaller than the radius of
convergence of the determinant.
We further remark that the above method is applicable
also to the computation of the density as given in Eq. 8. The
only difference is that in this case the numerical integration
is to be carried out backwards from time t to time t0, start-
ing with a DA initial condition [y] at time t to obtain the DA
expansion of the expression
[
ϕ−1t
]
(y).
Which of the two formulations, Eq. 8 or 9 to calculate
is largely problem dependent. Either representation of the
pdf has advantages depending on the final goal that is to be
achieved with the pdf. In the following section, we compute
the density according to Eq. 9, expanding around the area of
interest in the prescribed initial density distribution pt0(x).
For visualizing the final pdf, this formulation is ideal as it at
the same time shows the evolution of the initial set in phase
space over time, while in addition providing the density at
each point in the propagated set.
VII. NUMERICAL EXAMPLES
To demonstrate the proposed method of DA-based prop-
agation of the phase space density in semi-analytical dynam-
ics, we consider an initial condition on a Medium Earth Orbit
characterized by the values given in Tab. 1. Objects with high
area-to-mass ratio A/m equal to 25 m2/kg are considered.
The set of initial conditions used in the following propaga-
tions is centered around the reference values, with the size in
each component as given. As can be seen, in this study we
only consider two dimensional statistics in e and ω, while the
other elements are considered exact. This is not a restriction
of the method but merely serves to simplify the representation
of the resulting probability density function in phase space.
In the following, to increase the clarity of the explana-
tion of the cloud evolution, a dynamical model with increasing
complexity is used. First, a simplified Sun model is adopted as
in [3] and [4]: the ecliptic plane is assumed to be equivalent
to the equatorial plane (i.e., obliquity angle ε = 0) and the
Earth is assumed on a circular orbit around the Sun. The only
perturbations considered are solar radiation pressure and J2.
This will reveal some interesting characteristics of the phase
space map as first noted in [12]. Then the model complexity
is increased by considering the real ephemerides of the Sun as
well as including in the model luni-solar perturbations using
a second-degree model of the disturbing potential.
Element Reference Size
a0 23222 km ±0 km
e0 0.08 ±0.03
i0 0.01 deg ±0 deg
Ω0 0 deg ±0 deg
ω0 0 deg ±5.7 deg
M0 0 deg ±0 deg
Table 1: Initial conditions used for the propagations.
VIII. J2 AND SIMPLIFIED SRP DYNAMICS
The two-body dynamics of a spacecraft with high area-to-
mass ratio orbiting the Earth is strongly perturbed by the term
of the gravitational field due to the Earth’s oblateness and by
the effect of solar radiation pressure in the case of large area-
to-mass ratio.
The orbit evolution shows interesting behavior in the
phase space of eccentricity e and φ, where
φ = Ω + ω − (λSun − pi)
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describes the orientation of the orbit perigee with respect to
the Sun. As was analyzed in [4], if the obliquity angle is
assumed to be zero, the system allows some equilibrium so-
lutions which correspond to frozen orbits with resect to the
Sun. The equilibrium solution φ = 0, existing at semi-major
axis below approximately 15000 km corresponds to a family
of heliotropic orbits that maintain their perigee in the direc-
tion of the Sun, while φ = pi, existing for semi-major axis
above 13000 km approximately, corresponds to families of
anti-heliotropic orbits, with the apogee frozen in the Sun di-
rection.
Initial conditions around the equilibrium orbit will librate
in the phase space of e−φ around the equilibrium. The eccen-
tricity value of the equilibrium solution depends on the semi-
major axis a and the value of the area-to-mass ratio A/m of
the spacecraft, which can be used as a control parameter to
design frozen orbits with respect to the Sun. A detailed de-
scription of the possible solutions is given in [4].
In this simplified model we study the evolution of the den-
sity under a simplified solar ephemeris model and the effect
of J2 and solar radiation pressure only. As mentioned, the
equator is assumed to be on the ecliptic, ε = 0 and a circular
orbit for the Earth around the Sun is used. Instead of studying
the motion in full six dimensional phase space, we focus on
the projection into the e− φ plane.
Figure 3 shows the evolution of an initial set of phase
space with initially uniform density (bottom). As the sys-
tem evolves, the set moves counter clockwise on a periodic
orbit. The period of the motion is about 378.3 days. Note that
the period of the motion, i.e., one librational loop around the
equilibrium point (which corresponds to an anti-heliotropic
orbit), should not be confused with the orbit period. Unless
otherwise stated we will refer here to the librational loop pe-
riod. As can be seen, the phase space is compressed during
the evolution. However, the compression is not uniform over
the initial set, causing the density to become significantly non-
uniform over the initial set. After completing one full period,
the set returns almost to the initial set and also the density
almost returns to the initial uniform distribution.
Figure 4 shows the evolution of the minimum and maxi-
mum densities at various times during one single loop period.
Starting from the uniform distribution of (non-normalized)
density 1, both the minimum and the maximum density in-
creases, but after about half a period the difference between
the minimum and maximum density becomes largest. On the
second half period, the difference between the minimum and
maximum density decreases again and approaches almost the
initial density.
The same effect is visible also over several turns. In Fig-
ure 5 the evolution over three complete periods is shown. The
periodic expansion and compression of the density and in par-
ticular the non-uniform density evolution within the initial set
during a single period is clearly visible.
From the previous figures it appears as if the density is
changing periodically. In case of only solar radiation pressure
in this model, this is indeed the case as was shown by an ana-
lytical analysis of the Hamiltonian of that system as a conse-
quence of Liouville’s theorem [12]. In case of the presence of
Figure 3: Phase space evolution of initial set with uniform
density over one loop period.
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Figure 4: Evolution of the minimum and maximum density
over one period.
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Figure 5: Evolution of the minimum and maximum density
over three periods.
J2, however, this is not the case, as a more careful long term
analysis shows. In Figure 6 we show the minimum and max-
imum density after each completed period for 15 periods. In
this representation, which is ignoring the intermediate pulsat-
ing density evolution during each period, it becomes apparent
that the minimum and maximum density in each turn is indeed
drifting apart with time.
In Figure 7 the reason for this evolution becomes clear. As
the initial set evolves, different parts move at different speeds
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Figure 6: Long term evolution of the minimum and maximum
density after each period.
resulting in a more and more non-linear shape and less uni-
form density distribution. Note that even in this case a sin-
gle polynomial expansion is sufficient to accurately represent
both the shape in phase space as well as the density of the
cloud. This demonstrates the power of the DA density propa-
gation method even under long term evaluation.
Also in terms of computational cost, this method is highly
effective. The figures displayed here are generated by prop-
agating 10, 000 random samples within the initial condition
box, and propagating them forward, in the case of Figure 7
for over 15.5 years. During the integration, snapshots of the
position and density are taken at fixed intervals to generate the
intermediate results. The computational time required for any
one of these computations is on the order of tens of seconds
on an ordinary iMac with an 2.9 GHz Intel Core i5 processor
and 8 GB DDR3 RAM.
Lastly, Figures 8 and 9 show the evolution of a non-
uniform initial density distribution. In the first figure, a sin-
gle Gaussian density distribution in both φ and e is placed
in the center of the initial condition box (centered at φ = pi
and e = 0.08). In the second figure, two initially identical
Gaussians are placed each 1/8 away from the top and bottom
respectively of the initial condition box (centered at φ = pi
rad and e = 0.0575 and e = 0.1025, respectively). As can
be seen in Figure 9, the density of the two Gaussians evolves
differently as the density of the outer Gaussian increases sig-
nificantly more than the density of the inner Gaussian.
IX. J2, SRP AND FULL LUNI-SOLAR DYNAMICS
Once the phase space evolution is clear we can now re-
place the simplified model of the dynamics with a more ac-
curate model including perturbations due to J2, SRP and the
luni-solar gravitational potential using real ephemeris data for
the Sun and Moon. The obliquity angle of the ecliptic over the
equator is set to ε = 23.4393 deg and the real ephemerides
of the Earth around the Sun as well as the Moon around the
Earth are considered, based on a low order polynomial ana-
lytical model.
As Figure 10 shows, including luni-solar perturbations
and a more realistic ephemeris of the Sun leads to non-
periodic motion. However, the DA method for density propa-
gation is working the same way as before without changes to
the code after changing the dynamical model. The additional
Figure 8: Density evolution of a non-uniform Gaussian den-
sity distribution.
Figure 9: Density evolution of a non-uniform and non-
Gaussian initial density.
terms in the dynamical model do not require any further work
for the density propagation.
X. CONCLUSIONS
In this paper, we introduced a DA based method for the
propagation of sets of initial conditions in phase space and
their associated phase space densities, and then applied this
technique to a DA enabled implementation of SA dynamics.
The DA based method for the propagation of densities
introduced in this paper is independent of the dynamical sys-
tem, and can be applied to both averaged (SA) as well as non-
averaged (high fidelity) dynamics. However, the particular
combination of DA techniques with SA equations yields a fast
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(a) initial set (b) period 1 (c) period 2 (d) period 3
(e) period 4 (f) period 5 (g) period 6 (h) period 7
(i) period 8 (j) period 9 (k) period 10 (l) period 11
(m) period 12 (n) period 13 (o) period 14 (p) period 15
Figure 7: Long term evolution of initial set with uniform density distribution after every period.
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Figure 10: Phase space evolution of initial set with uniform
density over one period.
and accurate method to propagate large clouds of initial con-
ditions and their associated probability density functions very
efficiently for long time.
The evolution of a cloud of high area-to-mass objects in
MEO is reproduced considering the effects of solar radiation
pressure, the Earth’s oblateness and luni-solar perturbation.
The computational efficiency is demonstrated by propagating
10, 000 random samples taking snapshots of the position and
density at each point throughout the integration. The time re-
quired for an integration of 16 years is on the order of seconds
on an ordinary desktop PC.
As a future work, coupling the expression of the density in
the phase space with the density over one single orbit (derived
under a two-body approximation), will allow recovering the
full 6D density of high area-to-mass objects lost due to the
averaging over the fast variable M . This opens the door for
applications to the description of debris evolution.
Moreover, the coupling or DA mapping with SA tech-
niques will be investigated as an alternative to double av-
eraged techniques and the DA domain splitting will be em-
ployed in some case where the dynamics exhibit strongly non-
linear behavior in the chaotic regime.
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