ABSTRACT. Helmholtz' 2nd theorem (that every vector field on R with vanishing curl is gradient of a function) can be viewed as a statement about the group of translations of R3. We prove similar theorems for other Lie transformation groups, in particular for semidirect products of abelian and compact semisimple groups. Using Hodge theory we also obtain results analogous to the 1st Helmholtz theorem, but only for compact Lie transformation groups.
I. Introduction. The two Helmholtz theorems are standard tools of vector analysis. The first theorem states that every smooth vector field $ on R3 in exactly one way can be decomposed into two terms * = VF + curl V, where FE C°°(R3) and where V is a smooth vector field on R3. The second states that a smooth vector field 4> on R3 is of the form & = dF provided curl * = 0.
In [14] Lomont and Moses obtained results that were quite analogous to the two Helmholtz theorems above, replacing the linear momentum operator V by the angular momentum operator L = 3c x V. A simpler and more direct proof was presented by J. B. Keller [10] . Their results were extended further by Cannon and Jordan [3] who studied, instead of vector fields, i.e. maps of R3 into R3, maps of R3N into R3.
In connection with an application [13] of the above results to the no-interaction theorem of particle dynamics, H. Leutwyler observed that the second Helmholtz theorem and its analogs are "of a purely group-theoretical nature and have an immediate generalization to a large class of Lie groups" [12, p. 544] . Group theory enters because the operators V and L are the infinitesimal generators of the translation group in R3 and of the rotation group 50(3). Leutwyler's demonstration of his generalization-hereafter referred to as Leutwyler's theoremcan be found in [12] .
F. This induces a g-module structure on F, where g is the Lie algebra of G.
Then every linear map 9 -*• F can in exactly one way be decomposed into three terms, tj> = dF + 5* + 0, where d is the coboundary operator on the g-module F, F G F, 5 is the codifferential operator corresponding to d under a given inner product on g, ^: g x g -*■ F is an alternating bilinear map, and©: g -> F is a harmonic linear map.
If, in particular, G is semisimple as in the Lomont-Moses case where G = 50 (3) , then the harmonic term vanishes.
The main idea of the proof is to use Hodge theory to decompose the differential 1-forms on G and then to transfer the decomposition to the F-valued 1-forms on g.
The author would like to thank P. Kristensen from the Physics Department for drawing his attention to Leutwyler's results, and to thank Verner Beck and Jorgen Tornehave for illuminating discussions.
II. The notation and Leutwyler's problem. Throughout this paper G denotes an n-dimensional Lie group with identity element e, Lie algebra g and exponential map exp: g -*■ G. We assume furthermore that G acts as a Lie transformation group on a manifold M (for definition, see [7, Chapter II, §3] ), where by a manifold we will always understand a paracompact C°° manifold. The action of g G G on p G M is written gp.
If X G g and g&G we let Xg = L(g)^X, where L(g) denotes left translation in G by g G G.
Each X G g induces a vector field X* on M by X*(/) := J"/(exp(-tX)m)\t=0 for m G M, /G C~(Af), and it is well known that the map X !-»• X* is a Lie algebra homomorphism of g into the Lie algebra of C°° vector fields on M (see for example [15, p. 34 
]).
To state Leutwyler's problem we let {Xx,. . . , Xn} be a basis for g and introduce the corresponding structure constants cGB where A, B, C = 1, 2, . . . , n by (1) \Xa>xb\ = £ cab^c-
We shall examine whether the system (2) *af = fa> A=*l,...,n, We will say that Leutwyler's problem can be solved if the answer to this question is yes.
Simple examples show that the Leutwyler's problem in general cannot be solved, so the question we ask is: What conditions on G and M guarantee that Leutwyler's problem can be solved? Leutwyler, himself, considered [12] the following types of Lie groups:
(a) groups with compact covering group, (b) translation groups, (c) semidirect products of (b) with (a). He assumed furthermore that M was a vector space with G acting as a group of linear transformations. His result may, in the terminology above, be phrased as follows:
Leutwyler's theorem. IfGisof type (a), (b) or (c), and if the translations are represented injectively in the cases (b) and (c), then Leutwyler's problem can be solved.
III. Reformulation of Leutwyler's problem. We proceed to reformulate Leutwyler's problem in cohomological terms. To make the exposition more selfcontained we recall the definition of the 1st (Hochschild) cohomology group of a Lie algebra 9 with respect to a g-module F. For more information we refer the reader to [9] . The action of X G 9 on F G F will be denoted X • F. Definition 1. A linear map $: 9 -+ F is said to be a cocycle if XA ■ *(X2) -X2 • HXJ -«Wx, X2]) -0 for all Xt, X2 G 9.
It is said to be a coboundary if there is an F G F such that $ = SF, meaning
It is easy to see that the vector space 5J(9, F) of coboundaries is a subspace of the vector space Z*(9, F) of cocycles. We may thus define the 1st cohomology group //'1(9» F) as the quotient vector spacê (9, F) -ZHo,, V)lBl(z, F).
Finally we will use the notation #°(9, F) = {F G f\X ' F = 0 for all XG 0). (4) 7Y1(9.C°°(A0) = {0}.
Note that the basis {AT,, . . . , Xn} for g does not occur in (4) so that Leutwyler's problem only depends on the action of g on C°°(Af) and not on any choice of basis.
IV. A general theorem. The main result of this section is Theorem 2 which has Leutwyler's theorem as a corollary (see §V).
F will from now on denote a locally convex topological vector space over the reals with topological dual F'. It is a standard result that F' separates the points of F. The pairing between F' and F will be written <•,•>.
We assume given a strongly continuous representation of the Lie group G on F by continuous linear operators; the action of g G G on F G F will be written g • F. Note that we get an action of G on F' (the contragredient representation), defined by (g-u,F) :=(u,g-1 -F> for uE F', F £ F, gEG.
We will finally assume that G "acts weakly C°° on F" in the sense that the map g H-g • F of G into F for each fixed F G F is weakly C°°, where by "weakly Note the formula
which as a consequence has that the map (X, F) (->• X • F of g x F into F makes F into a g-module.
Remark. It is not necessary above or in the sequel that u ranges over all of F'; an inspection of the proofs below shows that a fixed invariant subset that separates the points of F will do. It is easy to check that all the assumptions above hold. In particular we find X-F=X*F for all Ä" G g, F G F.
Definition 3'. An V-cocycle <p is a weakly C°° map <p: G -*■ F satisfying (6) <p(gh) = <p(g)+g-<P(.h) for all g, h G G.
An f-coboundary <p is a map ip: G -* F of the form (7) fig) = g ' F -F, where F is an element of F.
Each F-coboundary is an F-cocycle. The quotient vector space between the vector space of F-cocycles and the vector subspace of F-boundaries Bl(G, f) will here be denoted Hl(G, F).
Lemma 1. Iff. G F is an f-cocycle (-coboundary), then its differential dip: g -*• F is a cocycle (coboundary).
Furthermore we have the formula Proof. If dip is a coboundary, i.e. dy(X) = X • F for some FE F and all AT E g, then we find again by (8) that
Hence, -<"> (*) * F -F> = constant. Since the left-hand side vanishes at e E G, the constant is 0, so we find ip(g) = g • F -F for all g E G, showing is a coboundary. □ We will later (Theorem 2) show that / under mild conditions is surjective as well, but first we want to digress a little and analyze the cocycle condition.
Let us recall the few basic facts about integration of vector valued functions that we will need shortly:
Let T be a compact Hausdorff space with a Radon measure ju, and let /: T -*■ F be a continuous function. Then we define fT fdu E F'* by Jr fdty := /r("' for all u E F'.
If F is quasi-complete, then fT fdp actually belongs to F by [1, Corollaire, p. 12] and [11,(3) , p. 241]. Furthermore, if / depends on a parameter co in a topological space J2 in such a way that /: T x J2 -> F is continuous, then co h-> fT f(s, cS)dß(s) is a continuous map of £2 into F.
Let L(F, F) denote the vector space of all continuous linear operators in F.
Assume p: T-* L(F, F) is such that the map (t, F) h-> p(t)F of T x F into F is 356
henrik stetkaer continuous. If again F is quasi-complete, we can define a continuous linear map fTp(t)dp(t)GL(h F) by fT p(r) dp{t)F = fT p(t)Fdp(t) for F G F. Proof. First let ip be an F-cocycle. By (6) it suffices to prove <p is continuous at e G G, i.e. that the map X r-» <pCexp(Ä")) of 9 into F is continuous. Now
where the last equality sign is justified because the map t I-*■ exp(tX) • dtp(X) is continuous from [0, 1 ] to F by the strong continuity of the action of G on F.
Since clearly X |-> c?<p(A0 is linear it suffices to prove that X H-/J exp(r.Y) • Fdf is continuous from 9 into F for any fixed FEV. But that is a consequence of the fact that the integrand depends continuously on the parameter X G g. This proves the first half of the proposition. Assume now, conversely, that <p: G -*■ F is a continuous map that satisfies (6) . Let dp be a left Haar measure on G, and let / G C°°(G) be a real-valued function with compact support and fG fdp. = 1.
We multiply the identity (6) with f(h), integrate with respect to dpQi) and find fG f(h)tigh)dp(h) = <p{» + g • fG f(hyp(h)dp(h).
The last term is continuous by the assumption on the action of G on F, so it suffices to prove that g H-fG f(g~ih)tfh)dp.Qi) is continuous. But the integrand clearly depends continuously on (g, h) G G x G. □ Lemma 2. If F is quasi-complete and if G is compact then Hl(G, F) = 0.
Proof. Let <p be an F-cocycle. It is then continuous. Upon integrating (6) over G with respect to dp{h) where dp is the normalized Haar measure on G, we find that <p is an F-coboundary with F = -fG <p(h)dp(h). □ License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use helmholtz theorems and algebra cohomology 357 Theorem 2. Let G be a connected Lie group acting weakly C°°'ly on a quasi-complete, locally convex space F-Let us furthermore assume that H\G) = 0 (de Rham cohomology). Then the linear operator I: Hl(G, F) -* Hl(a, F) defined above is an isomorphism onto.
Remark. Theorem 2 is a generalization to mfinite-dimensional vector spaces of a result due to van Est [6] . It should be mentioned that G. Hochschild and G. D. Mostow [8] also have studied the case of an infinite-dimensional module.
Example 2. The assumption Hl(G) = 0 is essential as the following example shows:
Let the group G = SL(2, R) act on the upper half plane P as follows:
It is well known that G is a connected, simple group with H1(G) = R.
The isotropy group of i E P is the group of rotations SO(2), so P is diffeomorphic to G/SO(2).
By brute calculations it can be shown that C°°(P)) ss R and that Hl(G, C°°(P)) = 0.
Proof of Theorem 2. The injectivity of / is the content of Proposition 1 above, so it is left to prove that I is surjective.
Let therefore <I>: g -»• F be an arbitrary cocycle. Partly motivated by (8) we will for each u E F' study the map co": TgG -*■ R, defined by <g>", Xg) :=(u,g-^(X)) foxgGG,Xea.
For the sake of clearness the rest of the proof is divided into a couple of lemmas. Lemma 3. w" is a closed differential l-form on G, and L(g~1 = o>*'u for all gG G,uEr~'.
Proof. It is obvious from the very definition of cj" that it is a differential l-form on G. To prove it is closed it suffices to show that duu(Xg, Yg) = 0 for all A7, Y E g, g E G. Now, by a well-known formula and (5):
since 4> by assumption is a cocycle. Proof. We first claim that to eachgGG there exists an element tp(g) E F such that I(g, u) = (u, <p(g)> for all u E F'.
Since any neighbourhood of e in G generates G, it follows easily via (10) that it suffices to prove the claim for g close to e E G, so that we may assume g = exp X for some IGg. Now, Remark. The action of G on C°°(M) is described in Example I. Proof. It is well known that C°°(M) is a Montel space, hence quasi-complete. F is then also quasi-complete as a closed subspace. The result is thus immediate from Corollary 1 as soon as we have checked that G acts differentiably on F or rather just that it does in the weakened form indicated in the remark after Definition 3. Here we may as an invariant, separating subset of F' take the evaluations at points of M. □ V. Use of the Levi decomposition. We proceed by studying how Leutwyler's three types of groups enter in the cohomology framework, and we use the results to prove (a generalized version of) Leutwyler's theorem.
Any Lie algebra g is, by Levi's theorem [9, p. 91], a semidirect sum g =n +, § of a soLvable ideal n and a semisimple subalgebra
Leutwyler's type (c) group corresponds to a Levi decomposition of g: Indeed, the Lie groups that have compact covering group are exactly the compact semisimple ones (that is a consequence of [7, Theorem II. 6.9 and Proposition II. 6.6]).
Let the Lie algebra g be a semidirect sum OD g = n+s& of an ideal n and a subalgebra § of g. So we have a short exact sequence of Lie algebras, 0-► n g -► lj -► 0. The Hochschild-Serre spectral sequence of homological algebra (see [2, p. In applications to physics, n will often be the ideal in g that corresponds to the translations. In such cases the map X (-»■ X* is injective from n into TpM for each p EM. An equivalent way of stating this is that the map g h>g Proof. The hypotheses of the theorem are clearly satisfied since Af in this case is transitive under the action of N. By the earlier formula (13) it suffices to prove that H1^, H°(n, C°°(M)) = 0. But H°(n, C°°(M)) reduces to the constant functions by assumption (a) of the corollary, so H°(n, C°°(M) ** R.
The corollary is now a consequence of Whitehead's 1st lemma (see [9] ). □ Example 4. The hypotheses of the corollary are satisfied for the Poincare group P| := R4 xs 0(3, 1) acting on R4. Proof.
Case (a). We have already remarked in the beginning of this section that the groups with compact covering group precisely are the compact, semisimple groups, so the case is taken care of by Corollary 2.
Case (b). Since the translation group N obviously has a cross section-for example the subspace orthogonal to all the translations from AMt follows by an appeal to Corollary 3 that H1^, C°°(M)) = 0.
Case (c). Here we just combine Case (b) and Theorem 4. □ VI. The case of transitive action. If we are given just a subgroup of G, not necessarily a semidirect decomposition of g, then we can still in some cases manage to solve Leutwyler's problem. The present section is essentially devoted to the case of a product of transitive G-spaces. The idea is the obvious one: We first solve Leutwyler's problem for G acting on itself, and then see whether the solution can be chosen invariant under a given subgroup K, so that Leutwyler's problem can be solved for G acting on G/K.
Let us first note a purely algebraic lemma. F will be a g-module, F0 a g-submodule. We may ask whether the generalized Leutwyler problem can be solved for F0 if it can for F, i.e. whether Hl(a, F0) = 0 when Hx(a, F) = 0. Lemma 6. // there exists a projection PofV onto F0 such that (14) P(X • F) = X • P(F) for all X C-F Et, then Hl(s,r~) = 0 implies Hl(a, F0) = 0.
Proof. Any cocycle $: g -+ F0 may be viewed as a cocycle with values in F, and so by assumption there exists an F G F such that $(X) = X • F for all X e g. Applying P to both sides of this identity we find by (14) that <*>(*) = X-PF, so $ is the coboundary of PF G F0. □ From now on let the situation be as in §IV: F is a locally convex topological vector space on which there is given a strongly continuous, weakly C°° representation of a connected Lie group G, etc. In this section we will assume that there, in addition, is given a representation p of a group AT on F by continuous linear operators such that Proof. It follows from well-known properties of integration of vector valued functions that P ~ fK P(k)dp(k), where dp is the normalized Haar measure on A', is a continuous projection of F onto F^. Obviously P(g • F) = g • P(F) for all £ € G, F G F, from which we get (14) by differentiation, so that the result is trivial by Lemma 6. □ Remark. If F, in addition to being quasi-complete, is barrelled, then strong continuity of p suffices in Proposition 3, because the map (k, F) (-» p(k)F by Banach-Steinhaus then automatically is continuous. We will now specialize the above results to the case of a Lie transformation group.
Let G be a connected Lie group with H1(G) = 0, acting as a Lie transformation group on a manifold Af. Then Af' := G x M is a G-space under the action g'(g1,m) = (ggl, gm) for g.g^G.mE M, and H^a, C"(Af')) = 0 according to Corollary 3.
Let A' be a compact subgroup of G and define a representation p of K on F = C~(Af') by Remark. Leutwyler's result about "inhomogeneous compact groups" of the form R" xs H, acting on R" x • • • x R", is an obvious consequence of Corollary 6.
If the subgroup K from Proposition 4 is not compact, our procedure breaks down. But we can still obtain some results if we use the special form of the action.
Let us first of all agree on the notation: G is a connected Lie group with Hl(G) = 0 acting as a Lie transformation group on a manifold Af, and AT is a closed subgroup. Let it: G x M-*G/K x Af be the projection, and let X (X*) be the vector field on G x Af (G/K x Af) corresponding to X E g under the action off?.
We want to see whether Leutwyler's problem for G acting on G/K x Af has solutions so we let $: g ->■ C°°(G/K x Af) be an arbitrary cocycle. Then X H-$(X) ° 17 is a cocycle w j.t. C°°(G x Af), so according to Corollary 3 there exists HeC°°(G x Af) such that (16) $(X)°it = XH for all* Eg.
Furthermore it follows from (16) that H is unique modulo functions that are constant on the orbits of the action of G on G x Af, so we may and will normalize H by requiring H(e, m) = 0 for all m E M.
An easy computation shows that the function p(k)H for fixed k E K also satisfies (16) and, hence, differs from H by at most a function that is constant on the orbits. That function is fixed by the normalization, which gives us (17) H(gk, m) = H(g, m) + H(k, g~lm) for all g E G, k E K, m E Af. Leutwyler's problem has solutions if every smooth (K, M, R)-cocycle is a smooth coboundary.
We are mainly interested in r > 1, since the case r = 1, in the application we know of, corresponds to the situation where there is just one particle in the universe! For the sake of completeness we mention how the set-up above simplifies in the case r = 1, where we put K = Kx. It is a consequence of Corollary 7 that Leutwyler's problem has solutions in this case.
Remark. The action of the Galilei group on R3" x R can be treated by help of the spectral sequence. In that way one easily regains Leutwyler's results about this case. We omit the discussion because the results are not new and because the proof involves the second Hochschild cohomology group that we have not introduced. Proof. We will only treat the map 5, because d can be handled quite analogously.
Let us first note that 5S2r as a closed subspace of the Frechet space J2r_1 itself is a Frechet space. Similarly for dQ.r~l. Proof. According to Proposition 4 the two last statements of (21) follow from the first, so we need only prove that one. Let us now turn to the special case that we have studied earlier: Fis a locally convex topological vector space. G is a Lie group and there is given a strongly continuous, weakly C°° representation of G on F. Then F is, in particular, a g-module.
We shall see how the operators d and 5 on the differential forms of G induce the corresponding operators d and 5 described above:
Let us for f2 E Ar(g, F) and u E F' define a differential r-form £2" on G by Slu(Xg. Proof. An easy manipulation of the very definition of Q," shows that I(g_1)*£2" = Qß'u for all gEG. That again implies easily that it suffices to prove the lemma at the identity, that is *(£lu)e = Since both sides are linear in we may assume Q. is of the simple form f2 = co ® /£ Ar(g) ® F. Proof. This follows easily from the fact that Z,(g-1)*<I>" = , which was proved in Lemmas 3 and 8. □
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Lemma 14. There are elements FGF,*e A2(g, F) and 0 e {£2 e A*(g, F)|£2 harmonic} such that for all gEG, X, YEQ we have F(u)(g) = (u,g-F), MuXXg, Yg) = <u,g-MX, Y)) and d(u)(Xg) = <u,g-©(*)>.
Proof. Since the three statements are proved in the same way we content ourselves by treating the first one.
As already noted the map u H-F(u)(g) is for any fixed g 6 G a continuous linear functional on F'. Now F is assumed to be quasi-complete and thus [11, §23.9(2)] polar semireflexive so that the dual space of F' is F. Hence, we see that to each gGG there exists exactly one element /(g) £ F such that The uniqueness of the decomposition is also a trivial consequence of the formulae <i(4>") = (d$)u and the uniqueness of the decomposition in Hodge's theorem.
Finally the statement about the semisimple case is a corollary of Lemma 7. This proves the theorem. □ references
