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Integrability of moduli and regularity of Denjoy counterexamples
SANG-HYUN KIM AND THOMAS KOBERDA
Abstract. We study the regularity of exceptional actions of groups by C1,α dif-
feomorphisms on the circle, i.e. ones which admit exceptional minimal sets, and
whose elements have first derivatives that are continuous with concave modulus
of continuity α. Let G be a finitely generated group admitting a C1,α action ρ
with a free orbit on the circle, and such that the logarithms of derivatives of group
elements are uniformly bounded at some point of the circle. We prove that if
G has spherical growth bounded by cnd´1 and if the function 1{αd is integrable
near zero, then under some mild technical assumptions on α, there is a sequence
of exceptional C1,α actions of G which converge to ρ in the C1 topology. As a
consequence for a single diffeomorphism, we obtain that if the function 1{α is
integrable near zero, then there exists a C1,α exceptional diffeomorphism of the
circle. This corollary accounts for all previously known moduli of continuity for
derivatives of exceptional diffeomorphisms. We also obtain a partial converse to
our main result. For finitely generated free abelian groups, the existence of an
exceptional action, together with some natural hypotheses on the derivatives of
group elements, puts integrability restrictions on the modulus α. These results are
related to a long-standing question of D. McDuff concerning the length spectrum
of exceptionalC1 diffeomorphisms of the circle.
1. Introduction
Let f P Homeo`pS 1q be an orientation preserving homeomorphism of the circle
without any periodic points. It is well-known that in this case f has an irrational
rotation number θ. Here, we make the identification S 1 “ R{Z, and we have the
rotation number
rotp f q “ lim
nÑ8
Fnpxq ´ x
n
pmod 1q P R{Z,
where F is any lift of f to R and x P R is arbitrary. It is well-known that rotp f q is
independent of x and of the choice of a lift.
In this introduction, we shall always assume that f P Homeo`pS 1q has irrational
rotation number θ unless otherwise noted. A standard fact going back to Poincare´
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asserts that if f has a dense orbit, then f is topologically conjugate to an irrational
rotation by θ. If f does not have a dense orbit then it must have a wandering
interval, which is to say a nonempty interval J such that f npJq X J “ ∅ for n ‰ 0.
A classical result of Denjoy asserts that if f is twice differentiable (or if in fact
the logarithm of the derivative of f has bounded variation, equivalently just the de-
rivative of f has bounded variation), then f is topologically conjugate to a rotation
by θ. In lower levels of regularity, this fact ceases to hold. It is easy to produce con-
tinuous examples which are not topologically conjugate to a rotation, and Denjoy
showed that one can construct differentiable examples for every irrational rotation
number θ. Such examples will be called exceptional diffeomorphisms, since they
have a so-called exceptional minimal set, which in this case will be homeomorphic
to a Cantor set (see Theorem 2.1.1 of [23]). In general, an exceptional group action
is one which admits an exceptional minimal set. In what follows, we will consider
not just single diffeomorphisms, but also non-cyclic groups acting with exceptional
minimal sets on the circle, and the regularity which can be required of such actions.
1.1. Main results. In this paper, we consider the problem of determining which
moduli of continuity can be imposed on the derivatives of elements in exceptional
diffeomorphism groups of the circle.
A (concave) modulus of continuity (or, concave modulus) is a homeomorphism
α : r0,8q Ñ r0,8q
that is concave as a map. We say a function g : S 1 Ñ R is α–continuous if it satisfies
sup
x‰y
|gpxq ´ gpyq|
αp|x ´ y|q
ă 8.
Here, we interpret |x´ y| by identifying S 1 with R{Z and computing this difference
modulo 1. The value of this supremum is sometimes called the α–norm of g, and is
written rgsα. Conversely, every continuous map g on S
1 is α–continuous for some
concave modulus α; see [5] for instance.
A C1–diffeomorphism f : S 1 Ñ S 1 is said to be C1,α if f 1 is α–continuous. One
commonly denotes by Diff1,α` pS
1q the set of orientation–preserving C1,α diffeomor-
phisms of S 1. It follows from the concavity of α that Diff1,α` pS
1q is a group.
Note that if αpxq “ x, then α–continuity is just Lipschitz continuity. More gener-
ally, if αpxq “ xτ for some 0 ă τ ď 1 then α–continuity is τ–Ho¨lder continuity. For
every 0 ă τ ă 1, it is known that there exist C1,τ exceptional diffeomorphisms of
the circle for arbitrary θ (see [14], also Theorem 3.1.2 of [23]). In fact, Herman [14]
proved that for arbitrary θ there existC1,α exceptional diffeomorphisms of the circle
for
αpxq “ xplog 1{xq1`ǫ
Integrability of moduli and regularity of Denjoy counterexamples 3
for all ǫ ą 0, which implies the corresponding conclusion for Ho¨lder moduli. More-
over, he proved that such diffeomorphisms can be chosen arbitrarily C1–close to a
rotation by θ, and with uniformly bounded C1,α–norms. It is a well-known open
problem to determine whether or not there exist C1,α exceptional diffeomorphisms
for αpxq “ x log 1{x.
Before stating our results, we introduce some notation and terminology. For a
single diffeomorphism f , we consider a maximal wandering set of open intervals
for f in the circle and write them as tJiuiPZ. These intervals are characterized by
the property that f pJiq “ Ji`1, and that any interval properly containing Ji for any
index i must meet the exceptional minimal set of f . We will write ℓi for the length
of the interval Ji, and we will oftentimes refer to the collection tJiuiPZ as a maximal
wandering set. Observe that a maximal wandering set may not be unique. An
exceptional diffeomorphism of the circle will necessarily have a wandering interval.
The discussion in this paragraph also generalizes to arbitrary group actions. An
exceptional action ρ necessarily admits a wandering interval, which in this case is
an interval J such that every pair of intervals in tgJugPG are either equal or disjoint.
Theorem 1.1. Let d P N, and let α be a concave modulus satisfyingż 1
0
1{αpxqddx ă 8.
If d ą 1, we further assume
sup
0ăyă1
α
`
yd`1{αpyqd
˘
{y ă 8.
Suppose that a finitely generated group G admits an action ρ : G Ñ Diff1,α` pS
1q
with a free orbit ρpGq.0 such that
sup
gPG
∣
∣
∣log g1p0q
∣
∣
∣ ă 8.
Suppose furthermore that the spherical growth function of G is at most cnd´1 for
some c ą 0. Then ρ admits a sequence of exceptional actions
tρk : G Ñ Diff
1,α
` pS
1qu
such that ρk Ñ ρ in the C
1–topology. Moreover, we may require that
sup
k
trρkpgqsαu ă 8
for all g P G.
In Theorem 1.1, the spherical growth function of a finitely generated group de-
notes the number of elements of length exactly n with respect to some generating
set. For a single diffeomorphism (i.e. G “ Z), we have the following immediate
consequence:
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Theorem 1.2. Let θ be arbitrary, and suppose that we haveż 1
0
1
αpxq
dx ă 8.
Then there exists a C1,α exceptional diffeomorphism f of S 1 with rotation number
θ. Moreover, we may arrange for f to be arbitrarily C1–close to a rotation by θ.
Theorem 1.2 recovers all previously known possible moduli of continuity for
derivatives of exceptional diffeomorphisms of the circle. In particular, Theorem 1.2
recovers the fact that there are C1,τ exceptional diffeomorphisms for every irrational
rotation number for all 0 ă τ ă 1, as well as Herman’s corresponding result for
αpxq “ xplog 1{xq1`ǫ . Moreover, we can immediately assert the existence of ex-
ceptional C1,α diffeomorphisms for moduli which were previously unrecorded in
the literature, such as
αpxq “ xplog 1{xq plog log 1{xq1`ǫ .
The next result is an attempt to control the integrability properties of the modulus,
given the existence of an exceptional action. In the statement, a semi-conjugacy is
a monotone, surjective, degree one map which intertwines two actions of a group;
see Section 2 below.
Theorem 1.3. Let α be a concave modulus, and let
ρ : Zd Ñ Diff1,α` pS
1q
be an exceptional action. Suppose that ρ is semi-conjugate to a faithful action
ρ¯ : Zd Ñ Diff1`pS
1q
by a semi-conjugacy map H such that ρ¯ is C1–conjugate into SOp2,Rq. Assume for
each generator s of G and x in the exceptional minimal set of ρ we have that
ρpsq1pxq “ ρ¯psq1 ˝ Hpxq.
Then we have that ż 1
0
α´1ptq{td`1 dt ă 8.
The next result is a partial converse to Theorem 1.2, which follows easily from
Theorem 1.3 in the case of a single diffeomorphism.
Theorem 1.4. Suppose f is an exceptional C1,α diffeomorphism, and suppose that
ℓi`1{ℓi Ñ 1 as iÑ8. Then there is a positive constant A ą 0 such that
A
i
ď αpℓiq
for all i ą 0.
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Theorem 1.4 may be compared with Lemma 3.1.3 of [23]. We immediately
obtain the following consequence of Theorem 1.4, by a straightforward change of
variables.
Corollary 1.5. Suppose f is an exceptional C1,α diffeomorphism, and suppose that
ℓi`1{ℓi Ñ 1 as iÑ8. Then ż 1
0
α´1ptq
t2
dt ă 8.
Notice that since α is a homeomorphism of the non-negative reals, we may make
sense of the notation α´1 as a function. Theorem 1.4 recovers the fact that if
ℓi`1{ℓi Ñ 1 as i Ñ 8, then f
1 cannot be α–continuous for αpxq “ x log 1{x (see
Exercise 4.1.26 and the examples in section 4.1.4 of [23]).
The final main result is as follows, and provides a partial converse to Theo-
rem 1.3.
Theorem 1.6. Let d be a positive integer, and let α be a concave modulus such thatż 1
0
α´1ptq
td`1
dt ă 8,
and such that
sup
tą0
αptq
tα1ptq
ă 8.
If ρ : Zd Ñ Diff1,α` pS
1q is a faithful representation that is C1–conjugate into the
rotation group SOp2,Rq, then there exists a sequence
ρk : Z
d Ñ Diff1,α` pS
1q
of exceptional actions which converges to ρ in the C1–topology.
Here, the assumption that α is differentiable does not result in any loss of gener-
ality [21]. We remark that the supremum in Theorem 1.6 is bounded below by 1 as
follows from the standard concavity estimate tα1ptq ď αptq.
The specialization of Theorem 1.6 to a single diffeomorphism is as follows.
Theorem 1.7. Let θ P RzQ be arbitrary. Suppose thatż 1
0
α´1ptq
t2
dt ă 8,
and that
sup
tą0
αptq
tα1ptq
ă 8.
Then there exists a C1,α exceptional diffeomorphism f with rotation number θ, and
such that ℓi`1{ℓi Ñ 1 as iÑ8.
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Theorems 1.6 and 1.7 are close being converses to Theorems 1.1 and 1.2, since
the supremum hypotheses on α imply that 1{αd and 1{α are integrable near zero,
respectively.
1.2. Denjoy counterexamples beyond moduli of continuity. Identifying the pre-
cise conditions under which a even a single homeomorphism f P Homeo`pS 1qwith
irrational rotation number is necessarily topologically conjugate to an irrational ro-
tation is tantalizing. Some regularity of f´1 is necessary, as was demonstrated by
Hall [13]. Even a hypothetical characterization of moduli of continuity for which
there exist exceptional diffeomorphisms does not appear to be the end of the dis-
cussion. For instance, Sullivan proved that if the logarithm of the derivative of f
satisfies the Zygmund condition (also called the “big” Zygmund condition), then
f is topologically conjugate to an irrational rotation [25]. Note that the Zygmund
condition for log f 1 implies that f 1 is α–continuous with αpxq “ x log 1{x.
More generally, Hu–Sullivan [15] show that if the derivative of f has bounded
quadratic variation and bounded Zygmund variation, then f is topologically con-
jugate to an irrational rotation. In the same paper, Hu–Sullivan show that if the
logarithm of the cross ratio distortion of f has bounded variation, then f cannot
have any wandering intervals and hence must by topologically conjugate to an irra-
tional rotation. None of these conditions on f or f 1 seem to be expressible in terms
of moduli of continuity for f 1.
2. Blowing-up finitely generated groups
Throughout this section, we assume that
ρ : G Ñ Homeo`pS 1q
is an action of a finitely generated group G. We often suppress ρ in expressions
involving group actions; that is, when the meaning is clear, we will simply write
gx “ gpxq “ ρpgqpxq, g1pxq “ ρpgq1pxq.
The reader may imagine that ρ is injective for the ease of reading.
Another action ρ˜ ofG is said to be semi-conjugate to ρ if there exists a monotone
surjective (hence continuous) degree–one map H of S 1 such that
H ˝ ρ˜pgq “ ρpgq ˝ H
for all g P G. We sometimes call H a semi-conjugacy map from ρ˜ to ρ.
The semi-conjugacy is not an equivalence relation; however, one may define an
equivalence relation among circle actions ofG by declaring that ρ0 and ρ1 are semi-
conjugate if they have a common blow-up [4, 17]; see also [11, 3]. It is essentially
due to Poincare´ that every countable group action is semi-conjugate to a minimal
one, and also that a semi-conjugacy preserves the rotation numbers.
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If H is a homeomorphism, then the actions ρ˜ and ρ are conjugate; otherwise, we
call ρ˜ a nontrivial blow-up of ρ at the ρpGq–equivariant set
tx P S 1 | H´1pxq is not a singleton u.
If ρ does not admit a finite orbit, then every nontrivial blow-up of ρ is exceptional.
For a single minimal diffeomorphism of the circle, there is a standard technique
of producing nearby exceptional diffeomorphisms in the regularity C0 due to Den-
joy [7], and also in C1 and C1,α due to Herman [14]; see also [26, 8] for free abelian
groups. In this section, we will describe a common framework to produce excep-
tional actions of finitely generated groups from a given one with various regularities.
This will generalize the aforementioned result of Herman.
2.1. ExceptionalC0–actions. The followingC0–blow-up process is well-known [7,
14]. We include a proof for the purpose of introducing some notation which will be
useful in the sequel.
Proposition 2.1. Let ρ and G be as above. Then for each orbit O of ρ, there exists
a sequence tρku of blow-ups of ρ at O which converges to ρ in C
0–topology. If ρ is
minimal then each ρk is exceptional.
Proof. Let us fix a finite generating set S of G. For brevity, we may assume
O “ ρpGq.0.
We will choose the following parameters:
‚ a positive sequence tℓyuyPO such that L :“
ř
yPO ℓy ď 1;
‚ a family of orientation-preserving homeomorphisms
tηx,y,g : r0, ℓxs Ñ r0, ℓys | x, y P O and g P G such that y “ gxu
which is equivariant in the sense that
ηgx,hgx,h ˝ ηx,gx,g “ ηx,hgx,hg.
Note that we do not require ηx,y,g “ ηx,y,h even when gx “ y “ hx; however, for
the purpose of the proof of the present proposition, the reader may imagine that η
is linear:
ηx,y,gptq “ t ¨ ℓy{ℓx.
We will replace each orbit point y P O Ď S 1 by a closed interval of length ℓy,
whose interior will be denoted by Iy. More formally, we define a measure
dλ :“ p1´ Lqdm`
ÿ
yPO
ℓydδy,
where dm and dδ denote the Lebesgue and the Dirac measures, respectively. We let
ay :“ λr0, yq, by :“ λr0, ys,
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and define Iy :“ pay, byq for y P O .
There uniquely exists a natural monotone surjective degree–one map
H : S 1 Ñ S 1
satisfying HpIyq “ tyu and µpAq “ mpH
´1Aq for each Borel set A. That is, µ is
the image (or push-forward) of Lebesgue measure by the map H. Since H is 1-1 on
K :“ S 1z
š
yPO Iy, for each g P G we have a circle homeomorphism
ρ˜pgqptq :“
#
agy ` ηy,gy,gpt ´ ayq, if t P I¯y,
H´1 ˝ ρpgq ˝ Hptq, if t P K.
The equivariance assumption on η implies that ρ˜ is a group action. If ρ is minimal,
then K is a Cantor set and ρ˜ is exceptional.
For each k P N we repeat the above process for the parameters tℓkyuyPO with
limk ℓ
k
y “ 0. For instance, one may choose ℓ
k
y “ ℓy{k and arrange η
k
x,y,g accordingly.
We let ρk denote the resulting blow-up, with a semi-conjugacy map Hk.
Let ǫ ą 0. Since Hk Ñ Id uniformly, for each s P S , and for all k " 0, we obtain
}ρkpsq ´ ρpsq}8 ă }ρkpsq ´ ρpsq ˝ Hk}8 ` ǫ “ }ρkpsq ´ Hk ˝ ρkpsq}8 ` ǫ ă 2ǫ.
This completes the proof. 
2.2. Exceptional C1–actions. Wewill now generalize Herman’s construction for a
single C1–diffeomorphism to general finitely generated groups. For this, we follow
the proof of Proposition 2.1 while making a “smoother” choice of the equivariant
family tηx,y,gu. For a countable set A and a real function f : A Ñ R, we will write
limaPA f paq “ L if for an arbitrary enumeration A “ taiu, we have limi f paiq “ L.
The reader may simply imagine that t f paiqui is monotone decreasing in most cases.
Theorem 2.2. Let G be a finitely generated group, and let ρ : G Ñ Diff1`pS
1q be
an action with a choice of an orbit O . Assume that there exist positive sequences
tℓkyuyPO for k P N such that
lim
kÑ8
ÿ
yPO
ℓky “ 0
and such that
lim
kÑ8
s1pyqℓky{ℓ
k
sy “ 1 “ lim
yPO
s1pyqℓky{ℓ
k
sy
for each generator s of G. Then there exists a sequence
tρk : G Ñ Diff
1
`pS
1qu
of blow-ups of ρ at O which converges to ρ in the C1–topology.
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We begin with defining a new equivariant family. For a, A ą 0, we let
ψpa, Aqptq :“ ´ cotpπt{aq{A : p0, aq Ñ R.
We then have
ψpa, Aq´1ptq “ a{2 ` a{π ¨ arctanpAtq
For a, A, b, B ą 0, we obtain a homeomorphism
φpa, b, B{Aq :“ ψpb, Bq´1 ˝ ψpa, Aq : r0, as Ñ r0, bs.
A special case of the family tφpa, b, b{aqua,bą0 is due to Yoccoz and is used in [8,
22, 10]. For each R ą 0, we define
ξpR, tq :“
1` R
1` R2 cot2pπtq
¨ χr0,1sptq.
For a fixed R ą 0, the function ξpR, xq on x is a C1–map supported on r0, 1s.
Lemma 2.3. The following hold for a, b, c,R, S ą 0.
(1) φ is equivariant: φpb, c, S q ˝ φpa, b,Rq “ φpa, c,RS q.
(2)
ş
R
ξpR, tqdt “ 1.
(3) For all t P r0, as we have that
φpa, b,Rq1ptq “
b
aR
¨ p1´ p1´ RqξpR, t{aqq.
Proof. The proof is straightforward, and we omit the details. 
Proof of Theorem 2.2. For brevity, fix k ą 0 and let ℓy :“ ℓ
k
y. We let H be the
semi-conjugacy map determined by the parameter tℓyu as in Proposition 2.1. Set
λpgqptq :“ g1 ˝ Hptq ¨
˜
1´
ÿ
yPO
χIyptq
ˆ
1´
ℓgy
g1pyqℓy
˙
ξ
ˆ
ℓgy
g1pyqℓy
,
t ´ ay
ℓy
˙¸
.
For each t P Iy “ pay, byq, we note that
λpgqptq “ φ
ˆ
ℓy, ℓgy,
ℓgy
g1pyqℓy
˙1
pt ´ ayq.
Claim. For each g P G, we have the following.
(1) The map λpgq : S 1 Ñ R is positive and continuous for each g P G.
(2) For each y P O , we have
ş
Iy
λpgqdm “ mpIgyq.
(3) For each x, y P O , we have
ş
rax ,ays
λpgqdm “ mragx, agys.
(4)
ş
S 1
λpgqdm “ 1.
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Proof of the Claim. (1) The positivity of λ is obvious. The uniform convergence
theorem, along with the estimate below implies that λpgq is continuous:
lim
yPO
ˇˇˇ
ˇ
ˆ
1´
ℓgy
g1pyqℓy
˙
ξ
ˆ
ℓgy
g1pyqℓy
,
x ´ ay
ℓy
˙ˇˇˇ
ˇ ď limyPO
ˇˇˇ
ˇˇ1´ ˆ ℓgy
g1pyqℓy
˙2 ˇˇˇˇˇ “ 0.
(2) Setting R “ pℓgy{ℓyq{g
1pyq, we have
ş
Iy
λpgq “ φ pℓy, ℓgy,Rq pℓyq “ ℓgy.
(3) Recall we have set K :“ S 1z
š
w Iw. We note thatż
rax ,ayszK
λpgqdm “
ÿ
wPrx,yqXO
ż
Iw
λpgqdm “
ÿ
wPrx,yqXO
ℓgpwq “ µ pgrx, yq X Oq .
Recall dµ is the image of the Lebesgue measure dm. A simple application of Riesz
representation theorem as in [19, Theorem 1.19] shows thatż
rax,aysXK
λpgqdm “
ż
H´1prx,yqzOq
g1 ˝ Hdm “
ż
rx,yqzO
g1dµ “ µpgrx, yqzOq.
Summing up the above integrals, we obtain the desired conclusion. The proof of
part (4) is now immediate. 
Consider the equivariant family
ηy,gy,g :“ φ
ˆ
ℓy, ℓgy,
ℓgy
g1pyqℓy
˙
: r0, ℓys Ñ r0, ℓgys
of C2–diffeormophisms. From the claim and from
Hpxq “ suptz | µr0, zq ď xu,
we can see that ρ˜ resulting from this equivariant family is expressed by
ρ˜pgqpxq :“ agp0q `
ż x
0
λpgq dx pmod Zq.
Since λpgq is continuous, we have that ρ˜pGq ď Diff1`pS
1q.
We now repeat the above process for each tℓkyuyPO and
ηkx,y,g :“ φ
˜
ℓky, ℓ
k
gy,
ℓkgy
g1pyqℓky
¸
:
“
0, ℓky
‰
Ñ
“
0, ℓkgy
‰
.
We denote the resulting blow-up by ρk, and the semi-conjugacy map by Hk. We let
Iky “ H
´1
k
pyq for each y P O .
It only remains to show that
}ρkpsq
1 ´ ρpsq1}8 Ñ 0
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for each generator s of G. Let ǫ ą 0 be arbitrary, and let k be sufficiently large. For
t P S 1z
š
yPO I
k
y , we see from the uniform continuity of s
1 that
|ρkpsq
1ptq ´ ρpsq1ptq| “ |s1 ˝ Hkptq ´ s
1ptq| ă ǫ.
In the case when t P
š
yPO I
k
y , we have as k Ñ8 that
|ρkpsq
1ptq ´ ρpsq1ptq| ď }s1}8 ¨
ˇˇˇ
ˇˇ1´ ℓksy
s1pyqℓky
ˇˇˇ
ˇˇ ¨ }ξ}8 ` |s1 ˝ Hkptq ´ s1ptq| Ñ 0,
which establishes the theorem. 
Remark 2.4. We do not require that O is a free orbit in Theorem 2.2. If gy “ y and
g1pyq ‰ 1 for some y P O , then ρ˜pgqæIy could be a nontrivial C
1–diffeomorphism
acting on the interval Iy.
Remark 2.5. In Theorem 2.2, we may simply assume the existence of a single pos-
itive sequence tℓyuyPO instead of tℓ
k
yuyPO for all k. In this case, we will only require
the following:
‚
ř
yPO ℓy ă 8;
‚ limyPO s
1pyqℓy{ℓsy “ 1 for each generator s;
‚ y R Iy for each y P O , where here Iy is as defined in the proof of Proposi-
tion 2.1 by the parameter tℓyu.
For L “
ř
yPO ℓy, the last condition can be rephrased purely in terms of tℓxu,
namely:
y R
¨
˝ ÿ
xPr0,yqXO
ℓx{L,
ÿ
xPr0,ysXO
ℓx{L
˛
‚.
Then we can simply put ℓky :“ ℓy{k and apply the above proof. In this case, each
t P S 1 satisfies the dichotomy that either
t P S 1z
ž
yPO
Iky
for all sufficiently large k, or the following set is infinite:
ty P O | t P Iky for some ku.
One can deduce the desired C1–convergence from the second bullet point.
Let S be a fixed finite generating set of a group G. For g P G, we let }g}S denote
the length of a shortest word in S representing g. The spherical growth function of
G is defined as
σG,S pnq :“ #tg P G : }g}S “ nu.
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We often write }g} :“ }g}S and σpnq :“ σG,S pnq when the meanings are clear from
the context. It is sometimes useful to consider the upper spherical growth function
σ¯pnq :“ sup
1ďiďn
σpiq.
The functions σ and σ¯ are sub-multiplicative; moreover, σ¯ is monotone increasing.
Recall that a function f : NÑ R` is of sub-exponential growth if
lim sup
nÑ8
f pnq1{n “ 1.
The group G is said to be of sub-exponential growth if so is the map
n ÞÑ #tg P G : }g}S ď nu,
which is easily seen [6] to be equivalent to each of the following:
‚ limnÑ8σpnq
1{n “ 1;
‚ limnÑ8 σ¯pnq
1{n “ 1.
If σ¯ satisfies the following “ratio–test”:
lim
nÑ8
σ¯pn` 1q{σ¯pnq “ 1,
then σ¯ is of sub-exponential growth. A partial converse is the following.
Lemma 2.6. If f : N Ñ r1,8q is a sub-multiplicative and monotone increasing
function such that
lim
nÑ8
f pnq1{n “ 1.
Then there exists a monotone increasing function g : NÑ r1,8q such that
lim
nÑ8
gpn` 1q{gpnq “ 1
and such that each n P N satisfies
f pnq ď gpnq ď f pnq2.
Note that we do not require g is sub-multiplicative.
Example 2.7. One may consider f pnq :“ exptlog2pn` 1qu, which can be seen to be
sub-multiplicative, monotone increasing and of sub-exponential growth. The limit
lim
nÑ8
f pn` 1q
f pnq
does not exist, however. In this case, we set
gpnq :“ expplog2pn` 1qq,
which satisfies the desired properties in the above lemma.
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Proof of Lemma 2.6. Let us consider the nonnegative, sub-additive, monotone in-
creasing function F :“ log f , so that
lim
nÑ8
Fpnq{n “ 0.
We will then define
Gpnq :“
1
n
nÿ
i“1
Fpiq.
By the monotonicity of F, we have that G is monotone increasing, and that
Gpnq ď Fpnq. The sub-additivity of F implies that
Fpnq ´Gpnq “
1
n
n´1ÿ
i“1
pFpnq ´ Fpiqq ď
n´ 1
n
Gpn´ 1q ď Gpn´ 1q.
As n Ñ8 we finally have
Gpn` 1q ´Gpnq ď Fpn` 1q{pn` 1q Ñ 0.
We then see that gpnq :“ expp2Gpnqq is the desired function. 
Suppose we have an action ρ : G Ñ Homeo`pS 1q, with a fixed base point 0 P S 1.
For each point y P ρpGq.0, we define the orbit length of y at 0 as
}y}0 :“ mint j | s j ¨ ¨ ¨ s2s1p0q “ y for some si P S Y S
´1u.
In the case the orbit ρpGq.0 is free, if y “ gp0q then we have }y}0 “ }g}S . We can
also define the orbit spherical growth function analogously even when the orbit is
not free; however, we will mainly deal with free orbits from now on.
Corollary 2.8. Let G be a finitely generated group of sub-exponential growth. If an
action ρ : G Ñ Diff1`pS
1q with a free orbit O :“ ρpGq.0 satisfies that
sup
gPG
g1p0q ă 8,
then ρ admits a sequence tρk : G Ñ Diff
1
`pS
1qukě1 of nontrivial blow-ups at O such
that ρk converges to ρ in the C
1–topology.
Proof. By applying Lemma 2.6 to the sub-multiplicative function
σ¯pnq “ sup
iďn
σpiq
we obtain a monotone increasing function ppnq ě 1 such that ppn ` 1q{ppnq Ñ 1
as nÑ 8, and such that
σ¯pnq ď ppnq ď σ¯pnq2.
Pick a continuous monotone increasing function νpxq such that
ş8
1
p{ν ă 8 and
lim
xÑ8
νpx ` 1q{νpxq “ 1;
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the reader may assume νpxq “ x2ppxq. For each y P O , there uniquely exists g P G
such that y “ gp0q. Then we set
ℓky :“ g
1p0q{νp}y}0 ` kq.
We obtainÿ
yPO
ℓky ď
ˆ
sup
gPG
g1p0q
˙
¨
8ÿ
i“0
ppi` kq
νpi` kq
¨
σ¯piq
ppi` kq
Ñ 0 as k Ñ8.
For a generator s of G, and for g P G, we have
∣
∣
∣}sgp0q}0 ´ }gp0q}0q
∣
∣
∣ ď 1. This
implies for y “ gp0q that
s1pyqℓky
ℓksy
“
νp}sy}0 ` kq
νp}y}0 ` kq
Ñ 1
as k ` }y}0 Ñ 8. The conclusion follows from Theorem 2.2. 
Remark 2.9. (1) When G – Z, then the above corollary was proved by Her-
man [14, Theorem X.3.1]. In this case, the condition supgPG g
1p0q ă 8
holds possibly after replacing 0 by some point x0 P S
1, as was established
by Man˜e´.
(2) In general, the set
XpGq :“ tρ : G Ñ Diff1`pS
1q | sup
gPG
ρpgq1pzq ă 8 for some z P S 1u
is only a C1–closed subset of HompG,Diff1`pS
1qq. In [9], it is proved that
Ghys–Sergiescu’s smooth realization of Thompson’s group T (see [12]) as
well as the standard analytic PSLp2,Zq–action both admit points x0 P S
1
such that supgPG g
1px0q ď 1; in particular, XpGq ‰ ∅ in those cases. One
may compare this result with Proposition 2.12 below.
(3) If a sub-exponential growth group faithfully acts on S 1 withC1`ǫ diffeomor-
phisms for some ǫ ą 0, then the group is actually virtually nilpotent [22].
2.3. Exceptional C1,α–actions. We are now ready to restate and prove the first of
our main results.
Theorem 2.10. Let d P N, and let α be a concave modulus satisfyingż 1
0
1{αpxqddx ă 8.
If d ą 1, we further assume
sup
0ăyă1
α
`
yd`1{αpyqd
˘
{y ă 8.
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Suppose that a finitely generated group G admits an action ρ : G Ñ Diff1,α` pS
1q
with a free orbit O :“ ρpGq.0 such that
sup
gPG
∣
∣
∣log g1p0q
∣
∣
∣ ă 8.
Suppose furthermore that the spherical growth function of G is at most cnd´1 for
some c ą 0. Then ρ admits a sequence of nontrivial blow-ups
tρk : G Ñ Diff
1,α
` pS
1qu
at O such that ρk Ñ ρ in the C
1–topology. Moreover, we may require that
sup
k
trρkpgqsαu ă 8
for all g P G.
Note that such a group G is necessarily virtually nilpotent by Gromov’s theorem
on groups of polynomial word growth. The reader may wonder what the precise dif-
ference between the spherical growth function and the word growth function, which
measures the number of words of length exactly n with respect to some generating
set, and whose degree is independent of the generating set (cf. [18], for instance,
for background).
IfG is a finitely generated abelian group of rank d then the word growth function
is polynomial of degree d, and the spherical growth function is polynomial of degree
d ´ 1, as is an easy exercise. For a general group G of polynomial word growth,
Gromov’s theorem allows us to assume thatG is torsion–free and nilpotent, and that
if γipGq denotes the i
th term of the lower central series of G, then γipGq{γi`1pGq is
torsion–free for all i. In this case, for groups of nilpotence class two (i.e. γ3pGq “
t1u, where here we adopt the convention γ1pGq “ G), it is also true that if the degree
of the word growth function is d then the spherical growth function has degree d´1.
This fact can be established by explicit computation [24]; see the proof of Theorem
4.2 in [18]. In general, one has a bound which appears to be related in a subtle way
to the error term in computing the exact word growth function. Namely:
Proposition 2.11 (See [2], Corollary 11). Let G be a nilpotent group such that
γr`1pGq “ t1u and with polynomial word growth of degree d with respect to a
generating set S . Then there are constants C1 and C2, depending on S , such that
C1n
d´1 ď σpnq ď C2n
d´ǫ ,
where ǫ “ 1 for r “ 2 and ǫ “ 2{3r otherwise.
Thus, even for general finitely generated nilpotent group, the precise relationship
between the word growth function and the spherical growth function seems subtle,
and thus we elect to state our results in terms of the spherical growth function as
opposed to the more common word growth function.
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We return to the discussion of Theorem 2.10. In the case of minimal actions,
the boundedness of logarithms of derivatives gives a strong restriction on possible
actions:
Proposition 2.12 (cf. [14, Chapter IV] for the case Γ “ Z). Let Γ be a subgroup of
Diff1`pS
1q. If the action of Γ is minimal, and if
sup
gPΓ
∣
∣
∣log g1px0q
∣
∣
∣ ă 8
for some x0 P S
1, then Γ is C1–conjugate into the rotation group.
For the proof of this proposition, we employ an equivariant version of theGottschalk–
Hedlund Lemma. Note that the finite generation hypothesis in [23] is not actually
required. For a group Γ acting on a space M, a continuous 2–cocycle is a map
c : Γˆ M Ñ R
such that x ÞÑ cpg, xq is continuous, and such that
cp f g, xq “ cpg, xq ` cp f , gxq.
Lemma 2.13 ([23, Lemma 3.6.10]). Suppose that a group Γ acts minimally on a
compact metric space M. Assume that c : Γ ˆ M Ñ R is a continuous 2-cocycle.
Then the following are equivalent.
(i) We have supgPΓ |cpg, x0q| ă 8 for some x0 P M;
(ii) There exists a continuous map φ : M Ñ R such that
cpg, xq “ φpxq ´ φ ˝ gpxq
for all g P Γ and x P M.
Proof of Proposition 2.12. Applying the Gottschalk–Hedlund Lemma to
cpg, xq :“ log g1pxq,
we obtain a continuous map φ : S 1 Ñ R such that
log g1pxq “ φpxq ´ φ ˝ gpxq.
As in [14, Chapter IV], we define h P Diff1`pS
1q by
hpxq :“
ż x
0
eφptq`cdt pmod Zq.
Here, c is chosen so that hp1q “ 1. For each g P Γ, we can verify
h1 ˝ gpxq ¨ g1pxq “ eφ˝gpxq`c ¨ eφpxq´φ˝gpxq “ eφpxq`c “ h1pxq.
This implies that phgh´1q1 “ 1, so that hgh´1 P SOp2,Rq. 
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Proof of Theorem 2.10. We retain the notation used in Corollary 2.8, setting
ppxq :“ xd´1, νpxq :“ xd`1αp1{xqd.
Note that
ş8
1
p{ν “
ş1
0
1{αd ă 8. By convexity, we see that x{αpxq is monotone
increasing, and so is νpxq{x.
We define ℓky as before. For each generator s of G, each point y P O , and each
k " 0, we define
Aps, k, yq :“
1
αpℓkyq
∣
∣
∣
∣
∣
∣
∣
1´
ℓksy
s1pyqℓky
∣
∣
∣
∣
∣
∣
∣
.
Let À denote an inequality up to bounded errors and scaling.
Claim. tAps, k, yqus,k,y is uniformly bounded.
To see this claim, we first note
αpcxq ě minp1, cqαpxq
for c, x ą 0. Letting j :“ }sy}0 ` k, we have
Aps, k, yq À
1
αp1{νp jqq
∣
∣
∣
∣
∣
∣
1´
νp jq
νp j˘ 1q
∣
∣
∣
∣
∣
∣
ď
ν1ptq
νp j´ 1qαp1{νp jqq
.
Here, t P p j´ 1, j` 1q is chosen so that
ν1ptq “ νp j˘ 1q ´ νp jq.
We compute
xν1 “ pd ` 1´ dα1p1{xq{pxαp1{xqqq ν P rν, pd ` 1qνs.
Also, note that
νpx{2q “ px{2qd`1αp2{xqd ě νpxq{2d`1.
Assuming k " 0, we see
Aps, k, yq À
νp j` 1q
jνpp j` 1q{2qαp1{νp jqq
À
1
jαp1{νp jqq
.
If d ě 2, then the hypothesis implies the claim. If d “ 1, then we recall that νpxq{x
is increasing and that
1
jαp1{νp jqq
“
νp jq2
jν ˝ νp jq
ď 1.
So the claim is proved.
Note that the claim trivially implies that limxÑ8 νpx ` 1q{νpxq “ 1. Hence, we
have actions tρku satisfying the conclusion of Corollary 2.8.
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It only remains to show that supkrρkpsq
1sα ă 8 for each generator s of G. We
recall the construction of ρk from the proof of Theorem 2.2. Suppose first that
u, v P I¯y for some y P O . Then we have
∣
∣
∣ρkpsq
1puq ´ ρkpsq
1pvq
∣
∣
∣ ď
∣
∣
∣s1pyq
∣
∣
∣ ¨
∣
∣
∣
∣
∣
∣
∣
1´
ℓksy
s1pyqℓks
∣
∣
∣
∣
∣
∣
∣
¨ }ξ}8 ¨
|u´ v|
ℓky
.
Since |u´ v| ď ℓky, we have that
|u´ v|{ℓky ď αp|u´ v|q{αpℓ
k
yq.
The above claim implies that
∣
∣
∣ρkpsq
1puq ´ ρkpsq
1pvq
∣
∣
∣ ď Cαp|u ´ v|q
for some constant C independent of s, k and y. Here, we are using the finite gener-
ation hypothesis.
Let us now assume u, v R
š
yPO Iy. We recall the definition of µk, given by
mpH´1
k
pAqq “ µkpAq
for each Borel set A. For k " 0 and
Lk “
ÿ
y
ℓky ă 1{2,
we see
|Hkpuq ´ Hkpvq| ď |u´ v|{p1 ´ Lkq ď 2|u´ v|.
So, by enlarging C if necessary for all k " 0 we have
∣
∣
∣ρkpsq
1puq ´ ρkpsq
1pvq
∣
∣
∣ “
∣
∣
∣s1 ˝ Hkpuq ´ s
1 ˝ Hkpvq
∣
∣
∣ ď rs1sααpHkpuq ´ Hkpvqq
ď Cαpu ´ vq.
Finally, we conclude that rρkpsq
1sα ď 3C. 
Remark 2.14. One can generalize Theorem 2.10 to the case when the orbit is not
free. Then the required conditions can be stated in terms of the orbit spherical
growth function described in the previous subsection, as well as the condition that
g1p0q “ 1 for all g P Stabp0q. The proof will be essentially identical to the above.
2.4. Applications to free abelian groups and Theorem 1.2. Let us note immedi-
ate corollaries of Theorem 2.10 for free abelian groups.
Corollary 2.15. Let d ě 1, and let α be a concave modulus such thatż 1
0
1
αd
dx ă 8.
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If d ą 1, we further assume
sup
0ăyă1
α
`
yd`1{αpyqd
˘
{y ă 8.
If ρ : Zd Ñ Diff1,α` pS
1q is a faithful representation that is C1–conjugate into the
rotation group SOp2,Rq, then there exists a sequence
ρk : Z
d Ñ Diff1,α` pS
1q
of nontrivial blow-ups of ρ such that ρk Ñ ρ in the C
1–topology.
Note that the second inequality above holds for the modulus
αpxq “ px ¨ log 1{xq1{d ¨ plog 1{xqǫ .
for ǫ ą 0 as considered by Deroin–Kleptsyn–Navas [8], and for the stronger mod-
ulus
αpxq “ px ¨ log 1{x ¨ log log 1{xq1{d ¨ plog log 1{xqǫ .
Theorem 1.2 is now an immediate consequence. We remark that the method of
this section, however, does not extend to the case when αpxq “ x logp1{xq; cf. [23,
Exercise 4.1.26] and [16, Chapter 12].
3. Bounding lengths from below
In this section, we establish Theorem 1.4 and Theorem 1.7. For this, we will let
α be a given concave modulus, and let
ρ : G Ñ Diff1,α` pS
1q
be an exceptional action. We write K for the exceptional minimal set of this action,
which is the unique, closed, minimal, invariant subset of S 1 under the action of
G. The complement of K is a union of open intervals in S 1, which are permuted
component-wise by the action of G, and thus consist of wandering intervals for the
action of G on S 1. There is a semiconjugacy H : S 1 Ñ S 1 which collapses each
wandering interval to a point, and which is at most two–to–one on K. The wan-
dering intervals for the action can obviously be partitioned into at most countably
many orbits under the action of G. Each endpoint of a wandering interval lies in
K, and the action of K is minimal. It follows that if I and J are two wandering
intervals, not necessarily in the same orbit underG, thenG.pBIq accumulates on BJ.
The reader will note that we lose no generality in what follows by assuming that
there is only one G–orbit of wandering intervals for the action of G, and we will
thus adopt this assumption. In this case, the inverse of H is a blow-up of exactly
one orbit of a minimal action, say O .
Each point y P O corresponds to a maximal wandering interval
Iy “ pay, byq Ď S
1.
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We will continue to denote the minimal set by
K :“ S 1z
ž
yPO
Iy.
We let }y}0 and σpnq denote the orbit distance and the spherical growth functions
as before, and put ℓy :“ |Iy|. Note that we have
ℓgy “ |Igy| “ |gIy|,
where we mean gy “ ρ¯pgqy and gIy “ ρpgqIy.
3.1. Endpoint derivatives and the fundamental estimate. The following lemma
is well-known, and is crucial for the content of this section.
Lemma 3.1 (Fundamental Estimate). Let α,G, ρ,O , tℓyu be as above, and let g P G.
If
lim
yPO
|ℓgy|{|ℓy| “ 1,
then we have that
sup
yPO
1
αpℓyq
∣
∣
∣
∣
∣
∣
1´
ℓgy
ℓy
∣
∣
∣
∣
∣
∣
ă 8.
Recall the limit above is taken with respect to an arbitrary enumeration of tℓyu.
It is instructive to imagine that tℓyu is listed in the monotone decreasing order.
The reader will note that the limit in the hypotheses of Lemma 3.1 continues to
make sense even if there are many orbits of wandering intervals for the action ofG.
Indeed, the limit compares lengths of wandering intervals in a single orbit only, so
no comparisons between distinct orbits need to be made.
Proof of Lemma 3.1. We first claim that g1pxq “ 1 for all x in the minimal set K.
By The Mean Value Theorem, for each y P O there exists zy P Iy satisfying g
1pzyq “
ℓgy{ℓy. In the case when x P Iy for some y P O , then by minimality we obtain a
sequence tyiu P Oztyu such that limi Iyi Ñ x. It follows that
g1pxq “ lim
i
g1pzyiq “ lim
i
ℓgyi{ℓyi “ 1
Since tBIyuyPO is dense in K, our claim is proved.
Let us now fix y P O , and w P BIy. The conclusion follows from the inequality
∣
∣
∣1´ ℓgy{ℓy
∣
∣
∣ “
∣
∣
∣s1pwq ´ s1pzyq
∣
∣
∣ ď rg1sα ¨ αpℓyq. 
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3.2. Bounding the values of αpℓyq. It is evident that passing from the fundamental
estimate (Lemma 3.1) to a priori bounds on the values of tℓyuyPO is a natural ap-
proach to a converse to Theorem 2.10, and this is precisely the sort of control given
to us in Theorem 1.4 above. Recall the following result from the introduction.
Theorem 3.2. Let α be a concave modulus, and let
ρ : Zd Ñ Diff1,α` pS
1q
be an exceptional action. Suppose that ρ is semi-conjugate to a faithful action
ρ¯ : Zd Ñ Diff1`pS
1q
by a semi-conjugacy map H such that ρ¯ is C1–conjugate into SOp2,Rq. Assume for
each generator s of G and x in the exceptional minimal set of ρ we have that
ρpsq1pxq “ ρ¯psq1 ˝ Hpxq.
Then we have that ż 1
0
α´1ptq{td`1 dt ă 8.
Proof. Set G :“ Zd. Let J be a maximal open wandering interval of ρ, and let O be
the ρ¯pGq–orbit of 0 :“ HpJq. We may write
tgJugPG “ tIy :“ pay, byquyPO
and ℓy :“ Iy.
For each y “ ρ¯pgq.0 P O , there exists zy P Iy such that
ρpsq1pzyq “ ℓsy{ℓy.
Then we have that
rρpsq1sα ¨ αpℓyq ě
∣
∣
∣ρpsq1pzyq ´ ρpsq
1payq
∣
∣
∣ ě
∣
∣
∣
∣
∣
∣
ℓsy
ℓy
´ ρ¯psq1pyq
∣
∣
∣
∣
∣
∣
ě inf
xPS 1
ρ¯psq1pxq ¨
∣
∣
∣
∣
∣
∣
ℓsy
ρ¯psq1pyqℓy
´ 1
∣
∣
∣
∣
∣
∣
.
Setting Ly :“ ℓy{ρ¯pgq
1p0q, we can find a constant C ą 0 such that
∣
∣
∣
∣
∣
∣
Lsy
Ly
´ 1
∣
∣
∣
∣
∣
∣
ď CαpLyq.
Here, we also used the fact
αpℓyq ď maxp1, sup
hPG
ρ¯phq1p0qqαpLyq.
It is easy to show that hpxq “ xp1 ´ Cαpxqq is increasing for small values of x,
and that in fact h1p0q ě 1. Recall we let }y}0 denote the orbit distance between 0
and y.
22 S. KIM AND T. KOBERDA
Claim. There exists a constant A ą 0 such that αpℓyq ě A{}y}0.
The idea is similar to [23, Lemma 3.1.3], where the case αpxq “ x1{d was con-
sidered. We proceed by induction on i :“ }y}0. We suppose that αpℓyq ě A{}y}0.
After possibly requiring ℓy ď ǫ for some small ǫ ą 0, we obtain
ℓsy ě hpℓyq ě hpα
´1pA{}y}0qq “ α
´1
ˆ
A
}y}0
˙ˆ
1´
AC
}y}0
˙
,
where the second inequality holds because α is a homeomorphism and because h
is increasing near zero. We consider s, y such that }sy}0 “ }y}0 ` 1 “ i ` 1. We
apply α to this string of inequalities now. Since α is concave, we have that for any
0 ă c ă 1, there is an inequality αpcxq ě cαpxq. Thus, after applying α to the
right–most hand side, we get a quantity bounded below byˆ
1´
AC
i
˙
A
i
.
If one can show that this quantity is bounded below by A{pi ` 1q, then one obtains
αpℓsyq ě A{}sy}0, the desired conclusion. A straightforward manipulation shows
that we obtain ˆ
1´
AC
i
˙
A
i
ě
A
i` 1
provided that
i ě
CA
1´ CA
.
Thus, letting A be a positive constant so that αpℓyq ě A{}y}0 even for ℓy ě ǫ and so
that
1 ě
CA
1´ CA
,
we obtain the desired claim.
From the claim and from σpnq „ nd´1, we have that
1 ě
ÿ
yPO
ℓy Á
ÿ
ně1
nd´1α´1pA{nq.
We have that
8 ą
ÿ
ně1
pn` 1qd´1α´1pA{nq ě
ż 8
1
xd´1α´1pA{xqdx.
This implies that
ş1
0
α´1ptq{td`1 dt ă 8. 
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Note that the claim in the proof of Theorem 3.2 immediately implies Theorem 1.4
from the introduction. In Theorem 3.2, if ρ¯ is actually a representation into the
rotation group, then it suffices to assume
lim
yPO
ℓsy{ℓy “ 1,
where ℓy is as given in the proof. From the Fundamental Estimate (Lemma 3.1), we
conclude that ρpgq1pxq “ 1 for each x in the exceptional minimal set of ρ, and hence
the same integrability constraints on α would follow. We now have Theorem 1.4
and Corollary 1.5 as immediate consequences.
Question 3.3. In Theorem 3.2, does the same conclusion hold without the assump-
tion on the values of ρpsq1 at the minimal set?
Example 3.4. Let f be an exceptional diffeomorphism such that ℓi`1{ℓi Ñ 1 for
intervals in a maximal wandering set. Then it follows from Theorem 3.2 that f 1 is
not α–continuous for α “ x log 1{x (cf. [23, 16]).
Indeed, it suffices to show that if A is a fixed positive constant and if αpℓiq ě A{i
for all i ě 2, then
ř
i ℓi “ 8. We set
xi “
A
K ¨ j log j
,
where A is chosen once and for all and K is a positive constant which will be fixed
later. Observe that
ř
i xi “ 8, so it suffices to show that αpxiq ď A{i for all i ě 2.
Applying α, we see
αpxiq “
A
K ¨ i log i
`
logK ` log i` log log i` logA´1
˘
.
This simplifies to
AplogK ` logA´1q
K
¨
1
i log i
`
A
K ¨ i
`
A ¨ log log i
K ¨ i log i
.
Since 1{pi log iq ă 1{i for i ě 3, since plog log iq{ log i ă 1 for i ě 2, and since
A is a fixed positive constant, it is clear that we can choose a sufficiently large K
to make this entire expression less than A{i for i ě 2, which is what we set out to
show.
It is not difficult to generalize this last computation to show the same conclusion
for the moduli
αpxq “ xplog 1{xqplog log 1{xq,
αpxq “ xplog 1{xqplog log 1{xqplog log log 1{xq,
and indeed for
αpxq “ xplog 1{xqplog log 1{xqplog log log 1{xq ¨ ¨ ¨ plogn 1{xq.
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3.3. A converse to Theorem 1.4. We now investigate the degree to whichż 1
0
α´1ptq{td`1dt ă 8
is a sufficient condition for the existence of an exceptional C1,α action of Zd. We
recall the following result, which was stated in the introduction.
Theorem 3.5. Let d be a positive integer, and let α be a concave modulus such thatż 1
0
α´1ptq
td`1
dt ă 8,
and such that
M :“ sup
0ătă1
αptq
tα1ptq
ă 8.
If ρ : Zd Ñ Diff1,α` pS
1q is a faithful representation that is C1–conjugate into the
rotation group SOp2,Rq, then there exists a sequence
ρk : Z
d Ñ Diff1,α` pS
1q
of nontrivial blow-ups of ρ that converges to ρ in the C1–topology.
Proof. We follow our previous arguments for Theorems 2.2 and 2.10 closely. We
let O “ ρpGq.0 be a choice of a free orbit. Using the spherical growth σpxq „ xd´1
and the orbit distance function }y}0, we set the parameters
ℓk
gp0q :“ g
1p0qα´1p1{p}y}0 ` kqq.
We note thatÿ
yPO
ℓ1y À
ÿ
n
σpnqα´1p1{nq À
ż 8
1
xd´1α´1p1{xqdx “
ż 8
1
α´1pxq{xd`1 dx ă 8.
Claim. We have
lim
xÑ8
α´1p1{xq
α´1p1{px ` 1qq
“ 1.
To see the claim, we put
cpxq :“ α´1p1{xq{α´1p1{px ` 1qq ě 1
for x " 0. Then we have some t “ tpxq P px, x ` 1q such that
0 ă cpxq ´ 1 “
pα´1q1p1{tq
xpx ` 1qα´1p1{px ` 1qq
“
1
xpx ` 1qα´1p1{px ` 1qq ¨ α1 ˝ α´1p1{tq
ď
Mα´1p1{xq
xα´1p1{px ` 1qq
“ Mcpxq{x.
The claim follows from the estimate cpxq ă p1´ M{xq´1 for x " 0.
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Put j :“ }y}0 ` k for y P O and k ą 0. As in the proof of Theorem 2.10,
Aps, k, yq :“
1
αpℓkyq
∣
∣
∣
∣
∣
∣
∣
1´
ℓksy
s1pyqℓky
∣
∣
∣
∣
∣
∣
∣
ď j
∣
∣
∣
∣
∣
∣
1´
α´1p1{p j˘ 1qq
α´1p1{ jq
∣
∣
∣
∣
∣
∣
À
1
jα1 ˝ α´1p1{tq ¨ α´1p1{ jq
for some t P p j´ 1, j` 1q. Using the hypothesis on αpxq{pxα1pxqq, we estimate
Aps, k, yq À
α´1p1{tq
α´1p1{ jq
,
up to scaling and bounded error. By the above claim, Aps, k, yq is uniformly bounded
as desired. 
Theorem 1.7 follows immediately from Theorem 3.5.
Remark 3.6. In the case when d “ 1, one could attempt to prove a converse to The-
orem 1.4 by starting with the sequence tA{iuią0 and attempting to find a convergent
sequence of interval lengths tℓiuiPZ such that
sup
i
1
αpℓiq
ˆ
1´
ℓi`1
ℓi
˙
“ K
is finite, whereupon one can apply the method of Theorem 2.10 in order to find the
desired exceptional diffeomorphism. A natural choice of lengths would be
ℓi “ α
´1
ˆ
A
|i| ` i0
˙
,
where here i0 P N is a suitable shift of indices.
With this choice, the finiteness of the supremum forces the following inequality
to hold:
α´1
ˆ
A
|i| ` i0 ` 1
˙
ě α´1
ˆ
A
|i| ` i0
˙ˆ
1´
KA
|i| ` i0
˙
,
which is equivalent to
A
|i| ` i0 ` 1
ě α
ˆ
α´1
ˆ
A
|i| ` i0
˙ˆ
1´
KA
|i| ` i0
˙˙
.
One can then try and pull out the constant 1 ´ pKAq{p|i| ` i0q on the right hand
side, but because this constant is less than one, the result will be less than or equal
to the right hand side. In order to get around this difficulty, one can attempt a linear
approximation of α at α´1pA{p|i| ` i0qq in order to show that
A
|i| ` i0 ` 1
ě
ˆ
1´
KA
|i| ` i0
˙ˆ
A
|i| ` i0
˙
,
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possibly up to a nonzero multiplicative constant. After some straightforward ma-
nipulations, one quickly finds that the hypothesis
sup
xą0
αpxq
xα1pxq
ă 8
is needed to make the linear estimate work, and this is precisely one of the hypoth-
esis of Theorem 3.5. This last supremum is easily seen not to be finite for arbitrary
concave moduli and therefore its finiteness imposes a nontrivial hypothesis on α.
As an example, one can consider αpxq “ 1{ log p1{xq.
3.4. Remarks on McDuff’s Question. Let f be an exceptionalC1–diffeomorphism,
and let ℓi “ | f
ipJq| for a wandering interval J Ď S 1. It is evident from the discus-
sion in this section that the assumption ℓi`1{ℓi Ñ 1 for the lengths of the successive
wandering intervals implies the strong conclusion that f 1 “ 1 on the endpoints of
the wandering intervals. This is a somewhat restrictive phenomenon, and the meth-
ods of this paper are not suited to address the possibility that f 1 is not identically
1 on the endpoints. For instance, the fundamental estimate, the 1 appearing in the
expression ˆ
1´
ℓi`1
ℓi
˙
must be replaced by the corresponding endpoint derivative. This is destructive
in certain inductive procedures involved in the proof of Theorem 1.4, since cer-
tain products which one needs to be bounded away from zero become products of
derivatives of f at endpoints of a maximal wandering set for f .
There is a long-standing open question about exceptional diffeomorphisms of the
circle due to D. McDuff [20, 1]. In her work, she considers the ratio spectrum for a
maximal wandering set of an exceptional diffeomorphism. Namely, she rearranges
the lengths of the intervals to form a decreasing sequence tλiuiPN, and considers the
possible accumulation points of the set λi{λi`1. She proves that this set is bounded
and that 1 is an accumulation point, and asks if 1 is in fact the only accumulation
point. One can naturally strengthen her question as follows:
Question 3.7. Let U Ă S 1 be an open interval meeting the exceptional minimal
set of a finitely generated group, and let tλiuiPN be the lengths of intervals in a
maximal wandering set lying in U, arranged in decreasing order. Does it follow
that λi{λi`1 “ 1?
Even assuming a positive answer to this strengthened version of McDuff’s ques-
tion, and even after possibly assuming strong Diophantine properties for the rotation
number θ, it seems impossible to remove the assumptions ℓi`1{ℓi Ñ 1 in our results.
The reason for this is the mismatch which occurs upon rearranging the lengths of
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intervals. One may control the first return time of a wandering interval to U via
Diophantine properties, but the index rearrangement map
i ÞÑ ℓi ÞÑ λ j ÞÑ j
may be so badly behaved that one may not be able to relate ℓi`1{ℓi to λ j`1{λ j in
a way which would be useful for our purposes. Lastly, we note the claim in the
proof of Theorem 3.5 implies an affirmative answer to McDuff’s question for the
construction there with parameters given by ℓy :“ α
´1pc{p}y}0 ` kqq.
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