For X a complete algebraic variety we introduce an algebraically defined 1-motive whose Q-Hodge realization is the largest Hodge substructure of H 2 /W 0 of level ≤ 1. We relate this 1-motive to the Néron-Severi group of X. If the non-normal locus of X is finite we show that the Néron-Severi group is the subgroup of H 2 (X) of classes which are Zariski locally trivial and are in F 1 of the Hodge filtration.
Introduction
Let X be a scheme which is proper and integral over C. Define the Néron-Severi group NS (X) to be the image of Pic (X) under the map c 1 : Pic (X) → H 2 (X, Z) which associates to a line bundle its cohomology class. Since c 1 factors through the subgroup H 1 Zar (X, H 1 X ) of Zariski locally trivial cohomology classes in H 2 (X, Z), we always have the inclusion NS (X) ⊂ H 1 Zar (X, H 1 X ). We construct Hodge-Lefschetz 1-motives L p (X) (p ≥ 0) and use these to study the relationship between NS (X), H 1 Zar (X, H 1 X ) and the mixed Hodge structure on H 2 (X, Z). If X is nonsingular, the Lefschetz Theorem [L] states that the Néron-Severi group is the subgroup of H 2 (X, Z) of cohomology classes of type (1, 1), i.e.,
Furthermore, it follows from the Bloch-Ogus resolution [BO, Cor.7 .4] of the Zariski sheaf H 1
Now let X be singular. For X with a unique singular closed point, it was first shown by Collino [C] that the equality (2) holds. However, both the above identities (1) and (2) fail to hold in general; see [BS1] , [BS2] and [C2] (and cf. Bloch's letter to Jannsen in [J1, Appendix A]).
Barbieri-Viale and Srinivas conjectured in [BS2, Question 4 ] that the correct formulation of the Leftschetz Theorem for X normal should be:
This conjecture has been proven recently by Biswas and Srinivas [BiS] ; they also give an example of a non-normal variety for which (3) is false. In this paper we approach the problem of formulating a Lefschetz Theorem for varieties with arbitrary singularities by constructing an algebraically defined 1-motive whose Hodge realization is the largest Hodge substructure of H 2 /W 0 of level ≤ 1. Since the Hodge structure of H 2 (X, Z) is obtained via a smooth proper hypercovering π : X · → X and the cohomological descent isomorphism H 2 (X, Z) ∼ = H In particular, the Hodge realization of the isogeny class of L 1 (X · ) is given by E Q .
This proves a conjecture of Deligne [D, 10.4 .1] for H 2 /W 0 ; we point out the related results obtained by Carlson [C2] (H 2 of an algebraic surface) and Ramachandran [R] (general H p ).
To link this result to the Néron-Severi group we give a different description of the Hodge realization of the isogeny class of L 1 (X · If X · is smooth and proper over an algebraically closed field k of characteristic 0, let Pic 0 (X · ) be the group of k-points of the connected component of the identity of the simplicial Picard functor Pic X · (for details see [BS3, §4.1] ). We define the Néron-Severi group NS (X · ) of X · to be the quotient Pic(X · )/Pic 0 (X · ). For X · over C both natural maps Pic(X · ) (6) admits an algebraic definition. By construction, this quotient 1-motive I(X · ) corresponds, up to isogeny, to the quotient 1-motive E in (5). If gr W 1 H 2 (X · ) = 0, then I(X · ) Q = 0. On the other hand, in section 5 we give examples of both normal and non-normal varieties for which I(X · ) Q is nontrivial. In this case gr W 2 I(X · ) Q consists of (1, 1)-classes which do not come from simplicial line bundles.
Let π : X · → X be a smooth proper hypercovering. Then Pic 0 (X · ), NS (X · ) and hence Pic(X · ) are independent of the choice of X · and we set Pic 0 (X) := Pic 0 (X · ), Pic(X) := Pic(X · ) and NS (X) := NS (X · ). Let I(X) := H 1 Zar (X, H 1 X )/NS (X). By construction, the map π * : H 1 Zar (X, H 1 X ) → H 
From the above morphism we obtain necessary and sufficient conditons for the identity (3) to be valid. We show in Proposition 4.3 that:
Our third main result (Theorem 4.4) is that if X is a proper algebraic variety over C such that the non-normal locus is finite, then ker π * Z vanishes and (7) is an inclusion of Q-Hodge structures. It follows that for such X the identity (3) holds.
Because of the example of Biswas and Srinivas, the map (7) cannot be injective in general; however, we also exhibit examples of varieties whose non-normal locus is not finite for which it is injective. In our examples 5.1 and 5.2 the map (7) is also surjective; however, if gr W 1 H 2 (X) = 0 and X has a unique isolated singular point then I(X) = 0 but I(X) = 0. It would be interesting to study the surjectivity of this map.
Notations
For X a complex algebraic variety (resp. X · a complex simplicial scheme) we let H • (X, Z(·)) (resp. H
• (X · , Z(·) · )) denote the (twisted) integral cohomology of X (resp. of X · ) as well as the corresponding mixed Hodge structure, see [D] .
We borrow conventions and notations from [D] , e.g., concerning Tate twists in Hodge theory. In particular, for a mixed Hodge structure H, we denote by W i H the rational vector spaces given by the weight filtration and by F i H the real vector spaces given by the Hodge filtration.
For a 1-motive M we denote by M also its Hodge realization over C [D, §10] ). We write M Q for the isogeny class of the motive M as well as the Q-Hodge structure of the Hodge realization.
If A is an abelian group, we write A Q = A ⊗ Q and denote by n A the n-torsion subgroup. Finally, we let T (A) = lim ←− n n A denote the Tate module of A
The Hodge-Lefschetz 1-motives
Consider an algebraic scheme X which is defined over an algebraically closed field k of characteristic 0. Denote by X → X a resolution of singularities and let X ֒→ X be a good compactification of X, i.e., the complement Y = X − X is a normal crossing divisor. Write Y = ∪Y i where the Y i are the smooth components of Y . The group Pic (X, Y ) is defined to be the group of isomorphism classes of pairs (D, φ) 
where
} and ker 0 denotes the connected component of the identity of ker. These constructions are functorial in X and independent of the resolution and compactification [BS3, §2.3 and §6.1] .
Consider now a simplicial scheme X · defined over such a field k. Let X ′ · be a smooth hypercovering of X · with compactification X ′ · whose complement Y ′ · is a simplicial normal crossing divisor [D, Prop. 8.3.2] . For each component X ′ p we have the following sequence of group schemes over k:
The structure of the simplicial pair (X
where δ * p is the alternating sum of the pullback along the face maps (9) there is an exact sequence of complexes of group schemes
and we define for p ≥ 0
to be the induced boundary map in (co)homology. 
As usual we denote by Z p (resp. B p ) the p-cycles (resp. p-boundaries) of a complex. (10), considered as complexes of group schemes, let Z p ( ‡) 0 be the connected component of the identity of
is an abelian variety. In particular, the boundary maps
are zero up to a finite group and hence for any nonnegative integer p, H p ((Pic 0 ) • ) 0 is a semi-abelian variety given by the extension
which defines the lattice L p−1 . Definition 1.1 Let X · be a simplicial scheme. We define the Hodge- In the following we are mainly concerned with the Hodge realization of L 1 (X · ) Q where X · is a smooth proper hypercovering of X over C.
If X · is a smooth proper simplicial scheme over k, then the simplicial Picard functor T Pic(X · × k T ) is representable [BS3, §4.1] and its connected component of the identity Pic 0 is a semi-abelian variety over k. In particular, the kernel of the canonical map
which gives the extension (cf. [BS3, Prop. 4.3, A.2 
For such a smooth proper simplicial k-scheme X · , we define the Néron-Severi group by
By the above,
and NS (X · ) is finitely generated. In fact we have the following more precise result. Proposition 1.3 Let X · be smooth and proper over k. We have a natural homomorphism
which is injective, modulo a finite group.
Proof:
Note that Pic
The claimed map is then induced by the canonical map
since by definition ker
We denote by NS (X · ) also the sub 1-motive
We then have an induced quotient 1-motive
and an induced extension of isogeny classes of 1-motives
For X · over C, (12) yields an extension of Q-Hodge structures as well as a decomposition of the underlying vector space associated to the Hodge-Lefschetz 1-motive.
Remark 1.4 (a) We remark that our definition of Néron-Severi of a simplicial scheme differs from Carlson's definition (i.e., ker{NS (X 0 ) → NS (X 1 )} in [C2, §4] ).
(b) We show in Proposition 3.3 that over C and up to torsion, NS (X · ) ∼ = ker λ 1 . We expect that the map in Proposition 1.3 is an isomorphism over k (cf. [C2, Thm. D] ).
(c) We will see in section 4 that if X · is a smooth proper hypercovering of X over C, then L 1 (X · ) is independent of the choice of X · . We expect that this holds over k.
A motivic Lefschetz theorem
Throughout this section X · will be a smooth and proper simplicial scheme over C. We first show that up to isogeny L 1 (X · ) is isomorphic to the 1-motive E(X · ). Then we give an alternate description of the Hodge realization of the isogeny class of L 1 (X · ) in terms of Zariski cohomology.
Recall that by [D, 8.3.5 and 5.3] there is a spectral sequence of mixed Hodge structures
We only consider the usual weights defined on H • (X · , Q · ). From the spectral sequence (13) we obtain the following formulas for the weight and Hodge filtrations.
Lemma 2.1 Let X · be a smooth and proper simplicial scheme over C.
Proof:
The first statement (i) follows immediately from (13) since each H q (X p ) is pure of weight q. Since X · is smooth, the spectral sequence 2
Theorem 2.2 Let X · be smooth and proper over C. Then, up to isogeny,
In particular, the Hodge realization of the isogeny class of
The main result of [C2] is that for X · the distinguished resolution of an algebraic surface (in particular X p is zero dimensional for p ≥ 2) the corresponding 1-motive is defined algebraically by a trace map. Our proof of the above Theorem generalizes Carlson's result to arbitrary smooth proper simplicial schemes.
We refer to [D, 5.2 .5] for definitions and properties of higher direct images functors on simplicial spaces. Consider the canonical map of sites ω · :
be the simplicial sheaf whose p-th component is the Zariski sheaf H s Xp (Z(j)) associated to the presheaf
is computed by the canonical spectral sequence
The Leray spectral sequence along ω · yields the following local-to-global spectral sequence
There are versions of (15) and (16) 
Proof: The lemma is a consequence of the exactness of 0
2 once we verify that the differentials d 
For i ≥ 0 we have a canonical edge map
where the two vertical maps are the canonical edge maps (cf. (13) for the analytic topology and the proof of Lemma 2.1 for the Zariski topology). By Lemma 2.1 (ii), we may identify the map t i in (17) with the canonical inclusion
Remark 2.5 We remark that for each component X p of X · we have a local-to-global spectral
which is compatible with (13) considered as a spectral sequence of abelian groups.
From the low degree terms of (15) we get the following exact sequence of abelian groups
Lemma 2.6 Let X · be a smooth proper simplicial scheme over C. There is an extension of
which is compatible with the Hodge structure on H
which is pure of type (1, 1).
The exact sequence (19) is compatible via the local-to-global spectral sequences for X · and the components X p (cf. (16) and (18)) with the description of H 2 (X · , Q) given by (13).
Thus we obtain the following commutative diagram of vector spaces
By the previous Lemma we may view this diagram (20) as a diagram of Q-Hodge structures which are canonically induced by H 2 (X · , Q · ). From (i) of Lemma 2.1 we have:
Therefore the extension (19) fits into the commutative diagram of mixed Hodge structures
which proves the lemma. 2
Remark 2.7 We have an exact sequence
2 is the differential in the spectral sequence (15). By Lemma 2.6 the differential d 0,1 2 has at most finite image.
We are now ready to give the alternate description of the Hodge realization of the isogeny class of L 1 (X · ). Theorem 2.8 (Motivic Lefschetz Theorem) Let X · be a smooth proper simplicial scheme over C. Then the Hodge realization of the isogeny class of L 1 (X · ) is canonically isomorphic to
Proof: By the universal property of E, (20) and Lemma 2.6, E Q is canonically isomorphic to H 
(1,1)-classes
For X · a smooth proper simplicial scheme over C we compute the Hodge realization of I(X · ) Q . We also give a characterization of the rank of the Z-module I(X · 
which is compatible with the simplicial structure and yields the following exact sequence
of sheaves for the Zariski topology on X · (here F 1,1 X · is the sheaf whose p-th component is F
1,1
Xp ). The cohomology of the simplicial sheaf F 1,1 X · and the quotient sheaf H 1
by the usual spectral sequence. We have:
Lemma 3.1 Let X · be a smooth and proper simplicial scheme over C. Then
Proof:
It is easy to see that H 0 Zar (X p , F
1,1
Xp ) = 0 for any smooth projective variety X p (e.g., [E1, proof of Cor. 1.3]), hence (i). Since each component X p is smooth, the sheaves F 1,1 Xp have a resolution [MS] which shows that H p Zar (X p , F
Xp ) = 0 for p ≥ 2. Therefore in the spectral sequence E
Xp is isomorphic to the constant sheaf H 1 Xp (C)/F 1 H 1 Xp [BS4, Lemma] which has value gr 0 F H 1 (X p , C p ). Therefore the result follows from the spectral sequence computing the cohomology componentwise.
2
Consider the natural map
which is induced by the boundary map (ω · )
Since X · is smooth, the above discussion shows that c 1 may also be obtained as
We then have the induced map
as well as the usual analytic c 1 mapping Pic(X · ) to H 2 (X · , Z(1) · ) via the simplicial exponential sequence.
Proposition 3.2 Let X · be a smooth and proper simplicial scheme over C. Then
where the 'intersection' means the inverse image under the map H
2 (X · )/F 1 and hence by the simplicial exponential sequence
The proposition is so a consequence of the fact that the kernel of both maps c 1 and c 1 is equal to Pic 0 (X · ). For c 1 this is clear from Lemma 2.1 (iii); for c 1 it follows since the abelian group
) is finitely generated (see (19)) and the kernel of the c 1 is divisible by Lemma 3.1. 2
We now set I(X · ) := coker {c 1 :
} as a finitely generated abelian group. This is constistent with the definition of the isogeny class of the 1-motive I(X · ): by Proposition 3.2 there is an exact sequence
which after tensoring with Q, yields (12) by Theorem 2.8. In particular, there is a natural isomorphism of Q-Hodge structures
The Hodge structure of I(X · ) Q is given by: Proposition 3.3 Let X · be a smooth proper simplicial scheme over C. Then
Proof:
Since the functor W p (−) p ≥ 0 is exact, all the claims about the weight subspaces follow directly from the description of the Hodge structure on
here the first and last identity are obvious; the second follows from Lemma 2.1 (i), Lemma 2.6 and Proposition 3.2. In the proof of Theorem 2.2 λ 1 Q is identified with e Q . In particular, we have isomorphisms
If gr W 1 H 2 = 0, then I(X · ) Q is pure of weight 2. Moreover, this assumption implies that the homomorphism e Q is the zero map and hence I(X · ) Q = 0.
2
To compute the rank of I(X · ) we define
If s denotes the rank of the Z-module I(X · ), then s is also the rank of the Z-module I(X · ). Proposition 3.4 Let X · be a smooth proper simplicial scheme over C. Then
Proof: Consider the exact sequence
2 is the differential in the spectral sequence computing Pic(X · ). Combining the proof of Proposition 3.3 with (12) shows that the map d 0,1 2 has finite image F . Furthermore, it is easy to see that
is the canonical map Pic(X · ) → H 0 (Pic • ) in the exact sequence above. We then obtain the following commutative diagram with exact rows
where kernel and cokernel of the middle vertical map are computed in Lemma 3.1. Thus F = I(X · ) tors and
To prove the second statement consider the above sheaves modulo n with the natural maps
Here the horizontal map is an isomorphism by (21). By the proof of [BS1, Thm. 1] the vertical map is an isomorphism, thus so is the remaining map in the above diagram. Note that (1) respectively gives, using (i), the exact sequence
The Tate module of the finitely generated abelian group H 2 Zar (X · , H 1 X · (1)) is zero, therefore taking the inverse limit over all n proves (ii). 2
Cohomological descent
Let X be a proper C-scheme. Let π : X · → X be a smooth proper hypercovering of X ( see [D, 6 .2] for the construction of such hypercoverings). By (universal) cohomological descent the map
is a natural isomorphism of mixed Hodge structures for all p ≥ 0 [D, 5.3.5, 8.1.19 and 8.2 .2].
If π : X · → X is such a hypercovering, it follows from cohomological descent and Theorem 2.2 (resp. Proposition 3.3) that the 1-motive L 1 (X · ) Q (resp. I(X · ) Q ) is independent of the choice of X · . We write
· → X is another hypercovering, we can find a third mapping to both X · and X ′ · ; therefore we may assume that BS3, Remark 4.11 ]. Thus we have:
Corollary/Definition 4.1 If X and X · are as above, then the groups NS (X) := NS (X · ) and Pic(X) := Pic(X · ) are independent of the choice of hypercovering. In particular, the rank s of I(X) is an algebraic invariant of the singular variety X.
Recall that NS (X) := im {Pic (X)
and NS (X) by pulling back line bundles on X to simplicial line bundles on X · along any hypercovering π : X · → X as above.
Proposition 4.2 Let X be as above.
(i) NS (X) ⊆ NS (X) and NS (X)/NS (X) ∼ = Pic(X)/im Pic (X) which is a finitely generated torsion free abelian group; moreover,
(ii) If Pic(X) is generated by line bundles on X, then NS (X) = F 1 H 2 (X) ∩ H 2 (X, Z).
an abelian variety (i.e., the torus T (X · ) in (11) vanishes).

Proof:
Consider the map
given by Lemma 2.1 and cohomological descent, imply that π * :
surjective for all p ≥ 0. By comparing the exponential sequences on X and X · using cohomological descent, GAGA and Proposition 3.2 we obtain
. Thus the Leray spectral sequences along π 0 : X 0 → X and π : X · → X yield the injectivity of both pullback maps π * 0 : Pic (X) → Pic (X 0 ) and π * : Pic (X) → Pic(X · ). The exponential sequences on X and X · show that Pic 0 (X) is isomorphic to Pic 0 (X · ), proving (iv) (see [BS3, Lemma 5 .2] for an algebraic proof). 2
Note that (22) is the simplicial analogue to the exact sequence
where I(X) = Z ⊕r for some r ≥ 0 [BS1] . By comparing I(X) = Z ⊕r and I(X)/tors = Z ⊕s (Proposition 3.4 and Corollary 4.1) we obtain necessary and sufficient conditions for the validity of the identity NS (X) = F 1 ∩ H 1 Zar (X, H 1 X ). To do this consider the pullback map
By Lemma 2.4, this map is injective modulo W 0 and torsion in H 2 (X, Z). By naturality of c 1 , the inclusion NS (X) ⊆ NS (X) is compatible with π * and induces a map on the corresponding quotients π *
Tensoring with Q we obtain π * Q which is a map of Q-Hodge structures; note that the Hodge structures involved are subquotients of H 2 (X, Q) and π * Q is induced by π * : 
The snake lemma applied to the diagram induced by the map (26) between (25) and (22) induces the following exact sequence of Q-Hodge structures
By construction, 
Corollary 4.5 For X as in the Theorem 4.4,
Proof: See Proposition 4.3. 2
In order to prove Theorem 4.4 we need several lemmas. We always have the following commutative square
If A is an abelian group, we write A X for the corresponding costant sheaf in the Zariski topology. Note that the map π * : H * Zar (X, A) → H * Zar (X · , A · ) is not an isomorphism in general. Lemma 4.6 Let X be any proper C-scheme and let π : (X · ) Zar → X Zar be as above. There is a commutative diagram with exact rows and columns of Zariski sheaves
The vertical maps are the sheafifications of the usual restrictions maps, the top row is the representation (11) of Pic 0 (X · ) as a semi-abelian variety and the middle row is given by (21). Hence we only have to show that for U ⊂ X any Zariski open and U · := π −1 (U ) the following sequence of maps, obtained by restriction to U · ,
is exact. Let Y · be the complement of U · in X · . One reduces to showing the injectivity of
For any U · as above let U p ⊂ X p be the p-th component. By the proof of Lemma 3.1 we may
Xp ) with the surjective restriction map
By the proof of Lemma 2.4,
Xp is a constant sheaf, hence
• the complexes of groups of sections induced by the simplicial structure. We have
Since for such U · , the map of complexes
• is a split injection, the map (30) is injective. 2
Lemma 4.7 Let X be any proper C-scheme and let π : (X · ) Zar → X Zar be as above.
is a surjection. In particular, the sheaves R p π * Z X · are Z-constructible for the Zariski topology (see [BS1] for the definition).
(ii) We have an exact sequence of sheaves on X Zar
Proof: Since X · is smooth, it follows from arguing componentwise as in the proof of Lemma 4.6 that for each Zariski open U · with complement Y · the map
is injective. This implies the first claim in (i). Since for p ≥ 0 the abelian group H p Zar (X · , Z) is finitely generated, the sheaf R p π * Z X · is Z-constructible as a quotient of the constant sheaf (29) and let
be the spectral sequence for composite functors. By the commutativity of (29) and cohomological descent we have that
is obtained by the exact sequence of low degree terms of (31). 
are injective.
Proof: By Lemma 4.6 and Lemma 4.7 it suffices to show that the restriction map
is the zero map. To see this consider the commutative diagram
where the top horizontal map is a surjection by the proof of Proposition 4.2 and the bottow row is the complex induced by the exact sequence of low degree terms of the Leray spectral sequence for the sheaf O * X · along π.
In order to show the vanishing on the stalks it suffices to consider for each point x ∈ X the restriction to the local ring O X,x . The claim follows then from the commutative diagram
If X is any algebraic C-scheme, we define F 1,1
Lemma 4.9 Let X be a proper C-scheme and let π : (X · ) Zar → X Zar be a smooth proper hypercovering such that X 0 is a resolution of X. Moreover, assume that the non-normal locus of X is contained in a discrete subscheme S of codimension ≥ 1. Then
is injective with cokernel sheaf supported on S, and
is injective with cokernel sheaf supported on S.
Proof: For the existence of such hypercovering π : X · → X starting with a resolution of singularities π 0 : X 0 → X see [D, 6.2] . Then, by definition:
By Zariski's Main Theorem the fibers of π 0 over normal points of X are connected, hence
is injective with cokernel sheaf supported on S. This proves (i). To prove the remaining statements consider the commutative diagram with exact rows:
By cohomological descent, π * C * X · = C * X . Therefore, the top left corner of the diagram yields (iii) (note that ker( c 1 ) always contains C * X ). Since X 0 is smooth, R 1 π 0 * C * X 0 vanishes and (ii) follows from a diagram chase in the above diagram.
Let X be as above and let r ≥ 0 be the Z-rank of I(X). We may compute r via the isomorphism [BS2, Thm. 1-2]
). The last part of Lemma 4.9 allows us to replace in this isomorphism
Proof of Theorem 4.4: Now assume X meets the hypothesis of Theorem 4.4. Let π : X · → X be a smooth proper hypercovering such that X 0 is a resolution of X. By Lemma 4.9 (iii),
X ) for i ≥ 1 and, by Lemma 4.9, (ii)
With these identifications the exact sequence of low degree terms of the Leray spectral sequence for
By Lemma 4.8,
) and it suffices to show that the group
) is finitely generated. In fact, given this, (32) and Proposition 3.4
show that we have an injection
which implies ker π * Z = 0 in (27). The low degree terms of the Leray spectral sequence for H 1 X · along π give the exact sequence
) is finitely generated if and only if H 2 (X, π * H 1 X · ) is finitely generated.
Since the cohomology groups of any Z -constructible sheaf are finitely generated, it follows from Lemma 4.7 that H 2 (X, π * H 1 X · ) is finitely generated if and only if H 2 (X, H 1 X ) is finitely generated. The last claim is [BS1, Thm. 2] . 
commutes. The kernel of j is always equal to F 1 ∩ H 1 (X, H 1 X ) modulo NS (X) (cf. Proposition 4.3). By the hypothesis of Theorem 2.8 i is injective, therefore j is injective and the equality F 1 ∩ H 1 (X, H 1 X ) = NS (X) is trivially proven. Note that only in order to obtain the vanishing of W 0 H 1 (X, H 1 X ) the full argument in the proof of Theorem 2.8 is needed.
(c) If X is not normal and has a singular locus of dimension ≥ 1, then the map i in above diagram is not injective, in general. In fact, the cokernel sheaf π * O * X · /O * X considered in Lemma 4.9 (i) could have nontrivial H 1 .
Examples
Example 5.1 (see [S, Example 3] , [LS, Example 2] , [BS1, Example 1] and [BS2] ). Let X ⊂ P 4 be the double cover of the cubic cone in P 3 defined by
branched along the complete intersection curve D given by
For general choices of a, b, c, and d, X has two singular points P = (0, 0, 0, 1, √ d) and Q = (0, 0, 0, −1, √ d) and is a ruled surface which is birational to the cubic cone. By the computations in [BS1] and [BS2] :
There is a resolution of singularities X 0 → X such that the exceptional curves E P and E Q are each isomorphic to the plane cubic C ⊂ P 2 defined by x 3 + y 3 + z 3 = 0. The resolution X 0 is a non-minimal ruled surface over such a curve C. By a Mayer-Vietoris (or Leray spectral sequence) argument (cf. [BPW, Prop.4.2] or [BS2] ) we get an exact sequence of torsion free mixed Hodge structure
Since E P ∼ = E Q ∼ = C and H 1 (C, Z) is pure of weight 1, we then have W 1 H 2 (X, Z) = Z ⊕2 and W 0 H 2 (X, Z) = 0.
Let π : X · → X be a smooth proper hypercovering, starting from X 0 . From Lemma 2.4 we have an exact sequence
Since X 0 is ruled, p g (X 0 ) = 0 and hence 
By Proposition 3.3, the Hodge structure on I(X) Q is such that
This last 5-dimensional vector space is entirely given by (1, 1)-classes which are not c 1 of algebraic line bundles on X (or even on X · ). Nevertheless, these (1, 1)-classes are algebraic, being c 1 of algebraic line bundles on X 0 .
Example 5.2 (see [BS2] ) Let X ⊂ P 3 be the surface defined by the homogenous equation
where f is a general homogenous polynomial of degree 4. The point P = (0, 0, 0, 1) is singular and if X 0 → X is the blow-up of P on X one identifies X 0 with the blow-up of P 2 at the 12 points {x 3 − y 2 z = 0} ∩ {f (x, y, z) = 0}. The exceptional divisor E is mapped onto the cuspidal plane curve {x 3 − y 2 z = 0}. As in the previous example
Since E is simply connected, the Hodge structure on H 2 (X, Z) is of pure weight 2. By Theorem 4.4 and Proposition 3.3
It is shown in [BS2, pg.39 ] that
is a proper subgrop. On the other hand, since X 0 is rational and therefore H 0
Hence the quotients NS (X) Q /NS (X) Q and H 1 Zar (X · , H 1 X · )/H 1 Zar (X, H 1 X ) in (28) are nonzero. By considering the node instead of the cusp we get an example X for which H 2 (X) is not pure, i.e., W 0 H 2 = W 1 H 2 = 0, but I(X) = 0.
In the following we consider particular normal crossing varieties, i.e., X = A ∪ B where A and B are smooth projective surfaces with q = 0 meeting transversally in a nonsingular curve C. In this case we may choose X · to be the (semi-)simplicial scheme (see e.g., [C1, pg.203 
])
X 0 = A ∐ B the normalization of X X 1 = C X p = 0, for p ≥ 2.
where the face map ∂ i p : X p+1 → X p is taking a p + 1-fold intersection to the p-fold intersection obtained by deleting the i-th component. By a Meyer-Vietoris argument, there is an exact sequence of Hodge structures
and hence in these examples the curve C determines W 1 H 2 (X, Z). Note that by (34) we also have W 0 H 2 = 0. It is known [St] that for this class of varieties Pic(X) is generated by line bundles on X, thus it follows from Proposition 4.2 that NS (X) = F 1 H 2 ∩ H 2 (X.Z) and hence also NS (X) = F 1 ∩ H 1 Zar (X, H 1 X ). Example 5.3 (see [C1, C2] ) Consider the elliptic curve C in P 2 defined by x 3 + y 3 = az 3 , a ∈ C − {0} with base point P 0 = (1, −1, 0). Fix six distinct points {P 1 , ..., P 6 } on C and let A be the cubic surface obtained by blowing up P 1 , ..., P 6 on P 2 . Let B be the hyperplane that cuts out the proper transform of C on A and consider the degenerate quartic surface X = A ∪ B with singular locus C. By Proposition 3.3 and (34)
hence I(X) Q is nonzero. The exact sequence (34) shows H 2 (X, Q) = Q ⊕9 . Since all classes in H 2 (X 0 , Q) are of type (1, 1), Lemma 2.4 implies
It follows from the choice of X · that λ 1 is the homomorphism λ 1 : H 0 (NS • ) → Pic 0 (C); ξ → δ * 0 (ξ). Write ξ = ξ A + ξ B for the components of ξ, then
Consider the generators {h 1 , E 1 , ..., E 6 , h 2 } of NS (X 0 ). Each of the exceptional curves E i maps under λ 1 to the class of (P 0 − P i ) in Pic 0 (C). On the other hand, λ 1 (h 1 − h 2 ) = 0 since any three points on C add to P 0 if and only if they are collinear. Therefore, using Proposition 3.3,
The class of (h 1 − h 2 ) generates an element of NS (X) Q , hence by the proof of Proposition 3.3,
Because H 
is injective.
We will actually show slightly more than the claimed compatability. Note that the extension (14) is such that the corresponding extension class map e factors e. Thus e is given by the composition Lemma 6.3 Let η 1 and η 2 be as above. Then 
