Abstract. Systems of parabolic, possibly degenerate parabolic SPDEs are considered. Existence and uniqueness are established in Sobolev spaces. Similar results are obtained for a class of equations generalizing the deterministic first order symmetric hyperbolic systems.
introduction
In this paper we are interested in the solvability in L p spaces of linear stochastic parabolic, possibly degenerate, PDEs and of systems of linear stochastic parabolic PDEs. The equations we consider are important in applications. They arise, in nonlinear filtering of partially observable stochastic processes, in modelling of hydromagnetic dynamo evolving in fluids with random velocities, and in many other areas of physics and engineering.
An L 2 -theory of degenerate linear elliptic and parabolic PDEs is developed in [10] , [11] , [12] and [13] . The solvability in L 2 spaces of linear degenerate stochastic PDEs of parabolic type were first studied in [7] (see also [14] ). The first existence and uniqueness theorem on solvability of these equations in W m p spaces is presented in [9] . This result is improved in [2] . In the present paper we fill in a gap in the proof of the existence and uniqueness theorems in [9] and [2] . Moreover, we essentially improve these theorems (see Theorem 2.1), and our main result, Theorem 3.1, extends them to degenerate stochastic parabolic systems. We present also an existence and uniqueness theorem, Theorem 3.2, on solvability in W m 2 spaces for a larger class of stochastic parabolic systems, which, in particular, contains the first order symmetric hyperbolic systems. This result was indicated in [3] .
Finally we would like to mention that for some special degenerate stochastic PDEs, for example for the stochastic Euler equations, there are many results on solvability in the literature. (See, for example, [1] and the references therein.)
In conclusion we introduce some notation used throughout the paper. All random elements will be given on a fixed probability space (Ω, F, P ), equipped with a filtration (F t ) t≥0 of σ-fields F t ⊂ F. We suppose that this probability space carries a sequence of independent Wiener processes (w r ) ∞ r=1 , adapted to the filtration (F t ) t≥0 , such that w r t − w r s is independent of F s for each r and any 0 ≤ s ≤ t. It is assumed that F 0 contains all Pnull subsets of Ω, so that (Ω, F, P ) is a complete probability space and the σ-fields F t are complete. By P we denote the predictable σ-field of subsets of Ω × (0, ∞) generated by (F t ) t≥0 .
For p ∈ [1, ∞), the space of measurable mappings f from R d into a separable Hilbert space H, such that
is denoted by L p (R d , H).
Remark 1.1. We did not include the symbol H in the notation of the norm in L p (R d , H). Which H is involved will be absolutely clear from the context. We do the same in other similar situations.
Often H will be l 2 , or the space of infinite matrices {g ij ∈ R : i = 1, ... . Unless otherwise indicated, the summation convention with respect to repeated integer valued indices is used throughout the paper.
formulation
In this section H = R and we use a shorter notation
Fix a T ∈ (0, ∞) and consider the problem
where
and all functions, given on Ω×H T , are assumed to be real valued and satisfy the following assumptions in which m ≥ 0 is an integer and K is a constant. 
3)
The initial value, ψ is an F 0 -measurable random variable with values in W m p .
Let τ be a stopping time bounded by T . , and for every q > 0 and n ∈ {0, 1, ..., m} E sup 4) where N is a constant depending only on K, T , d, m, p and q.
This result is proved in [9] in the case q = p ≥ 2 under the additional assumptions that EK m,p ′ (T ) < ∞ and E|ψ|
(see Theorem 3.1 there). These additional assumptions are not supposed in [2] and a somewhat weaker version of the above theorem is obtained in [2] when q ∈ (0, p]. The proof of it in [2] uses Theorem 3.1 from [9] , whose proof is based on an estimate for the derivatives of the solution u, formulated as Lemma 2.1 in [9] . The proof of this lemma, however, contains a gap. Our aim is to fill in this gap and also to improve the existence and uniqueness theorems from [9] and [2] . Since Du = (D 1 u, ..., D d u) satisfies a system of SPDEs, it is natural to present and prove our results in the context of systems of stochastic PDEs.
Systems of stochastic PDEs
Let M ≥ 1 be an integer, and let ·, · and · denote the scalar product and the norm in R M , respectively. By T M we denote the set of M × M matrices, which we consider as a Euclidean space R M 2 . For an integer m ≥ 1 we define l 2 (R m ) as the space of sequences ν = (ν 1 , ν 2 , ...) with ν k ∈ R m , k ≥ 1, and finite norm
We look for R M -valued functions u t (x) = (u 1and the initial condition
Let m be a nonnegative integer, p ∈ [2, ∞) and make the following assumptions, which are straightforward adaptations of Assumptions 2.1 and 2.2. 
respectively, such that almost surely
The initial value, ψ is an F 0 -measurable random variable with values in
Instead of Assumption 2.3 we impose now the following condition.
, whose first order derivatives in x are bounded functions, such that for all ω ∈ Ω, t ≥ 0 and 5) and for all (
Remark 3.1. Notice that condition (3.6) in Assumption 3.3 can be reformulated as follows: There exists a constant K 0 such that for all values of the arguments and all continuously differentiable
(3.7) Indeed, setβ i = β i − h i I M , where I M is the M × M unit matrix and observe that, (3.7) means that
By considerng this relation at a fixed point x and noting that then one can choose u and Du independently, we conclude that
and (3.6) follows (with a different K 0 ) if we take
On the other hand, (3.6) means that for any l without summation on l
But then by Cauchy's inequality similar estimate holds after summation on l is done and carried inside the square on the left-hand side. This yields (3.8) (with a different constant K 0 ) and then leads to (3.7).
Remark 3.2. Notice that, given Assumption 3.1 we can just take
Hence if in addition to Assumption 3.1 we have α ≥ κI d with a constant κ > 0 for all ω, t ≥ 0 and x ∈ R d , then Assumption 3.3 holds for any M ≥ 1.
The notion of solution to (3.1)-(3.2) is a straightforward adaptation of Definition 2.1 to systems of equations. Namely,
and for each R M -valued ϕ = (ϕ 1 , ..., ϕ M ) from C 0 (R d ) with probability one
Here, and later on (Ψ, Φ) denotes the inner product in the L 2 -space of R M -valued functions Ψ and Φ defined on R d . The main result of the paper reads now just like Theorem 2.1 above. 
-valued process, and for every q > 0 and n ∈ {0, 1, ..., m} E sup
In the case p = 2 we present also a modification of Assumption 3.3, in order to cover an important class of stochastic PDE systems, the hyperbolic symmetric systems.
Observe that if in (3.6) we replace β ikl with β ilk , nothing will change. By the convexity of t 2 condition (3.6) then holds if we repace β ilk with
this implies that (3.6) also holds for
in place of β ikl , which is the antisymmetric part of
Hence the following condition is weaker than Assumption 3.3.
) such that (3.5) holds, and for all ω ∈ Ω, t ≥ 0 and x ∈ R d and for all (
The following result in the special case of deterministic PDE systems is indicated and a proof is sketched in [3] . 
Preliminaries
First we discuss the solvability of (3.1)-(3.2) under the strong stochastic parabolicity condition.
Assumption 4.1. There is a constant κ > 0 such that
If the above non-degeneracy assumption holds then we need weaker regularity conditions on the coefficients and the data than in the degenerate case. Recall that m ≥ 0 and make the following assumptions. 
, respectively, such that almost surely
The following is a standard result from the L 2 -theory of stochastic PDEs. 
The crucial step in the proof of Theorem 2.1 is to obtain an apriori estimate, like estimate (2.4). In order to discuss the way how such estimate can be proved, take q = p, M = 1, and for simplicity assume that (a ij ) is nonnegative definite, it is bounded and has bounded derivatives up to a sufficiently high order, and that all the other coefficients and free terms in equation (2.1) are equal to zero. Thus we consider now the PDE
with initial condition (2.2), where we assume that ψ is a smooth function from W 1 p . We want to obtain the estimate
for smooth solutions u to (4.2)-(2.2). After applying D k to both sides of equation (4.2) and writing v k in place of D k v, by the chain rule we have
Integrating over R d we get
. To obtain (4.3) we want to have the estimate
for any smooth v with compact support. To prove this we write ξ ∼ η if ξ and η have identical integrals over R d and we write ξ η if
Then by integration by parts and standard estimates we have
By the simple inequality αβ ≤ ε −1 α 2 + εβ 2 we have
for any ε > 0. To estimate the term |a ij k v ij | 2 we use the following lemma, which is well-known from [13] . 
for every x ∈ R d , where N is a constant depending only on K and d.
By this lemma |a
Thus for each fixed k = 1, 2, ..., d we have
for any ε > 0. Notice that for each fixed k there is a summation with respect to l over {1, 2, ..., d} in the expression ε|v k | p−2 a ij v il v jl , and terms with l = k cannot be killed by the expression
Hence we can get (4.4) when d = 1 or p = 2, but we does not get it for p > 2 and d > 1. To cancel every term in the sum ε|v k | p−2 a ij v il v jl we need an expression like
with a constant ν, in place of (4.6), for each k ∈ {1, .., d} in the right-hand side of (4.5). This suggests to get (4.3) via an equation for
Let us test this idea. From
with a constant N . Hence
, by Gronwall's lemma. Consequently, estimate (4.3) follows, since it is not difficult to see that
holds.
The following lemma on Itô's formula in the special case M = 1 is Theorem 2.1 from [6] . The proof of this multidimensional variant goes the same way, and therefore will be omitted. Note that for p ≥ 2 the second derivative,
which makes the last term in (4.7) below natural. Here and later on we use the convention 0 · 0 −1 := 0 whenever such terms occur.
Suppose that for each k = 1, ..., M we are given a
and for any φ ∈ C ∞ 0 with probability 1 for all t ∈ [0, T ] we have
Then there exists a set Ω ′ ⊂ Ω of full probability such that
where f i := (f ki ) M k=1 and g r := (g kr ) M k=1 for all i = 0, 1, ..., d and r = 1, 2, ....
The main estimate
Here we consider the problem (3.1)-(3.2) with a t = (a ij t (x)) taking values in the set of nonnegative symmetric d × d matrices and the other coefficients and the data are described in (3.3). We also assume that on Ω × (0, ∞) × R d we are given an R d -valued function h t (x). 
Observe that
where |c| denotes the (Hilbert-Schmidt) norm of c. This shows how to estimate a few terms on the right in (5.2). We write ξ ∼ η if ξ and η have identical integrals over R d and we write ξ η if ξ ∼ η + ζ and the integral of ζ over R d can be estimated by the coefficient of dt in the right-hand side of (5.1). For instance, integrating by parts and using the smoothness of σ ik t and g k t we get
where the first expression comes from the last occurence of g k t in (5.2) and the last one with an opposite sign appears in the evaluation of the next to last factor of dt in (5.2). Notice, however, that these calculations are not justified when p is close to 2, since in this case u t p−2 may not be absolutely continuous with respect to x i and it is not clear either if 0/0 should be defined as 0 when it occurs in the second line. For p = 2 we clearly have σ ik t D i u t , g k t 0. For p > 2 we modify the above calculations by approximating the function t p−2 , t ∈ R M , by continuously differentiable functions φ n (t) = ϕ n ( t 2 ) such that
for all r ∈ R, and
for all r ∈ R and integers n ≥ 1, where ϕ ′ n := dϕ n /dr and N is a constant independent of n. Thus instead of (5.3) we have
where |ϕ
(5.5) with a constant N independent of n. Letting n → ∞ in (5.4) we get
where, due to (5.5), 0/0 means 0 when it occurs . These manipulations allow us to take care of the terms containing f and g and show that to prove the lemma we have to prove that
6) where
0, by the smoothness of a. Also notice that
It follows that
and
It follows by Remark 3.1 that the left-hand side of (5.6) is estimated in the order defined by by
where the last relation follows from the elementary inequality ab ≤ εa 2 + ε −1 b 2 . The lemma is proved.
Remark 5.1. In the case that p = 2 one can replace condition (3.6) with the following:
There are constant K 0 , N ≥ 0 such that for all continuously differentiable R M -valued functions u = u(x) with compact support in R d and all values of the arguments we have
This condition is weaker than (3.6) as follows from Remark 3.1 and still by inspecting the above proof we get that u is a continuous L 2 (R d , R M )-valued process, and there is a constant N = N (K, d, M, K 0 ) such that (5.1) holds with p = 2.
Remark 5.2. In the case that p = 2 and the magnitudes of the first derivatives of b i are bounded by K one can further replace condition (5.8) with a more tractable one, which is Assumption 3.4. Indeed, for ε > 0
Using Assumption 3.4 we get
for every ε > 0. Hence by integration by parts we have
Minimising here over ε > 0 we get (5.8). In that case again u is a continuous 
We treat the space of M × d matrices as a Euclidean M d-dimensional space, the coordinates in which are organized in a special way. The inner product in this space is then just A, B = trAB * . Naturally, linear operators in this space will be given by matrices like (T (nm)(pj) ), which transforms an
We claim that the system for v t satisfies Assumptions 3.1, 3.2, and 3.3 with m ≥ 0 if Assumptions 3.1, 3.2, and 3.3 are satisfied with m ≥ 1.
Indeed, as is easy to see, v t satisfies (3.1) with the same σ and a and with
(5.10) Then the left-hand side of the counterpart of (3.7) for v is
where (no summation with respect to m)
and (no summation with respect to n)
By Lemma 4.2 for any ε > 0 and n (still no summation with respect to n)
which along with the fact that
Upon minimizing with respect to ε we find
Next, by assumption for any ε > 0 and m (still no summation with respect to m)
We conclude as above that
and this proves our claim. The above calculations show also that the system for v t satisfies Assump- Now higher order derivatives of u are obviously estimated through lower order ones on the basis of this remark without any additional computations. However, we still need to be sure that we can differentiate equation (3.1) .
By the help of the above remarks one can easily estimate the moments of the W n p -norms of u using of the following version of Gronwall's lemma. Proof. This lemma improves Lemma 3.7 from [4] . Its proof goes in the same way as that in [4] , and can be found in [5] . 
Integrating by parts and then using Minkowski's inequality, due to Assumption 2.1, we get A t ≤ N y 2 t with a constant N = N (K, M, d). Using Minkowski's inequality and taking into account that
we obtain
Consequently, condition (5.12) holds with G t = |g t | 
(5.14) Hence almost surely m t = 0 for all t, and it follows that almost surely u t (x) = v t (x) for all t and almost every x ∈ R d . If p = 2 and Assumptions 3.1, 3.2 and 3.4 hold and the magnitudes of the first derivatives of b i are bounded by K and u (1) and u (2) are solutions, then we can repeat the above argument with p = 2 to get u (1) = u (2) . Thus we have proved uniqueness under weaker conditions than the ones imposed in Theorems 3.1 and 3.2.
To show the existence of solutions we approximate the data of system (3.1) with smooth ones, satisfying also the strong stochastic parabolicity, Assumption 4.1. To this end we will use the approximation described in the following lemma.
Lemma 6.1. Let Assumptions 3.1 and 3.3 (3.4, respectively) hold with m ≥ 1. Then for every ε ∈ (0, 1)
, D k a εij and h (ε)i , satisfying the following conditions for every i, j, k = 1, ..., d.
(i) There is a constant N = N (K) such that
σ (ε)i and ν (ε) up to order n are P ⊗ B(R d )-measurable functions, in magnitude bounded by a constant. For n = m this constant is independent of ε, it depends only on m, M , d and K; (iii) For the matrix α εij := 2a εij − σ (ε)ik σ (ε)jk we have
(iv) Assumption 3.3 (3.4, respectively) holds for the functions α εij , β εi := b (ε)i −σ (ε)ik ν (ε)k and h (ε)i in place of α ij , β i and h i , respectively, with the same constant K 0 .
Proof. The proofs of the two statements containing Assumptions 3.3 and 3.4, respectively, go in essentially the same way, therefore we only detail the former. Let ζ be a nonnegative smooth function on R d with unit integral and support in the unit ball, and let ζ ε (x) = ε −d ζ(x/ε). Define
and a εij = a ij * ζ ε + kεδ ij with a constant k > 0 determined later, where δ ij is the Kronecker symbol and ' * ' means the convolution in the variable x ∈ R d . Since we have mollified functions which are bounded and Lipschitz continuous, the mollified functions, together with a εij and D k a εij , satisfy conditions (i) and (ii). Furthermore, Using statement (i) of Lemma 6.1, we get
for all u ∈ H 1 p,q with a constant N = N (k, d, M ). Since u ε is the solution of (6.2)-(6.3), we have
+ F (f (ε k ) ) + G(g (ε k ) ) (6.9) for each k, where
Taking into account that |v k | H 1 p,q is a bounded sequence, from (6.7) and (6. Letting k → ∞ in (6.9), and using (6.10) through (6.13) we obtain [2] in the same way as it is used there to prove the corresponding estimate in the case M = 1. The proof of the Theorem 3.1 is complete. We have already showed the uniqueness statement of Theorem 3.2, the proof of the other assertions goes in the above way with obvious changes.
