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In [Weigu Li, J. Llibre, Xiang Zhang, Extension of Floquet's theory to nonlinear periodic differential systems and embedding diffeomorphisms in differential flows, Amer. J. Math. 124 (2002) 107-127] we proved that for a germ of C ∞ hyperbolic diffeomorphisms
, if A has a real logarithm with its eigenvalues weakly nonresonant, then F (x) can be embedded in a C ∞ autonomous differential system. Its proof was very complicated, which involved the existence of embedding periodic vector field of F (x) and the extension of the Floquet's theory to nonlinear C ∞ periodic differential systems. In this paper we shall provide a simple and direct proof to this last result. Next we shall show that the weakly nonresonant condition in the last result on the real logarithm of A is necessary for some C ∞ diffeomorphisms F (x) = Ax + f (x) to have C ∞ embedding flows.
Finally we shall prove that a germ of C ∞ hyperbolic diffeomorphisms F (x) = Ax + f (x) with f (x) = O (|x| 2 ) in (R 2 , 0) has a C ∞ embedding flow if and only if either A has no negative eigenvalues or A has two equal negative eigenvalues and it can be diagonalizable.
Introduction and statement of the main results
For a germ of C k smooth diffeomorphisms in (R n , 0) with k ∈ N ∪ {∞, ω}, a vector field X defined in (R n , 0) is an embedding vector field of F (x) if F (x) is the time one map of the flow induced by X . The flow of X is called an embedding flow of F (x). For a vector field Y depending on the time (if it is periodic in the time, we assume that its period is 1), if F (x) is the time one map of its solutions, then Y is also called an embedding vector field of F (x).
The embedding flow problem is classical, which asks to solve the existence and smoothness of embedding flows for a given diffeomorphism with some smoothness. We should say that the embedding flow problem appears naturally when we study the relation between diffeomorphisms and vector fields. Recently the results on the existence of embedding flows were successfully applied to study the integrability, especially the inverse integrating factor, of planar differential systems (see e.g. [9] [10] [11] ).
For 1-dimensional diffeomorphisms the embedding flow problem has been intensively studied (see for instance, [3, 4, [13] [14] [15] ). For higher-dimensional diffeomorphisms, Palis [17] in 1974 pointed out that the diffeomorphisms admitting embedding flows are few in the Baire sense.
In 1988 Arnold [2, p. 200 ] mentioned that any C ∞ local diffeomorphism F (x) = Ax + o(|x|) in (R n , 0) with A having a real logarithm admits a C ∞ periodic embedding vector field in (R n , 0).
In 1992 Kuksin and Pöschel [12] solved the problem on embedding a C ∞ smooth or an analytic symplectic diffeomorphism into a C ∞ smooth or an analytic periodic Hamiltonian vector field in a neighborhood of the origin. The last two results proved the existence of periodic embedding vector fields for a given diffeomorphism. Arnold [2, p. 200 ] mentioned that it is usually not possible to embed a given mapping in the phase flow of an autonomous system. This implies that the embedding flow problem is much more involved.
In the past decade there are some progresses on the embedding flow problem. For recalling these results we need some definitions.
For a local diffeomorphism F (x) = Ax + f (x) in (R n , 0), the eigenvalues λ = (λ 1 , . . . , λ n ) of A are resonant if there exists some k = (k 1 , . . . ,k n ) ∈ Z n + with |k| 2 such that λ j = λ k for some j ∈ {1, . . . ,n}, where Z + denotes the set of nonnegative integers, and as usual |k| = k 1 + · · · + k n and λ k = λ
• weakly resonant if there exists some k ∈ Z n + with |k| 2 such that μ j − k, μ = 2lπ √ −1 for some j ∈ {1, . . . ,n} and l ∈ Z \ {0}. Now we recall some recent results on the embedding flow problem. In 2002 Li, Llibre and Zhang [16] solved the embedding flow problem for a class of C ∞ hyperbolic diffeomorphisms, stated as follows. 
This last result was recently extended to the C ∞ local diffeomorphisms in the Banach spaces [19] by using the spectral theory of linear operators and using some ideas from [16] . In 2008 we solved the embedding flow problem for the volume-preserving analytically integrable diffeomorphisms [18] . For the finite smooth diffeomorphisms some partial results on this problem were recently obtained in [20] .
In [16] , for proving Theorem 1.1 we first proved that the given diffeomorphism F (x) can be embedded in a C ∞ periodic vector field (in fact, it is a result mentioned by Arnold in [2] without a proof), then we proved that the periodic vector field is C ∞ equivalent to an autonomous vector field by using the extended Floquet's theory for nonlinear periodic differential vector field, which is also proved in [16] . The proof was very complicated and involved. In this paper we shall provide a simple and direct proof to Theorem 1.1, i.e. without using the embedding periodic vector fields and so it is not necessary to use the extended Floquet's theory, see Section 2.2.
In Theorem 1.1 there is an additional condition: weakly nonresonance on the eigenvalues of the real logarithm B of A. This condition was used in [16] for reducing a C ∞ nonlinear periodic differential system to an autonomous one. For a long time we do not know if this condition is necessary or not for the existence of the C ∞ embedding flows of a C ∞ hyperbolic diffeomorphism. Our next result shows that this condition is necessary for some C ∞ (resp. analytic) diffeomorphism to have a C ∞ (resp. an analytic) embedding flow. 
Recall that e j is the jth unit vector with its jth entry being equal to 1 and the others all vanishing. Using Theorem 1.1 and the following Proposition 2.7 we can get the following Finally we make a remark on the main result of [20] . According to Theorem 1.2 and its proof we should add the weakly nonresonant condition to Theorem 1.1 of [20] for ensuring the existence of embedding flows. We restate it here with the additional condition on weakly nonresonance. Having the additional weakly nonresonant condition, the proof of Theorem 1.4 follows from the same line as that of Theorem 1.1 of [20] . In fact, the proof of Theorem 1.4 can also be completed by using that of Lemma 2.10.
At the end of this section we pose the following Open problem. What kinds of C ∞ non-hyperbolic local diffeomorphisms can be embedded in a C ∞ flow?
We should mention that this last open problem was solved recently in [21] for smooth and analytic integrable diffeomorphisms. In non-integrable case there are no any results except those local diffeomorphisms which can be linearized by a C ∞ near identity transformation. This paper is organized as follows. In the next section we shall prove our main results. Section 2.1 is the preparation to the proof of the main results, which contains some necessary known results. Section 2.2 is the new and direct approach to the proof of Theorem 1.1. Sections 2.3 and 2.4 are the proofs of Theorem 1.2 and of Theorem 1.3, respectively.
Proof of the main results

Preparation to the proof
In this subsection we present some known results, which will be used in the proof of our main results.
The first one gives the relation between the embedding vector fields of two conjugate diffeomorphisms (see e.g. [16] ). Its proof is easy. This lemma shows that in order for solving the embedding flow problem for a given diffeomorphism, one way is to find a conjugate diffeomorphism which has an embedding flow.
The next result, due to Chen [6] , characterizes the equivalence between C ∞ conjugacy and formal conjugacy, which is the key point to prove our main result.
Theorem 2.2. If two C ∞ diffeomorphisms are formally conjugate at a hyperbolic fixed point, then they are C ∞ conjugate in a neighborhood of the fixed point.
The following one, called the Poincaré-Dulac theorem, provides the existence of the analytic normal form for an analytic diffeomorphism (see for instance [1, 15] ), which will also be used in the proof of our main results.
Theorem 2.3. Any local analytic diffeomorphism F
(x) = Ax + f (x) in (C n , 0), with f (x) = o(x)
and the eigenvalues of A belonging to the Poincaré domain, is analytically conjugate to its normal form.
Recall that the eigenvalues of A belong to the Poincaré domain if their modulus are either all larger than 1 or all less than 1.
The following result presents the spectrum of a class of linear operators associated with maps (for a proof, see e.g. [20] ). (2.1) has the spectrum
where Z + denotes the set of nonnegative integers and |m| = m 1 + · · · + m n .
The next result, due to Bibikov [5] , provides the spectrum of a class of linear operators associated with the vector fields.
The next lemma will be used in the proof of the following Lemmas 2.8 and 2.10 (for a proof, see for instance [15, 16] ).
Lemma 2.6. For any sequence {a
The last one, due to Culver [8] , provides the necessary and sufficient conditions for a real square matrix to have a real logarithm (for a different proof, see for example Li, Llibre and Zhang [16] ).
Proposition 2.7. A nonsingular real square matrix A has a real logarithm if and only if either A has no negative real eigenvalues, or the Jordan blocks in the Jordan normal form of A corresponding to the negative real eigenvalues appear pairwise, i.e. there is an even number of such blocks
: J 1 , . . . , J 2m with J 2i−1 = J 2i for i = 1, . . . ,m.
A simple and direct proof to Theorem 1.1
For any invertible real square matrix C of order n, the function
. By Lemma 2.1 these two diffeomorphisms either both have embedding flows with the same regularity or both have no embedding flows. So without loss of generality we assume that A is in the real normal form, i.e. 
where F i is the ith component of F and [x] is (x) with x j for j ∈ {m + 1, . . . ,n} replaced by the conjugate complex coordinates z j and z j through
has its linear part in the lower triangular normal form. Furthermore if F * has an embedding autonomous differential systeṁ
then written back in the real coordinates the real autonomous systeṁ
is an embedding differential system of F . Hence in what follows we only need to prove the existence of the embedding autonomous differential system for F * . For simplicity to notations, we still study F (x) instead of F * and assume that F (x) has A in the lower triangular Jordan normal form.
In the proof of our main results, we need to use the normal forms of a given diffeomorphism. 
. , x n ). For a near identity transformation
x = y + ζ(y) with ζ(y) = O (|y| 2 ) from H(x) to its normal form G( y), if ζ
(y) contains only nonresonant term, then it is called distinguished normalization from H(x) to G( y). Correspondingly, G( y) is called distinguished normal form of H(x).
Recall that for a given diffeomorphism, the asymptotic development of its distinguished normal form is unique. Of course, if the distinguished normal form is a polynomial or an analytic function, it is uniquely determined.
The following result characterizes the existence of C ∞ distinguished normal forms for C ∞ hyperbolic diffeomorphisms. Part of its proof is well known. In order for our paper to be self-contained, we shall provide a complete proof to it.
Proof. By the assumption given at the beginning of this subsection that A is in the lower triangular normal form, F (x) may be nonreal in the case that A has complex conjugate eigenvalues.
Let x = y + h( y) be the conjugation (maybe only formally) between
Expanding f , g, h in the Taylor series, i.e. for w ∈ { f , g, h} we have
Then Eq. (2.2) can be written in
where
are inductively known homogeneous polynomials of degree k. They are functions of g j , h j for j = 2, . . . ,k − 1 and of f j for j = 2, . . . ,k.
Separate F k (y) − g k (y) in two parts: one is formed by the nonresonant monomials written in F k1 (y) − g k1 (y) and the other is formed by the resonant monomials written in F k2 (y) − g k2 (y).
Corresponding to the nonresonant part, it follows from Lemma 2.4 that L k is invertible. We choose to show that its C ∞ conjugate distinguished normal form has a C ∞ embedding flow. We mention that Lemma 2.8 will also be used in the proof of Theorem 1.2. The next result characterizes the form of embedding vector fields for a diffeomorphism with its nonlinear part consisting of resonant monomials. Part of its proof follows from that of Theorem 1.1 of [20] .
For a vector field
X (x) = Bx + p(x) in (R n , 0) with p(x) = O (|x| 2 ), or its associated differential systemẋ = Bx + p(x), let μ = (μ 1 ,
Lemma 2.9. Assume that G( y) = Ay + g( y) is a C ∞ diffeomorphism and is in the normal form in (R n , 0). If G( y) has a C ∞ embedding autonomous vector field, then the embedding vector field consists of only resonant and weakly resonant monomials.
Proof. It is well known that if X (y) is an embedding vector field of the diffeomorphism G( y) in (R n , 0) and ϕ t (y) is the corresponding embedding flow, then X (ϕ t (y)) = D(ϕ t (y))X (y) for
y ∈ (R n , 0) and t ∈ R, where Dψ(y) denotes the Jacobian matrix of a differentiable map ψ at y. 
This implies that
X G( y) = D G( y) X (y),(2.
(2.4) is called the embedding equation of G( y).
We should say that the vector field X (y) satisfying the embedding equation (2.4) is not necessary an embedding vector field of G( y). But the set of solutions X (y) of (2.4) provides the only possible candidate embedding vector fields of the diffeomorphism G( y).
By the assumption of the lemma, the diffeomorphism G( y) has an embedding autonomous vector field, we denote it by X (y) = B y + v( y). Then it is necessary that B = log A. Furthermore we get from In what follows we shall prove by induction that the right-hand side of (2.7) consists of the resonant monomials. 
Assume that X (y) is an embedding vector field of G( y).
Taking an invertible linear change of the coordinates under which X (y) is transformed to a new one with its linear part in the lower triangular Jordan normal form (if necessary we may use the conjugate complex coordinates instead of the pairs of real coordinates, which correspond to the conjugate complex eigenvalues). For simplifying the notations we also use G( y) and X (y) to denote them in the new coordinates, respectively.
Since G( y) is in the distinguished normal form, it follows from Lemma 2.9 that X (y) consists of resonant and weakly resonant monomials. By the assumption of the lemma that the eigenvalues of the matrix B are weakly nonresonant, it follows that X (y) consists of only resonant monomials.
Let ϕ(t, y) be the flow of X (y). Then we havė
(2.9)
Now we prove the existence of X (y) whose flow ϕ(t, y) satisfies ϕ(1, y) = G( y). Part of the ideas follows from [7] on the proof of the Takens' theorem, where they obtained the existence of a finite jet of an embedding flow for a finite jet of a diffeomorphism. Take the Taylor expansions of X (y) and of ϕ(t, y) as
Then we get from Eq. (2.9) thaṫ
for k = 2, 3, . . . , where ϕ k and X k are unknown, P 2 = 0 and P k for k > 2 are inductively known vector-valued homogeneous polynomials of degree k in y and it is a polynomial in ϕ 2 , . . . , ϕ k−1 and Be induction we assume that for k = 2, . . . , r − 1, system (2.11) has a homogeneous polynomial
and X k (y) are both unknown. By the variation of constants formula, we get from (2.11) with k = r that ϕ r (t, y) = e 
Proof of Theorem 1.2
For proving the theorem we provide a class of C ∞ locally hyperbolic diffeomorphisms with their linear part having a real logarithm whose eigenvalues are weakly resonant, but they do not have a C ∞ embedding autonomous vector field.
Consider a C ∞ or an analytic real local diffeomorphism of the form 
Proof of Theorem 1.3
(a) Necessity. By the assumption F (x) has an embedding autonomous vector field, denoted by X (x) = Bx + v(x) with v(x) the higher-order terms. Then B is the real logarithm of A. It follows from Proposition 2.7 that either A has no negative eigenvalues or the Jordan blocks corresponding to the negative eigenvalues of A appear pairwise. Since we are in the two-dimensional space, the later case means that the Jordan normal form should be of the form diag(−λ, −λ) with λ > 0. This proves the necessary part.
Sufficiency. If A has no negative eigenvalues, then A has the Jordan normal form of the type either Clearly, C i has the n i -tuple of eigenvalues (γ i , . . . , γ i ) with γ i > 0 by the assumption.
We know that C i has the real logarithm 
