Additive manufacturing is driving major innovations in many areas such as biomedical engineering. Recent advances have enabled three-dimensional (3D) printing of biocompatible materials and cells into complex 3D functional living tissues and organs using bio-printable materials (i.e., bioink). Inkjet-based bioprinting fabricates the tissue and organ constructs by ejecting droplets onto a substrate. Compared with microextrusionbased and laser-assisted bioprinting, it is very difficult to predict and control the droplet formation process (e.g., droplet velocity and volume). To address this issue, this paper presents a new data-driven approach to predicting droplet velocity and volume in the inkjet-based bioprinting process. An imaging system was used to monitor the droplet formation process. To investigate the effects of polymer concentration, excitation voltage, dwell time, and rise time on droplet velocity and volume, a full factorial design of experiments (DOE) was conducted. Two predictive models were developed to predict droplet velocity and volume using ensemble learning. The accuracy of the two predictive models was measured using the root-mean-square error (RMSE), relative error (RE), and coefficient of determination (R 2 ). Experimental results have shown that the predictive models are capable of predicting droplet velocity and volume with sufficient accuracy.
Introduction
Bioprinting refers to "a computer-aided transfer process for patterning and assembling living and nonliving materials with a prescribed layer-by-layer stacking organization to produce bioengineered structures serving in regenerative medicine and other biological studies" [1] . The increasing demand for organ transplantation and drug discovery are the primary drivers of the threedimensional (3D) bioprinting market. According to the U.S. Department of Health and Human Services, more than 100,000 people in the U.S. need a lifesaving organ transplant in 2018. Of those people, more than 70,000 people are active waiting list candidates. The U.S. government estimated that about 30 people die due to the unavailability of organs for transplant every day. According to a report by Grand View Research, the global 3D bioprinting market is expected to grow 26.5% annually by 2021 to reach $1.82 billion by 2022. Recent advances in bioprinting have enabled tissue engineers to print complex functional living tissues and organs using bioink materials consisting of extracellular matrix (ECM) and living cells [2] [3] [4] .
Bioprinting technologies generally fall into three categories: microextrusion-based printing, laser-assisted printing, and inkjetbased printing based on their printing mechanisms [5] . Microextrusion uses the pneumatic or mechanical dispensing mechanism to extrude continuous filaments. Ozbolat and Hospodiuk conducted a review on microextrusion-based bioprinting [6] . The main advantage of microextrusion-based bioprinting is the ability to deposit biomaterials with very high density. However, the disadvantages of microextrusion-based bioprinting include low resolution, shear-stress-induced cell damage, and low cell viability after bioprinting [7] . Laser-assisted bioprinting focuses laser pulses on an absorbing substrate to generate pressures that propel cell-containing materials toward a collector substrate. Laserassisted bioprinting has been successfully applied to biological materials such as DNA and cells. One of the advantages of laserassisted bioprinting is that the problem of clogging can be avoided because laser-assisted bioprinters do not possess a dispensing nozzle. In addition, laser-assisted bioprinting allows for highresolution printing. Despite these advantages, laser-assisted bioprinters are more expensive than microextrusion-based and inkjet-based bioprinters. Inkjet-based printing utilizes the thermal expansion or piezoelectric actuation mechanism to form droplets. While inkjet-based bioprinting is the most complex process due to its printing mechanism, the advantages of inkjet-based bioprinting include high cell viability, low cost, and high printing speed.
Inkjet-based bioprinting technologies can be classified into two categories: (1) continuous inkjet printing (CIJ) and (2) drop-ondemand (DOD) printing methods [8] [9] [10] . During CIJ printing, a high-pressure pump directs liquid ink to create droplets continuously through a microscopic nozzle. During DOD printing, a voltage is applied to a piezoelectric material in an ink-filled chamber to create droplets. Alternatively, droplets can be created through thermal expansion. DOD printing has some advantages over CIJ printing. For example, it is easier for inkjet-based bioprinters to control droplet volume by optimizing operating conditions such as excitation waveform.
Various bioink materials have been developed along with inkjet-based bioprinting processes. The most common bioink materials include cell-laden hydrogels, decellularized ECM-based solutions, and cell suspensions. Bioink materials fall into two categories: scaffold-based and scaffold-free bioink materials. Typical scaffold-based bioink materials include hydrogels, micro-carriers, and decellularized matrix components. Scaffold-free bioink materials include cell pellet, tissue spheroids, and tissue strands [11] . Some of the desirable attributes of an ideal bioink material include bioprintability, high mechanical integrity and stability, insolubility in cell culture medium, biodegradability, nontoxicity, and nonimmunogenicity [12] .
The repeatability and accuracy of inkjet-based 3D bioprinting processes are significantly dependent on droplet impact. During inkjet-based 3D bioprinting, cell-laden droplets are generated and precisely deposited on a substrate in a drop-by-drop manner. Droplet impact occurs when a droplet strikes the substrate or the liquid surface of the previous layer. When the droplet impacts the substrate or the previous layer, it spreads out which affects the repeatability of the inkjet-based bioprinting process and the dimensional accuracy of the bioprinted constructs. The droplet impact depends mostly on the droplet velocity and volume. Therefore, it is important to model the droplet formation process and predict droplet velocity and volume.
While the effects of excitation waveform and material properties on the droplet formation process have been extensively studied, very little research has been reported on predictive modeling of the droplet formation process with data-driven methods. The main contributions of this study are as follows:
An ensemble learning approach is introduced to predict droplet velocity and volume during inkjet-based bioprinting processes.
The ensemble learning approach is demonstrated to be effective for model selection. The accuracy of the predictive models is measured using the root-mean-square error (RMSE), relative error (RE), and coefficient of determination (R 2 ). The effects of the printing parameters, including polymer concentration, voltage, dwell time, and rise time, on the droplet formation process are evaluated.
The remainder of this paper is organized as follows: Sec. 2 presents a literature review on inkjet-based bioprinting and droplet formation processes in inkjet-based 3D printing. Section 3 presents a novel data-driven approach to the prediction of droplet velocity and volume for inkjet-based bioprinting. Section 4 presents the materials, experimental setup, and the design of experiments (DOE). Section 5 discusses experimental results. Section 6 provides conclusions and future work.
2 Related Work 2.1 Bioprinting. Several researchers have conducted literature reviews on bioprinting technologies. Dababneh and Ozbolat [5] conducted a review on bioprinting technologies and the limitations and challenges associated with bioprinting. Several main challenges include (1) repeatability and accuracy of bioprinting processes; (2) cell viability and long-term cell functionality of bioink materials; and (3) resolution and reliability of bioprinters. Gudapati et al. [13] conducted a review on droplet-based bioprinting. According to this review, droplet-based bioprinting has been applied in many areas such as tissue engineering and regenerative medicine, transplantation of tissues and organs, drug discovery and development, and cancer research. Duan [14] conducted a review on bioprinting of vascularized constructs, myocardium, and heart valve conduits. Figure 1 illustrates the inkjet-based bioprinting process. Inkjetbased bioprinting creates patterns in a drop-by-drop manner in which a series of droplets are deposited to form two-dimensional or three-dimensional constructs. Droplets are formed by the deformation of a piezoelectric sleeve surrounding a microcapillary tube. The droplet formation process can be affected by two types of factors: (1) bioink properties and (2) process parameters (i.e., operating conditions). The bioink properties include cell type, cell density, and polymer concentration. The bioprinting process parameters include excitation waveform (e.g., excitation voltage, rise time, dwell time, fall time, echo time, and frequency), nozzle speed, nozzle diameter, and air gap. Both bioink properties and process parameters have a significant impact on the droplet formation processes, thereby affecting droplet velocity and volume.
Droplet Formation in
Inkjet-Based Printing. Tsai et al. [15] investigated the effects of pulse voltage on droplet formation during inkjet-based printing of a silver nanopowder suspension. The print head was driven by a bipolar pulse of 40 V in amplitude. The variables associated with the excitation waveform include two pulse times and back-pressure in the solder reservoir. Experimental results have shown that the pulse times and back-pressure have significant effects on the droplet formation process in inkjetbased bioprinting. Derby and Reis [16] studied the effects of the physical and rheological properties of suspensions with different particle volume fractions on the droplet formation process. It has been found that the droplet radius depends on the particle volume fraction and excitation frequency. A phase diagram in terms of Reynolds number and Weber number was constructed to investigate both droplet formation and spreading on impact. Wang and Derby [17] investigated the effects of printing parameters on droplet velocity for inkjet printing of ceramic suspensions. Experimental results have shown that the droplet velocity increases as the pulse amplitude and duration increase. Wang et al. [18] compared DOD inkjet printing of Newtonian liquid and colloidal dispersions which had the same low-shear-rate viscosity but different high-shear-rate viscosity. It was reported that good jetting was difficult to obtain, and nonstraight trajectories and non-axisymmetric ligaments were observed for colloidal dispersions. Xu et al. [19] investigated the effects of cell densities on the droplet formation during inkjet-based printing, and found that as the cell density of bioink increases, the droplet volume and velocity decrease, the formation of the satellite droplets is suppressed, and the breakup time increases. Zhang et al. [20] classified two types of ligament flow during inkjet-based printing of cell-laden bioink and further studied their effects on cell distribution inside the microspheres. Xu et al. [3, 4] and Christensen et al. [21] investigated the manufacturing challenges during inkjet-based printing of 3D vascular constructs including falling down due to moment imbalance, and axially varying and cross-sectional deformations due to droplet impaction. Xu et al. [22] investigated the effects of voltage on droplet velocity and volume for the electric field-assisted droplet formation process during inkjet-based 3D printing. Experimental results have shown that droplet velocity increases, whereas droplet volume decreases, as the voltage applied to deform the piezoelectric actuator of an inkjet-based 3D printer increases. In summary, as described in the literature, while the previous studies have attempted to investigate the effects of several factors on droplet formation processes, little research has been reported on the prediction of droplet velocity and volume in inkjet-based bioprinting processes using data-driven predictive modeling methods.
Ensemble Learning-Based Predictive Modeling
One of the primary challenges associated with predictive modeling is model/algorithm selection. To solve any regression or classification problem, the most important task is to determine which or what type of learning algorithm should be selected among many competing algorithms. The unique advantage of ensemble learning is that it can select the most appropriate machine learning algorithm(s) for a given problem. Ensemble learning is a class of machine learning algorithms where multiple competing learning algorithms are combined to train a predictive model. Ensemble learning is used to improve the performance of a single predictive model by combining multiple learning algorithms. Using an ensemble of multiple learning algorithms instead of a single algorithm, one can reduce the risk of choosing a learning algorithm with poor performance. It should be noted that ensemble learning does not always outperform the individual learning algorithm. However, combining multiple learning algorithms can improve the robustness. Figure 2 illustrates a computational framework of the ensemble learning algorithm. A training dataset was used to develop the predictive model. A test dataset was used to test the predictive model trained by the ensemble. In the model training phase, the training data were fed into the ensemble learning algorithm. To combine the base learners, an optimization algorithm was used to generate an optimal weight vector. In the model validation phase, the test dataset was used to validate the performance of the predictive model.
The base learners should be trained by heterogeneous learning algorithms. As shown in Table 1 , the ensemble learning algorithm combines four different types of machine learning algorithms, including random forests (RFs), least absolute shrinkage and selection operator (LASSO), extreme gradient boosting (XGBoost), and support vector regression (SVR). Table 2 shows a pseudocode for the ensemble learning-based predictive modeling algorithm. The input of the algorithm is the training data which include polymer concentration, voltage, dwell time, and rise time. The output of the algorithm is an optimal weighted average of the predictive models. A brief overview of RFs, LASSO, XGBoost, and SVR is provided in Secs 3.1-3.4.
3.1 Random Forests. RFs [23] [24] [25] are an ensemble learning method for classification and regression analysis by building a forest of uncorrelated decision trees. The first step of RFs is bootstrap aggregating or bagging. Given a training data set, a set of new training samples is generated by sampling from the original training data set with replacement. By sampling with replacement, some observations may be repeated. However, bagging can reduce variance and avoid overfitting. In general, RFs consist of a few hundred to several thousand decision trees. The second step of RFs is to construct a decision tree using an individual bootstrap sample. A set of variables is selected randomly at each node. These variables are used to split a node into two children nodes. Selecting a subset of the variables can reduce the correlation of the decision trees. The splitting criterion at each node is to solve the following objective function: 
Once the best split is determined, a node is partitioned into two children nodes. This splitting process is repeated until a stopping criterion is satisfied. The importance of a variable x i for predicting the response variable Y is evaluated by averaging the sum of the weighted reduction in residual sum of squares for all nodes t where x i is used
where pðtÞDiðs t ; tÞ denotes the weighted reduction in residual sum of squares by splitting an internal node t into two children nodes. p t ð Þ ¼ N t =N denotes the proportion of the samples at node t. N t denotes the number of samples at node t. N denotes the total number of samples that is drawn to build a regression tree. N T denotes the total number of regression trees in a random forest. T denotes a regression tree structure. s t denotes a split at node t. v s t ð Þ denotes the splitting variable that is selected for the split s t . Di s t ; t ð Þ ¼ i t ð Þ À p 1 iðt 1 Þ À p 2 iðt 2 Þ. i t ð Þ denotes the residual sum of squares at node t. t 1 and t 2 denote the two children nodes of node t.
LASSO.
LASSO is a shrinkage method that regularizes a least squares regression [26] . LASSO performs L 1 regularization (i.e., L 1 -penalty) by imposing a penalty to the absolute value of the coefficients. Suppose that we have data x i ; y i À Á ; i ¼ 1; 2; …; N; where x i ¼ ðx i1 ; …; x ip Þ T are the predictor variables and y i are the response variables. The objective of LASSO is to solve the following function:
The above loss function is also equivalent tô
subject to
where t is a tuning parameter. LASSO has two advantages: First, LASSO can be used for variable selection because L 1 -penalty sets some of the coefficients to be equal to zero. Second, LASSO is computationally feasible for high-dimensional data.
3.3 Extreme Gradient Boosting. Extreme gradient boosting originates from gradient tree boosting. The objective of XGBoost is to solve the following function:
where
l is a differentiable loss function that measures the difference between the target variable y i and the predicted value of the target variableŷ i . X measures the complexity of the model. f k represents the kth tree model. T is the number of leaves in a tree model. x is the weight associated with a leaf. X is a regularization term that penalizes on the number of leaves and the sum of squared scores of each leaf. c and k are two penalty parameters.
Support Vector Regression.
The objective of SVR is to solve the following convex optimization problem [27, 28] :
Subject to
where C > 0 determines the tradeoff between the flatness of the function f x ð Þ ¼ x; x h i þ b and the amount up to which deviations larger than e are tolerated. For nonlinear cases, the training patterns x i can be transformed by a nonlinear kernel function k x; x 0 ð Þ :¼ UðxÞ; UðxÞ 0 , where UðxÞ transforms x to a highdimensional space. Some commonly used kernels include polynomial, Gaussian radial basis function, and sigmoid [27, 29] . The slack variables n i and n Ã i are introduced in the instances where the constraints are infeasible. The slack variables denote the deviation from predicted values with the error of e. The solution to the optimization problem above is given by
3.5 Combination Scheme. To construct an ensemble, the base learners should be combined so that an optimal predictive performance can be achieved. The optimal combination of the 
1.
Build the ith predictive model f i ðxÞ using the ith base learner 2.
Evaluate the performance of the ith predictive model using k-fold cross validation 3.
Compute the optimal weight w i for the ith predictive model 4.
Create an optimal weighted average of the predictive models Output:
An optimal weighted average of the predictive models f ðxÞ ¼ P N i¼1 w i f i ðxÞ base leaners can be formulated as a non-negative least squares (NNLS) problem because the weight assigned to each base learner is non-negative. The NNLS problem is formulated as
where x is a weight vector, A is a given matrix, and b is a vector. The NNLS problem is equivalent to a quadratic programing problem. In this study, the Lawson-Hanson algorithm [30] was used to solve the NNLS problem.
Materials and Method
4.1 Bioink Preparation. Bioink materials are usually made from the ECM and living cells. The ECM provides structural and biochemical support to the living cells. In this study, the sodium alginate hydrogel was selected as the ECM environment due to their inherent hydrophilic properties [3, 4, 20, [31] [32] [33] [34] . The NIH/3T3 mouse fibroblast was selected as the living cell [19, [35] [36] [37] . The NIH/3T3 mouse fibroblasts (ATCC, Rockville, MD) were cultured in Dulbecco's Modified Eagles Medium (DMEM; Sigma-Aldrich, St. Louis, MO) supplemented with 10% Fetal Bovine Serum (FBS; HyClone, Logan, UT) and 1% antibiotic/antimycotic solution (Corning, Manassas, VA) in a humidified 5% CO 2 incubator at 37 C. The culture medium was replaced every 3 days. The NIH/3T3 mouse fibroblasts were detached from the culture flasks by adding 0.25% Trypsin/ethylenediaminetetraacetic acid (Sigma-Aldrich, St. Louis, MO) at 37 C for 3 min. The cell suspension was centrifuged at 1000 rpm for 5 min. The cell pellets were resuspended in the 1% (w/v) sodium alginate (Sigma-Aldrich, St. Louis, MO) with a cell density of 6 Â 10 6 cells/ml.
Experimental Setup.
As shown in Fig. 3 , the inkjetbased bioprinting system consists of a nozzle dispenser (MicroFab, Plano, TX) with an orifice size of 120 lm, a Jet Driver (MicroFab, Plano, TX), a pneumatic controller (MicroFab, Plano, TX), and a horizontal optics system (MicroFab, Plano, TX). The pneumatic controller was used to control the backpressure of a fluid reservoir. The Jet Driver provides excitation waveforms to the nozzle dispenser. A bipolar excitation waveform was applied to the piezoelectric actuator of the nozzle dispenser to generate droplets. Figure 4 illustrates the shape of the excitation waveform which is determined by the rise time, dwell time, fall time, and echo time. As shown in Fig. 5 , the morphology of the ejected droplets is affected by the shape of the excitation waveform [3, 20] . In this study, the excitation voltages range between 40 and 60 V. The rise time ranges between 3 and 5 ls. The dwell time ranges between 20 and 30 ls. The fall time and the echo time are 3 and 30 ls, respectively. The excitation frequency is 120 Hz.
The horizontal optics system was designed to observe formation and trajectories of droplets in flight. The optics system has a pulsed light-emitting diode for illumination. The droplet formation process was captured using time-resolved image sequences. The resolution of the images is 640 Â 480 pixels. The maximum resolution is 5.8 lm. As shown in Fig. 3 , the velocity and the volume of the droplets were measured using the IMAGEJ software which is an open-source image process program developed at the National Institutes of Health. The ImageJ can filter a 2048 Â 2048 image in 0.1 s. Figure 5 illustrates a typical droplet formation process. A droplet is generally generated in two modes: jetting and dripping modes [38, 39] . In the jetting mode, the main droplets are generated with an electrical charge as they detach from the tip of To validate the predictive model trained by the ensemble learning algorithm, a set of experiments was designed. As shown in Table 3 , four factors (independent variables), including polymer concentration, voltage, dwell time, and rise time, were selected. To investigate the effect of each factor on droplet velocity and volume, a full factorial DOE with four factors and three levels (81 combinations) was conducted. Each experiment was replicated three times. Therefore, two hundred and forty-three (243) experiments were conducted.
Results and Discussions
Two predictive models were developed to predict droplet velocity and volume using the ensemble that combines RF, LASSO, XGBoost, and SVR. To evaluate the performance of the ensemble learning algorithm and its base learners, the total data were split into training and test data. 50-90% of the total data were selected at random for model development (training). The remaining data were used for model validation (testing). Figures 6 and 7 show the predicted against actual droplet velocity and volume, respectively, for the case where 60% of the total data were used as training data. Similarly, Figs. 8 and 9 show the predicted against actual droplet velocity and volume, respectively, for the case where 80% of the total data were used as training data. The results have shown that the predictive models trained by the ensemble learning algorithm fit the test data very well.
To measure the accuracy of the predictive models, the RMSE, RE, and coefficient of determination (R 2 ) were used. Tables 4  and 5 list the RMSE, RE, and R 2 of the predictive models for predicting droplet velocity and volume. As shown in Table 4 , XGBoost outperforms RFs, LASSO, and SVR with regard to the prediction of droplet velocity. For example, the RMSE, RE, and Table 5 , XGBoost outperforms RFs, LASSO, and SVR with regard to the prediction of droplet volume. The RMSE, RE, and R 2 of the XGBoost are 385.483, 0.065, and 0.978, respectively. After combining the base learners, the accuracy of the predictive models trained by the ensemble learning algorithm are very close to XGBoost for both cases. Tables 6 and 7 summarize the RMSE, RE, and R 2 of the predictive models trained by the ensemble learning algorithm with the training data ranging between 50% and 90% of the total data. As expected, the accuracy of the predictive models improves as the amount of training data increases.
To avoid overfitting, tenfold cross-validation was used to assess the performance of the predictive models on independent test data. The RMSEs of the tenfold cross-validation for RFs, LASSO, XGBoost, and SVR are 0.715, 0.568, 0.101, and 0.289, respectively. Tables 8 and 9 summarize the optimal weights of the base learners for each fold in the cross-validation. These weights were computed using the Lawson-Hanson algorithm. In this experiment, because XGBoost is substantially better than RFs, LASSO, and SVR on the test data, the weight assigned to XGBoost for each fold in the cross-validation ranges between 0.9 and 1.0. For some of the folds in the cross-validation, the weight assigned to XGBoost is 1.0. Thus, in these cases, the ensemble is equivalent to XGBoost. To evaluate the effects of four factors, including polymer concentration, voltage, dwell time, and rise time, the importance of these factors was measured based on mean decrease in accuracy using RFs. As shown in Fig. 10 , the mean decreases in accuracy associated with polymer concentration, voltage, dwell time, and rise time are 96.693, 54.866, 20.361, and 5.655, respectively, with regard to the prediction of droplet velocity. Figure 11 shows the mean decreases in accuracy associated with polymer concentration, voltage, dwell time, and rise time with regard to the prediction of droplet volume. In this experiment, the ranking of the importance of the factors is polymer concentration, rise time, voltage, and dwell time for both cases.
Conclusions and Future Work
This paper has presented a novel data-driven approach to the prediction of droplet velocity and volume in the inkjet-based bioprinting process. This approach was built upon the ensemble learning algorithm that combines RFs, LASSO, XGBoost, and SVR. To investigate the effects of polymer concentration, excitation voltage, dwell time, and rise time on droplet velocity and volume, a full factorial design of experiments was conducted. An imaging system was used to monitor the droplet formation process in inkjet-based bioprinting. Two predictive models were trained using the ensemble learning algorithm to predict droplet velocity and volume. The performance of the predictive models was evaluated using RMSE, RE, and R 2 . The experimental results have shown that the predictive models were capable of predicting droplet velocity and volume with sufficient accuracy. In addition, polymer concentration, rise time, and voltage have significant effects on droplet velocity and volume. In the future, more experiments will be conducted to collect experimental data under different operating conditions. 
