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Abstract
With the “iso-Hölder” sets of a function we naturally associate subsets of the graph and the range of
the function. We compute the Hausdorff dimension of these subsets for a class of statistically self-similar
multifractal functions, namely the b-adic independent cascade functions.
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1. Introduction
1.1. The graph and range singularity spectra
Let f be a real-valued function defined on an interval I . For x ∈ I , we define the pointwise
Hölder exponent of f at x by
hf (x) = lim inf
r→0+
1
log r
log Oscf
(
B(x, r)
)
,
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4988 X. Jin / Advances in Mathematics 226 (2011) 4987–5017where B(x, r) = [x − r, x + r] ∩ I and Oscf (B(x, r)) = sups,t∈B(x,r) |f (s)− f (t)|. Multifractal
analysis of f consists of computing the singularity spectrum
df :h 0 → dimH Ef (h),
where dimH stands for the Hausdorff dimension and
Ef (h) =
{
x ∈ I : hf (x) = h
}
.
The singularity spectrum df describes the roughness of f from the macroscopic point of view: It
calculates the Hausdorff dimension of the level sets h−1f ({h}) for all possible h  0. The sin-
gularity spectrum has been computed for certain classes of non-smooth functions, including
Riemann’s nowhere differentiable function, Lévy processes, Lévy processes in multifractal time,
self-similar functions, wavelet series, independent cascade functions and generic functions in
Besov or Sobolev spaces, as well as indefinite integrals of positive measures [4–6,14,15,22,23,
27–29,45,46,49,51].
In this paper, instead of the classical singularity spectrum df , we will consider the graph and
range singularity spectra dGf and d
R
f , defined as
dGf :h 0 → dimH Gf (h) and dRf :h 0 → dimH Rf (h),
where for h 0 we let
Gf (h) =
{(
x,f (x)
) ∈ I × R: hf (x) = h} and Rf (h) = {f (x) ∈ R: hf (x) = h}.
The motivation for considering the graph and range singularity spectra is quite natural: The point-
wise Hölder exponent hf (x) actually describes the roughness of f around the point (x, f (x)).
So with respect to hf , it is natural to classify not only the points in the domain I , but also the
points in the graph and range. In fact, when (f (t))t∈I is a stochastic process, Ef (h) is a col-
lection of times, and Gf (h) and Rf (h) are collections of points on the sample path and on the
range.
These new singularity spectra are also linked to standard questions investigated in probability
and geometric measure theory literature: Determine the Hausdorff dimension of the graph and
range of f restricted to a given set E, defined as
Gf (E) :=
{(
x,f (x)
)
: x ∈ E} and Rf (E) := {f (x): x ∈ E}.
The first works on these questions can be traced back to 1953, [39] by Lévy or [52] by Taylor,
who consider the Hausdorff dimension and the Hausdorff measure of the range of Brownian
motion. Since then, much progress has been made in this subject for fractional Brownian motions,
stable Lévy processes and many other processes and functions [9,10,12,13,16,20,24–26,33,35,
37,43,44,47,48,50,53] (see also the survey paper [55] and the references therein).
As a typical example, in [33] Kahane studies index β fractional Brownian motion (X(t))t∈R+ ,
i.e., the unique centered continuous Gaussian process satisfying X(0) = 0 and E(|X(s) −
X(t)|2) = |s − t |2β for any s, t ∈ R+. He shows that for any compact set E ⊂ R+, almost surely
dimH GX(E) = dimH E ∧ (dimH E + 1 − β) and dimH RX(E) = dimH E ∧ 1.
β β
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for all x ∈ E), indeed X is a monofractal on R+. This leads us to guess the following formulas
for the graph and range singularity spectra:
dimH Gf (h) = dimH Ef (h)
h
∧ (dimH Ef (h)+ 1 − h) and
dimH Rf (h) = dimH Ef (h)
h
∧ 1.
First one should ask whether these formulas provide a general upper bound of the graph and
range singularity spectra. In fact, thanks to Lemma 8.2.1 in [1], Theorem 6 of Chapter 10 in [33]
and Lemma 2.2 in [54], we have the following theorem for the upper bound, which is more or
less a folklore result.
Theorem 1. Let E be a non-empty subset of I . Suppose that infx∈E hf (x) = h > 0. Then
dimH Gf (E)
(
dimH E
h
∧ (dimH E + 1 − h)
)
∨ dimH E,
dimH Rf (E)
dimH E
h
∧ 1.
Applying Theorem 1 to the set Ef (h) for h > 0, we obtain the following upper bounds for
the graph and range singularity spectra:
dGf (h)
(
df (h)
h
∧ (df (h)+ 1 − h))∨ df (h) and dRf (h) df (h)h ∧ 1.
From the multifractal analysis of functions (see [4,30] for example) we know that the classical
singularity spectrum df has a general upper bound given by the Legendre transform of the Lq -
spectrum of f , defined as
τf (q) = lim inf
r→0+
1
log r
log sup
B
∑
B∈B
Oscf (B)q, q ∈ R, (1)
where the supremum is taken over all the families B of disjoint closed balls B in I of radius r
with centers in the set {x ∈ I : ∀r > 0, Oscf (B(x, r)) > 0}. Due to [4,30] one has for any h 0,
df (h) τ ∗f (h) := inf
q∈R
{
qh− τf (q)
}
,
where df (h) < 0 means that Ef (h) is empty. As a direct consequence,
dGf (h)
(
τ ∗f (h)
h
∧ (τ ∗f (h)+ 1 − h))∨ τ ∗f (h) and dRf (h) τ ∗f (h)h ∧ 1. (2)
The following question then arises naturally: Do these upper bounds provide the exact di-
mensions, especially when f obeys the multifractal formalism, i.e. df (h) = τ ∗f (h) for h > 0?
In general the answer is negative. We can easily find a counterexample in the case when f is a
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over, that the whole graph Gf = Gf (β) is irregular, that is its Hausdorff and lower box-counting
dimensions are different. We have:
τ ∗f (β)+ 1 − β = df (β)+ 1 − β = 2 − β  dimBGf (β) > dimH Gf (β).
Such examples can be found in [20,53]. On the other hand, if the whole graph is regular (as for
the fractional Brownian motion), then dimH Gf (β) = τ ∗f (β)+ 1 − β .
However, monofractal functions clearly represent a very restrictive class for our purpose. Sim-
ple multifractal examples are as follows: Consider f (x) = μ([0, x]) for x ∈ [0,1], where μ is a
probability measure fully supported by [0,1], and assume that f obeys the multifractal formal-
ism with the exponent h˜f (x) defined as
h˜f (x) = lim
r→0+
1
log r
log Oscf
(
B(x, r)
)
,
whenever the limit exists. This property holds when μ is a Gibbs or a random cascade measure
[3,14]. Then by using the results in [42] on the multifractal analysis of the inverse measure
μ∗ = μ ◦ f−1 carried by the range of f , it is easy to check that the upper bounds in (2) give the
exact dimensions. But there, the graph and range singularity spectra are always a combination of
the classical singularity spectra of μ and μ∗, and the formula τ ∗f (h)+ 1 − h will never appear.
It is an interesting question to find examples of multifractal functions whose graph and range
singularity spectra can be calculated and are not trivial in the above sense. In this paper we
consider this question for a class of multifractal functions introduced in [7], namely the b-
adic independent cascade functions, which are the natural extension to random functions of
the fundamental class of statistically self-similar measures introduced by Mandelbrot in [41]
to model energy dissipation in intermittent turbulence. The multifractal analysis of these func-
tions is achieved in [4]. Under suitable additional assumptions, we prove that the graph and range
singularity spectra of these functions coincide with the upper bounds given in (2).
1.2. Main result
Let (Ω,A,P) be a probability space. Let b 2 be an integer and let
W = (W0, . . . ,Wb−1) :Ω → Rb and L = (L0, . . . ,Lb−1) :Ω → Rb
be two random vectors satisfying assumption (A):
– E(
∑b−1
i=0 Wi) = E(
∑b−1
i=0 Li) = 1 and P(
∑b−1
i=0 Wi = 1) > 0;
– ∃q ∈ (1,2] such that E(∑b−1i=0 |Wi |q)∨ E(∑b−1i=0 Lqi ) < 1;
– P(∀0 i  b − 1,Wi = 0) = P(∀0 i  b − 1,0 <Li < 1) = 1;
– E(
∑b−1
i=0 |Wi |q) and E(
∑b−1
i=0 L
q
i ) are finite for all q ∈ R.
Remark 1. The existence of a number q > 1 such that E(
∑b−1
i=0 |Wi |−q) is finite and the
fact that P(
∑b−1
i=0 Wi = 1) > 0 will imply that the solution of the distribution equation ZW =∑b−1
i=0 WiZW(i) has a bounded density function (see Section 6.3.1). This is a key property re-
quired in our proof to obtain the graph and range singularity spectra. The other conditions in (A)
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formalism. Assumption (A) can be weakened a little. For instance, E(∑b−1i=0 |Wi |q) need not be
finite for all q ∈ R and Li may take values larger than 1. We use this assumption since otherwise
there will be difficulties to get the Lq spectrum of the b-adic independent cascade function for all
q ∈ R, and we could only obtain the graph and range singularity spectra on a restricted domain.
Under assumption (A), for each q ∈ R, there is a unique t ∈ R such that
Φ(q, t) := E
(
b−1∑
i=0
|Wi |qL−ti
)
= 1, (3)
which we denote by τ(q). The function q → τ(q) is analytic on R (since all the moments are
finite) and concave (since the second derivative is always non-positive due to the Jensen’s in-
equality). From (A) we also have τ(0) = −1 and τ(1) 0.
Let F be the b-adic random cascade function generated by W and L (see Section 2.3 for the
precise definition). Recall the definition of τF from (1). Let J = {q ∈ R: qτ ′(q) − τ(q) > 0}.
For the classical singularity spectrum of F , it is proved in [4] that with probability 1,
τF (q) =
⎧⎨⎩
τ(q), if q ∈ J ;
τ ′(q) · q, if q = supJ < ∞ and q ∈ [q,∞);
τ ′(q) · q, if q = infJ > −∞ and q ∈ (−∞, q],
(4)
and F obeys the multifractal formalism for all h 0, that is dF (h) = τ ∗F (h) for all h 0.
The main result of this paper is the following theorem for the graph and range singularity
spectra of F :
Theorem 2. Almost surely for all h ∈ (τ ∗F )−1(0,∞),
dGF (h) =
(
τ ∗F (h)
h
∧ (τ ∗F (h)+ 1 − h))∨ τ ∗F (h),
dRF (h) =
τ ∗F (h)
h
∧ 1.
Moreover, if GF denotes the whole graph, then almost surely
dimH GF = dimB GF = 1 − τF (1).
Remark 2. (1) Notice that our result is uniform, that is the result holds almost surely for
all h ∈ (τ ∗F )−1(0,∞), not for each h ∈ (τ ∗F )−1(0,∞) almost surely. Indeed, only such a uni-
form result could provide the complete graph and range singularity spectra for typical F . (See
Figs. 1–3.)
(2) In this paper we focus on the graph and range spectra. Another important type of singular-
ity spectrum to investigate is the level set singularity spectrum. We have obtained the following
partial answer in [31] for the level set singularity spectrum of F in Lebesgue almost every direc-
tions: For θ ∈ (−π/2,π/2) denote by lθ the line in R2 passing through the origin and making
an angle θ with the y-axis (clockwise). For any y ∈ lθ , denote by l⊥ the line perpendiculary,θ
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(left) and dR
F
(right) in the case of sup τ ′(J ) < 1.
Fig. 2. dG
F
(left) and dR
F
(right) in the case of sup τ ′(J ) > 1.
to lθ , passing through y. Denote by Rf,θ (h) the orthogonal projection of Gf (h) onto lθ . For each
y ∈ Rf,θ (h) we define the iso-Hölder level set of f in θ -direction by LyF,θ (h) = Gf (h)∩ l⊥y,θ . Un-
der assumption (A), we proved that almost surely for Lebesgue almost every θ ∈ (−π/2,π/2),
for all h ∈ (0,1) such that τ ∗F (h)− h > 0, for μRh,θ almost every y ∈ RF,θ (h),
dimH LyF,θ (h) = τ ∗F (h)− h,
where μRh,θ is a positive Borel measure carried by RF,θ (h) which is absolutely continuous with
respect to the one-dimensional Lebesgue measure on lθ .
(3) The method developed in this paper turns out to be very useful in the study in [32] for
the graph and range singularity spectra of another large class of multifractal functions, namely
random wavelet series built from Gibbs measures, constructed in [5].
The rest of the paper is organized as follows: In Section 2 we give some preliminaries; in
Section 3 we prove Theorem 2 using an intermediate result, Theorem 3, whose proof is postponed
to Section 5; in Section 4 we prove Theorem 1 and finally in Section 6 we prove Proposition 3,
which is an essential tool for proving Theorem 3.
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2. Preliminaries
2.1. Word system
Set N∗ = {1,2, . . .} and N = {0} ∪ N∗. Let U = {∅} ∪⋃∞n=1(N)n be the set of all the finite
words, including the empty word ∅. If u = u1 · · ·un ∈ U, we write |u| = n and u|k = u1 · · ·uk
for 1  k  n; with the convention |∅| = 0 and u|0 = ∅. For any two words u = u1 · · ·um and
v = v1 · · ·vn, we write uv = u · v = u1 · · ·umv1 · · ·vn; with the convention ∅u = u∅ = u.
Let U∞ = {u1u2 · · · : ∀n  0, u1u2 · · ·un ∈ U} be the set of infinite words. For u ∈ U∞,
we write |u| = ∞ and u|n = u1 · · ·un for all n  0 with the convention that u|0 = ∅. For u =
u1 · · ·un ∈ U and v = v1v2 · · · ∈ U∞ we write uv = u · v = u1 · · ·unv1v2 · · · .
2.2. b-adic tree
From now on b 2 is a fixed integer.
Let T be the b-adic tree defined as follows: The empty word ∅ ∈ T , and if u ∈ T , then ui ∈ T
for any i = 0, . . . , b − 1. Let
∂T = {u1u2 · · · : ∀n 0, u1 · · ·un ∈ T }
be the boundary of T endowed with the ultra-metric
d(u, v) = b−n, where n = max{k ∈ N: u|k = v|k}, u, v ∈ ∂T .
For any u ∈ T let T (u) = {u · v: v ∈ T } be the subtree of T rooted at u. For n  1 let
Tn = {u ∈ T : |u| = n}. For any u ∈ Tn we denote by [u] = ∂T (u) = {u · v: v ∈ ∂T } the b-adic
ball on ∂T with diameter b−n. Let
λ :u ∈ T ∪ ∂T →
|u|∑
n=1
un · b−n (5)
be the canonical projection from T ∪ ∂T onto the interval [0,1]. For any x ∈ [0,1] and n 1,
we define x|n = x1 · · ·xn to be the unique element of T such that λ(x|n) x < λ(x|n) + b−n if
x < 1, as well as 1|n = b − 1 · · ·b − 1.
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For any u ∈ T and i = 0, . . . , b − 1, we endow each ui with two random weights Wi(u)
and Li(u), which we write as
W(u) = (W0(u), . . . ,Wb−1(u)) and L(u) = (L0(u), . . . ,Lb−1(u)).
We assume that {(W(u),L(u)): u ∈ T } are independent and identically distributed random vec-
tors satisfying assumption (A).
For any u ∈ T and v = v1v2 · · ·vn ∈ T we multiply the random weights down the ray v in the
subtree T (u), which we denote as
Wv(u) = Wv1(u) ·Wv2(uv1) · · ·Wvn(uv1 · · ·vn−1); (6)
Lv(u) = Lv1(u) ·Lv2(uv1) · · ·Lvn(uv1 · · ·vn−1). (7)
For u ∈ T and n 1 let
F
[u]
W,n(t) =
t∫
0
bn ·Wx|n(u)dx and F [u]L,n(t) =
t∫
0
bn ·Lx|n(u)dx, t ∈ [0,1]. (8)
From [7,17,34] we know that under assumption (A), for A ∈ {W,L} and u ∈ T , the sequence
{F [u]A,n}n1 converges uniformly as n tends to ∞, almost surely and in Lp norm for any p > 1
such that E(
∑b−1
i=0 |Ai |p) < 1, to a limit F [u]A . Notice that since the entries of L are almost surely
positive, F [u]L is almost surely increasing. By convention let FW = F [∅]W and FL = F [∅]L . Then the
b-adic independent cascade function considered in this paper is given by
F = FW ◦ F−1L :
[
0,FL(1)
] → R. (9)
Remark 3. If we set L = (b−1, . . . , b−1) and let the entries of W take only positive values,
then F becomes the indefinite integral of the random cascade measure μW constructed in [34,
41]. If (W,L) is a deterministic pair, then F is the self-affine function studied by Bedford [8]
and Kôno [36], whose multifractal analysis is indeed a consequence of the study of the digit
frequency by Besicovitch [11] and Eggleston [18]. The graph and range singularity spectra in
this case are still unknown. Even for the dimension of the whole graph, to our best knowledge,
there are only results for the box-counting dimension [8] and in some special cases the Hausdorff
dimension [9,21,53]. The difficulty comes from the fact that, in general, we know little about
the local dimension of self-similar measures with overlaps. When W is not deterministic but
P(
∑b−1
i=0 Wi = 1) = 1, the situation is very close to that of the deterministic case for finding the
graph and range singularity spectra. Therefore our results will concern the case P(
∑b−1
i=0 Wi =
1) > 0 only.
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The multifractal analysis of F is based on the construction of an uncountable family of sta-
tistically self-similar measures μq defined on (∂T , d) with desired Hausdorff dimension. More
precisely, for any q ∈ J = {q ∈ R: qτ ′(q)− τ(q) > 0} and u,v ∈ T let
W(q)v (u) =
∣∣Wv(u)∣∣q ·Lv(u)−τ(q) (10)
(recall (6) and (7)). For q ∈ J , u ∈ T and n 1 let
Yq,n(u) =
∑
v∈Tn
W(q)v (u).
For q ∈ J let
ξ(q) = − ∂
∂q
Φ
(
q, τ (q)
)
and ξ˜ (q) = ∂
∂t
Φ
(
q, τ (q)
) (11)
(recall (3)). Notice that τ ′(q) = ξ(q)/ξ˜ (q). Recall that if μ is a positive Borel measure on a
compact metric space, its lower Hausdorff dimension is defined as dimH (μ) = inf{dimH E:
μ(E) > 0}. From [4] we have
Proposition 1.
(a) Almost surely for all q ∈ J and u ∈ T , the sequence Yq,n(u) converges to a positive limit
Yq(u). The functions {J  q → Yq(u)}u∈T all have the same distribution.
(b) For every compact subset K of J and u ∈ T define
YK(u) = sup
q∈K
Yq(u). (12)
From (a) we get that {YK(u)}u∈T all have the same distribution. Moreover, there exists
pK > 1 such that E(YK(∅)pK ) < ∞.
(c) Almost surely for all q ∈ J , the following function
μq
([u])= W(q)u (∅) · Yq(u), u ∈ T , (13)
defines a positive Borel measure μq on (∂T , d) with
dimH (μq) = γ (q)log(b) , where γ (q) = qξ(q)− τ(q)ξ˜ (q). (14)
Now for each measure μq we can induce a measure μDq on the domain [0,FL(1)]: For any
Borel set B ⊂ R let
μDq (B) = μq
({
t ∈ ∂T : FL ◦ λ(t) ∈ B
})
.
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carried by the set EF (τ ′(q)), and for μDq -almost every x ∈ EF (τ ′(q)),
hμDq
(x) = lim inf
r→0+
logμDq (B(x, r))
log r
= qτ ′(q)− τ(q) = τ ∗(τ ′(q)).
Consequently, almost surely for all q ∈ J , dimH EF (τ ′(q))  dimH (μDq ) = τ ∗(τ ′(q)). This is
used in [4] to obtain (4) and the validity of the multifractal formalism for F .
3. Proof of Theorem 2
For each q ∈ J , in the same way as μDq , associated with FL and FW we may induce:
– a measure μGq carried by the graph: For any Borel set B ⊂ R2,
μGq (B) = μq
({
t ∈ ∂T : (FL ◦ λ(t),FW ◦ λ(t)) ∈ B});
– a measure μRq carried by the range: For any Borel set B ⊂ R,
μRq (B) = μq
({
t ∈ ∂T : FW ◦ λ(t) ∈ B
})
.
In this paper we focus on the lower Hausdorff dimension of the measures μGq and μRq . We will
show that these dimensions provide the graph and range singularity spectra. Our approach is
based on the estimation of the energy of these measures restricted to certain suitable random sets
(see Remark 5). As an essential intermediate result, we have the following theorem:
Theorem 3. Almost surely for all q ∈ J ,
dimH
(
μGq
)= γG(q) and dimH (μRq )= γ R(q),
where
γG(q) =
(
τ ∗(τ ′(q))
τ ′(q)
∧ (τ ∗(τ ′(q))+ 1 − τ ′(q)))∨ τ ∗(τ ′(q)), (15)
γ R(q) = τ
∗(τ ′(q))
τ ′(q)
∧ 1. (16)
Remark 4. Notice that almost surely for all q ∈ J we have dimH (μDq ) = τ ∗(τ ′(q)), and we can
write
γG(q) = τ ∗(τ ′(q))+ γ R(q) · (1 − τ ′(q))∨ 0.
Theorem 3 provides us with a Ledrappier–Young-like formula [38] for the uncountable family
of statistically self-similar measures {μq}q∈J uniformly in q: With probability 1 for all q ∈ J ,
dimH
(
μGq
)= dimH (μDq )+ dimH (μRq ) · (1 − τ ′(q))∨ 0.
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study of the Hausdorff dimension of self-affine measures and sets.
Remark 5. It is worth noting that in order to prove Theorem 3 we are forced to calculate the
energy of μq restricted to suitable Cantor-like random sets (random set of this type was first used
in energy estimates in [16]). If we did not use this restriction, for example for the measure μGq in
the case when its dimension is greater than 1, we would have to estimate the expectation of∫ ∫
s,t∈∂T
dμq(s)dμq(t)
(|FL ◦ λ(s)− FL ◦ λ(t)|2 + |FW ◦ λ(s)− FW ◦ λ(t)|2)γ /2
for γ > 1, which turns out to be finite only when Φ(2q−1, γ −1+2τ(q)) < 1. This is equivalent
to saying that γ < 1 + τ(2q − 1)− 2τ(q). So the best lower bound we would get is:
dimH
(
μGq
)
 1 + τ(2q − 1)− 2τ(q). (17)
Comparing this value to the exact dimension 1 + (q − 1)τ ′(q) − τ(q), we find that (17) always
provides a strict lower bound unless q = 1. Thus, such an approach only leads to the Hausdorff
dimension of the whole graph.
Since μDq is carried by the set EF (τ ′(q)), by definition the measures μGq and μRq are car-
ried by the sets GF (τ ′(q)) and RF (τ ′(q)) respectively. Then combining (4), Proposition 1 and
Theorem 3, we prove the result on the singularity spectra in Theorem 2.
For the result on the dimension of the whole graph, let I = [0,FL(1)]. For each n  1 we
divide I into bn semi-open to the right intervals of the same length denoted by In,k , for k =
1, . . . , bn. Recall that OscF (In,k) = supx,y∈In,k |F(x) − F(y)|. For each interval In,k we will
need at most [OscF (In,k)|In,k | ] + 1 many squares of side length |In,k| to cover GF (In,k). Due to the
definition of the upper box-counting dimension and (1), we get
dimB GF  lim sup
n→∞
log
∑bn
k=1([OscF (In,k)|In,k | ] + 1)
− log(b−n · FL(1))  1 +
(−τF (1))∨ 0.
From (4) we know that almost surely τF (1) = τ(1)  0. By applying Theorem 3 to q = 1 we
have with probability 1
dimH GF  dimH GF
(
τ ′F (1)
)= 1 − τF (1).
Consequently, with probability 1
dimH GF = dimP GF = dimB GF = 1 − τF (1).
4. Proof of Theorem 1
We are going to construct coverings of Gf (E) and Rf (E) that yield the expected upper
bounds. For x ∈ R, r > 0 and k ∈ Z let
Ik(x, r) =
[
x + (2k − 1)r, x + (2k + 1)r] and Qk(x, r) = [x − r, x + r] × Ik(f (x), r).
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−1] + 1 and N (r) = {k ∈ Z: 2|k| 
[rh−−1]}. We have max{r, rh−} n(r) · r and #N (r) n(r). For any x ∈ E and r > 0 define
the family Q(x, r) = {Qk(x, r): k ∈ N (r)}.
Let d = dimH E. By the definition of Hausdorff dimension we can find a decreasing sequence
(δi)i1 tending to 0 and for each i  1 a countable δi -covering of E,
Bi :=
{
B
(i)
j = B
(
x
(i)
j , r
(i)
j
)}
j∈Ji ,
such that x(i)j ∈ E for j ∈ Ji , and
∑
j∈Ji (r
(i)
j )
d+  2−i .
We have the following lemma:
Lemma 1. For any N  1, let C RN =
⋃
iN
⋃
j∈Ji {I0(f (x(i)j ), (r(i)j )h−)},
CGN =
⋃
iN
⋃
j∈Ji
Q
(
x
(i)
j , r
(i)
j
)
and C˜GN =
⋃
iN
⋃
j∈Ji
{
Q0
(
x
(i)
j , n
(
r
(i)
j
) · r(i)j )}.
Then C RN , C
G
N and C˜
G
N form respectively a (δN)h− -covering of Rf (E), a δN -covering of Gf (E)
and an n(δN) · δN -covering of Gf (E).
Proof. Fix N  1. For any x ∈ E, since for any i  N there are balls in Bi covering x and
δi ↘ 0, we can find a sequence of balls {Bl = B(xl, rl)}l1 ⊂⋃iN Bi such that x ∈ Bl for all
l  1 and rl ↘ 0 as l → ∞. For each l  1 denote by r¯l = |x − xl | rl . Since
lim inf
l→∞
log Oscf (B(x, r¯l))
log r¯l
 hf (x) h,
we can find l∗ (depending on x and ) such that for all l  l∗, Oscf (B(x, r¯l)) (r¯l)h− . Now for
any l  l∗ we have∣∣f (xl)− f (x)∣∣Oscf (B(x, r¯l)) (r¯l)h−  (rl)h−  n(rl) · rl .
This implies that:
– x ∈ B(xl, rl);
– f (x) ∈ I0(f (xl), (rl)h−) ⊂ I0(f (xl), n(rl) · rl);
– (x, f (x)) ∈⋃Q∈Q(xl ,rl ) Q ⊂ Q0(xl, n(rl) · rl),
which gives the conclusion. 
Now we show that the coverings constructed in Lemma 1 lead to the expected upper bounds.
In order to simplify the proof, we use the convention that |Q| = 12 supx,y∈Q |x − y|, the half-
diameter of the set Q. We have the following estimations:
(i) Since  ∈ (0, h), we have∑
Q∈CR
|Q| d+h− =
∑
iN
∑
j∈Ji
((
r
(i)
j
)h−) d+
h− =
∑
iN
∑
j∈Ji
(
r
(i)
j
)d+  2−N+1.
N
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for any N large enough so that δN < 1 we have∑
Q∈C˜GN
|Q|d+ =
∑
iN
∑
j∈Ji
(
n
(
r
(i)
j
) · r(i)j )d+ = ∑
iN
∑
j∈Ji
(
r
(i)
j
)d+  2−N+1.
(iii) If h 1, then h −  − 1− < 0. Thus for r < 1 we have rh−−1 > 1. This implies that
n(r) 2 · rh−−1. Hence for any N large enough so that δN < 1 we have∑
Q∈C˜GN
|Q| d+h− =
∑
iN
∑
j∈Ji
(
n
(
r
(i)
j
) · r(i)j ) d+h−  2 d+h− · ∑
iN
∑
j∈Ji
(
r
(i)
j
)d+  2 d+h− · 2−N+1.
(iv) If h 1, for the same reason as in (iii), for any N large enough such that δN < 1 we have∑
Q∈CGN
|Q|d+1−h+2 =
∑
iN
∑
j∈Ji
∑
k∈N (r(i)j )
∣∣Qk(x(i)j , r(i)j )∣∣d+1−h+2

∑
iN
∑
j∈Ji
n
(
rij
) · (r(i)j )d+1−h+2  2 · ∑
iN
∑
j∈Ji
(
r
(i)
j
)d+  2−N+2.
By letting N tend to infinity and then  to 0, we obtain from these inequalities the desired upper
bounds for dimH Gf (E) and dimH Rf (E).
5. Proof of Theorem 3
5.1. Cantor-like subsets of ∂T carrying μq
Recall the definition of λ in (5). For any u ∈ T let
Iu = λ
([u])
be the b-adic interval in [0,1] encoded by u. From (8) we know that the limit functions FW and
FL satisfy the following equation: For A ∈ {W,L}, u ∈ T and x ∈ Iu,
FA(x)− FA
(
λ(u)
)= Au(∅) · F [u]A (b|u|(x − λ(u))).
This implies that for any x, y ∈ Iu,
FA(x)− FA(y) = Au(∅) ·
[
F
[u]
A
(
b|u|
(
x − λ(u)))− F [u]A (b|u|(y − λ(u)))]. (18)
Let OA(u) = OscF [u]A ([0,1]). Then from (18) we get
OscFA(Iu) = Au(∅) ·OA(u). (19)
For u ∈ T denote by u− (resp. u+) the unique element of T|u| such that λ(u−) = λ(u)− b−|u|
(resp. λ(u+) = λ(u) + b−|u|) whenever λ(u) = 0 (resp. λ(u) = 1 − b−|u|). In other words, u−
(resp. u+) is the left (resp. right) neighbor of u in T of the same generation.
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 > 0, u,v ∈ T we define the
following three subsets of Ω :⎧⎪⎪⎨⎪⎪⎩
W [u]v (q, ) =
{
ω ∈ Ω: {Wv(u), Wv−(u), Wv+(u)}⊂ [e−|v|(ξ(q)+), e−|v|(ξ(q)−)]};
L [u]v (q, ) =
{
ω ∈ Ω: {Lv(u), Lv−(u), Lv+(u)}⊂ [e−|v|(ξ˜ (q)+), e−|v|(ξ˜ (q)−)]};
O [u]v () =
{
ω ∈ Ω: {OA(uv), OA(uv−), OA(uv+): A ∈ {W,L}}⊂ [e−|v|, e|v|]}.
(20)
Let
1[u]v (q, ) = 1W [u]v (q,)∩L [u]v (q,)∩O[u]v (). (21)
Define
∂T (q, , n) = {t ∈ ∂T : 1[∅]t |n (q, ) = 1} and ∂T (q, , n)c = ∂T \ ∂T (q, , n).
From [4] we have
Proposition 2. Let K be a compact subset of J . For any  > 0 there exist constants C =
C(,K) > 0 and δ = δ(,K) > 0 such that for any n 1,
E
(
sup
q∈K
∑
u∈Tn
μq
([u] ∩ ∂T (q, , n)c)) C · n · b−nδ. (22)
Now we define the random Cantor-like subsets of ∂T :
C(q, , n) =
⋂
pn
∂T (q, ,p) and C(q) = lim
→0 limn→∞ C(q, , n). (23)
Then we can deduce from Proposition 2 that, with probability 1 for all q ∈ K , μq is carried by
C(q), that is, μq(C(q)) = Yq(∅) > 0. It is also worth noting that by construction, for any t ∈ C(q),
we have
lim
n→∞
logWt |n(∅)
−n = limn→∞
logWt |−n (∅)
−n = limn→∞
logWt |+n (∅)
−n = ξ(q),
lim
n→∞
logLt |n(∅)
−n = limn→∞
logLt |−n (∅)
−n = limn→∞
logLt |+n (∅)
−n = ξ˜ (q),
lim
n→∞
logOA(t |n)
−n = limn→∞
logOA(t |−n )
−n = limn→∞
logOA(t |+n )
−n = 0 for A ∈ {W,L}.
Moreover, due to (19), the above equalities imply that
lim
r→0+
log OscF (B(λ(t), r))
log r
= ξ(q)/ξ˜ (q) = τ ′(q).
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From now on we use the convention that
F
[u]
A ◦ λ(t) = F [u]A (t)
for any A ∈ {W,L}, u ∈ T and t ∈ T ∪∂T . For γ > 0 we define the following Riesz-like kernels:
Kγ (s, t) =
{
(|FL(s)− FL(t)|2 + |FW(s)− FW(t)|2)−γ /2 ∨ 1, if γ  1;
|FW(s)− FW(t)|−γ ∨ 1, if γ < 1, s, t ∈ T ∪ ∂T .
(24)
Recall the definitions of γG(q) and γ R(q) in (15) and (16) (see also Remark 6). For q ∈ J ,
 > 0 and δ > 0 define the nth energy for n 1 and S ∈ {G,R}:
ISδ (q, , n) =
∫ ∫
s,t∈C(q,,n), s =t
Kγ S(q)−δ(s, t)dμq(s)dμq(t). (25)
Let K be any compact subset of J . We assume for the time being that we have proved that
there exists δK > 0 such that for any δ ∈ (0, δK), there exists δ > 0 such that for any n  1,
 ∈ (0, δ) and S ∈ {G,R},
E
(
sup
q∈K
ISδ (q, , n)
)
< ∞. (26)
The following lemma is a slight modification of Theorem 4.13 in [19] for estimating Hausdorff
dimension by the potential theoretic method.
Lemma 2. Let μ be a Borel measure on Rm and let E ⊂ Rm be a Borel set such that μ(E) > 0.
For any γ > 0, if ∫ ∫
x,y∈E,x =y
|x − y|−γ ∨ 1 dμ(x)dμ(y) < ∞,
then
μ
({
x ∈ E: hμ(x) = lim inf
r→0+
logμ(B(x, r))
log r
< γ
})
= 0.
Then, from Proposition 2, (26) and Lemma 2 we get almost surely for all q ∈ K :
– for μGq -almost every x ∈ Gq := {(FL(t),FW (t)): t ∈ C(q)} ⊂ GF (τ ′(q)),
hμGq
(x) = lim inf
r→0+
1
log r
logμGq
(
B(x, r)
)
 γG(q)− δ;
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hμRq
(x) = lim inf
r→0+
1
log r
logμRq
(
B(y, r)
)
 γ R(q)− δ.
We may consider a countable sequence of compact subintervals Kn ⊂ J such that Kn ⊂ Kn+1
and
⋃
Kn = J , and we may take a corresponding sequence δn ∈ (0, δKn) tending to 0. Then the
above facts imply that with probability 1 for any q ∈ J and S ∈ {G,R}, for μSq -almost every
x ∈ Sq , hμSq (x) γ S(q), hence dimH (μSq ) γ S(q) (we have used the mass distribution princi-
ple, see [19]).
To complete the proof, we use the fact that, with probability 1 for all q ∈ J , μDq is carried by
the set EF (τ ′(q)). Then, applying Theorem 1 to any set E ⊂ EF (τ ′(q)) will yield
dimH
(
μGq
)

(dimH (μDq )
τ ′(q)
∧ (dimH (μDq )+ 1 − τ ′(q)))∨ dimH (μDq ),
dimH
(
μRq
)

dimH (μDq )
τ ′(q)
∧ 1,
and the conclusion comes from the fact that almost surely dimH (μDq ) = τ ∗(τ ′(q)) for all q ∈ J .
Now we prove (26). For any q¯ ∈ K and  > 0 we define the neighborhood of q¯ in K :
U(q¯) =
{
q ∈ K: max
α∈{ξ,ξ˜ ,τ,τ ′,γ,γG,γ R}
∣∣α(q)− α(q¯)∣∣< }. (27)
By continuity of these functions, the set U(q¯) is open in K .
For any u,v ∈ T ∪ ∂T and p  2 let
1p(u, v) =
{
1, if b−p+1  |λ(u)− λ(v)| < b−p+2;
0, otherwise.
For any u ∈ T write
[u]nq, = [u] ∩ C(q, , n). (28)
Notice that for q ∈ K , δ > 0 and S ∈ {G,R} the Riesz-like kernels Kγ S(q)−δ is a positive function
and, moreover, by the continuity of FW and FL we have for any s, t ∈ ∂T ,
lim
m→∞ Kγ S(q)−δ(s|m, t |m) = Kγ S(q)−δ(s, t).
Then by applying Fatou’s lemma we get that, for any q¯ ∈ K and q ∈ U(q¯),
ISδ (q, , n) =
∫ ∫
s,t∈C(q,,n), s =t
lim
m→∞ Kγ S(q)−δ(s|m, t |m)dμq(s)dμq(t)
=
∑
p2
∫ ∫
s,t∈C(q,,n);1 (s,t)=1
lim
m→∞ Kγ S(q)−δ(s|m, t |m)dμq(s)dμq(t)p
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∑
p2
lim inf
m→∞
∫ ∫
s,t∈C(q,,n);1p(s,t)=1
Kγ S(q)−δ(s|m, t |m)dμq(s)dμq(t)
=
∑
p2
lim inf
m→∞
∑
u,v∈Tm;1p(u,v)=1
Kγ S(q)−δ(u, v) ·μq
([u]nq,)μq([v]nq,)

∑
p2
lim inf
m→∞
∑
u,v∈Tm;1p(w,u)=1
Kγ S(q¯)−δ−(u, v) ·μq
([u]nq,)μq([v]nq,),
where the last inequality comes from the fact that due to (24) and (27), for any q¯ ∈ K ,  > 0,
q ∈ U(q¯) and u,v ∈ T ∪ ∂T , we have Kγ S(q)−δ(u, v)Kγ S(q¯)−δ−(u, v). Let
Ap,m =
∑
u,v∈Tm;1p(u,v)=1
Kγ S(q¯)−δ−(u, v) ·μq
([u]nq,)μq([v]nq,).
Then,
sup
q∈U(q¯)
ISδ (q, , n) sup
q∈U(q¯)
∑
p2
lim inf
m→∞ Ap,m
 sup
q∈U(q¯)
∑
p2
(
Ap,mp +
∑
mmp
|Ap,m+1 −Ap,m|
)

∑
p2
(
sup
q∈U(q¯)
Ap,mp +
∑
mmp
sup
q∈U(q¯)
|Ap,m+1 −Ap,m|
)
, (29)
where for p  2, we can choose mp  3 to be any integer. We have
sup
q∈U(q¯)
Ap,m  Bp,m and sup
q∈U(q¯)
|Ap,m+1 −Ap,m|Bp,m, (30)
where
Bp,m =
∑
u,v∈Tm;1p(u,v)=1
Kγ S(q¯)−δ−(u, v) sup
q∈U(q¯)
μq
([u]nq,)μq([v]nq,),
Bp,m =
∑
u,v∈Tm;1p(u,v)=1
∑
u′,v′∈T1
∣∣Kγ S(q¯)−δ−(uu′, vv′)− Kγ S(q¯)−δ−(u, v)∣∣
· sup
q∈U(q¯)
μq
([
uu′
]n
q,
)
μq
([
vv′
]n
q,
)
,
and we have used the identity μq([u]nq,) =
∑
u′∈T1 μq([uu′]nq,) to get the second inequality.
Remark 6. For technical reasons we need to divide J into three parts:⎧⎪⎨⎪⎩
J1 =
{
q ∈ J : γG(q) > 1},
J2 =
{
q ∈ J : γG(q) 1, τ ′(q) < 1},
J = {q ∈ J : γG(q) 1, τ ′(q) 1}.3
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γG(q) =
{
τ ∗(h)+ 1 − h if q ∈ J1,
τ ∗(h)/h if q ∈ J2,
τ ∗(h) if q ∈ J3
and γ R(q) =
{
1 if q ∈ J1,
τ ∗(h)/h if q ∈ J2 ∪ J3.
Remark 7. Here we briefly explain why dimH (μGq ) = γG(q) = τ ∗(τ ′(q)) when q ∈ J3. Thus we
will not consider this case in the rest of the proof. From [4] we have dimH (μDq ) = τ ∗(τ ′(q)) and
μDq is the orthogonal projection of μGq onto the x-axis, so we automatically have dimH (μGq )
dimH (μDq ) = τ ∗(τ ′(q)). Then to prove dimH (μGq ) = γG(q) we only need an upper bound esti-
mate, but this estimate is a direct consequence of Theorem 1.
For any compact subset K of Ji , i = 1,2,3, there exists cK ∈ (0,1) such that for any c < cK ,
γG(q)− c > 1 if K ⊂ J1 and γ R(q)− c > 0 if K ⊂ J2 ∪ J3. Let δK = K = cK/2. An essential
tool in this paper is the following proposition, whose proof is given in Section 6.
Proposition 3. Let S ∈ {G,R}. Suppose that K is a compact subset of J1 or J2 if S = G, or a
compact subset of J1 or J2 ∪ J3 if S = R. Then there exists ∗ ∈ (0, K) such that for any 0 <
δ < δK , we can find constants κ1, κ2, η1, η2 > 0 and C > 0 such that for any q¯ ∈ K , 0 <   ∗,
n 1, p  2, and m 3 · (n∨ p)
E(Bp,m) C · b(n∨p)−p+1 · e1{p<n}κ1·n · e−η1δ·(n∨p)+κ1·m;
E(Bp,m) C · b(n∨p)−p+1 · eκ2·(n∨p)−η2·m.
Now we may choose mp = κ2+
1
2 δη1
η2
· (n∨ p) (by modifying a little η2 we can always assume
that κ2+
1
2 δη1
η2
> 3) and δ = ∗ ∧
1
2 δη1η2
κ1(κ2+ 12 δη1)
. Then by using Proposition 3 and (29), (30), for any
δ < δK , q¯ ∈ K ,  < δ and S ∈ {G,R} we have
E
(
sup
q∈U(q¯)
ISδ (q, , n)
)

∑
p2
(
E(Bp,mp )+
∑
mmp
E(Bp,m)
)

∑
p2
C · b(n∨p)−p+1 ·
(
e1{p<n}κ1·n · e−η1δ·(n∨p)+κ1·mp +
∑
mmp
eκ2·(n∨p)−η2·m
)
= C ·
∑
p2
b(n∨p)−p+1 ·
(
e1{p<n}κ1·n · e−η1δ·(n∨p)+κ1·δ ·mp + e
κ2·(n∨p)−η2·mp
1 − e−η2
)
= C ·
∑
p2
b(n∨p)−p+1 · e1{p<n}κ1·n
·
(
e
−η1δ·(n∨p)+κ1·
1
2 δη1η2
κ1(κ2+ 12 δη1)
· κ2+
1
2 δη1
η2
·(n∨p) + e
κ2·(n∨p)−η2· κ2+
1
2 δη1
η2
·(n∨p)
−η2
)
1 − e
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∑
p2
b(n∨p)−p+1 · e1{p<n}κ1·n ·
(
e−
1
2 δη1(n∨p) + e
− 12 δη1(n∨p)
1 − e−η2
)
= C(2 − e
−η2)
1 − e−η2 ·
(
n−1∑
p=1
bn−p+1 · eκ1·n · e− 12 δη1n +
∑
pn
b · e− 12 δη1p
)
= C(2 − e
−η2)
1 − e−η2 ·
(
bn+1 · eκ1·n · e− 12 δη1n · 1 − b
−n
1 − b−1 + b · e
− 12 δη1n · 1
1 − e− 12 δη1
)
< ∞.
Since for any 0 <  < δ , the family {U(q¯)}q¯∈K forms an open covering of K , there exist
q¯1, . . . , q¯N such that {U(q¯i)}1iN also covers K . Thus
E
(
sup
q∈K
ISδ (q, , n)
)
 sup
i=1,...,N
E
(
sup
q∈U(q¯i )
ISδ (q, , n)
)
< ∞,
which gives us the conclusion.
6. Proof of Proposition 3
6.1. Main proof
The main idea of the proof is to discretize the information C(q, , n) = ∅ to all possible pairs
(u, v) ∈ T × T and then to apply conditional expectation with respect to individual σ -algebras.
By (27) we always have
⋃
q∈U(q¯)
C(q, , n) ⊂ C(q¯,2,n).
Let ρK = 1∨ supq∈K {|q|+ ξ(q)+ ξ˜ (q)+|τ(q)|+γ (q)} < ∞. Then because of (13), (28), (20),
(23), (21), (27) and (12) we have
sup
q∈U(q¯)
μq
([u]nq,)μq([v]nq,)= sup
q∈U(q¯)
1{[u]nq, =∅}1{[v]nq, =∅}
∣∣W(q)u (∅)∣∣∣∣W(q)v (∅)∣∣Yq(u)Yq(v)
 sup
q∈U(q¯)
1{[u]nq, =∅}1{[v]nq, =∅}e
−(|u|+|v|)(γ (q)−2ρK)Yq(u)Yq(v)
 1{[u]nq¯,2 =∅}1{[v]nq¯,2 =∅}e
−(|u|+|v|)(γ (q¯)−4ρK)YK(u)YK(v).
This gives
Bp,m  e−2m(γ (q¯)−4ρK)
·
∑
u,v∈T ,1 (u,v)=1
Kγ S(q¯)−δ−(u, v) · 1{[u]nq¯,2 =∅}1{[v]nq¯,2 =∅}YK(u)YK(v), (31)m p
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·
∑
u,v∈Tm;1p(u,v)=1
∑
u′,v′∈T1
∣∣Kγ S(q¯)−δ−(uu′, vv′)− Kγ S(q¯)−δ−(u, v)∣∣
· 1{[uu′]nq¯,2 =∅}1{[vv′]nq¯,2 =∅}YK
(
uu′
)
YK
(
vv′
)
. (32)
We deal with the terms in the sums (31) and (32) separately.
Fix p and n in N+, let r = p ∨ n, and fix m 3r .
Fix u,v ∈ Tm with 1p(u, v) = 1, so |λ(u)−λ(v)| ∈ [b−p+1, b−p+2). Without loss of general-
ity, we may suppose that λ(u) < λ(v). Since 1p(u, v) = 1, we have λ(u) < λ(v|−p ) λ(v|−r ).
Fix u′, v′ ∈ T1, let⎧⎪⎨⎪⎩
V := Kγ S(q¯)−δ−(u, v)1{[u]nq¯,2 =∅}1{[v]nq¯,2 =∅}YK(u)YK(v);
V := ∣∣Kγ S(q¯)−δ−(uu′, vv′)− Kγ S(q¯)−δ−(u, v)∣∣
· 1{[uu′]nq¯,2 =∅}1{[vv′]nq¯,2 =∅}YK
(
uu′
)
YK
(
vv′
)
.
(33)
We state two elementary claims.
Claim 1. Recall that [u]nq¯,2 = [u] ∩ C(q¯,2,n). Due to (21) and (23), if [u]nq¯,2 = ∅, then for
l = r, . . . ,m we have 1Wu|l (q¯,2) · 1Lu|l (q¯,2) · 1Ou|l () = 1. Define
1(1)u,v(q¯, ) = 1{OscFW (Iu|r )∨OscFW (Iv|r )e−r(ξ(q¯)−6), OscFL(Iv|−r )e−r(ξ˜ (q¯)+6)}, (34)
1(2)u (q¯, ) = 1Wu|r (q¯,2)1Lu|r (q¯,2) · 1Wu(q¯,2)1Lu(q¯,2)1Ou(), (35)
and 1(2)u,v(q¯, ) = 1(2)u (q¯, ) · 1(2)v (q¯, ). Also, [uu′]nq¯,2 = ∅ implies [u]nq¯,2 = ∅. Then, due to (19)
and (20), we have
1{[uu′]nq¯,2 =∅}1{[vv′]nq¯,2 =∅}  1{[u]nq¯,2 =∅}1{[v]nq¯,2 =∅}  1
(1)
u,v(q¯, ) · 1(2)u,v(q¯, ).
Claim 2. For any w ∈ T let ZW(w) = F [w]W (1). From (18) we have
FW(w)− FW
(
w−
)= Ww−(∅) ·ZW (w−), for any w ∈ T with λ(w) = 0. (36)
Due to (36) we have
FW(v)− FW(u) = FW(v)− FW(v|r )+ FW(v|r )− FW(v|−r )+ FW(v|−r )− FW(u)
= Wv|−r (∅) ·ZW(v|−r )+ FW(v)− FW(v|r )+ FW(v|−r )− FW(u).
By construction we have that ZW(v|−r ) is measurable with respect to the σ -algebra
A(v|−r ) := σ
(
A(v|−r ·w): A ∈ {W,L}, w ∈ T
)
and is independent of
Ac(v|−r ) := σ
(
A(w): A ∈ {W,L}, w ∈ T , |w| < r or w|r = w|−r
)
.
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σ
({
Wv|−r , FW (v)− FW(v|r )+ FW(v|−r )− FW(u),
1(2)u,v(q¯, ), YK(u),YK
(
uu′
)
, YK(v),YK
(
vv′
) )⊂ Ac(v|−r ).
Now, using Claim 1 and (33) we have
V Kγ S(q¯)−δ−(u, v) · 1(2)u,v(q¯, ) · YK(u)YK(v),
V Kγ S(q¯)−δ−
(
uu′, vv′
) · 1(2)u,v(q¯, ) · YK(uu′)YK(vv′),
where we set{
Kγ S(q¯)−δ−(u, v) = Kγ S(q¯)−δ−(u, v) · 1(1)u,v(q¯, );
Kγ S(q¯)−δ−
(
uu′, vv′
)= ∣∣Kγ S(q¯)−δ−(uu′, vv′)− Kγ S(q¯)−δ−(u, v)∣∣ · 1(1)u,v(q¯, ). (37)
Then by Claim 2 we have
E
(
V
∣∣Ac(v|−r )) E(Kγ S(q¯)−δ−(u, v)∣∣Ac(v|−r )) · 1(2)u,v(q¯, ) · YK(u)YK(v), (38)
E
(
V
∣∣Ac(v|−r )) E(Kγ S(q¯)−δ−(uu′, vv′)∣∣Ac(v|−r )) · 1(2)u,v(q¯, ) · YK(uu′)YK(vv′). (39)
Recall Remark 6 and the fact that for any compact subset K of Ji , i = 1,2,3, there exists
cK ∈ (0,1) such that for any c < cK , γG(q)−c > 1 if K ⊂ J1 and γ R(q)−c > 0 if K ⊂ J2 ∪J3.
Since we have taken δK = K = cK/2, for any q¯ ∈ K , δ < δK and  < K , we have either
γ S(q¯)− δ −  > 1, or γ S(q¯)− δ −  < 1.
Let γ = γ S(q¯)− δ − . We have the following lemma to control the conditional expectations,
whose proof is given in Section 6.2.
Lemma 3. There exists a constant Cγ such that
E
(Kγ (u, v)∣∣Ac(v|−r )) · 1(2)u,v(q¯, )
 Cγ · 1(2)u,v(q¯, ) ·
{
er(ξ(q¯)+6−(ξ˜ (q¯)+6)(1−γ )), if γ > 1,
er(ξ(q¯)+6−1{pn}·(ξ(q¯)−6)(1−γ )), if γ < 1,
E
(
Kγ
(
uu′, vv′
)∣∣Ac(v|−r )) · 1(2)u,v(q¯, )
 Cγ · 1(2)u,v(q¯, ) ·
{
er(ξ˜ (q¯)+6)(1+γ )−m(ξ(q¯)−6), if γ > 1,
er(ξ(q¯)+6)−m(ξ(q¯)−6)(1−γ ), if γ < 1.
To finish the proof, it remains to count the average number of pairs (u, v) in (Tm)2 such
that 1p(u, v) = 1 and 1(2)u,v(q¯, ) = 1. This is done in the next lemma, whose proof is given in
Section 6.3.
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E
( ∑
u,v∈Tm
1p(u, v) · 1(2)u,v(q¯, )
)
 2br−p+1 · e(2m−r)(γ (q¯)+8ρK).
Now, according to Remark 6, for γ = γ S(q¯) − δ − , S ∈ {G,R}, we have to deal with the
following three cases (i), (ii), (iii):
1 − γ =
⎧⎨⎩ (γ (q¯)− ξ(q¯))/ξ˜ (q¯)+ δ + , if γ > 1,δ + , if γ < 1 and K ⊂ J1,
(ξ(q¯)− γ (q¯))/ξ(q¯)+ δ + , if γ < 1 and K ⊂ J2 or J3,
case (i);
case (ii);
case (iii).
Then, from (31), (32), (38) and (39), since 1(2)u,v(q¯, ), YK(u) and YK(v) (resp. YK(uu′) and
YK(vv
′)) are independent, taking the expectation of YK(u) and YK(v) (resp. YK(uu′) and
YK(vv
′)), and using Lemmas 3 and 4, for cases (i), (ii), (iii) we have (CK stands for E(YK(∅)),
which is finite by Proposition 1(b)):
E(Bp,m) 2CγC2K · e−2m(γ (q¯)−4ρK) · br−p+1 · e(2m−r)(γ (q¯)+8ρK)
·
⎧⎪⎨⎪⎩
e
r(ξ(q¯)+6−(ξ˜ (q¯)+6)( γ (q¯)−ξ(q¯)
ξ˜ (q¯)
+δ+))
, (i)
er1{p<n}·(ξ(q¯)−6)(1−γ )er(ξ(q¯)+6−(ξ(q¯)−6)(δ+)), (ii)
er1{p<n}·(ξ(q¯)−6)(1−γ )er(ξ(q¯)+6−(ξ(q¯)−6)(
ξ(q¯)−γ (q¯)
ξ(q¯)
+δ+))
, (iii)
= 2CγC2K · br−p+1 · e1{p<n}[(ξ(q¯)−6)(1−γ )∨0]·r
·
⎧⎪⎨⎪⎩
e
−(ξ˜ (q¯)δ−[6−8ρK−ξ˜ (q¯)−6( γ (q¯)−ξ(q¯)
ξ˜ (q¯)
+δ+)])·r+24ρK·m
, (i)
e−(γ (q¯)−ξ(q¯)+ξ(q¯)δ−[6−8ρK−ξ(q¯)+6(δ+)])·r+24ρK·m, (ii)
e
−(ξ(q¯)δ−[6−8ρK−ξ(q¯)+6( ξ(q¯)−γ (q¯)ξ(q¯) +δ+)])·r+24ρK·m, (iii)
E(Bp,m) 2CγC2K · e−2(m+1)(γ (q¯)−4ρK) · b2 · br−p+1 · e(2m−r)(γ (q¯)+8ρK)
·
{
er(ξ˜ (q¯)+6)(1+γ )−m(ξ(q¯)−6), (i)
er(ξ(q¯)+6)−m(ξ(q¯)−6)(1−γ ), (ii), (iii)
= 2CγC2Ke−2(γ (q¯)−4ρK)b2 · br−p+1
·
{
e[(ξ˜ (q¯)+6)(1+γ )−γ (q¯)−8ρK]·r−(ξ(q¯)+18)·m, (i)
e[ξ(q¯)+6−γ (q¯)−8ρK]·r−((ξ(q¯)−6)(1−γ )+24ρK)·m. (ii), (iii)
Write ηK = infq∈K ξ(q)∧ ξ˜ (q) > 0. Let
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κ1 = sup
q∈K
max
{
6 + 8ρK + ξ˜ (q)+ 6 |γ (q)− ξ(q)|
ξ˜ (q)
+ 12,
6 + 8ρK + ξ(q)+ 6 |ξ(q)− γ (q)|
ξ(q)
+ 12, ξ(q)+ 1,24ρK
}
,
κ2 = sup
q∈K
max
{
3
(
ξ˜ (q)+ 6)+ γ (q)+ 8ρK, ξ(q)+ γ (q)+ 6 + 8ρK},
∗ = ηK2κ1 + 24(ρK ∨ 1) ∧ K, η1 =
ηK
2
, η2 = ηKδ2 ,
C = 2CγC2Kb2.
Clearly these parameters are all positive and finite. Notice that
{1 − γ  δ, in case (ii) or (iii);
τ ∗
(
τ ′(q¯)
)
/τ ′(q¯) 1 thus γ (q¯)− ξ(q¯) 0, in the case (ii);
1 + γ  3, δK ∨ K < 1, in all cases.
Then, by construction, we get for any δ < δK and  < ∗,
E(Bp,m) C · br−p+1 · e1{p<n}κ1·r · e−η1δ·r+κ1·m and E(Bp,m) C · br−p+1 · eκ2·r−η2·m,
which gives us the conclusion.
6.2. Proof of Lemma 3
Recall that
Kγ (s, t) =
{
(|FL(s)− FL(t)|2 + |FW(s)− FW(t)|2)−γ /2 ∨ 1, if γ > 1;
|FW(s)− FW(t)|−γ ∨ 1, if γ < 1, s, t ∈ T ,
and {
Kγ (u, v) = Kγ (u, v) · 1(1)u,v(q¯, );
Kγ
(
uu′, vv′
)= ∣∣Kγ (uu′, vv′)− Kγ (u, v)∣∣ · 1(1)u,v(q¯, ).
Let us prove the desired estimates, that there exists a constant Cγ > 0 such that
1(2)u,v(q¯, ) · E
(Kγ (u, v)∣∣Ac(v|−r ))
 Cγ · 1(2)u,v(q¯, ) ·
{
er(ξ(q¯)+6−(ξ˜ (q¯)+6)(1−γ )), if γ > 1;
er(ξ(q¯)+6−1{pn}·(ξ(q¯)−6)(1−γ )), if γ < 1;
1(2)u,v(q¯, ) · E
(
Kγ
(
uu′, vv′
)∣∣Ac(v|−r ))
 Cγ · 1(2)u,v(q¯, ) ·
{
er(ξ˜ (q¯)+6)(1+γ )−m(ξ(q¯)−6), if γ > 1;
r(ξ(q¯)+6)−m(ξ(q¯)−6)(1−γ )e , if γ < 1.
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which are measurable with respect to Ac(v|−r ) and hence constant given Ac(v|−r ):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A = Wv|−r ;
B = FW(v)− FW(v|r )+ FW(v|−r )− FW(u);
C1 =
{
1, if p < n;
2e−p(ξ(q¯)−6), if p  n;
C2 = e−(n∨p)(ξ˜ (q¯)+6);
D1 = FW
(
vv′
)− FW (uu′)− (FW(v)− FW(u));
D2 = FL
(
vv′
)− FL(uu′)− (FL(v)− FL(u)).
We need the following lemma, whose proof will be given in Section 6.3.1.
Lemma 5. The probability distribution of ZW = FW(1) has a bounded density function.
Let fW stand for the bounded density of ZW(v−r ) with ‖fW‖∞ = CW < ∞. Let
gγ (x, y) =
(∣∣FW(v)− FW(u)+ x∣∣2 + ∣∣FL(v)− FL(u)+ y∣∣2)−γ /2, x, y ∈ R.
Define
ζ1(γ ) =
∫
R
fW(x)
(|Ax +B|2 +C22)γ /2
dx;
ζ2(γ ) =
∫
|y||D2|
∣∣∣∣ ∂∂y gγ (0, y)
∣∣∣∣dy + ∫
|x||D1|
sup
|y||D2|
∣∣∣∣ ∂∂x gγ (x, y)
∣∣∣∣dx;
ζ3(γ ) =
∫
|Ax+B|C1
fW(x)
|Ax +B|γ dx;
ζ4(γ ) =
∫
R
∣∣∣∣ 1|Ax +B +D1|γ − 1|Ax +B|γ
∣∣∣∣fW(x)dx.
From (34) and Claim 2, we have
1(1)u,v(q¯, ) ·
∣∣FW(v)− FW(u)∣∣∧ 1 C1 and 1(1)u,v(q¯, ) · (FL(v)− FL(u)) 1(1)u,v(q¯, ) ·C2.
This implies
1(2)u,v(q¯, ) · E
(Kγ (u, v)∣∣Ac(v|−r )) 1(2)u,v(q¯, ) · {1 + ζ1(γ ), if γ > 1;1 + ζ3(γ ), if γ < 1; (40)
1(2)u,v(q¯, ) ·Kγ (u, v) 1(2)u,v(q¯, ) · ζ2(γ ), if γ > 1; (41)
1(2)u,v(q¯, ) · E
(
Kγ (u, v)
∣∣Ac(v|−r )) 1(2)u,v(q¯, ) · ζ4(γ ), if γ < 1, (42)
where we have used that the inequality |x ∨ 1 − y ∨ 1| |x − y| holds for any x, y  0.
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(I) By using the change of variable y = Ax+B
C2
we get
1(2)w,u(q¯, ) · ζ1(γ ) CW |A|−1C1−γ2 ·
∫
R
dy
(y2 + 1) γ2 .
(II) It is not difficult to check that when FL(v)− FL(u) C2 and |t | |D2| we always have∣∣∣∣ ∂∂y gγ (0, y)
∣∣∣∣∨ ∣∣∣∣ ∂∂x gγ (x, y)
∣∣∣∣ γ · ∣∣FL(v)− FL(u)+ y∣∣−γ−1
 γ · ((C2 − |D2|)∨ 0)−γ−1.
In fact, we have∣∣∣∣ ∂∂x gγ (0, y)
∣∣∣∣ γ · |FL(v)− FL(u)+ y|(|FW(v)− FW(u)|2 + |FL(v)− FL(u)+ y|2)γ /2+1
 γ · |FL(v)− FL(u)+ y||FL(v)− FL(u)+ y|γ+2 = γ ·
∣∣FL(v)− FL(u)+ y∣∣−γ−1,∣∣∣∣ ∂∂x gγ (x, y)
∣∣∣∣ γ · |FW(v)− FW(u)+ x|(|FW(v)− FW(u)+ x|2 + |FL(v)− FL(u)+ y|2)γ /2+1
 γ · |FW(v)− FW(u)+ x| · |FL(v)− FL(u)+ y|
−γ
|FW(v)− FW(u)+ x|2 + |FL(v)− FL(u)+ y|2
 γ · |FL(v)− FL(u)+ y|
−γ
2|FL(v)− FL(u)+ y|  γ ·
∣∣FL(v)− FL(u)+ y∣∣−γ−1
(where we have used that for any a, b > 0, a
a2+b2 
1
2b ). This together with the definition
of ζ2(γ ) yields
1(2)u,v(q¯, ) · ζ2(γ ) 2
((
C2 − |D2|
)∨ 0)−γ−1(|D1| + |D2|).
(III) By using the change of variable y = Ax +B when γ < 1 we get
1(2)u,v(q¯, ) · ζ3(γ ) CW |A|−1
∫
|u|C1
dy
|y|γ = 2CW |A|
−1C1−γ1 .
(IV) By using the change of variable y = Ax+B
D1
we get
1(2)u,v(q¯, ) · ζ4(γ ) CW
|D1|1−γ
|A|
∫
R
∣∣∣∣ 1|y + 1|γ − 1|y|γ
∣∣∣∣dy.
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R
(
y2 + 1)−γ /2 dy (when γ > 1) and ∫
R
∣∣∣∣ 1|y + 1|γ − 1|y|γ
∣∣∣∣dy (when γ < 1)
are both finite and when 1(2)u,v(q¯, ) = 1 we have⎧⎪⎨⎪⎩
|A|−1 = |Wv|−r |−1  br(ξ(q¯)+2),
D1 OscFW (Iv)+ OscFW (Iu) 2b−m(ξ(q¯)−6),
D2 OscFL(Iv)+ OscFL(Iu) 2b−m(ξ˜(q¯)−6).
Moreover, when γ > 1 we have ξ(q¯) < ξ˜(q¯), so if m 3r and ξ˜ (q¯)− 12 > 0 then
ζ2(γ )
[
b−r(ξ˜ (q¯)+6)
(
1 − b−(m−r)(ξ˜ (q¯)−6 m+rm−r ))]−γ−12(b−m(ξ(q¯)−6) + b−m(ξ˜(q¯)−6))
 4 · br(ξ˜ (q¯)+6)(1+γ ) · b−m(ξ(q¯)−6).
Then by applying these inequalities to (40), (41), (42) we get the conclusion.
6.3. Proof of Lemma 4
Let
Sp,m =
∑
u,v∈Tm
1p(u, v) ·
∏
A ∈{W ,L }
∏
w∈{u,v}
1Aw|r (q¯,2)1Aw(q¯,2).
Then by (35) we have ∑
u,v∈Tm
1p(u, v) · 1(2)u,v(q¯, ) Sp,m.
Recall that r = p∨n and m 3r . For any u ∈ Tm we write u = u|r ·u∗ with u∗ ∈ Tm−r . From
(6) we have Wu = Wu|r ·Wu∗(u|r ), so 1Wu|r (q¯,2) · 1Wu(q¯,2) = 1 implies that∣∣Wu∗(u|r )∣∣ ∈ [e−(m−r)(ξ(q¯)+2 m+rm−r ), e−(m−r)(ξ(q¯)−2 m+rm−r )].
Thus, when m 3r , we have
1Wu|r (q¯,2) · 1Wu(q¯,2)  1Wu|r (q¯,2) · 1W [u|r ]u∗ (q¯,4),
and, moreover, 1Wu|r (q¯,2) and 1W [u|r ]u∗ (q¯,4) are independent. Simultaneously we also have
1Wv|r (q¯,2) · 1Wv(q¯,2)  1Wv|r (q¯,2) · 1W [v|r ]v∗ (q¯,4),
1Lu|r (q¯,2) · 1Lu(q¯,2)  1Lu|r (q¯,2) · 1L [u|r ]u∗ (q¯,4),
1Lv|r (q¯,2) · 1Lv(q¯,2)  1Lv| (q¯,2) · 1 [v|r ] .r Lv∗ (q¯,4)
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the right-hand side of the above inequalities are independent. Since for each u ∈ Tm, there are at
most 2br−p+1 of the v|r such that 1p(u, v) = 1, we get
E(Sp,m) 2br−p+1E
(∑
u∈Tr
1Wu(q¯,2)1Lu(q¯,2)
)
· E
( ∑
u∈Tm−r
1Wu(q¯,4)1Lu(q¯,4)
)2
. (43)
For q¯ ∈ K with |q¯| + ξ(q¯)+ ξ˜ (q¯)+ |τ(q¯)| ρK we always have
1Wu(q¯,2)  |Wu|q¯ · e|u|(q¯ξ(q¯)+2ρK) and 1Lu(q¯,2)  L−τ(q¯)u · e|u|(−τ(q¯)ξ˜ (q¯)+2ρK). (44)
Recall that E(
∑b−1
i=0 |Wi |q¯L−τ(q¯)i ) = 1 and γ (q¯) = q¯ξ(q¯)− τ(q¯)ξ˜ (q¯), so (44) yields
E
(∑
u∈Tk
1Wu(q¯,4)1Lu(q¯,4)
)
 ek(γ (q¯)+8ρK), for k ∈ {r,m− r}.
Together with (43), this gives the conclusion.
6.3.1. Proof of Lemma 5
We adapt the methods in [40] to prove that under assumption (A), ZW has a bounded density
function.
Let φ(t) = E(eitZW ) be the characteristic function of ZW . It is enough to prove that φ ∈
L1(R). This result is indeed a consequence of assumption (A) and the following distribution
equation:
ZW =
b−1∑
j=0
Wj ·ZW(j), (45)
where we recall that {ZW(j)}0jb−1 are independent copies of ZW and they are independent
of {Wj }0jb−1. From (45) we have
φ(t) = E(E(eit ·∑b−1j=0 Wj ·ZW (j)∣∣σ (ZW(j), 0 j  b − 1)))= E( b−1∏
j=0
φ(tWj )
)
.
Notice that |φ(t)| = |φ(−t)|, so
∣∣φ(t)∣∣ E( b−1∏
j=0
∣∣φ(tWj )∣∣)= E( b−1∏
j=0
∣∣φ(t |Wj |)∣∣). (46)
Let l = lim supt→∞ |φ(t)|. From P(∀0 i  b − 1,Wi = 0) = 1 we have
l  lim sup
t→∞
E
(
b−1∏
j=0
∣∣φ(t |Wj |)∣∣) E(lim sup
t→∞
b−1∏
j=0
∣∣φ(t |Wj |)∣∣)= lb.
Since |φ(t)| 1 yields l  1, we get l = 0 or l = 1. We claim that l = 0.
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We may assume that |φ(t)| < 1 for all 0 < t < h. Otherwise we may find a sequence tn tending
to 0 such that |φ(tn)| = 1. Since |φ(tn)| = 1 implies that tnZW ∈ θn + 2πZ for a fixed θn almost
surely, we get for P × P almost every (ω,ω′) ∈ Ω ×Ω that tn(ZW (ω)−ZW(ω′)) ∈ 2πZ. Then
from tn → 0 we get that ZW is almost surely a constant, which contradicts (45) and the fact that
P(
∑b−1
i=0 Wi = 1) > 0.
Now we have |φ(h)| = 1 and |φ(t)| < 1 for all 0 < t < h. From (46) we get
1 = ∣∣φ(h)∣∣ E( b−1∏
j=0
∣∣φ(h|Wj |)∣∣) 1,
which yields that |φ(h|Wj |)| = 1 for j = 0, . . . , b − 1 almost surely. From E(∑b−1j=0 |Wj |q) < 1
for some q ∈ (1,2] we know that P(∃j, |Wj | < 1) > 0, thus there exists δ ∈ (0,1) such that
|φ(δh)| = 1, which is a contradiction. This shows that |φ(t)| < 1 for all t > 0.
Now we suppose that l = 1. Fix a t0 ∈ (0,∞) so |φ(t0)| < 1. Let 0 <  < 1 − |φ(t0)|. Since
|φ(t)| is continuous and φ(0) = 1, we can choose 0 < t1 = t1() < t0 < t2 = t2() such that∣∣φ(t1)∣∣= ∣∣φ(t2)∣∣= 1 −  and ∣∣φ(t)∣∣ 1 −  for t ∈ [t1, t2]. (47)
Let {n}n0 be a sequence tending to 0. From the definition of t1 we may choose t1(n) monotone
decreasing, so there exists c  0 such that t1(n) → c. From the continuity of |φ(t)| we know
|φ(c)| = 1, thus c = 0.
Since |φ(t)| 1, we get from (46) that |φ(t)| E(|φ(t |W0|)|).
Let (Mi)i1 be independent copies of M = |W0|. For any n 1 and any t > 0 one has∣∣φ(t)∣∣ φn(t) := E(∣∣φ(tM1 · · ·Mn)∣∣).
Let us write λn(t) = P(t1 < tM1 · · ·Mn  t2) for each n 1 and t  0. From (47) we get
φn(t) (1 − ) · λn(t)+ 1 ·
(
1 − λn(t)
)= 1 −  · λn(t).
This implies
1 −  = ∣∣φ(t2)∣∣ E( b−1∏
i=0
∣∣φ(|Wi |t2)∣∣) E( b−1∏
i=0
φn
(|Wi |t2)) E( b−1∏
i=0
(
1 − λn
(|Wi |t2))),
which yields that
E
[1 −∏b−1i=0 (1 − λn(|Wi |t2))

]
 1. (48)
Let ηn(x) = P(xM1 · · ·Mn  1) for x > 0. Notice that when  → 0 we have
b−1∏(
1 − λn
(|Wi |t2))= 1 −  b−1∑λn(|Wi |t2)+ o().i=0 i=0
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lim
→0
1 −∏b−1i=0 (1 − λn(|Wi |t2))

= lim
→0
b−1∑
i=0
λn
(|Wi |t2)= b−1∑
i=0
ηn
(|Wi |),
where the last equation holds since
λn(xt2) = P(t1 < xt2M1 · · ·Mn  t2) = P(t1/t2 < xM1 · · ·Mn  1)
and t1()/t2() t1()/t0 → 0 when  → 0. By using Fatou’s lemma we get from (48) that
E
(
b−1∑
i=0
ηn
(|Wi |)) 1.
From Chebyshev’s inequality we know that for any q > 1,
1 − ηn(x) = P(xM1 · · ·Mn > 1) xq · E
(
Mq
)n
,
which yields that
E
(
b−1∑
i=0
1 − |Wi |q · E
(
Mq
)n) E( b−1∑
i=0
ηn
(|Wi |)) 1.
Since there exists q ∈ (1,2] such that E(Mq) E(∑b−1i=0 |Wi |q) < 1, by letting n → ∞ we obtain
that b 1, which is contradiction. So l = 0.
Let r > 1 and let ψ = |φ|r . By the bounded convergence theorem we have
lim
t→∞E
(∣∣φ(t |W1|)∣∣r/(r−1))= 0.
By using the Hölder inequality we get from (46) that∣∣φ(t)∣∣ E(∣∣φ(t |W0|)∣∣ · ∣∣φ(t |W1|)∣∣) E(∣∣φ(t |W0|)∣∣r)1/r · E(∣∣φ(t |W1|)∣∣r/(r−1))(r−1)/r .
This yields that ψ(t) = o(E(ψ(t |W0|))) at ∞. Fix p > 1. Due to assumption (A) we have
E(|W0|−p) < ∞. Let γ ∈ (0,1) small enough so that γE(|W0|−p) < 1, and let t0 > 0 such that
ψ(t) γE
(
ψ
(
t |W0|
))
, t  t0. (49)
Recall that (Mi)i1 is a sequence of independent copies of M = |W0|. Since φ  1, for t  t0
we can prove by induction using (49) the following inequalities valid for all n 2:
ψ(t) γP(M1t < t0)+ γE
(
1{M1tt0}ψ(M1t)
)
 γE
(
M
−p
1
)
(t0/t)
p + γ 2E(1{M1tt0}ψ(M1M2t))
 γE
(
M−p
)
(t0/t)
p + γ 2E(ψ(M1M2t))
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(
M−p
)
(t0/t)
p + γ 2(E(M−p))2(t0/t)p + γ 2E(1{M1M2tt0}ψ(M1M2t))
 (t0/t)p
n∑
k=1
(
γE
(
M−p
))k + γ nE(1{M1M2···Mntt0}ψ(M1M2 · · ·Mnt)).
Since |φ|  1, and both γ and γE(M−p) belong to (0,1), letting n → ∞ yields that ψ(t) =
φ(t)r = O(t−p). Since r ∈ (1,∞) is arbitrary, we can find q > 1 such that φ(t) = O(t−q). This
yields that φ ∈ L1(R).
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