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Abstract
Nowadays, automatic methods for image representation and analysis have been successfully
applied in several medical imaging problems leading to the emergence of novel research areas
like digital pathology and bioimage informatics. The main challenge of these methods is to
deal with the high visual variability of biological structures present in the images, which
increases the semantic gap between their visual appearance and their high level meaning.
Particularly, the visual variability in histopathology images is also related to the noise added
by acquisition stages such as magniﬁcation, sectioning and staining, among others. Many
eﬀorts have focused on the careful selection of the image representations to capture such
variability. This approach requires expert knowledge as well as hand-engineered design
to build good feature detectors that represent the relevant visual information. Current
approaches in classical computer vision tasks have replaced such design by the inclusion of the
image representation as a new learning stage called representation learning. This paradigm
has outperformed the state-of-the-art results in many pattern recognition tasks like speech
recognition, object detection, and image scene classiﬁcation. The aim of this research was
to explore and deﬁne a learning-based histopathology image representation strategy with
interpretative capabilities. The main contribution was a novel approach to learn the image
representation for cancer detection. The proposed approach learns the representation directly
from a Basal-cell carcinoma image collection in an unsupervised way and was extended to
extract more complex features from low-level representations. Additionally, this research
proposed the digital staining module, a complementary interpretability stage to support
diagnosis through a visual identiﬁcation of discriminant and semantic features. Experimental
results showed a performance of 92% in F-Score, improving the state-of-the-art representation
by 7%. This research concluded that representation learning improves the feature detectors
generalization as well as the performance for the basal cell carcinoma detection task. As
additional contributions, a bag of features image representation was extended and evaluated
for Alzheimer detection, obtaining 95% in terms of equal error classiﬁcation rate. Also, a
novel perspective to learn morphometric measures in cervical cells based on bag of features
was presented and evaluated obtaining promising results to predict nuclei and cytoplasm
areas.
Keywords: Histopathology, image representation, interpretability, feature learning,
digital pathology.
Contents
1 Introduction 2
1.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Main contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Histopathology image representation 9
2.1 Histopathology image processing . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Intensity features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Morphological features . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Topological features . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 Texture features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.5 Feature composition . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Image-based diagnosis and grading support . . . . . . . . . . . . . . . . . . . 14
2.3.1 Prostate cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.2 Cervix cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.3 Colon cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.4 Basal cell carcinoma . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 Unsupervised feature learning framework for basal cell carcinoma image anal-
ysis 19
3.1 Representation learning and deep learning . . . . . . . . . . . . . . . . . . . 20
3.2 UFL framework for BCC image analysis . . . . . . . . . . . . . . . . . . . . 21
3.3 Unsupervised feature learning . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 Sparse autoencoders . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.2 RICA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.3 Topographic ICA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Global image representation . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4.1 Bag of features representation . . . . . . . . . . . . . . . . . . . . . . 26
3.4.2 Convolutional neural networks . . . . . . . . . . . . . . . . . . . . . . 27
Contents 5
3.5 Classiﬁcation algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 Deep architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6.1 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.7 Interpretability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.7.1 Local patterns visualization . . . . . . . . . . . . . . . . . . . . . . . 33
3.7.2 Digital staining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.7.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 Other contributions 38
4.1 Cytology image analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.1 Morphometric measure estimation . . . . . . . . . . . . . . . . . . . . 39
4.1.2 Pap smear data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 BOF Image representation for neuroimaging . . . . . . . . . . . . . . . . . . 43
4.2.1 Automatic BOF classiﬁcation of Alzheimer's disease . . . . . . . . . . 44
4.2.2 OASIS dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Scaling up BOF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.1 The big image data analysis toolkit (BIGS) . . . . . . . . . . . . . . 49
4.3.2 The Human Protein Atlas (HPA) dataset . . . . . . . . . . . . . . . . 52
4.3.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5 Conclusions 56
Histopathology image representation
learning
July 2, 2014
1 Introduction
Histology is an important area of biology which studies the tissues and the cell anatomy
of animals and plants in a microscopic level. Histology and histopathology images are very
important for diagnosis purposes; these images are a fundamental resource to determine
the state of a particular biological structure, to support diagnosis of diseases like cancer, or
to analyze the anatomy of cells and tissues. Medical doctors and biologists are trained in
histology to interpret the appearance of tissues according to their structure, functionality
and cellular organization at diﬀerent organs, those features can be highlighted using several
staining processes. This kind of images are used for both biological research and making
clinical decisions, and are commonly used as ground truth for other studies such as x-ray
and MRI[57, 66].
Automatic analysis of histopathology images is a relevant and proliﬁc ﬁeld [59, 63]. Indeed,
new research areas like digital pathology [57] and bioimage informatics [13] are emerging.
Most of the reported works in such areas show that histopathology images require an special-
ized analysis due to their visual richness and complex variety of structures. It is noteworthy
that cell organizations and biological structures show diﬀerences depending on the organ
and therefore each problem (medical domain and application) has a diﬀerent and specialized
method that cannot necessarily be extended to other contexts. Moreover, histology image
representation poses important challenges because of their high visual variability that comes
from diﬀerent acquisition processes, anatomical variability, staining, image magniﬁcation
and slide orientation [85]. This chapter explains the acquisition process of histopathology
images and the challenges for their automatic analysis; it deﬁnes the problem statement (Sec-
tion 1.1); and ﬁnally, it depicts the proposed goals and main contributions of this research
(Section 1.2).
1.1 Problem statement
It should be noticed that medical images are diﬀerent from natural ones. Natural images
have objects well deﬁned in the scene, while in medical images biological structures stand
out which do not necessarily correspond to well delimited objects, but to morphological
and architectural features with a high variability. Histology images are aﬀected by several
factors, like staining, slide orientation, type of organ, devices, among others, therefore their
representation has a high level of diﬃculty, making the descriptors design a complex task
and a critical stage for the performance of an automatic image analysis system.
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Common methodologies for histopathology image analysis have to deﬁne a priori repre-
sentation strategies depending on domain knowledge and the objective task, e.g. in [106]
morphological features are selected because the segmentation task demands the use of spatial
information. To address new problems, this approach requires the design of diﬀerent repre-
sentations. An alternative is to automatically learn the representation from the data. The
soundness of this approach is supported by the fact that a good representation must capture
visual patterns which are common to diﬀerent images in a collection, and, in principle, an
appropriate learning algorithm must be able to automatically ﬁnd them. This approach is
motivated partly by the plasticity property of the brain, the ability to change in response to
experience and use [53]. Empirical results of biological experiments showed that a qualita-
tively similar plasticity process could operate throughout primary sensory cortices, similar
to a learning algorithm [47, 135].
Assuming image representation as a learning task, the challenge is to automatically ﬁnd
patterns that explain the visual richness of histopathological images, ﬁnd relations among
visual patterns and relations between visual patterns and their semantic meaning. This
representation should be contrasted with current models in terms of interpretability and
performance. Taking into account the interest of the research community [65] of creating
public histopathology image databases and the rapid growth of these data collections, scal-
ability of the proposed algorithm is an important issue. Algorithms must be able to process
large scale image collection to exploit their full potential.
1.1.1 Challenges
Histopathology images have normal and abnormal biological structures, morphological and
architectural characteristics which could be identiﬁed by pathologists depending on their
experience, but some structures are small with respect to tissue region, and relevant patterns
generally have high visual appearance variability. Most of visual variability is inherent
of biological structures and anatomy. In addition, the acquisition process adds noise and
visual variability on each stage. In order to visualize this process, it is useful to review
the histopathology image acquisition process depicted in Figure 1-1. First, the biological
sample is taken from an organ. Then, a ﬁxation process is done over the biopsy to assure
chemical stability on the tissue and avoid postmortem changes [143]. After this, it must
be cut into sections that can be placed onto glass slides. The sections are stained to reveal
cellular components by chemical reactions. The most common dyes used are Hematoxylin -
Eosin (H&E) which stain cell nuclei in a dark blue or purple and cytoplasm and connective
tissue in a bright pink. Finally, the section is coverslipped to be viewed and digitized with a
microscope. The particular process used for ﬁxation and staining produces diﬀerent visual
eﬀects in the acquired images. Additionally, acquired images are aﬀected by luminance and
other factors associated to the acquisition technology used.
Taking into account that these images are a 2D projection of a 3D object (organs), the
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Figure 1-1: Acquisition workﬂow diagram. Adapted from http://library.med.utah.edu/
WebPath/HISTHTML/HISTOTCH/HISTOTCH.html
Figure 1-2: Visual variability in histology images. First row shows variability due to mag-
niﬁcation of same tongue muscle tissue. Second row shows variability due to
staining and luminance. Third row shows variability of smooth muscle tissue
due to section orientation (longitudinal and cross-section)
biological sample has a diﬀerent appearance depending on its orientation (e.g. longitudinal,
oblique or cross-sectional [45]). Depending on the region of interest, the laboratory personnel
could take diﬀerent images at diﬀerent magniﬁcation. Usually, the image resolution is related
to the size or scale of biological structures that can be seen in the histology slide. These
human factors add a new source of variability. Main issues that contribute with visual
heterogeneity of images are depicted in Figure. 2, such as image magniﬁcation, type of cut,
luminance and stain concentration.
Magniﬁcation: Magniﬁcation refers to increasing the proportion of biological structures
which are visible under the microscope according to the set of lenses. Conventional
microscopes have a standard set of objectives 2X, 10X, 20X, 40X and 100X. First row
in Figure 1-2 shows the appearance of tongue muscle tissue stained with Masson's
trichrome staining at 10X, 20X and 40X. It is clear that, even being the same organ,
appearance of those images is highly variant, identifying diﬀerent structures at diﬀerent
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magniﬁcations.
Staining: It is an auxiliary technique in microscopy to improve the contrast in a biological
sample seen under a microscope. Dyes are used in both, biology and medicine, to high-
light biological structures from diﬀerent tissues according to biomedical or diagnosis
interest. There are several types of dyes according to chemical properties of biologi-
cal structures which must be spotlighted[74]. Depending on the region or biological
structure of interest, some types of stains are more appropriated than others. So, it
is possible to get diﬀerent images and visual appearances from one biopsy depending
on the type of stain. The second row in Figure 1-2 shows the region between dermis
and epidermis at 40X magniﬁcation stained with H&E and Masson's trichrome respec-
tively. It is noteworthy how the performing of staining process aﬀects in diﬀerent ways
the luminance and the intensity of color channels. This behavior in histology images
adds conceptual visual variability determined by the type of stain applied.
Orientation: The tissue appearance in histology images is related with the slice cut orienta-
tion. Last row in Figure 1-2 shows how the tissue appearance changes when the cut is
done in a longitudinal or cross-sectional orientation in smooth muscle tissue using the
same staining (H&E). There are inﬁnite possible cut orientations, which makes harder
the characterization of a 3D organ by a thin 2D sample. Although there are standard
protocols for slice cutting and histology image acquisition depending on the organ, the
ﬁnal precision of the results depends on several and accumulative factors like the type
of microtome used to take the slice, the composition of the sample, the experience of
histotechnologist, the ﬁxative used to harden the tissue, among others.
These particularities make the automatic analysis of histopathology images a complex task.
Therefore an automatic strategy that would be able to represent the content of these without
a hand-crafted engineering process would improve the performance of the automatic system.
1.1.2 Goals
Main Goal
To propose/adapt, implement and validate an automatic learning strategy for histopathology
image representation.
Speciﬁc Objectives
• To propose or adapt a strategy to learn an image representation from a collection of
histopathology images.
• To propose a strategy to ﬁnd, in an automatic way, hierarchical and structural relations
of visual patterns from the learned representation.
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• To perform a quantitative evaluation of the learned representation on semantic seg-
mentation tasks and automatic annotation of histopathological concepts.
• To perform a qualitative analysis of the learned patterns with the support of expert
pathologists.
1.2 Main contributions
This research presents novel strategies and systematic evaluations to perform representa-
tion and automatic analysis of medical images. The following is the outline of the main
contributions of this work.
• A systematic review of current strategies to represent histopathology images as well as
the current applications of automatic analysis for diagnosis and grading support. Such
review was submitted in [3].
• A framework to learn the representation of histopathology images using deep learning
techniques. The framework was able to capture primitive features as well as invariant
properties on low level features. The proposed visualization method shows the regions
in the image that inﬂuence the decision of the model to classify it as cancer or healthy.
The proposed framework outperformed the state-of-the-art approach for basal cell car-
cinoma detection. This framework was presented on [37, 4]. Additionally, this work
was prepared for submission to the Computational Medical Imaging and Graphics
journal.
• A strategy to estimate morphometric measures on cytology images using a learning-
based approach. The proposed method obtained promising results to predict nuclei
and cytoplasm areas from cervical cancer cells of Pap smear dataset benchmark. This
work was published on [35].
• Exploration of strategies to parallelize bag of features representation in order to process
large datasets. Up to 8X in terms of speed up was obtained performing bag of features
representation of immunoﬂuorescence images taken from Human Protein Atlas dataset.
Methods, experimentation and results were reported in [127, 124, 128]
• Evaluation of the suitability of a bag-of-features representation for automatic classiﬁ-
cation of Alzheimer's disease in brain magnetic resonance (MR) images. The method
based on a bag of features representation outperforms the best published result in OA-
SIS data set improving the equal error classiﬁcation rate in about 10%. This evaluation
was published on [131].
The following is a list of papers, related to the project, that have been published or are been
prepared for submission:
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• John Arevalo, Angel Cruz-Roa, and Fabio A. González. Hybrid image representation
learning model with invariant features for basal cell carcinoma detection. In The 9th
International Seminar on Medical Information Processing and Analysis, volume 8922,
2013. doi: 10.1117/12.2035530 [4].
• John Arevalo, Angel Cruz-Roa, and Fabio González. Histopathology image represen-
tation for automatic analysis: A state-of-the-art. Manuscript submitted for publication
in Revista de la facultad de medicina, Universidad Militar Nueva Granada 2013 [3].
• John Arevalo, Angel Cruz-Roa, Viviana Arias, Eduardo Romero, and Fabio González.
An unsupervised feature learning framework for basal cell carcinoma image analysis.
Computerized Medical Imaging and Graphics, 2014. Manuscript being prepared for
submission to the Computational Medical Imaging and Graphics journal.[5].
• Angel Cruz-Roa, John Arevalo, Anant Madabhushi, and Fabio González. A deep
learning architecture for image representation, visual interpretability and automated
basal-cell carcinoma cancer detection. In Medical Image Computing and Computer-
Assisted Intervention - MICCAI 2013, volume 8150 of Lecture Notes in Computer
Science, pages editors, 403-410. Springer Berlin Heidelberg, 2013[37].
• Angel Cruz-Roa, John Arevalo and Fabio González. Prediction of Morphometric
Measures from Bag-of-Features Image Representation of Cervix Cancer Cells. In The
8th International Seminar on Medical Information Processing and Analysis, 2012[35].
• Andrea Rueda, John Arevalo, Angel Cruz, Eduardo Romero, and Fabio González.
Bag of features for automatic classiﬁcation of Alzheimer's disease in magnetic reso-
nance images. In Progress in Pattern Recognition, Image Analysis, Computer Vision,
and Applications, volume 7441 of Lecture Notes in Computer Science, pages 559-566.
Springer Berlin Heidelberg, 2012 [131].
• Raúl Ramos-Pollán, John Arevalo, Angel Cruz-Roa, and Fabio González. High
throughput location proteomics in confocal images from the human protein atlas using
a bag-of-features representation. In Advances in Computational Biology, volume 232 of
Advances in Intelligent Systems and Computing, pages 77-82. Springer International
Publishing, 2014 [128].
• Raul Ramos, John Arevalo, and Fabio Gonzalez. Learning a bag of features represen-
tation of the Human Protein Atlas on the cloud. In 6a Conferencia Latinoamericana
de Computación de Alto Rendimiento, 2013. [124].
• Raul Ramos-Pollan, Fabio Gonzalez, J.C. Caicedo, Angel Cruz-Roa, J.E. Camargo,
J.A. Vanegas, S.A. Perez, J.D. Bermeo, J.S. Otalora, P.K. Rozo, and John Arevalo.
Bigs: A framework for large-scale image processing and analysis over distributed and
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heterogeneous computing resources. In E-Science (e-Science), 2012 IEEE 8th Interna-
tional Conference on, pages 18, 2012. [127].
1.2.1 Products
The following is the list of software packages, libraries and/or prototypes built during the
development of this project:
• BIGS: A framework to perform large scale image analysis. This project contributed
several machine learning algorithms like logistic regression, naive Bayes, as well as
strategies to parallelize computations.
• uﬂdl-lib: Library written in MATLAB to perform feature learning using RICA, TICA
and sparse autoencoders methods with a convolutional approach to scale up on large
images. Deep architectures can be easily implemented using simple conﬁguration struc-
tures. The experimental workﬂow is deﬁned on a single conﬁguration ﬁle.
1.3 Outline
The remainder of this document is organized as follows. Next chapter gives an overall back-
ground of histopathology image processing. In Chapter 3 an unsupervised feature learning
framework for histopathology images is presented including a systematic evaluation on a
basal cell carcinoma dataset. Chapter 4 describes the additional contributions done during
development of this research including a systematic evaluation of the bag of features frame-
work in diﬀerent medical tasks for classiﬁcation and morphometric estimation as well as a
scalability approach for bag of features in a cloud computing environment. Finally, Chapter
5 shows a summary that discusses the main aspects of this research, presents the conclusions
and the future work.
2 Histopathology image
representation
Digital images are pixels matrices with intensities for each color channel. This is the lowest-
level representation which does not provide semantic information by itself. Direct inspection
of this low-level information alone does not provide an evidence of, for instance, a particular
tissue being a tumor or how many nuclei cells there are present in the image. The fact that
the high-level semantic information is not immediately apparent from the low-level pixel
data is known as the semantic gap [71]. In histopathology images, such gap is particularly
important mainly because of the high visual variability resulting from the diversity of tissues
and structures and the particularities of the acquisition process discussed in the previous
chapter. This chapter presents the traditional approach for automatic histopathology image
analysis (Section 2.1); a systematic review of representation strategies for histopathology
analysis (Section 2.2) and their applications for diagnosis and grading support tasks (Section
2.3). This review was submitted for publication in [3].
2.1 Histopathology image processing
A typical automatic histopathology image analysis workﬂow is depicted in Figure 2-1. The
ﬁrst step is image preprocessing in which raw image data is transformed in order to reduce
visual variability and noise, as well as making it more suitable for the subsequent steps.
Common tasks in this phase include pixels intensity normalization to deal with luminance
artifacts, image scaling to reduce representation size and dimensionality reduction using
techniques such as Principal Component Analysis (PCA). The second step is feature extrac-
tion, whose purpose is to produce a more descriptive representation of the image making
explicit important information which is not directly manifest from the raw pixels. There
are two main types of features: region-based (local) descriptors and image-based (global)
descriptors. Image-based descriptors try to describe the image as a single entity, while
region-based methods assume an image is composed of independent building blocks and,
therefore the image can be modeled as a combination of such blocks. Sometimes, visual
features in a region-based scheme are extracted from the most relevant parts of the image,
commonly known as Regions of Interest (ROI), this can be achieved through segmentation
techniques where background is removed to highlight relevant objects, or by applying tech-
niques like Scale-invariant feature transform (SIFT) [92] to detect interesting points in the
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Figure 2-1: Typical histopathology automatic image analysis workﬂow
object. Either global or part-based, the feature extraction process calculates descriptors to
describe in a concise way the content of the image. In the third step, interesting visual
patterns are detected and identiﬁed, this is known as pattern recognition. This is usually
accomplished using supervised machine learning methods. These methods learn a discrim-
inative classiﬁcation model from annotated training data. The learned model is later used
to classify new unseen images [2]. The performance of pattern recognition models is highly
dependent on the features used; therefore picking the right features for a particular problem
is the main motivation to provide a review of current representation techniques applied in
the histopathology domain. Supervised machine learning algorithms applied to automatic
image categorization require representative training sets of images. Because of the high
histopathology image visual variability, a supervised learning method usually needs a large
number of images from diﬀerent patients to make successful generalizations [117]. In addi-
tion to visual variability, complex structures and patterns are presented in histology images.
Then, diﬀerent approaches have been applied to characterize and represent the visual infor-
mation on histopathology images and solve particular problems (e.g. cancer detection and
grading).
2.2 Feature extraction
A common characteristic present in many of the reviewed works is the fact that particular
image analysis problems demand speciﬁc image representation schemes. The main reason is
that diﬀerent organs express diﬀerent complex biological structures, increasing visual vari-
ability and making harder to close the semantic gap. Every approach needs to describe the
image content within some data structure that captures its visual content and biological
structures conﬁguration. Diﬀerent methods for visual features extraction have been pro-
posed. An overview of the most common feature extraction schemes used for histopathology
image representation in diﬀerent works is listed in Table 2-1. Visual features aim to de-
scribe the most relevant information to feed a speciﬁc Machine Learning (ML) algorithm,
depending on the task and the type of the images, some features can be more eﬃcient than
others. Visual content of images could be typically represented by using either all the pixels
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Table 2-1: Overview of feature extraction schemes applied on histology domain.
Feature type Detail Applications
Intensities
Grayscale [25]
RGB
[117, 99, 25, 147, 120, 62,
115]
HSV [133, 134, 99, 25]
CIEL*a*b [99, 46, 115]
Morphological Area, perimeter, shape, etc.
[103, 50, 106, 39, 140, 112,
90, 12, 105, 89, 151]
Topological
Voronoi Diagram, Delaunay
Triangulation
[48, 11, 93, 12]
Nearest Neighbor [11, 93]
Minimum Spanning Tree [48, 11, 93, 12]
Texture
Haralick
[48, 133, 134, 106, 79, 23,
25]
Gabor Filter [110, 48, 76]
Co-occurrence texture [46, 148, 138]
Haar wavelet coeﬃcients [58, 1]
LBP [77, 76]
Bag of features
[20, 21, 30, 43, 58, 129,
147, 116]
in the image for a unique representation (Image-based descriptors) or splitting the image
and extract a set of features per each segment (region-based descriptors). Independently of
the ROI to be analyzed (i.e. whole image or segments), in histopathology image domain,
feature extraction methods are usually classiﬁed as follows [63, 42].
2.2.1 Intensity features
This kind of features provides information of the gray level or color of pixels located in the
ROI. This feature extraction approach uses diﬀerent color spaces. Samsi et al. [133], [134]
used the Hue channel from the HSV (Hue-Saturation-Value) color space conversion of the
original image, while Ozdemir et al. [117] worked on white/pink/purple color dimension. In
[99], 11 color models were evaluated to compare the incidence over the performance in a
classiﬁcation task, they found that there is no single model which works better than others
in every case. This can be supported in the results reported on [94, 46], where the ﬁrst
one reported RGB color space performed better than others, while the second one ensures
adding CIELab color information may improve classiﬁcation capability.
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2.2.2 Morphological features
These features provide information about the size and shape of the described region, object
or image. In [103] gland area was used as discriminative criteria to classify between benign
or malignant, while Dundar et al. [50] used perimeter as feature descriptor to characterize
cell size in segmentation process. Taking advantage of pathologist's experience in diagno-
sis of Oral Submucous Fibrosis (OSF), Muthu Rama Krishnan et al. [106] represented the
image using morphological features like eccentricity, perimeter, area equivalent diameter to
describe cell nucleus. Not only classiﬁcation tasks can be performed using this type of fea-
tures, Dangott et al. [39] built an automated system for diﬀerential white blood cell (WBC)
counting based on 19 features such as area, perimeter, convex area, solidity, orientation
and eccentricity. Also, these features have been used by Sparks et al. [140] to construct
Content-Based Image Retrieval (CBIR) to ﬁnd prostate histopathology images based on
morphological similarity. As well as [112] and some mentioned works, most of the morpho-
logical measures estimations are done based on a previous segmentation, and therefore its
performance depends on the precision of such segmentation.
2.2.3 Topological features
Topological features provide information about some structure within the image. This de-
scription is particularly useful on the segmentation task, where graph theory is commonly
the most used in this group of features. A graph is created with a set of points of interest
(e.g. nuclei detection), a Voronoi Diagram(VD) uses this set to build a diagram by dividing
the region with approximately the same area with graph's vertices as center for each region.
Delaunay Triangulation(DT) is built by ﬁtting a set of triangles over this graph in such way
that each circumcircle does not contain any vertex inside of them. Area, perimeter, angle
and other geometrical features are calculated from this set of regions/triangles to describe
visual content of such regions. Nearest Neighbor uses information like distance, density,
closeness of N nearest neighbor as descriptor for each vertex in the graph. Lastly, Mini-
mum Spanning Tree (MST) ﬁnds the shortest path in a graph, length of each edge can be
used as descriptor. Basavanhally et al. [11] concatenated up to 50 features from DT VD
MST and nearest neighbor to train a classiﬁer to distinguish low and high grades in breast
cancer histopathology images. Madabhushi et al. [93] proposed a method that extracts infor-
mation from multimodal information, including magnetic resonance imaging (MRI), digital
pathology and protein expression combining DT, VD, MST and NN descriptors by graph
embedding method to characterize spatial arrangement of nuclear structures and, in con-
junction with a SVM classiﬁer, distinguish samples with diﬀerent levels of Lymphocytic
inﬁltration in breast cancer. In Doyle et al. [48] a model was proposed to grade cancer in
breast images by feature combination of VD and DT using graph embedding. In [39] DT was
also used to ﬁnd possible edges that might correspond to the boundaries between segmented
nucleus.
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2.2.4 Texture features
These features provide information about the variation of intensities presented in the region,
helping to tissue identiﬁcation. Haralick features [61] suggests a set of 28 textural features
deﬁned by several equations, some of those related with statistical properties such as corre-
lations, means, variances among others. Depending on the application domain, only some
of those features can be used. Kuse et al. [79] extracted 18 Haralick texture features to
classify lymphocytes and non-lymphocytes, Chaddad et al. [23] used 5 main Haralick coeﬃ-
cients from Gray Level Co-Ocurrence (GLCM) Matrix for texture analysis and colon cancer
cell detection. Cinar Akakin and Gurcan [25] extracted 7 haralick features from normalized
co-ocurrence matrix for grayscale, RGB and HSV color spaces to index content in a CBIR
system. In [48] 6 Haralick features were calculated to combine them with topological and
color features to grade breast cancer. Bag of features is an adaptive approach to model image
structures using a dictionary learned from images patches. Each patch can be represented
through diﬀerent descriptors, image representation is built with a frequency histogram where
each bin shows how related is the image with each visual word of the dictionary. This model
has obtained successful results for basal-cell carcinoma detection [20, 21, 30, 43], medul-
lobastoma [58] and renal cell carcinoma [129] classiﬁcation. This kind of representation was
used to build a CBIR system using Non Negative Matrix Factorization(NMF) by [147]. Lo-
cal Binary Pattern (LBP) is a texture descriptor that labels the pixels by thresholding the
neighborhood against current pixel, set 1 if neighbor is above it, 0 otherwise, then these val-
ues are concatenated following a circle around evaluated pixel to obtain 8 binary digits, to
ﬁnally convert them in a 10-base number. This operator has been applied in histopathology
images to identify oral cancer [77, 76], as well as a descriptor for image indexing for retrieval
systems[147].
2.2.5 Feature composition
To improve the performance of the applied methodology, several authors have built more
complex features by their combination or selection depending on statistical or another
analysis[59]. In [25] color and texture features were extracted and normalized with null
mean and unit variance, and then Non-negative Matrix Factorization (NMF) model was
used to combine such features by dimensionality reduction. In [106] ﬁve biological charac-
teristics were suggested by experienced oncopathologists: nuclear changes, polymorphism,
nuclear irregularity, hyperchromasia and nuclear texture, then these features were extracted
based on that type of characteristics. An unsupervised feature extraction was applied to
remove any bias towards certain features which might afterwards aﬀect the classiﬁcation
procedure. Also, in [77], three texture features were extracted: LBP, Higher order spectra
(HOS) and Laws Texture Energy (LTE), then applied Analysis of variance (ANOVA) to ex-
tract features prior to classiﬁcation to verify discriminating capability. The above features,
summarized in Figure 2-2, are much more complex than others reported on this section, and
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Figure 2-2: Overview of common approaches for feature composition in histopathology image
representation.
all of them require a prior design and parameters have to be ﬁtted according to the objective
and domain. The previous classiﬁcation demonstrates that eﬀorts have been oriented to
build speciﬁc design for each domain, even for each task. However this representation could
not be scalable for other problems.
2.3 Image-based diagnosis and grading support
One of the most common applications for automatic histopathology image analysis is de-
tection and grading of cancer. Some of the main problems where automatic histopathology
image analysis has been applied are described as follows.
2.3.1 Prostate cancer
In Colombia, prostate cancer is the most common cancer in men and it is also one of the
leading causes of death by cancer (more than 8000 new cases and 2400 deaths per year [101]).
This type of cancer is graded from 1 to 5 using Gleason grading method, and it is based
on structural features of the tissue, where Grade 1 has well deﬁned patterns, while 5 grade
patterns are diﬃcult to diﬀerentiate. Automatic grading can be performed in two stages,
a segmentation process to extract glands from the background and to get morphological
measures from them, and then train a classiﬁer to recognize their patterns and perform
annotation of each grade. Peng et al. [120] applied PCA in RGB color decomposition to
remove correlations between channels, then K-means clustering algorithm is applied with
resultant components for k = 4 to identify lumen, nuclei, cytoplasm and stroma with expert
guidance, ﬁnally, a region growing method was applied to complete the segmentation. After
that, morphological features of segmented regions are used as input for an LDA classiﬁer.
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Monaco et al. [103] convolved the image with a gaussian kernel, using peaks as seeds for
a region growing procedure. Glands area is estimated and used jointly with a Markov
Random Field (MRF) to train a Bayesian estimator and classify glands as either malignant
or benign. Naik et al. [111], [112] performed a semi-automatic gland segmentation using
low-level features, high-level features and speciﬁc domain information. Then, morphological
and topological features were extracted from regions and used to train a binary Support
Vector Machine (SVM) model, for classifying between 3 and 4 grades. Another approach
using extracted features directly from image into a classiﬁcation model has been applied in
this domain. This approach commonly uses texture features like co-occurrence matrix [46],
Haar wavelets [1] and texton histogram [73].
2.3.2 Cervix cancer
Cervix cancer is the most prevalent cancer in Colombia, 17.5% of new cases in women each
year, and 97% of these new cases were diagnosed with a primary tumor histology[102].
Cervix cancer refers to cancer forming tissues of the uterine cervix, and is graded into three
categories: cervical intraepithelial neoplasia (CIN) 1, CIN 2 and CIN 3 corresponding to mild,
moderate and severe dysplasia. In [148] segmentation was performed with a supervised model
using texture features and a SVM classiﬁer at diﬀerent resolutions, after that, morphological
measures of nuclei are used to train a multiclass SVM model with RBF Kernel and to grade
cervix cancer. [110] proposed a gabor-ﬁlter-based segmentation with a supervised learning
approach, resulting in a pixel-by-pixel classiﬁcation into four classes: basal, stroma, normal
and abnormal cell. Then, clustering and median ﬁlters are applied to count normal and
abnormal nuclei. Finally, the ratio between normal and abnormal is used as discriminant
feature to grade the image. On the other hand, a standalone segmentation was proposed in
[152] to identify cervical nuclei based on HSV color and morphological features, while [62]
applied GMM (Gaussian Mixture Models) and grayscale features.
2.3.3 Colon cancer
It is the third most common cancer in the world for both women and men, in Colombia it is
the fourth for both. Also, in Colombia it is the ﬁfth leading cause of death for cancer. As-
sessment of cancer grading is based on visual abnormalities found by pathologists; this grade
is subjective because it depends on interpretation given by the expert. Automatic meth-
ods have been proposed to detect and grade colon cancer. Ozdemir et al. [117] presented
a strategy to classify samples as normal, low-grade and high-grade cancerous, representing
images with features extracted from windows centered in random sampling points, and a K-
means clustering is performed to get template sequences. Training images are represented
with these templates sequences, then a markovian model is trained with such representa-
tions. Experiments showed the proposed model performs better than raw features, even
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when there was less data to train. A segmentation approach was shown in [23] using ﬁve
measures of Haralick texture features, to detect three types of cells: carcinoma, benign and
intraepithelial neoplasia, using a neural network as classiﬁer, obtaining at the end a com-
putational simplicity of segmentation which is performed in a very short time. Tosun et al.
[146] presented an unsupervised object-oriented segmentation algorithm based on texture
features. K-means clustering is performed on the color intensities to detect and deﬁne ob-
jects referred to connective tissues, luminal structures and epithelial cell components. Two
homogeneity measures were deﬁned, Object size uniformity and object spatial distribution
uniformity, as texture features for each object, ﬁnally a region-growing algorithm is carried
out to complete the segmentation process. The proposed method was compared against
JSEG algorithm, a pixel-oriented approach [70], obtaining better performance in terms of
speciﬁcity and sensitivity.
2.3.4 Basal cell carcinoma
Basal-cell carcinoma(BCC) is the most common skin disease in white populations, its inci-
dence is growing worldwide [100] and it represents more than 59% of skin cancer cases in
Colombia. It has diﬀerent risk factors and its development is mainly due to ultraviolet radi-
ation exposure. Although it does not usually metastasizes or kills, it may cause signiﬁcant
tissue damage, destruction and, in some cases, disﬁgurement. The prognostic is excellent
provided it be an appropriate treatment in early stages. Pathologists conﬁrm whether or not
this disease is present after a biopsied tissue is evaluated under microscope. In this evalua-
tion, physicians aim to recognize some characteristic patterns or complex mixes of patterns.
In [150], the structural patterns that characterize the basal-cell carcinoma are described and
correspond to 11 diﬀerent complex patterns. Figure 2-3 shows histopathology image samples
stained with hematoxylin-eosin (H&E) from tumoral and non-tumoral tissue samples. These
images illustrate the high intra-class visual variability in BCC diagnosis, which is caused by
the presence (or absence) of diﬀerent morphological and architectural structures, both in
healthy tissues (eccrine glands, hair follicles, epithelium, collagen, sebaceous glands) and
BCC subtypes (morpheaform, nodular and cystic change).
Automatic image analysis of Basal-cell carcinoma had been explored previously. Initially,
Caicedo et al. [19] proposed to use a set of global hand-crafted features for visual content
image representation of BCC images in content-based image retrieval. Then, they proposed
in [31, 20] a framework to detect automatically diﬀerent biological structures to diagnose
BCC by combining an image representation technique used in computer vision known as
bag of features (BOF) and a machine learning model called kernel methods. Camargo et al.
[22] proposed a method to ease its visualization and exploration using BOF with texture
features. Looking for a more detailed diagnosis, Díaz and Romero [43] proposed an anno-
tation model with probabilistic Latent Semantic Analysis (pLSA) and BOF representation
as input features. Other methods for automatic annotation for BCC collections has been
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Figure 2-3: Example of histopathology images from skin biopsies for Basal-cell carcinoma
tumor detection. Healthy tissues: a) Collagen, b) sebaceous glands and epi-
dermis, c) pilosebaceous apparatus; and cancerous tissues: d) Cystic Basal-cell
carcinoma, e) Basal-cell carcinoma, f) morpheaform Basal-cell carcinoma.
proposed, Cruz-Roa et al. [34, 32] applied NMF with BOF to build a latent topic model with
probabilistic support as main advantage for interpretability of results. A proper determina-
tion of Regions of interest(ROI) would allow to concentrate any processing eﬀort on speciﬁc
image areas to diagnose BCC disease, to ﬁnd such ROIs. Gutiérrez et al. [60] proposed a
supervised model inspired by visual cortex areas of the brain and the way they perceive
the world. Díaz and Romero [44] have proposed a microstructural tissue analysis in basal
cell carcinoma images using a stain correction of H&E images and an automatic method to
identify morphological and architectural features by square regions in images based on latent
semantic analysis and support vector machines.
The BCC dataset
The BCC dataset comprises 1417 image patches of 300×300 pixels extracted from 308 images
of 1024×768 pixels, each image is related to an independent ROI on a slide biopsy. Each
image is in RGB and corresponds to ﬁeld of views with a 10X magniﬁcation and stained
with H&E [44, 34]. These images were manually annotated by a pathologist, indicating the
presence (or absence) of BCC and other architectural and morphological features (collagen,
epidermis, sebaceous glands, eccrine glands, hair follicles and inﬂammatory inﬁltration). The
Figure 2-4 shows diﬀerent examples of these images.
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Figure 2-4: Example of images from BCC dataset. First row shows some squared patches
from healthy tissues. Second row shows some squared patches from pathological
tissues.
3 Unsupervised feature learning
framework for basal cell carcinoma
image analysis
The success of any histopathology image analysis method depends on how well it captures
morphological and architectural characteristics from nuclei, cells, glands, organs and tis-
sues. In turn this depends on how well the method characterizes the visual content of
the histopathology image. Such characterization is performed using diﬀerent representa-
tion strategies. This chapter addresses the problem of automatic histopathology BCC im-
age analysis through a framework that integrates unsupervised feature learning, supervised
learning and visual interpretability. The experimental evaluation shows that the proposed
framework outperforms state-of-the-art BCC histopathology image representation and clas-
siﬁcation methods. The main contributions of this work are:
• a systematic evaluation of diﬀerent unsupervised feature learning strategies on BCC
histopathology images, which shows that, in this particular problem, learned features
outperform state-of-the-art canonical representations;
• a method for histopathology image classiﬁcation which integrates unsupervised feature
learning and deep unsupervised learning; and
• a strategy to endow the classiﬁcation method with a visual interpretation layer, which
exploits both the hierarchical representation of the model, to highlight those regions
of the image that contribute to a higher degree to the model prediction, and the
topographic organization of the learned representation, to identify visual patterns as-
sociated with tumor and non-tumor images.
This chapter is organized as follows: Section 3.1 makes a review of the relevant literature,
Section 3.2 brieﬂy describes the uniﬁed deep learning framework for BCC histopathology
image representation and analysis; Section 3.3 details the unsupervised feature learning
stage; the strategies used to represent images using learned features are discussed in Section
3.4; the classiﬁcation algorithm is explained in Section 3.5; Section 3.6 details the notion of
deep architectures and their training approach; ﬁnally, the interpretability stage is elaborated
in Section 3.7. This chapter gathers the main papers written in the course of this research
([5, 4, 36]).
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3.1 Representation learning and deep learning
Representation Learning and Deep Learning have recently drawn a lot of attention thanks
to the impressive results in diﬀerent computer vision and pattern recognition tasks. Bengio
et al. [16] deﬁnes deep learning as a set of models that combine multiple linear and non-linear
transformations of the data, with the goal of yielding more abstract and ultimately more
useful representations. These methods have increased rapidly in popularity and attracted re-
searchers attention activity due to a remarkable string of empirical successes both in academy
and in industry beating traditional approaches in each application domain, such as speech
recognition, object recognition and image classiﬁcation, with signiﬁcant breakthrough results
[64, 15, 137, 82, 78].
In fact, these approaches have already been used successfully in histopathology image anal-
ysis tasks recently. Malon et al. [96] were one of the ﬁrsts proposing to use Convolutional
Neural Networks (CNN), one of the most popular type of supervised deep learning models,
to count mitotic ﬁgures in the breast, to recognize epithelial layers in the stomach, and
to detect signet ring cells. CNN had been also used in segmentation and classiﬁcation of
histopathology images for breast cancer cell detection [118, 104]. Both works proposed CNN
as deep learning model to learn the image representation over squared image regions. Le
et al. [84] applied a two layer neural network, to tissue sections for characterizing necrosis,
apoptotic, and viable regions of Glioblastoma Multifrome (GBM) from TCGA1 database.
They learnt the feature representation in an unsupervised way using a network of Recon-
struction Independent Subspace Analysis (RISA) [83]. Recently, CNN models had been also
applied to challenging task of automatic mitosis detection in breast cancer histopathology
images [95, 26]. In [95] the authors propose combine a set of hand-crafted features with
a CNN. Whereas, authors in [26] proposed a more sophisticated and large CNN architec-
ture GPU optimized over huge amount of training data, around of 1 million of samples for
training. Both were the fourth and ﬁrst place in mitosis detection challenge in ICPR'2012
respectively [130].
Most of above previous works in histopathology image analysis are focused in supervised
feature learning techniques such as CNN models. These kind of methods are addressed to
solve supervised tasks, such as nuclei segmentation or tissue classiﬁcation, where the learned
representation depends on a supervised given task. Nevertheless, the appropriate image
representation itself could be independent of the high-level task because it depends on la-
beled samples and prior knowledge provided by experts. In many cases this labeled data is
not available, particularly in a biomedical domain due to limitations in time or cost. The
alternative is to use unsupervised feature learning methods which have shown successful
and promising results to learn automatically the appropriate image representation from raw
data [82]. In addition, since 2006 a breakthrough in feature learning and deep learning was
initiated by Geoﬀrey Hinton [64] thanks to novel methods to learn a hierarchy of features
1The Cancer Genome Atlas, http://cancergenome.nih.gov/
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one level at a time in a unsupervised way. This allows a faster training of deep architecture
models for representation learning. However, unsupervised feature learning have not been
suﬃciently explored for histopathology image analysis. Herein is performed a systematic
evaluation with three unsupervised feature learning methods (sparse autoencoders, recon-
struction independent component analysis (RICA) and Topographic ICA), a comparison of
several architectures (deep and shallow), two strategies for whole image representation (con-
volution or histogram of bag of features) and a set of comprehensive interpretation strategies
for visual semantic image analysis.
3.2 UFL framework for BCC image analysis
The main contribution of this thesis is a framework for automatic classiﬁcation of histopathol-
ogy images. The representation, based on unsupervised feature learning, is directly learned
from the data and experimental evaluation shows that the improves the performance of auto-
matic analysis tasks, particularly in automatic classiﬁcation of BCC images. The proposed
framework is depicted in Figure 3-1. The ﬁrst step (Section 3.3) learns a set of feature
detectors from a set of patches randomly sampled from the image collection. Such detectors
will capture the most common patterns present at small regions. In the second step (Section
3.4), images are represented using either a convolutional neural network or bag-of-features
representation. In the third step a classiﬁcation model is trained (Section 3.5). The fourth
stage corresponds to a interpretabilily layer where the most discriminative features are high-
lithed (or are )visualized framework adds visualization capabilities, using the learned features
and the classiﬁcation model (Section 3.7). The following sections describe the details of the
framework.
3.3 Unsupervised feature learning
Feature extraction is a fundamental process for machine learning. Its goal is to extract
useful characteristics from objects which are later fed to a learning algorithm. In computer
vision, feature extraction corresponds to calculate values from input images. These values
(features) represent particular characteristics of the image and are calculated from the raw
pixels. The functions used to compute such features are called feature detectors. Tradi-
tional approaches in histopathology image analysis are based on standard or hand-crafted
feature detectors which are manually selected to ﬁt the problem at hand. Many eﬀorts have
focused on improving classiﬁers performance or enhancing the representation using domain
knowledge. Unsupervised Feature Learning (UFL) tackle this problem from a diﬀerent per-
spective. Instead of designing custom feature detectors, UFL learns them from data in an
unsupervised way.
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Figure 3-1: Overall scheme of Unsupervised Feature Learning Framework.
An UFL model learns a set of feature detectors that can explain better the content of the
data. These feature detectors are directly learned from the data through an optimization
process. Feature detectors are modeled as linear or non-linear transformations applied to an
input image, fj : Rd → R, where Rd is the image representation space (e.g. d = h · w for
grayscale images of h × w pixels). If there are n diﬀerent features, all the features may be
grouped in a unique transformation f : Rd → Rn such that f(I) = (f1(I), . . . , fn(I)).
There are diﬀerent approaches to perform UFL. Among the most popular ones, is auto-
encoding UFL, which attempts to ﬁnd a function (the autoencoder) able to reconstruct its
input. In this context, feature detectors, fj, may be seen as encoding functions with a
corresponding decoding function g, which tries to recover the original input images from the
features:
rΘ(I) = g(f(I)) ≈ I,
where g : Rn → Rd is the decoding function, rΘ : Rd → Rd is the reconstruction function,
and Θ is a set of parameters which determine the functions g and f . This approach may
be seen as a 2-layer neural network which looks for an output as similar as possible to the
input, i.e. to minimize reconstruction error.
It should be noted that when the number of features is greater than the dimension of the
input data, n > d, the model is tempted to learn feature detectors with zero or identity
functions. A regularization term is usually included to prevent such behavior. In summary,
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the objective function of autoencoders is deﬁned as
J(Θ) = L (X, rΘ (X)) +R (X,Θ) ,
where X ∈ Rd×m is the training dataset of size m with linearized images as columns, L (·)
is the loss function of the reconstruction and R (·) the regularization term. Several variants
of autoencoders have been developed and the kind of learned feature detectors depend on
functions L and R. In this work we evaluated three main UFL approaches: sparse autoen-
coders, reconstruct independent component analysis (RICA) and topographic independent
component analysis (TICA).
3.3.1 Sparse autoencoders
A desired property for the new representation of data is sparseness. Getting a more compact
(sparse) representation of data means that the model discovers the most representative
structure in the data yielding to more expressive power. Sparse autoencoders (sAE) objective
function is given by:
Jsparse (Θ) =
1
2
m∑
i=1
∥∥rΘ(x(i))− x(i)∥∥22 + β n∑
j=1
KL (ρ||ρˆj) + γ
2
(
‖W‖2F + ‖W′‖2F
)
,
where x(i) ∈ Rd is the i-th sample in the training set X, β ∈ R is the hyperparame-
ter that controls the trade-oﬀ between regularization and reconstruction, and KL(ρ||ρˆj) =
ρ log
(
ρ
ρˆj
)
+ (1− ρ) log
(
1−ρ
1−ρˆj
)
is the Kullback-Leibler divergence between two Bernoulli dis-
tributions with means ρ ∈ R, the desired sparsity parameter percentage, and ρˆj ∈ R, the
average activation of the j-th feature detector. When ρ is close to zero the second term
penalizes high activations of feature detectors, in other words, the model tries to ﬁnd sparse
representations for the data. We chose f (x) = sigmoid(Wx+b) and g (s) = W′s+c. Thus,
Θ = {W,W′, b, c} is the set of parameters, W ∈ Rn×d and W′ ∈ Rd×n are the encoder
and decoder weight matrices, and b ∈ Rn and c ∈ Rd are encoder and decoder bias vec-
tors. Finally, the third term regularizes magnitudes of the weights through the Frobenius
norm (‖·‖F ), with the hyperparameter γ ∈ R controlling the importance of the term in the
objective function.
Figure 3-2 shows feature detectors learned with sAE from a set of patches randomly sampled
from the BCC dataset. Note that the algorithm learns not only low level features like edges
and textures, but also particularities of the dataset such as nuclei shapes. The features
visualization process is detailed in Section 3.7.
3.3.2 RICA
Independent Component Analysis (ICA) discovers robust representations based on the as-
sumption that images can be reconstructed by a linear combination of statistically inde-
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Figure 3-2: Set of features detectors learned with the sparse autoencoders algorithm.
pendent feature detectors. ICA ﬁnds such features by solving the following optimization
problem:
minimize
W
n∑
j=1
m∑
i=1
v
(
fj
(
x(i)
))
s.t.WWT = I,
where W =
[
WT1 . . .W
T
n
]T
, fj(x) = Wjx is the j-th feature detector, and v : R → R is
a smoothed version of the L1-norm. We use v (s) =
√
s2 + , where  ∈ R is a smoothing
parameter. ICA has been applied successfully in object recognition tasks, however it has two
main limitations that come from its orthogonality constraint. It can not learn overcomplete
representations and its training procedure with classical optimization techniques requires
to solve an eigenvalue problem at each iteration, making it computationally expensive. Le
et al. [81] proposed a soft-version of ICA called Reconstruction ICA (RICA), replacing the
orthogonality constraint by a reconstruction penalty and deﬁned by:
JRICA(W) =
λ
m
m∑
i=1
∥∥WTWx(i) − x(i)∥∥2
2
+
m∑
i=1
n∑
j=1
v
(
Wjx
(i)
)
,
Notice that in this case g(s) = W T s. This model ﬁnds a set of feature weights W that
reconstruct the original data using near orthogonal bases, while keeping the data repre-
sentation (Wx) sparse. A key advantage of this formulation is that being an unconstrained
problem, eﬃcient implementations of gradient-based optimization methods can be applied to
ﬁnd good solutions. Also note that RICA model only requires to adjust the hyperparameter
λ, in contrast to sAE where a trade-oﬀ between γ, β and ρ should be found.
Figure 3-3 shows feature detectors learned with RICA from a set of patches randomly
sampled from the BCC dataset. Note that the algorithm learns similar features to the
ones learned from sAE, but in this case features are less degenerated (i.e repeated) and the
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Figure 3-3: Set of features detectors learned with the RICA algorithm
computational time in the training stage was smaller. The features visualization process is
detailed in Section 3.7.
3.3.3 Topographic ICA
Inspired by the biological visual system, topographic models seek to organize learned feature
detectors such that similar activations are close together, while diﬀerent ones are set apart.
This arrangement follows the visual cortex model where cells have a speciﬁc spatial organi-
zation and response of neurons change in a systematic way [67]. Particularly, Topographic
RICA (TICA) builds a square matrix to organize feature detectors in l groups such that
adjacent feature detectors activate in a similar proportion to the same stimulus. TICA cost
function is given by:
JTICA(W) =
λ
m
m∑
i=1
∥∥WTWx(i) − x(i)∥∥2
2
+
m∑
i=1
l∑
k=1
√
Hk (Wx(i))
2
+ ,
where l is the number of desired groups in the topography, H ∈{0, 1}l×n is the topographic
organization withH(j)k = 1 if the j-th feature detector belongs to the k-th group, 0 otherwise.
This model sets H ﬁxed and learnsW. Similarly to RICA, TICA is also unconstrained and
it can be treated with eﬃcient optimization solvers like L-BFGS[88].
TICA calculates two types of features: basic features, fj(x) = Wjx, and invariant features
f ∗j (x) =
√
H (Wx)2. Invariant features group several basic features based on their adjacency
in the topographic map.
Figure 3-4 shows feature detectors learned with TICA from a set of patches randomly sam-
pled from the BCC dataset. The features organization is visually evident; the topographic
map arrangement set similar feature detectors close to each other. Such organization in-
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Figure 3-4: Set of features detectors learned with the TICA algorithm
cludes interesting invariances that are used to improve the representative capabilities of the
model. The features visualization process is detailed in Section 3.7.
3.4 Global image representation
UFL methods are computationally expensive when they are applied on large images (e.g.
100× 100 and larger) due to exponential increase of the input and the operations needed to
train the model. Several eﬀorts [82, 27] have dealt with this issue using GPUs implementa-
tions. However, under the assumption that histopathology images have stationary property,
i.e. in a large collection of images, the statistics at one position are no diﬀerent than any
other[56], part-based representation strategies like Bag of Features or Convolutional Neural
Networks allow us to move from patch representation to image representation.
3.4.1 Bag of features representation
Bag of Features (BOF) is a framework used to represent images based on the assumption
that an image is composed by a set of unordered parts [38, 52]. The BOF modeling workﬂow
is depicted in Figure 3-5 and usually contains four major components. Feature Extraction,
used to identify regions of interest in the image; Feature Description, to transform identiﬁed
regions into numerical vectors (features); Dictionary Construction, to ﬁnd the most com-
mon regions in the dataset, usually built using a clustering algorithm (e.g. K-means) over
features. Finally, the Representation will be a histogram with as many elements as visual
words in the dictionary. Such histogram is calculated by counting the frequency of each
visual word in the image. In this case, feature description stage is performed by applying
learned feature detectors described in the above sections.
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Figure 3-5: BOF workﬂow illustrating its four main stages: Feature extraction, feature de-
scription, dictionary construction and histogram representation.
3.4.2 Convolutional neural networks
Convolutional Neural Networks (CNN) [86] is a variant of Multilayer perceptron model
that reduces the number of connections between neurons by sharing weights across the
image. CNN apply local feature detectors as ﬁlters over the whole image to measure the
correspondence between the image and each learned pattern. Then, an aggregation or pooling
function is applied to reduce the representation dimensionality. Note that this ﬁltering makes
sense since we are assuming our images have stationary property, thus the local feature
detector look for the same pattern in the entire image. An aggregation or pooling function
is applied to the output of convolution in order to reduce dimensionality of representation.
CNN architecture is depicted in Figure 3-6 and described below.
Convolutional layer A single feature detector Wj is used as a ﬁlter over the image to
know if such particular pattern is presented in the image. Resultant matrixMj is commonly
known as feature map and its size is given by imageSize−filterSize+1 for a squared image
of size imageSize and a squared ﬁlter of size filterSize. Because histopathology images are
represented on RGB color space, resultant feature map has 3 matrices which are aggregated
by an element-wise summation. Therefore, an image will be represented by a set of n feature
maps (or l groups for TICA), one per each feature detector.
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Figure 3-6: Image representation workﬂow using convolutional neural networks with
poolSize = 2. Learned features are used as ﬁlters over the input image to obtain
feature maps (grayscale images). Then, they are aggregated using the pooling
function to ﬁnally obtain features that represent the content of the image.
Pooling layer Learning n > 3 feature detectors and concatenating resultant feature maps
to represent the image lead to greater dimensionality than raw pixels. To reduce the number
of parameters required to train the classiﬁer, an aggregation process is done by grouping
contiguous regions from each feature map and applying a pooling function like mean or max.
This procedure adds local translation invariance to the model. As an example consider an
image of m × m pixels and a set of n feature detectors of p × p pixels, resultant feature
maps after convolution have (m − p + 1) × (m − p + 1) size. If we set a pool dimension
(size of the region we are going to aggregate) of q (such that p is a multiple of q), then the
resultant features are going to be n matrices of m−p+1
q
× m−p+1
q
size. Consequently, the pool
size is given by m−p+1
q
. Note that m−p+1
q
< m, thus the greater the pool size, the smaller
the dimension of the resultant features. The image representation is the concatenation of
calculated features in the pooling process.
3.5 Classiﬁcation algorithm
Softmax regression is a multinomial classiﬁer that generalizes the logistic regression binary
classiﬁer [49]. This approach uses a convex cost function and therefore a global solution can
be found with gradient-based methods. Objective function is given by:
J (Φ) = − 1
m
[
m∑
i=1
C∑
j=1
1
{
y(i) = c
}
log
eφcs
(i)∑C
l=1 e
φls(i)
]
+
λ
2
‖Φ‖2F ,
where C is the number of classes, Φ ∈ RC×n are the parameters of the model with φc as the
weight vector associated to class c, s(i) = f(x(i)) is the feature vector for sample x(i), y(i) ∈ N
is the label for s(i) and λ is the regularization parameter. 1 {statement} function outputs
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1 if statement is true, 0 otherwise. By training the model with softmax, our framework is
compatible directly with mutually exclusive multiclass problems, such as cancer grading or
biological structure detection.
3.5.1 Experimental setup
All the experiments described in this chapter were performed according to the following
setup. The BCC dataset, described in Subsection 2.3, was used in a 5-fold cross validation
scheme. To keep consistency between training and test dataset, 150 × 150 pixels regions
that are sampled from the same 1024× 768 image belong to the same fold. Performance is
reported in terms of F-Score and balanced accuracy (BAC) by averaging the 5 folds. F-Score
corresponds to the harmonic mean of precision and recall, i.e. 2∗precision∗recall
precision+recall
, whereas BAC
corresponds to the average between sensitivity and speciﬁcity.
UFL methods learned 400 feature detectors and they were trained with 100, 000 patches
randomly sampled for each layer, the ﬁrst layer was trained sampling 8 × 8 patches from
training dataset because is the minimum size that cover a nucleus and cell according to
[33]. Since the aim of this research was the evaluation of diﬀerent image representations, the
softmax classiﬁer was trained for all experiments. All optimization functions were minimized
using L-BFGS, particularly Mark Schmidt's implementation2.
3.5.2 Results and discussion
This ﬁrst experiment makes a comparison between canonical features and features learned
with UFL methods for local patch representation. Canonical features correspond to theoret-
ical modeling of visual content representation of raw data in other transformed space. Exam-
ples of this kind of features are discrete cosine transform (DCT) and 2D wavelet transforms
which, in the case of images, represent the original spatial information of visual content in
other 2D frequency space depending of the theoretical basis (cosines or wavelets). The BOF
architecture was used to represent the image globally. Results depicted in Table 3-1 show
a clear advantage of learned features over canonical features. Also note that topographic
organization improves signiﬁcantly discriminant capabilities of the model.
2http://www.di.ens.fr/~mschmidt/Software/minFunc.html
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(a) Learned features (b) Canonical Features
Figure 3-7: Learned and canonical features comparison
Table 3-1: Classiﬁcation performance using canonical and learned features. BOF is the
global image representation
Representation Accuracy F-Score BAC
TICA 0.938 +/- 0.014 0.916 +/- 0.012 0.933 +/- 0.012
RICA 0.890 +/- 0.026 0.847 +/- 0.033 0.870 +/- 0.030
Autoencoders 0.890 +/- 0.014 0.843 +/- 0.016 0.875 +/- 0.018
DCT-400 0.872 +/- 0.030 0.825 +/- 0.038 0.864 +/- 0.031
Haar-400 0.813 +/- 0.022 0.730 +/- 0.017 0.789 +/- 0.017
This second experiment compares CNN and BOF for global image representation. CNN rep-
resentation was carried out for diﬀerent pool size values, 1, 2, 3, 4, 5, 10 and 20. sAE, RICA
and TICA UFL methods were applied. Additionally, a comparison between canonical feature
detectors and learned feature detectors was performed using CNN as global representation.
Results depicted in Figure 3-7 revealed that the model has better performance when the
pool size is small, i.e. calculating the average over all the image to measure pattern's activa-
tion in the image is better than doing it over local regions in the same image. This behavior
is consistent with the nature of the problem, because the cancer regions are present in an
image regardless of spatial location.
Results are depicted in Figure 3-8. Its noteworthy how TICA representation improves
performance for both, CNN and BOF representations. This is consistent with the results
reported in Figure 3-7 where TICA showed the best results. These results also show that
BOF considerably proﬁts from TICA representation, a possible explanation for this is that
TICA ﬁnds a set of transformations to map the data on to a new space where K-means is
able to better separate the patterns related with each concept (cancer and non-cancer).
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Figure 3-8: Comparison of global image representation methods
3.6 Deep architectures
UFL has been successfully applied in diﬀerent problems (natural language processing, object
recognition, speech recognition, among others) using deep learning (DL) architectures. DL
architectures construct multiple levels of representations by stacking layers over the raw
input data. This approach incorporates several advantages like feature re-using, abstraction
and invariance leading to more expressive models, i.e. it can represent inputs with a more
compact set of features [16]. Hinton et al. [64] proposed a strategy to train in an eﬃcient
way deep networks architectures based on a greedy layer-wise approach. Only one layer is
trained at a time, then the output of a trained layer is used as input to the next layer.
This architecture has been biologically inspired from the hierarchical arrangement of the
visual cortex. Lee et al. [87] compared learned features in ﬁrst and second layers of a neural
network with V1 and V2 areas respectively. They found that, quantitatively these features
matched well with the receptive ﬁelds obtained from biological V2 responses[68]. Bengio [14]
describes theoretical advantages of building deep architectures, particularly feature re-using
and abstraction of composed concepts based on simple ones. His main conclusion states that
when a function can be compactly represented by a deep architecture, it might need a very
large architecture to be represented by an insuﬃciently deep one.
3.6.1 Results and discussion
In order to measure how much does the second layer help, we combine representation of
one layer with a second layer learned from 100, 000 patches of 2 × 2 sampled from the ﬁrst
layer with a pooling size of 20 × 20 by concatenating extracted features from both layers.
Results are shown in Figure 3-9. This conﬁrms that features from the second layer are
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Figure 3-9: Deep learning comparison
Table 3-2: Overall classiﬁcation performance. Best results are in bold typeface.
Representation Accuracy F-Score BAC
TICA combined layers 0.944 +/- 0.025 0.925 +/- 0.031 0.941 +/- 0.027
AE combined layers 0.933 +/- 0.026 0.908 +/- 0.029 0.926 +/- 0.025
TICA Second layer 0.937 +/- 0.015 0.913 +/- 0.020 0.931 +/- 0.017
AE Second layer 0.916 +/- 0.034 0.886 +/- 0.039 0.907 +/- 0.031
TICA First Layer 0.936 +/- 0.022 0.914 +/- 0.027 0.933 +/- 0.020
AE w/ HistologyDS 0.921 +/- 0.031 0.894 +/- 0.032 0.914 +/- 0.029
AE w/ STL-10 0.902 +/- 0.027 0.868 +/- 0.024 0.895 +/- 0.024
AE First Layer 0.925 +/- 0.027 0.899 +/- 0.027 0.917 +/- 0.024
(BOF) ColorDCT-400 0.891 +/- 0.023 0.851 +/- 0.027 0.883 +/- 0.024
(BOF) GrayDCT-400 0.880 +/- 0.026 0.836 +/- 0.028 0.871 +/- 0.027
(BOF) Haar-400 0.796 +/- 0.026 0.708 +/- 0.031 0.772 +/- 0.026
indeed useful for BCC detection. Its noteworthy how topographic organization improves
performance for all global representations tested. These results suggest invariances found
with TICA and discussed in the next section add interesting properties that make trained
models gain discriminative characteristics.
Table 3-2 summarizes the systematic evaluation performed in this work in terms of F-Score
and BAC. For the BCC detection task, the results show that learning the representation
from data yields better performance than the usage of canonical feature detectors like DCT
or Haar. TICA model adds invariance properties that signiﬁcantly improve discriminant
capabilities of the classiﬁer. Visualization of feature detectors in the second layer suggests
the proposed framework is able to learn more abstract concepts when deep architectures are
trained. As a consequence, our best conﬁguration was obtained with TICA model in a deep
architecture combining features of both layers.
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3.7 Interpretability
Most learning-based computer vision models are a black-box, i.e. there is no knowledge
about what features describing an input image contributed to the ﬁnal decision, or what
regions in the image are related with certain concepts. Our proposed framework adds a
visualization layer that allows to crack the box getting insights to understand the behavior
of the classiﬁcation framework. Particularly we perform two visualizations. On the one hand,
we show the patterns that the ﬁlters are looking for, and which of those patterns are the most
relevant to make the classiﬁcation (Local patterns visualization). On the other hand and,
more interesting to pathologist, we highlight regions that, according to the learned model,
are related with cancerous patterns (Digital Staining). The strategies applied to perform
such visualizations are described below.
3.7.1 Local patterns visualization
The analysis of local feature detectors has two main objectives: to know the patterns that
such functions are seeking and to measure how relevant they are during classiﬁcation process.
Proposed approaches to cover those goals are described below.
• Feature detectors visualization: Finding what is the input x that maximizes the acti-
vation of a given feature detector fj (x) is interesting because this would tell us what
pattern this function is looking for. Note that such pattern is proportional to the ﬁlter
Wj learned in the ﬁrst layer because the output depends on the linear combination
Wjx. Then, the pattern can be displayed directly simply by reshapingWj ∈ Rd to get
an image patch with the same size as input x. Higher layers involve more complex trans-
formations (like pooling or convolution) yielding to a non convex optimization problem
[51], nevertheless the solution can be approximated using gradient-based methods to
ﬁnd the optimal stimuli for each feature detector in higher layers.
• Feature detectors organization: We are interested on the patterns organization built
by topographic regularization. When images are represented using a BOF strategy
and TICA as patch representation, the dictionary D ∈ RR×l contains combinations of
topographic groups. At the same time, the softmax classiﬁer learns the weight matrix
Φ ∈ RC×R such that φ(r)c links the r-th visual word in the dictionary to the c-th class.
Then, the relevance of a given feature detectorWj is estimated by
relevanceWj = ΦDH
(j),
where H(j)is the j-th column of the grouping matrix H and represents the membership
(1 or 0) of the feature detector Wj to the groups. To locate what feature detectors
are related with cancer, relevance of all feature detectors are calculated and organized
with respect to the position in the topographic map.
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3.7.2 Digital staining
In the context of automatic image annotation, interpretability means knowing why the sys-
tem predicted a particular classiﬁcation for an input image. Interpretability is important
when the output of the automatic image annotation system is an asset to support decisions,
e.g. in computer assisted medical diagnosis. A histopathology image can have diﬀerent struc-
tures, and it is possible that some of them do not necessarily correspond to the annotated
concept of the image. Digital staining is a new mechanism proposed by these thesis that
aims to identify high-level concepts in image regions, by highlighting them using information
from the classiﬁcation model and learned feature detectors.
The digital staining process is performed as follows: When sAE and CNN with pool size of 1
(i.e. pool over all the feature map) represent the content of the image, the softmax classiﬁer
learns a set of weights Φ ∈ RC×n such that φ(j)c links the j-th feature detector to the c-th
class. Now, let Mj be the feature map generated from an image with the feature detector
Wj, and let φ1 be the vector related with the positive class (cancer), then
DS =
n∑
j=1
φ
(j)
1 Mj,
is the sum of the feature maps weighted by the classiﬁer parameters. High values in the DS
matrix correspond to regions of the image that, according to the learned model, are related
with cancer. To dye the image, the DS matrix is transformed to a colormap where high
values are red and low ones are blue distinguishing tumor and non-tumor regions respectively.
Figure 3-10 depicts a schematic view of the digital staining process. Each feature map in
the convolutional layer is multiplied by the corresponding weight in the softmax layer, then
all the weighted feature maps are aggregated into an unique matrix and in turn this one is
mapped to the red-blue colormap.
3.7.3 Results and discussion
Learned features
Figure 3-11 shows the encoding ﬁltersW learned by sAE, RICA and TICA. All of them learn
visual primitive shapes like edges and textures. Particularly, sAE discovers some patterns
related to nuclear shapes. On the other hand, TICA learns a set of invariances organized in
the topographic map (highlighted in the Figure 3-11(right)). These invariances corresponds
to translation (blue square), color (red square), scale (yellow square) and rotation (green
square). In BCC histopathology images, these are desirable invariances because they present
diﬀerent visual variations such as cell arrangement and type of cut (position and rotation),
or also depends of acquisition process on staining and digitalization (color and scale).
Figure 3-12 shows the relevance of each feature detector over the topographic map using
the procedure described in Section 3.7. This ﬁgure conﬁrms that groups, learned in a pure
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Figure 3-10: Schematic view of digital staining process for using poolSize = 2.
Figure 3-11: Local learned features with diﬀerent UFL methods. Left: Sparse Autoen-
coders. Center: RICA. Right: TICA highlighting some translational (blue),
color (red), scale (yellow) and rotational (green) invariances.
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Figure 3-12: Discriminant map of learned features. Enclosed with red path are related
with positive (basal cell carcinoma) class and enclosed by blue path are related
with negative (healthy tissue) class. Left: Softmax weights mapped back to
topographic organization. Center: TICA learned features. Right: Top-10 most
discriminative features for positive (top) and negative (bottom) classes.
Figure 3-13: Some selected optimal stimuli patches of second layer autoencoder
unsupervised way, were able to capture relations between features that belong to the same
class. This is a very interesting result since the model is totally unsupervised, i.e., the visual
patterns were found using non-labeled samples.
Figure 3-13 shows optimal stimuli for feature detectors in the second layer. While ﬁrst layer
captures low level features like edges, it seems second layer detects more complex shapes like
corners and mixture of textures. This behavior has been also shown in other image domains
like action recognition Le et al. [83], encouraging the training of more deep architectures in
order to discover more abstract concepts.
Digital staining
Table 3-3 shows the results of some histopathology images taken from the test set. First
row shows the real class of the input image shown in the second row. Third and fourth
rows show prediction and probability of having BCC cancer respectively. Last row displays
digital staining by highlighting regions from blue to red scale, being red and blue cancerous
and healthy regions respectively.
Results were shown to an expert pathologist whom remarks that red regions are related with
cell proliferation, a common characteristic present in BCC tumors [149]. This results suggests
that the proposed digital staining could be exploited in other tasks like semantic segmenta-
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True
class
Cancer Cancer Cancer Non-cancer Non-cancer Non-cancer
Input
image
Prediction Cancer Cancer Cancer Non-cancer Non-cancer Non-cancer
Probability 0.901 0.925 0.672 0.083 0.147 0.460
Digital
staining
Table 3-3: Outputs produced by the system for diﬀerent cancer and non-cancer input images.
The table rows show from top to bottom: the real image class, the input image,
the class predicted by the model, the probability associated to the prediction, and
the digital stained image (red stain indicates cancer regions, blue stain indicates
normal regions).
tion. However a caveat is that this behavior also appears to manifest in healthy structures
where the epidermis or glands are present. This happens because the cell arrangement in
cancerous tissues is visually similar to arrangement in epithelial tissues. Nonetheless, this
enhanced image represents an important addition to support the diagnosis since it allows the
pathologists to understand why the automated classiﬁer is suggesting a particular decision.
4 Other contributions
During the development of this research interesting problems from other medical domains
were addressed. Particularly, the BOF representation was explored to estimate morpho-
metric measures in cytology images using a learning-based approach (Section 4.1); BOF
representation was also used to characterize patterns in MRI brain images to detect the
Alzheimer disease (Section 4.2.1); ﬁnally a strategy to scale BOF representation using paral-
lel computation was implemented and evaluated in a cloud computing environment (Section
4.3). In this chapter we present a brief summary of these works, their details may be checked
in the original papers referred in Section 1.2 ([35, 131, 124]).
4.1 Cytology image analysis
Cervix cancer is a public health concern for female population in developing countries with a
considerable death toll, at a high economic and social cost. This disease was the second most
frequent type of cancer in female population in 2002, when 493.000 new cases and 274.000
deaths were reported [54]. In 2008 this ﬁgure increased up to 529.000 new cases and 275.000
deaths [55]. About an 80% of these deaths occurred in developing countries [54, 40, 113, 55]
where prevention policies are still very limited. Cervical cancer is fully preventable by early
detection and treatment of precancerous lesions, however, this is often detected when it is too
late [40]. The most common technique for early detection is cervical cytology proposed by
Papanicolaou in 1940 [119]. The method is focused on cells examination collected from the
cervix in microscope to detect morphological changes associated with normal, precancerous
and cancerous stages.
Currently there are several works addressed to automatic classiﬁcation of normal and can-
cerous cells from cervical cytology [108, 109, 72]. This kind of systems needs additional
measurements for interpretability support, because most of classiﬁcation criteria are related
with architectural and morphometric characteristics of cells, such as size of nuclei and cyto-
plasm, ratio between them, color appearance and so on. Cervical cytology is not the only
exam which needs to calculate diﬀerent measures for diagnosis support, in histopathology
there are diﬀerent indexes that must be estimated quantitatively, such as allred score and
mitotic index [132] for breast and prostate cancer. Usually, the calculation of these measures
requires additional image processing tasks such as segmentation and quantiﬁcation which in-
crease the computational cost and complexity of the process. For instance, an index that
has been used to predict the presence of cervical cancer is the ratio between the cytoplasm
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Figure 4-1: Overall of proposed method for prediction of morphometric measures in cervical
cytology cells.
and nuclei areas. A conventional approach is to segment both the cytoplasm and the nuclei,
estimate the corresponding areas and calculate the index. The main hypothesis is that these
measures could be estimated without performing a previous segmentation.
The proposed strategy is based on a part-based representation of the image using BOF,
which has been proved to eﬃciently and successfully represent the visual content of images
in diﬀerent computer vision tasks [91, 41, 136]. Particularly in histopathology images, the
representation has been used with success in analysis and content-based image retrieval tasks
[31, 20].
4.1.1 Morphometric measure estimation
Quantitatively measuring morphometric features of objects or elements in an image involves
complex image processing methods such as border detection and image segmentation among
others. In addition, diﬀerent strategies should be performed to address a speciﬁc domain.
Instead of designing a model to measure these features, this work assumes that such mea-
sures can be learned from the data. Figure 4-1 shows the proposed method using BOF
representation and Support Vector Regression for measure estimation.
Prediction of morphometric measures using Support Vector Regression
The above image representation is taken as input for a regression model. This work used
Support Vector Regression (SVR) to train and predict morphometric measures from visual
content of images. Instead of minimizing the observed training error, SVR minimizes the
generalization error bound so as to achieve generalized performance[139]. SVR is based on
the computation of a linear regression function in a high dimensional feature space where the
input data are mapped via a nonlinear function. SVR was used to learn the morphometric
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Table 4-1: Example images (normal and abnormal) and some of their morphometric mea-
sures. Third and fourth row correspond to Nucleus Area and Cytoplasm Area in
pixels respectively .
Normal Abnormal
Superﬁcial
epithelial
Intermediate
epithelial
Columnar
epithelial
light
dysplastic
moderate
dysplastic
severe
dysplastic
carcinoma
in situ
554,5 1197 2945,75 9602,625 7880,375 4234,25 3258,5
98941 38253,5 9610,375 48944,25 32476,875 10382,125 10863,37
measure associated with local patterns distribution given by a set of visual words of a learned
dictionary.
4.1.2 Pap smear data set
Pap smear refers to samples of human cells taken from several areas of the cervix and
stained by the so-called Papanicolau method. The resultant images are used to identify
cell abnormality which indicate a pre-cancerous stage. This dataset is comprised by 917
images distributed on 7 classes outlined in Table 4-1 [69]. Each sample is described by 20
morphometric features related to nucleus and cytoplasm dimensions, brightness and aspect
ratio calculated from the images.
4.1.3 Experimental setup
Nuclei and cytoplasm areas were selected to evaluate the proposed method. The pap smear
dataset was split into train (70%) and test (30%) subsets using stratiﬁed sampling. A 5-fold
cross-validation model was implemented with the training subset to tune the parameters of
the model. The root mean square error (RMSE) between original and estimated morpho-
metric measures is reported for the test subset.
To perform patch extraction squared regions were extracted using two strategies: regular grid
without overlapping and dense grid with an overlap of 40%. Three diﬀerent methods were
used to describe patches: raw block linearized (blocks) and coeﬃcients of Haar-based wavelet
transform (haar)[75] from gray scale patch and coeﬃcients of discrete cosine transform (dct)
from each RGB channel in the original color space.
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Table 4-3: Performance for cytoplasm area prediction in terms of RMSE using best dictio-
naries for each BOF representation in train and test datasets.
RMSE
Descriptor dictionary size Train Test
Block-regular 200 0.099 0.151
DCT-regular 200 0.071 0.169
Haar-regular 100 0.101 0.147
Block-dense 200 0.104 0.224
DCT-dense 10 0.075 0.237
Haar-dense 200 0.100 0.162
4.1.4 Results and discussion
Tables 4-2 and 4-3 show the performance of the best dictionaries for each conﬁguration of
local feature extraction and representation: raw blocks, DCT, and Haar descriptors using
regular or dense grid extractions. Figure 4-2 shows the best models with the minimum
RMSE in the test subset for nuclei and cytoplasm areas in tables 4-2 and 4-3 respectively.
Table 4-2: Performance comparison for nuclei area prediction in terms of RMSE for the best
dictionaries for each representation of local features of BOF in train and test .
RMSE
Descriptor dictionary size Train Test
Block-regular 150 0.46 0.59
DCT-regular 200 0.45 0.55
Haar-regular 100 0.48 0.57
Blocks-dense 10 0.47 0.53
DCT-dense 100 0.44 0.543
Haar-dense 150 0.56 0.549
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(a) (b)
(c) (d)
Figure 4-2: Predicted(red) and ground truth(blue) measures for nuclei area(a and b) and
cytoplasm area (c and d) for train(left) and test(right) datasets.
Results show that the best dictionary size depends on the target measure to estimate, how-
ever Haar descriptors have obtained competitive results for both measures. A probable
explanation is that Haar descriptors catches in a better way textures patterns, increasing
discriminant capabilities of the BOF representation. Cytoplasm area seems to be easier to
estimate, this could be explained because this region in the image tends to be more homo-
geneous, so visual patterns are better deﬁned than in the nuclei area. It is noteworthy that
due to the highly varying range of the target data, measures should be normalized with null
mean and zero variance in order to make an eﬃcient parameter exploration.
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4.2 BOF Image representation for neuroimaging
Alzheimer's disease (AD) is a slow, progressive and incurable brain disease, characterized by
a progressive memory impairment together with reasoning, planning, language, and percep-
tion disturbances. The clinical onset is still poorly understood and the diagnosis is mainly
accomplished using psychological tests that become positive when the disease is practi-
cally irreversible. Yet MR (Magnetic resonance) images are a useful information source to
study the neurodegenerative process in speciﬁc regions [114], their role is quite blurry in the
early disease stages. Lately, several researchers have focused on automatic detection of the
Alzheimer's disease in MR, aiming to identify the early stages by investigating certain subtle
anatomical changes of the primary cortex, looking for morphological biomarkers.
The main problem regarding a proper AD characterization is the large brain anatomical
variability. This noise is increased with some physiological processes, for instance the ag-
ing itself leads to a natural neurodegenerative process. An opportune diagnosis is crucial
towards delaying the neurodegenerative process and depends upon the possibility of estab-
lishing objective diﬀerences among brains, a very up-to-date research problem known as
morphometry. This brain comparison has been previously approached by characterizing
spatial regions with diﬀerent estimations of the diﬀerences between a particular brain and
a statistical brain template: voxel-based morphometry [6, 145], tensor-based morphometry
[7, 142, 24, 141, 80] and object-based morphometry [97, 122]. Recently, it has been proposed
to compare relevant brain features rather than anatomical structures, a technique known as
Feature-Based Morphometry (FBM) [144]. This method combines local, spatial and scale
invariant features and a probabilistic model to characterize the relative diﬀerences between
groups, reporting an Equal Error Classiﬁcation Rate (EER) of about 0.80. The objective
of these methods is to diminish the amount of recorded noise by determining a set of zones
that may be invariant under diﬀerent noise conditions.
This work establishes brain similarities by calculating the diﬀerences of a part-based brain
representation, the Bag Of Features (BOF). The basic idea behind this method is to represent
the image visual content as a probability distribution (histogram) of local features (visual
words) and collect a knowledge base from a set of images, previously labeled. In fact, this
approach has been successfully used in medical image analysis. Díaz and Romero [44] used
a BOF approach in classiﬁcation of histopathology images using local features (SIFT, raw-
patches) and a new strategy that separated semantically the basic stain components. Cruz-
Roa et al. [31] proposed a strategy for automatic visual mining of histopathology images using
a BOF representation. The results showed that BOF is a good alternative for representing
histology images. It allows to extract implicit patterns and use them to perform automatic
annotation, reaching a F-score of 90%. This method was extended using a non-negative
matrix factorization from a BOF image representation [29].
This section evaluates the BOF approach to represent 3DMRI images for automatic Alzheimer's
disease classiﬁcation. For doing so, an exhaustive exploration of diﬀerent variations from
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Figure 4-3: The proposed method with BOF MRI scans and a Binary SVM Classiﬁer.
classical BOF approaches was performed and compared with the proposed method.
4.2.1 Automatic BOF classiﬁcation of Alzheimer's disease
The proposed method, illustrated in Figure 4-3, is composed of two main phases: ﬁrst,
a BOF image representation of MRI images, and, second, an AD automatic classiﬁer, i.e.
a Support Vector Machine (SVM) with a RBF (Radial Basis Function) Kernel trained to
distinguish between normal controls and subjects diagnosed with Alzheimer's disease.
BOF image representation
BOF represents an image as a frequency histogram of an unordered collection of individual
regions (patches or blocks). This collection is constructed by selecting the most common
regions in a whole image collection. Extracted regions correspond to squared image pieces,
known as image patches which are vectorized (linearized) by concatenating each pixel in the
patch one after the other. With these patches, a visual dictionary is built by applying a
clustering algorithm, and each cluster centroid will represent the set of patches as a visual
word. The complete representation procedure is described as follows:
1. Local feature detection and description: In the ﬁrst step, the main goal is to detect
visual patterns and to describe each image in terms of their visual appearance. In
this particular case, the whole 3D MRI volume is processed in a slice-by-slice basis,
following the volume acquisition direction. The detection method starts by deﬁning a
regular 2D grid on the whole slice, and extracting every patch, which is then linearized
as a vector with the gray pixel intensities. Patch description is enriched with spatial
information, by also concatenating each vector 3D coordinates (x, y, z). As the original
BOF representation does not take into account the spatial location of each patch, in-
cluding this information into the descriptor could be useful in posterior stages. Patches
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belonging to the background (black homogeneous patches) are discarded, i.e., patches
with null mean and zero variance. In addition, following the proposed scheme in [8],
a normalization process is performed on each patch, in order to deal with luminance
variations of MRI volumes, through a transformation for each point xi in a patch X
with null mean µ and unitary standard deviation σ as follows:
x′i =
(xi − µ)
σ
2. Dictionary construction: The second step comprises a K-means clustering algorithm
on the extracted patches, allowing to construct a visual dictionary by ﬁnding the most
representative patches in the image collection. Each cluster centroid is then considered
as a visual word of the dictionary.
3. Histogram image representation: As mentioned before, the idea behind the BOF model
is to represent an image using the most common regions in the whole image collection.
For a given dictionary, it is possible to describe an image as the frequency of visual
words. Then, the ﬁnal image representation will be a histogram with as many elements
as dictionary visual words. The complete 3D representation of a MR volume is obtained
by merging each 2D slice histograms as a single 3D histogram.
SVM-based binary classiﬁer
A ﬁrst approximation to the problem of classifying Alzheimer's cases is binary since the
clinical meaningful task consists in detecting the early stages, i.e., when no clinical sign is
present at all and the disease is still hidden. At this point, anatomical information may be
valuable to determine any abnormality. From a machine learning perspective, for the binary
classiﬁcation problem, patients classiﬁed with Alzheimer's disease are modeled as the positive
class, while the normal controls corresponds to the negative class. Every histogram bin is
considered as a model feature, trained by an RBF Kernel, already used in other biomedical
problems [20].
4.2.2 OASIS dataset
A set of brain MR images from healthy and pathological subjects were extracted from the
OASIS (Open Access Series of Imaging Studies) database [98]. Each subject has been pre-
viously analyzed with a Mini-Mental State Examination (MMSE) and a Clinical Dementia
Rating (CDR), and diagnosed as normal controls (NC) or with probable Alzheimer's dis-
ease (AD) using the scores obtained in the MMSE and CDR tests. The OASIS database
provides a number of images per subject, from which the skull-stripped gain-ﬁeld corrected
atlas-registered image to the 1988 atlas space of Talairach and Tournoux [18] was selected.
To evaluate the performance of the proposed approach, results are reported on a subset of
the available images composed by two diﬀerent divisions:
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Figure 4-4: Coronal example slices of brain MR volumes from OASIS data set. Left: normal
control subject, Middle: patient diagnosed with very mild AD, Right: patient
diagnosed with mild AD.
1. Group 1 : 86 subjects aged 60-80 years, mild AD (CDR = 1): 20 AD, 66 NC
2. Group 2 : 136 subjects aged 60-80 years, mild and very mild AD (CDR = {1, 0.5}):
70 AD, 66 NC
Figure 4-4 shows coronal example slices of MR volumes from a normal subject, a patient
clinically diagnosed with very mild AD and a patient clinically diagnosed with mild AD.
4.2.3 Experimental setup
The local feature detection was performed on a regular grid (without patch overlapping)
with patch sizes of 8 × 8 and 16 × 16 pixels. The descriptor used consists of a linearized
patch, known as raw patch, in four diﬀerent conﬁgurations according to the inclusion of spa-
tial information and the patch normalization: Raw Patch (RP), Normalized Raw Patch
(NRP), Spatial Raw Patch (SRP) and Spatial Normalized Raw Patch (SNRP). Dictio-
nary construction was carried out with a K-means algorithm for diﬀerent dictionary sizes,
k = 100, 200, 400, 800, 1600 and 3200 visual words. For the classiﬁcation phase, each group
was divided into two sets: training (70%) and test (30%), maintaining the class proportions
within each set. With the training set, SVM parameters (C and γ in RBF) were adjusted
using a 10-fold cross-validation, and the best parameter combination was used to train the
SVM model. Finally, images in the test set were classiﬁed using the trained model. Classi-
ﬁcation performance evaluation was calculated using standard classiﬁcation measures, such
as sensibility (SEN), speciﬁcity (SPC), balanced accuracy (BAC) and equal error classiﬁca-
tion rate (EER). Following [144], the EER is deﬁned as the value of the true positive rate
corresponding to the point of the ROC curve where the false positive rate is equal to the
false negative rate.
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(a) 8× 8 patch size (b) 16× 16 patch size
Figure 4-5: Performance comparison, in terms of BAC, in Group 1 for each feature descrip-
tor: Raw Patch (RP), Normalized Raw Patch (NRP), Spatial Raw Patch (SRP)
and Spatial Normalized Raw Patch (SNRP), varying the dictionary size for patch
sizes of 8× 8 (left) and 16× 16 (right).
4.2.4 Results and discussion
Figures 4-5 and 4-6 presents the obtained performance in terms of BAC measure for each
conﬁguration in Group 1 and Group 2, respectively. These results suggest that normaliza-
tion process of patches worsens the discrimination capability of BOF representation. This
could be explained because the visual variability of local patches is reduced whereas without
normalization the visual appearance of patches is wider.
Other interesting results are that spatial information does not seem to contribute signiﬁ-
cantly to distinguish between normal control and Alzheimer in this image representation
approach. A probable explanation is that BOF is a histogram of local patterns occurrences,
given by the set of visual words of the dictionary, which captures the representative visual
variations to represent the MRI volume. However the fact of including spatial patch descrip-
tion information increases the number of possible spatially located visual patterns. Then
the dictionary size required when spatial information is added must be larger.
Under these results, it is clear that the improvement obtained when the dictionary size
increases (two times) is mild, whereas patch sizes of 16 × 16 provide a better performance
than 8× 8 patch size. These results suggest that a moderate wider local region is better to
detect the local visual changes that diﬀerentiate Alzheimer cases from the normal controls.
Table 4-4 reports the EER for diﬀerent conﬁgurations using the best dictionary size. At
the top, the ﬁrst classiﬁcation results on the OASIS dataset, reported by Toews et al. [144]
with the FBM approach are included as a baseline. It is important to notice that Toews'
results were produced using a leave-one-out evaluation setup, diﬀerent to the setup used
in this work, which has a test data set with a stratiﬁed sample of the 30% of the data.
The leave-one-out strategy generally overestimates the performance of the evaluated model,
in fact some of the conﬁgurations got 98% EER when evaluated using leave-one-out cross
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(a) 8× 8 patch size (b) 16 × 16 patch size. RP and SRP have the same
values.
Figure 4-6: Performance comparison, in terms of BAC, in Group 2 for each feature descrip-
tor: Raw Patch (RP), Normalized Raw Patch (NRP), Spatial Raw Patch (SRP)
and Spatial Normalized Raw Patch (SNRP), varying the dictionary size for patch
sizes of 8× 8 (left) and 16× 16 (right).
validation, however the results have been reported with the above setup since it generates
a better estimation of the classiﬁer performance. In both groups, the proposed strategy
outperforms the baseline.
In general, the results suggest that the best classiﬁcation results can be obtained by using
a patch size of 16× 16 and a dictionary size between 100 and 400. The inclusion of spatial
information into the descriptor vector did not show a clear advantage, but normalization
seems to degrade the results.
4.3 Scaling up BOF
A common behavior of machine learning algorithms is the data dependency. The more data
available, the better performance of the algorithm. This assertion has been evaluated experi-
mentally by Banko and Brill [9]. They have shown that, as depicted in Figure 4-7, the worst
algorithm trained with 1000 millions of samples vastly outperforms the best one trained
with 1 million. This ﬁnding jointly with the continuous increase of medical databases moti-
vates the exploration of strategies that are able to deal with large scale datasets. This section
describes a parallelization model to apply BOF image representation on large databases. Be-
cause of data quantity limitations in the BCC dataset, experimental evaluation was carried
out on immunoﬂuorescence images, another type of microscopic images.
4.3 Scaling up BOF 49
Table 4-4: Summary of best results in terms of EER for the two evaluated groups. Value
within parenthesis refers to the best dictionary size for the corresponding conﬁg-
uration. The baseline is reported at top, Feature Based Morphometry (FBM),
and the diﬀerent feature descriptors combined with patch size are reported in the
following rows: Raw Patch (RP), Normalized Raw Patch (NRP), Spatial Raw
Patch (SRP) and Spatial Normalized Raw Patch (SNRP).
Group 1 Group 2
Baseline (FBM) 0.80 0.71
8× 8
RP 0.90 (1600) 0.81 (400)
NRP 0.95 (200) 0.71 (400)
SRP 0.90 (200) 0.81(400)
SNRP 0.95 (100) 0.71 (400)
16× 16
RP 0.95 (1600) 0.81 (100)
NRP 0.90 (1600) 0.76 (400)
SRP 0.95 (1600) 0.81 (400)
SNRP 0.80 (400) 0.76 (400)
4.3.1 The big image data analysis toolkit (BIGS)
BIGS was conceived to address two main issues encountered when using Hadoop1 based tech-
nologies for machine learning. First, the map-reduce computing model does not ﬁt well to
many machine learning algorithms that iteratively process the input dataset (clustering, gra-
dient descent, etc.). Second, Hadoop conﬁguration requires a signiﬁcant amount of human
eﬀort and skill that is not always available in small/medium research environments, even
if they have access to limited computing resources that could suﬃce for their experimental
needs. BIGS promotes opportunistic, data locality aware computing through (1) a data par-
tition iterative programming model, (2) users assembling image processing jobs by pipelining
machine learning algorithms over streams of data, (3) BIGS workers are software agents de-
ployed over the actual distributed computing resources in charge of resolving the computing
load, (4) a NoSQL storage model with a reference NoSQL central database, (5) removing
the need of a central control node so that workers contain the logic to coordinate their work
through the reference NoSQL database, (6) simple and opportunistic deployment model for
workers, requiring only connectivity to the reference NoSQL database, (7) redundant data
replication throughout workers, (8) a two level data caching in workers in memory and disk,
(9) a set of strategies for workers for data access so that users can enforce data locality aware
computing or only-in-memory computing; and (10) a set of APIs through which BIGS can
be extended with new algorithms, storage and data import modules. More information can
be found at http://www.3igs.org. Prototype releases of BIGS are described in [125, 126].
1http://hadoop.apache.org
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Figure 4-7: Learning curves of diﬀerent algorithms. Image adapted from [9]
Computing model
BIGS endorses a data partition iterative computing model through which workers can ex-
ploit locality aware computation if so desired by the user. Through this model, distributed
data analysis jobs are structured into a repeatable sequence of INIT-STATE, MAP and
AGGREGATE-STATE operations as shown in Figure 4-8. All operations receive a State
Object as input and they may produce another State Object as output. Any operation can-
not start until the preceding ones have ﬁnished according to the job dependency graph in
Figure 4-8, which is stored in the reference NoSQL database. Input datasets to be processed
are split into a user deﬁnable number of partitions, and there is one MAP operation per par-
tition. Each MAP operation can loop over the elements of the partition it is processing and
may produce elements for an output dataset. For instance, an image feature extraction MAP
operation would produce one or more feature vectors for each input image. Workers take
over operations by inspecting the job dependency graph stored in the reference database.
Developers program their algorithms by providing implementations for the Java Process API
methods. When a BIGS worker takes over an operation, it creates the appropriate program-
ming context and makes the corresponding data available (state and/or data partitions) to
the implementation being invoked. As it can be seen in Figure 4-8, AGGREGATE-STATE
operations use all output states of the preceding MAP operations to create the resulting
state of iteration or the whole process.
Currently BIGS includes implementations for diﬀerent image feature extraction, supervised
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Figure 4-8: BIGS computing model
and unsupervised learning algorithms. Jobs may chain a sequence of algorithms follow-
ing BIGS computing model so that users can assemble their experimental data processing
pipelines into a single conﬁguration object (the job). Additionally, users can enforce diﬀerent
workers strategies so that they can be restricted to always process the same data partitions
throughout a whole job promoting, therefore, locality aware computing within workers and
minimizing network traﬃc.
Architecture
BIGS architecture is devised to orchestrate execution of Java code implementing the Process
API described above over distributed resources. BIGS also provides a Storage API that
follows common principles of NoSQL databases such as key-value storage, operations limited
to key based data retrieval and scans, etc. Currently BIGS includes Storage API implemen-
tations so that datasets and metadata can be stored in HBase2, the local ﬁle system and
JDBC compliant relational databases. Additionally, there are mechanisms generalizing data
import processes and to enable user interaction through the command line and, to a limited
extent, through the web. Data processing pipelines are expressed as jobs which are then
decomposed into execution units so that most of them can be run in parallel following the
computing model described above. BIGS workers can be seen as computing agents that,
whenever they are available, greedily take over any execution unit by invoking concrete im-
plementations of the Process and Storage APIs, according to the data processing pipeline
described by the user and the conﬁgured underlying storage.
2http://hbase.apache.org/
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4.3.2 The Human Protein Atlas (HPA) dataset
The Human Protein Atlas (HPA3) is a world-scale project addressed at proteomics research
providing a publicly available resource of protein expression proﬁles in human normal and
diseased tissues, cells and cell lines. It contains a large dataset of immunohistological and im-
munoﬂuorescence images from a large number of human tissues, together with the subcellular
location and transcript expression levels in three cell lines [121, 123]. This database includes
more than 5 million images of immunohistochemically stained tissues and cells, based on
6,122 antibodies, which represents 5,011 human proteins encoded by approximately 25% of
the human genome. Recently, the HPA was extended including confocal immunoﬂuorescence
images from cultured cells [10, 17]. This set of images comprises 5, 915 gray scale images of
1728×1728 pixels with four channels, three reference channels with well known dyes (nucleus,
endoplasmic reticulum (ER) and cytoskeleton) and the last channel contains the expression
of the target protein, leading to 23, 660 total images occupying 66 GB of storage. These
immunoﬂuorescence images show subcellular locations, visually and manually annotated by
experts, for thousands of proteins. Within such collections, the combinatorial explosion of
data from diﬀerent cell lines and proteins requires increasingly larger computational resources
to extract and discover useful knowledge.
4.3.3 Experimental setup
The goal of the experimental setup herewith described was to validate the usage of BIGS to
build a BOF representation of the Human Protein Atlas over Amazon's EC2 service. Note
that we are dealing with multichannel images as described in the above Section. However the
HPA distribution delivers each multichannel image as four separate TIFF ﬁles which must
somehow be associated together throughout the full BOF extraction process. This implies
that (1) the patch extraction process must produce multichannel patches and (2) the feature
extraction process must combine the features extracted from each channel before feeding
them to the clustering algorithm. Therefore, visual words are also multichannel and, rather
than developing new patch and feature extraction algorithms for multichannel images, we
would like to reuse the existing ones designed for single-channel images by applying them
on each channel. This is the approach taken in BIGS.
A BIGS system is basically made of a central NoSQL database and a set of workers which
can be launched or shutdown at the experimenter's will. In Amazon's EC2 service we simply
encapsulated an HBase instance within a virtual machine (m1.small, 1.7Gb memory, 1
virtual processor and 100Gb virtual disk) and created an AMI (Amazon Machine Image)
with the BIGS worker installation so that it can be instantiated within virtual machines as
many times as desired. Figure 4-9 shows this deployment schema. All workers instantiated
also used a m1.small virtual machine instance with 1.7Gb memory, 1 virtual processor and
3www.proteinatlas.org
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Figure 4-9: Deployment on Amazon's cloud
8Gb virtual disk.
Two sets of experiments were run. One with the dataset named 6k, which includes the
complete set of 5,915 confocal immunoﬂuorescence images (which with four channel per
image makes in total 23,660 original images). The other dataset, named 1k, is a sample of
1000 multichannel images (4000 original single channel images) from the previous dataset.
For each dataset it was run twice the full BOF workﬂow(depicted in Figure 4-10) using 4
and 10 BIGS workers. Therefore we run the experiment four times for each dataset, twice
with 4 workers and twice with 10 workers.
4.3.4 Results and discussion
For each run described above it was recorded (1) the elapsed time it took to run the exper-
iment, (2) the compute time, (3) the number of multichannel images processed and (4) the
number of vectors processed. The elapsed time is measured from the start of the experiment
until the end, including all data transfer times and other delays inherent to the distribu-
tion of tasks. Compute time is measured at each worker just before and after calling the
processing operation and, therefore, excludes any transfer time. Each multichannel image is
processed twice, ﬁrst to extract features vectors in Stage 1 and, second, to extract the ﬁnal
BOF histograms in Stage 3. Vectors are processed in Stage 2, and the number of vectors
processed depends on how many vectors are extracted per image and how many K-means
iterations are made. We artiﬁcially kept both values simple enough to make the duration of
the experiments (elapsed time) reasonably short, between 40 minutes and 4 hours each.
Table 4-5 shows the averaged results of the two runs for each dataset (1k and 6k) and number
of workers (4 and 10). Standard deviations are less than 3% for each couple of runs. It can
be seen that whereas compute time is rather stable within each dataset, elapsed time scales
better (shown in speedup) when the dataset is larger, probably signaling better tolerance of
larger datasets to latencies and synchronization among workers. Note that the ideal speedup
is equal to the number of computing resources (workers) working in parallel. Also, observe
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Figure 4-10: Overall scheme of BOF and its corresponding stages: 1) visual words extrac-
tion and description, 2) visual dictionary learning, and 3) histogram image
representation. Adapted from [28]
Dataset 1k 1k 6k 6k
Number of workers 4 10 4 10
Elapsed time (min) 39 28 196 103
Compute time (min) 148 199 764 903
Speedup 3.9 7.1 3.9 8.8
Nb of images processed 2000 2000 11760 11760
Nb of vectors processed 20000 20000 117600 117600
Table 4-5: Compute time and processed data
there is an order of magnitude, more vectors than images, as we are only extracting 10
patches per images, which is still a relatively low setting in a typical BOF workﬂow.
In this work we showed how researchers can use cloud resources to support a complex image
processing workﬂow to build a Bag of Features representation from confocal immunoﬂuores-
cence multichannel images from the Human Protein Atlas, through managing a relatively
simple set of artifacts: job conﬁguration ﬁles and a few commands. This is a ﬁrst step to
address larger experimental setups in terms of number of images and computing resources.
As it could be seen, this workﬂow has numerous parameters and, thus, agility in setting
up and running experiments is essential in the knowledge discovery process for researchers.
These experiments have also allowed us to pinpoint technical issues that must be addressed
in order to improve the scalability so that larger number of computing resources can be
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used eﬀectively. These issues include using setups with larger batches of images (reducing
latencies) and optimized synchronization among workers.
5 Conclusions
Automatic analysis of histopathology images is a challenging problem that has a broad area
of application in both clinical and research scenarios. Representation of the visual content
is one of the most important steps for automatic analysis of histopathology images, and
several approaches have been applied to diﬀerent problems. Chapter 2 presented a review
of the most representative methods found in the literature. Most of the reported work
applies the traditional approach, detailed in Section 2.1, in which it is required a hand-
enginereed process to get a useful description of the image; such process usually depends
on the particularities of the task and the application domain. This thesis hypothesizes
that an appropriate representation would be obtained by learning feature detectors directly
from histopathology images. This approach is known as unsupervised feature learning and
has been successfully applied in traditional computer vision tasks, such as object detection
and image scene classiﬁcation, outperforming the state-of-the-art results. However, very
few works have explored their application in biomedical images. In order to validate this
hypothesis, this research proposes a framework based on unsupervised feature learning to
perform automatic analysis of histopathology images. The framework does not only applies
unsupervised feature learning strategies, it also includes a novel component that gives a
higher interpretability to the prediction results.
The proposed framework was systematically evaluated on a set of histopathology images
used for basal cell carcinoma diagnosis. Diﬀerent approaches for learning representations of
images patches were evaluated including conventional autoencoders, reconstruction indepen-
dent component analysis and topographic independent component analysis. Also diﬀerent
approaches for global image representation were evaluated including convolutional neural
networks and bag-of-features representations. The results showed that, in general, features
learned from data performed better than traditional hand-engineered features in image clas-
siﬁcation tasks. Particularly in the histopathology domain, learned features are consistent
with speciﬁc tissue characteristics suggesting that discriminant patterns that are inside H&E
images can be discovered in a purely unsupervised way. Topographic models were able to
detect color, scale, and rotation invariances which are relevant in BCC histopathology im-
ages because they present diﬀerent visual variations such as cell arrangement and type of cut
(position and rotation), or the variations that are dependent on the acquisition, staining and
digitalization processes (color and scale). Another interesting invariance is included by the
convolutional architecture that, at the same time, reduces signiﬁcantly the number of pa-
rameters required to train the classiﬁer. In terms of classiﬁcation performance, the proposed
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framework outperformed a state-of-the-art technique by 7% in terms of F-Score, achieving
94% of accuracy.
One of the most important contributions of this thesis is the interpretation stage of the
proposed framework, which allows to understand why the classiﬁer assigns a concept to a
particular image. The visualization model generates a digitally stained version of the image
using the learned feature detectors and the classiﬁer weights to highlight regions that are
related with a particular class. In accordance with an expert pathologist the digital staining
results not only are consistent with the nature of the problem, but also highlight patterns
associated with diagnostic criteria such as cell proliferation or peripheral palisade. In contrast
with medical images, for natural scene image analysis interpretability of the results is not
an important aspect. This may be one of the main reason why this aspect is disregarded
in computer vision. In the particular case of deep unsupervised feature learning techniques,
and up to our knowledge, this work is one of the ﬁrst that addresses interpretability of these
models.
Besides the proposed framework, this research also explored and proposed diﬀerent strategies
to address the representation stage in other biomedical image analysis problems including
MRI images for Alzheimer disease classiﬁcation, ﬂuorescence cell images for bioinformatics
research and morphometric estimation in cervical cells of cytology samples. In the last case,
a novel approach that does not require segmentation was proposed. The method estimates
morphometric measures directly from the BOF representation. Also, distributed computa-
tion was explored as a mechanism to speed up computation for BOF image representation.
Future work
Since this work has explored representation learning strategies of histopathological images,
the future work will fusion others information sources to exploit relationships between modal-
ities that describe the same real concept, including, but not limited to text (like clinical
records of the patient) or video (fMRI, colonoscopy, etc.). Training with large datasets and
models, in terms of numbers of parameters, has shown improvement in most of the medical
image analysis tasks, however scaling current algorithms is still an open challenge. Therefore,
implementation on GPU and/or distributed environments will be considered in the future
work.
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