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Abstract
Clusters of galaxies, which occupy a unique position in hierarchical structure formation,
are invaluable cosmological probes and laboratories for astrophysical processes. Cluster
scaling relations, which connect their masses and observable properties, provide the link
between these two roles. Cosmological constraints derived from cluster abundances often
rely on calibrations or functional forms of these relations. On the other hand, the form
and evolution of the mass-observable relations are affected by astrophysical processes during
cluster formation. Understanding these processes not only provides insights into cluster
physics but also has important implications for cluster cosmology.
In this thesis, we use numerical simulations to study the influence of important physi-
cal mechanisms, including gravity, radiative cooling, and heating from active galactic nuclei
(AGN), on cluster mass-observable relations. In particular, we investigate the physical ori-
gin of the intrinsic scatter around the best-fit relations by correlating it with measures of
cluster structure, dynamical state, and AGN activity. Using a cosmological N -body plus
hydrodynamic simulation produced using the FLASH code, we study the impact of clus-
ter structure and dynamical state on the distribution of scatter in the X-ray temperature
and Sunyaev-Zel’dovich (SZ) scaling relations. We also examine possible systematic biases in
cluster cosmology, such as sample selection in cluster surveys, assumptions in self-calibration
studies, and correlated errors in combining X-ray and SZ mass estimates.
Correctly simulating cluster properties, especially inside cluster cores, requires additional
baryonic physics, including radiative cooling and some heating mechanisms such as AGN
feedback. However, because of the extreme dynamic range required to capture the rich
physics involved in accretion onto and feedback by the supermassive black holes (SMBH)
in AGN, current modeling of AGN in cosmological simulations is highly phenomenological
and relies on heterogeneous parameterizations. We perform a systematic sensitivity study
on a variety of these models and parameters and quantify the current theoretical uncertain-
ties in the predicted cluster global quantities. This study is an important step toward the
development of more robust AGN models within a cosmological framework.
ii
To my family.
iii
Acknowledgments
I would like to express my gratitude to my advisor, Prof. Paul Ricker, for being my mentor
both professionally and personally, for his constant guidance, support, kindness, patience,
and encouragement.
I would like to thank Prof. Joe Mohr and Dr. Joanne Cohn for helpful discussions and
their patience and friendly support for my job applications. I thank Prof. Charles Gammie
and Prof. Brian Fields for helpful lectures and instructions. I am also grateful for Prof.
You-Hua Chu, who has been supportive and taken care of me as a mother.
I thank my collaborators, Paul Sutter, Suman Bhattacharya, John Zuhone and Rene
Fassbender for many insightful ideas, discussions, and contributions to this thesis work.
I would like to thank Jeeseon Song, my officemate and dearest friend, who is always
supportive, understanding, and trustworthy that I can share any thoughts with. It is precious
to have her friendship and companionship during my life in graduate school.
Thanks to Rosie Chen, Katherine Lee, Shiya Wang, Hsin-Fang Chiang, and Amy Lien
for their fellowship that lightens up my days. Also thanks to our group members, Zarija
Lukic, Chao-Chin Yang, Kuo-Chuan Pan, and Gary Foreman, for brainstorming and vari-
ous suggestions, to Jeri Cochran, Sandie Osterbur, and Mary Margaret O’Connor for their
assistance on administrative issues, and also to Salman Habib, Katrin Heitmann, Savvas
Koushiappas, Min Sun, Douglas Rudd, Eric Hallman, August Evrard and many others for
useful conversations, discussions, questions, and comments.
I am also grateful for being a part of the Vineyard small group, within the big family I
have received a lot of friendship and love.
Finally, my lovely family, whose unconditional support, care, and love have been my main
motivation. I am forever grateful for my parents, who are full of love, wisdom, generosity,
and characters that I admire to. And Yen-Hsiang, my husband, my best friend, for sharing
lifes, ups and downs, creative ideas, faiths, and passions. Without all of you I would not be
able to experience the beautiful creation and love of God.
iv
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Galaxy clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 As cosmological probes . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Mass-observable relations . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.3 Scatter in the scaling relations & systematics in cluster cosmology . . 7
1.2 Astrophysical processes in the intracluster medium . . . . . . . . . . . . . . 9
1.2.1 Gravitational - environment & mergers . . . . . . . . . . . . . . . . . 9
1.2.2 Radiative cooling & stellar feedback . . . . . . . . . . . . . . . . . . . 10
1.2.3 Feedback from active galactic nuclei . . . . . . . . . . . . . . . . . . . 11
1.2.4 Other processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Simulating cluster formation . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Dark matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.3 Radiative cooling, star formation and stellar feedback . . . . . . . . . 14
1.3.4 Subgrid AGN models . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.5 The FLASH code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 This work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Chapter 2 Influence of concentration and dynamical state on scatter in
the X-ray temperature - mass relation . . . . . . . . . . . . . . . . . . . . 20
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Cosmological simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Simulation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Analysis of the simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Merger tree analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Simulated X-ray observations . . . . . . . . . . . . . . . . . . . . . . 24
v
2.3.3 Substructure measures . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.1 Distribution of intrinsic scatter . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Intrinsic scatter vs. halo concentration . . . . . . . . . . . . . . . . . 31
2.4.3 Intrinsic scatter vs. recent mergers . . . . . . . . . . . . . . . . . . . 36
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.1 Effect of dynamical state . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.2 Effectiveness of substructure indicators . . . . . . . . . . . . . . . . . 42
2.5.3 Comparison with previous work . . . . . . . . . . . . . . . . . . . . . 45
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Chapter 3 Impact of structure and dynamical state on scatter in the SZ
flux - mass relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.1 Sunyaev-Zel’dovich effect . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.2 Idealized Cluster Samples . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 The Y –M scaling relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.1 Normalization and Slope . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Scatter in the Y –M relation . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.3 Non-lognormal scatter . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Sources of scatter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.1 Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.2 Dynamical state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4.3 Morphology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4.4 Projection effects due to large-scale structure . . . . . . . . . . . . . 68
3.4.5 Insights from idealized samples . . . . . . . . . . . . . . . . . . . . . 68
3.5 Combining X-ray and SZ scaling relations . . . . . . . . . . . . . . . . . . . 69
3.6 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Chapter 4 Sensitivity test of AGN subgrid models . . . . . . . . . . . . . . 75
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Simulation setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.2 AGN subgrid models . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.3 Model and parameter variations . . . . . . . . . . . . . . . . . . . . . 81
4.3 Sensitivity study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.1 The fiducial run . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3.2 Numerical parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3.3 Physical parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
vi
Chapter 5 Impact of AGN feedback on global ICM properties . . . . . . . 102
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2 Robustness of integrated properties . . . . . . . . . . . . . . . . . . . . . . . 103
5.2.1 Consistency with observations . . . . . . . . . . . . . . . . . . . . . . 103
5.2.2 Model uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3 Impact of AGN feedback on the scaling relations . . . . . . . . . . . . . . . . 108
5.3.1 Correlations between observables and AGN activity . . . . . . . . . . 108
5.3.2 Scatter in the LX–TX relation . . . . . . . . . . . . . . . . . . . . . . 110
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
Chapter 6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
vii
List of Tables
2.1 Best-fit parameters in the M–TX relation. . . . . . . . . . . . . . . . . . . . 29
2.2 Significant tests on scatter distributions for merging and relaxed clusters. . . 31
2.3 Significance tests after removing the effect of concentration. . . . . . . . . . 41
2.4 Effectiveness of substructure measures. . . . . . . . . . . . . . . . . . . . . . 46
3.1 Summary of models used for constructing the idealized cluster samples. . . . 55
4.1 Survey of numerical parameters in the bubble model. . . . . . . . . . . . . . 82
4.2 Survey of numerical parameters in the jet model. . . . . . . . . . . . . . . . 84
4.3 Survey of physical parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Model uncertainties for observables measured within various overdensity radii. 106
viii
List of Figures
1.1 Latest cosmological constraints from clusters. . . . . . . . . . . . . . . . . . 3
1.2 Illustration of the Malmquist bias. . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Comparison between emission-weighted and spectroscopic temperature. . . . 26
2.2 Simulated M–TX relation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Distributions of scatter for merging and relaxed clusters. . . . . . . . . . . . 30
2.4 M–TX scatter vs. concentration. . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 M–TX scatter vs. formation time. . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 M–TX relation corrected for concentration. . . . . . . . . . . . . . . . . . . . 35
2.7 Distributions of concentration for merging and relaxed clusters. . . . . . . . 36
2.8 M–TX scatter vs. time since last merger. . . . . . . . . . . . . . . . . . . . . 38
2.9 Time history of a minor merger. . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.10 M–TX scatter vs. substructure measures. . . . . . . . . . . . . . . . . . . . . 40
2.11 Distributions of scatter after correcting for concentration. . . . . . . . . . . . 40
2.12 Time history of a major merger. . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.13 Effectiveness of substructure measures. . . . . . . . . . . . . . . . . . . . . . 44
3.1 Normalization and slope of the Y –M relation. . . . . . . . . . . . . . . . . . 56
3.2 Y –M scatter vs. cluster mass. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Non-gaussianity vs. limiting mass and redshift. . . . . . . . . . . . . . . . . . 59
3.4 Y –M scatter vs. concentration and formation time. . . . . . . . . . . . . . . 60
3.5 Y –M relation before and after correcting for concentration. . . . . . . . . . . 63
3.6 Y –M scatter vs. dynamical state. . . . . . . . . . . . . . . . . . . . . . . . . 65
3.7 Distributions of scatter for merging and relaxed clusters. . . . . . . . . . . . 66
3.8 Scatter vs. cluster morphology. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.9 Scatter for idealized samples. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.10 Study of correlated error between SZ and X-ray mass estimates. . . . . . . . 71
4.1 Evolution for the fiducial run. . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Resolution study for bubble and jet models. . . . . . . . . . . . . . . . . . . 87
4.3 Effects of jet sizes and radii for accretion and depletion. . . . . . . . . . . . . 88
4.4 Effects of accretion strength. . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5 Effects of mechanical heating efficiency. . . . . . . . . . . . . . . . . . . . . . 92
4.6 Effects of feedback frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.7 Effects of feedback region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
ix
4.8 Effects of ratio between thermal and kinetic energy. . . . . . . . . . . . . . . 97
4.9 Comparison of the bubble and jet models. . . . . . . . . . . . . . . . . . . . 98
5.1 Trajectories on the planes of scaling relations. . . . . . . . . . . . . . . . . . 105
5.2 Model uncertainties in cluster integrated properties. . . . . . . . . . . . . . . 107
5.3 Evolution and correlations among AGN power and cluster observables. . . . 109
5.4 Correlations among observables. . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5 Correlation between scatter and AGN power. . . . . . . . . . . . . . . . . . . 111
5.6 Correlation between scatter and cooling time. . . . . . . . . . . . . . . . . . 112
x
List of Abbreviations
AGN Active galactic nuclei
AMR Adaptive mesh refinement
BAO Baryon acoustic oscillation
BH Black hole
BHAR Black hole accretion rate
CC Cool core
CDM Cold dark matter
CMB Cosmic microwave background
DES Dark Energy Survey
ICM Intracluster medium
FOF Friends-of-friends
LOFAR LO Frequency Array
LSST Large Synoptic Survey Telescope
NFW Navarro-Frenk-White
PPM Piecewise-parabolic method
SDSS Sloan Digital Sky Survey
SKA Square Kilometer Array
SMBH Supermassive black hole
SN Supernova
SO Spherical overdensity
xi
SPH Smoothed particle hydrodynamics
SPT South Pole Telescope
SZ Sunyaev-Zel’dovich
WMAP Wilkinson Microwave Anisotropy Probe
xii
List of Symbols
c Speed of light
dA Angular diameter distance
h Hubble parameter
kB Boltzmann constant
ρ Density
p Pressure
M Solar mass
me Electron mass
ne Electron number density
T Temperature
z Redshift
xiii
Chapter 1
Introduction
1.1 Galaxy clusters
1.1.1 As cosmological probes
The universe as we observe today, including the existence and structure of the cosmic mi-
crowave background (CMB) (e.g. Komatsu et al., 2011), the large scale structure of galaxies
(e.g. Percival et al., 2001), and the accelerating expansion discovered by Type Ia supernovae
measurements (e.g. Perlmutter et al., 1999), is well described by the concordance ΛCDM
model, in which the universe started its expansion about 13 billion years ago and currently
consists of roughly 70% dark energy, 20% non-relativistic cold dark matter (CDM), and 5%
baryonic matter. In this framework, larger structures grow via gravitational instabilities
from small initial perturbations in the density field. At the top of the hierarchy are clusters
of galaxies, which are the largest virialized systems with masses around 1014 − 1015M and
sizes of a few Mpc. Because they are massive and have just been detached from the cosmic
expansion recently, a number of statistics, including their number counts (e.g. Mantz et al.,
2010a), fraction of baryonic matter (e.g. Allen et al., 2008), and contribution to the high-
multipole CMB power spectrum (e.g. Lueker et al., 2010), are excellent cosmological probes.
Here we explain the logistics of cluster counting in more detail, since it is most relevant to
this work.
Astrophysical structures tend to form from local maxima of the density field. When the
amplitude of density perturbation reaches a critical value, a halo is born (see Cooray &
Sheth (2002) for a review of halo model). In this picture, the number density of collapsed
objects, n(M, z), commonly referred to as the mass function, can be expressed in a differential
function of mass
dn
d lnM
=
ρ¯m
M
∣∣∣∣ d lnσd lnM
∣∣∣∣ f(σ), (1.1)
where ρ¯m is the comoving mean matter density and f(σ) is a model-dependent function of
1
the variance of linearly-evolved CDM fluctuations,
σ2(M, z) =
∫
d2k
(2pi)3
W 2(kR)Pm(k, z), (1.2)
filtered by a top-hat window function W (y) = 3[sin(y)/y3 − cos(y)/y2] within radius R =
(3M/4piρcrit)
1/3, where ρcrit = 3H
2
0/8piG is the critical density of the universe. The cosmo-
logical parameter σ8 measures the amplitude of perturbation with a conventional choice of
R = 8h−1Mpc. The matter power spectrum, Pm, in the ΛCDM model is set by the present
energy densities, ΩX ≡ ρX/ρcrit, where X represents different components: ’b’ for baryons,
’m’ for matter, and ’DE’ for dark energy. When the dark energy is a vacuum energy with
equation of state w = p/(ρc2) = −1, ΩΛ is used. For a given survey, the expected number of
halos in a mass bin a and redshift bin i with solid angle ∆Ωi is
N(Ma, zi) =
∆Ωi
4pi
∫ zi+1
zi
dz
dV
dz
∫ lnMn+1
lnMa
d lnM
dn
d lnM
, (1.3)
where the cosmological dependence comes in from the mass function and the volume element,
dV/dz.
Analytical forms for f(σ) were proposed (Press & Schechter, 1974; Sheth & Tormen,
1999); however, in order to capture the full non-linear growth of structures, numerical sim-
ulations have been used to provide a precise fit (Jenkins et al., 2001; Tinker et al., 2008).
Thanks to advances in the computational power, the mass function now can be characterized
with 5% statistical precision at z = 0 for a ΛCDM cosmology (Tinker et al., 2008). One
subtlety to keep in mind is the definition of halo masses in the simulations. Two common
conventions have emerged. The friends-of-friends (FOF) method identifies particles with
separations smaller than a certain linking length, b, as friends, and then merges groups with
shared friends. The spherical overdensity (SO) approach grows sphere around density peaks
until the average enclosed density reaches a threshold, ∆ρcrit = 3M(< r∆)/(4pir
3
∆). Typical
parameters adopted in the literature are b = 0.2 and ∆ = 200. Comparisons of these two
approaches and choices of parameters are discussed in several studies (Cole & Lacey, 1996;
Lukic´ et al., 2009; Knebe et al., 2011).
Mass determination for observations is another difficult task, since cluster masses are
dominated by the invisible dark matter (∼ 85%), while baryonic matter contributes to only
∼ 15% in the form of hot, diffuse intracluster medium (ICM) (e.g. Allen et al., 2008) and
∼ 1% in the stars (e.g. Lin & Mohr, 2004). Only for a fraction of clusters can the dark
matter component be probed using gravitational lensing. In most cases the total mass can
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Figure 1.1: Left: Constraints for the mean matter density Ωm and the perturbation amplitude
σ8 from cluster abundance in the maxBCG sample compared with WMAP data for the
ΛCDM model (Rozo et al., 2010). Right: Constraints on the dark energy density ΩDE and
equation of state w from clusters compared to WMAP, SNIa, and BAO for flat, constant w
model (Vikhlinin et al., 2009).
only be inferred from some observable signals, such as starlight in optical and near-infrared,
X-ray bremsstrahlung emission, or the thermal Sunyaev-Zel’dovich (SZ) effect (i.e. inverse
Compton scattering of CMB photos by the ICM).
Fortunately, many integrated observable signals are found to correlate with cluster masses,
including optical richness (e.g. Johnston et al., 2007), X-ray luminosity (e.g. Mantz et al.,
2010a), X-ray temperature (e.g. Popesso et al., 2005), and the SZ decrement at mm wave-
lengths (e.g. Andersson et al., 2010). These empirical mass-observable relations can in prin-
ciple be used to transform between distributions of observed signals and the mass function
to derive cosmological constraints. However, these constraints are often subject to system-
atic biases in the calibrations of the scaling relations due to astrophysical uncertainties (see
§ 1.1.2 and also Borgani (2006) for a review).
An alternative approach is self-calibration (Majumdar & Mohr, 2004; Lima & Hu, 2004).
The idea is to parametrize the scaling relations, including the mean, intrinsic scatter, and
their evolution, and then fit them to the data to constrain these scaling relation parameters
together with the cosmological parameters simultaneously. This method is especially power-
ful when large statistical samples of clusters are available. In fact, several recent studies have
applied this technique to tens to hundreds of X-ray selected clusters (Mantz et al., 2010b;
Vikhlinin et al., 2009) and roughly ten thousand optical-selected clusters (Rozo et al., 2010),
and independently obtained constraints that are consistent with each other and also com-
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petitive to other probes (see Figure 1.1). Existing and forthcoming cluster surveys at mm
(SPT, ACT and Planck), optical (DES, LSST), and X-ray (eRosita) wavebands, are going
to bring enormous data to further enhance the constraining power using clusters.
In order to achieve the promised precision of these large surveys, any systematics need
to be carefully examined. For example, one important factor is to quantify the selection
function of the observations. Failing to account for selection effects (e.g. Malmquist bias,
see § 1.1.2) would bias the calibrations of scaling relations. Another key component is to
properly parametrize the scaling relations in self-calibration studies. Tight cosmological con-
straints may arise from simplified but not necessarily physical assumptions about the scaling
relations. On the other hand, allowing too many degrees of freedom for scaling relation
parameters would yield uninteresting constraints. Therefore the efficacy of self-calibration
demands the knowledge of the functional form of the normalization, slope, intrinsic scat-
ter, and their evolution, which will need to be informed by theoretical models or numerical
simulations. Common assumptions in the analyses to date are lognormal distribution of
the scatter, and negligible evolution relative to the self-similar prediction (see § 1.1.2 for
more detailed discussion). In this work we will explicitly examine the adequacy of these
assumptions and possible systematics. Only when the systematics are fully understood can
we maximize the merits of cluster cosmology.
1.1.2 Mass-observable relations
Despite the wish from the perspective of cosmology to consider clusters as simple ‘spherical
cows,’ the formation of clusters actually involves various intricate physical mechanisms.
Details in these processes are what shape the observable properties of clusters. Therefore
one important question to ask is how well we understand the mass-observable relations. Here
we will give a brief review.
The simplest model assumes cluster properties are governed by gravity alone and clusters
are in virial equilibrium (Kaiser, 1986). Since gravity has no preferred scales, clusters are
expected to be self-similar, i.e., clusters of different masses are just scaled version of each
other and their mass is the only variable that determines the other properties. In the
flat ΛCDM model, the critical density of the universe scales with redshift as ρcrit(z) =
ρcrit,0E
2(z), where
E(z) ≡ H(z)/H0 = [(1 + z)3Ωm + ΩΛ]1/2, (1.4)
given the evolution of the Hubble parameter H(z). Together with the mass definition M ∝
∆ρcrit(z)R
3, the cluster size evolves as R ∝ M1/3E−2/3(z). Assuming cluster gas is heated
and in equilibrium with the gravitational potential of the cluster, the virial theorem gives
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T ∝ M/R. Similar power-law relations can be derived for other thermodynamic quantities,
such as the X-ray luminosity based on the assumption of bremsstrahlung emission, LX ∝
n2eT
1/2R3, the ‘entropy’ often invoked in cluster studies, K ≡ Tn−2/3e (Voit, 2005), and the
integrated SZ decrement (Sunyaev & Zeldovich, 1972),
Y ≡
∫
ydΩ =
1
d2A(z)
(
kBσT
mec2
)∫
neTedV. (1.5)
Plugging in the dependences on mass and redshift, the self-similar scaling relations can be
summarized as
M ∝ T 3/2E−1(z) (1.6)
LX ∝ T 2E(z) (1.7)
K ∝ TE−4/3(z) (1.8)
Y ∝ M5/3E2/3(z). (1.9)
The self-similar model is very instructive and agrees well with gravity-only hydrody-
namic simulations (Bryan & Norman, 1998). However it is at variance with a number of
observations. In particular, the observed relation between X-ray luminosity and temperature
(e.g. Allen & Fabian, 1998; Osmond & Ponman, 2004; Pratt et al., 2009) is steeper and the
measured level of gas entropy is higher than expected (e.g. Ponman et al., 2003), especially
for poor clusters and groups. The discrepancies between observations and the gravity-only
model are attributed to the need to consider additional sources of entropy in the ICM, which
provide valuable implications on the cooling and heating mechanisms that govern galaxy
formation.
Various models have been proposed to remedy the discrepancies, including ICM preheat-
ing and energy injection from supernovae (SN) or galactic winds, removal of low-entropy gas
via radiative cooling, and some combination of these models (see Voit (2005) for a review).
To date hydrodynamic simulations with cooling, star formation, and SN feedback have been
shown to be able to reproduce the X-ray properties of the ICM outside the core regions (Bor-
gani et al., 2004; Kay et al., 2007; Nagai et al., 2007a). Although they succeed in bringing
model predictions closer to observations, some issues remain.
One common difficulty in the simulations is to regulate overcooling. Although radiative
cooling is unimportant throughout most of the volume of a galaxy cluster, many clusters have
such high central ICM densities that their cooling timescales are shorter than the Hubble
time, the so-called cool-core (CC) clusters. In the absence of heating sources, the ICM gas
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would lose its pressure support against gravity and slump inward as originally suggested
by the cooling flow model (Fabian, 1994). Simulations with only radiative cooling thus
produce great amounts of cold gas that are not observed in soft X-ray spectra (Peterson
et al., 2003). Another consequence is that too large a stellar-to-gas fraction is predicted.
While observations indicate that only about ∼ 10% of the baryon content of a cluster is
in the stellar phase (Dai et al., 2010), radiative simulations generally produce stars up to
∼ 50% of the gas (Borgani et al., 2004; Nagai et al., 2007a).
Resolving all these issues requires the right amount of heating to balance radiative cooling.
Feedback from active galactic nuclei (AGN) is the most popular candidate, as the observed
power output from AGN seems to be sufficient to counteract radiative cooling losses (Dunn
& Fabian, 2008), and it is potentially a self-regulating mechanism (Churazov et al., 2005).
Considerable effort has been made toward investigating detailed mechanisms to heat the
ICM efficiently in isolated cluster simulations; for example, hydrodynamic simulations (e.g.
Churazov et al., 2001; Omma et al., 2004) have included more sophisticated treatments of
turbulence (Scannapieco & Bru¨ggen, 2008), viscosity (Reynolds et al., 2005) and magnetic
fields (Bru¨ggen & Kaiser, 2001; Robinson et al., 2004). Only recently has AGN feedback
been included in the cosmological context using subgrid modeling (Sijacki et al., 2007; Booth
& Schaye, 2009; Gaspari et al., 2011b; Dubois et al., 2010). Some of these simulations have
successfully suppressed the stellar fraction to one third and matched the observed slope of
the LX–TX relation (Puchwein et al., 2008).
However, so far these AGN subgrid models are highly phenomenological due to incomplete
knowledge of the detailed accretion and feedback processes across scales from the supermas-
sive black hole (SMBH) to the galaxy clusters. Besides, there has been a great diversity
in the modeling details, but systematic parameter studies and comparisons among different
models are lacking. In order for numerical simulations to provide meaningful information for
observational calibrations, as mentioned in the previous section, the theoretical uncertainties
in the modeling of AGN feedback must be addressed, as we will discuss in Chapter 5.
In summary, over the last decade there has been substantial improvement in the under-
standing of the mass-observable relations. Though modeling cluster cores is still a challenging
subject, pursuit in this direction will provide invaluable information for both cluster astro-
physics and cosmology.
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Figure 1.2: Illustration of the Malmquist bias resulting from the selection effects of a
luminosity-limited observation, where the detected distribution (black) does not reflect the
true scaling relations (red). The steepness of the mass function cause a even larger bias
(right) compared to a unrealistic uniform distribution (left).
1.1.3 Scatter in the scaling relations & systematics in cluster
cosmology
The empirical mass-observable relations indicate that clusters are fairly regular and close to
equilibrium. However, understanding the systematics regarding not only the mean relations
but also their scatter is crucial in cosmological studies. In this section we will emphasize the
possible systematic biases that are caused by incomplete knowledge of the intrinsic scatter
in the scaling relations.
The discrepancies between theory and observations in the mean relations have been alle-
viated by discoveries of several systematic effects. For example, masses determined under the
common assumption of hydrostatic equilibrium in X-ray analyses in general underestimate
the true mass by ∼ 20% (Rasia et al., 2006; Nagai et al., 2007a). The emission-weighted
temperature commonly used in numerical simulations is also found to be biased toward high
values with respect to the X-ray spectroscopic temperature (Mazzotta et al., 2004; Rasia
et al., 2005). Taking these two effects into account greatly resolves the mismatch in the nor-
malization of the M–TX relation. This underlines the importance of mock-observation tools
to make direct comparison between results from numerical simulations and observational
data. Since X-ray observables are the most well-studied mass proxies, in the investigation of
X-ray scaling relations (Chapter § 2), we have created a tool to make mock Chandra X-ray
images and extracted X-ray observables as if they were real observations.
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The origin of scatter in these relations needs to be studied too. Due to the exponential
slope of the mass function at high mass end, as the overall number of lower-mass clusters
scattering to higher values of an observable ‘O’ far exceeds the number of high-mass clusters
scattering in the opposite direction, significant scatter in the M–O relation would boost the
number density of clusters observed in logarithmic bins of the observable O (also known as
the Eddington bias). Underestimating this scatter can lead to an overestimate of σ8, for
instance.
Another observational bias associated with sample selections is the Malmquist bias, as
illustrated in Figure 1.2. For a signal-limited survey (e.g. the luminosity threshold shown
as the blue lines in this example), the observed scaling relation derived from the detected
sample would be distorted from the true relation of the underlying distribution (red lines).
The situation is even worse for a steepened mass function as in the realistic case (right panel).
These biases have to be corrected in the analyses to recover the true scaling (Mantz et al.,
2010a).
Efforts have been made to reduce the observed scatter to get better constraints on cluster
masses. Such attempts include using core-excised quantities to remove the large dispersions
inside cluster cores (O’Hara et al., 2006; Pratt et al., 2009; Mantz et al., 2010a) and the
invention of the X-ray counterpart of the Compton-y parameter, YX ≡MgasTX , to obtain a
very tight M − YX correlation (Kravtsov et al., 2006). These successful examples illustrate
the possibility of obtaining better mass estimates if our knowledge of the physical origin of
scatter is improved.
Even in the self-calibration technique (Majumdar & Mohr, 2004; Lima & Hu, 2004), where
the scaling relations are fitted together with the cosmological parameters, the assumption of
the functional form, mass and redshift dependence of the scatter in these relations can lead
to misinterpretation of the obtained constraints (Lima & Hu, 2005). In particular, Shaw
et al. (2010a) have shown that invalidity of the common assumption of lognormal scatter for
an intrinsically non-lognormal distribution would cause a bias in the derived cosmological
constraints.
Studying the physical sources of intrinsic scatter in the mass-observables relations can
not only improve our understanding of cluster formation, but also help identify systematic
uncertainties in cosmological studies. Therefore, the goal of our work is to use numerical
simulations to examine the influence of cluster structure, dynamical state, radiative cooling,
and AGN feedback on mass-observable relations and their scatter and evolution. We will
give a brief review on the astrophysical processes in the ICM in § 1.2 and the numerical
techniques for simulating cluster formation in § 1.3. We will then summarize the structure
of this work in § 1.4.
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1.2 Astrophysical processes in the intracluster
medium
The observable properties of galaxy clusters are closely connected to the underlying physical
processes in operation. As mentioned in § 1.1.2, the details in the ICM cannot be fully
described by gravitational effects alone, but involve a complex of additional baryonic physics.
This makes clusters not only powerful cosmological probes, but also great astrophysical
laboratories. Since the goal of our work is to understand the influence of these mechanisms
on cluster observables, here we will outline the important processes taking place in the ICM.
1.2.1 Gravitational - environment & mergers
In the hierarchical structure formation, objects form via a series of accretions and mergers
of smaller building blocks. To the first order, the baryonic matter traces the evolution of
the dark matter by gravitational attractions. Small dark matter halos first collapsed at the
nodes of the filamentary structure of the cosmic web, then merge into bigger halos as the
filaments accrete more matter. At the intersections of these filaments galaxy clusters are
assembled, as seen in simulations of large scale structures (e.g. the Millennium Simulation
(Springel et al., 2005)).
It is likely that the large-scale environment has left some imprints on the observable
properties of clusters. For one, the filamentary structures, when aligned along the line of
sight, may be confused with the signal from the cluster itself and cause a projection effect.
Furthermore, internal structures of the dark matter halos also retain some memory of the
surroundings. For example, the halos are not spherical, as treated in the analytical halo
model, but mostly prolate (sometimes oblate or triaxial) (e.g. Shaw et al., 2006), which may
have resulted from the surrounding tidal fields (e.g. Wang et al., 2011). Their spherically-
averaged densities can be well approximated by a universal Navarro-Frenk-White (NFW)
profile (Navarro et al., 1995)
ρ(r) =
ρcrit(z)Ac
(r/rs)(1 + r/rs)2
, (1.10)
where rs is the scale radius, c ≡ r200/rs is the concentration parameter, andAc = 200c3/3[ln(1+
c)− c/(1 + c)]. Tracking the assembly histories of halos in numerical simulations, Wechsler
et al. (2002) find that the concentration parameter strongly correlates with the formation
epoch.
Due to the large masses of clusters, the merger and accretion processes during their
formation are particularly energetic. Strong gravitational pull can accelerate the collapsing
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matter to ∼ 103 km/s, generating shocks that convert tremendous amounts of energy into
the thermal energy that heats the ICM. The Mach number of the shocks ranges from a few
in the inner regions, to 10 − 1000 at the edge of clusters where the low-density gas is cold
(e.g. Pfrommer et al., 2006). A number of merger shocks have been detected with sensitive
observations by the Chandra X-ray Observatory (see a review by Markevitch & Vikhlinin
(2007)). The shocks and turbulence generated by mergers can drive clusters out of virial
equilibrium as well as significantly affect their thermodynamic properties (Ricker & Sarazin,
2001; Poole et al., 2007).
1.2.2 Radiative cooling & stellar feedback
The baryons inside the halos are allowed to cool by radiation loss since the intracluster plasma
is optically thin at most wavelengths. The cooling time for massive clusters is typically
longer than the Hubble time, except a subset of clusters which have high-density cores
in the inner 50 − 100 kpc. These cool-core (CC) clusters are featured with high X-ray
surface brightnesses and usually a temperature drop toward the center (Fabian, 1994). Cold
gas implied by the ICM cooling rate far exceeds the observed limit by high-resolution X-
ray spectroscopy (Peterson et al., 2003) (i.e. the ‘cooling-flow’ problem). Additionally, the
observed scaling relations show self-similarity breaking due to excess entropy in lower-mass
systems (as discussed in § 1.1.2). To match all the observed trends requires an intricate
balance between cooling and some extra heating mechanisms.
One of the first proposed mechanisms is ‘pre-heating’ (Evrard & Henry, 1991), i.e., a
significant injection of energy into the ICM at early times (z > 1), possibly by galactic
winds or AGN. In this model, the gas entropy is elevated at high redshift uniformly, so
lower-mass objects would be affected more than rich clusters, steepening the LX–TX relation
as the increase in entropy reduces the density and X-ray emissivity. By adjusting the amount
and redshift of the entropy injection, simulations with preheating have been able to match
observed slopes of scaling relations (Bialek et al., 2001). However, large isentropic cores in
smaller systems predicted by the preheating model disagree with observational data (e.g.
Donahue et al., 2006). Moreover, observations of Lyα absorption lines in quasar spectra
require that preheating cannot be global at z > 2 (Shang et al., 2007).
Another natural solution is star formation and feedback from supernovae (SN), as hinted
by the metals detected in the ICM (Werner et al., 2008). Star formation resulting from gas
cooling removes low-entropy gas from the hot phase so effectively raises the entropy level of
the ICM (Voit & Bryan, 2001). Models including supernova-driven winds also helps to match
the LX–TX slope (e.g. Borgani et al., 2004), although SN feedback alone cannot compensate
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cooling with realistic heating efficiencies. Current simulations incorporating these two effects
have brought significant improvements outside the cores (e.g. Nagai et al., 2007a). However,
they are still insufficient to reproduce the detailed properties in the cool cores, such as the
observed temperature decline, and the low stellar fractions (see Borgani & Kravtsov (2009)
for a review).
1.2.3 Feedback from active galactic nuclei
Observational evidence has revealed that many galaxies in the local universe harbor su-
permassive black holes (SMBH) with masses 106 − 109 M at their centers (Ho, 1999).
At redshifts as high as z = 7, these active galactic nuclei (AGN) hosting SMBH of mass
∼ 109 M already exist, as shown by Sloan Digital Sky Survey (SDSS) studies (Fan, 2006).
The growth of SMBH occurs via mergers and accretion in galactic cores, and is believed to
power the luminous quasars (Hopkins et al., 2005), as well as the relativistic jets observed
in radio (e.g. Koide et al., 1999). The energetic input from SMBH can self-regulate its own
growth (Di Matteo et al., 2005). Such feedback process is thought to be responsible for
the observed correlation between the SMBH masses and host galaxies properties (e.g. stellar
velocity dispersions) (Di Matteo et al., 2005), and also the size limits and star formation
quenching in massive galaxies (Croton et al., 2006).
The AGN is one of the most promising solutions to the cooling flow problem for a few
reasons. First, many observed X-ray cavities in the ICM are associated with radio-emitting
medium from the relativistic jets of the SMBH (McNamara & Nulsen, 2007). The enormous
jet power estimated from the enthalpy of these large ‘bubbles’ (∼ 50 − 100 kpc) is shown
to be sufficient to offset cooling in many CC clusters (Dunn & Fabian, 2008). The AGN
can also drive weak shocks and sound waves that carry significant amount of energy to heat
cluster cores (e.g. McNamara et al., 2005; Fabian et al., 2006). Furthermore, observations
find that large cavities are found only in clusters with short cooling times (Dunn & Fabian,
2008), strongly supporting the link between radiative cooling and AGN feedback.
1.2.4 Other processes
So far we have only considered the processes generating the thermal emission of the ICM.
However, magnetic fields and cosmic rays are needed to explain the observed non-thermal
diffuse and linear radio emissions (i.e. the radio ‘halos’ and ‘relics’, respectively). These non-
thermal processes, though poorly understood, can potentially play a role in altering cluster
observables. Although studying their effects is not the focus of this work (see Sutter (2011)
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for investigation of magnetic fields), the relevant non-thermal effects are summarized here
for completeness.
Magnetic fields in clusters have strengths of a few µG in general and sometimes up
to 10 − 20 µG in cluster cores, inferred from radio observations and rotation measures of
background polarized sources. The fields appear to be tangled with auto-correlation lengths
of 1-10 kpc (see Carilli & Taylor (2002) for a review). Magnetic fields can provide up to
0 − 20% non-thermal pressure in the ICM (Dolag & Schindler, 2000). The cosmic rays
also contribute to additional source of pressure support (Pfrommer et al., 2007). X-ray
hydrostatic mass estimates may become biased if these non-thermal pressure components
are not taken into account.
More importantly, the transport and dissipation processes in the ICM are closely related
to the magnetic fields. In the absence of magnetic fields, the Coulomb mean free path is
on the order of tens of kpc, making it incorrect to treat the ICM as a collisional fluid (see
§ 1.3.2 for more detailed discussion). But the mean free path can be greatly suppressed
by the magnetic fields, at least orthogonal to the field lines. Consequently, anisotropic heat
conduction and viscosity need to be considered, and their effective values may be suppressed,
depending on the topology of magnetic fields.
If the viscosity of the ICM is non-negligible, it would provide extra entropy due to viscous
dissipation during mergers and accretion, make ram pressure stripping of infalling galaxies
more efficient, and change the morphology of the AGN-inflated bubbles (e.g. Reynolds et al.,
2005). Heat conduction is another important transport process to consider. Many studies
have shown that isotropic conduction is unlikely to be a stable heating source to overcome
cooling since it requires fine-tuning (e.g. Conroy & Ostriker, 2008). Anisotropic conduction
further worsen the situation, since it can rearrange the magnetic fields perpendicular to
temperature gradients in the CC and shut down heat conduction into the cores completely,
due to the heat-flux-driven buoyancy instability (HBI; Parrish & Quataert (2008)). The
actual amplitude of these effects are all tied to the strength and configuration of the magnetic
fields. More observational data from radio surveys (e.g. LOFAR, SKA) will be crucial to pin
down the uncertainties.
1.3 Simulating cluster formation
Cosmological simulations of galaxy cluster formation are central to our work. We will summa-
rize the numerical techniques employed for different components, including the dark matter
(§ 1.3.1), hydrodynamics (§ 1.3.2), and AGN (§ 1.3.4). Finally, the simulation code FLASH
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is introduced in § 1.3.5.
1.3.1 Dark matter
The dynamics of collisionless dark matter is described by the collisionless Boltzmann equa-
tion, which is the continuity equation of the phase space density in a six-dimensional space
of coordinates and velocities. These equations can be integrated and simplified into a set
of characteristic equations that are equivalent to the standard Newtonian equations of mo-
tions. In cosmological simulations the initial phase space is discretized and sampled by N
particles (thus the name ‘N-body’) and their equations of motions are solved in a collective
gravitational field.
The gravitational forces acting on the particles (and baryons) are computed in several
different ways. Directly computing the force among each pair of particles is the most accu-
rate, but also the most expensive as the number of operations scales as the square of number
of particles. Alternative schemes include the particle-mesh method (Hockney & Eastwood,
1988), the tree method where forces are computed by multipole expansion (Barnes & Hut,
1986), or a hybrid of the two (Bagla, 2002). In the particle-mesh scheme, the particle densi-
ties are mapped onto a grid for solving the Poisson equations. The positions and velocities of
particles are then updated using the force calculated by differencing the potential produced
by the Poisson equations.
The dark matter particles are typically initialized on a uniform grid and given small
perturbations of positions and velocities. Given the starting redshift of the simulation, the
density perturbations are calculated by evolving the primordial Gaussian density field with
power spectrum computed by an assumed cosmological model (e.g. CMBFAST, Seljak &
Zaldarriaga (1996)) using the Zel’dovich approximation (Zel’Dovich, 1970).
1.3.2 Hydrodynamics
In cosmological simulations, the intracluster plasma are typically treated as an ideal fluid and
thus solved by the hydrodynamic equations. One can ask whether the fluid approximation is
applicable to the ICM. On the one hand, the Debye length in the ICM is short (λ ∼ 107cm),
so on resolvable scales in cosmological simulations (∼ kpc), the plasma can be treated as a
neutral, continuous field. On the other hand, the Coulomb mean free path in the absence
of magnetic field is λ ∼ 23 kpc(Te/108K)2(ne/10−3cm−3)−1 (Spitzer, 1962). For cluster
outskirts, T ∼ 107 K and ne ∼ 10−4cm−3, the mean free path can be as large as ∼ 100 kpc,
which may pose a problem for the assumption of collisional gas. Fortunately, the magnetic
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field observed in clusters (Carilli & Taylor, 2002), while being dynamically sub-dominant in
most cases (Dolag et al., 2001), is likely to shorten the mean free path significantly, at least
perpendicular to the field lines. Though the actual level of suppression is unclear (related to
the topology of magnetic field lines), in general the hydrodynamic treatment is justified.
Numerical approaches of hydrodynamics can be divided into two categories: smoothed
particle hydrodynamics (SPH; Lucy (1977)) and grid-based methods. In the SPH, fluid ele-
ments are represented by particles with a smoothing kernel, and the hydrodynamic equations
are solved in the Lagrangian form. The main advantage of SPH is its Lagrangian nature so
that the spatial resolution and geometry of the system are not limited by a grid. However,
SPH has a limited ability to describe strong gradients. In addition, to prevent particles from
penetrating shock regions, SPH introduced an artificial viscosity, which leads to suppression
of shear motions and fluid instabilities.
On the other hand, grid-based codes, which solves the hydrodynamic variables defined
on a grid by calculating fluxes at the cell boundaries, are shown to perform well in capturing
shocks and contact discontinuities (Laney, 1998). Reaching high resolution with minimum
computational costs is an issue for early Eulerian simulations using a uniform grid, until the
adaptive mesh refinement (AMR) technique was developed to save resources by putting finer
mesh only on regions of interest and keeping coarse meshes otherwise. Popular cosmological
AMR codes include FLASH (Fryxell et al., 2000; Dubey et al., 2008), Enzo (O’Shea et al.,
2004), and ART (Kravtsov et al., 1997).
Simulating clusters with SPH and AMR have been compared in the “Santa Barbara
Comparison Project” (Frenk et al., 1999). Profiles of the ICM agree remarkably well outside
cluster cores. In the core region, however, the entropy profiles have a flattened core in the
AMR simulations, whereas for SPH the entropy continues to drop toward to center, owing
to the suppression of mixing in SPH codes (Mitchell et al., 2009). By enhancement of the
mixing in SPH simulations, such as decreasing the artificial viscosity (Dolag et al., 2005),
or adding a dissipation term in the hydrodynamic equations (Wadsley et al., 2008), the
predictions by SPH and grid-based Eulerian codes can be brought into better agreement.
1.3.3 Radiative cooling, star formation and stellar feedback
Radiative cooling (and other sources of thermal feedback) is included as a source term in the
energy equation of hydrodynamics. At every timestep, the amount of energy radiated from
each cell during that step is calculated and removed from the ICM gas. The cooling rates
are calculated using local values of gas density, temperature, and metallicity using either a
cooling model of ionized plasma or pre-calculated tables (e.g. FLASH interpolates cooling
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rates from the tables of Sutherland & Dopita (1993)).
Since detailed processes of star formation from molecular clouds are not resolved with the
maximum resolution in cosmological simulations (∼ kpc), sub-resolution models are needed
to treat star formation and stellar feedback. As stars form in the simulations, gas density is
decreased and new collisionless star particles are created. The star formation rate is often
parametrized as a power law function of the local gas density, such as the Schmidt law
(Kennicutt, 1998). Note that any star particle in the simulation does not really represent
a star but just a sample of the stellar distribution, just like dark matter particles in the
simulations do not represent individual DM particles. Thus each star particle is treated as a
population with mass distribution described by an initial mass function (IMF). SN feedback
is modeled accordingly by assuming massive stars turn into supernovae and eject certain
amounts of thermal energy and metals. The continuity equations for different species (e.g.
hydrogen, helium and metals) are solved separately, and the abundances are used to compute
the cooling rate self-consistently. Other types of feedback can also be implemented, such as
UV heating, stellar winds, and secular mass loss by stars.
1.3.4 Subgrid AGN models
The accretion and feedback processes of the AGN are of great complexity in terms of physics
and involve a dynamical range of ∼ 1010 from the accretion disks around the SMBH to galaxy
clusters on Mpc scale. Cosmological simulations with AGN directly is thus beyond current
computational power and must rely on sub-resolution modeling, which links the accretion
and feedback on resolvable scales (∼ kpc) to properties of the SMBH.
The modeling of accretion in cosmological simulations has commonly assumed the Bondi
accretion rate (Bondi, 1952)
M˙Bondi = 4piG
2M2BHρ/c
3
s, (1.11)
where MBH is the mass of the SMBH, ρ and cs are the gas density and sound speed, re-
spectively, estimated at the Bondi radius, rBondi = 2GMBH/c
2
s. Because the Bondi radii are
typically sub-kpc and not generally resolved in cosmological simulations, previous works have
adopted a boosting factor (either a constant as in Sijacki et al. (2007) or density-dependent
as in Booth & Schaye (2009)) in the above equation to account for the underestimation of
accretion rates due to low resolution.
While the Bondi accretion rate appears sufficient in powering the observed AGN jets for
many cases (Allen et al., 2006), for some systems other mechanisms seem to be required
(McNamara et al., 2011). Furthermore, the original Bondi accretion rate is based on simpli-
fied assumptions such as spherical-symmetric, steady flow with zero velocities at the Bondi
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radius. These criteria may not be applicable to all systems, especially those with radial infall
due to rapid cooling, or with non-negligible angular momentum (e.g. Power et al., 2011).
Alternative schemes have been proposed, including stochastic accretion (Pope, 2007), cold
gas accretion (Pizzolato & Soker, 2005), accretion by gravitational instabilities in galaxies
(Hopkins & Quataert, 2010), SMBH spins (McNamara et al., 2009), etc. These models are
not yet integrated into cosmological simulations (except a cold-accretion-like scheme used in
Gaspari et al. (2011b)). Clearly more detailed investigations and comparisons are necessary
for further improvement in this area.
Motivated by the observed correlation between the jet power estimated from X-ray cav-
ities and the Bondi accretion rate (Allen et al., 2006), it is generally assumed that a fixed
fraction of the accreted rest mass energy goes into feedback in the surrounding ICM. De-
pending on the accretion rate in terms of the Eddington rate, M˙Edd = (4piGMBHmp)/rσT c
(r is the radiative efficiency), the energy feedback from AGN may be radiatively efficient,
like quasars at high redshifts, or mechanically efficient, as observed in clusters with X-ray
bubbles (e.g. Churazov et al., 2005). The feedback energy is then thermally coupled to the
surrounding gas with efficiencies motivated from observational constraints.
For mechanical feedback, one can either inject kinetic energy as bipolar jets (Cattaneo
& Teyssier, 2007), or input thermal energy as already-inflated bubbles (Sijacki et al., 2007).
Numerically, the jet simulations have higher resolution requirement, while it is easier to
resolve the size of bubbles in cosmological simulations. Parameters required in the jet models
are jet velocities, size and shape; for bubble models the frequencies, positions and sizes of
bubbles need to be specified. Since there is a great degree of freedom in these models
and few systematic comparisons have been done, we will present a detailed study to access
how sensitive the subgrid models are to these different choices of models and parameters in
Chapter 4.
These AGN subgrid prescriptions, which link the feedback energy to the accretion self-
consistently, have been able to stabilize cooling and self-regulate black hole growth (e.g.
Sijacki et al., 2007; Cattaneo & Teyssier, 2007). However, they are only meant to be phe-
nomenological representations of AGN feedback and serve as the first step toward under-
standing the gross properties of the ICM. Generating realistic-looking bubbles in numerical
simulations is still a challenge since it may involve additional baryonic processes, such as
magnetic fields (e.g. Ruszkowski et al., 2007), subgrid turbulence (Bru¨ggen et al., 2009), or
cosmic rays (Guo & Mathews, 2011). Progress in the detailed interactions between AGN
and the ICM will be very helpful in making a more realistic subgrid model of AGN feedback.
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1.3.5 The FLASH code
The simulations in our work are performed using the AMR hydrodynamic plus N-body code,
FLASH (Fryxell et al., 2000; Dubey et al., 2008). FLASH was originally developed by the
Flash Center at University of Chicago to simulate thermonuclear flashes on compact objects
and has been applied to a variety of fluid problems, as well as cosmological simulations,
demonstrating excellent agreement with six other codes in an extensive cosmological code
comparison project (Heitmann et al., 2005). FLASH is freely available and its modular
framework allows users to easily adapt the code to specific problems.
The AMR feature of FLASH allows one to achieve very large dynamic ranges, optimal
for cosmological simulations with AGN. The block-structured AMR package PARAMESH
(MacNeice et al., 2000) develops the mesh hierarchy by bisecting blocks in each coordinate
direction and placing blocks at nodes of a tree. In this ‘oct-tree’ method, the spatial resolu-
tion changes by a factor of two between any two adjacent levels. The user-defined refinement
criteria can be either logarithmic density thresholds, often used in cosmological simulations,
or second-order derivative of temperature, in order to capture shocks in hydrodynamical
simulations.
The hydrodynamics module in FLASH solves the Euler equations of hydrodynamics using
the piecewise-parabolic method (PPM; Colella & Woodward (1984)), which is an algorithm
optimized for shock capturing. PPM achieves near second-order convergence by analytically
solving Riemann’s shock tube problem at each cell interface. The initial conditions for each
shock problem are determined by averaging fluid quantities over characteristic domains in
each cell using parabolic interpolants. For multidimensional problems, FLASH uses second-
order operator splitting (Strang, 1968).
For collisionless components, such as dark matter, FLASH uses an N-body solver based
on the particle-mesh method. The Poisson equation for the gravitational potential is solved
using either a multipole solver, which is appropriate for nearly spherically symmetric prob-
lems with isolated boundary conditions, or a multigrid solver (Trottenberg et al., 2001) for
more general problems. Multigrid methods solve elliptic equations by accelerating the con-
vergence of relaxation methods. The new multigrid solver in FLASH3 uses a direct method
based on the algorithm of Huang & Greengard (2000), modified to suit FLASH’s oct-tree
finite-volume mesh (Ricker, 2008).
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1.4 This work
In Chapter 2, we present a study of the sources of intrinsic scatter in the X-ray temperature-
mass relation by correlating it with quantities that are closely related to cluster formation
and merging histories. The analyses are based on a cosmological hydrodynamics plus N -body
simulation of galaxy cluster formation. We developed mock Chandra X-ray observations to
obtain the X-ray spectroscopic temperature to facilitate direct comparisons with observa-
tions. To quantify the dynamical states of clusters, we built an algorithm to trace cluster
merger histories to identify mergers, in addition to using observation-motivated substructure
measures. A detailed comparison of merging clusters identified by substructure measures and
by halo merger trees is given in the discussion. We find that, when cooling-related effects
are neglected, the variation in halo concentrations is a more important factor for driving
the intrinsic scatter in the M–TX relation, while the combined effects of shock heating plus
departures from hydrostatic equilibrium due to cluster mergers have a minor effect.
Chapter 3 extends the analyses to the Sunyaev-Zel’dovich (SZ) flux-mass (YSZ–M) rela-
tion. The functional form, evolution, and physical origin of the YSZ–M scatter are explored.
We examine the assumption of lognormal scatter and detect non-negligible positive skewness
and kurtosis (> 0.5) for a wide range of limiting masses and redshifts. These higher-order
moments should be included in the parametrization of scatter in order not to bias cosmo-
logical constraints. We investigate the sources of scatter by correlating it with measures of
cluster morphology, halo concentration, and dynamical state, and we quantify the individual
contribution from each source. We find that statistically the impact of dynamical state is
weak, so the selection bias due to mergers is negligible. On the other hand, there is a strong
correlation between the scatter and halo concentration, which can be used to reduce the
scatter significantly (from 12.07% to 7.34% or by ∼ 40% for clusters at z = 0). We also
show that a cross-calibration by combining information from X-ray followups can be used to
reduce the scatter in the flux-mass relation and also identify outliers in both X-ray and SZ
cluster surveys.
In Chapter 4, we begin the study of AGN feedback in the ICM. We implemented a
subgrid AGN model in FLASH with several accretion and feedback models commonly used
in the literature. Since detailed parameter studies and comparisons among these subgrid
models are not available, we performed a sensitivity test on the AGN model with varied
formulations and parameters, using hydrodynamical simulations within an idealized cluster
atmosphere. The evolution of AGN activity and cluster profiles are compared for different
numerical parameters (e.g. resolution) and physical parameters, including the strength of
accretion, feedback efficiencies, duty cycles, regions of feedback, and the ratio of thermal to
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kinetic energy. Among these variations, we find that the results are most sensitive to the
choices of accretion strength, feedback efficiencies, and the sizes of feedback.
Chapter 5 takes the outputs from the sensitivity test and investigates the impact of AGN
on global cluster properties (e.g. Mgas, TX , LX , YSZ and YX). We first verify that all the
model variations produce scaling relations that are consistent with current observational
limits. Next, we quantify the theoretical uncertainties of each observable computed within
R2500, R1000, R500, and R200, due to these model and parameter assumptions. We find that
quantities that are related to gas densities, such as Mgas and LX , are the most uncertain,
whereas TX , YSZ and YX are more robust. Finally, we show how the trajectories on the
LX–TX relation correlate with the AGN activities.
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Chapter 2
Influence of concentration and
dynamical state on scatter in the
X-ray temperature - mass relation1
2.1 Introduction
Galaxy clusters are potentially valuable cosmological probes because of their unique position
in the hierarchy of structure formation. They are the largest gravitationally bound objects,
having just separated from the cosmic expansion and collapsed from density fluctuations in
the past few billion years. Therefore, statistical measures of clusters, such as their mass
distribution as a function of redshift, are sensitive to the cosmic matter density parameter
Ωm, the dark energy density parameter Ωde, the normalization of the primordial fluctuation
spectrum σ8, and the dark energy equation of state parameter w (Haiman et al., 2005).
Future cluster surveys will yield cosmological parameter constraints that are complementary
to those from upcoming microwave background probes (e.g. Planck) and Type Ia supernova
observations.
However, clusters present us with a dilemma: their masses are well-predicted by nu-
merical simulations, but in the real world, 80–85% of their mass is in the form of invisible
dark matter. In order to make contact with observations, observational mass proxies are
needed. Fortunately, cluster masses correlate with many observable quantities, such as X-
ray temperature TX , X-ray luminosity LX , optical richness, infrared luminosity, and the
Sunyaev-Zel’dovich effect (Mohr et al., 1999; Lin et al., 2003; Popesso et al., 2005; Hansen
et al., 2005; Stanek et al., 2006). These mass-observable relations indicate that clusters are
fairly regular and close to equilibrium, despite having dynamical timescales of order 1/10
the age of the universe.
For clusters to provide meaningful constraints on the cosmological parameters, the sys-
tematic errors in mass estimates based on these relations must be well-understood. For
example, masses determined under the assumption of hydrostatic equilibrium in general un-
derestimate the spherical overdensity mass M200 by ∼ 20% (Nagai et al., 2007b). The X-ray
temperature determined through spectral fitting is also known to bias low with respect to
1This chapter is previously published in the Astrophysical Journal as Yang, H.-Y. K., Ricker, P. M., &
Sutter, P. M. 2009, ApJ, 699, 315.
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the emission-weighted temperature commonly used in numerical simulations (Rasia et al.,
2005). The discrepancy in the normalization of the M–TX relation between observations
and numerical simulations has been alleviated only recently by taking these two effects into
account. This emphasizes the importance of using mock-observation tools to make direct
comparisons between results from numerical simulations and observational data.
The origin and distribution of scatter in these relations are also important. Due to
the exponential shape of the mass function, scatter in the M–X relation (for observable X)
boosts the number density of clusters observed in logarithmic bins of X, as the overall number
of lower-mass clusters scattering to higher values of X far exceeds the number of high-mass
clusters scattering in the opposite direction. Underestimating this scatter can lead to an
overestimate of σ8, for instance (Randall et al., 2002). Attempts have been made to reduce
the observed scatter to get better constraints on cluster masses. Such attempts include the
use of core-excised quantities to reduce the large scatter in the LX–TX relation due to the
effects of cool cores (Allen & Fabian, 1998; O’Hara et al., 2006) and the invention of the
X-ray counterpart of the Compton y-parameter, YX ≡ MgasTX , to obtain a very tight M–
YX correlation (Kravtsov et al., 2006). These successful examples illustrate the possibility of
obtaining better mass estimates if our knowledge of the physical origin of scatter is improved.
It is also possible to self-calibrate cluster surveys (Levine et al., 2002; Majumdar & Mohr,
2004; Lima & Hu, 2004), fitting the mass-observable relation as an unknown together with the
cosmological parameters. However, this technique requires assumptions about the functional
form and the mass and redshift dependence of the scatter, and errors in these assumptions
can lead to misinterpretation of the obtained constraints (Lima & Hu, 2005).
In this work we begin a systematic study of the influence of internal cluster physics on the
scatter in cluster mass-observable relations. We focus initially on X-ray observables, as they
are less directly dependent on the uncertain details of galaxy formation than, for example,
optical observables. Our aim in this study is to examine the effects of mergers and dynam-
ical state in isolation from effects due to radiative cooling, feedback due to stars and black
holes, and diffusive transport. Future papers will examine these other effects separately. Ac-
cordingly, the simulation described here includes only dark matter and gasdynamics. While
we examine substructure-based measures of dynamical state to make contact with previous
work, we extend this work by considering direct measurements of dynamical state that may
not be observable but that can give us physical insight into the origin and form of the scatter.
For example, we use halo merger histories derived from halo catalogs created every 100h−1
Myr to identify which clusters are merging at any given epoch. § 2.2 describes our numerical
methods and simulation parameters. In § 2.3 we describe our merger tree and virial analysis
procedures, our method for generating simulated X-ray observations, and the substructure
21
measures we employ. We present our results in § 2.4 and discuss them in § 2.5. Finally, we
summarize our conclusions in § 3.6.
Throughout this study we have taken the Hubble constant to beH0 = 100h km s
−1 Mpc−1,
with h = 0.708. When quoting masses or radii defined using an overdensity criterion (e.g.,
M200, R200), we refer to overdensities relative to the critical density at the relevant epoch.
2.2 Cosmological simulation
2.2.1 Numerical methods
The simulation described here was performed using FLASH, an Eulerian hydrodynamics
plus N -body code originally developed for simulations of Type Ia supernovae and related
phenomena (Fryxell et al., 2000). The flexibility of FLASH’s application framework has
enabled it to be applied to a wide range of problems. In the process it has been extensively
validated, both for hydrodynamical (Calder et al., 2002) and cosmologicalN -body (Heitmann
et al., 2005, 2008) applications. We used version 2.4 of FLASH together with the local
transform-based multigrid Poisson solver described by Ricker (2008). The Euler equations
describing the behavior of the intracluster medium (ICM) were solved using the Piecewise-
Parabolic Method (PPM); extensive details of the FLASH implementation of PPM are given
by Fryxell et al. (2000). The N -body component describing the behavior of the dark matter
was handled using the particle-mesh technique with cloud-in-cell interpolation. Because we
are concerned in this study only with the effect of gravity-driven variations in dynamical
state on mass-observable relations, the calculation described here did not employ radiative
cooling or feedback due to star formation or active galaxies.
2.2.2 Simulation details
The results presented here are based on a FLASH simulation of structure formation in the
ΛCDM cosmology within a 3D cubical volume spanning 256h−1 Mpc. Initial conditions were
generated for a starting redshift z of 66 using GRAFIC (Bertschinger, 2001) with an initial
power spectrum generated using CMBFAST (Seljak & Zaldarriaga, 1996). The cosmologi-
cal parameter values used were chosen to be consistent with the third-year WMAP results
(Spergel et al., 2007): present-day matter density parameter Ωm0 = 0.262, present-day bary-
onic density parameter Ωb0 = 0.0437, present-day cosmological constant density parameter
ΩΛ0 = 0.738, and matter power spectrum normalization σ8 = 0.74. The simulation contains
10243 dark matter particles with a particle mass mp = 9.2× 108h−1M. The mesh used for
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the gasdynamics and potential solution was fully refined to 10243 zones, which corresponds
to a zone spacing of 250h−1 kpc. Considering the effect of resolution on the computed abun-
dances of halos of different mass (Lukic´ et al., 2007), with these parameters we are able
to capture all halos containing more than 3150 particles (i.e. total mass 2.9 × 1012h−1M)
and 1150 particles (i.e. 1.1 × 1012h−1M) at z = 0 and z = 1, respectively. The halos are
identified using the friends-of-friends (FOF) algorithm. The overdensity mass and radius,
M∆ and R∆, are then found by growing spheres around each FOF center until the averaged
total density is ∆ times the critical density of the universe.
The simulation was carried out using 800 processors of the Cray XT4 system at Oak Ridge
National Laboratory, requiring a total of 16,500 CPU-hours. Gas and particle snapshots
were written to disk every 100h−1 Myr beginning at z = 2, yielding a total of 117 snapshots
containing 15 TB of data.
2.3 Analysis of the simulation
2.3.1 Merger tree analysis
In order to directly quantify the dynamical state of clusters without relying on morphology,
we generate merger trees for each cluster in our simulation and find the time since last
merger. Here we summarize how the merger trees are extracted.
First, our simulation generates output files that contain particle tags and positions every
100h−1 Myr between z = 2 and z = 0. We run a FOF halo finder with linking length
parameter b = 0.2 on the particle positions to find all the groups containing more than 10
particles. Although some of the very small groups are under our halo completeness limit,
they have little effect on our results because we only look at minor or major mergers for
which the mass of the smaller object is above our completeness limit. Thus all mergers
for the objects we study are being counted. Between successive outputs at times t = tn,
we find the progenitors at time tn−1 for all the halos at tn by tracing the particle tags,
which are uniquely assigned to each particle in the beginning of the simulation. A halo A
is identified as a progenitor of another halo B if A contains at least one particle that is also
in B. For each halo we record the masses of its progenitors, their contributed masses, and
the number of unbound particles. Then the merger trees are constructed by linking all the
progenitors identified in the previous outputs for halos above our halo completeness limit at
z = 0. Deriving the mass accretion histories is straightforwardly accomplished by following
the mass of the most massive progenitor back in time.
To find the time since last merger for any given halo, we need to define what a ‘merger’ is.
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There are many different ways to define mergers in cosmological simulations. In our analysis
we adopt two definitions: the mass-jump definition, in which a merger is present if there is
a mass jump in the halo’s assembly history; and the mass-ratio definition, which identifies a
merger if the ratio of contributed masses from the first- and second-ranked progenitors is less
than a certain value (Cohn & White, 2005). To study the variations in cluster observables
induced by different types of mergers, we use 1.2 and 1.33 as thresholds for the mass-jump
definition and 10:1, 5:1, and 3:1 in the mass-ratio definition. For each of the five criteria,
the time since last merger is found for all clusters at z = 0 and z = 1.
In the later discussions we refer by ‘merging clusters’ at a given lookback time to those
identified by at least one of the five merger diagnostics in the preceding 3 Gyrs, the typical
time for clusters to return to virial equilibrium within R500 (Poole et al., 2006). The mergers
are ‘major’ if the mass jump is larger than 1.2 or if the mass ratio is less than 5:1; ‘minor’
mergers, on the other hand, have mass ratios between 10:1 and 5:1.
2.3.2 Simulated X-ray observations
The observational X-ray temperature of the ICM, TX , usually refers to the spectroscopic
temperature, obtained by fitting a single-temperature model to the integrated cluster spec-
trum. Using simulation-based temperature proxies, such as emission-weighted temperature,
has been shown to overestimate TX (Mathiesen & Evrard, 2001; Rasia et al., 2005). To
directly compare simulated cluster properties with observations, we create mock Chandra
images for our simulated clusters using the following procedure.
First, energy-dependent surface brightness maps are constructed by projecting X-ray
emission from all the gas cells associated with each cluster along each of three orthogonal
axes. The energy dependence is stored as the third dimension of the map between 0.04 and
10 keV with spacing ∆E = 0.0498 keV. With the gas density ρ and temperature T of each
cell in each simulation output and an assumed metallicity Z, the X-ray emissivity, E =
ρ2ΛE(T, Z, z), is computed using the single-temperature MEKAL model (Mewe et al., 1985;
Kaastra & Mewe, 1993; Liedahl et al., 1995) implemented in the utility XSPEC (Arnaud,
1996).
With these energy-dependent surface brightness maps in hand for each cluster, we then
use MARX2 to simulate Chandra X-ray observations. Given the position and spectrum of
a source, MARX can perform ray generation, apply built-in models for Chandra’s aspect
motion and mirror and detector responses, and output photon event files in FITS format
for analysis with standard observational tools. The user-defined source model supported
2http://space.mit.edu/ASC/MARX
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by MARX allows us to generate light rays from astronomical sources with arbitrary shape
and spectrum. We assign the positions and energies of photons based on the probability
distribution defined by our 3D surface brightness maps. Each cluster is “observed” with
Chandra’s CCD chip ACIS-S using an exposure time that ensures 2 million photons are
collected, longer than typical deep observations. The particular long exposure time is chosen
to minimize observational uncertainties since we are interested in the intrinsic scatter in
cluster observables. The photon event files thus produced are processed with CIAO to extract
the spectra within apertures of size R500 centered on each cluster’s surface brightness peak.
The spectroscopic temperatures TX are obtained by using XSPEC to fit the spectra in the
range 0.5 to 10 keV, the range often used by observers (e.g., Vikhlinin et al., 2006). We
tested the above procedure using a set of isothermal clusters with β-model density profiles,
varying the input temperature from 0.5 to 5 keV and using two different metallicities, Z = 0
and Z = 0.3Z. We have verified that for our chosen exposure time, the input temperatures
are recovered within 1σ errors in all cases. For simplicity we assume zero metallicity in the
following analysis. A detailed description and verification tests of the same X-ray simulator
can be found in the appendix of Zu Hone et al. (2009).
The left panel in Figure 2.1 shows TX versus the emission-weighted temperature Tew
measured within R500 for clusters with M500 above 2× 1013 M at z = 0. We find that Tew
is on average biased high with respect to TX with a fractional bias of (Tew−TX)/TX ∼ 23%,
consistent with previous findings (Mathiesen & Evrard, 2001; Rasia et al., 2005). As pointed
out by previous authors, this systematic shift is due to the superposition of cluster gas with
different temperatures along the line of sight. To verify that this explains our result, we
performed a test for a set of beta-model clusters whose gas is composed of two different
temperatures, with varied cool-gas fractions. We found that Tew is higher than TX in all
cases. We can understand this result by expressing these temperature measures in the
following way: T ≡ ∫ W (T )TdV/ ∫ W (T )dV , where W (T ) is a weighting function. For
Tew, W (T ) = Λ(T ) ∝
√
T if dominated by bremsstrahlung emission. Assuming TX can
be approximated by the spectroscopic-like temperature, then W (T ) ∼ T−3/4 (Rasia et al.,
2005), that is, TX tends to weight more on the cool gas in a cluster and thus is systematically
lower than Tew in general.
To see whether this systematic shift is dependent on merger types, we also plot in the right
panel the normalized distributions of deviations from the best-fit relation for relaxed clusters,
minor mergers, and major mergers. Comparing their distributions using the Wilcoxon Rank-
Sum test shows that the systematic shift between TX and Tew is similar for relaxed clusters
and minor mergers, but is larger at a statistically significant level for major mergers, based on
our merger definitions. This is also in agreement with Mathiesen & Evrard (2001), who found
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Figure 2.1: Left: TX,500 vs. Tew,500 for clusters with M500 above 2 × 1013M at z = 0. The
relaxed clusters, minor mergers and major mergers are plotted using grey, blue, and red
symbols, respectively. The solid line is the best-fit relation. Comparing to the dotted line
with a slope of 1 shows that Tew is biased high with respect to TX . Right: Normalized
distributions of deviations from the best-fit relation in TX,500 vs. Tew,500 scaling for relaxed
clusters (black), minor mergers (blue), and major mergers (red).
that the difference between TX and Tew is larger for merging clusters because the spectral
fit is largely contributed by X-ray photons from the bright and cool accreted subclumps.
2.3.3 Substructure measures
High-resolution X-ray images of clusters taken with Chandra and XMM-Newton have re-
vealed disturbed ICM structures such as shocks, bubbles, and cold fronts (e.g. Bˆırzan et al.,
2004; Hallman & Markevitch, 2004). Various substructure measures have been used to quan-
tify the irregularity, such as centroid offset (Mohr et al., 1995) and power ratios (Buote &
Tsai, 1995, 1996). In previous work this irregularity is often assumed to be associated with
mergers. To examine the effectiveness of the substructure measures and the adequacy of us-
ing them as indicators of dynamical state, we calculate the centroid offset and power ratios
in addition to other theory-based definitions of cluster mergers in our simulation.
There are many ways to define the centroid offset. For observed clusters, it can be defined
as the variance in the centroids of cluster regions above several surface-brightness isophotes
(e.g., O’Hara et al., 2006). Since the offset is essentially a measure of the distance between the
surface brightness peak and the cluster centroid, Kay et al. (2007) used a simpler definition
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for their simulated clusters,
w =
|~RΣ,max − ~RΣ,cen|
R500
, (2.1)
where ~RΣ,max is the position of the surface brightness peak and ~RΣ,cen is the surface-brightness
centroid. We compared the centroid offsets calculated using both methods and found that
these two definitions give similar results. We will use the latter definition hereafter since it
is more strongly correlated with the power ratios for our simulated clusters.
Power ratios are the multipole moments of surface brightness measured within a circular
aperture centered on the cluster’s centroid. The moments, am and bm (defined below), are
sensitive to substructures in the surface brightness distribution. This method is motivated
by the multipole expansion of the two-dimensional gravitational potential,
Ψ(R, φ) = −2Ga0 ln
(
1
R
)
− 2G
∞∑
m=1
1
mRm
(am cosmφ+ bm sinmφ) . (2.2)
The moments am and bm are
am(R) =
∫
R′≤R
Σ(~x′)(R′)m cosmφ′d2x′,
bm(R) =
∫
R′≤R
Σ(~x′)(R′)m sinmφ′d2x′, (2.3)
where ~x′ = (R′, φ′), R is the aperture radius, and Σ is the surface mass density, or surface
brightness in the case of X-ray observations.
The mth power Pm is the azimuthal average of the amplitude of Ψm, the mth term in
the multipole expansion of the potential given in equation (2.2),
Pm(R) =
1
2pi
∫ 2pi
0
Ψm(R, φ)Ψm(R, φ)dφ. (2.4)
For m = 0 and m > 0, we have
P0 = [a0 ln(R)]
2
Pm =
1
2m2R2m
(a2m + b
2
m), (2.5)
respectively. The power ratios are thus Pm/P0, the mth power normalized by the flux within
R.
For each cluster we compute P2/P0, P3/P0, and P(1)/P0. The quantities without paren-
thetical subscripts are evaluated about the surface brightness centroid (therefore P1 vanishes
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Figure 2.2: M500–TX,500 relation for clusters with M500 above 2× 1013M at z = 0. Clusters
identified by at least one of the five merger diagnostics are plotted using filled circles; relaxed
clusters are plotted using open circles. The error bars in TX (< 0.5%) are smaller than the
symbol size and are thus omitted. The solid line is the best-fit relation for all clusters.
by definition). The quadrupole power, P2, is related to the degree of flattening or ellipticity.
The next odd moment, P3, is sensitive to unequal bimodal structures. P(1)/P0, which is cal-
culated about the surface brightness peak, measures gas distribution around the peak and
thus is similar to the centroid offset. Since the power ratios are sensitive to substructures at
the scale of the aperture radius R, each of the power ratios is calculated using three different
radii, R500, R200, and 1 Mpc, for each cluster.
2.4 Results
Figure 2.2 shows the M500–TX,500 relation for clusters with M500 above 2× 1013M at z = 0.
All quantities are viewed along the x-direction in the simulation box. The best-fit relations
for all clusters as well as different subgroups are given in Table 2.1. Note that the best-fit
slopes for relaxed and merging clusters are different. The difference in the slopes implies
that there is variation in the slopes derived from observed clusters using different selected
subsamples. This systematic uncertainty in the slope, which is ∼ 5% by comparing the
slopes of the merging and relaxed clusters in Table 2.1, will contribute to the uncertainties
in cosmological parameters. For example, it will translate into a systematic uncertainty of
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Table 2.1: Best-fit parameters in the mass-temperature relations, log(TX,500) = a +
b log(M500), for clusters at z = 0. Errors in the parameters are the 1σ errors.
Subgroup Count a b
All 619 -8.067 ± 0.004 0.5842 ± 0.0003
Relaxed 478 -7.981 ± 0.004 0.5780 ± 0.0003
Merging 141 -8.409 ± 0.008 0.6093 ± 0.0006
Minor 55 -8.379 ± 0.013 0.6068 ± 0.0009
Major 86 -8.050 ± 0.011 0.6163 ± 0.0008
∼ 3% in σ8 when using observed cluster samples including and excluding merging clusters.
This is relatively small compared to the current level of uncertainty (∼ 10%) in determining
the cosmological parameters, but as the constraints are improved to a few percent in the
future, one has to keep it in mind when comparing results using different cluster selection
criteria.
While we are able to reproduce the self-similar M200–Tew scaling relation (e.g., Bryan
& Norman, 1998), the slope and normalization of the M500–TX,500 relation are both smaller
compared to observed values. This deviation is mainly due to missing baryonic physics and
the use of different mass estimates (e.g., Borgani et al., 2004; Nagai et al., 2007a). Matching
the slope and normalization of the scaling relations with observed values is a subject of great
interest on its own and will be investigated when we incorporate more realistic models for
the baryonic component. For the purpose of this study, we will focus on the scatter in these
relations and the relative importance of clusters of different merger histories.
2.4.1 Distribution of intrinsic scatter
Figure 2.3 shows the normalized distribution of the logarithmic deviations of temperature
from the best-fit M500–TX,500 relation at z = 0. The RMS scatter for our whole sample is
6.10%, which is smaller than the values obtained by simulations with cooling and heating,
such as 13.6% in Nagai et al. (2007a) and 20% in O’Hara et al. (2006), who also used the
spectroscopic temperature and true mass. It is difficult to directly compare with observed
values because the observationally-estimated intrinsic scatter is dependent on how the mea-
surement errors are determined and thus displays a wide range in the literature, from 3.9%
in (Arnaud et al., 2005) to 17% in (O’Hara et al., 2006).
In the left panel of Figure 2.3 we compare the distributions of merging (red) and relaxed
(black) clusters, while the right panel plots for minor and major mergers individually. The
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Figure 2.3: Left: Normalized distribution of log scatter in the M500–TX,500 relation at z =
0 for merging and relaxed clusters. The curves are the best-fit lognormal distributions.
Merging clusters are plotted using open triangles and dashed lines; relaxed clusters are
plotted using filled circles and solid lines. Right: Normalized distribution of log scatter and
the best-fit curves for minor mergers (open squares and dotted lines), major mergers (open
traiangles and dashed lines) and relaxed clusters (filled circles and solid lines).
two distributions on the left display no apparent difference in their mean values. The stan-
dard deviation for merging clusters appears to be larger than that of the relaxed clusters.
To test the hypothesis that the merging and relaxed distributions differ, we performed the
Wilcoxon Rank-Sum (R-S) test and the F-variance (F-V) test to see whether these two pop-
ulations have significantly different mean values or variances, respectively. A small value
(< 0.05 for a significance level of 5%) returned by the tests is often adopted to indicate a
significant difference between these two populations. We performed the tests on different
merging subgroups and summarize the results in Table 2.2.
The R-S test results show that the mean values do not differ significantly among all
populations, which means that the intrinsic scatter is unbiased for merging and relaxed
clusters at z = 0. The F-V tests for all mergers and minor mergers show that their standard
deviations, or the amount of scatter, are significantly larger than that of the relaxed ones.
For clusters at z = 1, there is also no bias between merging and relaxed populations. The
amount of scatter for merging clusters also tends to be greater than relaxed clusters, although
only major mergers show a significant result. We will discuss the possible reasons for this
trend in the next two sections.
Since the form of scatter can affect the observed scaling relations, we also test the Gaus-
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Table 2.2: Significance tests on the distribution of scatter for different populations at z = 0
and z = 1. The R-S and F-V test results for each subgroup are relative to the relaxed
clusters.
Subgroup z N Mean R-S Test σrms(%) F-V test K-S test
Relaxed 0 478 1.31× 10−2 - 5.87 - 2.5× 10−2
Merging 0 141 8.67× 10−3 0.134 6.90 0.014 2.5× 10−2
Minor 0 55 1.11× 10−2 0.146 7.21 0.029 2.0× 10−1
Major 0 86 7.09× 10−3 0.253 6.72 0.086 2.5× 10−2
Relaxed 1 102 7.14× 10−3 - 4.85 - 2.6× 10−4
Merging 1 121 8.72× 10−3 0.493 5.71 0.091 6.5× 10−3
Minor 1 46 1.41× 10−2 0.230 5.25 0.504 8.0× 10−2
Major 1 75 5.45× 10−3 0.290 5.98 0.049 6.5× 10−3
sianity of the distribution of scatter in log space by fitting it with a Gaussian curve and
using the Kolmogorov-Smirnov (K-S) test to see if the two distributions differ significantly.
Again, a small value represents a significant deviation from the Gaussian distribution. The
test results show that the distributions of scatter for all populations but minor mergers differ
from a lognormal distribution at a significant level. There is an even stronger signature of
deviation from lognormal at z = 1. We note that the deviation of the scatter from a log-
normal distribution may affect results from some of the self-calibration studies assuming a
lognormal distribution of scatter (e.g., Lima & Hu, 2005) and should be taken into account
to correctly interpret the obtained constraints on the cosmological parameters.
2.4.2 Intrinsic scatter vs. halo concentration
In the following two sections we will investigate the physical origin of the M500–TX,500 scatter
by correlating it with cluster properties that are related to how the clusters are formed. In
particular, we first show that the intrinsic scatter depends strongly on halo concentration.
Then we discuss the contribution of scatter from recent merging events in the following
section.
Figure 2.4 shows a strong positive correlation between the scatter in the M500–TX,500
relation and the scatter in the M500–(R200/R500) relation. The correlation coefficient is 0.64,
with a probability of zero, given by the Spearman Rank-Order Correlation test (Press et al.
1992, §14.6; probability of one means no correlation). To ensure that this result is not biased
by the lower-mass clusters whose R500 values are close to the resolution of the simulation, we
raised the mass threshold to M500 > 1014M and repeated the analyses for these well-resolved
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Figure 2.4: Left: M500–TX,500 scatter versus M500–R200/R500 scatter. There is a significant
positive correlation, with correlation coefficient 0.64. The solid line is the best-fit relation
d log TX = 1.81× d log(R200/R500). Right: Relation between R200/R500 and the halo concen-
tration parameter, c ≡ R200/Rs, for an NFW profile.
systems. We found that for the 67 selected massive clusters, the correlation still holds, with
Spearman correlation coefficient 0.36 and probability 0.003. Note that we correlate with
d log(R200/R500) instead of the raw value of R200/R500 because the latter is a function of
cluster mass. By doing so we exclude the effect of different cluster masses, focusing on the
variation in halo concentrations. R200/R500 is a monotonically decreasing function of the
halo concentration parameter, usually defined as c ≡ R200/Rs, where Rs is the scale radius
of a cluster. Therefore, for clusters with similar masses, more concentrated clusters tend to
lie under the mean mass-temperature relation, while the puffier clusters tend to scatter high.
The relation between R200/R500 and c is less obvious, so we derive their relation assuming
an NFW profile (Navarro, Frenk, & White 1995; 1996, hereafter NFW) in the following. For
a cluster that has an NFW density profile, the mass enclosed within a normalized radius of
x ≡ R/Rs is
M(< x) = 4piρsR
3
s
[
ln(1 + x)− x
1 + x
]
≡ 4piρsR3sf(x), (2.6)
where ρs is the density at the scale radius Rs. Also, the mass in the spherical overdensity
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definition is
M∆ =
4pi
3
∆ρcrit(x∆Rs)
3, (2.7)
where ∆ is the overdensity and ρcrit is the critical density of the universe. Equating equation
(2.6) and (2.7) gives
∆
x3∆
f(x∆)
= 3
ρs
ρcrit
, (2.8)
which is a constant for the cluster under consideration. Therefore, the relation between x500
and x200 (or c, recall c ≡ R200/Rs) is
x3500
f(x500)
=
2
5
c3
f(c)
. (2.9)
We can use this relation to numerically solve for x500 as a function of c, and then the relation
between R200/R500 and c is simply
R200
R500
=
c
x500(c)
. (2.10)
This relation is plotted in the right panel of Figure 2.4. We choose to use the parameter
R200/R500 instead of the original halo concentration parameter c because it has two advan-
tages. The first is to avoid introducing the uncertainty in fitting an NFW profile, especially
for less massive clusters, since the fitting is very sensitive to the resolution in the central re-
gion of the cluster. Moreover, our analyses involve not only relaxed clusters but also merging
ones, for which R200/R500 is actually more well-defined than c.
One can understand why the correlation between the M500–TX,500 scatter and the halo
concentration exists using the virial theorem. Consider the simplest case for an isolated
system: 2T +W = 0, where T and W are the total kinetic and gravitational binding energy
of the system, respectively. Then in general,
kBTvir
µmp
∝ GMvir
Rvir
, (2.11)
where kB is the Boltzmann constant, µ is the mean molecular mass of the gas, mp is the mass
of a proton, and Tvir, Mvir, and Rvir are the virial gas temperature, mass, and radius of the
system. Since the relations between the virial quantities and the quantities in the overdensity
definition depend on individual cluster profiles, or halo concentrations, the M∆–T∆ relation
derived from above would have a normalization which is a function of concentration. This
is why we expect the scatter in the M500–TX,500 relation to correlate with the concentration
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parameter.
Halo concentrations have been shown to be related to the epoch at which the halo formed
(NFW 1997; Wechsler et al. 2002; Zhao et al. 2003; Neto et al. 2007). Since we have the
mass assembly histories of all the simulated clusters, it is straightforward to derive the cluster
formation time based on the definition that a cluster “forms” when it first exceeds a certain
fraction of its final mass. The commonly-adopted thresholds include 10%, 25%, 50%, and
70%. Since more concentrated halos tend to form at higher redshift, a negative correlation
between the M500–TX,500 scatter and the formation redshift is expected. Indeed we find
significant negative correlations with the time when the cluster first reached one half, t1/2,
and one quarter, t1/4, of its final mass (see Figure 2.5). These correlations are not as tight as
the one with halo concentrations, probably due to the fact that the correlation between the
halo concentration and the cluster formation time itself has a very large scatter, and also that
the variation in halo concentrations cannot be fully accounted for by the variation in cluster
formation time (Neto et al., 2007). But the significance of these correlations with cluster
formation times supports our finding that the scatter correlates with halo concentrations.
Therefore, we can say that cluster assembly histories leave imprints on the shapes of clusters
at the present day that help to determine clusters’ positions on the mass-observable scaling
relation.
The strong correlation in Figure 2.4 suggests that the variation in halo concentrations
contributes to a significant amount of the intrinsic scatter in the M500–TX,500 relation. It also
implies that when we are provided the best-fit relation, d log TX = 1.81×d log(R200/R500), it
is possible to use d log(R200/R500) as a third parameter to normalize TX in the M500–TX,500
relation, and thus reduce the scatter. After removing the effect of halo concentrations, we
find that the RMS scatter decreases from 6.10% to 4.49%, a reduction of ∼ 26% of its original
value. The corrected M500–TX,500 relation is shown in Figure 2.6.
We can explain the trend found in the previous section using this correlation too. Figure
2.7 shows the distributions of halo concentration for merging and relaxed clusters at z = 0
and z = 1. For both redshifts, the distribution of halo concentration for merging clusters is
more dispersed than for relaxed clusters, as also found in Neto et al. (2007). If the variation
in halo concentrations is important to the M500–TX,500 scatter, as the above correlation
suggests, then it is reasonable that merging clusters have a greater amount of scatter than
relaxed ones. One may try to relate this trend to the dynamical state of clusters because the
temperature excursions during mergers could also drive the scatter. However, in the next
section we will show that this is not the case.
In summary, we have found that the scatter in the M500–TX,500 relation partly originates
from the variation in halo concentrations, with more concentrated or early-formed clusters
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Figure 2.5: Left: M500–TX,500 scatter correlated with cluster formation time, defined as the
time when a cluster first obtained half of its final mass. The Spearman correlation coefficient
is -0.14, with a probability of 1.95× 10−4 (probability of one means no correlation). Right:
Same plot with x-axis being the time a cluster reached 1/4 of its final mass. The correlation
coefficient is -0.11, with a probability of 9.4 × 10−3. Both plots show that clusters that are
formed at earlier/later times tend to scatter low/high.
Figure 2.6: M500–TX,500 relation corrected for halo concentrations. Notations are the same
as in Figure 2.2.
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Figure 2.7: Distribution of R200/R500 for relaxed (solid) and merging (dashed) clusters at
z = 0 (left panel) and z = 1 (right panel). According to the F-V test, merging clusters have
larger dispersions than relaxed clusters for both z = 0 and z = 1 datasets, with significance
0.0044 and 0.0367, respectively.
lying below the mean (they are cooler), while puffier clusters that are formed recently tend
to be hotter than clusters with similar masses. Using the strong correlation between the
scatter and halo concentrations, the scatter can be greatly reduced to get a much tighter
relation to be used for cosmology. The correlation can also explain the trend seen in the
previous section that merging clusters have a greater amount of scatter than relaxed ones.
Note that our simulation adopted the value of σ8 = 0.74 from WMAP3 results, which is
smaller than σ8 = 0.796 from WMAP5. Although choosing a smaller σ8 would decrease the
average concentration of clusters with a fixed mass (e.g. Duffy et al., 2008), it is the variation
of concentration that correlates with the scatter. Therefore the correlation should still hold
if a higher σ8 is used.
2.4.3 Intrinsic scatter vs. recent mergers
The other possible origin of the scatter in our simulation is the departure from hydrostatic
equilibrium due to cluster mergers. Cluster mergers are among the most energetic events
in the universe. When two clusters merge, their gas is compressed and heated by merger
shocks. This effect can boost the luminosity and temperature of the cluster a few times
higher than its pre-merger value, as found in ideal merger simulations (Ricker & Sarazin,
2001; Poole et al., 2007). Therefore, our aim is to investigate how merger events statistically
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influence the cluster scaling relations.
In order to see how merging events influence the observable quantities of clusters, we
correlate their mass-temperature scatter with their dynamical state. Two different methods
are used to quantify the dynamical state. The first is based on the actual cluster merger his-
tories, where we use the time since last merger as an indicator. The second one is motivated
by observations that unrelaxed clusters often have more substructures than relaxed clusters.
We discuss results using both methods in the following.
First we correlate the M500–TX,500 scatter with the time since last merger, tlast (thus
clusters that just underwent mergers would have tlast = 0). As shown in Figure 2.8, there
is a trend for more recently merged clusters to lie below the mean relation, but only the
correlation for major mergers has a high probability. Note that although the scatter here
is uncorrected, this correlation is not due to the effect of halo concentrations because halo
concentrations work in the opposite direction, as described in § 2.4.2. Therefore, this trend
may be due to clusters that have just merged with a cool clump and are still on their
way to virialization, as illustrated by the following example. Figure 2.9 is the time history
constructed from our merger tree analysis for a cluster undergoing a minor merger. Here we
plot the evolution of mass, temperature, and substructure measures versus lookback time
(t = 0 for today). We can see that at t = 1.3 Gyr, a clump of cold gas merged into the
primary cluster. The cold accreted gas caused a jump in mass and substructure measures,
but it reduced the average temperature of the cluster. This behavior thus tends to make
merging clusters lie below the M500–TX,500 relation when they have just merged and then
gradually move up when they become virialized.
This trend is also seen when we correlate scatter with some of the substructure indicators,
although the probabilities are not high. Figure 2.10 shows the correlation with the two
substructure measures that give the highest probabilities, P2/P0 and P3/P0 measured with
a fixed aperture radius 1 Mpc. Here we use a fixed aperture size because this gives power
ratios that are weaker functions of cluster mass than substructures computed using R200 or
R500. This is to minimize covariance with halo concentrations through the mass dependence.
This negative correlation between scatter and substructures again supports the idea that
merging clusters tend to be cooler than clusters with similar masses.
But do recent mergers cause a problem statistically? Again we want to compare the
distributions of scatter for the merging and relaxed populations in the same way as in
§ 2.4.1. But as discussed earlier, the trends are probably dominated by the effect of halo
concentrations. Since we want to study the effect of recent mergers in isolation from other
effects, we compute the statistics using the M500–TX,500 relation after correcting for halo
concentrations (Figure 2.6) instead of the raw relation. In this way we can see whether the
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Figure 2.8: M500–TX,500 scatter versus the time since last merger for major mergers (left
panel) and minor mergers (right panel) at z = 0. The Spearman correlation coefficients are
0.24 and 0.008, with probabilities of no correlation being 0.02 and 0.95 for major and minor
mergers, respectively.
dynamical state of clusters is the second dominant factor in the scatter.
The distributions of the concentration-corrected scatter for merging and relaxed clusters
at z = 0 are shown in Figure 2.11. Again we use the R-S test and F-V test to detect whether
there is any difference in the mean values and variances of these two populations. The results
are summarized in Table 2.3. We find that after removing the effect of halo concentration,
the trend that merging clusters have a larger RMS scatter becomes insignificant. This
supports our earlier statement that the behavior of the raw scatter is determined more by
the distribution of halo concentrations than by the dynamical state of clusters. As for the
mean values, there is a significant relative bias for merging clusters to have smaller means
than relaxed clusters at z = 0. This bias can be due to the incomplete virialization of
merging clusters we just described. However, it is also possible that we have over-corrected
for the halo concentrations for merging clusters in comparison with relaxed clusters, because
merging clusters are generally less concentrated (or have larger R200/R500, see Figure 2.7).
In summary, by correlating the scatter with the dynamical state of clusters using both
merger tree and substructure analysis, we find a very weak trend that merging clusters tend
to be cooler than relaxed clusters with similar masses. But this trend has a minor effect on
the statistical properties of the scatter, i.e., the scatter for the merging clusters is neither
biased nor wider spread compared to the relaxed ones at z = 0 and z = 1 (see Table
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Figure 2.9: Example time history of a cluster that undergoes a minor merger. The solid
(dashed) line is M500 (Mfof ) in the first panel, T500 (Tmax) in the second panel. The other
panels show the evolution of the substructure measures.
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Figure 2.10: M500–TX,500 scatter versus substructure measures P2/P0 and P3/P0. Re-
laxed/merging clusters are plotted in open/filled circles. Weak negative correlations are
found for merging clusters with probabilities of no correlation being 0.08 for P2/P0 and 0.34
for P3/P0.
Figure 2.11: Distributions of scatter at z = 0 after correcting for the effect of halo con-
centrations. In the left panel, merging clusters are plotted using open triangles and dashed
lines, and relaxed clusters are plotted using filled circles and solid lines. In the right panel,
the merging clusters are separated into minor mergers (open squares and dotted lines) and
major mergers (open traiangles and dashed lines).
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Table 2.3: Significance tests on the distribution of scatter after removing the effect of halo
concentrations for different populations at z = 0 and z = 1. The R-S and F-V test results
for each subgroup are relative to the relaxed clusters.
Subgroup z N Mean R-S Test σrms(%) F-V test
Relaxed 0 478 1.44× 10−2 - 4.42 -
Merging 0 141 4.27× 10−3 0.012 4.67 0.403
Minor 0 55 6.39× 10−3 0.058 4.63 0.612
Major 0 86 2.92× 10−3 0.034 4.72 0.406
Relaxed 1 102 1.03× 10−2 - 4.25 -
Merging 1 121 6.08× 10−3 0.329 4.88 0.151
Minor 1 46 1.30× 10−2 0.275 4.96 0.202
Major 1 75 1.86× 10−3 0.145 4.81 0.241
2.3). This implies that the dynamical state is not the second most important factor that
contributes to the scatter, but that still other sources need to be found. However, the fact
that the distributions of scatter for the merging and relaxed clusters are indistinguishable
even out to higher redshift is good news for using cluster scaling relations in cosmology.
2.5 Discussion
2.5.1 Effect of dynamical state
In the previous section we have shown that the dynamical state of clusters has very little
influence on the overall scatter in the M500–TX,500 relation. When we look at the merging
population, there is even a tendency for merging clusters to be cooler than relaxed ones
of similar masses. Although this can be explained by incomplete virialization of clusters
merging with a cooler clump, it is still somewhat contrary to our intuition that merger
shocks can heat the intracluster medium and raise the temperature of a merging cluster. We
discuss the possible reasons for this result in the following.
One reason is that sometimes the merger shock is not captured by the projected R500
aperture. At the beginning of mergers, the shocks often occur in the outskirts of clusters.
So in order for the shock to be captured inside R500, either the shock has to propagate into
the R500 region of the main cluster, or the two clusters have to merge roughly along the line
of sight in order to affect TX,500. The cluster history shown in Figure 2.12 is one example of
such a case. At t = 1.3 Gyr, the substructure measures increase, indicating the start of the
merger event. The maximum temperature in the cluster is increased by the merger shock,
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but TX,500 is unaffected because the shock-heated gas lies beyond the projected aperture
radius R500. Even if the merger shock is within R500, the spectroscopic temperature is not as
sensitive to shocks as the emission-weighted temperature because when the shock and other
cooler gas in the cluster are projected along the line of sight, the spectral fit tends to put
more weight on the cooler gas (Mazzotta et al., 2004).
Secondly, the duration of the temperature boost is typically only ∼ 0.5 Gyr (Ricker &
Sarazin, 2001; Poole et al., 2007), and hence only a fraction of the unrelaxed clusters are
observed during the transient excursion period. Moreover, even for those clusters that have
just undergone major mergers, the increase in mass and temperature are often comparable.
For example, a 3:1 merger would have a mass jump of Mf/Mi ∼ 1.33 and a temperature
jump of Tf/Ti ∼ 2 depending on the impact parameter of collision. Thus clusters tend to
evolve roughly parallel to the scaling relation, as also suggested by previous works (e.g. Poole
et al., 2007).
Finally, merging clusters are the minority population compared to relaxed clusters. The
fraction of clusters that had a merger within the past 3 Gyr is ∼ 23% at z = 0 and ∼ 54% at
z = 1, while major mergers are rarer. All these effects combined are responsible for diluting
the influence of mergers on the scatter and making their distributions indistinguishable from
relaxed clusters.
2.5.2 Effectiveness of substructure indicators
Substructure measures, such as centroid offsets and power ratios, have often been used in
earlier studies to identify unrelaxed clusters (e.g. O’Hara et al., 2006; Kay et al., 2007;
Jeltema et al., 2008). Observationally, they are quantities that link most effectively to the
dynamical state of clusters (Mohr et al., 1993; Buote & Tsai, 1996). In simulations, they are
easy to derive and to compare with observations. However, they still have some limitations,
such as the projection effect.
In our study we have extended the analysis of the dynamical state of clusters by con-
structing cluster merging histories, because these provide more information about the true
dynamics of clusters during mergers than morphology-based measures, which are subjected
to observational limitations. This is the first time that these two approaches have been
compared to see how effectively the substructure measures can recover the true merging
population.
Figure 2.13 shows the negative correlations between two of the substructure measures as
seen in the x projection of the simulation box and the time since the last ≤ 5 : 1 merger for
z = 0. The filled and open circles are merging and relaxed clusters identified by the merger
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Figure 2.12: Example time history of a cluster that undergoes a major merger. The solid
(dashed) line is M500 (Mfof ) in the first panel, T500 (Tmax) in the second panel. The other
panels show the evolution of the substructure measures.
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Figure 2.13: Substructure measures P2/P0 and w in x projection versus the time since the
last ≤ 5 : 1 merger. The filled and open circles are merging and relaxed clusters identified
by the merger tree diagnostic, respectively. The two horizontal dashed lines mark the upper
and lower 20% of all clusters that have the highest and lowest substructure values. The right
most column in the figure are clusters that did not have any ≤ 5 : 1 merger in their entire
histories.
tree diagnostic, respectively. The two horizontal dashed lines mark the upper and lower 20%
of all clusters that have the highest and lowest substructure values. We can see that, indeed,
recently merged clusters tend to have more substructure than relaxed clusters. However, the
merging and relaxed populations overlap over a wide range of substructure values because of
the large variation in substructures even for clusters at the same dynamical state. Therefore,
there is not a clean cut to separate these two populations using the substructure measures.
In order to facilitate future studies in this area, we compute the completeness and con-
tamination of merging and relaxed clusters defined by the substructure measures, assuming
those identified using the cluster merger histories represent the true populations. We refer by
‘completeness’ to the fraction of merging/relaxed clusters found using substructure among
the true merging/relaxed population, while ‘contamination’ is the fraction of clusters that
are detected as merging/relaxed but are actually relaxed/merging. In Table 2.4 we summa-
rize the results for different substructure measures. In the definitions using substructures,
clusters that lie above/below the 20% thresholds are defined as merging/relaxed. In order
to see how much the results are affected by the projection effect, we list the values obtained
using information from both one and all projections. In the latter case, we select clusters by
comparing the maximum value among three projections to the selection thresholds. In other
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words, clusters are identified as merging if the most disturbed value among three projections
is above the 20% threshold, and relaxed clusters must have their most disturbed value below
the lower 20% threshold.
By comparing the numbers in Table 2.4, we find that in general P2/P0 and P3/P0 give
similar results, and P(1)/P0 is not as useful as the other two power ratios. The centroid
offset, having the greatest completeness and the least contamination, is the most successful
one among all measures. When different aperture sizes are compared for the power ratios, the
results using aperture sizes of 1 Mpc and R200 are similar, while using R500 is generally a little
worse than the others both in completeness and contamination. When all three projections
are considered, merging and relaxed clusters are better distinguished for all measures, with
the values of completeness and contamination changed by ∼ 10− 20%. The centroid offset,
w, improves the most when all projections are used.
According to the above analysis, the centroid offset does a better job in distinguishing
merging and relaxed clusters than the power ratios. This is probably because each individual
power ratio is only sensitive to a certain type of substructure. They are more powerful when
combined to distinguish between different morphological types (Buote & Tsai, 1995, 1996).
The centroid offset, on the other hand, is a more general feature of all disturbed clusters.
However, all the substructure measures have limitations. Their effectiveness is influenced by
the viewing projection. More importantly, their values have a large variation even for clusters
at the same dynamical state, as shown in Figure 2.13. Thus only ∼ 40% of the true merging
clusters are detected, and ∼ 25% of the relaxed clusters. Among the detected clusters,
∼ 50% of the “merging” clusters are actually relaxed, and ∼ 15% of the “relaxed” clusters
are actually merging. Therefore, although substructure measures are useful in distinguishing
the dynamical state of clusters, caution is still required to interpret the results correctly.
2.5.3 Comparison with previous work
Several studies have explored the effect of clusters with different dynamical states on the
M−TX scaling relation. Most previous works used substructure measures such as the power
ratios and the centroid offset to quantify the dynamical state. The main difference in our
study is that we directly analyze cluster merging histories to identify the recently merged
clusters, which provides another line of evidence for our results in addition to those derived
from the substructure measures.
O’Hara et al. (2006) investigated the effect of mergers and core structure on the X-ray
scaling relations for both observed and simulated clusters. For the observed sample, they
found that cool core clusters and clusters with less substructure exhibit a larger amount of
45
Table 2.4: Completeness and contamination of merging and relaxed clusters identified using
power ratios and centroid offsets. Clusters lying above/below the 20% thresholds are defined
as merging/relaxed. For the upper half of the table, the selection is based on the values of
substructure measures in one projection, while for the bottom half, clusters are found by
comparing the maximum value among three projections to the thresholds. See the text for
details on the definition of completeness and contamination.
P2/P0 P3/P0 P(1)/P0 w
(1Mpc) (R200) (R500) (1Mpc) (R200) (R500) (1Mpc) (R200) (R500) (R500)
Comp. of m. 39.6 38.2 31.3 36.8 34.7 28.5 22.2 21.5 23.6 47.9
Cont. of m. 54.0 55.7 63.7 57.3 59.7 66.9 74.2 75.0 72.6 44.3
Comp. of r. 22.8 23.2 21.8 22.2 23.4 21.6 19.3 19.3 18.0 23.9
Cont. of r. 12.8 11.2 16.8 15.2 10.4 17.6 26.4 26.4 31.2 8.94
(P2/P0)max (P3/P0)max (P(1)/P0)max wmax
Comp. of m. 40.3 44.4 33.3 42.4 37.5 29.9 25.7 25.0 22.9 54.9
Cont. of m. 53.2 48.4 61.3 50.8 56.5 65.3 70.2 71.0 73.4 36.1
Comp. of r. 21.6 23.2 22.0 22.8 22.8 22.2 20.1 19.5 21.6 25.0
Cont. of r. 17.6 11.2 16.0 12.8 12.8 15.2 23.2 25.6 17.6 4.9
scatter. Their simulated clusters, on the other hand, have a tendency to have a larger amount
of scatter for clusters with more substructure, though they argued that the evidence is weak.
Since their simulations also do not include radiative cooling, we can compare directly with
their results without worrying about other baryonic effects. We also find the same trend that
merging clusters, which we have shown to have more substructure, have a larger amount of
scatter. However, we further explore the origin of the intrinsic scatter and find a strong
correlation with the halo concentration of clusters. We also show that the trend seen above
is due to the fact that merging clusters have a larger variation in their concentrations.
Jeltema et al. (2008) studied the correlation between cluster substructures and cluster
observables using hydrodynamical simulations with non-gravitational heating and cooling.
Despite the difference of input baryonic physics in the simulations and the definition of TX ,
they found no dependence on cluster substructures in the M − Tew relation when the true
mass is considered. Although we find negative correlations between the scatter and some of
the substructure indicators, the probabilities are not high. The lack of correlation supports
their result. However, they reported that there is a significant trend for the relaxed clusters
to have lower temperatures for their masses in the M − Tew relation measured within R500,
whereas we do not find any significant bias, and an opposite trend is found by Kravtsov et al.
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(2006), Nagai et al. (2007a) and Kay et al. (2007). Taking the average relations between
Tew and TX for merging and relaxed clusters from Nagai et al. (2007b), Jeltema et al. (2008)
argued that the discrepancy cannot be explained by using different temperature definitions.
However, we find that the bias between Tew and TX is larger for merging clusters than relaxed
ones (see § 3.5), in the direction that can alleviate this discrepancy. Therefore, the difference
between the conclusions reached by Jeltema et al. (2008) and the others regarding the offset
of merging and relaxed clusters may be due to the use of Tew instead of the spectroscopic
temperature TX .
On the other hand, Ventimiglia et al. (2008) have recently found significant negative
correlations between the substructure measures and the scatter in the mass-temperature
relation for their simulated clusters, both for the emission-weighted temperature Tew and
the spectroscopic-like temperature Tsl. They also found relative offsets between merging and
relaxed clusters in the mean scaling relation, that is, merging clusters tend to be cooler than
relaxed clusters of similar masses. As discussed in their paper, the different conclusion than
Jeltema et al. (2008) may come from different implementations of feedback mechanisms.
Although the trends can be explained by incomplete relaxation of merging clusters, which
we also observed, we do not find a significant separation in the normalization of the M −
TX relation between merging and relaxed populations, especially when the intrinsic scatter
without cooling is largely contributed by the effect of halo concentration. Therefore, the main
reason resulting in the differences is probably due to radiative cooling, as is suggested by
the fact that it is included in all the studies which observed the relative offset. Since current
simulations with radiative cooling tend to produce relaxed clusters with steeper temperature
profiles than real clusters, the average temperature of relaxed clusters can possibly be biased
high. This can explain why they found relaxed clusters hotter than expected while our
results do not show any significant offset between relaxed and merging clusters in the M−TX
relation.
2.6 Conclusions
Galaxy clusters are invaluable cosmological probes. Accurate measurement of cluster masses
is crucial and often relies on the mass-observable relations. However, to constrain the cos-
mological parameters to the few percent level, the systematics and scatter in these relations
must be thoroughly understood. In this work we investigate the sources of intrinsic scatter
in the M − TX relation using a hydrodynamics plus N-body simulation of galaxy clusters in
a cosmological volume. In order to compare directly to observations without worrying about
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different definitions or systematics, we produced mock Chandra X-ray images using MARX
and extracted the spectroscopic temperature TX as observers do. Also, all the quantities in
our analysis and discussions are measured within R500, which is usually used for X-ray data.
Radiative cooling and heating mechanisms are not included, since we would like to disentan-
gle the scatter driven by the gravitational effects from other baryonic physics. We chose to
focus on the M−TX relation for several reasons. First, it is less sensitive to resolution and to
cooling and heating mechanisms than other scaling relations, such as the LX − TX relation.
Therefore, our results are still representative of reality even though the input physics is not
complete. Second, the relative insensitivity to additional baryonic physics provides a win-
dow into better understanding of the physical origin of the scatter, despite our incomplete
knowledge regarding the cooling and feedback mechanisms. Moreover, the intrinsic scatter
in the M −TX relation is among the smallest of all the observed scaling relations. If one can
further reduce it based on the knowledge of its physical origin, the M − TX relation will be
extremely useful for cluster cosmology.
Our aim is to find out what determines the positions of clusters in the M500–TX,500
relation, in particular whether the intrinsic scatter is driven by recent merging activity
or the overall assembly histories of clusters. We split our simulated cluster samples into
merging and relaxed subgroups based on our merger tree analysis, and then we compare
the distributions of the intrinsic scatter for individual subgroups. We also correlate the
scatter with quantities that are related to the recent merging activity or cumulative cluster
assembly histories, including the time since last merger, substructure measures, and the halo
concentration. Here we summarize our findings.
We find a strong correlation between the scatter in the M500–TX,500 relation and the halo
concentration. More concentrated clusters tend to lie below (cooler than) the mean relation,
while puffier clusters tend to be hotter than expected for their masses. This is confirmed by
the negative correlation between scatter and the formation lookback time of clusters, since
it is well known that more concentrated clusters tend to form at earlier times. We showed
that using this correlation, the scatter can be effectively reduced from 6.10% to 4.49%.
There is no bias in the M500–TX,500 relation between merging and relaxed clusters, but the
amount of scatter for merging clusters is larger than that for the relaxed ones. This trend can
be explained by the fact that merging clusters have larger variations in their concentrations
than relaxed clusters.
When we correlate the scatter with the dynamical state of clusters, either the time since
last merger or the substructure measures, there is a weak trend for recently merged clusters
to be cooler, probably due to incomplete virialization of clusters that have just merged with
a cool clump. However, statistically the influence of departure from hydrostatic equilibrium
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of merging clusters is negligible. Possible reasons are discussed in detail in § 2.5.1.
There are significant deviations from lognormality of the distributions of scatter for our
simulated clusters at both z = 0 and z = 1. This effect should be taken into account in future
self-calibration studies to correctly interpret the obtained constraints on the cosmological
parameters. Future simulation studies of larger volumes are needed in order to accurately
characterize the distribution of scatter, including the tails of the distribution.
In conclusion, we find that when radiative cooling and feedback mechanisms are neglected,
the intrinsic scatter in the M500–TX,500 relation is driven more by the variation in halo
concentrations, or the overall assembly histories of clusters, than the recent merging events.
Using an analytic approach, Balogh et al. (2006) investigated whether the amount of scatter
in the observed M − TX and M − LX relations can be explained by the variations in halo
concentrations or different entropy floors. Although they focused more on the scatter in the
M − LX relation and showed that it requires a wide range of entropy floors, a significant
portion of the scatter in the M−TX relation is determined by the range of halo concentrations
predicted in their model. This is confirmed by our results since we have explicitly shown the
strong correlation between the M−TX scatter with the halo concentration using a numerical
simulation.
The lack of dependence of the scatter on the dynamical state of clusters is also seen by
O’Hara et al. (2006) for observed clusters. They suggested that the scatter in the mass-
observable relations is not dominated by recent mergers, but by the cooling-related core
properties or probably the overall assembly histories of clusters. The latter relationship is
indeed found in our simulation. As for the effects of radiative cooling, it has been shown
to be a main source of intrinsic scatter in the LX − TX relation (Allen & Fabian, 1998).
Therefore, our next step is to include cooling and feedback mechanisms in the simulation to
examine their individual influence on the scatter in the mass-observable relations.
Exploring the intrinsic scatter in the cluster scaling relations not only provides physical
insights into the formation of galaxy clusters, but also has important implications for using
clusters in cosmology. For example, the strong correlation with halo concentrations can
be used for observed clusters to reduce the scatter in the scaling relations. Also, the weak
influence of merging clusters is good news for cluster cosmology, because it implies that when
deriving the scaling relations from the observed clusters, it is unnecessary to worry much
about whether to include the unrelaxed systems or not. This is good because it is much
more difficult to separate out the unrelaxed systems at higher redshifts. We expect that
detailed studies of the intrinsic scatter in the scaling relations, not only in X-rays but also
at other wavelengths, will continue to yield invaluable information both for cluster physics
and cluster cosmology.
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Chapter 3
Impact of structure and dynamical
state on scatter in the SZ flux - mass
relation1
3.1 Introduction
The evolution of structure in the Universe is thought to be a hierarchical process driven
by gravitational instability acting on primordial density fluctuations. In this dynamical
process, smaller clumps of matter merge to form bigger ones within a “cosmic web” of
spatial structure incorporating matter within tenuous sheets, higher-density filaments, and
large matter concentrations at the nodal points of the web. Clusters of galaxies occupy the
top of the mass hierarchy, being the largest objects that have had time to collapse and form
due to their self-gravity. Therefore, they are the most recent structures to form. Clusters
have two very important features: they are very massive (1014−15M) and populate the
exponential tail of the mass function, which is sensitive to dark energy (Haiman et al., 2001),
and because of their deep potential wells, they are “matter traps,” preventing their internal
constituents from escaping. The first aspect, combined with their young age, makes clusters
an excellent probe of cosmology, being especially sensitive to dark matter and dark energy.
The second makes clusters excellent laboratories for studying key astrophysics problems such
as star and galaxy formation. Because of their central importance to both cosmology and
astrophysics, clusters are being targeted by a variety of observational programs.
Clusters can be detected optically via starlight from their member galaxies, in X-ray
due to thermal emission from hot gas, and using the thermal Sunyaev-Zel’dovich (SZ) effect
(Sunyaev & Zeldovich, 1972). The SZ effect arises from the inverse-Compton upscattering
of cosmic microwave background (CMB) photons by the hot electrons in a cluster (several
keV), leading to an increase of the CMB brightness temperature at frequencies above about
250 GHz and a decrease at lower frequencies. This distortion of the Planck spectrum can
be measured by sensitive, high-resolution CMB telescopes from the ground (Hincks et al.,
2010; Staniszewski et al., 2009; Vanderlinde et al., 2010), and it is one of the best ways
to find clusters at higher redshifts (Brodwin et al., 2010), since the SZ effect is (almost)
1This chapter is previously published in the Astrophysical Journal as Yang, H.-Y. K., Bhattacharya, S.,
& Ricker, P. M. 2010, ApJ, 725, 1124.
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redshift-independent.
Upcoming surveys will detect clusters using their SZ signatures. However, instead of
mass M , SZ surveys measure Y , the SZ Compton optical depth (the so-called y-decrement)
integrated over a portion of a cluster’s projected area. To obtain the cluster mass distribution
from surveys, we need a so-called mass-observable (Y –M) relation. Using the mass distri-
bution to constrain cosmological parameters requires that we know the errors introduced
in this process, so we must also quantify the scatter and the bias in the mass-observable
relation as functions of redshift (Lima & Hu, 2004, 2005; Cunha & Evrard, 2010).
Because of the exponential shape of the cluster mass function, scatter in theX–M relation
(for any observable X that is positively correlated with M) boosts the number density of
clusters observed in logarithmic bins of X, as the overall number of lower-mass clusters
scattering to higher values of X far exceeds the number of high-mass clusters scattering in
the opposite direction. As shown in Bhattacharya et al. (2011), a few percent systematic error
in mass, which can arise due to bias in the X–M relation, leads to a significant difference in
the tail of the mass function. Thus, misestimating the scatter and bias in the X–M relation
can lead to biases in the cosmological constraints (e.g. Randall et al., 2002; Wik et al., 2008).
Moreover, previous work forecasting cosmological constraints based on cluster surveys has
assumed the distribution of scatter to be lognormal (Lima & Hu, 2005; Cunha, 2009). If this
assumption were invalid, it would also lead to biases in the results (Shaw et al., 2010a).
Understanding the physical sources of scatter can help us to reduce this scatter and
improve the mass estimates. For example, the use of core-excised quantities reduces the
effects of cool cores in clusters and hence also the large scatter in the X-ray luminosity-
temperature (LX–TX) relation (Allen & Fabian, 1998) or the LX–M relation (Mantz et al.,
2010a). Using the halo concentration as a third parameter can reduce the scatter in the
TX–M relation (Yang et al., 2009). Combinations of observables with oppositely trending
scatter can also help, as shown by the tight correlation between the X-ray counterpart of
the Compton y-parameter, YX ≡MgasTX , and mass (Kravtsov et al., 2006). These examples
illustrate the possibility of obtaining better mass estimates if our knowledge of the physical
origin of scatter can be improved.
Because of spatial resolution constraints, the Y –M relation has been studied using two
types of hydrodynamic simulations. One type includes only adiabatic physics but has suffi-
cient statistics to quantify the scatter and the bias in the mass-observable relation (Hallman
et al., 2007). The other includes extra physics such as radiative cooling, star formation,
and supernova feedback (Nagai et al., 2007a) or feedback from quasars (Bhattacharya et al.,
2008), but with limited statistics (16 and 10 halos, respectively, in the cited references).
Another approach is to include gas physics using a semianalytic gas prescription in halos
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obtained from a dark-matter only (DMO) simulation (e.g. Bode et al., 2007, 2009; Shaw
et al., 2010b). In particular, Shaw et al. (2008, 2010a) have quantified the Y –M relation
and its non-gaussianity using the “DMO+semianalytic” approach. As pointed out by Shaw
et al. (2008), the hydrodynamic simulations tend to show slightly different scatter compared
to the “DMO+semianalytic” case especially for overdensities ∼500 times the critical den-
sity of the universe. These differences need to be understood. Only recently have there
been attempts to incorporate extra baryonic physics into a large cosmological simulation
to study the intrinsic variances in the scaling relations. For instance, Stanek et al. (2010)
have used resimulations from the Millennium Gas Simulation with gas dynamics treated in
both gravity-only and cooling plus preheating prescriptions to study the scaling relations
and correlations among cluster structural properties and observables in X-ray and SZ.
In this study we begin a systematic investigation of the physical sources of the intrinsic Y –
M scatter and their impact on the form of scatter for the purpose of improving our knowledge
of both cluster formation and cluster cosmology. We use cosmological simulations to obtain
clusters with sufficient statistics and to incorporate hydrodynamic processes including inter-
actions with large-scale environment, variations in cluster structures, and merger-induced
shock heating and departure from hydrostatic equilibrium. Since we would like to focus on
the scatter driven by gravitational effects only, radiative cooling and heating mechanisms
are not included. In this work, we examine the assumption of lognormal scatter, which has
important implications for self-calibration studies of cluster surveys. We investigate various
sources of scatter, such as halo concentrations, dynamical state, and cluster morphology, by
correlating the scatter with quantitative measures of each source. We show that these cor-
relations can be used to reduce the scatter and tighten the scaling relation. We also discuss
possible applications and issues when combining SZ and X-ray scaling relations.
The outline of this study is as follows. Since this study is based on the same simulation
as in the previous chapter, we will refer the readers to Chapter 2 for details of the simulation
and the merger tree analysis. In § 3.2 we will give a brief overview of the SZ effect, and how
we create idealized cluster samples to disentangle the sources of scatter. The Y –M relation
and the form of its scatter are presented in § 3.3. Possible sources of scatter are investigated
in § 3.4. In § 3.5 we explore the possibility of combining SZ and X-ray scaling relations to
improve cluster mass estimates. Finally, we discuss our results and give the conclusions in
§ 3.6.
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3.2 Method
3.2.1 Sunyaev-Zel’dovich effect
The thermal Sunyaev-Zel’dovich effect is caused by inverse Compton scattering of CMB
photons off the hot electrons inside galaxy clusters. Assuming that relativistic corrections are
small, the resulting distortion of the CMB temperature can be written as ∆T/TCMB = gν(x)y
where gν(x) = x(coth(x/2) − 4) with x = hν/kBTCMB, kB is the Boltzmann constant, ν is
the frequency of observation, and TCMB is the mean CMB temperature at the current epoch.
Here y is the Compton y-parameter, which can be written as
y =
kBσT
mec2
∫
ne(l)Te(l)dl, (3.1)
where ne(l) is the electron density profile, σT is the Thomson scattering cross section, and the
integration is along the line of sight, which is defined to be the x-direction in the simulation
box.
Note, however, that the observable is the integral of the temperature distortion over the
cluster’s projection onto the sky. For a cluster at redshift z, it is given by
Y (M, z) =
1
dA(z)2
kBσT
mec2
∫
ne(l)Te(l)dV, (3.2)
where dA(z) is the angular diameter distance to the cluster, and the integration is over the
volume of the cluster. In the literature, sometimes the factor 1/d2A is omitted from Eq. 3.2.
In this study, when we omit the factor 1/d2A, we denote the temperature distortion as Y (M);
otherwise it is denoted as Y (M, z). Note that Y (M, z) is dimensionless, while the units of
Y (M) are Mpc2. In the following sections in which we investigate the distribution and origin
of intrinsic scatter, we adopt Y (M) unless explicitly stated otherwise.
Following the convention in the literature, we denote Y∆ as the SZ flux integrated out to
certain overdensity radius R∆. In the simulation box, cell-averaged information about the
gas density and temperature is stored for each grid cell. Thus for each cluster the integrated
SZ distortion is calculated using
Y∆(M, z) =
1
dA(z)2
kBσT
mec2
∑
i,rp≤R∆
ne,iTe,i∆Vi, (3.3)
where the summation is over all the grid cells across the cluster volume within a cylinder of
projected radius R∆, and ∆Vi is the volume of each grid cell.
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3.2.2 Idealized Cluster Samples
One of our main goals is to investigate the possible sources of intrinsic scatter, including the
variations due to concentration, departure from hydrostatic equilibrium, merger boosts, and
cluster morphology. In order to distinguish the contribution from each source, we construct
a set of idealized cluster samples with different assumptions. Starting from a sample with
the most possible constraints, we add one source of scatter at a time. By comparing the
scatter of the idealized samples and the simulated sample, we can tell whether the scatter
can be successfully reconstructed, or yet other sources still need to be found.
To this end we construct five idealized samples, going from sample A, with the most
constraints, to sample E, which includes the most sources of variation. For sample A, only
the cluster masses are taken from the simulation. Given the mass, the halo concentration c
is computed using the best-fit c–M relation from Shaw et al. (2006). With the mass and halo
concentration, the total density and gas density are assigned using the NFW profile (Navarro,
Frenk, & White 1995; 1996, hereafter NFW) and a core-softened NFW profile (Sijacki et al.,
2007), respectively. In the core-softened NFW profile, the core radius is set to be 0.02 times
the virial radius, and the gas fraction, fg = 0.12, is also fixed. The pressure and temperature
profiles are then computed assuming hydrostatic equilibrium (HSE). Finally, dark matter
particles and zone-averaged cell quantities are assigned according to the profiles, assuming
spherical symmetry. They are stored using the same file format as the simulated clusters,
allowing them to be analyzed in the same way as the simulated clusters. Any scatter in the
resulting Y –M relation can only be due to particle shot noise, finite cell resolution, and the
simulated observation procedure.
Sample B is generated using a similar procedure, except that the c–M relation is assumed
to have a lognormal distribution with a dispersion of 0.22 (Jing, 2000; Bullock et al., 2001;
Dolag et al., 2004; Shaw et al., 2006). In other words, the variation in concentration should
be the only additional source of Y –M scatter for sample B.
In addition to the variation in concentration, clusters in sample C are allowed to depart
from HSE due to pressure support from random gas motions after mergers. For each cluster,
we compute the gas velocity dispersion’s radial profile from the simulation and include an
extra pressure term, Prand = ρσ
2, in the HSE equation for computing the thermal pressure.
In this way, we are effectively taking into account the incomplete virialization after merger
events as another source of scatter.
With sample D, we model the effect of mergers by including not only incomplete re-
laxation but also the merger boosts due to shock heating (Ricker & Sarazin, 2001; Poole
et al., 2007). Therefore, we extract the time histories of mass and integrated SZ flux during
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Table 3.1: Summary of models used for constructing the idealized cluster samples.
Sample Assumptions/Constraints Sources of Variation1
A Spherical + fg + HSE
2 + c(M) None
B Spherical + fg + HSE c
C Spherical + fg + No Merger Boost c + Prand
D Spherical + fg c + Prand + Merger Boost
E Spherical c + Prand + Merger Boost + fg
S Simulated All
SS Simulated + Spherical All - Morphology
1 All include scatter resulted from particle shot noise, finite cell resolution, and the simulated
observation procedure.
2 Hydrostatic equilibrium enforces no merger boost and no random gas motion.
mergers from the ideal merger simulations in Poole et al. (2007) and apply a boost in Y to
each idealized cluster using the actual times since last merger in the simulation and the mass
ratios of those mergers. Note that the time evolution of mass from Poole et al. (2007) is
measured for overdensity ∆ = 500, but the integrated SZ flux is only available for ∆ = 2500.
Thus the Y –M scatter of sample D should be considered as an upper limit to the effects of
merger boosts.
Sample E adds variation in the gas fraction by using the actual gas fraction computed
for each simulated cluster. Sample E essentially includes all possible sources of scatter
investigated in this study except the effect of cluster morphology. In § 3.4.5 we will compare
results from these idealized samples to the simulated clusters (Sample S). Because the
idealized samples are all constructed under the assumption of spherical symmetry, we derived
another sample (Sample SS) using gas profiles directly extracted from the simulated clusters,
such that it includes all sources of scatter except the morphological effect. These models are
summarized in Table 3.1.
3.3 The Y –M scaling relation
3.3.1 Normalization and Slope
For each simulation output between z = 0 and z = 1.5, we derive the Y∆ −M∆ relation for
all clusters with M500 > 2 × 1013M (619 clusters at z = 0 and 223 clusters at z = 1) and
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Figure 3.1: Normalization and slope of the Y –M relation as functions of redshift. The
dashed lines are the self-similar prediction.
fit it with a power law of the form
Y¯∆ = 10
−6A14(z)
(
M∆
1014h−1M
)α
, (3.4)
where the normalization at 1014h−1M in units of 10−6, A14, and slope α are found by
fitting the data points using a Levenberg-Marquardt algorithm. An overdensity of ∆ = 500
is adopted throughout this work.
The normalization (relative to the value at z = 0), slope, and scatter as functions of
redshift are plotted in Figure 3.1. As also found in previous adiabatic simulations (da Silva
et al., 2004; Motl et al., 2005), the evolution of the normalization and slope is consistent
with the self-similar prediction, α = 5/3 and A14(z) ∝ E(z)2/3, where E(z) = [Ωm0(1 +
z)3 + ΩΛ0]
1/2, though we cannot rule out the case of no evolution because the small number
of high-mass clusters at higher redshift limits the constraining power of the data. We find
A14(z = 0) = 5.43 ± 0.47, which is in agreement with the adiabatic runs in Nagai (2006)
(A14(z = 0) = 4.99, fb = 0.14) and Shaw et al. (2008) (A14(z = 0) = 4.07, fb = 0.11) after
taking into account the differences in the baryon fraction used in the simulations (fb = 0.167
in our simulation).
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3.3.2 Scatter in the Y –M relation
The RMS scatter around the best-fit relation is defined for N clusters as
σYM =
[
ΣNi=1(log Yi − log Y¯i)2
N − 1
]1/2
, (3.5)
where Yi is the measured flux of the ith cluster, and Y¯i is the flux predicted by the best-fit
relation for that cluster. Hereafter, we use the notation
δ log Y ≡ log Y − log Y¯ (3.6)
for the deviation from the mean relation for each cluster. For each redshift from z = 0 to
z = 1, we compute the RMS scatter for 5 mass bins and plot the result in Figure 3.2 (the data
for some of the redshifts are omitted for clarity). The scatter is ∼ 5− 15%, consistent with
previous findings (e.g. Nagai, 2006). Moreover, we find that in general the scatter decreases
with both mass and redshift. We fit the scatter using the functional form
σ(M, z) = A logM +B log(1 + z) + C, (3.7)
where the best-fit coefficients are A = −7.06±0.28, B = −11.20±0.81, and C = 7.70±0.19.
The mass dependence may be due to increasing non-lognormality of the scatter when con-
sidering low-mass clusters (see § 3.3.3 for details). The redshift evolution may be understood
by considering the self-similar model, in which all quantities for collapsed objects can be ex-
pressed in terms of the characteristic mass scale, M? ∝ (1+z)−6/(n+3), where n is the spectral
index of the scale-free primordial power spectrum, P (k) ∝ kn (Kaiser, 1986). Therefore, Eq.
3.7 is equivalent to the expression σ = A′ log(M/M?) + B′. Note that Eq. 3.7 is the first
attempt in the literature to quantify the scatter using a functional form of mass and redshift.
This expression should be useful for future studies that require assumptions about the form
of scatter.
3.3.3 Non-lognormal scatter
Since the SZ flux is only proportional to the first power of gas density, it is sensitive to the
contribution from low-density gas clumped along the line of sight to but not associated with
a cluster. This is in contrast to the X-ray luminosity, which is proportional to the square
of gas density. For this reason the Y –M relation has been found to have a high-scatter
tail in the distribution of its scatter (White et al., 2002; Hallman et al., 2007). Since any
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Figure 3.2: RMS scatter as a function of M500. Different curves are for different redshifts.
In general, the scatter decreases with both mass and redshift. See Eq. 3.7 for the best-fit
relation.
deviations from the lognormal scatter would bias cosmological constraints based on cluster
counts (Shaw et al., 2010a), we would like to examine whether the form of the log scatter
can be well approximated by a Gaussian distribution, or whether generalizations of the
parametrization need to be considered.
A purely Gaussian distribution can be described exactly using only its mean value µ and
variance σ2:
G(x) =
1
σ
√
2pi
exp
[
−(x− µ)
2
2σ2
]
. (3.8)
A nearly-Gaussian distribution can be approximated using the Edgeworth expansion (e.g.
Bernardeau & Kofman, 1995; Blinnikov & Moessner, 1998),
G˜(x) ≈ G(x)− γ
6
d3G
dx3
+
κ
24
d4G
dx4
+
γ2
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d6G
dx6
, (3.9)
which is parametrized by four moments – the mean and the variance describing the Gaus-
sian distribution, plus the skewness (γ) and the kurtosis (κ) describing the deviation from
gaussianity. The skewness is defined as
γ =
〈(x− µ)3〉
σ3
(3.10)
and the kurtosis as
κ =
〈(x− µ)4〉
σ4
− 3. (3.11)
We compute the skewness and kurtosis of the Y –M scatter for clusters at z = 0 above
different mass thresholds and plot the results in Figure 3.3. The error bars represent the
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Figure 3.3: Skewness and kurtosis of the Y –M scatter for simulated clusters at z = 0 as
functions of limiting mass (left) and redshift (right). See the text for the definition of error
bars.
uncertainty due to finite sample size and are estimated using 103 Monte-Carlo realizations
of random sampling from a nearly-Gaussian distribution given the measured skewness and
kurtosis as in Eq. 3.9. Note that because of finite sample size the measured skewness and
kurtosis would underestimate the intrinsic values of the underlying distribution. This bias
is represented by the offset between the data points and the middle points of the error bars.
We find that the scatter is non-lognormal with positive skewness and kurtosis when in-
cluding only massive clusters (M500,lim & 1014M) or when more and more low-mass clusters
are included (M500,lim . 5 × 1013M). Due to the limited number of clusters at the high-
mass end, the log scatter there is expected to follow Poisson statistics and deviate from a
Gaussian form. For the lower mass range, on the other hand, we find that there is a tail
toward positive values in the distribution of scatter, which increases the skewness and kur-
tosis. By visual inspection of clusters in the tail, we find that these objects happen to have
elongated shapes or clumped gas along the line of sight. Since less massive clusters are more
likely to be surrounded by gas with mass comparable to their own, this effect becomes more
important for lower-mass clusters. We will further address this point in § 3.4.3. For other
redshifts, the level of non-lognormality is also non-negligible, as shown in Figure 3.3. The
median skewness and kurtosis are 1.43 and 4.21, respectively.
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Figure 3.4: Left: Y –M scatter versus (R200/R500)–M scatter at z = 0, where R200/R500 is
a monotonically decreasing function of halo concentration. Correlation coefficient is 0.775.
Right: Y –M scatter versus formation time at z = 0. Correlation coefficient is -0.244. Clusters
with M500 > 1014M are plotted using open squares.
3.4 Sources of scatter
We now investigate the physical origin of the intrinsic scatter for the purpose of understand-
ing the above trends and reducing it for better mass estimates. Possible sources of scatter
in our simulation include halo concentration, dynamical state, and cluster morphology. We
examine each effect by correlating the scatter with each individual source for clusters at
z = 0. We show that the scatter can be reduced by choosing appropriate measures of each
effect. At the end of this section we compare the percentage contribution from each source
using the idealized cluster samples described in § 3.2.2.
3.4.1 Concentration
The concentration of a dark matter halo is usually defined as the ratio between the virial
radius and the NFW scale radius, i.e., c ≡ Rvir/Rs. The concentration parameter character-
izes the density inside the core region of a halo and reflects the mean density of the universe
when the halo collapsed. Thus halos formed earlier in time tend to be more concentrated
(NFW 1997; Wechsler et al. 2002). By testing the correlation of Y –M scatter with scatter
in the concentration parameter, we are effectively probing the influence of cluster formation
history.
We choose to use the parameter R200/R500 instead of the original halo concentration
parameter c because it has two advantages. The first is that it avoids introducing the
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uncertainty of fitting an NFW profile, especially for less massive clusters, since the fitting is
very sensitive to the grid resolution in the central region of a cluster. Moreover, our analyses
involve not only relaxed clusters but also merging ones, for which R200/R500 is actually
better-defined than c, since an NFW profile would yield a poor fit.
Figure 3.4 (left panel) shows a strong positive correlation between scatter in the Y –M
relation and scatter in the (R200/R500)–M500 relation. The correlation coefficient is 0.64,
with a probability of zero given by the Spearman Rank-Order Correlation test (Press et al.
1992, §14.6; probability of one means no correlation). To ensure that this result is not biased
by the lower-mass clusters whose R500 values are close to the resolution of the simulation,
we raised the mass threshold to M500 > 1014M and found that the result is robust for these
well-resolved systems (shown as the open squares in Figure 3.4). Note that we correlate
with δ log(R200/R500) instead of the raw value of R200/R500 because the latter is a function
of cluster mass. By doing so we exclude the effect of different cluster masses, focusing on
the variation in halo concentrations. R200/R500 is a monotonically decreasing function of the
halo concentration parameter (see Yang et al. (2009) for derivation). Therefore, for clusters
with similar masses, more concentrated clusters tend to lie under the mean Y –M relation,
while the “puffier” clusters tend to scatter high.
Since halo concentration is related to cluster formation time, we can test the above trend
by checking the correlation of Y –M scatter with the formation times derived from the mass
assembly histories of our simulated clusters. The formation time here is defined as the time
when the cluster first exceeds half of its final mass. As expected, we find that clusters
that formed earlier (thus with higher concentrations) tend to scatter low (see right panel of
Figure 3.4). The correlation is not as tight as the one with the halo concentrations. This is
due to the fact that the correlation between the halo concentration and the cluster formation
time itself has a very large scatter, and also that the variation in halo concentrations cannot
be fully accounted for by the variation in cluster formation time (Neto et al., 2007). But
the direction of the correlation with cluster formation time is consistent with the correlation
with halo concentration.
To explain the correlation between the Y –M scatter and the concentration, recall the
virial theorem for the simplest case of an isolated system: 2K + U = 0, where K and U are
the total kinetic and gravitational binding energies of the system, respectively. In general
one can write
kBT
µmp
∝ GM
R
, (3.12)
where µ is the mean molecular mass of the gas, mp is the mass of a proton, and T , M , and
R are the virial temperature, mass, and radius of the system, respectively. Together with
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the definitions of the SZ flux (Eq. 3.2) and M = 4
3
piR3ρ¯, one can derive
Y ∝MgasT ∝ fgM5/3. (3.13)
Note that the above relations are for virial quantities of a cluster as a whole, but mass-
observable relations are often measured using a certain aperture size, R∆. The relation
between the virial and overdensity quantities depends on individual cluster profiles, which
are determined by the halo concentration and how the gas is distributed on top of the dark
matter potential (e.g. equation of state of gas). Therefore, the normalization, and thus the
scatter, of the Y∆–M∆ relation is a function of halo concentration and gas properties.
It is also important to note that, from the above derivation, the direction of the correlation
between the scatter and concentration is dependent on the gas properties. Our result shows
that less concentrated clusters tend to scatter high, i.e., have higher pressure than clusters
of similar masses. Observationally, Comerford et al. (2010) has also found a similar anti-
correlation between the X-ray temperature-mass scatter and strong lensing concentration.
This may be attributed to the fact that less concentrated clusters have larger scale radii,
and hence when comparing with clusters of the same M∆ or the same aperture size R∆,
their ratios R∆/Rs are smaller, which means the observable integrated within R∆ would be
greater. However, different simulations can have different directions of correlation depending
on the input gas physics. For example, Shaw et al. (2008) also found a correlation between
the scatter and concentration, but in the opposite direction. The difference may be due
to different gas physics included in their models. In principle, by assuming a particular
gas model the constant of proportionality in Eq. 3.13 can be computed exactly. Ascasibar
et al. (2006) has done this exercise assuming a polytropic equation of state for the gas.
According to their calculation, the coefficient in the T–M relation (as in Eq. 3.12; inverse
of the YMT in their Eq. 17) decreases with concentration for a polytropic index of γp = 5/3.
As γp decreases, the dependence becomes weaker and then the direction is reversed. Since
including extra baryonic physics effectively works to decrease γp (e.g. for fixed mass and
concentration, both changes yield a shallower temperature profile, see also Figures 2 and 3
in Ostriker et al. (2005)), this may explain why the dependence on concentration can be
different between models with different input gas physics. Note, however, that in reality the
situation can be even more complicated because a constant γp may not be valid for all gas
models (Kay et al., 2004).
The strong correlation in Figure 3.4 suggests that the variation in halo concentrations
contributes a significant amount of the intrinsic scatter in the Y –M relation. Using this
strong correlation it is possible to adjust for the dependence of SZ flux on cluster concen-
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Figure 3.5: Left: The Y –M relation plotted for clusters having different values of concen-
tration at z = 0. The 1/3 percentiles with the highest, intermediate, and lowest values of
concentration are plotted using black, blue, and red symbols, respectively. Right: The Y –M
relation after correction for the dependence on concentration using Eq. 3.14.
trations. We use δ log(R200/R500) for each cluster to calculate its expected δ log Y from the
best-fit relation, (δ log Y )exp = 7.167 × δ log(R200/R500). We then subtract this (δ log Y )exp
from the measured SZ flux to obtain a corrected flux,
(δ log Y )corr = δ log Y − (δ log Y )exp. (3.14)
The Y –M relations before and after correcting for concentration are shown in Figure 3.5.
We find that after removing the effect of halo concentration, the RMS scatter decreases from
12.07% to 7.34% (i.e. by 38.9%). This method was proposed by Yang et al. (2009) to tighten
the X-ray temperature-mass relation and has been successfully applied to observed strong
lensing clusters (Comerford et al., 2010). In addition to strong lensing, the NFW concentra-
tion can also be measured via weak lensing, X-ray emission, etc. (Comerford & Natarajan,
2007; Mandelbaum et al., 2008; Buote et al., 2007, and references therein), although one has
to be careful about systematics of each method and when combining different measurements.
In fact it can be generalized to any observable other than concentration. That is, if there
exists any variable X whose mass scatter δ logX is known and correlates with δ log Y , then
given the best-fit correlation (δ log Y )exp = α × δ logX, the Y –M scatter can be reduced
in a similar way using Eq. 3.14 to remove the effect of X from the scatter. Therefore, this
method can be a powerful way to reduce the observed mass-observable scatter and obtain
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better mass estimates.
3.4.2 Dynamical state
Another possible origin of the Y –M scatter is cluster dynamical state. Cluster mergers are
among the most energetic events in the universe. Shock heating and departure from hydro-
static equilibrium during mergers can drive clusters away from the mean scaling relations.
Ideal merger simulations (Ricker & Sarazin, 2001; Poole et al., 2007) have shown that the
effect of shock heating to boost the SZ and X-ray observables to values a few times higher
than the pre-merger values. Studies that combine the amount of boosting predicted by these
simulations with extended Press-Schechter merger trees (Randall et al., 2002; Wik et al.,
2008) show that the boosting effect can bias estimates of cosmological parameters such as σ8
and Ωm. The other effect of mergers is departure from hydrostatic equilibrium. Before the
gas within a merger is completely virialized, the pressure support from random gas motions
can contribute ∼ 10−20% of its thermal pressure (Rasia et al., 2006; Lau et al., 2009). Thus
the thermal pressure and hence the SZ flux of unrelaxed systems is expected to be smaller
than that of relaxed systems of similar masses. These previous studies are primarily based
on small cluster samples. Therefore, our aim is to investigate how merger events statistically
influence the cluster scaling relations.
If the scatter were dominated by the boosting effect of cluster mergers as described above,
then one would expect to find merging clusters to preferentially lie above the mean relation.
However, if during mergers the departure from hydrostatic equilibrium due to non-thermal
pressure support were dominant, mergers would tend to scatter low. In order to see which
effect is more prominent, we correlate the Y –M scatter with the time since last merger
(Figure 3.6, left panel). Substructure measures such as centroid offset (Mohr et al., 1995)
and power ratios (Buote & Tsai, 1995, 1996) are often used to quantify departures from
equilibrium in clusters. We compute the centroid offset and power ratios for the simulated
clusters using the same definition as in Yang et al. (2009). The right panel of Figure 3.6 shows
the correlation with one of the power ratios, P2/P0. Based on the Spearman Rank-Order
Correlation test (Press et al. 1992, §14.6), both correlations are weak (with a small correlation
coefficient) but significant (with a high probability), in the direction that more disturbed
clusters tend to scatter low. This implies that during mergers the incomplete virialization
may be the more important factor in driving the scatter than the shock heating effect.
However, the fact that these two effects operate in opposite directions may be the reason
why there is not a clear trend with merger activities. Moreover, a number of factors can dilute
the shock boosting effect, such as the small chance of finding mergers in progress, capturing
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Figure 3.6: Left: Y –M scatter versus time since last merger for major mergers at z = 0. The
correlation is statistically significant but weak (correlation coefficient of 0.299; probability
of no correlation of 0.006). Right: Y –M scatter versus one of the power ratios, P2/P0.
Correlation coefficient is -0.091; probability of no correlation is 0.023.
the shocks within an overdensity radius at the right projection and at the right moment
during a merger’s transient boost, and the fact that merging clusters tend to move along
the scaling relations because their masses also increase at the same time their observables
increase, as found also by Wik et al. (2008) and Kravtsov et al. (2006) (see Yang et al. (2009)
for an extensive discussion).
Do mergers bias the Y –M relation due to incomplete virialization? To answer this ques-
tion, we plot the normalized distributions of the Y –M scatter for relaxed and merging clus-
ters in Figure 3.7 and use the Wilcoxon Rank-Sum (R-S) test and the F-variance (F-V) test
to see whether these two populations have significantly different mean values or variances,
respectively. A value smaller than 0.05 (for a significance level of 5%) returned by these
tests is commonly adopted to indicate a significant difference between two populations. We
find that their mean values do not differ significantly, but mergers have a wider distribution
compared to relaxed clusters (with significance 0.014). Therefore, although mergers do not
tend to bias the scaling relation, they do have a greater amount of scatter than relaxed clus-
ters. If merging (relaxed) clusters are chosen to be those within the quartile with the highest
(lowest) substructure measures, similar trends with significant probabilities are found for 9
out of 21 substructure measures (P2/P0, P3/P0, and the centroid offset W measured from
different viewing directions and varying aperture sizes). We find that including only the
merging clusters would result in ∼ 15− 45% greater scatter than when only relaxed clusters
are taken into account, consistent with previous findings (Shaw et al., 2008). Note however
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Figure 3.7: Normalized distribution of the Y –M scatter for relaxed (solid) and merging
(dashed) clusters at z = 0. According to results from significance tests, mergers do not have
a bias but do have a larger dispersion with respect to the relaxed clusters.
that separating mergers from relaxed clusters does not reduce the skewness or kurtosis of the
scatter distribution, which suggests that the non-lognormality has causes other than mergers
(see § 3.4.3).
3.4.3 Morphology
Despite the spherical symmetry that theoretical models usually assume, both simulations
(Warren et al., 1992; Cole & Lacey, 1996; Jing & Suto, 2002; Bailin & Steinmetz, 2005; Kasun
& Evrard, 2005) and observations (e.g. Basilakos et al., 2000) have shown that clusters are
triaxial (or elliptical when projected) rather than simple spheres, even for relaxed clusters.
How the gas is distributed in the cluster potential well should vary depending on the axes
ratios of the cluster. Moreover, viewing a triaxial cluster from different angles should also
yield different observed quantities integrated along the line of sight. Both these factors can
contribute to the Y –M scatter.
In order to explore the impact of morphology, for each simulated cluster we find the ori-
entation of the principal axes by diagonalizing the moment of inertia tensor, Iαβ = miΣir
α
i r
β
i ,
where the summation is over all the particles and cells in the cluster, mi is the mass of a
particle or a gas cell, and rαi is the x, y, or z component of the distance from the cluster
center of mass. The lengths of the major, intermediate, and minor axes, denoted as a, b,
and c, are found by finding the intercepts of the axes with the isodensity surface having
overdensity ∆ = 200. The angles θα are defined to be the angles between the major axis and
the directions of projection (α = x, y, z; note that the x-direction is the projection used for
all the analyses in this study).
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Figure 3.8: Left: Correlation between the Y –M scatter and the a cos θx–M scatter at z =
0. Clusters that are more elongated along the line-of-sight have larger values of a cos θx.
Correlation coefficient is 0.345. Right: Normalized distributions of the Y –M scatter for
clusters with the morphology measure a cos θx smaller than the median (solid) and larger
than the median (dashed). The scatter distribution for clusters with elongated shape along
the line-of-sight (dashed; γ = 1.04, κ = 2.63) is much more non-lognormal than that of the
remaining population (solid; γ = 0.29, κ = −0.08).
Motivated by our results in § 3.3.3 that the non-lognormality may be due to clusters
that happen to have elongated shapes aligned with the viewing direction, we invented a
measure, a cos θx, to trace cluster morphology along the line of sight. Figure 3.8 shows the
Y –M scatter versus the scatter in the a cos θx–M relation. The positive correlation indicates
that clusters that are more elongated along the line of sight preferentially have higher Y –M
scatter, which is expected because the SZ flux is roughly proportional to the column density
of the gas (see Eq. 3.1). Given the best-fit relation, δ log Y = 0.076× δ log(a cos θx), we can
again reduce the scatter by applying a correction as in Eq. 3.14. By doing so we find that
the scatter is reduced from 12.07% to 11.63% (i.e. by 3.6%).
We further divide the cluster sample in half using the values of a cos θx and plot the nor-
malized distributions of the Y –M scatter in Figure 3.8. We find that the scatter distribution
of the clusters with larger a cos θx is non-lognormal (γ = 1.04, κ = 2.63), while the skewness
and kurtosis of the remaining population are greatly reduced (γ = 0.29, κ = −0.08). There-
fore, the non-lognormality is indeed caused by the clusters with more elongated shapes along
the line of sight.
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3.4.4 Projection effects due to large-scale structure
Since the SZ flux is obtained by integrating along the line of sight within a projected radius,
it is subject to contamination by gas that lies along the same line of sight, which causes the
large number of high-scatter objects in the Y –M relation found in simulations that include
light cones (White et al., 2002; Hallman et al., 2007). These outliers and the outliers due
to morphology discussed in the previous section can both drive the non-lognormality of the
scatter. Since our simulated observations only include isolated clusters and thus do not take
the projection effect into account, the skewness and kurtosis estimated from our simulation
may be considered to be underestimates of the true values. In this case, it is even more
important to adopt the higher moments in the parametrization of the scatter in order to get
unbiased cosmological constraints.
3.4.5 Insights from idealized samples
Figure 3.9 shows the percentage contribution of scatter for each idealized cluster sample
with respect to the simulated sample. The cluster sample at the bottom has the most
constraints on and least freedom in the model parameters, and the assumptions are loosened
one at a time from bottom to top (see Table 3.1 for a summary of model descriptions).
In general the values are independent of mass, that is, the processes shape the scaling
relation in a self-similar way, as expected in the absence of additional baryonic physics. The
only exception is the bottom curve for which only the masses of clusters are assigned. In
principle this sample should have zero scatter if the resolution of gas cells were infinite, but
in reality the finite resolution introduces a nonzero scatter which becomes bigger as more
low-mass clusters are included. Because the idealized samples are all constructed under the
assumption of spherical symmetry, we derived Sample SS (second line from the top in the
figure) using gas profiles directly extracted from the simulated clusters, such that it includes
all sources of scatter except the morphological effect. In other words, the difference between
the simulated clusters and the spherically-smoothed clusters is solely due to the variation in
cluster morphology, which is ∼ 10%.
From the differences between the subsequent samples we are able to isolate the contri-
bution of each effect to the total scatter: the variation in halo concentration contributes
∼ 10− 20 % (difference between A and B), the departure from hydrostatic equilibrium re-
sults in ∼ 10− 15 % (between B and C), merger boosts add another ∼ 30− 60 % (between
C and D), the variation in gas fractions introduces ∼ 0− 10% (between D and E), and the
rest (between D and SS) due to other unaccounted-for effects is ∼ 0 − 30 %. Note that
the contribution from variation in concentration quoted here is estimated using sample B,
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Figure 3.9: The percentage contribution of the scatter for each idealized sample with respect
to the simulated sample. The bottom (top) sample includes the least (most) physical sources
of variations. See Table 3.1 for a summary of notations and assumptions used to construct
each sample.
which assumes spherical symmetry and hydrostatic equilibrium. However, in reality, both
changing cluster morphology and including random gas motions (Lau et al., 2009) would
further modify the distribution of gas and hence alter the measured value of concentration.
In other words, the scatter is driven not only by the variation of concentration in sample
B, but also by that due to cluster morphology and departure from HSE. Therefore, the
total effect of concentration, as suggested by the correction for concentration in § 3.4.1 (i.e.
∼ 40%), would be more appropriately accounted for by also considering the contributions
from morphology and random gas motions.
3.5 Combining X-ray and SZ scaling relations
In the previous sections we have discussed various sources of intrinsic scatter in the relation
between the SZ flux and the true mass. However, observationally cluster masses still need
to be measured in some way, such as via X-ray hydrostatic assumptions or optical richness.
Cross-calibration across measurements at different wavelengths is important because it pro-
vides a consistency check that can minimize the possible systematic effects of each individual
measurement (e.g. Plagge et al., 2010), such as the projection effects to which SZ and optical
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observations are subjected to. Therefore, high-precision cluster cosmology requires that we
combine SZ cluster surveys with X-ray or optical follow-ups (High et al., 2010; Menanteau
et al., 2010).
However, one needs to be cautious when combining multiple mass proxies because their
errors may be correlated. For example, because both the SZ and optical signals are subject to
projection effects, clusters can have consistent mass estimates that are both actually biased
with respect to the true mass (Cohn & White, 2009). Since it is impossible for observations to
disentangle such correlations, one has to rely on numerical simulations to determine whether
these effects are serious for any given pair of mass proxies. Here we would like to explore
whether this correlated error exists between the SZ flux and the low-scatter X-ray mass proxy
(Kravtsov et al., 2006), YX , which is commonly used as a mass proxy in X-ray observations.
Note that although individual X-ray properties such as Mgas and TX would be affected by
core properties, Stanek et al. (2010) found that the YX parameter, which combines the effects
of Mgas and TX , is remarkably insensitive to baryonic physics. That is, for their runs with
and without the preheating prescription, both the amount and shape of the YX–M scatter
are almost identical. Therefore, our results below should be robust to additional baryonic
physics.
Figure 3.10 shows the mass predicted by the YSZ–M relation versus that predicted by
the YX–M relation (M is the true mass). Clusters in the upper panel have less than 2σ
deviations from both the mean YSZ–M relation and YX–M relation. The lower panel shows
the clusters whose mass scatter is bigger than 2σ for either relation. From the upper panel
we can see that clusters that have consistent MYSZ and MYX are mostly faithful tracers of
their true masses. But how about the outliers in both the true YSZ–M and YX–M relations?
If they give consistent mass estimates, then there would be a similar problem of correlated
error as described above. Fortunately, we find that the outliers in both relations (those
plotted with both open and filled symbols) would not yield consistent mass estimates. This
is because while the YSZ–M outliers are due to cluster morphology, as discussed in § 3.4.3, we
find that the YX–M outliers are primarily dynamically unrelaxed clusters. Since the errors
come from different physical sources, they are not correlated.
This implies the possibility of cutting off the outliers by selecting only clusters whose
MYSZ and MYX agree within 1σ. Moreover, applying the same cut will also remove almost
all the other YSZ–M outliers. That is, among the 21 YSZ–M outliers (15 are 2σ and 6 are
3σ), 19 of them (13 are 2σ and 6 are 3σ) can be ruled out using this method. After applying
the cut, we find that the RMS scatter in YSZ–M is reduced from 12.07% to 8.77% (i.e. by
27.3%), and also the non-lognormality of the YSZ–M scatter is greatly reduced (skewness
reduced from 0.82 to 0.30; kurtosis from 2.17 to -0.07). Therefore, combining mass estimates
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Figure 3.10: YSZ predicted mass versus YX predicted mass. Clusters in the upper panel
have less than 2σ deviations from both the mean YSZ–M relation and YX–M relation, while
clusters whose mass scatter is bigger than 2σ for either relation are plotted in the lower
panel. Dashed lines show 1σ deviations from the mean MYSZ–MYX relation. The fact that
clusters that are outliers in both relations (those with overlaying circle and triangle) do not
have consistent mass estimates within 1σ indicates that the errors in MYSZ and MYX are not
correlated.
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from YX measurements may be an effective way of both reducing the scatter and removing
YSZ–M outliers. Note that since the projection effect is not included in our simulation, we
expect there would be more YSZ–M outliers in reality, while the YX–M relation is relatively
insensitive to the projections. Indeed, the contamination by projection errors estimated by
Hallman et al. (2007) using a light cone simulation is ∼ 25% (for a projected radius of R500),
larger than ours (21 out of 619 clusters). However, because of the fact that the errors in the
YSZ–M and YX–M relations are not correlated, clusters that are subject to projection errors
can also be removed using the same method.
3.6 Discussion and conclusions
Galaxy clusters are invaluable cosmological probes. Accurate measurement of cluster masses
is crucial and often relies on the mass-observable relations. However, to constrain the cos-
mological parameters at the few percent level, the systematics and scatter in these relations
must be thoroughly understood. In this work we investigated the sources of intrinsic scat-
ter in the SZ flux-mass (Y –M) relation using a hydrodynamics plus N -body simulation of
galaxy clusters within a cosmological volume. Exploring the origin of the intrinsic scatter
not only provides physical insights into the formation of galaxy clusters, but also has two
main advantages for using clusters in cosmology. The first is that it allows us to avoid pos-
sible systematic biases in the derived cosmological constraints. Do mergers bias the scaling
relation? Is the intrinsic scatter lognormal? What are the gains and issues of combining SZ
and X-ray scaling relations? Secondly, if we understand the sources of scatter, it is possible
to reduce the scatter by removing the contribution from a certain source (see § 3.4.1 for
details), and thus tighten the scaling relation to obtain better estimates of cluster masses.
To address these questions, we derived the scatter around the best-fit Y –M relation
from the simulated clusters. We first assessed the lognormality of scatter by computing the
skewness (γ) and kurtosis (κ) of the scatter distribution. Then we investigated the possible
sources of scatter, including halo concentrations, dynamical states and cluster morphology,
by correlating the scatter with quantitative measures of each source. We also constructed
a set of idealized cluster samples with varied assumptions about the sources of scatter to
decompose the percentage contribution from each effect. Finally we compared cluster masses
derived from the SZ flux and from the low-scatter X-ray mass proxy, YX , and examined
whether such consistency checks can help rule out outliers in the true YSZ–M and YX–M
relations, or whether issues like correlated errors would affect the accuracy when combining
SZ and X-ray scaling relations. Our main results are summarized below.
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1. The RMS scatter in the Y –M relation is ∼ 5− 15% and decreases with cluster masses
and redshifts. We find that the scatter in our simulation can be expressed in the functional
form, σ(M, z) = A logM+B log(1+z)+C (Eq. 3.7), where the redshift evolution is equivalent
to re-scaling with respect to the characteristic mass scale in the self-similar model.
2. The distribution of the Y –M scatter is non-lognormal with positive skewness and
kurtosis across a wide range of different limiting masses and redshifts, because of the limited
number of clusters at the higher-mass end and the tail in the scatter distribution due to
morphology at the lower-mass end.
3. There is a strong correlation between the Y –M scatter and the concentration, which
can be used to reduce the Y –M scatter from 12.07% to 7.34% (i.e. by 38.9%).
4. The correlation between the scatter and cluster dynamical state is weak. Though
merger boosts and departure from hydrostatic equilibrium can partly drive the dispersion,
the net effect is that mergers do not cause a significant bias in the scaling relation.
5. There is a moderate trend that clusters that are more elongated along the line of
sight tend to scatter high. More importantly, they are the main outliers that cause the
non-lognormality of scatter.
6. By decomposing the scatter using the idealized cluster samples, we find the percentage
contribution from each source of scatter: ∼ 10% due to variations in morphology, ∼ 10 −
20% due to variations in concentration (under the assumption of spherical symmetry and
hydrostatic equilibrium), ∼ 10 − 15% due to departure from hydrostatic equilibrium, ∼
30− 60% due to merger boosts, ∼ 0− 10% from variations in gas fractions. The remainder
(due to unaccounted-for sources) is ∼ 0− 30%.
7. We find that the RMS scatter in YSZ–M is reduced from 12.07% to 8.77% (i.e. by
27.3%) when X-ray measurements are combined with SZ.
8. The errors in mass determined using YSZ and YX come from different causes. Therefore,
excluding clusters with inconsistent estimates can effectively remove the outliers in both YSZ–
M and YX–M relations, especially YSZ–M outliers that are subject to projection errors.
In our current simulation, radiative cooling and heating mechanisms are not included,
since we would like to disentangle the scatter driven by the gravitational effects from other
baryonic physics that are not fully understood. Moreover, it has been shown that the inte-
grated SZ flux, and more specifically the scatter, slope, and redshift evolution of the Y –M
relation, are generally insensitive to details of cluster gas physics (da Silva et al., 2004; Motl
et al., 2005; Nagai, 2006). Since the non-lognormality is mainly caused by the effects of
projection and cluster morphology, we could assess the potential impact of baryonic physics
on these two sources. Shaw et al. (2008) showed that the influence of different gas physics
on the properties of large-scale projections is negligible. Recently Lau et al. (2011) has re-
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ported the difference in cluster shapes between simulations with and without cooling and
star formation. They found that in the cooling plus star formation simulation clusters are
more spherical outside the core (r > 0.1R500) but more triaxial inside the core. It is difficult
to estimate directly from their results how much this difference in morphology would affect
the non-lognormality of the Y –M scatter. However, as pointed out by Lau et al. (2011),
their simulation may suffer from the overcooling problem and hence their results can be con-
sidered as an upper limit. Moreover, Nagai (2006) used clusters from the same simulations
and showed that when the SZ flux is integrated to R500, the Y –M scatter is insensitive to the
gas physics included. Therefore, we expect the effect of gas physics on the non-lognormality
estimated in this study, if any, is very small. We will present a more detailed comparison in
a separate paper.
Our results have several important implications for cluster cosmology. First of all, the
strong correlation with halo concentrations can be used for observed clusters to reduce the
scatter in the scaling relations for better mass estimates. Potentially this method can be
applied to any observable for which such a correlation exists, such as gas fractions (which is
expected to play a more important role when including other baryonic physics, see Stanek
et al. (2010)). Secondly, the weak influence of mergers is good news for cluster cosmology,
because it implies that when deriving observed scaling relations, it is unnecessary to worry
much about the selection bias due to the impact of mergers. Finally, the non-lognormality
of the Y –M scatter has an impact on cosmological constraint studies. As demonstrated
by Shaw et al. (2010a), both positive skewness and kurtosis cause up-scattering of clusters
and thus would increase cluster counts above a given limiting mass, which is equivalent
to an increase in the amount of scatter. For SZ surveys like the South Pole Telescope
(SPT) survey, the skewness and kurtosis of the intrinsic scatter have to be less than 0.5
to ensure that uncertainty in the amount of scatter does not degrade the constraint on the
dark energy equation of state w. However, we find that the intrinsic skewness and kurtosis
can be much greater than 0.5 across a wide range of limiting masses and redshifts. These
values are very likely to be lower limits because the projection effect of large-scale structure
is absent in our analysis. Therefore, our results suggest that the assumption of lognormal
scatter is inappropriate for scaling relations like the Y –M relation whose scatter is easily
skewed by cluster morphology, projection effects, etc. Instead, in self-calibration studies of
cosmological constraints that require assumptions about the form of scatter, it is necessary
to include the higher-order moments in the parametrization. During the next decade, more
and more data from multi-wavelength cluster observations will be available. We expect that
more detailed studies of the intrinsic scatter in the scaling relations will continue to yield
essential information both for cluster physics and cluster cosmology.
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Chapter 4
Sensitivity test of AGN subgrid
models
4.1 Introduction
Clusters of galaxies are useful probes of cosmological parameters, provided that their masses
can be determined accurately from multi-wavelength observations calibrated based on the-
oretical models. However, it is still a challenge for current theoretical models to reproduce
all the observed properties of the baryonic content in the clusters. Despite the fact that
current cosmological simulations with radiative cooling and supernova feedback are able to
reproduce profiles of the intracluster medium (ICM) outside the cores, the simulated cluster
cores generally suffer from the over-cooling problem, that is, the fraction of cool-core (CC)
clusters and stellar fraction in these simulations are too high compared to observed values
(e.g. Nagai et al., 2007a). Therefore, some additional forms of heating are required to sup-
press cooling, among which feedback from active galactic nuclei (AGN) is one of the most
promising candidates, as observations of X-ray cavities blown by jets from the central AGN
infer power that is comparable to the X-ray luminosity, suggesting a feedback loop might be
at work (Dunn & Fabian, 2008).
In terms of theoretical modeling of AGN feedback in cosmological simulations, since
a wide range of scales are involved, from the accretion disk of the supermassive black hole
(SMBH) on AU scales to clusters on Mpc scales, direct simulation with all relevant physics is
beyond current computational power. Thus cosmological simulations with AGN feedback to
date have to model its sub-resolution effects by linking the resolvable scale (usually ∼kpc) to
the SMBH accretion disk scale using some simplified assumptions (Sijacki et al., 2007; Booth
& Schaye, 2009; Gaspari et al., 2011b; Dubois et al., 2010). These studies have made much
success in explaining the cosmic evolution of SMBH, star formation history, and local scaling
relations between the black hole mass and host properties, though current AGN models are
still quite phenomenological. One important question to ask is whether these simulations
can simultaneous reproduce observed ICM properties as well. Analyses in this direction have
started only recently (e.g. Gaspari et al., 2011b) and need to be further addressed.
Predictions of the core properties of clusters from cosmological simulations with AGN
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can provide crucial information for cluster cosmology. For instance, the CC fraction as a
function of mass and redshift is important for understanding the X-ray selection bias toward
CC clusters because of their peaked surface brightness (Allen et al., 2011). For calibrating
the scaling relations of multi-wavelength cluster surveys, one may not be comparing apples
to apples if such selection bias is not adequately accounted for. Moreover, the core properties
may have an impact on the evolution in the slopes, normalizations, and scatter in the scaling
relations. In order to put meaningful cosmological constraints using the self-calibration
method (Majumdar & Mohr, 2004), the parametrizations of the scaling relations have to be
informed by numerical simulations.
However, the uncertainties in the AGN subgrid models are not yet well understood. Since
it is still unknown how to link the accretion and feedback across different scales, there is a
great degree of freedom to implement and parametrize the AGN subgrid models. The model
parameters sometimes do not have a clear connection to observable quantities, and hence
constraints from observations cannot be easily applied. Moreover, because it requires large
computational power to run these cosmological simulations, it is difficult to perform detailed
parameter studies to assess the robustness of the results. But in order to achieve predictions
with high precision and controlled systematics, it is necessary to appropriately parametrize
our ignorance in the AGN models and quantify the theoretical uncertainties.
The aim of this study is to quantify the current theoretical uncertainties due to model
variations in predicting the ICM properties and thus provide a general guideline for cosmo-
logical simulations including AGNs. To this end, we implement a subgrid AGN model in
FLASH that incorporates several different AGN accretion and feedback models. To study
the effect of AGN feedback on cluster observables, we put these models in an idealized clus-
ter and explore the parameter space allowed by available observed constraints. Connections
between the model parameters and observable quantities are provided whenever possible.
We identify the numerical details and parameters that the results are most sensitive to, as
well as the most uncertain aspects in these models.
The structure of this paper is as follows. The analytical and numerical approaches are
described in § 4.2. The results of the sensitivity test is presented in § 4.3. Parameters inves-
tigated include resolution, strength of accretion, feedback efficiencies, feedback frequencies,
sizes of feedback, and the ratio between thermal and kinetic energy. Our findings will be
summarized in § 4.4.
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4.2 Methodology
4.2.1 Simulation setup
We performed three-dimensional hydrodynamic simulations with radiative cooling and AGN
feedback within an isolated cluster sitting in a 2048 kpc box using the adaptive mesh refine-
ment (AMR) code FLASH 3 (Fryxell et al., 2000; Dubey et al., 2008). The cluster is set up
in the same way as in Cattaneo & Teyssier (2007) and has properties similar to M87. The
cluster gas is initialized assuming a polytropic equation of state (EOS) (Komatsu & Seljak,
2001) and is in hydrostatic equilibrium in an NFW (Navarro et al., 1995) gravitational po-
tential. The cluster has a virial mass of 1.5×1014 M, concentration of 5.53, and gas fraction
of 0.1. A 3 × 109 M black hole is placed in the center, which is only used for computing
the accretion and feedback quantities and does not contribute to the gravitational potential.
The base grid resolution is 32 kpc at cluster outskirts (grid size is 32 kpc), and the region
of radius 120 kpc surrounding the central black hole is refined progressively to a maximum
resolution of 1.0 kpc for the fiducial run.
The diode boundary condition is used, which is like the outflow boundary condition
but not allowing matter to flow into the domain. Radiative cooling is computed using
Sutherland & Dopita (1993) assuming 1/3 solar metallicity. Star formation and feedback
from supernovae are neglected because themselves have heterogeneous implementations and
require detailed comparisons of their own. In this study we intend to investigate the modeling
of AGN alone and avoid confusions due to possible interferences with other subgrid physics.
The Hubble constant h = 0.65 is used. When overdensity quantities are quoted, they are
computed using the overdensity radius R∆ where the enclosed average density is ∆ times
the critical density of the universe.
4.2.2 AGN subgrid models
In this study we compare several accretion and feedback subgrid models adopted in cosmolog-
ical simulations in the literature. Since our main goal is to quantity the model uncertainties,
the models are chosen to cover very different methods of implementation and parameteriza-
tion. For estimating the BH accretion rate, we consider the α model (Sijacki et al., 2007)
and β model (Booth & Schaye, 2009). The feedback from the AGN is modeled using two
different approaches: the bubble feedback (Sijacki et al., 2007) and the jet feedback (Cat-
taneo & Teyssier, 2007; Dubois et al., 2010; Gaspari et al., 2011b). Here we summarize the
important aspects of these models.
To include the accretion onto the SMBH self-consistently in cosmological simulations, the
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simplest approach is to estimate the accretion rate using the Bondi-Hoyle-Lyttleton (Bondi,
1952) accretion rate:
M˙BH ∝ M˙Bondi = 4piG2M2BHρ/c3s , (4.1)
where MBH is the BH mass, and ρ and cs are the gas density and sound speed, respectively.
Cosmological simulations usually do not have sufficient resolution to resolve the Bondi radius,
rBondi ≡ GM/c2s, as well as the multiphase gas when the density is high enough to trigger
star formation. Therefore the density (temperature) at the Bondi radius would likely be
higher (lower) than values on the grid. The actual Bondi accretion rate would thus be
underestimated, which is reflected by the proportionality in the above equation. The α
model assumes a constant coefficient, i.e., M˙BH = αM˙Bondi.
However, as pointed out by Booth & Schaye (2009), the value of α is often taken to be
∼ 100 in previous works to drive substantial black hole growth (Di Matteo et al., 2005; Sijacki
et al., 2007; Bhattacharya et al., 2008). Such large values imply that the Bondi rate actually
is not a good approximation in these cases. Moreover, for situations when the Bondi rate is
applicable (e.g. for simulations with sufficient resolution, or when densities are low enough),
multiplying it by 100 would significantly overestimate the accretion rate. Therefore, Booth
& Schaye (2009) proposed the β model as an alternative way to compute the accretion rate:
M˙BH =
{
M˙Bondi if nH < n
∗
H
(nH/n
∗
H)
βM˙Bondi otherwise
(4.2)
where n∗H = 0.1 cm
−3. This model is consistent with the Bondi prediction when the Bondi
radius is resolvable and is density dependent to account for accretions of the multiphase gas.
For all accretion models, we impose an upper limit on the accretion rate corresponding
to the Eddington rate, M˙Edd = (4piGMBHmp)/(fσTc), where mp is the mass of the proton,
σT is the Thompson cross-section and f is the radiative efficiency.
The region for computing the accretion rate as well as the region to deplete the accreted
gas from are typically set to a few zones around the central BH, but their sizes are essentially
arbitrary. We denote these two radii as Racc and Rdep, and will probe several values in § 4.3.2.
Since gas in a grid cell can possibly be completely removed during strong accretion and cause
unphysical surge of gas around the black hole, gas depletion is not allowed to remove 10%
of the gas on a grid cell in one timestep.
The feedback from the AGN to the surrounding gas is then computed according to
the accretion rate. There has been growing observational evidences for the anti-correlation
between radio loudness and SMBH accretion rate (Ho, 2002; Sikora et al., 2007). That is,
radio jets are associated with systems with lower accretion rate, while objects with higher
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accretion rate, like quasars at higher redshifts, are radiatively efficient, analogous to states
of X-ray binaries (Fender et al., 1999; Gallo et al., 2003). For this reason, we follow the
prescription in Sijacki et al. (2007) for switching to the quasar mode when the accretion
reaches 1% of the Eddington rate. In the quasar mode, the radiative energy is thermally
coupled to the surrounding gas, E = rfM˙BHc
2, where r is the quasar heating efficiency.
The region to dump the quasar thermal energy is chosen to be four zones in radius, though
it is arbitrary. Note that in some other subgrid models (Booth & Schaye, 2009, e.g.) there
is no division between the quasar and mechanical feedback since they are both assumed to
be purely thermal and spherically distributed. However, we will show that when feedback
energy is injected in the thermal form, the size of the region has a significant impact on the
results.
At low accretion rates, one can choose either bubble or jet feedback. For the bubble
feedback (Sijacki et al., 2007), the feedback energy is distributed in terms of thermal energy
within a spherical region around the SMBH. The bubbles are only formed when the BH mass
increases by a fraction δBH since the last bubble formation. When a bubble is formed, purely
thermal energy is injected:
E = mfc
2δMBH, (4.3)
where m is the efficiency of mechanical heating, and δMBH ≡ δBHMBH is the increase in BH
mass since the last bubble was formed. The injected energy is distributed in a mass-weighted
sense within a sphere of radius,
R = R0
(
E/E0
ρ/ρ0
)1/5
, (4.4)
where the scaling parameter valuesR0 = 30 h
−1kpc, E0 = 5×1060 erg, and ρ0 = 106 h2Mkpc−3
are motivated by observed bubble sizes. The bubble centers are randomly displaced within
a sphere of radius Rdis in unit of bubble radius centered on the black hole. In the fiducial
run Rdis = 1.0. We will also experiment cases where bubbles are fixed at the central black
hole, i.e., Rdis = 0.
In contrary to the bubble feedback which only injects thermal energy into the surround-
ing ICM, the jet feedback simulations inject partial or all energy in the kinetic form. The jet
models do not intend to simulate the relativistic jet directly but the non-relativistic outflow
from the accretion disk (Proga, 2007) or decelerated large-scale jet after it entrained some
intergalactic medium during its propagation (Feretti et al., 1999; Laing & Bridle, 2002).
The ratio between injected thermal to kinetic energy depend on the parametrization and is
different from study to study. While Gaspari et al. (2011b) and Dubois et al. (2010) adopted
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purely kinetic jets, in Cattaneo & Teyssier (2007) the injected energy is mostly thermal,
depending on the amount of mass loading. Their model is motivated by that more massive,
slow jets should couple more thermal energy with the surroundings as they propagate. How-
ever, purely kinetic jet in their model would produce relativistic velocities, which cannot be
treated adequately in non-relativistic hydrodynamic simulations. In order to make compar-
isons, we combined their models and use a more general parametrization to allow tuning the
thermal to kinetic ratio, while the jet velocities are independently determined by the amount
of mass loading.
Our generalized jet model is summarized as the following. The injection rates of the
mass, momentum, and energy onto the grid are treated as source terms in the hydrodynamic
equations and are calculated by
M˙ = ηM˙BH|Ψ|,
P˙ =
√
2ηf(1− m)M˙BHcΨ, (4.5)
E˙ = fM˙BHc
2|Ψ|,
where η is the mass loading factor, and E is the sum of injected thermal and kinetic energy,
i.e., E = Eth + Ek. For non-relativistic jets, Ek = P
2/2M , thus in this model m of the
total energy goes into the thermal energy and the remaining is kinetic. Jet velocity is√
2f(1− m)/η × c, which is ∼ 104 km/s for η = 100, f = 0.1 and m = 0. The function Ψ
determines the spatial extent of the jet:
Ψ(x) =
1
2pir2ej
exp
(
−x
2 + y2
2r2ej
)
z
h2ej
. (4.6)
The jet is aligned with the z-axis and the feedback is applied to regions with |z| ≤ heq and
r ≤ rej. We also normalize the window function Ψ so that the total injected energies in the
cylinder sum up to E. Note that there is no threshold for injecting the jets and hence the
jet feedback is continuous rather than episodic.
Note that our jet model has several modifications to that in Cattaneo & Teyssier (2007).
In addition to changes in the parametrization as described above, we normalized the function
Ψ as in their subsequent papers based on the same model (Dubois et al., 2010). They fixed
the mass of the black hole for computing the accretion rate while our black hole can grow
from gas accretion. This has negligible effects since the accretion rate is small in their setup.
Also, we allow gas depletion and use a smaller radius for computing the accretion rates.
When accounting for the above differences, we are able to reproduce their results.
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4.2.3 Model and parameter variations
Since the details of each subgrid model are so different that it is impossible to explore
every implementation and parameter, in this study we intend to focus on those aspects
of these models which are least constrained. To this end, the bubble and jet feedback
models are chosen because they are different in many aspects, including the form of injected
energy (thermal vs. kinetic), shape of injection region (spherical vs. jet-like), and periodicity
of feedback (episodic vs. continuous). Comparing these two distinct models allows us to
understand the extent of current theoretical uncertainties of these AGN models (Chapter 5).
We first explore ‘numerical’ parameters that are required in the numerical implemen-
tations but are essentially arbitrary and often chosen based on numerical considerations.
Variations of these parameters are listed in Table 4.1 and Table 4.2 for the bubble and jet
model, respectively. The tests are divided into groups, each of which examines one of the
numerical parameters. We first do a convergence test by varying the peak resolution for
both the bubble model (group B1) and the jet model (group J1). Because the constant α
model is motivated by the argument that the accretion rate is under-estimated due to in-
sufficient resolution to resolve the Bondi radius, in group B2 we scale the α parameter with
resolution to see if the results are consistent. In the jet model we don’t vary α because we
will show that the accretion rate is suppressed from the beginning and hence varying α has
a minor effect. Since in the jet model the feedback is distributed in the very inner few kpc
around the black hole, it is more likely to interfere with the peak resolution and the choices
of the region for gas accretion and depletion. Therefore, we experiment on scaling the jet
size with resolution in group J2 and varying the accretion and depletion radii in group J3.
The impacts from these numerical considerations will be discussed in § 4.3.2. Note that for
these jet runs the feedback and thermal efficiency parameters are chosen to be f = 0.1 and
m = 0%, as commonly adopted in previous jet models (Gaspari et al., 2011b; Dubois et al.,
2010).
Table 4.3 summarizes the model or parameter variations that are more physically moti-
vated. Again they are separated into groups. The effects we investigate here include varying
the accretion, the mechanical feedback efficiency, the threshold for triggering a feedback
event, the size and center of the feedback region, and the ratio between thermal and kinetic
energy. Here we note that despite the difference in the parameterizations used in the bub-
ble and jet models, we do expect their results to overlap when bubbles are injected almost
continuously (with a small δBH) into a small region centered on the black hole (run P4C),
and when the jet is purely thermal (run P5C). And the difference between these two runs
would mainly be due to the shape of injection. We present the influences of these ‘physical’
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Table 4.1: Survey of Numerical Parameters in the Bubble Model.
Name ∆x α
Varying Resolution
B1A 0.5 1
B1B 1.0 -
B1C 2.0 -
B1D 4.0 -
B1E 8.0 -
Scaling Alpha with Resolution
B2A 2 2
parameters in § 4.3.3.
When not specifically mentioned, the parameters are fixed to their fiducial values: f =
0.1, r = 0.005, m = 0.2, R0 = 30h
−1kpc, E0 = 1055 erg, ρ0 = 104h2Mkpc
−3, rej =3.2
kpc, and hej = 2.5 kpc. Note that these values are chosen to match with previous works in
their cosmological studies (Sijacki et al., 2007; Dubois et al., 2010), where they are able to
successfully reproduce the observed black hole density, star formation history, and LX–TX
relation. Therefore it is also one of our aims to examine whether the same set of parameters
could also recover the properties of the ICM within observational constraints (Chapter 5).
4.3 Sensitivity study
In this section we present a sensitivity study of all the relevant parameters in the AGN subgrid
models. Since most of these parameters are not well constrained due to lack of knowledge
of the detailed physical processes, we will first start from a relatively large parameter space.
Later in Chapter 5 we will examine whether the results are consistent with observational
limits. By performing the sensitivity study we would like to identify those variables to which
the ICM properties are most sensitive. At the same time, it also provides us with information
about which ICM properties are most robust to the uncertainties in the AGN subgrid models.
4.3.1 The fiducial run
Here we show the general features of run P1A as an instructive example. This run uses
the bubble model with parameters that are commonly adopted in previous cosmological
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Figure 4.1: Results for the fiducial run P1A. Left column (from top to bottom): Evolution
of black hole accretion rate, black hole mass, power of feedback, and duty cycle. The X-ray
luminosity inside the core (R ≤ 0.15R500) is overplotted with the injected power using the
dashed line. Right: Radial profiles of gas density, temperature, pressure, and entropy. Grey
areas are the ranges of pressure and entropy profiles observed by Arnaud et al. (2010) and
Cavagnolo et al. (2009), respectively.
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Table 4.2: Survey of Numerical Parameters in the Jet Model.
Name ∆x α hej rej (kpc) Racc Rdep (zones)
Varying Resolution
J1A 0.5 1 2.0 2.5 2 2
J1B 1.0 - - - - -
J1C 2.0 - - - - -
Scaling Jet Size with Resolution
J2A - - 4.0 5.0 - -
J2B 2.0 - 8.0 10.0 - -
J2C 4.0 - 16.0 20.0 - -
J2D - - 8.0 10.0 - -
Varying Radii for Accretion and Depletion
J3A - - - - 1 1
J3B - - - - 4 4
J3C - - - - 2 0
simulations (Sijacki et al., 2007). The left column of Figure 4.1 shows the evolution of
the SMBH accretion rate, the mass of the black hole, the power of feedback (bubble energy
divided by the duty cycle), and the duty cycle (time between two feedback events). The right
column shows the profiles of gas density, temperature, pressure and entropy (K ≡ T/n2/3e )
at different times. For this run, the accretion rate starts from a value of ∼ 6× 10−4 Myr−1.
The black hole grows slowly in its mass and generates weak bubbles only every few hundred
Myrs for the first ∼ 4 Gyr. The injected energy delayed the strong cooling as would occur
if there were no feedback. But it is still unable to balance radiative losses, so the accretion
rate grows rapidly and reaches the Eddington rate at t ' 5 Gyr. At this time the accretion
rate is held near the value 1 Myr−1 by powerful and frequent (∼ 0.1 − 1 Myr) feedback
events of both bubbles and quasars, which in turn heat and expand the surrounding gas and
caused the accretion rate to drop. The according decrease of feedback then result in another
round of strong cooling and feedback events. The cluster then fluctuates with a timescale of
∼ 3 Gyr till the end of the simulation.
The gas profiles change according to the AGN activities. In the first ∼ 4 Gyr, the central
density increases and the temperature decreases due to radiative cooling, similar to the case
without AGN feedback. But once powerful feedback from the AGN starts to take place after
t ' 5 Gyr, the gas entropy within the injected bubbles is raised, so that the gas is heated
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Table 4.3: Survey of Physical Parameters.
Name Accretion Feedback f m δBH Region
Varying Accretion
P1A α = 1 (β = 2) bubble 0.1 0.2 0.01% R0 = 30 h
−1kpc, Rdis = 1.0
P1B α = 10 - - - - -
P1C α = 100 - - - - -
Varying Mechanical Heating Efficiency
P2A - - - 0.02 - -
P2B - - - 0.5 - -
Varying Feedback Frequency
P3A - - - - 0.001% -
P3B - - - - 0.1% -
Varying Size of Feedback Region
P4A - - - - - R0 = 15, Rdis = 1.0
P4B - - - - - R0 = 5, Rdis = 1.0
P4C - - - - - R0 = 15, Rdis = 0.0
Varying Thermal to Kinetic Ratio
P5A - jet 0.02 0% 0 rej = 2.5, hej = 2.0
P5B - - - 50% - -
P5C - - - 100% - -
P5D - - 0.1 0% - -
P5E - bubble 0.1 0.2 0.001% R = 2, Rdis = 1.0
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and pushed outward. After later times the cluster oscillates around a quasi-static profile
that is flatter and hotter than the initial profile.
For the pressure and entropy profiles, we overplot our results with the observed profiles
recently compiled for a large sample of clusters by Arnaud et al. (2010) and Cavagnolo et al.
(2009), respectively. These observed profiles are remarkably uniform and self-similar at outer
radii, while the dispersion increases toward the center. We note that despite these energetic
AGN outbursts, the pressure profiles at all times lie well within the observed range. The
universality of the pressure profiles is maintained because the density and temperature of
the bubbles compensate each other to reach hydrostatic equilibrium with the surrounding
ICM.
On the other hand, the entropy profiles, though following a standard “power-law plus
floor” profile in general, sometimes have contradictions to the observed profiles right after
powerful AGN outbursts, e.g., the large floor and entropy inversions at t = 6 Gyr and t = 12
Gyr. This may be due to the fact that this particular bubble model in this cluster setup
generates large bubbles of radii ∼ 100− 200 kpc. As we will show in § 4.3.3, this problem is
alleviated by reducing the normalization of bubble sizes, R0.
This run shows that such AGN feedback models can successfully self-regulate black hole
growth, as also demonstrated in previous works (e.g. Sijacki et al., 2007). It also produces
cluster profiles that are in general consistent with observations. In the following subsections
we will start varying the parameters to see how they affect the evolution of the AGN activities
and cluster profiles.
4.3.2 Numerical parameters
In this section we present results for varying the numerical parameters both in the bubble
model (Table 4.1) and the jet model (Table 4.2). For the bubble model, we study the effect
of peak resolution, as well as scaling the α parameter with resolution. For the jet model,
we test variations of the resolution, jet sizes, and the radius for computing accretion rate
and for removing gas. The definitions and explanations for these parameters can be found
in § 4.2.3. We probe the sensitivity to these parameters by examining the evolution of the
black hole accretion rate. The cluster profiles are not plotted here since they are closely
related to the accretion rate, as seen in the previous section.
The convergence test for the bubble model is shown in Figure 4.2 (left). We allow a
large range in variation for the peak resolutions (as large as 8 kpc) because current high-
resolution cosmological simulations can typically reach resolutions of a few kpc, but to go
beyond that is progressively more difficult due to expensive computational costs. Therefore
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Figure 4.2: Left: Black hole accretion rates for varying the peak resolution (group B1) and
scaled α with the resolution (group B2) for the bubble feedback model. Right: Affecting the
accretion rates by varying the peak resolution in the jet feedback model (group J1).
it is important to understand how well such simulations with subgrid AGN models are
numerically convergent. We find that as the peak resolution is increased, fluctuations within
smaller timescales and with larger amplitudes are captured, whereas for runs with degraded
resolutions the accretion rates react more slowly, reach the first peak later, and have less
variations. This makes the SMBH in the lower-resolution runs increases its mass at a later
time, but grows to a larger value at the end of the simulation by time 12 Gyr. In particular,
the final black hole mass for run B1E (∆x = 8 kpc) differs from run B1B (∆x = 1 kpc) by
about a factor of 2. Therefore simulations with poorer resolutions may underestimate the
variations in accretion rate and corresponding ICM properties. They may also find more
massive black hole populations when other conditions are held the same.
Since the constant α in the bubble model is often invoked to compensate for the under-
estimation of the accretion rates due to resolutions, in principle a larger α should be used
when the resolution is poorer. In group B2 we test whether such scaling of α would help
account for the difference in resolution. As shown in FIgure 4.2, the initial accretion rate
for run B2A (∆x = 2 kpc, α = 2) is boosted compared to the run with the same peak
resolution (B1C). However, this boost does not help making the accretion rate approach the
values of the higher-resolution runs (B1A and B1B), simply because this cluster has a flat
initial entropy profile. This points out one problem with the α accretion model, which is
that a single constant value of α may not be appropriate for a population of cluster with
various core profiles. At later times when cooling and feedback events get stronger, the
evolution becomes nonlinear and depends sensitively upon the detailed interactions between
the bubbles and quasars with the surroundings. So the outcome of run B2A is neither close
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Figure 4.3: Left: Black hole accretion rates for different the jet sizes with fixed/scaled peak
resolution (group J2). Right: Results for changing the radius for computing the accretion
rate and the radius for removing the accreted gas in unit of zones (group J3).
to run B1C nor to run B1B. Therefore, simply scaling α by a constant factor does not in
general work to compensate for the change in resolution. In fact, we will see in § 4.3.3 that
choosing the value of α is nontrivial and has a great impact on the evolution of SMBH and
ICM properties.
For the jet feedback model, we also find more variations in the accretion rate for runs
with higher peak resolution (Figure 4.2, right). Despite the difference in the amplitude of
fluctuations, the mean accretion rates are more robust to the resolution than in the bubble
model, at least when the grid size is larger than 1 kpc (run J1B and J1C).
The dramatic change in the accretion rate for run J1A may be understood in combination
with the results of scaling jet sizes with resolution (Figure 4.3, left). This problem of large
amplitude fluctuations occurs in all the runs where the jet size is much greater than the size
of a grid cell (J2A-J2C). Recall that the radius for computing the accretion rate is set to
2 zones. Therefore when the accretion radius is small compared to the region to apply jet
feedback, such estimation of accretion rates is picking up the details in the feedback itself
more than the actual accretion from the ICM. The only exception is run J2D, which has very
extended jets that have essentially the same effects as the bubble feedback. In particular,
this run produces results that are comparable to bubbles with high frequencies (run P3A)
and small sizes (run P4B) that will be shown in later sections.
Finally we vary the radius for computing the accretion rate, Racc, and the radius for
removing the accreted gas, Rdep (Figure 4.3). We find that either changing the accretion
and depletion radii, or removing gas depletion all together, has a minor effect on the results.
Note however that run J3A crashed at t ' 8 Gyr because of a sudden drop in accretion rate.
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This may be also caused by the small accretion radius compared to jet sizes. For numerical
stability we recommend using an accretion radius larger than the region of jet feedback.
To summarize briefly, we find that increasing the peak resolution generally produces
more variable accretion rates. Bubble feedback suffers a greater influence when varying the
resolution, whereas jet feedback is more robust, as long as the accretion radius is carefully
chosen (larger than the jet sizes).
4.3.3 Physical parameters
Dependence on accretion models
Table 4.3 lists the variations of the physically-motivated parameters under consideration. For
the first group of runs we vary the method of computing the accretion rate. Note that the
β model is the same as α = 1 in the simulations using the bubble model since the feedback
is effective in suppressing the central gas density below 0.1 cm−3. Since the cluster has a
flat entropy profile at the center, α = 1 is justified based on the resolution argument for the
Bondi accretion. However, in reality the accretion rate is still likely to be underestimated
because of the unresolved multiphase gas. For example, the observed Bondi accretion rate
for the SMBH in M87 is estimated to be 0.026 Myr−1 at its Bondi radius (Allen et al.,
2006), which is about 30 times higher than the rate computed from the central entropy of
our simulated cluster. Therefore, by choosing α of values ranging from 1 to 100, we expect
to cover situations where the actual accretion rate is underestimated as well as where it is
overestimated.
Figure 4.4 shows the results of varying the accretion scheme (group P1). As can be seen
from the figure, the evolution of the cluster is very different for different accretion models.
For run P1A where α = 1, the accretion starts from a small value and thus the initial
feedback power is small compared to the core X-ray luminosity. Here strong cooling occurs
and triggers cycles of feedback events at later times, as described in § 4.3.1. On the other
hand, in run P1C (α = 100), the feedback power in the beginning is already comparable
to the X-ray luminosity, so the cluster never goes through the strong cooling phase and is
roughly in equilibrium throughout the simulation time. The cluster profiles respond to the
AGN activities in the same way as in the fiducial run, which is the reason why the gas
properties have more fluctuations in run P1A than P1C.
The evolution of the cluster core can be further quantified by the entropy floor (Cavagnolo
et al., 2009), slopes of the density profile (Croston et al., 2008) and entropy profile (Sanderson
et al., 2009), or the cooling time (Mittal et al., 2009). Following the definition in Mittal et al.
(2009), we categorize cluster cores into strong cool cores (SCC; tcool < 1 Gyr), weak cool
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Figure 4.4: Evolution of AGN activity and cluster profiles for different accretion models
(group P1). Symbols are the same as Fig 4.1.
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cores (WCC; 1 Gyr < tcool < 7.7 Gyr), and non cool cores (NCC; tcool > 7.7 Gyr). Based
on this definition, the cluster starts with a WCC with tcool ∼ 7.5 Gyr. In all the bubble
models studied here, the cluster never reaches the SCC state because the overall heating is
very effective. For run P1A, the cooling time drops to its minimum of tcool ∼ 2 Gyr at t ' 4
Gyr and climbs up to a NCC in the end. Run P1B is similar to P1A. For run P1C, the
cooling time instead keeps rising, so the cluster became a NCC soon after the start of the
simulation.
The large influence of the assumed accretion model on the evolution history of the cluster
poses a great concern for simulations with AGN feedback. It implies that given the uncer-
tainties in the accretion mechanisms, current AGN subgrid models have very limited power
to predict the evolution of cluster core properties. That is, simulations with different accre-
tion models can produce very different results, e.g. the fraction of CC versus NCC clusters
as a function of time. Note that the cosmological simulation of Sijacki et al. (2007) uses
α = 100, which is very effective in suppressing the formation of cool cores as we have shown.
Indeed their simulations generally overpredict the fraction of NCC clusters at the present day
compared to observations.1 Therefore, in order to produce robust results, accurate modeling
of the accretion onto the SMBH is crucial.
Varying the mechanical heating efficiency
The mechanical heating efficiency, m, parametrizes how much feedback energy is actually
converted into thermal energy and used as a source of heating. Observationally the ratio
of cavity power to the Bondi accretion rate is estimated to be a few percent (Allen et al.,
2006), which motivates previous simulations to adopt similar values for the net efficiency,
fm. However, it is still unclear how the cavity power is converted into heat and how
long this process takes. If the bubbles do not mix with the ICM efficiently, in principle
the mechanical heating efficiency could be much lower. For example, Vernaleo & Reynolds
(2007) used purely hydrodynamic simulations and estimated the fraction of injected kinetic
energy going into internal energy (i.e. m) to be only a few percent. But since the actual
magnitude of mechanical heating would depend on the details of mixing, simulations with
more realistic physical treatment of the ICM are required to pin down this number. Here
we probe the range m = 0.02 − 0.5, which is permitted by current constraints and covers
values commonly used in previous simulations.
Figure 4.5 shows the SMBH and cluster evolution with varying m (group P2). In general
the changes in m do not alter the fate of the cluster, in contrast to the variation in the
1private communication
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Figure 4.5: Evolution of AGN activity and cluster profiles for different mechanical heating
efficiency m (group P2 plus the fiducial run P1A).
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accretion models discussed in the previous section. For all three runs, the cluster went
through gradual cooling for the first 4 Gyr, which eventually grew and triggered a sequence
of feedback events, just like the fiducial run P1A. The more powerful bubbles for run P2A
(m = 0.5) only delayed the time of strong cooling a little bit, but for the first 4 Gyr the results
are almost indistinguishable. After 5 Gyr, the cluster again starts to oscillate among states
that are closely related to the feedback activities. When the mechanical heating efficiency
is larger, the feedback is less frequent, more powerful, and more effective in reducing the
accretion rate. The reduced accretion rate takes a longer time to grow back to the Eddington
rate, so the cluster fluctuates with a timescale of ∼ 5 Gyr for run P2A (m = 0.5), while for
run P2B (m = 0.02) the cluster oscillates with smaller amplitude and timescale.
Despite the overall behaviors are similar, the change in m does result in several noticeable
trends. First, the growth of the black hole mass is sensitive to the efficiency. For larger
efficiencies, the accretion rate is suppressed so that the black hole does not grow as much
as when the efficiencies are smaller. Second, efficient mechanical heating produces large
entropy floors in the cores. Especially at moments right after an energetic outburst, the
entropy profile can have temporary excursions that go beyond observed ranges. This problem
may be alleviated by reducing the scaling of the bubble radii (see § 4.3.3). Lastly, for runs
with small efficiencies, the temperature profiles sometimes have a peak at the center. This
is due to the concentrated thermal energy injection by the quasar mode, which is invoked
more frequently in these cases to help the bubbles at high accretion rates. This is an issue
shared with all the models which input thermal energy into a small region, such as those jet
models with nonzero thermal components (see § 4.3.3). To avoid this undesirable feature of
too much quasar-mode feedback, we did a test run identical to P2B (m = 0.02), but with
quasars turned off. We find that pure bubble heating alone with such small efficiencies is
insufficient in halting the cooling catastrophe. The accretion rate increases to ∼ 100 Myr−1
at t ' 5 Gyr and generate a huge bubble that essentially blows all the cluster gas away. This
puts a lower limit on the mechanical feedback efficiency, as also found by Gaspari et al.
(2011b).
Varying the feedback frequency
In the bubble model employed in this paper (Sijacki et al., 2007), the bubbles are inflated
when the black hole mass increases its mass by a fraction of δBH. Therefore, a larger δBH
corresponds to a longer duration between subsequent bubble events, as can be seen from
Figure 4.6.
As shown in Figure 4.6, the amplitudes of variation in the accretion rate and gas proper-
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Figure 4.6: Dependence on the threshold for bubble injection (group P3 plus the fiducial
run P1A). The threshold, δBH, is defined to be the minimal fractional increase in black hole
mass required to inflate a bubble. Smaller thresholds generate more frequent bubbles.
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Figure 4.7: Effect of the region for bubble injection (group P4). R0 is the scaling coefficient
for bubble radii as in Eq. 4.4. Rdis is the displacement of bubble center from the AGN in
unit of the bubble radius. The evolution of SMBH for the fiducial case P1A is plotted using
black curves, but its cluster profiles are omitted here (see previous figures).
ties are similar for different δBH. The increase in temperature and entropy is slightly higher
for smaller δBH, mainly because the injected energy is distributed in a smaller region, as the
bubble sizes scale with the injected energy, which is smaller for smaller δBH (Eq. 4.3). But
compared with the effects of accretion and mechanical heating efficiency, varying δBH, or
the frequency of bubble injection, does not have as large impact on the overall evolution of
SMBH and the ICM.
Dependence on the region of feedback
Here we explore the effect of varying the region of bubble injection (group P4), including the
scaling coefficient for bubble radii, R0, as well as the displacement from the central AGN,
Rdis. As in the fiducial case, run P4A and P4B inject bubbles whose centers are randomly
displaced within a sphere of radius Rdis in unit of the bubble radius, but with smaller bubble
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radii. The typical size of bubbles is 100-200 kpc, 50-100 kpc and 20-30 kpc for the fiducial
run P1A, run P4A and run P4B, respectively. As shown in Figure 4.7, reducing the bubble
sizes is very effective in suppressing the accretion rate because of concentrated heating. The
influence on the evolution of cluster core is even more than increasing the heating efficiency
(Figure 4.5). In other words, the evolution of SMBH and ICM properties is very sensitive
to the choice of bubble radii.
Compared with the fiducial run, the cluster profiles for run P4A (R0 = 15 h
−1kpc) have
a smaller flattened core since the energy injection is more concentrated. Note that now the
entropy profiles at all times are consistent with the observed range. This implies that the
choice of bubble radii is not completely arbitrary. Too large bubbles may produce entropy
profiles that are inconsistent with observations.
The size of bubbles cannot be too small either. For run P4B (R0 = 5 h
−1kpc) where small
bubbles are randomly injected around the black hole, though concentrated heating greatly
slows down cooling and accretion, strong cooling still occurs at t ' 10 Gyr and generates
bubbles that dramatically heat the core. This may be due to the fact that the radius within
which the cooling time is less than 10 Gyr is around 100 kpc. So the bubbles only heat a
small fraction of gas in the cooling radius, while a substantial amount of gas is still allowed
to cool and flow to the center at later times.
We also did one run with bubble center fixed on the central AGN (run P4C, Rdis = 0).
Other parameters are the same as in run P4A (R0 = 15 h
−1kpc, Rdis = 1.0). From Figure
4.7 we can see that these two runs produce almost identical results, except that fixed bubbles
tend to produce less smooth profiles than randomly-positioned bubbles. But these differences
are minor. Therefore, as long as the size of bubbles and thus the input energy density are
comparable, where around the SMBH to dump the energy has a lesser effect.
In short summary, the size of the region to inject thermal energy (but not so much the
displacement from the black hole) is crucial in predicting the evolution of the SMBH and
the ICM. Too large bubbles would push too much gas outward and raise the entropy floor
to a unrealistic level, while too small bubbles may not be able to heat all the region where
it is needed and cause catastrophic cooling. Therefore, for the current bubble model, or any
model that requires setting the size of energy injection by hand, it would be difficult to find
one parameter or scaling that works for all clusters. And even if the results are permitted
by observed limits, the predictions would still be very sensitive to the chosen bubble sizes.
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Figure 4.8: Varying the thermal and kinetic efficiencies in the jet feedback model (group
P5A-P5D). f is the feedback efficiency, i.e., the ratio between total injected energy and the
rest mass energy of the SMBH, and m is the fraction that goes into thermal energy.
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Figure 4.9: Compare the bubble and jet feedback models. Run P1A is the fiducial bubble
case, which generates large, randomly-displaced bubbles. Run P5A and P5E have the same
net feedback efficiencies, fm = 0.02. But run P5A uses purely thermal jets, while run
P5E uses tiny, fixed, and almost continuous bubbles to mimic the jet run P5A. This figure
demonstrates that the bubble and jet models are numerically consistent when appropriate
parameters are chosen. Moreover, their differences are mainly caused by the size of the
feedback region.
Effect of thermal to kinetic ratio
In this section we explore the circumstances where the feedback energy is discharged in
the form of jet, which has a shape function (Eq. 4.6) aligned with the z-axis, as opposed
to spherical bubbles discussed in previous sections. In our generalized parametrization of
the jets (Eq. 4.5), the amount of thermal energy and kinetic energy can be tuned by two
parameters: f , the feedback efficiency or the ratio between total injected energy and the
rest mass energy of the SMBH, and m, the fraction that goes into thermal energy. The
comparison of different thermal to kinetic ratios (group P5A-P5D) is displayed in Figure
4.8.
The first thing to note for the jet models is that the accretion rates are immediately
reduced to ∼ 10−4Myr−1 as soon as the simulation starts, and it is more so when the
thermal efficiency m is greater. This suppression is due to the fact that in the jet models,
energy is injected within only a few kpc around the AGN, instead of large bubbles that
are extended up to tens or hundreds of kpc. As shown in the previous section, decreasing
the size of the region to distribute thermal energy can suppress the accretion rate very
effectively. Therefore, the jets are just resemblances of tiny bubbles. In order to verify
whether the bubble and jet models are self-consistent under similar conditions, we did a
run where bubbles with fixed sizes 2 h−1 kpc are generated almost continuously (run P5E).
Figure 4.9 shows that it indeed reproduces the case P5A of purely thermal jets of identical
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net feedback efficiencies, fm = 0.02. The small fluctuations for run P5E just reflect that
bubbles are produced every several timesteps rather than perfectly continuous. This test
demonstrates that the bubble and jet models are numerically consistent and are degenerate
when appropriate parameters are chosen. Moreover, it again emphasizes the point that the
choice of the size for energy injection in the AGN subgrid models is nontrivial.
Run P5A-P5C compare different ratios of thermal to kinetic energy, with the total feed-
back efficiency f kept fixed at 0.02. The fraction of energy that goes into thermal energy
is 0%, 50%, and 100% for run P5A (purely kinetic), P5B (half thermal half kinetic), and
P5C (purely thermal), respectively. As shown in Figure 4.8, all these jet models in general
produce similar overall evolution of the accretion rates and cluster profiles. The accretion is
halted by concentrated feedback from the beginning so the black hole grows very slowly for
the first few Gyr. Since the injected power is smaller than the X-ray luminosity, the cluster
gas cools more and more rapidly to a cool-core state at t ' 6 Gyr, The massive cooling
quickly feeds the black hole and grow its mass, which allows the jets to stabilize cooling
afterwards. The only exception is run P5A, which fails to overcome catastrophic cooling at
t ' 10 Gyr. So self-regulation of black hole growth may not be achieved by purely kinetic
feedback with too small efficiencies.
As expected, the accretion rate is initially more suppressed for higher thermal efficiencies.
But interestingly, after t ' 6 Gyr run P5B (m = 50%) becomes the most effective. In other
words, the most effective way to stifle cooling is not necessarily dumping all the feedback
energy in thermal form, but a combination of thermal and kinetic feedback that facilitates
mixing the heated gas with the surroundings.
We also did another run P5D with purely kinetic feedback but higher total feedback
efficiency, f = 0.1. Like run P5A, which is also kinetic but with f = 0.02, the initial
accretion rate is not affected in the beginning since the kinetic energy has not transformed
into heat. Their differences become more evident as feedback energy is thermalized and
as the jets become more powerful after t ' 6 Gyr. Note that at later times, the level of
suppression is comparable to run P5B. So both raising the total feedback efficiency and
tuning the thermal to kinetic ratio can slow down the accretion and black hole growth.
It is also instructive to compare run P5D (f = 0.1, purely kinetic) with run P5C (f =
0.02, purely thermal). If their results are comparable, it would imply 20% of the kinetic
energy is converted into heat, or a mechanical heating efficiency of 0.2, which is around
values commonly assumed in AGN subgrid models using purely thermal feedback (Sijacki
et al., 2007; Booth & Schaye, 2009). Recent cosmological simulations also found that either
using purely kinetic feedback or purely thermal feedback assuming 15% for the mechanical
heating could match the local black hole properties (Dubois et al., 2011). Here we find that
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run P5D has somewhat better ability than run P5C to halt cooling, implying possibly a
mechanical heating efficiency higher than 20%. Note that small discrepancies are expected
because of different sizes of thermal feedback used by different simulations. For our jets the
feedback region is confined within the small shape function, whereas simulations mentioned
above used either extended bubbles (Sijacki et al., 2007) or the nearest SPH particle (Booth
& Schaye, 2009; Dubois et al., 2011). Note also that these arguments are based on simple
hydrodynamic simulations, and would change if gas mixing is modified by additional physical
effects, such as subgrid turbulence, viscosity, etc.
The resulting cluster profiles again reflects the ability of jets to stop cooling. Since run
P5B is the most effective, its temperature decreased and density increased the least. But in
general the jets does not expel the gas or heat the gas as much as the bubbles, maintaining
the core at the CC state. Note that the density profiles show a dense core of size ∼ 10 kpc
at later times. This is due to a torus of cold gas formed around the black hole when cooling
is happening rapidly. In reality these cold gas should keep condensing to unresolved scales
and form stars. This unphysical accumulation of cold gas is treated in previous works using
different methods, including removing the cold gas by a sink term in the continuity equation
(Gaspari et al., 2011b), or using an effective equation of state appropriate for multiphase
gas (Dubois et al., 2010). Since our simulation does not include these treatments, we will
avoid deriving quantities that are sensitive to the central densities. For example, we will
only use core-excised instead of total X-ray luminosity in Chapter 5 when we discuss cluster
observables.
Another thing to note is that any jet with nonzero thermal efficiency (run P5B and P5C)
would produce a hot spot surrounding to black hole and hence a peak in the temperature
profile near the center, which is also found by Gaspari et al. (2011a) and Dubois et al. (2011).
Therefore, we advice simulations using concentrated thermal feedback such as thermal jets
or quasar feedback to be cautious about this numerical effect when interpreting results near
the region of feedback.
4.4 Summary
In the literature there has been a variety of AGN subgrid models employed in cosmological
simulations. However, systematic parameter surveys and comparisons among different im-
plementations are critical for understanding the robustness of their predictions. In this study,
we implemented several commonly-adopted accretion and feedback models into FLASH and
performed a sensitivity test on these subgrid models to a spectrum of parameters. We
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summarize our findings in the following.
1. Resolution - The convergence tests show that increasing resolutions generally produces
more variable accretion rates. The bubble feedback suffers greater influence by changing the
resolution, whereas the jet model is more robust, as long as the radius for computing accretion
rates is larger than the sizes of the jets.
2. Accretion - The proportionality to relate the Bondi accretion to the actual SMBH
accretion rate has a significant impact on the evolution of SMBH and cluster properties.
Given the uncertainties in the accretion mechanisms, current AGN subgrid models may have
very limited power to predict the evolution of cluster core properties, such as the fraction of
CC versus NCC clusters as a function of time.
3. Efficiency of mechanical heating - Varying the mechanical heating efficiency does not
alter the overall evolution as much as accretion. Feedback with large efficiencies have more
variable accretion rates, more suppression in black hole growth, and higher entropy floors.
Too small efficiencies would fail to overcome cooling.
4. Frequency - Changing the frequencies of injections has a minor effect. Longer duty
cycles tend to generate more fluctuations in the accretion rates and cluster profiles.
5. Region - The evolution of the SMBH and the ICM is very sensitive to the sizes of
energy injections (the displacement from the BH does not matter much). Moreover, too large
bubbles would sometimes produce entropy floors that are inconsistent with observations, and
too small bubbles may not be able to heat the entire CC and stop catastrophic cooling. Thus
for any model that requires setting the feedback sizes by hand, there would be this issue of
fine-tuning in order to work for a general population of clusters.
6. Kinetic feedback - The jets with varied thermal to kinetic ratios produce very similar
results. A combination of thermal and kinetic energy is slightly more efficient than purely
thermal feedback. Purely kinetic feedback with too small efficiencies may fail to self-regulate.
Comparing the bubble and jet models, we find that their main difference lies in the sizes of
energy injections. They are numerically degenerate when appropriate parameters are chosen,
i.e., producing tiny, continuous bubbles to mimic the jets. The jet model is in general more
robust to many numerical parameters (e.g. resolution) as well as physical parameters (e.g.
sizes of feedback). However, though the jets can maintain the cluster at the CC state, the
accumulation of cold gas at the center would need robust treatments. Also, purely thermal
concentrated heating, like thermal jets or quasar feedback, would produce a central peak in
the temperature profiles. Therefore, one needs to be cautious when interpreting the results
in the immediate surroundings of the BH.
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Chapter 5
Impact of AGN feedback on global
ICM properties
5.1 Introduction
Feedback from active galactic nuclei (AGN) is an important ingredient in the intracluster
medium (ICM) of galaxy clusters. Observations of radio jet-inflated bubbles and correspond-
ing X-ray cavities clearly demonstrate interactions between the central supermassive black
holes (SMBH) and the cluster atmosphere (McNamara & Nulsen, 2007). Because of their
enormous mechanical power and occurrence together with cool cores (CC) (Dunn & Fabian,
2008), AGN feedback has long been proposed to provide extra entropy to explain the self-
similar breaking of scaling relations and to remedy the over-cooling problem (see Chapter
1).
Indeed, cosmological simulations including radiative cooling plus stellar feedback, though
having reproduced observed cluster profiles outside the cores, still result in density and
temperature gradients that are too steep and overproduction of stars at cluster centers
(Nagai et al., 2007a). On the other hand, simulations including AGN feedback have shown
significant improvements in matching the observed slope of the X-ray luminosity-temperature
relation and the suppression of gas fractions (Puchwein et al., 2008).
However, because of our incomplete understanding of the detailed accretion and feed-
back processes of SMBHs, current AGN models are highly phenomenological, relying on
subgrid modeling with simplified assumptions on the accretion and feedback schemes. Fur-
thermore, there have been a variety of different implementations and parameterizations of
these subgrid models, such as simulating AGN feedback as thermal energy injections into
already-inflated bubbles (Sijacki et al., 2007), or as bipolar jets that carry kinetic energy
(Cattaneo & Teyssier, 2007). Uncertainties due to the choices of models and parameters are
poorly understood, which substantially limits the predictive power of numerical simulations
with AGN feedback. In particular, since cluster integrated properties, including X-ray lu-
minosity, X-ray temperature, and total gas mass, are important mass proxies for deriving
cosmological constraints using cluster counts (see Chapter 1), it is essential to quantify the
uncertainties of these quantities due to uncertainties in the AGN subgrid models.
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In Chapter 4 we have performed a systematic parameter survey for the subgrid models
commonly used in the literature and identified the variables to which the models are most
sensitive. In this study, we focus on the model predictions for the global properties of
clusters. In particular, in § 5.2 we first examine whether any model variations produce
cluster integrated properties that violate observed scaling relations. Then we quantify the
model uncertainties of the observables as functions of overdensity radii. In § 5.3 we analyze
the successful models and study the impact of AGN feedback on the scaling relations. We
refer the reader to Chapter 4 for details of the subgrid models, and to Table 4.3 for a summary
of the simulation parameters used in this study.
5.2 Robustness of integrated properties
As seen in the previous chapter, specific models or parameters chosen can result in quite dis-
crepant predictions for the evolution of the cluster profiles. Although the influence of AGN
feedback is strongest in the core region, we may ask whether, under the influence of this feed-
back, the global cluster properties can still preserve the observed scalings. The robustness of
integrated quantities (e.g. measured within R500) is particularly crucial for cluster cosmology.
Since current constraints are often derived using calibrations of the mass-observable relations
informed by numerical simulations, it is necessary to quantify the systematic uncertainties
due to incomplete knowledge of the details of AGN feedback processes.
5.2.1 Consistency with observations
The first question we wish to address is whether any of the model variations explored in the
previous chapter predicts global cluster properties that violate the observed scaling relations.
To this end we compute several observable quantities integrated within a sphere with radius
R500, including the gas mass Mg, spectral-like temperature Tsl (Mazzotta et al., 2004), X-ray
luminosity LX , integrated Compton y parameter due to the Sunyaev-Zel’dovich (SZ) effect
(Sunyaev & Zeldovich, 1972), and its X-ray analog YX ≡MgTX (Kravtsov et al., 2006). Since
the spectral-like temperature and the X-ray luminosity are very sensitive to dense and cold
gas, we excised the core region (< 0.15R500) in order to avoid numerical effects due to the
cold gas accumulated around the SMBH as described in § 4.3.3. For run P4C (R0 = 5 h−1
kpc) and run P5A (f = 0.02, m = 0%), the evolution after 9 Gyr is not included because
these runs encounter cooling catastrophes.
Figure 5.1 compares the trajectories of observables to the scaling relations for the model
variations explored in § 4.3.3. Each column compares results for a particular group in
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Table 4.3, including variations in the accretion model, mechanical heating efficiency, feedback
frequency, region of feedback, and thermal to kinetic ratio. From top to bottom we show
the Mg–Tsl, LX–Tsl, YSZ–LX , and YSZ–YX relations and overplot with the observed relations
and scatter for the REXCESS sample (Croston et al., 2008; Pratt et al., 2009; Arnaud
et al., 2010) for comparison. Note that the offsets in the normalizations compared to the
observed relations are partly due to differences in R500. The observed values of R500 in these
studies are obtained by matching the empirical M500–YX relation by Arnaud et al. (2007).
As these authors point out, their hydrodynamic mass M500 may underestimate the true
mass. Therefore it is likely that their R500 is smaller than that used in our computation,
which lowers the values of Mg and LX , but increases Tsl, in a direction that could explain
the discrepancy. Moreover, the X-ray luminosity in our calculation is bolometric and hence
would be higher than the observed values, which are integrated over the energy range 0.1−2.4
keV.
We find that despite the variation in the predicted cluster profiles produced by different
subgrid models, the integrated properties for all the models evolve with amplitudes that
are consistent with the observed scatter. In other words, when cooling is regulated, all
the subgrid models are able to preserve global cluster properties as observed. This result
gives us some confidence in the AGN subgrid models employed in cosmological simulations.
However, it also implies that these various models and parameters cannot be distinguished
by constraints on the integrated quantities, but must be constrained by observations that
are more sensitive to cluster cores.
5.2.2 Model uncertainties
Although none of the individual trajectories in Figure 5.1 violates the observed scaling
relations, when compared against each other, the predictions for a particular observable at
a particular time can still vary significantly among models. Thus the second question to
ask is: how large are the theoretical uncertainties due to different AGN subgrid models
and variations in their parameters? Since AGN feedback is expected to have more impact
at smaller radii, we compute the observables measured within several commonly-quoted
overdensities, including R2500, R1000, R500, and R200, and compare their values with the
fiducial runs, i.e., run P1A for the bubble model and run P4D for the jet model. The
relative dispersion for a given observable O is computed by ∆O ≡ |O − Ofiducial|/Ofiducial.
The results for five observables (Tsl, Mg, LX , YSZ , and YX) with varied subgrid models are
presented in Figure 5.2.
Comparing the five observables, the X-ray luminosity has the largest uncertainties due
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Figure 5.1: Trajectories of integrated observable properties compared to observed scaling
relations for variations of physical parameters explored in § 4.3.3. The rows from top to
bottom show the Mg–Tsl, LX–Tsl, YSZ–LX , and YSZ–YX relations, respectively (see text for
detailed definitions). The columns from left to right plot the runs with varied accretion model
(group P1, Figure 4.4), mechanical heating efficiency (group P2, Figure 4.5), frequency of
feedback (group P3, Figure 4.6), region of feedback (group P4, Figure 4.7), and thermal
to kinetic ratio (group P5, Figure 4.8), respectively. Overplotted are observed relations
(solid) and r.m.s scatter (dashed) for the REXCESS sample (Croston et al., 2008; Pratt
et al., 2009; Arnaud et al., 2010). This figure shows that, despite the variation in detailed
evolution produced by different subgrid models, the integrated cluster observables still evolve
with amplitudes that are consistent with the observed scatter.
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Table 5.1: Model Uncertainties for Observables Measured within Various Overdensity Radii.
∆ = 2500 1000 500 200
∆Tsl 40.6% 19.0% 7.1% 4.4%
∆Mg 116.2% 58.5% 24.3% 6.0%
∆LX 303.2% 188.6% 136.8% 113.6%
∆YSZ 48.4% 25.6% 13.2% 8.8%
∆YX 46.3% 28.3% 19.6% 7.4%
1 Model uncertainties correspond to the maximum
values across all models shown in Figure 5.2.
to variations in subgrid models (note that its plotting range is 0− 200%), and the gas mass
is second. The other three variables (Tsl, YSZ , and YX) are more robust. When different
groups of model variations are contrasted, we find that the mechanical heating efficiency
and the size of the feedback region cause the largest variations in the predicted observables.
The influence of the accretion models and feedback frequency is smaller, and the thermal to
kinetic ratio has the least impact.
As expected, since feedback from the AGN is more influential toward the central SMBH,
the model uncertainties are biggest for observables measured within R2500. When quantities
are integrated out to R200, the uncertainties become small for all observables except the
X-ray luminosity, because a large fraction of the total luminosity still comes from regions
near the core. In Table 5.1 we summarize the maximum uncertainties among all models for
each cluster observable versus the overdensity radius. We find that in general observables
that depend on gas densities are more poorly predicted. The total gas mass predicted by
different models has uncertainties ranging from a few percent at R200, to ∼ 20% at R500, to
∼ 100% at R2500. Thus the X-ray luminosity, which is proportional to density squared, can
vary by factors of a few for all radii. The level of uncertainties is comparable for Tsl, YSZ ,
and YX , ranging from ∼ 40− 50% at R2500, to ∼ 10− 20% at R500, to ∼ 5− 10% at R200.
The integrated Compton y parameter, YSZ , and its X-ray analog, YX , are considered very
good cluster mass proxies because previous simulations (without AGN feedback) show that
they have very small mass scatter (Kravtsov et al., 2006) and they are relatively insensitive
to cluster dynamical states (Poole et al., 2007; Yang et al., 2010). Therefore their scaling
relations are often provided by numerical simulations for calibration in observational studies
(Arnaud et al., 2010) or for deriving cosmological constraints (Mantz et al., 2008; Vikhlinin
et al., 2009; Vanderlinde et al., 2010). However, we find that incomplete knowledge of the
processes of AGN feedback puts a limit on the predictive power of current cosmological
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Figure 5.2: Uncertainties in cluster integrated properties due to AGN subgrid model varia-
tions (see Figure 5.1 for explanations of the columns). Plotted are the predictions of Tsl, Mg,
LX , YSZ , and YX (top to bottom) relative to the fiducial runs as functions of four overden-
sity radii within which the observables are integrated, including R2500, R1000, R500 and R200.
Each color corresponds to a specific run, and each line represents the result at a particular
simulation time. Note that the plotting range for the X-ray luminosity is 0 − 200%, since
it has the largest uncertainty due to model variations. Tsl, YSZ , and YX are more robust.
Comparing different groups of model variations (i.e. by columns), we find that the mechan-
ical heating efficiency and size of feedback region are the most influential, while feedback
frequency and thermal to kinetic ratio play a minor role.
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simulations. Even for these most robust variables, the theoretical uncertainties are ∼ 10 −
20% at R500 and ∼ 5− 10% at R200, comparable to other main sources of systematic errors
reported in the literature, such as the bias of hydrostatic mass due to non-thermal pressure
support (e.g. Lau et al., 2009). Those variables that depend on gas density (e.g. LX in
particular) are even more uncertain. In order to improve cluster cosmology to the percent
level, it is essential for numerical simulations to focus on how to constrain the subgrid physics
before making various predictions.
5.3 Impact of AGN feedback on the scaling relations
Keeping in mind the model uncertainties of integrated properties shown in the previous
section due to different evolution in each model, next we study some general trends predicted
by all the models. In particular, we probe the impact of AGN outbursts on the cluster
observables using cross-correlations among them. Note that in this study we focus on the
global observable properties, that is, whether there will be observable features beyond the core
due to the disturbances introduced by the central AGN. The influence on the core properties
by AGN has been discussed extensively in previous works (see McNamara & Nulsen (2007)
and references therein) and will be a part of our future work.
5.3.1 Correlations between observables and AGN activity
Figure 5.3 (top row) plots the evolution of the AGN power, X-ray luminosity, and spectral-
like temperature for all the bubble runs listed in Table 4.3. The jet runs are not shown
here because their AGN power cannot be compared directly in the thermal form. However,
their results can be well represented by the jet-like bubble run P5E, as discussed in section
§ 4.3.3 (see also Figure 4.9). For all the models, the black hole self-regulates its growth
when its feedback power is sufficient to balance the radiative losses by the cluster. However,
the feedback power fluctuates around the mean after t ' 6 Gyr with different amplitudes
depending on the initial configurations and growth at earlier times. These fluctuations are
present in the AGN activity as well as in the cluster observables. Taking run P2B (red
curve) as an illustration, the strong AGN outbursts at t ' 5− 6 Gyr raise the entropy of the
gas and hence induce the decrease in luminosity and increase in temperature at t ' 6 − 7
Gyr. Similar effects can be seen for the peak in AGN activity around t ' 10 Gyr and
corresponding fluctuations in the observables at t ' 11 Gyr.
We therefore compare the AGN power with the luminosity and temperature after t =
6 Gyr (bottom row in Figure 5.3) to see whether their fluctuations are correlated. The
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Figure 5.3: Top: Evolution of the AGN power, X-ray luminosity, and spectral-like tem-
perature (the latter two measured within R500), respectively. All the bubble runs in Table
4.3 are shown using different colors. Bottom: Correlations among these three variables for
data points after t = 6 Gyr (r is the correlation coefficient). Because AGN outbursts result
in delayed reduction of the luminosity and heating of the cluster, the correlations between
the AGN power and observables are weak, but the luminosity and temperature are anti-
correlated.
luminosity and temperature plotted are logarithmic deviations from their initial values; the
feedback power is with respect to the initial luminosity too. The correlation coefficients
are given by the Spearman Rank-Order Correlation test (Press et al., 1992). As expected,
there is a negative (positive) correlation between the feedback power and the luminosity
(temperature). However, the trends are not so obvious visually, perhaps due to the phase
shifts between the peak AGN events and the delayed responses of the ICM. Nevertheless,
since the luminosity and temperature react to the feedback in phase, they have a strong
anti-correlation as the system moves in the LX–Tsl plane.
Recall that the ranges of trajectories on the LX–Tsl plane predicted by all the AGN
subgrid models are comparable to the observed scatter (Figure 5.1). This implies that AGN
feedback can drive a significant amount of the observed scatter in the LX–Tsl relation because
of the anti-correlation between luminosity and temperature during the feedback events. This
is in contrast to other physical processes such as cluster mergers, which tend to move the
clusters along the scaling relations (Yang et al., 2009).
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Figure 5.4: Trajectories on the Mg–Tsl (left) and the YSZ–YX (right) planes (r is the corre-
lation coefficient). As with the LX–Tsl relation, variations in Mg and Tsl are anti-correlated.
As a result, there is a tight positive correlation between YSZ and YX .
Similarly, an anti-correlation exists between Mg and Tsl (Figure 5.4, left panel), which
may also contribute to the scatter in the Mg–Tsl relation. But at the same time, it also
preserves the tight YSZ–YX relation (right panel) since both Y parameters are essentially the
products of Mg and Tsl. Therefore, we find that the Y parameters are robust even under
the strong influence of energetic AGN outbursts, which adds another reason why they are
excellent tracers of cluster masses.
5.3.2 Scatter in the LX–TX relation
Since we have demonstrated that the scatter in the LX–Tsl relation can be induced by
feedback events, in Figure 5.5 (right panel) we correlate the LX–Tsl scatter with the AGN
power. Since we do not have a sample of clusters to derive the mean scaling relation, the
scatter is computed by taking the logarithmic deviation from the observed relation shown
in Figure 5.1. As expected from the correlations found in the previous section, a negative
correlation exists between the scatter and the AGN power. However, again the trend is not
prominent because of the phase shifts (see § 5.3.1).
This result may have implications for observational studies that attempt to connect the
LX–Tsl scatter to the AGN radio power. Croston et al. (2005) found that radio loud AGN
preferentially lie below the LX–TX relation as evidence for AGN heating. However, a more
recent study by Jetha et al. (2007) found a weaker relation. For illustration we plot the
epochs when the AGN power is 0.5 dex more (less) than the zero-point value in filled (open)
symbols (for clarity only data points at multiples of one Gyr are shown). As can be seen
in the left panel of Figure 5.5, there is no clear segregation on the LX–Tsl plane between
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Figure 5.5: Trajectories on the LX–Tsl plane (left) and correlation between its log scatter and
the AGN power (right; r is the correlation coefficient). Outbursts that are 0.5 dex more (less)
powerful than the mean are marked in red filled circles (blue open circles). More powerful
AGN preferentially have smaller scatter (lie below the mean); however, the correlation is
diluted by the phase shift between the AGN power and the observables shown in Figure 5.3.
the more powerful and the more quiescent populations, because the correlation between the
scatter and AGN power is not strong enough (right panel). If the radio loudness is (roughly)
proportional to the power of AGN, this may explain why observationally it is difficult to find
a strong correspondence for a sample of clusters.
The scatter in the LX–TX relation has long been known to be dominated by the core
properties of clusters; excluding the emissions inside the core region can significantly reduce
the scatter (e.g. Allen & Fabian, 1998; Pratt et al., 2009). Moreover, CC clusters generally
have a higher normalization on the plane than NCC clusters. Here we explicitly show in
Figure 5.6 that such a trend can be caused by the effects of AGN. During the AGN feedback
events, the LX–Tsl scatter is anti-correlated with the cooling time (right panel). Thus the CC
and WCC clusters tend to lie on the upper half of the relation compared to NCC clusters
(left panel). Note however that the NCC clusters at later times in the simulations are
mostly produced by models in which the AGN are either very powerful (high mechanical
heating efficiency) or very extended (large bubble sizes). Therefore the exact amplitude of
this segregation of CC and NCC clusters would depend upon the degree of constraints on
the subgrid models. Also note that the luminosity and temperature studied here are core-
excluded. Therefore, even stronger trends are expected to be found for the core-included
LX–TX relation.
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Figure 5.6: Trajectories on the LX–Tsl plane (left) and correlation of its log scatter with
the cooling time in the cluster core (right; r is the correlation coefficient). Points for CC,
WCC, and NCC clusters are plotted with blue filled circles, green open circles, and red open
triangles, respectively. A clear anti-correlation exists between the LX–Tsl scatter and the
cooling time, so that CC clusters tend to lie above the mean relation.
5.4 Summary
Outbursts from AGN are energetic events that can greatly influence the observable proper-
ties of galaxy clusters. Previous simulations with AGN subgrid models have either studied
their impact inside cluster cores (Gaspari et al., 2011b; Dubois et al., 2010), or focused
on matching the observed scalings of SMBH evolution and cluster gross properties (Sijacki
et al., 2007; Booth & Schaye, 2009; Puchwein et al., 2008). However, whether these models
can simultaneously reproduce cluster properties both inside and outside the cores has not
previously been demonstrated. In the previous chapter we carried out a detailed study of
different models and parameters and identified which can self-regulate and produce profiles
consistent with observations inside the cores. In this study, we focus on their predictions of
integrated properties. Our findings are summarized as follows.
1. All the subgrid models that successfully regulate cooling in the previous analysis also
produce integrated quantities consistent with observed scaling relations, as shown in Figure
5.1.
2. The model uncertainties in Mg, Tsl, LX , YSZ , and YX as functions of overdensity radii
are quantified in Table 5.1. Quantities that depend on gas density (e.g. Mg, LX) are more
uncertain, whereas Tsl, YSZ , and YX are most robust to model variations, to the levels of
∼ 10− 20% at R200, and ∼ 5− 10% at R200.
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3. Since AGN feedback reduces gas density and raises temperature, anti-correlations exist
between LX and Tsl and also between Mg and Tsl, contributing to the intrinsic scatter in
these two scaling relations. However, because the ICM reacts to AGN feedback with a delay,
correlations between observables and AGN power are weak.
4. Because Mg and Tsl are anti-correlated, even under the influence of strong AGN out-
bursts, the YSZ and YX parameters are still robust mass proxies.
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Chapter 6
Conclusions
Clusters of galaxies are invaluable cosmological probes, provided that the astrophysical pro-
cesses underlying their mass-observable relations can be well understood. Studying the
sources of the intrinsic scatter in the scaling relations can not only provide valuable insights
into the formation of clusters, but also help identify possible systematics and improve mass
estimates for better cosmological constraints. In this work we used numerical simulations
to investigate the impact of cluster structure, dynamical state, radiative cooling, and feed-
back from active galactic nuclei (AGN) on cluster X-ray and Sunyaev-Zel’dovich (SZ) scaling
relations. The important implications for cluster cosmology are discussed.
We first examined whether cluster merger events would cause a selection bias. Analyzing
the X-ray and SZ scaling relations derived from a sample of simulated clusters, we find that
statistically the effects of mergers are minor. This counterintuitive result is mainly due to
a few combined factors: the rareness of major mergers, the partial cancellation of effects of
shock heating and incomplete virialization, and the fact that even during major mergers,
observables tend to move along the scaling relations.
We then studied the influence of cluster internal structures. We find that the mass-
observable scatter strongly correlates with the concentration of clusters, which is expected
from expressing the virial theorem in terms of the overdensity quantities. Such strong corre-
lations with a third parameter can potentially be applied to observed signals to reduce the
scatter and tighten the scaling relations.
We examined the assumption of lognormal scatter distributions, commonly used in self-
calibration studies. Due to the sensitivity of SZ flux to structures along the line of sight,
we find that the positive tail in the distribution of the YSZ–M scatter would cause enough
skewness and kurtosis to have non-negligible effects on cosmological parameter constraints.
Fortunately, we also find that the errors in X-ray and SZ mass proxies are not correlated.
So it is possible to identify the outliers by combining X-ray and SZ mass estimates.
Note, however, that the above results are derived from adiabatic hydrodynamic simula-
tions. Therefore we expect our findings will be most relevant to observed scaling relations
for core-excluded quantities, which are dominated by gravitational effects instead of the
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complicated baryonic physics inside cluster cores.
Our understanding of the properties of the intracluster medium (ICM) cannot be com-
plete without considering the balance between radiative cooling and heating. In order to
provide a firm foundation to cosmological simulations with AGN feedback, we performed a
systematic sensitivity study on a variety of accretion and feedback models of supermassive
black holes (SMBH) within an idealized cluster atmosphere. We find that the evolution of
SMBH activity and ICM profiles is most sensitive to the strength of accretion, the mechan-
ical heating efficiency, and the size of the region used to inject feedback energy, while the
frequency of feedback and the ratio between thermal and kinetic energy have minor effects.
Feedback using jet injection is generally more robust to parameter variations compared to
injecting thermal energy into large bubbles.
These uncertainties in the modeling details translate into theoretical uncertainties in the
predictions for cluster global properties. We estimated the model uncertainties for several
observables integrated within a few overdensity radii. We find that quantities that are related
to gas density, such as the total gas mass and the X-ray luminosity, are poorly predicted. The
X-ray temperature, integrated SZ flux, and the X-ray analog of SZ flux are more robust, but
the levels of uncertainty are 5− 10% at R200 and 10− 20% at R500, which are comparable to
other known sources of systematic errors (e.g. hydrostatic mass bias). Further improvement
would thus require more constraints, both theoretical and observational, on the accretion
mechanisms and mechanical heating efficiencies in the AGN models.
As for the impact of AGN feedback on the scaling relations, we find that outbursts from
AGN can result in anti-correlation between variations in the total gas mass and temperature.
This anti-correlation may be a source of intrinsic scatter in the Mg–TX relation and LX–TX
relations. The same anti-correlation also makes the Y parameters robust mass proxies even
during energetic AGN events.
Note also that our current knowledge of the ICM is mainly based on inviscid, unmag-
netized hydrodynamics. As mentioned in the introduction, magnetic fields and the cor-
responding transport processes may be important in some circumstances. For example,
AGN-injected magnetic field in the ICM may suppress accretion into cluster centers (Sut-
ter, 2011). The jet-ICM interactions would also change in the presence of magnetic fields
and/or anisotropic conduction and viscosity. Observational data from radio telescopes in
the near future will significantly improve our understanding of the non-thermal components
of clusters, which is crucial for properly modeling the ICM.
The study of galaxy cluster scaling relations has been fruitful and will continue to yield
more interesting results as the fields of cluster astrophysics and cosmology advance together.
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