Abstract-Besides all the attention given to lattice contructions, it is common to find some very interesting nonlattice constellations, as Construction C, for example, which also has relevant applications in communication problems (multi-stage decoding, good quantization efficieny). In this work we present a generalization of Construction C, based on inter-level coding, which we call Construction C . The generalized construction has better immunity to noise and also provides a simple way of describing the Leech lattice Λ24. We give necessary and sufficient condition under which Construction C is a lattice constellation.
I. INTRODUCTION
Communication problems involve, in general, transmitting digital information over a channel with minimum losses. One way to approach it is by using coded modulation [6] , where not only coding, but also mapping the code bits to constellation symbols is significant. In the latest years, a prevalent coded modulation scheme is the bit-interleaved coded modulation (BICM), which is the motivation to our study. BICM, first introduced by Zehavi [9] , asks mainly to have: an nL−dimensional code C, an interleaver α and a one-to-one binary labeling map µ : {0, 1} L → X , where X is a singal set X = {0, 1, . . . , 2 L − 1} in order to construct a constellation Γ BICM in X n . The code and interleaveled bit sequence c is partitioned into L subsequences c i of length n : c = (c 1 , . . . , c L ), with c i = (c i1 , c i2 , . . . , c in ).
(
The bits c i are mapped at a time index j to a symbol x i chosen from the 2 L −ary signal constellation X according to the binary labeling map µ. Hence, for a nL−binary code C to encode all bits, then we have the scheme below:
codeword (c) → interleaver α → partitioning into L subsequences of length n → mapping µ → xj = µ(c1j, . . . , cLj), j = 1, . . . , n Under the natural labeling µ(c 1 , c 2 , , . . . , c L ) = c 1 + 2c 2 + · · · + 2 L−1 c L and assuming α(C) = C, it is possible to define an extended BICM constellation in a way very similar to Construction C, that we call Construction C .
The constellation produced via Construcion C is always a subset of the constellation produced via Construction C for the same subcodes, so we can say that the first is more general than the latter and it also does not usually produce a lattice. Hence, the objective of our paper is to explore this new construction presenting a necessary and sufficient condition that makes it a lattice, and also to describe the famous Leech lattice Λ 24 with Construction C .
This paper is organized as follows: Section II shows some preliminary definitions; in Section III we introduce Construction C , illustrate it with examples and also show how to describe the Leech lattice using this construction; in Section IV we exhibit a necessary and sufficient condition for Γ C to be a lattice and Section V is devoted to conclusions.
II. MATHEMATICAL BACKGROUND
In this section, we will define the basic concepts that are important to the exposition of our work.
Remark 1.
We shall first state that we will denote by + the real addition and by ⊕ the sum in F 2 , i.e., x ⊕ y = (x + y)mod 2.
N is a set of integer linear combinations of independent vectors v 1 , v 2 , . . . , v n ∈ R N , with n ≤ N. In other words, we can also say that a lattice is a discrete additive subgroup of R n .
It is possible to derive lattice constellations from linear codes using the known Constructions A and D [5] . Definition 2. (Construction A) Let C be an (n, k, d)−binary code. We define the binary Construction A as 
where α i j ∈ {0, 1}, z ∈ Z n and the map ψ :
Another remarkable and well studied construction, that in general does not produce a lattice constellation, even when the underlying codes are linear, is Construction C, defined below as the terminology in [7] (more details and applications also in [1] [3]).
, not necessarily nested or linear. Then we define an infinite constellation Γ C in R n that is called Construction C as:
where Z denotes the set of integers or equivalently
Note that if L = 1, i.e., if we consider a single level with a linear code, then this construction reduces to a lattice Construction A. There exists also a relation between Constructions C and D that will be presented in what follows.
It is easy to verify, regarding to the Schur product, that is valid, for x, y ∈ F n 2 x + y = x ⊕ y + 2(x * y).
Denote by Λ C the smallest lattice that contains Γ C . There is a condition that if satisfied can guarantee that the Construction C will provide a lattice which coincides with Construction D. 
, then the following statements are equivalent:
III. CONSTRUCTION C OVER BINARY CODES
This section is devoted to the introduction of a new method of constructing constellations from binary codes: Construction C .
n is defined as
. . , L. Then, the subcode C i consists of all vectors c i that appear as we scan through all possible codewords c ∈ C.
We will write
to denote that all codewords c ∈ C are a concatenation of codewords from the subcodes
coincides with Construction C, because subcodes do not have a dependence and the condition for laticeness of Construction C must coincide with the one given by Theorem 1. However, in general, the subcodes are dependent, i.e., not all combinations compose a codeword in the main code C so we get a subset of Construction C, i.e., Γ C ⊆ Γ C .
Definition 8.
(Associated Construction C) We denote by associated Construction C, the constellation defined as
One can observe that the immediate advantage of working with Construction C instead of Construction C lies in the fact that a code of block length nL typically has a larger minimum Hamming distance and better immunity to noise than a code of block length n.
The following example better illustrates the process of Construction C . . Thus, according to Definition 6, an element w ∈ Γ C can be written as
restricted to (c 1 , c 2 ) ∈ C and z ∈ Z 2 . Geometrically, the resulting constellation is represented in Figure 1 . Remark that this constellation is not a lattice because it is not closed under addition, as, for example, (1, 2), (3, 0) ∈ Γ C , but (1, 2) + (3, 0) = (4, 2) / ∈ Γ C . However, if we would consider the associated Construction C with subcodes C 1 = {(0, 0), (1, 0)} and C 2 = {(0, 0), (1, 1), (0, 1), (1, 0)}, we would have a lattice (Fig. 2) , because C 1 and C 2 satisfy the condition given by Kositwattanarerk and Oggier [8] . The next example presents a case where both Constructions C and C are a lattice, but they are not equal.
n , with C = {C 1 , C 2 }, can be described as 
The respective construction is represented in Figure  3 . Note that Γ C is a lattice, because it is an additive subgroup of R 2 and
However 1) }, is also a lattice, so this situation represents a subset of a lattice which is a lattice itself (Figure 4) . We can also write famous lattices, such as the Leech lattice Λ 24 in terms of Construction C constellation with L = 3 levels. This process is illustrated in the following example. 
Thus, we can define the Leech lattice Λ 24 as a 3−level Construction C given by Λ24 = ΓC = {c1 + 2c2 + 4c3 + 8z : (c1, c2, c3) ∈ C, z ∈ Z 24 }.
Observe that in this case Γ C = Γ C .
It is interesting to remark that with Construction C , we construct the lattice Λ 24 , which has the best known packing density in dimension 24 [5] . If we would consider the associated Construction C, which will also be a lattice in this case, we can guarantee that the packing density is smaller, because Γ C = Γ C .
IV. CONDITIONS FOR LATTICENESS OF CONSTRUCTION C
We first investigate the most trivial case, which is that Constructioon C is a lattice if and only if it coincides with Construction C, i.e., Γ C = Γ C and the conditions proposed by Kositwattanarerk and Oggier [8] holds. One direction is obviously valid, i.e., if C = C 1 × C 2 × · · · × C L , where C 1 ⊆ C 2 ⊆ · · · ⊆ C L and this chain is closed under Schur product then Γ C is a lattice. On the other hand, the other direction does not hold in general, as we can be observe in Example 2.
In the upcoming discussion, we will exhibit some definitions and present the conditions that are necessary and sufficient for Γ C be a lattice. The main contribution of this paper is the following statement: 
Remark 3.
Observe that when Γ C = Γ C , i.e., when C = C 1 × C 2 ×· · ·×C L , we have that S i (0, . . . , 0) = C i and our condition will coincide with the one presented by Kositwattanarerk and Oggier [8] .
Before the proof of Theorem 2, we will see that the construction of the Leech lattice described in Example 3 satisfies the condition given by Theorem 2.
Example 5. In Example 3, we showed that the Leech lattice Λ 24 can be constructed via Construction C . We want to verify that if the proposed codes C 1 , C 2 and C 3 satisfy the conditions stated by Theorem 2.
Observe for these codes S 2 (0, . . . , 0) = C 2 and
Hence we need to verify if C 1 ⊆ S 2 (0, . . . , 0) ⊆ C 2 ⊆ S 3 (0, . . . , 0) ⊆ C 3 and if S 2 (0, . . . , 0) closes C 1 under Schur product and S 3 (0, . . . , 0) closes C 2 under Schur product.
Indeed C 1 ⊆ S 2 (0, . . . , 0) = C 2 , because evidently (0, . . . , 0) ∈ C 2 and if we consider the parity check matrix H ∈ F 
where
Moreover, an element c 2 ∈ C 2 can be written
is the generator matrix of the Golay code and
2 . Thus, when we sum all the coordinates of the resulting vector c 2 = G.h we have 8h 1 + 8h 2 + 8h 3 + 8h 4 + 8h 5 + 8h 6 + 8h 7 + 8h 8 + 8h 9 + 8h 10 + 8h 11 + 12h 12 ≡ 0 mod 2 ⇒ c 2 ∈C 3 = S 3 (0, . . . , 0). Hence,
We still need to prove that • S 2 (0, . . . , 0) closes C 1 under Schur product: it is clearly true because the Schur product of elements in C 1 are only (0, . . . , 0) ∈ F 24 2 or (1, . . . , 1) ∈ F 24 2 and we already verified that these two elements belong to S 2 (0, . . . , 0).
• S 3 (0, . . . , 0) closes C 2 under Schur product: if we consider c 2 = G.h ∈ C 2 andc 2 = G.h ∈ C 2 , we have checked with an easy math that the sum of all coordinates of the Schur product c 2 * c 2 ≡ 0 mod 2 ⇒ c 2 * c 2 ∈ S 3 (0, . . . , 0) =C 3 .
To demonstrate Theorem 2 we need to introduce the auxiliary result below:
n in terms of sum modulo 2 and Schur product) Let C ⊆ F nL 2 be a binary linear code. If x, y ∈ Γ C are such that
with (c 1 , c 2 , . . . , c L ), (c 1 ,c 2 , . . . ,c L ) ∈ C and z,z ∈ Z n , then
Proof. This proof is done by mathematical induction in the number of levels L.
The mathematical intuition behind Theorem 2 lies in the fact that since a + b = a ⊕ b + 2a * b for a, b ∈ F n 2 , when adding two points in Γ C or Γ C , each level i ≥ 2 has the form of c i ⊕c i ⊕ carry (i−1) , where carry (i−1) is the "carry" term from the addition in the lower level. Since subcode C i is linear (and conditionally linear for Γ C ), c i ⊕c i is also a codeword in the i−th level. Hence, closeness of Γ C under addition amounts to the fact that carry (i−1) is also a codeword in C i , which is essentially the condition of the theorem. Thus, the formal proof of Theorem 2 is given by:
Proof. (⇐) For any x, y ∈ Γ C , written as in Equations (19) and (20), we have x + y as given in Lemma 1 (Equations (21) and (22)) and we need to verify if x + y ∈ Γ C .
Clearly
Indeed, using the fact that the chains C i−1 ⊆ S i (0, . . . , 0) for all i = 1, . . . , L are closed under the Schur product, it is an element of C because it is a sum of elements in C, i.e., (⇒) For the converse, we know that Γ C is a lattice and it means that if x, y ∈ Γ C then x + y ∈ Γ C . From the notation and result from Lemma 1, more specifically Equations (19), (20), (21) and (22), it means that
We can write this L−tuple as 
Notice that we have s 1 = c 1 * c 1 (27) s 2 = (c 1 * c 1 * (c 2 ⊕c 2 )) ⊕ (c 2 * c 2 ) (28) s 3 = (c 3 ⊕c 3 * (c 2 * c 2 )) * (c 2 ⊕c 2 * (c 1 * c 1 )) ⊕ (c 3 ⊕c 3 * (c 2 * c 2 )) ⊕ (c 3 * c 3 ) (29) . . .
In particular, the zero codeword (0, . . . , 0) ∈ F n 2 always belongs to every code C 1 , C 2 , . . . , C L−1 and so its Schur product with itself, which is also the zero codeword. So, for the special Schur products c i * c i = 0, for i = 1, . . . , L − 2, we have that
and from Equation (26), (0, 0, . . . , c L−1 * c L−1 ) ∈ C, i.e., S L (0, . . . , 0) must close C L−1 under Schur product. Proceeding recursively, we demonstrate that S i (0, . . . , 0) must close C i , for all i = 1, . . . , L and it completes our proof.
V. CONCLUSION AND FUTURE WORK In this paper we have introduced a new method of constructing constellations, denoted by Construction C , which is more general than Construction C and was based on a modern codification scheme. It was proved when this construction is a lattice and how to describe the Leech lattice using its technique.
Our future work include characterizing the minimum Euclidean distance of Construction C and comparing it with the minimum Euclidean distance of Construction C, in order to examine on a comparative basis its advantages. Observe that we are interested on doing this comparison in terms of the packing density, which is derived from minimum Euclidean distance and coding rate of the main code. We also aim to change the natural labeling µ to the Gray map, the standard map used in BICM.
