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a b s t r a c t
Any mathematical theory of algorithms striving to offer a foundation for programming
needs to provide a rigorous definition for an abstract algorithm. The works reported by
Girard (1988) in [10] and by Moschovakis (1989, 1995) in [29–31] are among the best
examples of such attempts. They both try to offer a mathematically precise and rigorous
formulation of an abstract algorithm, intend to keep the algorithmic flavour present and
take the notion of recursion as primary and central. The present work is motivated by
Girard’s GoI 2 paper (Girard (1988) [10], which offers a treatment of recursion in terms of
fixed points of linear functions. It is situated in the context of the geometry of interaction
(GoI) program and is carried out in the concrete setting of the space of bounded linear
maps on a Hilbert space. In this paper, we extend the work in Girard (1988) [10] to the
context of traced unique decomposition categories, once again emphasizing the role of
abstract trace in the theory of computing. We show that traced unique decomposition
categories enriched over partially additivemonoids or their variations suffice to axiomatize
and hence extend the work in Girard’s GoI 2 paper. The theory developed here allows
us to formulate an abstract notion of an algorithm as a pair of morphisms in a traced
unique decomposition category, an abstract notion of computation as the execution
formula (defined using the trace operator) applied to an algorithm, and finally a notion
of deadlock-freeness for algorithms. In addition, we can treat recursive definitions, fixed
points and fixed point operators in a uniformway in terms of traced unique decomposition
categories.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Geometry of interaction (GoI) was introduced by Girard in a series of influential papers [10–12]. This interpretation aims
at providing a mathematical model for the cut-elimination process in linear logic. The key aspect of GoI is that it provides
a mathematical model for the process of computation (cut-elimination) which is missing in any denotational semantics,
while avoiding the cumbersome and irrelevant details of syntax (operational semantics). The first implementation of GoI for
systemF was given by Girard himself in [11] in the framework of C∗-algebras (for further details of this we refer the reader
to [11].) The issue of nontermination and recursion was dealt with in [10]. Danos and Regnier gave a GoI interpretation for
proof nets (MELL case) and Danos extended the GoI interpretation to cover untyped lambda calculus [9]. Later on, Malacaria
and Regnier proved a weak nilpotency result for untyped lambda terms [24]. For more on the history of the progress made
after the inception of the initial ideas see [14] Chapter 5, and [17]. Finally, in [12] Girard extended GoI to cover the additives
too, see also [21].
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Categorical foundations and formulations of GoI started in the 90s in lectures by M. Hyland and by S. Abramsky,
see [4,14,3]. The high point of this early approach was the formulation of the notion of a GoI Situation by Abramsky that
constituted the main algebraic ingredients for the GoI interpretation of MELL. In [17], we showed that GoI situations
with a special class of traced monoidal categories, known as unique decomposition categories as the underlying category,
completely capture Girard’s GoI 1 in [11]. It should be noted that Mascari and Pedicini [28] have also used partially additive
categories (special case of unique decomposition categories) in their study of GoI. The present and previous work by the
author is independent of [28].
This paper is motivated by the work in [10] and thus we shall give a brief account on the motivations for the work
in [10]. The work in [10] is the main piece in the general program of mathematization of algorithms, the GoI program.
The idea is to define the mathematical notion of an algorithm independently of any concrete model or language, and
thus to make it possible to establish general results. As mentioned above the work by Danos and Regnier extended
GoI 1 to untyped lambda calculus; however, the interpretation of the fixed point operator was very complicated. The
work in [10] aims at giving a simpler interpretation of this operator, as well as to find a way to relax the nilpotency
condition of GoI 1 which is obviously not adapted to recursive programming and is at odds with non-terminating
programs.
For the convenience of the reader, we provide a brief synopsis of the work in [10] before we list our contributions.
At the heart of the GoI program lies the execution formula EX(u, σ ) = (1 − σ 2)u(1 − σu)−1(1 − σ 2). In [10]
Girard tackles the question of the existence of this formula, the rest of the paper follows the lead provided by an answer
to this existence question, culminating in the proof of a fixed point theorem for linear (i.e., of type X −◦ X) maps
and the construction of a fixed point operator for such linear maps. The context for the entire work in [10] is the
space B(H) of bounded linear maps from a Hilbert space H to itself. More specifically Girard works with maps that
are induced by partial injective maps (i.e., maps of the form ℓ2(f ) where ℓ2 is Barr’s contravariant functor form the
category of sets and partial injective maps to that of Hilbert spaces and linear contractions, see [5,14,3].) In part one of
[10], it is shown that assuming a weaker convergence to zero condition for σu leads to the existence of an inverse to
(1 − σu); however, this inverse is a densely defined preclosed unbounded operator. Thus, one arrives at the notion of
weak nilpotency as a sufficient condition for the existence of the inner part of the execution formula, that is, (1 − σu)−1.
A characterization theorem of Girard, then shows that weak nilpotency is equivalent to aperiodicity as we call it (see
below for precise definitions). Part two of [10] then takes the lead from this convergence notion to define an orthogonality
relation based on weak nilpotency, and to define the crucial notions of type and deadlock-free algorithms, based on
orthogonality.
Finally, part three of [10] proves a fixed point theorem for linear functions, provides an intrinsic description for this fixed
point and constructs a fixed point operator for linear functions.
The main contributions of our paper can be summarized as follows.
• We extend the context of the work in [10] to that of unique decomposition categories of the author [14] where the
homsets are Σ-monoids or their variations. The operator algebraic context of [10] is captured in the category Hilb2
(see below for definitions). This extension also allows for a definition of an abstract algorithm in a traced unique
decomposition category.
• We take the notion of abstract orthogonality introduced in [16] as central, thus nilpotency or weak nilpotency are
examples of such an abstract orthogonality. We define a notion of additive compatibility that relates the orthogonality
to the additive structure on our underlying categories. We then proceed to define the notions of type and deadlock-free
algorithms. Given the level of generality achieved in this work we are able to reveal more of the structure that is hidden
in [10], see the results in Section 4.
• In Sections 2 and 3 of the paper we recall results by the author and others that we adapt to our current setting. However,
even in these sections we prove some new results: Proposition 2, Lemma 7, Lemma 8, and Proposition 9.
• We define a monoid structure on homsets C(U,U) of the category Cwhere we work. In addition, we define a transitive
monoid action of C(U,U) on itself that plays a central role in our algebraic treatment of recursion.
• Finally, we prove a fixed point theorem for linear maps in our categorical setting and prove a theorem on the existence
of a fixed point operator for such maps.
The rest of the paper is organized as follows. In Section 2 we recall the definitions of Σ-monoids, partially additive
monoids, and additive domains. We discuss sum induced pre-ordering on such monoids and define the notion of limit
for ascending chains in these structures. We then discuss the induced topology on Σ-monoids. This is then followed by a
brief discussion on traced unique decomposition categories and some new properties of trace are then stated and proven.
Section 3 recalls the definition of a GoI situation, discusses amonoid structure onC(U,U)whereC is the underlying category
of a GoI situation and introduces and explores a monoid action of C(U,U) on itself that will play a key role in our treatment
of recursion. In Section 4, we first recall our orthogonality relation introduced in [16] and then proceed to define the notions
of an algorithm, a type, and a deadlock-free algorithm. The use of abstract orthogonality relation reveals additional structure
about types and deadlock-free algorithms than is apparent in the special case of weak nilpotency. We also show that types
are closed subspaces of C(U,U) with sum-induced topology (additive topology). Section 5 contains the main theorems of
this paper, namely a fixed point theorem for linear maps, an intrinsic description of the fixed point as an infinite sum, and
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a theorem on the existence of a fixed point operator for linear maps. Finally, Section 6 concludes with some thoughts on
possible future research directions.
2. Partially additive monoids
In this section, we provide the necessary categorical background for the rest of the paper. We shall start by some old
and new results on Σ-monoids, partially additive monoids (PAMs), and additive domains. The new results that appear
in this work for the first time will be pointed out explicitly. We will also discuss the additive topology on PAMs. These
definitions culminate in the notion of an additive domain which is central to our main theorem in Section 5. Given the
intimate connections betweenΣ-monoids and categorical formulations of GoI aswitnessed in [14,15,17],we have dedicated
a lengthy section to such structures in the following. We believe that such structures and their variations are important on
their own right and may also lead to new, yet undiscovered connections with geometry of computing. Thus, the reader will
find an almost encyclopedic treatment of these in this section.
Notation. {xi}will denote a family, whereas (xi)will denote a sequence.
Definition 1. AΣ-monoid consists of a pair (M,Σ)whereM is a nonempty set andΣ is a partial operation on the countable
families inM (we say that {xi}i∈I is summable if∑i∈I xi is defined), subject to the following axioms:
1. Partition-associativity axiom. If {xi}i∈I is a countable family and if {Ij}j∈J is a (countable) partition of I , then {xi}i∈I is
summable if and only if {xi}i∈Ij is summable for every j ∈ J and {
∑
i∈Ij xi}j∈J is summable. In that case,
∑
i∈Ixi =∑
j∈J(
∑
i∈Ijxi).
2. Unary sum axiom. Any family {xi}i∈I in which I is a singleton is summable and∑i∈I xi = xj if I = {j}.
Such structures are called positive partial monoids in [27] and were independently defined in [14]. We give a few
examples omitting the details, see [14,15] for more examples, motivations and details.
Example 1. (1) The set Pfn(A, B) of partial functions from a set A to a set B is aΣ-monoid where a family {fi}I is said to be
summable if the fi have pairwise disjoint domains; in that case, (
∑
I fi)(x) = fj(x) if x is in the domain of fj for some j ∈ I ,
and is undefined otherwise.
(2) The set Rel(A, B) of binary relations form a set A to a set B is anotherΣ-monoid; all families are summable and sum
is given by set union.
(3) The set PInj(A, B) of partial injections from A to B is a Σ-monoid. {fi} is summable if the fi have pairwise disjoint
domains and codomains; in that case the sum is defined as in the case of Pfn(A, B).
(4) The set Hilb2(A, B) of partial isometries from a Hilbert space A to B that are induced by partial injective maps is a
Σ-monoid with structure induced by the functor ℓ2 : PInjop →Hilb of Barr [5], for details see [14,3,17].
Σ-monoids form a symmetric monoidal category (with product as tensor) called ΣMon. The objects are Σ-monoids
and a morphism f : (M,Σ) → (N,Σ) (we shall denote all sums by Σ) is a map f : M → N such that for any summable
family {xi}i∈I in M , the family {f (xi)}i∈I is summable and∑i∈I f (xi) = f (∑i∈I xi). A ΣMon-category C is a category where
the homsets are Σ-monoids and composition distributes over addition from left and right. Note that such categories have
non-empty homsets and automatically have zero morphisms, namely 0XY : X → Y = ∑i∈∅ fi for fi ∈ C(X, Y ). A key fact
aboutΣ-monoids is that there are no additive inverses: if
∑
i∈I xi = 0, then xi = 0, for all i ∈ I .
Definition 2. A partially additive monoid is aΣ-monoid (M,Σ) as in Definition 1 which in addition satisfies the
• Limit Axiom: Let {xi} be a countable family inM . If∑i∈F xi exists for all finite subsets F of I , then so does∑i∈I xi.
By definition, every PAM is aΣ-monoid but the converse is not true. For example (R+0 ,+) (non-negative real numbers with
addition) is not a PAM, as the limit axiom fails. PAMs were first defined in [1].
Definition 3. Let (M,Σ) be aΣ-monoid. The sum-ordering on (M,Σ) is the binary relation:
x ≤ y iff y = x+ h for some h.
This relation is clearly reflexive (x = x + 0), transitive (if y = x + h and z = y + k, then z = (x + h) + k = x + (h + k)),
and 0 ≤ x for every x. However, it need not necessarily be antisymmetric, see [1] for a counterexample. If (M,Σ) has an
antisymmetric sum-ordering, then it is called a sum-orderedΣ-monoid or a so-monoid for short. This terminology is due to
Manes and Benson [27].
Definition 4. An additive domain is a so-monoid (M,Σ)which in addition satisfies the
• Strong limit axiom: Let {xi} be a countable family in M . If∑i∈F xi exists for all finite subsets F of I , then so does∑i∈I xi.
Furthermore, if for some α, each
∑
i∈F xi ≤ α, then
∑
i∈I xi ≤ α.
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Additive domains were first defined in [25], see also [26]. Obviously every additive domain is a PAM; however, a PAM
need not necessarily satisfy the strong limit axiom, nor does its sum-ordering need to be antisymmetric. Pfn(A, B),Rel(A, B),
PInj(A, B), and Hilb2(A, B) are all additive domains. The following theorem due to Manes justifies the name ‘‘additive
domain’’.
Theorem 1 (Manes [25]). If (M,Σ) is an additive domain, then (M,≤) is a domain, that is a poset with the least element where
every ascending chain has a supremum.
The following definition is due to Arbib and Manes [1]; however our presentation is slightly different. See also [6].
Definition 5. Let (M,Σ) be a PAM. A sequence (ak) in M is said to be an ascending chain iff an ≤ an+1 for each n ∈ N.
That is to say, iff there exists a not necessarily unique sequence (xi)i∈N in M such that an = ∑ni=0 xi, for every n ∈ N. Let
a =∑i∈N xi. Then, a is a limit of (ak). The set of all limits of (ak) is denoted by lim (ak). A map f : (M,Σ)→ (N,Σ) is said
to be continuous if whenever a ∈ lim(ak), then f (a) ∈ lim(f (ak)).
Remark 1. •Note that for an ascending chain (ak), the set lim(ak) is non-empty but itmight containmore than one element.
On the other hand, if we choose to work in a Σ-monoid (that is, the limit axiom is no longer enforced), then not every
ascending chain has a limit; that is, it might very well be that lim(ak) = ∅, for some sequence (ak).
• In Pfn(A, B), f ∈ lim(fn) iff f is the least upper bound of the ascending chain (fn), [6]. Thus, f is unique.
• Note also that in view of Theorem 1, the limit of any ascending chain (an) in an additive domain is the supremum of
the chain with respect to sum-ordering, and hence is unique.
The following definition is due to Manes and Benson [27].
Definition 6. A sum-ordered Σ-semiring, so-ring for short is (M,Σ, ., 1) where (M,Σ) is a so-monoid, and (M, ., 1) is an
ordinary (not necessarily commutative)monoidwith unit 1 andmultiplication . (whichwewrite ab instead of a.b) subject to
the distributive laws: If
∑
xi is defined, then for all y,
∑
yxi and
∑
xiy are defined and y
∑
xi =∑ yxi, and (∑ xi)y =∑ xiy.
We prove the following technical result that will be very useful in the sequel.
Proposition 2. Let (ak), (bk) be two ascending chains in a so-ring (M,Σ, ., 1), where in addition (M,Σ) is a PAM. Then,
(i) (akbk) is an ascending chain. Moreover, if a ∈ lim(ak) and b ∈ lim(bk), then ab ∈ lim(akbk).
(ii) For any α ∈ M, if (α + ak) is a sequence and a ∈ lim(ak), then α + a ∈ lim(α + ak).
(iii) Let a ∈ lim(ak); then for any α, β ∈ M, βaα ∈ lim(βakα).
(iv) If (
∑
l a
l
k) is a sequence, and a ∈ lim(ak), then
∑
l a
l ∈ lim(∑l alk).
Proof.
(i) The first claim follows from the fact that for x ≤ y and x′ ≤ y′, we have xx′ ≤ yy′; indeed suppose x + h = y and
x′ + h′ = y′, for some h and h′, then xx′ + (xh′ + hx′ + hh′) = yy′. Now, suppose there are sequences (xk) and (yk) such
that a =∑i xi and b =∑i yi, we define the sequence (zi) by setting z0 = x0y0 and zi = (∑i−1k=0 xk)yi + xi(∑ik=0 yk), for
i ≥ 1. It is then straightforward to show that anbn =∑ni=0 zi, for all n ≥ 0 and that ab =∑i∈N zi, thus ab ∈ lim(akbk).
(ii) Suppose (α + ak) is a sequence, then it will be an ascending chain. Moreover, suppose a ∈ lim(ak), then there is a
sequence (xk) such that an = ∑ni=0 xi for all n ≥ 0 and a = ∑i∈N xi. Define the sequence (zk) by setting z0 = α + x0
and zi = xi, for all i ≥ 1. Then,∑ni=0 zi = α +∑ni=0 xi = α + an and∑i zi = α +∑i xi = α + a.
(iii) Note that (βakα) is an ascending chain. Now, suppose a ∈ lim(ak), then there is a sequence (xk) such that an =∑ni=0 xi
for all n ≥ 0, and a = ∑i∈N xi. Now consider the sequence (zk), defined as zi = βxiα for all i ≥ 0. Then,
βanα = β(∑ni=0 xi)α = ∑ni=0 βxiα = ∑ni=0 zi, for all n ∈ N, and βaα = β(∑i xi)α = ∑βxiα = ∑i zi. Thus,
βaα ∈ lim(βakα).
(iv) Note that
∑
l a
l
k is an ascending chain: this follows from the fact that for x ≤ y and x′ ≤ y′, we have xx′ ≤ yy′ (see case
(i) above), and the fact that for any two sequences (ak) and (bk) with ak ≤ bk for all k,∑k ak ≤ ∑k bk whenever the
sums exist.
Now, suppose a ∈ lim(ak), then there is a sequence (xk) such that an =∑ni=0 xi for all n ≥ 0, and a =∑i∈N xi. We
define the sequence (zk) by setting z0 =∑l al0 and zp =∑i≥0 t(p)i +∑l≥1 xlp, for p ≥ 1, where t(p)i is recursively defined
as follows:
– t(p)0 = 0, and
– t(p)k = ap−1(t(p)k−1 + xkp)+ xp(akp−1 + t(p)k−1), for k ≥ 1.
We have
∑
l a
l
n =
∑n
i=0 zi by definition, and after tedious and long computations we can show that
∑
l a
l = ∑i zi,
thus
∑
l a
l ∈ lim(∑l alk). 
Proposition 3 (Bahamonde, [6]). If lim(an) is a singleton for every ascending chain (an) in a PAM (M,Σ), thenM is a so-monoid.
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One can use the additive structure to endow a PAM with an additive topology as follows [6].
Definition 7. Let (M,Σ) be a PAM. A subset U ofM is said to be additive-open iff it satisfies the following axioms:
(i) Upward closure: If x ∈ U and x ≤ y, then y ∈ U .
(ii) Compactness: For a sequence (xk), if
∑
i∈N xi ∈ U , then there exists n ∈ N such that
∑n
i=0 xi ∈ U .
It can be shown that the family of additive-open sets endows any PAM with a topology called the additive topology, in
which the limits of ascending chains are topological limits. The following result from [6] will be useful in the sequel. For
more details on additive topology on PAMs see [6].
Proposition 4 (Bahamonde, [6]). Let (M,Σ) be a PAM and C ⊆ M. The following are equivalent.
1. C is additive-closed.
2. C satisfies:
(a) x ≤ y, y ∈ C implies x ∈ C.
(b)
∑n
i=0 xi ∈ C for all n implies
∑
i∈N xi ∈ C.
3.
∑n
i=0 xi ∈ C for all n iff
∑
i∈N xi ∈ C.
4. No sequence in C can converge to a point in the complement of C.
5. C contains every topological limit of any ascending chain (xi) in C.
We will recall the definition of unique decomposition categories introduced by the author in [14], together with some
facts that we shall find useful in the sections to follow. We state and prove some new facts about trace operator in traced
unique decomposition categories.
Definition 8. A unique decomposition category (UDC) C is a symmetric monoidal ΣMon-category which satisfies the
following axiom: (A) For all j ∈ I (I finite) there are morphisms called quasi injections: ιj : Xj →⊗IXi, and quasi projections:
ρj : ⊗IXi → Xj, such that (1) ρkιj = 1Xj if j = k and 0XjXk otherwise, and (2)
∑
i∈I ιiρi = 1⊗IXi .
Proposition 5 (Matricial representation, [14]). Given f : ⊗JXj →⊗IYi in a UDC with |I| = m and |J| = n, there exists a unique
family {fij}i∈I,j∈J : Xj → Yi with f =∑i∈I,j∈J ιifijρj, namely, fij = ρif ιj.
Thus every f : ⊗JXj → ⊗IYi in a UDC can be represented by its components. We will use the corresponding matrices to
represent morphisms. For example, f above (with |I| = m and |J| = n) is represented by anm× nmatrix [fij : Xj → Yi].
Composition of morphisms in a UDC then corresponds to matrix multiplication.
We shall recall the definition of traced symmetric monoidal categories before we discuss the existence of trace in unique
decomposition categories. For more detailed expositions, see [14,3].
Joyal et al. [20] introduced the notion of abstract trace on a balanced monoidal category (a monoidal category with
braidings and twists). This trace can be interpreted in various contexts where it could be called contraction, feedback,
parametrized fixed-point, Markov trace or braid closure. The notion of trace can be used to analyse the cyclic structures
encountered in computer science (see [18] for example), and in mathematics and physics, most notably in knot theory.
Since their introduction, traced symmetricmonoidal categories have found applications inmany different areas of computer
science; this paper constitutes yet another application. For more references see [17,3].
Definition 9. A traced symmetric monoidal category is a symmetric monoidal category (C,⊗, I, s)with a family of functions
TrUX,Y : C(X ⊗ U, Y ⊗ U) → C(X, Y ) called a trace, subject to the following naturality axioms. Here, s is the symmetry
morphism and for the sake of readability we shall work with strict monoidal categories. See Appendix A for a graphical
representation of the axioms below.
• Natural in X , TrUX,Y (f )g = TrUX ′,Y (f (g ⊗ 1U))where f : X ⊗ U → Y ⊗ U , g : X ′ → X ,
• Natural in Y , gTrUX,Y (f ) = TrUX,Y ′((g ⊗ 1U)f )where f : X ⊗ U → Y ⊗ U , g : Y → Y ′,
• Dinatural in U , TrUX,Y ((1Y ⊗ g)f ) = TrU ′X,Y (f (1X ⊗ g))where f : X ⊗ U → Y ⊗ U ′, g : U ′ → U ,
• Vanishing (I, II), Tr IX,Y (f ) = f and TrU⊗VX,Y (g) = TrUX,Y (TrVX⊗U,Y⊗U(g)) for f : X⊗ I → Y⊗ I and g : X⊗U⊗V → Y⊗U⊗V ,
• Superposing, TrUX⊗W ,Y⊗Z (g ⊗ f ) = g ⊗ TrUX,Y (f ) for f : X ⊗ U → Y ⊗ U and g : W → Z ,
• Yanking, TrUU,U(sU,U) = 1U .
2020 E. Haghverdi / Theoretical Computer Science 412 (2011) 2015–2028
Proposition 6 (Standard trace formula, [14]). Let C be a unique decomposition category such that for every X, Y ,U and f :
X ⊗ U → Y ⊗ U, the sum f11 +∑∞n=0 f12f n22f21 exists, where fij are the components of f . Then, C is traced and TrUX,Y (f ) =
f11 +∑∞n=0f12f n22f21.
The trace formula above is called the standard trace, and a UDC with such a trace is called a traced UDC with standard
trace. Note that a UDC can be traced with a trace different from the standard one. In this paper, all traced UDCs are the ones
with the standard trace. The categories Pfn of sets and partial functions, Rel of sets and relations, PInj of sets and partial
injections, and Hilb2 of Hilbert spaces with morphisms being partial isometries induced by injective maps are all examples
of traced UDCs, see [14,15,3] for more details. We shall content ourselves by giving an example of trace calculation in any
traced UDC. Let f : X ⊗ U → Y ⊗ U be given by
[
g 0
h 0
]
. Then
TrUX,Y (f ) = TrUX,Y
[
g 0
h 0
]
= g +∑n 00nh = g + 0h = g + 0 = g.
Here are some new results about the standard trace in a traced UDC. We shall find these facts useful in the sequel.
Lemma 7. Let C be a traced UDC. The trace operator is superadditive. That is to say, for f , g : X ⊗ U → Y ⊗ U such that f + g
exists, Tr(f )+ Tr(g) exists and Tr(f + g) ≥ Tr(f )+ Tr(g).
Proof. Suppose f =
[
a b
c d
]
and g =
[
a′ b′
c ′ d′
]
, then
Tr(f + g) = a+ a′ +∑n(b+ b′)(d+ d′)n(c + c ′)
= a+ bc + bdc + bd2c + · · · + a′ + b′c ′ + b′d′c ′ + b′d′2c ′ + · · · + O(a, b, . . . , d′)
= Tr(f ) + Tr(g) + O(a, b, . . . , d′) and thus Tr(f ) + Tr(g) ≤ Tr(f + g). Here, O(a, b, . . . , d′) stands for unspecified other
terms. 
Lemma 8. Let C be a traced UDC. The trace operator is monotonic. That is, given f , g : X ⊗ U → Y ⊗ U, with f ≤ g, we have
Tr(f ) ≤ Tr(g).
Proof. Suppose f ≤ g , then f +h = g for some h. Therefore, Tr(g) = Tr(f +h) ≥ Tr(f )+Tr(h) and hence Tr(f ) ≤ Tr(g). 
3. GoI situations and monoid actions
We shall recall the definition of a GoI situation which is the main mathematical ingredient needed to give a categorical
model for GoI. Indeed in [17] we use GoI situations based on traced UDCs to completely capture the work by Girard in
his GoI 1 paper [11]. In this section, we show that GoI situations induce monoid actions. We shall note that this monoid
action corresponds to an operation defined in [10]. Furthermore, this action plays a crucial role in our algebraic treatment
of recursion in Section 5.
Definition 10. A GoI situation is a triple (C, T ,U), where
1. C is a traced symmetric monoidal category
2. T : C → C is a traced symmetric monoidal functor with the following retractions (note that the retraction pairs are
monoidal natural transformations):
(a) TT ▹ T (e, e′) (Comultiplication)
(b) Id ▹ T (d, d′) (Dereliction)
(c) T ⊗ T ▹ T (c, c ′) (Contraction)
(d) KI ▹ T (w,w′) (Weakening). HereKI is the constant I functor.
Note that T ⊗ T ▹ T (c, c ′)means that there are monoidal natural transformations c : T ⊗ T → T and c ′ : T → T ⊗ T
such that c ′c = 1T⊗T . Similarly for the other retraction pairs.
3. U is an object of C, called a reflexive object, with retractions:
(a) U ⊗ U ▹ U (j, k), (b) I ▹ U , and (c) TU ▹ U (u, v).
Of course, as indicated by the terminology above, the functor T is used to interpret the exponential rules in linear logic [3].
Hereafter, we shall assume that U ⊗ U ∼= U (j, k) (not just a retraction).
3.1. GoI situations induce monoid actions
We shall see that a GoI situation (C, T ,U) induces a transitive monoid action of C(U,U) on itself.
Definition 11. Let (C, T ,U) be a GoI situation. We define a binary operation, denoted ‘‘·’’ on C(U,U) as follows: given
f , g ∈ C(U,U) define f · g = j TrU⊗UU,U (β(kgj ⊗ kfj)α) k, where α = (1U ⊗ 1U ⊗ sU,U)(1U ⊗ sU,U ⊗ 1U) and β =
(1U ⊗ 1U ⊗ sU,U)(1U ⊗ sU,U ⊗ 1U)(1U ⊗ 1U ⊗ sU,U). The binary operation above is associative and has a neutral element,
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namely jsU,Uk, and thus we have a monoid structure on C(U,U). There is an action of this monoid on itself as follows: Let
M ∈ C(U,U); then, we define the action ofM on C(U,U) by
M .f = TrUU,U(sU,U(f ⊗ 1U)(kMj)sU,U).
In Girard’s notation [10] (page 88), this is [M]f , provided that C is a traced UDC. See below for the graphical representations
of f · g andM .f .
Graphical representation of f · g
Graphical representation ofM .f
Remark 2. The binary composition operation of the monoid structure above is the symmetric feedback of Abramsky which
defines the composition operation in the category G(C), see [2,14]. Indeed f .g = f ◦g , where the right-hand side represents
the composition in the category G(C). The monoid action above is closely related to the notion of a datum [11,17]. This
monoid action is the same (up to pre- and postcomposition by permutations) as the application operation of a linear
combinatory algebra [3,14], indeed the application ofM to f in a linear combinatory algebra is defined by (jsU,UkMjsU,Uk).f .
If in addition C is a traced UDC, and hence has zero morphisms, then we can show that the action defined above is
transitive, that is for any f , g ∈ C(U,U) there is an M such that M .f = g , indeed let M = j(0UU ⊗ g)k. One can
proceed to define the usual notions associated with a monoid action as we do below. However, relating these notions to
GoI, computations, and linear combinatory algebras has to wait for a future paper. Let f ∈ C(U,U); then the orbit of f is
defined by O(f ) = {M .f |M ∈ C(U,U)}, and the stabilizer submonoid of f ∈ C(U,U) is defined by C(U,U)f = {M ∈
C(U,U) |M .f = f }.
Proposition 9. Suppose (C, T ,U) is a GoI situation with C a traced UDC. The monoid action above is monotonic with respect to
the sum-ordering relation on C(U,U). In other words, given f ≤ g, we have M .f ≤ M .g, for any M ∈ C(U,U).
Proof. Suppose f ≤ g , then f + h = g for some h.
M .g = M .(f + h)
= Tr(s((f + h)⊗ 1)kMjs)
= Tr[s((f ⊗ 1)kMj+ (h⊗ 0)kMj)s]
= Tr[s(f ⊗ 1)kMjs+ s(h⊗ 0)kMjs]
≥ Tr(s(f ⊗ 1)kMjs)+ Tr(s(h⊗ 0)kMjs), superadditivity of trace
= M .f + Tr(s(h⊗ 0)kMjs) = M .f + 0 = M .f .
Thus,M .f ≤ M .g . 
4. Types and algorithms
Throughout this section and the next, we shall work with a GoI situation (C, T ,U) endowed with an abstract
orthogonality relation [16] that we shall recall below. For details and motivation on the orthogonality relation, we refer the
interested reader to [16]. See also the importantwork byHyland and Schalk in [19] for the general definition of orthogonality
relation in a symmetricmonoidal closed category and its connections tomodels of linear logic.Wewill try to capture Girard’s
results in GoI 2, in particular the essential notions of an algorithm, a deadlock-free algorithm, weak nilpotency, weak types,
and the main theorems on recursion and the fixed point operator.
Definition 12. Let C be a traced symmetric monoidal category. A (strong) orthogonality relation on C is a family of relations
⊥UV between maps u : V → U and x : U → V , denoted V u−→ U ⊥UV U x−→ V , subject to the following axioms:
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(i) Isomorphism: Let f : U⊗V ′ → V⊗U ′ and fˆ : U ′⊗V → V ′⊗U be such that TrV ′(TrU ′((1⊗1⊗sU ′,V ′)α−1(f⊗fˆ )α)) = sU,V
and TrV (TrU((1⊗ 1⊗ sU,V )α−1(fˆ ⊗ f )α)) = sU ′,V ′ . Here α = (1⊗ 1⊗ s)(1⊗ s⊗ 1)with s at appropriate types. Note
that this simply means that f : (U, V ) → (U ′, V ′) and fˆ : (U ′, V ′) → (U, V ) are inverses of each other in G(C) (the
compact closure of C, [14,3].) Then, for all u : V → U and x : U → V ,
u ⊥UV x iff TrUV ′,U ′(sU,U ′(u⊗ 1U ′)fsV ′,U) ⊥U ′V ′ TrVU ′,V ′((1V ′ ⊗ x)fˆ );
that is, orthogonality is invariant under isomorphism. This is so because the expressions above correspond to
composition of u and f , and x and fˆ in the compact closed category G(C). See Appendix B for a graphical representation
of this axiom.
(ii) Precise tensor: For all u : V → U , v : V ′ → U ′ and h : U ⊗ U ′ → V ⊗ V ′,
(u⊗ v) ⊥U⊗U ′,V⊗V ′ h,
iff
v ⊥U ′V ′ TrUU ′,V ′(sU,V ′(u⊗ 1V ′)hsU ′,U) and u ⊥UV TrU
′
U,V ((1⊗ v)h)
(iii) Identity: For all u : V → U and x : U → V , u ⊥UV x implies 1I ⊥II TrVI,I(xu).
(iv) Symmetry: For all u : V → U and x : U → V , u ⊥UV x iff x ⊥VU u.
If the underlying category C in the GoI situation is a traced UDC, then we need to demand some compatibility axioms
that relate the orthogonality relation to the additive structure on the homsets of C.
Definition 13 (Additive compatibility). Suppose C is a traced UDC, we say that the orthogonality relation⊥ on C is additive
compatible if the following axioms are satisfied.
(AC1) For all x : U → V , 0VU ⊥UV x.
(AC2) For all u, v : V → U and x : U → V , if u+ v exists and (u+ v) ⊥UV x, then u ⊥UV x.
(AC3) Let {ui : V → U}i∈I be a (countable) family, and x : U → V be a morphism, then if∑i∈F ui exists and∑i∈F ui ⊥UV x
for all finite subsets F ⊆ I , then∑i∈I ui ⊥UV x, whenever∑i∈I ui exists.
We define the notion of an aperiodic relation on a set and on a Hilbert space as follows. Let R : X → X be a binary relation
on a set X . We say that R is periodic if there exists a natural number n ≥ 1 such that (x, x) ∈ Rn for some x ∈ X . A periodic
linear relation R on a Hilbert space H is such that (x, x) ∈ Rn for some non-zero x ∈ X , and some natural number n ≥ 1. We
say that such a relation R is aperiodic if it is not periodic.We shall present our examples of additive compatible orthogonality
relations below.
Example 2. Let C be any of the traced UDCs, PInj, Pfn, or Rel. Recall that f : X → X is said to be nilpotent if there exists an
integer n ≥ 1 such that f n = 0 (the zero morphism.) Given f : U → V and g : V → U , define f ⊥ g iff gf is nilpotent. Then
⊥ is an additive compatible orthogonality relation.
Example 3. Let C be any of the traced UDCs, PInj , Pfn , or Rel. Given f : U → V and g : V → U , define f ⊥ g iff gf is
aperiodic. Then⊥ is an additive compatible orthogonality relation.
Example 4. In the category Hilb2, a morphism f : H → H is aperiodic if for all n ≥ 1 and all x ≠ 0, f n(x) ≠ x. Now given
f : U → V and g : V → U we define f ⊥ g iff gf is aperiodic. Then,⊥ is an additive compatible orthogonality relation.
In [10] (Theorem1, page 82), Girard shows that in the categoryHilb2, the notion of aperiodicity of amorphism f : H → H
is equivalent to that of weak nilpotency of f . He then proceeds to define a weak orthogonality relation using the notion
of weak nilpotency, and weak types using the notion of weak orthogonality. We generalize this situation into a context
where types are defined using an abstract orthogonality relation and weak nilpotency = aperiodicity is just an example
of an abstract orthogonality relation. Thus, types are always uniformly defined using the notion of abstract orthogonality.
Moreover, we shall use the notion of abstract orthogonality to capture the definition of deadlock-free algorithms introduced
in [10]. The key point to understand in our approach is that we take the notion of orthogonality as central and the rest
simply follows from there using the structure provided by a GoI situation. Moreover, as mentioned earlier, by adopting such
a general approach we reveal more structure compared to [10], see Theorem 11, and Propositions 12 and 13.
Definition 14. Let S = (C, T ,U,⊥) be a tuple where (C, T ,U) is a GoI situation and ⊥ is an orthogonality relation on C,
we call such a tuple, a GoI structure. A type X is a subset of C(U,U) such that X⊥⊥ = X where X⊥ = {f ∈ C(U,U) | f ⊥
g, ∀g ∈ X}.
Proposition 10. Let S = (C, T ,U,⊥) be a GoI structure, whereC is a traced UDC, and⊥ is additive compatible. Let X be a type.
Then, the following hold.
(i) 0UU ∈ X.
(ii) Let f , g ∈ C(U,U). If f + g exists and is in X, then f ∈ X.
(iii) Let {fi}i∈I be a family in C(U,U). If∑i∈F fi exists and is in X for every finite F ⊆ I , then∑i∈I fi is in X, whenever it exists.
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Proof. (i) Suppose α ∈ X⊥, by (AC1) 0UU ⊥ α, thus 0UU ∈ X⊥⊥ = X .
(ii) We have that (f + g) ⊥ α for all α ∈ X⊥, thus by (AC2), f ⊥ α for all α ∈ X⊥ and thus f ∈ X⊥⊥ = X .
(iii) Follows from (AC3) similarly to the case above. 
Remark 3. Note that the second and third properties of a type, in conjunction with Proposition 4, imply that a type is an
additive-closed subset of the topological space C(U,U), whenever C(U,U) is a PAM.
Notation. We shall use Un to denote the n-fold tensor product of U by itself, that is U ⊗ U ⊗ · · · ⊗ U , n times. Similarly for
a morphism g , g⊗n denotes the n-fold tensor product of the morphism g by itself. We shall use sm,n to denote the symmetry
morphism from Um ⊗ Un to Un ⊗ Um. Moreover, in a GoI situation (C, T ,U) we shall always use U ⊗ U ▹ U (j, k) and
TU ▹ U (u, v).
Definition 15. Let S = (C, T ,U,⊥) be a GoI structure, where C is a traced UDC. An algorithm in S is a pair (f , σ ) where
f : Un+2m → Un+2m and σ = s⊗m : U2m → U2m for some nonnegative integers m and n. Here s : U ⊗ U → U ⊗ U is the
symmetry morphism. Ifm = 0, then σ = 1I , the identity on the tensor unit I . If both n andm are zero, then f = σ = 1I . The
execution formula
EX(f , σ ) = TrU2mUn,Un((1⊗ σ)f )
is called the computation of the algorithm (f , σ ). An algorithm (f , σ ) is said to be deadlock-free if f ⊥ (0nn ⊗ σ), where
0nn : Un → Un is the zero morphism. An algorithm (f , σ ) is said to be of type X , if EX(f , σ ) (viewed as a morphism on U ,
using retraction morphisms) belongs in X .
Note that the execution formula always make sense for any algorithm (f , σ ), simply because C is a traced category and
the execution formula is defined as the trace of a certain morphism. Therefore, every algorithm has a computation given
by the execution formula; however, not every algorithm is deadlock-free. The notion of deadlock-freeness is defined as a
function of the given orthogonality relation. So for example, if the notion of orthogonality is taken to be that of nilpotency,
then a deadlock-free algorithm means a computation with finitely many terms. For example, under this notion the GoI
interpretation of any MELL proof [11,17] is a deadlock-free algorithm. If one takes orthogonality to be aperiodicity, then a
deadlock-free algorithm is one where all terms are aperiodic but there could very well be infinitely many terms, etc. It is a
very illuminating research question to see what other interesting notions of deadlock-freeness one can obtain by varying
the orthogonality relation.
Theorem 11. Let (f , σ ⊗ τ) be an algorithm in a GoI structure S = (C, T ,U,⊥) where C is a traced UDC, f : Un ⊗ U2m ⊗
U2m
′ → Un⊗ U2m⊗ U2m′ , σ : U2m → U2m, and τ : U2m′ → U2m′ , then EX(f , σ ⊗ τ) = EX(EX(f , τ ), σ ) = EX(EX(f˜ , σ ), τ ),
where f˜ = (1n⊗ s2m,2m′)f (1n⊗ s2m′,2m). Moreover, the algorithm (f , σ ⊗ τ) is deadlock-free iff (EX(f , τ ), σ ) and (EX(f˜ , σ ), τ )
are deadlock-free.
Proof. The proof of the first part was already given in [17]; it essentially follows from properties of the trace operator. As
for the second part: suppose (f , σ ⊗ τ) is a deadlock-free algorithm, then f ⊥ ((0 ⊗ σ) ⊗ τ); thus, by the precise tensor
axiom we have EX(f , τ ) ⊥ (0⊗ σ) and so (EX(f , τ ), σ ) is deadlock-free. Moreover, as f ⊥ ((0⊗ σ)⊗ τ), by isomorphism
axiom we have f˜ ⊥ ((0⊗ τ)⊗ σ), which using the precise tensor axiom implies that (EX(f˜ , σ ), τ ) is deadlock-free.
Conversely, suppose (EX(f , τ ), σ ) and (EX(f˜ , σ ), τ ) are deadlock-free, thus EX(f , τ ) ⊥ 0 ⊗ σ and EX(f˜ , σ ) ⊥ 0 ⊗ τ ,
the latter, using the precise tensor axiom implies that Tr(sn,2m′(0 ⊗ 12m′)EX(f˜ , σ )s2m′,n) = Tr(sn⊗2m,2m′(0 ⊗ σ ⊗
12m′)fs2m′,n⊗2m) ⊥ τ and hence f ⊥ ((0⊗ σ)⊗ τ), by precise tensor axiom. 
Definition 16. Let S = (C, T ,U,⊥) be a GoI structure with U ⊗ U ▹ U (j, k) and TU ▹ U (u, v). Let X and Y be types, we
define
• X ⊗ Y = {j(a⊗ b)k | a ∈ X, b ∈ Y }⊥⊥
• !X = {uT (a)v | a ∈ X}⊥⊥
• X −◦ Y = (X ⊗ Y⊥)⊥ = {j(a⊗ b)k | a ∈ X, b ∈ Y⊥}⊥
• X ⇒ Y = (!X) −◦ Y .
Proposition 12. Let S = (C, T ,U,⊥) be a GoI structure and f ∈ C(U,U). Then f ∈ X −◦ Y , iff f .g ∈ Y , for all g ∈ X, and
f ⊥.h ∈ X⊥, for all h ∈ Y⊥, where f ⊥ = js(kfj)sk.
Proof. Suppose f ∈ X −◦ Y , then f ⊥ j(a⊗ b)k for all a ∈ X and b ∈ Y⊥. By isomorphism axiom we have kfj ⊥ (a⊗ b) and
by precise tensor axiom, Tr(s(a⊗ 1)(kfj)s) ⊥ b, thus f .a ∈ Y , also Tr((1⊗ b)(kfj)) = f ⊥.b ⊥ a.
Conversely, suppose f .a ⊥ b and f ⊥.b ⊥ a, for all a ∈ X and b ∈ Y⊥. Then, we have Tr(s(a ⊗ 1)(kfj)s) ⊥ b, and
Tr((1⊗ b)(kfj)) ⊥ a, respectively and by precise tensor axiom, kfj ⊥ (a⊗ b), and so f ∈ X −◦ Y . 
The following definition is due to Girard, [10]. We restate it in our categorical context.
Definition 17 (Kleene bracket). Let S = (C, T ,U,⊥) be a GoI structure. For f , g ∈ C(U,U), we define the Kleene bracket,
{f }g by {f }g := f .(uT (g)v).
Proposition 13. Let S = (C, T ,U,⊥) be a GoI structure and f ∈ C(U,U). Then, f ∈ X ⇒ Y , iff {f }g ∈ Y , for all g ∈ X, and
f ⊥.h ∈?X⊥, for all h ∈ Y⊥, where f ⊥ = js(kfj)sk.
Proof. Recall that X ⇒ Y = !X −◦ Y , by Proposition 12 above, f ∈ X ⇒ Y iff f .a ∈ Y , for all a ∈!X and f ⊥.b ∈ (!X)⊥ =?X⊥,
for all b ∈ Y⊥. The former conjunct implies {f }α = f .uT (α)v ∈ Y , for all α ∈ X . 
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5. Fixed point theorems
In this section, we prove the main theorems of this paper. Namely, we show that any object of type X −◦ X has a least
fixed point with respect to the monoid action of Section 3. This will allow us to offer an alternative to the mathematical
treatment of recursion by Moschovakis [29] which involves simultaneous fixed points of recursive operators. In the current
treatment, it suffices to study the fixed points of linear functions, i.e. elements of X −◦ X . More explicitly (see the discussion
in [10] too), let M ∈ X ⇒ X , then one defines M ′ = j(u ⊗ u)(eU ⊗ 1)T ((v ⊗ 1)(kMj)(u ⊗ 1))(e′U ⊗ 1)(v ⊗ v)k, where
the morphisms used in the definition are the structure morphisms in a GoI situation. Note that M ′ ∈!X −◦!X; let β be
the least fixed point of M ′. Then, if T is a faithful functor, this will induce a least fixed point γ for M , that is we will have
{M}γ = γ where uT (γ )v = β . Similarly if one is looking for the simultaneous fixed point of objects of type !X⊗!Y −◦ X
and !X⊗!Y −◦ Y , one defines an object of type !X⊗!Y −◦!X⊗!Y , fromwhose fixed point one can get the desired one. Notice
finally that we get to choose the functor T when defining a GoI structure. Indeed, all our examples for GoI situations in [14,
3,17] use faithful functors T .
Throughout this section, we shall be working with a GoI structure S = (C, T ,U,⊥) where C is a traced UDC whose
homsets C(U,U) are additive domains (see Definition 4), and where⊥ is an additive compatible orthogonality relation.
Theorem 14 (Main Theorem). Let X be a type and M ∈ X −◦ X. Then, there exists β ∈ X such that M .β = β , and for any other
γ such that M .γ = γ we have β ≤ γ . That is to say, β is the least fixed point of M.
Proof. Consider the sequence (βi)i≥0 in C(U,U) defined by β0 = 0UU , βi+1 = M .βi, for i ≥ 0. Recall that β0 = 0 ≤ β1
and by induction and Proposition 9, we have that βi ≤ βi+1 for all i ∈ N. Thus (βi) is an ascending chain and hence has a
limit which is unique because C(U,U) is an additive domain. Let β = lim(βi). We need to show thatM .β = β . Now, note
that βi+1 = M .βi = d +∑n≥0 c(βia)nβib for all i ≥ 0, where a = k1Mj1, b = k1Mj2, c = k2Mj1, and d = k2Mj2. On the
one hand, we have β = lim(βi+1), and on the other hand, by Proposition 2 we have lim(βi+1) = d+∑n c(βa)nβb = M .β .
Next we need to show that β ∈ X . Note that 0 ∈ X by Proposition 10, and by induction and Proposition 12, βi ∈ X for all i.
Therefore, (βi) is a sequence in X , now recall that types are additive closed subsets of C(U,U) with the additive topology,
and by Proposition 4(5), X is closed under topological limits which agree with limits of sequences in PAMs. Therefore β ∈ X .
Next suppose γ ∈ X such that M .γ = γ , then we show by induction that βi ≤ γ for all i ∈ N. For i = 0, it is clear as
β0 = 0, now suppose βk ≤ γ , then βk+1 = M .βk ≤ M .γ = γ . But then β ≤ γ , as limits are least upper bounds in any
additive domain. We have thus proven that β is the least fixed point ofM . 
Remark 4. • The theorem above is an extension of the analogous fixed point theorem proven by Girard in [10] (Theorem
4, page 89) in the context of operator algebraic models. Our theorem extends this result to any GoI structure where the
underlying category is a traced UDC whose homsets are additive domains. Thus, we get fixed point operators in any traced
UDCwith PInj being just one example. It remains to be seen if this generalization can also say something new on computing
such fixed point operators.
• Note that C(U,U) is an additive domain and let’s define the mapping Ψ : C(U,U)→ C(U,U) such that Ψ (f ) = M .f
for a fixed given M and every f ∈ C(U,U). Then, it is clear that β is the least fixed point of Ψ . Thus, the natural question
arises as towhether one could use Tarski’s or Kleene’s fixed point theorems to prove the Theorem above.We show that none
of these theorems are applicable.C(U,U) is not necessarily a complete lattice, so althoughΨ is a monotonemapwe cannot
use Tarski’s fixed point theorem. On the other hand, the continuity of Ψ (commuting with limits = sups) is equivalent to
additivity of the monoid action above, that is M .(
∑
i fi) =
∑
i M .fi on ascending chains, which is not true in general. Thus,
Kleene’s fixed point theorem does not apply here either.
• Recall the definition of the monoid action from Section 3. The computation of a linear function M ∈ X −◦ X on an
object α of type X is given by the action ofM on α. This yields an object of type X . In this way, the monoid action of Section 3
is related to computations of linear functions on various objects of appropriate types. Moreover, the least fixed point of the
action of such anM yields recursively defined objects.
In [10], Girard gives an intrinsic description of the least fixed point β of a morphism M ∈ X −◦ X . He also shows that
one can define a grammar that generates β . Both this description and the generating grammar remain valid and unchanged
in our more general case too. We will discuss the intrinsic characterization of β and refer the interested reader to [10] for
the definition of the generating grammar.
Proposition 15. Let X be a type, M ∈ X −◦ X with kMj =
[
a b
c d
]
. Then, the least fixed point β of M is the sum of monomials
in the setL defined as the smallest set satisfying:
• d ∈ L,
• For any integer n ≥ 0, if d0, d1, . . . , dn ∈ L, then cd0ad1ad2 · · · adnb ∈ L.
Proof. Note that β is the unique limit of the sequence (βk) as defined in Theorem 14. Therefore, there is a unique sequence
(xk) such that βn =∑ni=0 xi for all n ≥ 0, and β =∑i xi. Therefore β is a sum of monomials xi. By direct calculation we see
that x0 = 0, x1 = d, x2 =∑n c(da)n(db), etc. 
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The following theorem provides us with the definition of a fixed point operatorΦ which given anyM ∈ X −◦ X for any
type X , and under mild conditions yields the least fixed point ofM .
Theorem 16. Let S = (C, T ,U,⊥) be a GoI structure, X be a type, M ∈ X −◦ X, andω ∈ X be the least fixed point of M. Suppose
in addition that there is a monoidal natural retraction T ▹ T (r, r ′) such that d′U rU = 0 and r ′UdU = 0, where Id▹ T (d, d′). Then,
there is aΦ ∈ C(U,U) such that
Φ .(j(u⊗ u)T (kMj)(v ⊗ v)k) = ω.
Proof. Let kMj =
[
α β
γ δ
]
.
Then (u⊗ u)T (kMj)(v ⊗ v) =
[
uT (α)v uT (β)v
uT (γ )v uT (δ)v
]
.
DefineΦ = j(j⊗ 1)ϕ(k⊗ 1)kwhere ϕ is given by
ϕ =
 0 ur ′Uv 0
urUv 0 udU
0 d′Uv 0

.
ThenΦ .(j(u⊗ u)T (kMj)(v⊗ v)k) is a sum of monomials of the form d′UmdU andm can be written as T (A)ψ where A is a
morphismbuilt out ofα, β, γ and δ andψ is amorphismbuilt from rU and r ′U , this is because r, r ′ are natural transformations.
Direct computations show thatwe get all the termswe need, the important thing here is to see howone gets rid of unwanted
terms. Any unwanted term will either have an occurrence of d′U rU , or r
′
UdU and hence will be the zero morphism. Finally,
using the naturality of dU and d′U we will be left with the sum of monomials described in Proposition 15 above. 
We shall show that the conditions of the theorem above are satisfied in all of the examples of GoI situations that we know
and have used in [14,3], and elsewhere.
Example 5. Let S = (C, T ,U,⊥) be the GoI structure with C = PInj, U = N (the set of natural numbers), TA = N × A
and f ⊥ g iff gf is nilpotent. The monoidal transformations needed to make this into a GoI structure are given in several
references and we shall not repeat those as we do not use all of them. The interested reader can refer to [14,3,17]. For this
example dA : A → N× A can be chosen as dA(a) = (0, a), and d′A is then defined by d′A(n, a) = a if n = 0; and is undefined
otherwise. We define rA : N × A → N × A by rA(n, a) = (2n + 1, a) and r ′A(n, a) = (n − 1)/2 if n is odd; and undefined
otherwise. Clearly, rA, r ′A are natural transformations and d
′
ArA = 0, the zero morphism.
The definitions above work for Rel and Pfn and their images under the ℓ2 functor work for Hilb2.
6. Conclusions and future work
In this paper, we have used the machinery of partially additive monoids and their variations, the notion of sum-ordering
and limits in such monoids, as well as unique decomposition categories to give a formulation of recursion in terms of fixed
points of linear functions as was initiated in Girard’s work [10]. We have extended the framework of [10] from Hilb2 to any
traced UDC where the homsets are additive domains. We have also shown that in all known GoI situations we can define
a fixed point operator for any linear function, i.e. elements of X −◦ X . Further work needs to be done in at least three
different directions: (1) comparing and relating this formulation of recursion to that given by Moschovakis [29] in terms of
simultaneous fixed points of recursive operators etc.; (2) using this framework to analyze recursive definitions for functions
in mathematics and in semantics of programming languages, similar work appears in [30,31], and in [22], in the context of
functional programming languages; and (3) comparing and relating this formulation of recursion to the work by Arbib and
Manes on pattern-of-calls expansion and the power series analysis of recursive specifications, see [26,1].
Undoubtedly this work takes only the first steps in the direction of a new categorical formulation of fixed point theorems
and fixed point operators inspired by GoI. There are numerous papers dealing with fixed point operators in categorical
settings, it will be interesting to see how the approach here relates to those in the literature.
An imminent and important research question is the investigation of the work known as context semantics [13,23,7,8] in
the light of the abstract approach advocated in this paper. Context semantics offers a very concrete approach to GoI and it
is very important to see if our work can provide any insights into this body of work. Moreover as pointerd out by Mairson
in [23], context semantics is related to ideas from game semantics, used to prove full abstraction theorems for PCF and other
lambda-calculus variants. We shall carry out such a comparison in future work to see how our abstract formulation in this
paper relates to ideas from game semantics in their abstract formulations.
Given that we have a categorical and algebraic way of dealing with recursion, it would be pertinent to use this machinery
to give an analysis of non-SN terms of lambda calculus. In particular, one expects to find interesting recurring patterns in the
reduction paths of non-SN terms, one example can be found in Danos’s Ph.D. thesis [9] for the termΩ . Further analysis of
such patterns will shed light on complexity of such terms andwill make a behavioral classification theory for such infinitary
terms possible. Such terms have not been studied much in the literature, see [32] for an exception, perhaps because their
2026 E. Haghverdi / Theoretical Computer Science 412 (2011) 2015–2028
non-finitary behaviour was viewed as undesirable. However, we believe they can be an inspiring source of information on
formulating novel complexity measures.
Appendix A. Graphical representation of trace axioms
Naturality in X
Naturality in Y
Dinaturality in U
Vanishing I
Vanishing II
Superposing
Yanking
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Appendix B. Graphical representation of the isomorphism axiom
If
and
then
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