Abstract. We construct countable Markov partitions for non-uniformly hyperbolic diffeomorphisms on compact manifolds of any dimension, extending earlier work of Sarig [Sar13] for surfaces.
0. Introduction 0.1. Main results. Let G be a directed graph with a countable collection of vertices V s.t. every vertex has at least one edge coming in, and at least one edge coming out. The topological Markov shift (TMS) associated to G is the set Σ = Σ(G) := {(v) i∈Z ∈ V Z : v i → v i+1 ∀i ∈ Z}, equipped with the left-shift σ : Σ → Σ, σ((v i ) i∈Z ) = (v i+1 ) i∈Z , and the metric d(u, v) := exp(− min{n ∈ N 0 : u n = v n or u −n = v −n }). Thus Σ is a complete separable metric space. Σ is compact iff G is finite. Σ is locally compact iff every vertex of G has finite degree. A subshift of the TMS is a subset of Σ which corresponds to a subgraph of G with the same properties, the same metric and equipped with the left-shift.
This work is a part of a M.Sc thesis at the Weizmann Institute of Science. The author was partly supported by the ISF grant 199/14.
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For a given TMS Σ, we define:
Notice that by the Poincaré recurrence theorem every σ-invariant probability measure gives Σ # full measure. Furthermore, notice that every periodic point of σ is in Σ # . Let f be a C 1+β diffeomorphism on a compact smooth boundary-less manifold M of a dimension greater than 1. Here b ∈ (0, 1) is the Hölder exponent of df .
We say that an ergodic f -invariant probability measure µ is a hyperbolic measure, if it has no zero Lyapunov exponents, and there are at least one positive and one negative exponent. For such a hyperbolic measure we define χ(µ) := min{|χ i | : χ i is a Lyapunov exponent of µ}, and if 0 < χ ≤ χ(µ), we say µ is χ-hyperbolic. Similarly, we call a Lyapunon regular point in the manifold χ-hyperbolic, if its Lyapunov exponents are bounded away from 0 by χ.
Theorem 0.1.1. For every χ > 0 there exists a locally compact TMS Σ χ , and a Hölder continuous map π χ : Σ χ → M s.t. :
(1)
is of full measure w.r.t any χ-hyperbolic measure; moreover, every point in π χ [Σ Remark: Our bound for the Hölder exponent of π χ decays to zero as χ → 0 (see the proof of proposition 1.3.20 and theorem 1.3.21). We denote the set of states of Σ χ by V χ .
Theorem 0.1.2. For every χ-hyperbolic measure µ on M there is an ergodic σ-invariant probability measurê µ on Σ χ , such that µ equalsμ • π −1 χ and they both have the same metric entropy. Remark: The correspondence of measures in theorem 0.1.2 is in-fact two-sided, we explain it briefly: ifμ is an ergodic σ-invariant probability measure on Σ χ , then µ :=μ • π −1 χ is an ergodic f -invariant probability measure on M , and µ has the same entropy asμ because π χ is finite-to-one on Σ # χ , which is of fullμ-measure as argued. π χ is into the set of χ-hyperbolic points, hence µ would be χ-hyperbolic as well.
Theorem 0.1.3. For Σ χ from theorem 0.1.1, there exists a function ϕ χ : V χ × V χ → N s.t. for every x ∈ M which can be written as x = π χ ((v i ) i∈Z ) with v i = u for infinitely many negative i, and v i = w for infinitely many positive i: |π Theorem 0.2.1. Suppose f is a C 1+β diffeomorphism of a compact smooth boundary-less manifold of a dimension greater than 1, and suppose f has a hyperbolic measure which realizes the topological entropy. Then ∃p ∈ Ns.t. lim inf n→∞,p|n e −nhtop(f ) P n (f ) > 0 where P n (f ) := #{x ∈ M : f n (x) = x} and h top (f ) is the topological entropy.
Theorem 0.2.2. Suppose f is a C 1+β diffeomorphism of a compact smooth boundary-less manifold of a dimension greater than 1. Then f possesses at most countably many hyperbolic measures which realize the topological entropy.
Theorems 0.2.1 and 0.2.2 follows from our main results as in [Sar13] , see also [Kat07, Buz09] . Unlike in the case of surfaces, in dimension 3 and onwards it is not necessarily true that a measure of maximal entropy would be hyperbolic.
Comparison to other results in the literature.
Markov partitions for diffeomorphisms (defined as in [AW67, AW70, Sin68b, Bow70, Sar13]) were previously constructed for: Hyperbolic toral automorphisms [AW67] , Anosov diffeomorphisms [Sin68b, Sin68a] , pseudo-Anosov diffeomorphisms [FS79] , Axiom A diffeomorphisms [Bow70, Bow71] , and general diffeomorphisms of surfaces [Sar13] . For flows, see [Rat69, Rat73, Bow73, LS] . For maps with singularities, see [BS81, Lc] .
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This work treats the case of manifolds of a general dimension, for general diffeomorhpisms.
Katok's work shows that for a C 1+β surface diffeomorphism f with positive entropy-∀ǫ > 0 ∃ a compact invariant subset Λ ǫ s.t. f : Λ ǫ → Λ ǫ has a finite Markov partition, and h top (f | Λǫ ) > h top (f ) − ǫ. Typically, Λ ǫ will have zero measure w.r.t. ergodic invariant measures with large entropy. This paper constructs a "horseshoe" ("Katok Horseshoes" are defined in [Kat80, Kat84] , [KM95] ) π χ [Σ χ ] with full measure for all hyperbolic measures (in the case of surfaces, positive entropy means hyperbolicty). 0.4. Overview of the construction of the Markov partition. Bowen's construction of Markov partitions for uniformly hyperbolic diffeomorhisms ( [Bow78, Bow08] ) uses Anosov's shadowing theory for pseudoorbits. This theory fails for general non-uniformly hyperbolic diffeomorphisms. In dimension two, Sarig developed an alternative shadowing theory which does work in the non-uniformly hyperbolic setup. It consists of
(1) Definition of "ǫ-chains".
(2) shadowing lemma: every ǫ-chain "shadows" some orbit.
(3) Inverse problem: comparison of ǫ-chains which shadow the same orbit. These properties, once established, allow the construction of Markov partitions using the method of Bowen ([Sar13] ). Sarig worked in dimension two. We will generalize his work to the higher dimensional case. Most of the work is to obtain the fine Graph Transform needed for the shadowing lemma ( §1.3.2) and the properties of the local stable and unstable manifold which are required to solve the inverse problem ( §2.1 and §2.2).
Some parts of the argument require major changes of the two dimensional argument-we will give the details. In other parts (e.g. construction of Markov partitions given 1. , 2. and 3.) we will omit the details and give reference to the literature. 0.5. Reduction to the orientable case. Throughout this paper we assume that M is orientable-this assumption does not harm generality since an easy reduction can be made: One can look at the orientable double cover of M , denoted by M . (Recall that M can be defined as a set by the collection of (x, o x ) where x ∈ M and o x is an orientation in x, or equivalently an equivalence class of bases for T x M ; M is equipped with the topology generated by the corresponding subset of M for every open, oriented subset of M ). Hence one can definef ((x, o x )) := (f (x), o(d x f (b))) where b is some basis for T x M from the equivalence class o x , o(b) is the equivalence class of a basis b. It is easy to see that in this casef is invertible, and act locally like f , hence also in Diff 1+β ( M ) if f is in Diff 1+β (M ).
0.6. Notations.
(1) For any normed vector space V , we will denote by V (1) the unit sphere in V .
(2) We often write f -inv. in short for f -invariant; or ineq. in short for inequality; or const. for constant; Eq. in short for equation; or C.S for Cauchy-Schwarz. (3) For a linear transformation L between two inner-product spaces V, W of finite dimension, the Frobenius norm is defined by L F r = i,j a 2 ij , where (a ij ) is the representing matrix for L, under the choice of some two orthonormal bases for V and W . This definition is proper. (4) When an argument which is being made holds for two cases notated by different scripts, we write in short the two cases together, with the two scripts separated by a "/", respectively. For example, π χ (u x/y ) = x/y means π χ (u x ) = x and π χ (u y ) = y.
0.7. Acknowledgements. I would like to thank my advisor, Omri Sarig, for the patient guidance, encouragement and advice he has provided throughout my time as his student. I would also like to thank the Weizmann Institute for excellent working conditions. Finally, special thanks to Yakov Pesin and Yuri Lima for useful discussions.
Chains as pseudo-orbits
Let f be a C 1+β diffeomorphism of a smooth, compact and orientable boundary-less manifold M of dimension d.
Pesin charts.
3 1.1.1. Non-uniform hyperbolicty. By the Oseledec theorem, we get the splitting of T x M , for any regular point (a point for which the Oseledec theorem holds), into subspaces H i (x) corresponding to the Lyapunov exponent χ i (x). The splitting T x M = ⊕ k(x) i=1 H i (x) can be used to diagonalize the action of df . Denote dim(H i (x)) = l i (x). From the Oseledec theorem we also get the almost-everywhere (w.r.t any invariant measure) corresponding limit for the cocycle d x f n : Λ(x) := lim n→∞ ((d x f n ) t d x f n ) 1 2n . Points for which this limit exists are called Lyapunov regular.
Definition 1.1.1.
(1) For any Lyapunon regular x ∈ M , define s(x) := #{χ i (x) < 0}, where χ i (x) is the i-th smallest Lyapunov exponent at x.
We will restrict ourselves for cases where s(x) ∈ {1, ..., d−1}-the hyperbolic case. The assumption of s(x) = 0, d doesn't follow from the rest of our assumptions by the example of the linear map z → 2z on the Riemann sphere, with the Dirac measure at 0. This would have only positive Lyapunov exponents, with 0 metric entropy for a smooth dynamical system. (2) The non-uniformly hyperbolic set of points is defined for every χ > 0 as follows:
, min{|χ i (x)|} > χ, s(x) ∈ {1, ..., d − 1}}
Where χ i are the Lyapunov exponents, given by the Oseledec theorem.
Notice that due to the fact that χ i are f -inv. functions, χ i are const. a.e. for every ergodic invariant measure. (3) We can thus define the following quantity for such measures which only depends on the measure (in oppose to depending on a point w.r.t to a measure):
χ(µ) := min{|χ i | : χ i is a Lyapunov exponent of µ} Claim 1.1.2. ∀µ an f -inv.and ergodic Borel probability measure such that χ(µ) ≥ χ: µ(N U H χ ) = 1
Proof. Denote the set of points with for which Lyapunov values exist w.r.t µ by t µ . By Oseledec theorem: 1 = µ(t µ ) ≤ µ(N U H χ )
1.1.2. Lyapunov change of coordinates.
Definition 1.1.3.
• For some point x ∈ N U H χ : H s (x) := ⊕ i:χi<0 H i (x), H u (x) := ⊕ i:χi>0 H i (x).
• For two linear vector spaces V and W , GL(V, W ) is the space of invertible linear transformations between V and W . 
Where D s/u (x) is an s(x)×s(x)/ d−s(x)×d−s(x) block (recall the notation from §0.6 section 4.), respectively. In addition, for every x ∈ N U H χ we can decompose
, and C χ (x) sends each R s(x)/d−s(x) to H s/u (x). Furthermore, ∃κ(χ, f ) s.t. Notice that for a fixed point x ∈ N U H χ , the sum converges locally-uniform ly on H s (x), H u (x). Define: 
where κ = max{e
The same holds for D u :
, we get:
Let w s ∈ R s(x) , and define v s := C χ (x)w s :
The same way goes to show that
Claim 1.1.5. D χ (x) extends to a cocycle the following way:
D χ and df have the same Lyapunov spectrum.
Proof. See e.g. [KM95] , last part of theorem S.2.10.
Claim 1.1.6.
1 By the orientability of M , there exist a measurable family of positively oriented and orthonormal (w.r.t to the Riemannian metric) bases of TxM , (ẽ 1 (x), ...,ẽ d (x)). Using projections to H s/u (x) (which are defined measurably), and the Gram-Schmidt process, we construct orthonormal bases for H s/u (x) in a measurable way, w.r.t to ·, · ′ x,s/u . Denote these bases by
and
, respectively. Define C −1
(∵ the spectra of D χ and df are equal and cancel each other)
And by remembering C −1 χ (·) ≥ 1 we get that the limit-inferior of the same expression is greater or equal to zero.
By
we get the other sided ineq. for C χ (f n (x)). Similar arguments are being done for the liminf and limsup of C χ (x) . Theorem 1.1.7. There exists an F 0 > 0 only depending on f, χ and M such that:
Proof.
where, | · |-when applied on a tangent vector at x-is the Riemannian norm on T x M , and
Claim 1 : For a fixed x ∈ N U H χ the RHS expression is continuous in ξ, η.
Proof : The norms of vectors clearly are. So we are left to show continuity for S 2 , and it's done similarly for
). We first show that S 2 (x) is finite: Choose some orthonormal basis (g i ) i for (for an instance) H s (x), and let v ∈ H s (x)(1), then
A similar calculation is done for U , and this is enough to write the terms in the numerator with those of the denominator times an independent constant. Claim 3 : The right fraction of (3) is bounded away from 0 and ∞ uniformly by a constant (and its inverse) depending only on f, M and χ.
Proof : By recalling that
The three claims together complete the upper bound for the theorem. By choosing the vectors ξ, η to maximize the denominator instead, we get a lower bound.
Lemma 1.1.8. Let (X, B, µ, T ) be a probability preserving transformation (p.p.t). Let f : X → GL d (R) be a measurable function. Then for almost every x ∈ X there exists a subsequence of the naturals, n k ↑ ∞, s.t.
Proof. See [Aar97] , theorem 1.1.5.
Definition 1.1.9.
is metric and seperable w.r.t the desired topology), this set is of full measure. This is the set we will work with from now on.
) are bounded along n k , and hence |C
So the following Lyapunov limits agree:
and the Lyapunov spaces are:
(We already knew the Lyapunov exponents are the same)
We will start by noticing that:
So we get:
Hence, ∀w ∈ R d : w = w s + w u :
The last inequality is due to the fact that w s ⊥w u .
1.1.3. Pesin charts. Let exp x : T x M → M be the exponential map. Since M is compact, there exist r, ρ > 0 x (y) is well defined and 2-Lipschitz on B ρ (z) × B ρ (z) for z ∈ M , and so small that d y exp
This definition is a bit different than Sarig's, and will come in handy in some arithmetics later on.
Remark: Depending on context, the notations of (a) will be used to describe balls with the same respective norms in some subspace of R d -usually R s(x) or its orthogonal complement, for some x ∈ N U H χ (f ). B (1) ψ x (0) = x and ψ x : R Qǫ(x) (0) → M is a diffeomorphism onto its image s.t. d u ψ x ≤ 2 for every u ∈ R Qǫ(x) (0). (2) f x is well defined and injective on R Qǫ(x) (0), and
Proof. This proof is similar to Sarig's [Sar13] , theorem 2.7; up to a change of a few constants to fit the general dimension d case.
Definition 1.1.14. Suppose x ∈ N U H * χ and η ∈ (0, Q ǫ (x)], then the Pesin Chart ψ η x is the map ψ x :
Lemma 1.1.15. For all ǫ small enough:
(1) Clear by definition ofQ ǫ (x).
(2) C −1
Hence by part (1) and the fact that β < 1:
Using part (4), and noticing ǫ 1/β < F −1 0 (for small enough ǫ; recall F 0 from theorem 1.1.7):
(4) By theorem 1.1.7:
And ω 0 := e ǫ/3 F 48/β 0 .
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(5) By claim 1.1.6 lim 1 n logQ ǫ (f n (x)) = 0, and hence by the fact seen in (4) that Q ǫ (x) ∈ (e −ǫQ ǫ (x),Q ǫ (x)] we get also lim
The sum converges because
0, ands it's easy to check that the sum behaves as we wish, by Pesin's Tempering Kernel Lemma [BP07] , lemma 3.5.7).
Lemma 1.1.16. Let (X, B, µ, T ) be a p.p.t . Let q : X → R + be a measurable function. Then the set {x ∈ X : limq(T n x) > 0} is of full measure.
So by Poincaré's recurrence theorem:
B m mod µ, and for all x ∈ B m :
Definition 1.1.17.
By the previous lemma, the above set is of full measure. This is the set we will be interested in from now on.
1.2. Overlapping charts. and also d(
Remark: The overlap condition is symmetric and monotone: if ψ
Proposition 1.2.2. The following holds for all ǫ small enough:
x/y • ψ y/x , Id) < ǫη 2 ζ 2 (recall the notations of 0.6, section 4) where the C 1+β/2 distance is calculated on R e −ǫ r(M) (0) and r(M ) is defined in §1.1.3. 
β . In particular
Our first constraint on ǫ is that it would be less than 1, and so small that
where r(M ), ρ(M ) are defined on §1.1.3, and (1) L 1 is a uniform Lipschitz constant for the maps (
We assume WLOG that these constants are all larger than one.
The rest of the proof is similar to the proof of [Sar13] , proposition 3.2, with only a few changes in the constants to accommodate the general dimension d.
Remark: By 2. the greater the distortion of ψ x or ψ y the closer they are one to another. This distortion compensating bound will be used in the sequel to argue that ψ 
This lemma is conceptually similar to lemma 1.2.3 in [Sar13] , with a similar proof. We make a few changes in the formulation to fit our own technical needs, as we discard the use of the terms "distortion bounds" as it is being done in Sarig's work.
Proof. Following the notations of the last proposition, we denote C x/y with C 1/2 ("/" is used here as in the notations of §0.6, section 4):
Its derivative at the origin is :
, and ν x1 C 1 is a contraction, and
We have that C −1
This concludes part 1.
For part 2:
And by symmetry
The form of f in overlapping charts. We introduce a notation: for two vectors u ∈ R d1 and v ∈ R d2 , (−u−, −v−) ∈ R d1+d2 means the new vector whose coordinates are the coordinates of these two, put in the same order as written. 
• f x , and treat f xy as a perturbation of f x . Recall theorem 1.1.13.: for small enough ǫ, f x has the following properties:
• It is well-defined, differentiable, and injective on R Qǫ(x) (0).
•
The second and fourth points imply that 
Now, by rearranging the derivative of (ψ
The norm of the first summand is bounded by 3κǫη. The norm of the second summand is less than ǫ|v|
∂(vs,vu) < ǫη β/3 on R η (0). In particular:
. From the expression for d v f xy we get that for every v 1 , v 2 ∈ R Qǫ(x) (0):
Recalling Q ǫ (x) < ǫ 3/β , v 1 , v 2 ∈ R Qǫ(x) (0), and plugging in: 
Qǫ(xn) = e ±ǫ and s(x n ) = s(f n (x)) (= s(x), since Lyapunov exponents
, prop. 3.5. Adjust to the fact that in the general dimensional case, the dimension of the stable Lyapunov subspace can vary from point to point. We address this in the discretization we do, and in the properties our definitions, and thus our constructions, posses. We define
A chart can be parametrized by a point x ∈ M , a linear map C χ (x), and a real number η. A chain of charts also posses the same stable dimension s(x) for each term. The proper discretization of the space X is thus the key for the coarse graining and this proposition.
1.3. ǫ-chains and infinite-to-one Markov extension of f . 
(this requirement did not appear in Sarig's definition, as it is trivial in the two dimensional hyperbolic case)
for all i. We abuse terminology and drop the ǫ in "ǫ-chains".
Let A denote the countable set of Pesin charts we have constructed in §1.2.3 and recall that I ǫ = {e −kǫ/3 : k ∈ N} Definition 1.3.3. G is the directed graph with vertices V and E where
This is a countable directed graph. Every vertex has a finite degree, because of the following lemma and prop. 1.2.5 . 
Proof. See lemma 4.4 in [Sar13] .
k∈Z be a sequence in I ǫ , and suppose q k ∈ I ǫ satisfy 0 < q k ≤ Q k and
Proof. See lemma 4.6 in [Sar13] .
is equal to Q n for infinitely many n > 0, and for infinitely many n < 0.
Proof. See lemma 4.7 in [Sar13] .
Proof. See proposition 4.5 in [Sar13] , and adjust for the possibility of different dimensions of stable Lyapunov subspaces, for different regular points (which may occur in the general dimensional case). The adjustment can be done by noticing that for our case, as in Sarig's case and proof, the overlap condition is monotone.
1.3.2. Admissible manifolds and The Graph Transform.
Similarly we define an s− manifold in ψ x :
with the same requirements for − → F s and q. We will use the superscript "u/s" in statements which apply to both the s case and the u case. The function 
where
Remark: Notice that the dimensions of an s or a u manifold in ψ x depend on x, and that they sum up to d.
Remark: If ǫ < 1 (as we always assume), then these conditions together with p u , p
and by Lagrange's mean-value theorem applied to the restriction of F to the interval connecting each t 1 and t 2 , we are done. Another important remark: If ǫ is small enough then max
( and r 1 , r 2 ∈ N, the α-norm of E(·) is
|E(s)v|∞ |v|∞ , and Höl α (E(·)) = sup
Remark:
(1) The second section of this definition is a generalization of the specific β 3 -norm of admissible manifolds, as represented by the σ parameter in definition 1.3.9.
(2) Notice that the difference between · and · ∞ in our notations, is that · is taken over an operator, while · ∞ is taken over a map that returns operators, and returns the supremum of norms over its whole domain.
Proof. We claim that for any two ϕ and ψ satisfying the same assumptions as E, ψ · ϕ α ≤ ϕ α · ψ α . Check that in order to see that, it's enough to show that Höl
It is also easy to check that BH := {ϕ : dom(E) → M r (R) : ϕ α < ∞} is a complete Banach space, and hence a Banach algebra. By a well known lemma in Banach algebras, (Id + E(·))
, and we are done. , then:
, with Lipschitz constant less than 3
Proof. Assume ǫ ∈ (0, 1 2 ). Remark: We will omit the − → · notation when it is clear that the object under inspection is a vector. Write
−3 η and Lip(F ), Lip(G) < ǫ by a remark following definition 1.3.10. Hence the maps F and G are contractions, and they map the closed cube R 10 −2 η (0) (in the respective dimensions) into itself, because for every (H, t) ∈ {(F, t u ), (G, t s )}:
It follows that G • F is a ǫ 2 contraction of R 10 −2 η (0) into itself. By the Banach fixed point theorem it has a unique fixed point:
We also see that |v| ∞ , |w| ∞ ≤ 10 −2 η. We claim that P is the unique intersection point of
. This can be done using McShanen's extension formulaf (x) = sup
u is an intersection point ofF ,G, which takes the form P = ψ x (−ṽ−, −w−) whereṽ =F (w) andw =G(ṽ). Notice thatw is a fixed point ofG •F . The same calculations as before show thatG •F contracts R ξ (0) into itself. Such a map has a unique fixed pointhencew = w, whenceP = P . This concludes parts 1,2.
Next we will show that P is a Lipschitz function of (
of R 10 −2 η (0) into itself. Therefore:
and passing to the limit n → ∞:
And since ψ x is 2-Lipschitz:
and in the same way
For small enough ǫ:
1−ǫ 2 < 3, and this completes part 3.
The next theorem analyzes the action of f on admissible manifolds. Such analysis is often referred as a collection of Graph Transform Lemmas, and is used to show Pesin's stable manifold theorem ([BP07] chapter 7, [Pes76] ). The earliest version of these methods were introduced firstly by Perron in [Per29, Per30] . The analysis we make shows that the Graph Transform preserves admissibility as defined above. The general idea is similar to what Sarig does in [Sar13] , §4.2 for the two dimensional case. Katok and Mendoza treat the general dimensional case in [KM95] , but our case requires more strict additional analytic properties, as in Sarig's work. Our work also requires additional analysis to accommodate the vector calculus case, and some variations to claims. Theorem 1.3.14. (Graph Transform) The following holds for all ǫ small enough: suppose ψ
, then:
with parameters:
. This is the unique u-admissible manifold in ψ
Similar statements hold for the f −1 -image of an s-admissible manifold in ψ
. We omit the u super script of F to ease notations, and denote the parameters of V u by σ, γ, ϕ and q, and let η :
. On this domain, f xy can be written as follows (by prop. 1.2.4):
. From the proof of prop. 1.2.4 we got that
and |h s/u (0)| < ǫ 2 on graph(F ). Using the equation for f xy we can put Γ u y in the following form:
The idea (as in [KM95] )im is to call the "u" part of coordinates τ , solve for t = t(τ ), and to substitute the result in the "s" coordinates.
Claim 1 : The following holds for all ǫ small enough:
Proof : Let τ (t) := D u t + h u (F (t), t). For every |t| ∞ ≤ q and a unit vector v:
Since v was arbitrary, it follows that τ is expanding by a factor of at least e −ǫ D
We estimate this set: Since τ is continuous and e −ǫ D −1 u −1 expanding (recall, these calculations are done w.r.t the supremum norm, as defined in definition 0)). The center of the box can be estimated as follows:
Recall that η ≤ q, and therefore |τ (0)| ∞ ≤ 2ǫq, and hence
We saw above that |τ (0)| ∞ < 2ǫη. For all ǫ small enough, this is significantly smaller than e χ− √ ǫ q, therefore τ (0) belongs to the domain of t. It follows that:
For all ǫ small enough this is less than 2ǫη, proving (b).
Next we will calculate the β 3 -norm of d s t. We require the following notation:
, and A(
where the notation in the definition of A ′ means that it is the matrix created by stacking the two matrices d t(s) F (represented in the standard bases, as implied by the notation) and I u(x)×u(x) . Using this and the identity
we get:
From lemma 1.3.12 we see that in order to bound the
is less than 1-the lemma is applicable since d s t is, indeed a square matrix as required, as both t and s in this set up are vectors in
. Next we will bound the
Now we shall use the following previously shown facts:
From the identity G(s) = (F (t(s)), t(s)) we get that Lip(G)≤ Lip(F ) · Lip(t) + Lip(t); and from that and the first two items above we deduce that Lip(G) ≤ 1. We also know
. From the admissibility of the manifold represented by F , we get Höl β 3 (F ). So it is clear that for a small enough ǫ, Höl β/3 (A(·)) < 2ǫ 2 , and hence Höl β/3 (D
, and as quoted before claim 1 from prop. 1.2.4 d G(s) h u ≤ ǫ 2 . So together with the conclusion d · F ≤ ǫ we can deduce that for small enough ǫ,
Hence, in total A(·) β 3 ≤ 2ǫ 4 + 2ǫ 2 < 4ǫ 2 , and so D −1 u A(·) β/3 < e −χ 4ǫ 2 < 1. Thus we can use lemma 1.3.12. Using this lemma, together with the estimation we have just got, on Eq. (5), yields
for a small enough ǫ, since D u is at least e χ -expanding. This completes claim 1.
We now return to substituting t = t(s), we find that
where s ∈ R u(x) (as it is the right set of coordinates of (H(s), s)), and
). Claim 1 guarantees that H is well-defined and C 1+β/3 on R e χ− √ ǫ (0). We find the parameters of H:
and for all ǫ sufficiently small this is less than 10 −3 (q u ∧ q s ). The claim follows.
, and |t(0)| ∞ < 2ǫη (claim 1), so by the Hölder regularity of
These estimates together give us that:
This implies that for all ǫ small enough
, which is stronger than the estimate in the claim.
Since
, we also get that for all ǫ small enough:
Proof : By claim 1 and its proof:
• d t(·) F β/3 ≤ σ and t is a contraction.
• d (F (t),t) h s β/3 < ǫ We shall use the small fact shown in the proof of lemma 1.3.12: For any two ψ, ϕ : Dom → M r1 (R), where Dom is the closure of some open and bonded subset of R r2 and r 1 , r 2 ∈ N,
Using the small fact from above for the left summand, and our bound for A(·) β 3 we derived in claim 1 for the right summand, we get
2 . This and D s ≤ e −χ give us:
The parameters ofV u satisfy section 1 from the statement of the theorem, andV u contains a u-admissible manifold in ψ
SoV u restricts to a u-manifold with q-parameter equal to q u . Claims 2-4 guarantee that this manifold is u-admissible in ψ , and that part 1 of theorem 1.3.14 holds.
. This manifold contains f (p) where p = (F (0), 0).
Proof : The previous claim shows existence. We prove uniqueness: using the identity Γ
We just saw in the end of claim 5 that for all ǫ small enough, q u < e χ− √ ǫ q. By claim 1 the equation
This is exactly the u-admissible manifold that we have constructed above.
. By the previous paragraph it is enough to show that the second set of coordinates (the u-part) of ψ −1 y [{f (p)}] has infinity norm of less than q u . Call the u-part τ , then:
This concludes the claim. 
we saw in the proof of claim 1 that the second coordinate τ (t) := D u t + h u (F (t), t) is a 1-1 continuous map whose image contains R q u (0). We also saw that
Consequently the inverse function t : Im(τ ) → R q (0) satisfies d · t < 1, and so
denote the function which represents W s in ψ y , then Lip(I) ≤ ǫ. Extend it to an ǫ-Lipschitz function on Im(τ ) (again, by [HU80] ). The extension represents a Lipschitz manifoldW s ⊃ W s . We wish to use the same arguments as we used in proposition 1.3.13 for uniqueness of intersection point (this time of f [V u ] andW s )-it requires the following observations: 
s intersect in one point at most. This concludes this claim, and thus the proof of the theorem. The case of the s-manifold follows from the symmetry between s and u-manifolds:
(1) V is a u-admissible manifold w.r.t f iff V is an s-admissible manifold w.r.t to f −1 , and the parameters are the same. . We take ǫ to be small enough for the arguments in the proof of theorem 1.3.14 to work. These arguments give us that if
where t i and τ are of length u(x) (as a right set of components) and
In order to prove the proposition we need to estimate
By differentiating both sides we get
The claim follows.
Part 2 : For all ǫ small enough H 1 − H 2 ∞ < e −χ/2 F 1 − F 2 ∞ , whence proving the first claim of the proposition.
Proof :
Part 3 : For all ǫ small enough:
Proof : Define as in claim 1 of theorem 1.3.14,
We have seen at the beginning of the Graph Transform that
. By taking differences we obtain:
, which is the same as A ′ i (s), with a parameter change (t = t i (s)). So now we see that:
2 , and hence:
∞ , it follows that:
Using the facts that
(from the definition of admissible manifolds and the proof of the Graph Transform) we get that:
Taking differences we that:
Using the same arguments as in part 3 we can show that:
∞ (same as in the estimate of I in part 3)
1.3.3. A Markov extension. Recalling the definitions from the begining of §1.3: 
is the u-admissible manifold in v 0 which is a result of the application of the graph transform n times along v −n , ..., v −1 (each application is the transform described in section 3 of theorem 1.3.14). Similarly any s-admissible manifold in v n is mapped by n applications of the graph transform to an s-admissible manifold in v 0 : F n s (v n ). These two manifolds depend on v −n , ..., v n . Definition 1.3.19. Let ψ x be some chart. Assume V n is a sequence of s/u manifolds in ψ x . We say that V n converges uniformly to V , an s/u manifold in ψ x , if the representing functions of V n converge uniformly to the representing function of V . 
) are Hölder continuous: , we nonetheless present the proof since the understanding of this proposition is important to the ideas presented in this work.
We show a proof for the case of u manifolds, the stable case is similar: (Since for any admissible manifold the · ∞ ≤ Q ǫ (x)).
Thus, if the limit exists then it is independent of V u −n . For every n ≥ m:
Hence, this is a Cauchy sequence in a complete space, and therefore converges.
Part 2 : Admissibility of the limit:
and let F n denote the functions which represent
For each term in the sequences, the following identity holds:
Since d · F n k converge uniformly, we get:
In fact the same calculations give us that ∀s ∈ R q u (0) :
Since L is β/3-Hölder on a compact set, and in particular uniformly continuous, the second summand is a o(|t − s|), and hence ∃d t F = L(t). We also see that {d · F n } can only have one limit point. Consequently
The first and third summands tend to zero by definition, and the second goes to zero since
Part 4 : The inclusion ⊂ is simple:
Applying this to
. Hence by part 3 for every k ≥ 0:
. We show that z ∈ V u by proving that v 0 = F (w 0 ) where F is the representing function for V u : For this purpose we will use
] (the first point by assumption, and the second since
. It is therefore possible to write:
u,k ≤ e −χ/2 , and max
we get the two following bounds:
and assume that ǫ is small enough that e −χ/2 + ǫ ≤ e −χ/3 , e χ/2 − ǫ ≥ e χ/3 then we get (since b 0 ≡ 0):
Assume ǫ is small enough so that e χ/3 − ǫ > 1, e −χ/3 + ǫ < 1 then we claim a k ≤ a k+1 , b k ≤ a k ∀k ≥ 0: Proof by induction: it is true for k = 0 since b 0 = 0. Assume the induction step, then:
We see that
Which concludes this part. 
by F k and G k : by the previous proposition we get
∞ ) Iterating the first inequality, from k = N , going down, we get:
Passing to the limit as n → ∞ we get:
∞ ), and set c k : 
). Now substitute k = N , and remember
) and V u ((w i ) i≤0 ) (resp.) in C 1 . Therefore if we pass to the limit as n → ∞ we get
have full probability w.r.t any hyperbolic invariant measure with Lyapunov exponents bounded from 0 by χ.
Proof. Part 1 : π is well-defined thanks to proposition 1.3.13. Now, write v i = ψ . For k > 0 we use the previous proposition (part 3) to see that
. The case k < 0 can be handled the same way, using V u ((v i ) i≤0 ). Thus z satisfies:
Any point which satisfies this must be z, since by the previous proposition (part 4) it must lay in
, so this equation characterizes π(v) = z. Hence:
x k+1 ∀k and this is the condition that characterizes π(σv). 
for all k, and s.t. ψ
for all k ∈ Z. This implies 
1.3.4. The relevant part of the extension. 
2. Regular chains which shadow the same orbit are close 2.1. The inverse problem for regular chains. The aim of this part is to show that the map π : Σ # rel → N U H χ from theorem 1.3.21, is "almost invertible". Meaning, we aim to show that if π((ψ
) i∈Z ), then those two chains must be close-∀i:
and C χ (x i ) ∼ C χ (y i )-the respective parameters belong to the same compact sets. The compact sets can be as small as we wish by choosing small enough ǫ. The discretization we constructed in §1.2.3 gives that in fact the compact sets contain a finite number of such possible parameters for our charts. Moreover, we will get that π can be refined to be finite-to-1.
Comparing orbits of tangent vectors.
Proposition 2.1.1. Let (ψ
is the intersection of a u-admissible manifold and an s-admissible manifold in ψ
The following definitions are taken from [Sar13] . , and suppose V s stays in windows.
(
Notice that from the third list item, we get in particular that ∀u ∈ T y V s :
The symmetric statement holds for u-admissible manifolds which stay in windows, for "s" replaced by "u" and f by f −1 .
, which stays in windows, then there is a positive chain (ψ
, and there are s-admissible manifolds W
for all i ≥ 0. We write:
and |F i (0)| ∞ ≤ 10 −3 η i . By lemma 1.3.4 :
and they belong to R Qǫ(x k ) (0). For every k: y
s/u ≤ 3ǫ 2 . Thus: 
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Part 2 : We assume ǫ is small enough that e −χ + 3ǫ
3 . Let y ∈ V s and let u ∈ T y V s (1) some unit
where the left multipliers on the RHS are block matrices as denoted. So we get:
Returning to the defining relation
, and recalling that d · ψ x k ≤ 2 we see that:
Part 3 : There exists a unique
. We define u z := Λu y :=
In this part we reassign the symbols ξ k , η k . First, define:
where π R s(x) is the projection into the first s(x) coordinates; and is identified with its differential. We claim that: for some constant C(χ, β) depending only on χ and β
Proof: Define
. By definition, and since |d z0
We call the left term on the RHS M k+1 , and estimate it:
Now, by the proof of prop. 1.2.4: ∀v, u ∈ R Qǫ(x) (0) :
Remark: the norm of the first summand can actually be taken just over tangent vectors of the form ξ d y k F k ξ ; and in lemma 1.2.3 we actually saw
, so we can continue to bound the expression the following way:
So for small enough ǫ this is less than e −2χ/3 . Thus:
Notice that by the bound we have found for
3 k (and the same for z ′ 0 ). Substituting this into the bound we found for M k+1 gives
and by recursion
The penultimate transition is due to the equality max x≥0 {e −αx x} = 1 eα , and the ultimate transition is due to the inequality 6 e e χ 6 ≤ 3, for small enough χ.
So returning to |ξ k+1 − η k+1 | ∞ :
Now to prove the claim of Eq. (6):
By the calculations in part (1):
; and from admissibility: Höl β/3 ≤ 1 2 . By substituting these together with Eq. 7 we get Now to continue the proof of part 3: Fix n ∈ N, and denote A := log |d y f n u y | − log |d z f n Λu y | . For every
is defined by the above. Thus: 
. Such sets exist provided ǫ is much smaller than the Lebesgue number of D,
We estimate
By the definition of ψ x k , and since d y k exp
So the denominators are bounded below by
(recall the notations defined in §0.6, section (4)).
Since for every two non-zero vectors u, v:
max{|v|,|u|} , we get:
We study this expression. In what follows we identify the differential of a linear map with itself. By construction, the map (
Therefore there exists a constant E 0 > 1 s.t. for every (x, v i , u i ) ∈ D × B 2 (0) × B 2 (0) and every D ∈ D:
It follows that:
6 k ) (∵ part 1, and the claim from the beginning of this part)
Plugging this into Eq. (8) gives:
1 − e − χβ 6 +ǫβ/12
1 − e − χβ 6 +χβ/12
The factor of Q ǫ (x 0 ) β/4 is less than 1 3 for ǫ small enough. How small ǫ should be, depends only on M (through E 0 ), f (through β and H 0 ) and χ.
which stays in windows with a representing function F . Let G be the representing function of F (V s ). Notice that by the assumptions for V s and by the graph transform it follows that F (V s ) stays in windows as well. Then
(1) p := ψ x (0, G(0)), (2) q := ψ y (0, F (0)). We call these p-points.
Notice: Recall the definition of S(·, ·) from the beginning of theorem 1.1.7.
is given by prop. 2.1.4. A similar statement holds for the unstable case. We will also see that
(similarly for π y ).
Proof. Denote Θ • C χ (x/f −1 (y)) by C 1/2 (as the notations defined in §0.6, section (4)), as in proposition
2 (x) there exists some D ∈ D containing all of them; Θ would be its associated isometry.
where 
The third term satisfies:
f ) The last inequality is due to a stronger bound than the bound quoted in lemma 1.2.3, but in fact it follows from the same calculations in it. Recalling that
≤ ω 0 , and substituting, we get:
for small enough ǫ. So now to bound |Θπ x ξ − Θη|:
Step 1 : Recall the definition of E 0 from proposition 2.1.4(3). We get
Step 2 : |Θξ − ΘΛξ| ≤ Q ǫ (x) β/4 by the bound for N k for ǫ small enough, Eq. (9) in proposition 2.1.4.
Step 3 : Letφ := Λξ, ϕ :
where Θ ′ is the linear isometry for the neighborhood containing y and q, as in def. 
, and hence also |π y ϕ| = |π yφ | · |ϕ|
and ψ q s ∧q u y ǫ-overlap. Hence lemma 1.2.3 gives us the bound
Using it yields:
Step 4 :
So substituting this result:
for small enough ǫ. Hence:
We are left to study the second multiplied term of the RHS of Eq. (10).
Similarly, and by the assumption of the lemma (and since Λξ =φ):
Notice that by the choice of η:
and so:
Notice that by step 3 in the previous page, and the fact that
Also, step 2 gives us |φ| = e ±Qǫ(x) β/4 . Together we get that |φ|, |η| = e ±Qǫ(x) β/5 (for small enough ǫ). Hence
Plugging it in Eq. (12) yields
The last inequality is due to the bound on the third multiplied term of Eq. (10) that has been calculated before in this proof. So
Qǫ(x)
Notice:
And we assumed WLOG |ξ| = 1, so: |π x ξ| = e ±2Qǫ(x) β/4 . So:
The last transition is true since 4Q ǫ (x)
The lower bound is computed similarly.
In summary,
is the product of three terms (Eq. (10)). The first term is bounded by e 
for small enough ǫ.
This concludes the proof.
Lemma 2.1.7. The following holds for any ǫ small enough. For any two regular chains (ψ
, where in the notations of the previous lemma: p k , r k are "p-points" respective to x k , y k , and π x/y,k are π x respective to x k , y k . As in the notations of proposition 2.1.4 (3):
A similar statement holds for the symmetric U (·, ·) case.
, which makes the composition Λ y,k Λ x,k well defined. It can be seen by the fact that p is in the image of π, and hence Lyapunov regular; thus f k (p) is Lyapunov regular as well. So H s (f k (p)) must coincide with T f k (p) V s k by proposition 2.1.4(2), since any unstable component to a tangent vector would make the vector unstable. The unstable subspaces must coincide for the same argument in reversed time flow. Thus
Proof are the s-admissible manifolds which stay in windows that fulfil the assumptions of lemma 2.1.6. We claim it's enough to prove that:
Proving it would be sufficient, since the manifolds V s k stay in windows and contain f k (p), therefore by the third section of proposition 2.1.4:
β/4 . The same argument applies to U s k . So we can make the following decomposition:
.
So it's clear why that would be enough. To bound that expression: We are assuming v is regular, therefore there exists a relevant double chart v and a sequence n k ↑ ∞ s.t.
Claim 1 :
Proof : By assumption v is relevant. Choose a chain w s.t. w 0 = v and z := π( w) ∈ N U H χ . W s := V s ((w i ) i≥0 ), denote the "p point" (in the notations lemma 2.1.6) of this manifold with p w . Denote Λ pw,z : a maximum and not merely a supremum since S(p w , ·) and S(z, Λ pw,z (·)) are continuous as shown in theorem 1.1.7 (and Λ pw,z is continuous as a linear map), and it is enough to take the supremum over the compact set η ∈ H s (p w )(1), since we can cancel the size of η from the numerator and denominator of S(pw,η) S(z,Λp w ,z η) . max |η|=1 S(z, Λ pw,z η) < ∞ since z ∈ N U H χ (f ), hence also max |η|=1 S(p w , η) < ∞. So the following quantity is finite and well defined:
W s is an admissible manifold in v n k . So by taking W s in V n k+l and applying to it F s n k+l − n k times then the resulting manifolds W 
The RHS is ≤ e δ S(t l , ξ l ) ≤ e δ S(x, π (l)
x ξ l )ρ 0 (as mentioned above, due to lemma 2.1.6 and the choice of ρ 0 ). In theorem 1.1.7 we have seen that S(x, ·) is continuous, so: lim l→∞ e δ S(x, π (l)
(this is true since the norm of ξ l , π (l)
x are bounded uniformly). Since the inequality would be true for any l ′ ≥ l: LHS≤ e δ S(x, ξ)ρ 0 , and since that's true for any δ, N :
Recalling x n k = x and that S(t, ξ) ≥ √ 2|ξ| ∀ξ = 0, we can assume WLOG |ξ| = 1, otherwise we cancel its size in the numerator and the denominator of the fraction:
Since we have seen in the previous lemma that
, and π x maps are invertible:
Hence, the claim would work with ρ := ρ 0 · e √ ǫ max |η=1| S(x, η). This concludes claim 1.
Claim 2 :
Proof : Fix k large. By claim 1, ∀ξ ∈ T pn k V s n k
(1) :
; and thus by lemma 2.1.6: the bounds for
(1) improve. We ignore those improvements, and write
. Since x n k = x, the next application of F s improves the ratio bound by at least e 1 6 Qǫ(x) β/6 :
We repeat the procedure by applying F s n k−1 − n k−2 + 1 times, whilst ignoring the potential improvements of the error bounds, and then F s once more and arriving at
We are free to choose k as large as we want. If we choose it large enough for the inequality e to hold, then eventually we will reach a time n k0 when the ratio bound is smaller than or equal to e √ ǫ :
This is the threshold of applicability of the previous lemma. Henceforth we cannot claim that the ratio bound improves. On the other hand it is guaranteed that the ratio bound does not deteriorate. Therefore, after additional n k0 iterations, we obtain
(1). This concludes claim 2. The same can be concluded for any other term in the chart sequence.
In order to be able to conclude from ψ
χ (y) (roughly speaking; similarity has not yet been defined rigorously), we need to show that it means that C −1 χ (x), C −1 χ (y) act similarly on the respective stable subspaces.
In the two dimensional case, mapping isometrically (in our case-arbitrarily close to an isometry) the stable subspace of some hyperbolic point to the stable subspace of some other hyperbolic point, is merely choosing a sign from {±1}, since the subspaces are one-dimensional. Hence comparing the actions of different Lyapunov change of coordinates is straightforward. In the multidimensional case, it takes more than choosing a signyou can choose any orthogonal map of the space to itself. Orthogonal maps do not necessarily commute. Thus, choosing the linear mapping can affect the way the Lyapunov change of coordinates acts.
We construct a mapping between the stable subspaces which keeps the action of the Lyapunov change of coordinates similar, and allows the comparison.
Claim 2.1.8. Under the assumptions of the previous lemma:
where Ξ i is an invertible linear transformation, and Ξ i ≤ exp(ǫ).
Proof. Define Ξ k the following way on the stable/unstable spaces:
where π x/y,k and Λ x/y,k are defined as in lemma 2.1.7. The composition of Λ y,k Λ x,k is well defined by the remark after lemma 2.1.7. The properties of the composing elements of Ξ k imply that it preserves the stable and unstable subspaces. Ξ k extends linearly to the whole tangent space of x k from the definition on the stable and unstable subspaces, using the requirement of being linear. Hence, from definition, and lemma 2.1.7:
where ξ = ξ s + ξ u , ξ s/u ∈ H s/u (x k ). We begin by showing bounds on norms of Ξ k , Ξ −1 k when restricted to the stable/unstable subspaces. By the bounds for the restricted π x , π −1 x ; Λ , Λ −1 from lemma 2.1.6 and prop. 2.1.4 resp.,
Now to bound these norms on the whole tangent space: To ease notations we will omit the 'k' subscripts. In what is to come, / is as in the notations of §0.6, section 4: d(x/y, f k (p)) < Q ǫ (x/y) < ǫ < ρ (by the definition of Q ǫ (·) in def. 1.1.12). Hence, the following is well defined:
The vectors of the first s coordinates of z ′ x/y will be called z x/y respectively (the same notations as before).
χ (x) · |ξ|. Proof : WLOG |ξ| = 1. We wish to give a bound to the size of ξ s/u that can be very big, even when |ξ s + ξ u | = |ξ| = 1. This can happen when the angle between the stable and unstable spaces ∢(
|∢(η s , η u )| is very small, and ξ s and ξ u are almost parallel, of the same size, and are pointing to almost opposite directions. Thus their sum cancels each other almost completely and leaves a small remainder vector. They can be very big, while their sum is of size 1. Consider the triangle created by the tips of ξ s and −ξ u , and the origin. Denote its angle at the origin by α (the angle between ξ s and −ξ u ). By the fact that the size of the edge in front of α is 1 (since |ξ s − (−ξ u )| = |ξ s + ξ u | = 1), plugged in the Sine theorem, and the fact that |ξ u | = | − ξ u |, we get that
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Notice that
, which can be seen using the following equality:
We use the equality by choosing η s ∈ H s (x)(1), η u ∈ H u (x)(1) which minimize sin ∢(η s , η u ), and WLOG cos ∢(η s , η u ) > 0. Let ζ := ηs−ηu |ηs−ηu| , so by the facts that C −1
This shows the wished inequality. Thus in total, |ξ s |, |ξ
Proof : We will begin by showing that the expression above is well defined for ǫ < ρ 2 . This is because exp
, and hence is differentiable on it. By the definition of Ξ, on each stable/unstable subspace it acts as a composition of two linear maps:
. By the definition of the components of Ξ:
, where G is representing the appropriate stable manifold, and v = C 
The last equality is due to the fact that we know ξ ′ is tangent to the stable manifold in ψ
where F is the appropriate representing function.
• The second step in the action of Ξ is:
We get the equality:
Hence (where w and v are referred to as d-dimensional vectors by recalling that their subspaces are in
Call the right summand on the RHS E s ξ:
(by the remark after definition 1.3.10)
A similar calculation can be done for ξ ∈ H u (x), with a respective E u .
For a general tangent ξ ∈ T x M : let w s/u be the first s(x)/last u(x) coordinates of C −1
and we will get (since
y exp x )ξ + E 1 ξ where
Now using this again in Eq. (13):
χ (y) . By symmetry we will also get C −1
χ (x) . Substituting these in the bounds for E 1 :
2 ǫ for some appropriate isometry Θ D to be defined, where D ∈ D as in definition 1.2.1.
Proof : Begin by choosing ǫ smaller than
Hence the choice of D (and thusΘ D ) is well defined. We begin analyzing:
That's due to the definition of the constant L 2 in prop. 1.2.2 ; and the fact that
is a constant introduced in proposition 2.1.4), hence in total:
Hence in total we got
Remark: This proof only explicitly specifies the bound for Ξ i , but from symmetry in the composition of Ξ i , in fact we get also Ξ
Corollary 2.1.9. Under the assumptions and notations of the previous lemma:
Proof. From the previous claim:
χ (y i ) , and by symmetry we get the other inequality, and we are done. (1) A positive or negative chain is called regular if it can be completed to a regular chain (equiv. every coordinate is relevant, and some double chart appears infinitely many times).
is called ǫ-maximal if it is regular, and
for every regular chain (u i ) i∈Z for which there is a positive regular chain
for every regular chain (u i ) i∈Z for which there is a negative regular chain
Proposition 2.1.11. The following holds for all ǫ small enough: for every regular chain
Step 1 : The following holds for all ǫ small enough: Let u and v be two regular chains s.t. π(u) = π(v).
Qǫ(y) = e ±ǫ 1 3 . Proof : Recall:
So in total
Qǫ(x) Qǫ(y) ≤ e Proposition 2.1.13. let (ψ
2.1.3. Comparing Pesin charts. The following theorem, the "solution to the inverse problem", is a multidimensional generalization of theorem 5.2 in [Sar13] . Our proof is different from Sarig's: in the higher dimensional case there is no explicit formula for the operator C χ (x), because of the lack of a canonical basis compatible with the Lyapunov inner product (see Eq. (1)). To overcome this, we defined the linear transformation Ξ (claim 2.1.8). By proving some of the properties Ξ fulfils, we were able to bypass the specific analysis regarding the matrix terms of C χ (x).
Theorem 2.1.14. The following holds for all ǫ small enough: Suppose (ψ
Proof. Parts (1) and (2) are the content of proposition 2.1.13 and proposition 2.1.1; hence we are left with proving (3) : First to show that ψ
yi exp xi C χ (x i ) By definition 1.1.12 this is well defined and smooth for all v s.t. d(y i , exp xi C χ (x i )v) < ρ,|C χ (x i )v| 2 < 2r. So for v ∈ R ǫ (0) and ǫ small enough: We bound the differentials of all summands separately; beginning with the second one:
Since R is positive and symmetric, it can be orthogonally diagonalized. Let v i be the orthonormal basis of eigenvectors, and let λ i be the eigenvalues. Necessarily λ i = e Proof. Choose once and for all of this proof some We see that |y n | < a n where a n is defined by induction by a 0 := Q ǫ (x 0 ) and a n+1 = e −χ/2 a n + 4ǫp
We claim that if ǫ is small enough then a n < 1 4 p s n for some n. Otherwise, p s n ≤ 4a n for all n, whence a n+1 ≤ (e −χ/2 + 16ǫ)a n for all n, which implies that a n ≤ (e −χ/2 + 16ǫ) n a 0 . But, by assumption a n ≥ , so necessarily e −ǫ ≤ e −χ/2 + 16ǫ. I f ǫ is small enough this is false and we obtain a contradiction. It follows that ∃n s.t. a n < 1 4 p s n . It is clear from the definition of a n that if ǫ is small enough then a n < xn (f n (z))| ≤ 1 2 Q ǫ (x n ) for all n large enough, we have that |ψ −1 xn (f n (w))| ≤ Q ǫ (x n ) for all n large enough. All estimations are uniform in w ∈ U s , so the claim is proven. Lemma 3.1.8. The following holds for all ǫ small enough: Suppose Z, Z ′ ∈ Z. If Z ∩ Z ′ = φ then for any x ∈ Z, y ∈ Z ′ : V s (x, Z) and V s (y, Z ′ ) intersect at a unique point. We do not claim that this point is in Z nor Z ′ .
Proof. Suppose Z = Z(ψ ; and the norm |θ| ∞ is calculated w.r.t to the new orthonormal basis after e i → Oe i ; this is the same basis that gives us the orthogonal decomposition displayed as two components (F (θ) + a s +∆ s ((F (θ), θ) ) , θ + a u +∆ u ((F (θ), θ)))-the first s(x) coordinates, and the rest from the orthogonal complement.
Let τ (θ) := θ + a u +∆ u ((F (θ), θ)). Assuming ǫ is small enough we have: • |τ (0)| ∞ < |a u | ∞ + |∆ u ((F (0), 0))| ∞ < 10 −1 q + ǫ Since τ : R q (0) → R ′ is 1-1 (as seen in the first item in the list) and onto, it has a well-defined inverse function ζ : R ′ → R q (0) which is also onto its target. Let G(s) :=F (ζ(s)) + a s +∆ s ((F (ζ(s)), ζ(s))), then
Here, again, the decomposition into orthogonal components is by
. Using the properties of τ it is not hard to check that 
