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Well-posedness for a class of degenerate Itoˆ-SDEs with
fully discontinuous coefficients 1
Haesung Lee, Gerald Trutnau
Abstract. We show uniqueness in law for a general class of stochastic differential equa-
tions in Rd, d ≥ 2, with possibly degenerate and/or fully discontinuous locally bounded
coefficients among all weak solutions that spend zero time at the points of degeneracy of
the dispersion matrix. The points of degeneracy have d-dimensional Lebesgue-Borel mea-
sure zero. Weak existence is obtained for more general, not necessarily locally bounded
drift coefficient.
Mathematics Subject Classification (2010): primary; 60H20, 47D07, 35K10; secondary:
60J60, 60J35, 31C25, 35B65.
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1 Introduction
The question whether a solution to a stochastic differential equation (hereafter SDE) on Rd
exists that is pathwise unique and strong occurs widely in the mathematical literature,
see for instance introduction of [16] for some detailed, but possibly incomplete recent
development. Sometimes, strong solutions, which are roughly described as weak solutions
for a given Brownian motion are required, for instance in signal processing where a noisy
signal is implicitly given. Sometimes, it may be impossible to obtain a strong solution or
only weak solutions are important to consider, or for some reason only the strong Markov
property of the solution is needed. Then uniqueness in law, i.e. the question whether
given an initial distribution, the distribution of any weak solution no matter on which
probability space it is considered is the same, plays an important role. Also, it might be
that pathwise uniqueness and strong solution results are just too restrictive, so that one
is naturally led to consider weak solutions and their uniqueness. (Here we consider weak
uniqueness of an SDE with respect to all initial conditions x ∈ Rd as defined for instance
in [13, Chapter 5], see also Definition 6.15 below).
In order to explain our motivation for this work, fix a symmetric matrix C = (cij)1≤i,j≤d
of bounded measurable functions cij, such that for some λ ≥ 1
λ−1‖ξ‖2 ≤ 〈C(x)ξ, ξ〉 ≤ λ‖ξ‖2, for all x, ξ ∈ Rd,
1This research was supported by Basic Science Research Program through the National Research
Foundation of Korea(NRF) funded by the Ministry of Education(NRF-2017R1D1A1B03035632).
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and a vector H = (h1, ..., hd) of locally bounded measurable functions. Let
Lf =
d∑
i,j=1
cij
2
∂ijf +
d∑
i=1
hi∂if (1)
be the corresponding linear operator and
Xt = x+
∫ t
0
√
C(Xs) dWs +
∫ t
0
H(Xs) ds, t ≥ 0, x ∈ Rd, (2)
be the corresponding Itoˆ-SDE. If the cij are continuous and the hi bounded then (2) is
well-posed, i.e. there exists a solution and it is unique in law (see [23]). If the hi are
bounded, then (2) is well-posed for d = 2 (see [23, Exercise 7.3.4]), but if d ≥ 3, there
exists an example of a measurable discontinuous C for which uniqueness in law does not
hold ([19]). Hence even in the nondegenerate case, well-posedness for discontinuous co-
efficients is non-trivial and one is naturally led to search for general subclasses in which
well-posedness holds. Some of these are given when C is not far from being continuous, i.e.
continuous up to a small set (e.g. a discrete set or a set of α-Hausdorff measure zero with
sufficiently small α, or else, see for instance introductions of [15] and [19] for references).
Another special subclass is given when C is piecewise constant on a decomposition of Rd
into a finite union of polyhedrons ([2]). Actually, the work [2] is one of our sources of
motivation for this article. Though we do not perfectly cover the conditions in [2], we can
complement them in many ways. In particular, we can consider arbitrary decompositions
of Rd into bounded disjoint measurable sets (choose for instance
√
1
ψ
=
∑∞
i=1 αi1Ai, with
Rd = ∪˙∞i=1Ai, (αi)i∈N ⊂ (0,∞) in (4) below). A further example for a discontinuous C,
where well-posedness holds can be found in [9]. There the discontinuity is along the com-
mon boundary of the upper and lower half spaces. In [15], among others, the problem
of uniqueness in law for (2) is related to the Dirichlet problem for L as in (1), locally
on smooth domains. This method, was also used in [19], using previous work of Krylov.
In particular, a shorter proof of the well-posedness results of Bass and Pardoux [2] and
Gao [9] is presented in [15, Theorems 2.16 and 3.11]. But the most remarkable is the
derivation of well-posedness for a special subclass of processes with degenerate discon-
tinuous C. Though the discontinuity is only along a hyperplane of codimension one and
the coefficients are quite regular outside the hyperplane, it seems to be one of the first
examples of a discontinuous degenrate C where well-posedness still holds ([15, Example
1.1]). This intriguing example was the second source of our motivation. As it was the case
for the results in [2], we could not perfectly cover [15, Example 1.1], but again we could
complement it in many ways. As a main observation besides the above considerations, it
seems that so far no general subclass was presented, where C is degenerate (or also nonde-
generate if d ≥ 3) and fully discontinuous, but nonetheless well-posedness holds. This will
be another main goal of this paper and our method strongly differs from the techniques
used in [2] and [15] and in previous literature. Our techniques involve semigroup theory,
elliptic and parabolic regularity theory, the theory of generalized Dirichlet forms (i.e. the
construction of a Hunt process from a sub-Markovian C0-semigroup of contractions on
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some L1-space with a weight) and an adaptation of an idea of Stroock and Varadhan to
show uniqueness for the martingale problem using a Krylov type estimate. Krylov type
estimates have been widely used to obtain the weak solution and its uniqueness, in par-
ticular pathwise uniqueness, simultaneously. The advantage of our method is that weak
existence of a solution and uniqueness in law are shown separately of each other using
different techniques. We use local Krylov type estimates (Theorem 6.9) to show unique-
ness in law and once uniqueness in law holds we can improve the original Krylov estimate
at least for the time-homogeneous case (see Remark 6.18). In particular our method typi-
cally implies weak existence results that are more general than the uniqueness results (see
Theorem 6.5 here and [16, 17]).
Now, let us describe our results. Let d ≥ 2, and A = (aij)1≤i,j≤d be a symmetric matrix
of functions aij ∈ H1,2d+2loc (Rd) ∩ C(Rd) such that for every open ball B ⊂ Rd, there exist
constants λB,ΛB > 0 with
λB‖ξ‖2 ≤ 〈A(x)ξ, ξ〉 ≤ ΛB‖ξ‖2, for all ξ ∈ Rd, x ∈ B.
Let ψ ∈ Lqloc(Rd), with q > 2d+2, ψ > 0 a.e., such that 1ψ ∈ L∞loc(Rd). Here we assume that
the expression 1
ψ
stands for an arbitrary but fixed Borel measurable function satisfying
ψ · 1
ψ
= 1 a.e. and 1
ψ
(x) ∈ [0,∞) for any x ∈ Rd. Let G = (g1, ..., gd) ∈ L∞loc(Rd,Rd) be a
vector of Borel measurable functions. Let (σij)1≤i≤d,1≤j≤m, m ∈ N arbitrary but fixed, be
any matrix consisting of continuous functions, such that A = σσT . Suppose there exists
a constant M > 0, such that
− 〈A(x)x, x〉
ψ(x)(‖x‖2 + 1) +
trace(A(x))
2ψ(x)
+
〈
G(x), x
〉 ≤M (‖x‖2 + 1) (ln(‖x‖2 + 1) + 1) (3)
for a.e. x ∈ Rd. The main result of our paper (Theorem 6.17) is that then weak existence
and uniqueness in law, i.e. well-posedness, holds for the stochastic differential equation
Xt = x+
∫ t
0
(√ 1
ψ
· σ)(Xs) dWs + ∫ t
0
G(Xs) ds, t ≥ 0, x ∈ Rd. (4)
among all weak solutions (Ω,F , (Ft)t≥0, Xt = (X1t , ..., Xdt ),W = (W 1, . . . ,Wm),Px), x ∈
Rd, such that ∫ ∞
0
1{√ 1
ψ
=0
}(Xs)ds = 0 Px-a.s. ∀x ∈ Rd. (5)
Here it is important to mention that the solution and the integrals involving the solution
in (4) may a priori depend on the Borel versions chosen for
√
1
ψ
and G but that condition
(5) is exactly the condition that makes these objects independent of the chosen Borel
versions (cf. Lemma 6.10).
√
1
ψ
may of course be fully discontinuous but if it takes all its
values in (0,∞), then (5) is automatically satisfied. However, since ψ ∈ Lqloc(Rd), it must
be a.e. finite, so that the zeros Z of
√
1
ψ
have Lebesgue-Borel measure zero. Nonetheless,
our main result comprehends the existence of a whole class of degenerate (on Z) diffusions
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with fully discontinuous coefficients for which well-posedness holds. This seems to be new
in the literature. For another condition that implies (5), we refer to Lemma 6.10, and for
an explicit example for well-posedness, which reminds the Engelbert/Schmidt condition
for uniqueness in law in dimension one (see [7]), we refer to Example 6.19.
We derive weak existence of a solution to (4) up to its explosion time under quite more
general conditions on the coefficients, see Theorem 6.5. In this case, for non-explosion
one only needs that (3) holds outside an arbitrarily large open ball (see Remark 6.8(ii)).
Moreover, (5) is always satisfied for the weak solution that we construct (see Remark 6.8)
and our weak solution is a Hunt process, not only a strong Markov process.
The techniques that we use for weak existence are as follows. First, any solution to (4)
determines the same (up to a.e. uniqueness of the coefficients) second order partial differ-
ential operator L on C∞0 (R
d). In Theorem 4.10, we find a measure µ := ρψ dx, with some
nice regularity of ρ, that is pre-invariant for L, i.e.∫
Rd
Lf dµ =
∫
Rd
( d∑
i,j=1
1
ψ
aij
2
∂ijf +
d∑
i=1
gi∂if
)
dµ = 0, ∀f ∈ C∞0 (Rd).
Then, using the existence of the pre-invariant density, we adapt the method from Stannat
(cf. [22]) to our case and construct a sub-Markovian C0-semigroup of contractions (Tt)t≥0
on each Ls(Rd, µ), s ≥ 1, whose generator extends (L,C∞0 (Rd)), i.e. we have found a
suitable functional analytic frame (see Theorem 4.7, which further induces a generalized
Dirichlet form, see (48)) to describe a potential infinitesimal generator of a weak solution
to (4). This is done in Section 4, where we also derive with the help of the results about
general regularity properties from Section 3, the regularity properties of (Tt)t≥0 and its
resolvent (see Section 4.3). Then, using crucially the existence of a Hunt process for a.e.
starting point related to (Tt)t≥0 in Proposition 6.1 (which follows similarly to [25, Theorem
6]) this leads to a transition function of a Hunt process that not only weakly solves (4),
but moreover has a transition function with such a nice regularity that many presumably
optimal classical conditions for properties of a solution to (4) carry over to our situation.
We mention, for instance, the non-explosion condition (3) and moment inequalities (see
Remark 6.4). But also irreducibility and classical ergodic properties, as in [16], could be
studied in this framework by further investigating the influence of 1
ψ
on properties of
the transition function. Similarly to the results of [16], the only point where Krylov type
estimates are used in our method, is when it comes up to uniqueness. Here, because of the
possible degeneracy of
√
1
ψ
, we need the condition (5) to derive a Krylov type estimate
that holds for any weak solution to (4) (see Theorem 6.9 which follows straightforwardly
from the original Krylov estimate [14, 2. Theorem (2), p. 52])). Again, our constructed
transition function has such a nice regularity that a time dependent drift-eliminating
Itoˆ-formula holds for the function g(x, t) := PT−tf(x), f ∈ C∞0 (Rd). In fact, it holds
for any weak solution to (4), so that for all these the one dimensional, hence all finite
dimensional, marginals coincide (cf. Theorem 6.16). This latter technique goes back to an
idea of Stroock/Varadhan ([23]) and we use the treatise of this technique as presented in
[13, Chapter 5].
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2 Notations
Throughout, we will use the same notations as in [16, 17].
Additionally, for an open set U in Rd and a measure µ on Rd, let Lq(U,Rd, µ) :=
{F = (f1, ..., fd) : U → Rd | fi ∈ Lq(U, µ), 1 ≤ i ≤ d}, equipped with the norm,
‖F‖Lq(U,Rd,µ) := ‖‖F‖‖Lq(U,µ), F ∈ Lq(U,Rd, µ). If µ = dx, we write Lq(U), Lq(U,Rd) for
Lq(U, dx), Lq(U,Rd, dx) respectively and even ‖F‖Lq(U) for ‖F‖Lq(U,Rd). If I is an open
interval R and p, q ∈ [1,∞], we denote by Lp,q(U × I) the space of all Borel measurable
functions f on U × I for which
‖f‖Lp,q(U×I) := ‖‖f(·, ·)‖Lp(U)‖Lq(I) <∞,
and let supp(f) := supp(|f |dxdt). For a locally integrable function g on U × I and
i ∈ {1, . . . d}, we denote by ∂ig the i-th weak spatial derivative on U × I and by ∂tg the
weak time derivative on U × I, provided it exists. For p, q ∈ [1,∞], let W 2,1p,q (U × I) be the
set of all locally integrable functions g : U ×I → R such that ∂tg, ∂ig, ∂i∂jg ∈ Lp,q(U×I)
for all 1 ≤ i, j ≤ d. Let W 2,1p (U × I) :=W 2,1p,p (U × I).
3 Regularity results
3.1 Regularity of linear parabolic equations with weight in the
time derivative term
The following lemma is a slight modification of [1, Lemma 6] and involves a weight function
ψ.
Lemma 3.1 Let U be a bounded open subset of Rd and T > 0. Let w ∈ L2(U × (0, T ))
be such that supp(w) ⊂ U × (0, T ] and assume ∂tw ∈ L2(U × (0, T )), ψ ∈ L2(U). Then
for a.e. τ ∈ (0, T ), it holds∫ τ
0
∫
U
∂tw · ψ dxdt =
∫
U
w|t=τ ψdx.
Proof Let ψn ∈ C∞0 (U), n ≥ 1, satisfy limn→∞ ψn = ψ in L2(U). Then wψ ∈ L1,2(U ×
(0, T )) and for any ϕ ∈ C∞0 (U × (0, T )), we have∫∫
U×(0,T )
∂tϕ · wψ dxdt = lim
n→∞
∫∫
U×(0,T )
∂tϕ · wψn dxdt
= lim
n→∞
∫∫
U×(0,T )
∂t(ϕψn) · w dxdt
= − lim
n→∞
∫∫
U×(0,T )
ϕψn · ∂tw dxdt
= −
∫∫
U×(0,T )
ϕ · (∂tw · ψ)dxdt.
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Thus ∂t(wψ) = ∂tw · ψ ∈ L1,2(U × (0, T )). Now let f(t) :=
∫
U
w(x, t)ψ(x)dx. Then f(t)
is defined for a.e. t ∈ (0, T ) and is in L1((0, T )). Let g ∈ C∞0
(
(0, T )
)
be given. Take
τ0 ∈ (0, T ) satisfying supp(g) ⊂ (0, τ0). Let V be a bounded open subset of Rd such that
V ⊂ U and supp(w)∩ (U × (0, τ0)) ⊂ V × (0, τ0). Let χ ∈ C∞0 (U) with χ ≡ 1 on V . Then∫ T
0
∂tg · f dt =
∫∫
U×(0,τ0)
∂tg · wψdxdt
=
∫∫
V×(0,τ0)
∂t(gχ) · (wψ)dxdt
= −
∫∫
U×(0,T )
gχ ∂tw · ψdxdt
= −
∫ T
0
g ·
(∫
U
∂tw · ψdx
)
dt.
Thus ∂tf =
∫
U
∂tw · ψdx ∈ L1
(
(0, T )
)
. Then by [8, Theorem 4.20], f has an absolutely
continuous dx-version on (0, T ) and by the Fundamental Theorem of Calculus, for a.e
τ1, τ ∈ (0, T ) it holds∫ τ
τ1
∫
U
∂tw · ψdxdt =
∫ τ
τ1
∂tfdt =
∫ τ
τ1
f ′dt = f(τ)− f(τ1) =
∫
U
(w|t=τ − w|t=τ1)ψdx.
Choosing τ1 near 0, our assertion holds.

Throughout this section, we assume the following condition.
(I) U × (0, T ) is a bounded open set in Rd × R, T > 0. A = (aij)1≤i,j≤d is a matrix
of functions on U that is uniformly strictly elliptic and bounded, i.e. there exists
constants λ > 0, M > 0, such that for all ξ = (ξ1, . . . , ξd) ∈ Rd, x ∈ U , it holds
d∑
i,j=1
aij(x)ξiξj ≥ λ‖ξ‖2, max
1≤i,j≤d
|aij(x)| ≤M,
and let B ∈ Lp(U,Rd) with p > d, ψ ∈ Lq(U), q ∈ [2 ∨ p
2
, p). There exists c0 > 0
such that c0 ≤ ψ on U , and finally
u ∈ H1,2(U × (0, T )) ∩ L∞(U × (0, T )).
Assuming (I), we consider a divergence form linear parabolic equation with a singular
weight in the time derivative term as follows∫∫
U×(0,T )
(u∂tϕ)ψdxdt =
∫∫
U×(0,T )
〈
A∇u,∇ϕ〉+ 〈B,∇u〉ϕdxdt,
for all ϕ ∈ C∞0 (U × (0, T )). (6)
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Using integration by parts in the left hand term, (6) is equivalent to
−
∫∫
U×(0,T )
(∂tu)ϕψdxdt =
∫∫
U×(0,T )
〈
A∇u,∇ϕ〉+ 〈B,∇u〉ϕdxdt,
for all ϕ ∈ C∞0 (U × (0, T )). (7)
Define A := {v ∈ L∞(U × (0, T )) | ∇v ∈ L2(U × (0, T )) and supp(v) ⊂ U × (0, T )}.
Using the standard mollification on Rd×R to approximate functions in A, (7) extends to
−
∫∫
U×(0,T )
(∂tu)ϕψdxdt =
∫∫
U×(0,T )
〈
A∇u,∇ϕ〉+ 〈B,∇u〉ϕdxdt,
for all ϕ ∈ A. (8)
Fix β ≥ 1. For t ∈ R, define functions G(t) := (t+)β, H(t) := 1
β+1
(t+)β+1, where t+ :=
max(0, t). Then by [8, Theorem 4.4], G′(t) = β(t+)β−11[0,∞)(t) and H ′(t) = G(t). Let
η ∈ C∞0 (U × (0, T ]) with η ≥ 0. Given τ ∈ (0, T ), define ϕ˜ := η2G(u)1(0,τ). Then by [8,
Theorem 4.4] (or [1, Lemma 4]),
∇ϕ˜ =
{
η2G′(u)∇u+ 2η∇η G(u), 0 < t < τ,
0, τ ≤ t < T.
Thus ϕ˜ ∈ A and by (8), we have
−
∫∫
U×(0,T )
(∂tu) ϕ˜ψdxdt =
∫∫
U×(0,T )
〈
A∇u,∇ϕ˜〉+ 〈B,∇u〉ϕ˜dxdt. (9)
Observe that by [8, Theorem 4.4] (or [1, Lemma 4]),
∂t(η
2H(u)) = 2η∂tη H(u) + η
2G(u)∂tu.
Thus by Lemma 3.1∫∫
U×(0,T )
ϕ˜ (∂tu)ψdxdt
=
∫∫
U×(0,τ)
η2G(u)∂tu · ψdxdt
=
∫ τ
0
∫
U
∂t(η
2H(u))ψdxdt− 2
∫ τ
0
∫
U
η∂tη H(u)ψdxdt
=
∫
U
η2H(u) |t=τ ψdx−
∫ τ
0
∫
U
2η∂tη H(u)ψdxdt, for a.e. τ ∈ (0, T ). (10)
By (9) and (10), we get∫
U
η2H(u) |t=τ ψdxdt +
∫ τ
0
∫
U
〈
A∇u,∇ϕ˜〉+ 〈B,∇u〉ϕ˜dxdt
=
∫ τ
0
∫
U
2η ∂tη H(u)ψdxdt, for a.e. τ ∈ (0, T ). (11)
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On {ϕ˜ > 0}, it holds u > 0, so that ∇u = ∇u+. Thus on {ϕ˜ > 0}, we have〈
A∇u,∇ϕ˜〉 + 〈B,∇u〉ϕ˜
=
〈
A∇u+, η2G′(u)∇u+〉+ 〈A∇u+, 2η∇η G(u)〉+ 〈B,∇u+〉η2G(u)
≥ η2G′(u)λ ‖∇u+‖2 − 2ηG(u)dM‖∇η‖‖∇u+‖ − η2G(u)‖B‖‖∇u+‖.
Note that on {ϕ˜ > 0}
(u+)−β−1G(u)2 ≤ G′(u),
hence using Young’s inequality, we obtain
2ηG(u)dM‖∇η‖‖∇u+‖
≤ 2 · 1
4
(√
λ (u+)−
β+1
2 G(u) η ‖∇u+‖
)2
2
+ 2 · 4
(
dM
√
λ−1 (u+)
β+1
2 ‖∇η‖
)2
2
=
λ
4
η2G′(u)‖∇u‖2 + 4d
2M2
λ
‖∇η‖2 (u+)β+1,
and
η2G(u)‖B‖‖∇u+‖ ≤ 1
2
·
(√
λ (u+)−
β+1
2 G(u)η‖∇u+‖
)2
2
+ 2 ·
(√
λ−1 (u+)
β+1
2 ‖B‖η
)2
2
≤ λ
4
η2G′(u)‖∇u+‖2 + 1
λ
‖B‖2(u+)β+1η2.
Therefore, on {ϕ˜ > 0}, it holds
λ
2
η2G′(u)‖∇u+‖2
≤ 〈A∇u,∇ϕ˜〉 + 〈B,∇u〉ϕ˜+ (‖B‖2
λ
η2 +
4d2M2
λ
‖∇η‖2
)
(u+)β+1. (12)
Note that {ϕ˜ = 0} ∩ (U × (0, τ)) = {η = 0} ∪ {u ≤ 0} and ∇u+ = 0 on {u ≤ 0}. Thus
(12) holds on U × (0, τ). Combining (12) and (11), we obtain for a.e. τ ∈ (0, T )
1
β + 1
∫
U
η2(u+)β+1 |t=τ ψdx+ λβ
2
∫ τ
0
∫
U
η2(u+)β−1‖∇u+‖2dxdt
≤
∫ τ
0
∫
U
(‖B‖2
λ
η2 +
4d2M2
λ
‖∇η‖2
)
(u+)β+1dxdt+
2
β + 1
∫ τ
0
∫
U
η|∂tη|(u+)β+1 ψdxdt.
(13)
Let (x¯, t¯) be an arbitrary but fixed point in U × (0, T ) and Rx¯(r) be the open cube in Rd
of edge length r > 0 centered at x¯. Define Q(r) := Rx¯(r)× (t¯− r2, t¯).
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Theorem 3.2 Suppose that Q(3r) ⊂ U × (0, T ). Under the assumption (I), we have
‖u‖L∞(Q(r)) ≤ C‖u‖
L
2p
p−2 ,2(Q(2r))
, (14)
where C > 0 is a constant depending only on r, λ, M and ‖B‖Lp(Rx¯(3r)).
Proof Let η ∈ C∞0 (Rx¯(r) × (t¯ − 9r2, t¯]). Then (13) holds with U × (0, T ) replaced by
Q(3r). Using appropriate scaling arguments (cf. [1, proof of Theorem 2]), we may assume
r = 1
3
. Set v := (u+)γ with γ := β+1
2
. Then ‖∇v‖2 = γ2(u+)β−1‖∇u+‖2. By (13), it holds
for a.e. τ ∈ (t¯− 1, t¯)
c0
2γ
∫
Rx¯(1)
η2v2 |t=τ dx+ λ
2γ2
∫ τ
t¯−1
∫
Rx¯(1)
η2‖∇v‖2dxdt
≤
∫∫
Q(1)
(‖B‖2
λ
η2 +
4d2M2
λ
‖∇η‖2
)
v2dxdt +
∫∫
Q(1)
η|∂tη|v2 ψdx.
Let l and l′ be positive numbers satisfying 1
3
< l′ < l ≤ 2
3
. Assume that η ≡ 1 in Q(l′),
η ≡ 0 outside Q(l), 0 ≤ η ≤ 1, and |∂tη|, ‖∇η‖ ≤ 2d(l− l′)−1. Then∫∫
Q(1)
(‖B‖2
λ
η2 +
4d2M2
λ
‖∇η‖2
)
v2dxdt
≤ 4d
2
λ
(l − l′)−2
∫∫
Q(l)
(‖B‖2 + 4d2M2) v2dxdt
≤ 4d
2
λ
(l − l′)−2(‖B‖2Lp(Rx¯(1)) + 4d2M2)‖v‖2
L
2p
p−2 ,2(Q(l))
,
and ∫ t¯
t¯−1
∫
R(1)
η|∂tη|v2 ψdx ≤ 2d(l − l′)−1‖ψ‖Lq(Rx¯(1))‖v‖2
L
2q
q−1 ,2(Q(l))
≤ 2d(l − l′)−2‖ψ‖Lq(Rx¯(1))‖v‖2
L
2p
p−2 ,2(Q(l))
.
Thus we obtain
λ‖η∇v‖2L2(Q(1)) ≤ 2C1(l − l′)−2γ2‖v‖2
L
2p
p−2 ,2(Q(l))
and
‖ηv‖2L2,∞(Q(1)) ≤ 2c−10 C1(l − l′)−2γ2‖v‖2
L
2p
p−2 ,2(Q(l))
,
where C1 =
4d2
λ
(‖B‖2Lp(Rx¯(1)) + 4d2M2) + 2d‖ψ‖Lq(Rx¯(1)).
Now set θ := 1 − d
p
, and σ := 1 + θ
2
if d = 2, σ := 1 + 2θ
d
if d ≥ 3. Set pσ :=
(
σp
p−2
)′
=
σp
σp−p+2 , qσ := σ
′ = σ
σ−1 . Then
d
2pσ
+
1
qσ
< 1 if d = 2,
d
2pσ
+
1
qσ
= 1 if d ≥ 3.
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By [1, Lemma 3],
‖vσ‖2/σ
L
2p
p−2 ,2(Q(l′))
≤ ‖(ηv)σ‖2/σ
L
2p
p−2 ,2(Q(1))
= ‖ηv‖2
L
2σp
p−2 ,2σ(Q(1))
= ‖ηv‖2
L2(pσ)
′,2(qσ)′ (Q(1))
≤ K
(
‖ηv‖2L∞,2(Q(1)) + ‖∇(ηv)‖2L2(Q(1))
)
≤ K
(
‖ηv‖2L∞,2(Q(1)) + 2‖η∇v‖2L2(Q(1)) + 8d2(l − l′)−2‖v‖2L2(Q(l))
)
≤ C2(l − l′)−2γ2‖v‖2
L
2p
p−2 ,2(Q(l))
, (15)
where C2 = K(4C1λ
−1+2C1c−10 +8d
2). Now for m ∈ N∪{0}, set l = lm := 3−1(1+2−m),
l′ = l′m := 3
−1(1 + 2−m−1), ϕm := ‖(u+)σm‖2/σ
m
L
2p
p−2 ,2(Q(lm))
. Taking γ = σm and 1/3 < l′ =
l′m < l = lm ≤ 2/3 for m ∈ N ∪ {0}, we obtain using (15)
ϕm+1 ≤ (36C2) 1σm (2σ) 2mσmϕm. (16)
Iterating (16), we get
ϕm+1 ≤ (36C2)
∑m
i=0
1
σi (2σ)
∑m
i=0
2i
σiϕ0
≤ (36C2) σσ−1 (2σ)
2σ
(σ−1)2︸ ︷︷ ︸
=:C3
‖u‖2
L
2p
p−2 ,2(Q(2/3))
.
Letting m→∞, we get
‖u+‖L∞(Q(1/3)) ≤
√
C3‖u‖
L
2p
p−2 ,2(Q(2/3))
.
Exactly in the same way, but with u replaced by −u, we obtain (14) with C = 2√C3.

3.2 Elliptic Ho¨lder reglarity and estimate
Lemma 3.3 Let U be a bounded open ball in Rd. Let f ∈ Lq˜(U) with d
2
< q˜ < d. Then
there exists F = (f1, . . . , fd) ∈ H1,q˜(U,Rd) such that divF = f in U and
d∑
i=1
‖fi‖H1,q˜(U) ≤ C‖f‖Lq˜(U),
where C > 0 only depends on q˜, U . In particular, applying the Sobolev inequality, we get
d∑
i=1
‖fi‖
L
dq˜
d−q˜ (U)
≤ C ′‖f‖Lq˜(U),
where C ′ > 0 only depends on q˜, U .
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Proof By [10, Theorem 9.15 and Lemma 9.17], there exists u ∈ H2,q˜(U) ∩H1,q˜0 (U) such
that ∆u = f in U and
‖u‖H2,q˜(U) ≤ C1‖f‖Lq˜(U),
where C1 > 0 is a constant only depending on q˜, U . Let F := ∇u. Then F ∈ H1,q˜(U,Rd)
with divF = f in U and it holds
d∑
i=1
‖fi‖H1,q˜(U) =
d∑
i=1
‖∂iu‖H1,q˜(U) =
d∑
i=1
(
‖∂iu‖q˜Lq˜(U) +
d∑
j=1
‖∂j∂iu‖q˜Lq˜(U)
) 1
q˜
=
d∑
i=1
‖∂iu‖Lq˜(U) +
d∑
i=1
d∑
j=1
‖∂j∂iu‖Lq˜(U)
≤ (d+ d2) q˜−1q˜ ( d∑
i=1
‖∂iu‖q˜Lq˜(U) +
d∑
i=1
d∑
j=1
‖∂j∂iu‖q˜Lq˜(U)
) 1
q˜
≤ (d+ d2) q˜−1q˜ ‖u‖H2,q˜(U)
≤ C1
(
d+ d2
) q˜−1
q˜ ‖f‖Lq˜(U).

The following theorem is an adaptation of [21, Thorme 7.2] using [4, Theorem 1.7.4]. It
might already exist in the literature but we couldn’t find any reference for it and therefore
provide a proof.
Theorem 3.4 Let U be a bounded open ball in Rd. Let A = (aij)1≤i,j≤d be a matrix
of bounded functions on U that is uniformly strictly elliptic. Assume B ∈ Lp(U,Rd),
c ∈ Lq(U), f ∈ Lq˜(U) for some p > d, q, q˜ > d
2
. If u ∈ H1,2(U) satisfies∫
U
〈A∇u,∇ϕ〉+ (〈B,∇u〉+ cu)ϕ dx =
∫
U
fϕ dx, for all ϕ ∈ C∞0 (U), (17)
then for any open ball U1 in R
d with U1 ⊂ U , we have u ∈ C0,γ(U 1) and
‖u‖C0,γ(U1) ≤ C
(‖u‖L1(U) + ‖f‖Lq˜(U)) ,
where γ ∈ (0, 1) and C > 0 are constants which are independent of u and f .
Proof Without loss of generality, we may assume d
2
< q˜ < d. Let U2 be an open ball
in Rd satisfying U 1 ⊂ U2 ⊂ U 2 ⊂ U . By Lemma 3.3, we can find F = (f1, · · · , fd) ∈
H1,q˜(U2,R
d) ⊂ L dq˜d−q˜ (U2,Rd) such that
divF = f in U2,
d∑
i=1
‖fi‖
L
dq˜
d−q˜ (U2)
≤ C1‖f‖Lq˜(U2),
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where C1 > 0 is a constant only depending on q˜ and U2. Then (17) implies∫
U2
〈A∇u,∇ϕ〉+ (〈B,∇u〉+ cu)ϕ dx =
∫
U2
〈−F,∇ϕ〉 dx for all ϕ ∈ C∞0 (U2).
Given x ∈ U1, r > 0 with r < dist(x, U2), set ωx(r) := supBx(r) u − infBx(r) u. By [21,
Thorme 7.2] and Lemma 3.3,
ωx(r) ≤ K
(
‖u‖L2(U2) +
d∑
i=1
‖fi‖
L
dq˜
d−q˜ (U2)
)
rγ
≤ K(1 + C ′) (‖u‖L2(U2) + ‖f‖Lq˜(U2)) rγ,
where γ ∈ (0, 1) and K,C ′ > 0 are constants which are independent of x, r, u, F, f . Thus
we have ∫
Br(x)
|u(y)− ux,r|2dy ≤ (K ′)2
(‖u‖L2(U2) + ‖f‖Lq˜(U2))2 rd+2γ ,
where ux,r :=
1
|Br(x)|
∫
Br(x)
u(y) dy and (K ′)2 := K2 · pid/2
Γ(d
2
+1)
(1 + C ′)2. Finally by [12,
Theorem 3.1], [4, Theorem 1.7.4], we obtain
‖u‖C0,γ(U1) ≤ c
(
K ′
(‖u‖L2(U2) + ‖f‖Lq˜(U2))+ ‖u‖L2(U2))
≤ (cK ′ ∨ c) (‖u‖H1,2(U2) + ‖f‖Lq˜(U2))
≤ (cK ′ ∨ c) (C1‖u‖L1(U) + C1‖f‖Lq˜(U) + ‖f‖Lq˜(U2))
≤ (C1 + 1) (cK ′ ∨ c)
(‖u‖L1(U) + ‖f‖Lq˜(U)),
where c > 0, C1 > 0 are constants which are independent of u and f .

4 The L1-generator and its strong Feller semigroup
4.1 Framework
Let ρ ∈ H1,2loc (Rd) ∩ L∞loc(Rd), ψ ∈ L1loc(Rd) be a.e. strictly positive functions satisfying 1ρ ,
1
ψ
∈ L∞loc(Rd). Here we assume that the expressions 1ρ , 1ψ , denote any Borel measurable
functions satisfying ρ · 1
ρ
= 1 and ψ · 1
ψ
= 1 a.e. respectively (later, especially in Section
6 it will be important which Borel measurable version version 1
ψ
we choose, but for the
moment it doesn’t matter). Set ρ̂ := ρψ, µ := ρ̂ dx. If U is any open subset of Rd,
then the bilinear form
∫
U
〈∇u,∇v〉dx, u, v ∈ C∞0 (U) is closable in L2(U, µ) by [11,
Subsection II.2a)]. Define Ĥ1,20 (U, µ) as the closure of C
∞
0 (U) in L
2(U, µ) with respect
to the norm
(∫
U
‖∇u‖2dx+ ∫
U
u2dµ
)1/2
. Thus u ∈ Ĥ1,20 (U, µ), if and only if there exists
(un)n≥1 ⊂ C∞0 (U) such that
lim
n→∞
un = u in L
2(U, µ), lim
n,m→∞
∫
U
‖∇(un − um)‖2dx = 0, (18)
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and moreover Ĥ1,20 (U, µ) is a Hilbert space with the inner product
〈u, v〉Ĥ1,20 (U,µ) = limn→∞
∫
U
〈∇un,∇vn〉dx+
∫
U
uv dµ,
where (un)n≥1, (vn)n≥1 ⊂ C∞0 (U) are arbitrary sequences that satisfy (18).
If u ∈ Ĥ1,20 (V, µ) for some bounded open subset V of Rd, then u ∈ H1,20 (V )∩L2(V, µ) and
there exists (un)n≥1 ⊂ C∞0 (V ), such that
lim
n→∞
un = u in H
1,2
0 (V ) and in L
2(V, µ).
Consider a symmetric matrix of functions A = (aij)1≤i,j≤d satisfying
aij = aji ∈ H1.2loc (Rd), 1 ≤ i, j ≤ d,
and assume A is locally uniformly strictly elliptic, i.e. for every open ball B, there exist
constants λB,ΛB > 0 such that
λB‖ξ‖2 ≤ 〈A(x)ξ, ξ〉 ≤ ΛB‖ξ‖2, for all ξ ∈ Rd, x ∈ B. (19)
Define Â := 1
ψ
A. By [11, Subsection II.2b)], the symmetric bilinear form
E0(f, g) := 1
2
∫
Rd
〈Â∇f,∇g〉dµ, f, g ∈ C∞0 (Rd),
is closable in L2(Rd, µ) and its closure (E0, D(E0)) is a symmetric Dirichlet form in
L2(Rd, µ) (see [11, (II. 2.18)]). Denote the corresponding generator of (E0, D(E0)) by
(L0, D(L0)). Let f ∈ C∞0 (Rd). Using integration by parts, for any g ∈ C∞0 (Rd),
E0(f, g) = 1
2
∫
Rd
〈ρA∇f,∇g〉dx
= −1
2
∫
Rd
(
ρ trace(A∇2f) + 〈ρ∇A+ A∇ρ,∇f〉) g dx
= −
∫
Rd
(1
2
trace(Â∇2f) + 〈 1
2ψ
∇A + A∇ρ
2ρψ︸ ︷︷ ︸
=:βρ,A,ψ
,∇f〉)g dµ.
Thus f ∈ D(L0). This implies C∞0 (Rd) ⊂ D(L0) and
L0f =
1
2
trace(Â∇2f) + 〈βρ,A,ψ,∇f〉 ∈ L2(Rd, µ).
Let (T 0t )t>0 be the sub-Markovian C0-semigroup of contractions on L
2(Rd, µ) associated
with (L0, D(L0)). By Proposition 5.1, T 0t |L1(Rd,µ)∩L∞(Rd,µ) can be uniquely extended to a
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sub-Markovian C0-semigroup of contractions (T
0
t )t>0 on L
1(Rd, µ).
Now let B ∈ L2loc(Rd,Rd, µ) be weakly divergence free with respect to µ, i.e.∫
Rd
〈B,∇u〉dµ = 0, for all u ∈ C∞0 (Rd). (20)
Moreover assume
ρψB ∈ L2loc(Rd,Rd). (21)
Then using Lemma 5.3, (20) can be extended to all u ∈ Ĥ1,20 (Rd, µ)0,b and∫
Rd
〈B,∇u〉vdµ = −
∫
Rd
〈B,∇v〉udµ, for all u, v ∈ Ĥ1,20 (Rd, µ)0,b.
Define Lu := L0u+ 〈B,∇u〉, u ∈ D(L0)0,b. Then (L,D(L0)0,b) is an extension of
1
2
trace(Â∇2u) + 〈βρ,A,ψ +B,∇u〉, u ∈ C∞0 (Rd).
For any bounded open subset V of Rd,
E0,V (f, g) := 1
2
∫
V
〈Â∇f,∇g〉dµ, f, g ∈ C∞0 (V ).
is also closable on L2(V, µ) by [11, Subsection II.2b)]. Denote by (E0,V , D(E0,V )) the clo-
sure of (E0,V , C∞0 (V )) in L2(V, µ). Using (19) and 0 < infV ρ ≤ supV ρ < ∞, it is clear
that D(E0,V ) = Ĥ1,20 (V, µ) since the norms ‖ · ‖D(E0,V ) and ‖ · ‖Ĥ1,20 (V,µ) are equivalent.
Denote by (L0,V , D(L0,V )) the generator of (E0,V , D(E0,V )), by (G0,Vα )α>0 the associated
sub-Markovian C0-resolvent of contractions on L
2(V, µ), by (T 0,Vt )t>0 the associated sub-
Markovian C0-semigroup of contractions on L
2(V, µ) and by (T
0,V
t )t>0 the unique exten-
sion of (T 0,Vt |L1(V,µ)∩L∞(V,µ))t>0 on L1(V, µ), which is a sub-Markovian C0-semigroup of
contractions on L1(V, µ). Let (L
0,V
, D(L
0,V
)) be the generator corresponding to (T
0,V
t )t>0.
By Proposition 5.1, (L
0,V
, D(L
0,V
)) is the closure of (L0,V , D(L0,V )) on L1(Rd, µ).
4.2 The L1-generator
In this section, we use all notations and assumptions from Section 4.1. All ideas and
techniques used here are based on [22, Chapter 1]. But the structure of the given symmetric
Dirichlet form differs from that of [22] which will enable us to cover a degenerate diffusion
matrix. Because of that subtle difference, we check the details one by one that the methods
of [22, Chapter 1] can be adapted to our situation. The main difference between [22,
Chapter 1] and what is treated here is that we consider local convergence in the space
Ĥ1,20 (V, µ), while [22, Chapter 1] considers the space H
1,2
0 (V, µ) where the pre-invariant
density of [22, Chapter 1] does not need to be locally bounded. Since Ĥ1,2(V, µ) is naturally
included in the Sobolev space H1,2(V ), the arguments to derive our results are at times
even easier than the ones of [22, Chapter 1]. For instance, we can use the product and chain
rules in Ĥ1,2(V, µ) inherited from the Sobolev space structure (see Remark 4.3). Moreover,
assumption (21) will play an important role to apply the methods of [22, Chapter 1].
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Lemma 4.1 Let V be a bounded open subset of Rd. Then
(i) D(L
0,V
)b ⊂ Ĥ1,20 (V, µ).
(ii) limt→0+ T
0,V
t u = u in Ĥ
1,2
0 (V, µ) for all u ∈ D(L
0,V
)b.
(iii) E0(u, v) = − ∫
V
L
0,V
u v dµ for all u ∈ D(L0,V )b, v ∈ Ĥ1,20 (V, µ)b.
(iv) Let ϕ ∈ C2(Rd), ϕ(0) = 0, and u ∈ D(L0,V )b. Then ϕ(u) ∈ D(L0,V )b and
L
0,V
ϕ(u) = ϕ′(u)L
0,V
u+
1
2
ϕ′′(u)〈Â∇u,∇u〉.
Proof Let u ∈ D(L0,V )b. Since (T 0,Vt )t>0 is an analytic semigroup on L2(V, µ), we get
T
0,V
t u = T
0,V
t u ∈ D(L0,V ) for all t > 0,
hence by Proposition 5.1,
L0,V T 0,Vt u = L
0,V T
0,V
t u = L
0,V
T
0,V
t u = T
0,V
t L
0,V
u.
Therefore
E0,V (T 0,Vt u− T 0,Vs u, T 0,Vt u− T 0,Vs u)
= −
∫
V
L0,V (T 0,Vt u− T 0,Vs u) · (T 0,Vt u− T 0,Vs u)dµ
= −
∫
V
(T
0,V
t L
0,V
u− T 0,Vs L
0,V
u) · (T 0,Vt u− T 0,Vs u)dµ
≤ ‖T 0,Vt L
0,V
u− T 0,Vs L
0,V
u‖L1(V,µ) · 2‖u‖L∞(V,µ) −→ 0 as t, s→ 0 + .
Thus (T 0,Vt u)t>0 is an Ĥ
1,2
0 (V, µ)-Cauchy sequence as t→ 0+, which implies u ∈ Ĥ1,20 (V, µ)
and limt→0+ T
0,V
t u = u in Ĥ
1,2
0 (V, µ). Thus (i), (ii) are proved.
Let v ∈ Ĥ1,20 (V, µ)b. Then
E0,V (u, v) = lim
t→0+
E0,V (T 0,Vt u, v) = lim
t→0+
−
∫
V
(
L0,V T 0,Vt u
)
v dµ
= lim
t→0+
−
∫
V
(
T
0,V
t L
0,V
u
)
v dµ = −
∫
V
L
0,V
u v dµ,
hence (iii) is proved.
(iv): Note u ∈ D(L0,V )b ⊂ Ĥ1,20 (V, µ)b. Set un := nG0,Vn u, M := ‖u‖L∞(V ). Then
‖un‖L∞(V ) ≤ M . By strong continuity, limn→∞ un = u in Ĥ1,20 (V, µ) and there exists
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a subsequence of (un)n≥1, say (un)n≥1 again, such that limn→∞ un = u µ-a.e. on V . Thus
by Lebesgue’s Theorem, limn→∞ ϕ(un) = ϕ(u) in L2(V, µ). Observe that
sup
n≥1
‖∇ϕ(un)‖L2(V,Rd) = sup
n≥1
‖ϕ′(un)∇un‖L2(V,Rd)
≤ ‖ϕ′‖L∞([−M,M ]) sup
n≥1
‖un‖Ĥ1,20 (V,µ) <∞.
Thus by Banach-Alaoglu Theorem, ϕ(u) ∈ Ĥ1,20 (V, µ). Similarly, we get ϕ′(u) ∈ Ĥ1,20 (V, µ).
Let v ∈ Ĥ1,20 (V, µ)b. Then by [11, I. Corollary 4.15], vϕ′(u) ∈ Ĥ1,20 (V, µ)b and
E0,V (ϕ(u), v) = 1
2
∫
V
〈Â∇ϕ(u),∇v〉dµ
=
1
2
∫
V
〈Â∇u,∇v〉ϕ′(u)dµ
=
1
2
∫
V
〈Â∇u,∇(vϕ′(u))〉dµ− 1
2
∫
V
〈Â∇u,∇u〉ϕ′′(u)vdµ
= −
∫
V
(
ϕ′(u)L
0,V
u+
1
2
ϕ′′(u)〈Â∇u,∇u〉)v dµ.
Since ϕ′(u)L
0,V
u+ 1
2
ϕ′′(u)〈Â∇u,∇u〉 ∈ L1(V, µ), (iv) holds by [3, I. Lemma 4.2.2.1].

Recall that a densely defined operator (L,D(L)) on a Banach space X is called dissipative
if for any u ∈ D(L), there exists lu ∈ X ′ such that
‖lu‖X′ = ‖u‖X, lu(u) = ‖u‖2X and lu(Lu) ≤ 0. (22)
Proposition 4.2 Let V be a bounded open subset of Rd.
(i) The operator (LV , D(L0,V )b) on L
1(V, µ) defined by
LV u := L0,V u+ 〈B,∇u〉, u ∈ D(L0,V )b,
is dissipative, hence closable on L1(V, µ). The closure (L
V
, D(L
V
)) generates a sub-
Markovian C0-semigroup of contractions (T
V
t )t>0 on L
1(V, µ).
(ii) D(L
V
)b ⊂ Ĥ1,20 (V, µ) and
E0,V (u, v)−
∫
V
〈B,∇u〉 vdµ =
∫
V
L
V
u · vdµ, for all u ∈ D(LV )b, v ∈ Ĥ1,20 (V, µ)b.
(23)
Proof (i) Step 1: For u ∈ D(L0,V )b, we have
∫
V
LV u1{u>1}dµ ≤ 0.
Let ϕε ∈ C2(R), ε > 0, be such that ϕ′′ε ≥ 0, 0 ≤ ϕε ≤ 1 and ϕε(t) = 0 if t < 1, ϕ′ε(t) = 1
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if t ≥ 1 + ε. Then ϕε(u) ∈ D(L0,V ) by Lemma 4.1(iv) and∫
V
L0,V uϕ′ε(u)dµ ≤
∫
V
L0,V uϕ′ε(u) dµ+
∫
V
1
2
ϕ′′ε(u)〈Â∇u,∇u〉dµ
=
∫
V
L
0,V
ϕε(u)dµ = lim
t→0+
∫
V
T
0,V
t ϕε(u)− ϕε(u)
t
dµ ≤ 0, (24)
where the last inequality followed by the L1(V, µ)-contraction property of (T
0,V
t )t>0.
Since limε→0+ ϕ′ε(t) = 1(0,∞)(t) for every t ∈ R, we have
lim
ε→0+
ϕ′ε(u) = 1{u>1} µ-a.e. on V and ‖ϕ′ε(u)‖L∞(V ) ≤ 1.
Thus by Lebesgue’s Theorem∫
V
L0,V u 1{u>1}dµ = lim
ε→0+
∫
V
L0,V u ϕ′ε(u)dµ ≤ 0.
Similarly, since ϕε(u) ∈ Ĥ1,20 (V, µ), using (20) we get∫
V
〈B,∇u〉1{u>1}dµ = lim
ε→0+
∫
V
〈B,∇u〉ϕ′ε(u)dµ = lim
ε→0+
∫
V
〈B,∇ϕε(u)〉dµ = 0.
Therefore
∫
V
LV u1{u>1}dµ ≤ 0 and Step 1 is proved. Observe that by Step 1, for any
n ≥ 1 ∫
V
(
LV nu
)
1{nu>1}dµ ≤ 0 =⇒
∫
V
LV u 1{u> 1
n
}dµ ≤ 0.
Letting n→∞ it follows from Lebesgue’s Theorem that ∫
V
LV u 1{u>0}dµ ≤ 0. Replacing
u with −u, we have
−
∫
V
LV u 1{u<0}dµ =
∫
V
LV (−u) 1{−u>0}dµ ≤ 0,
hence ∫
V
LV u (1{u>1} − 1{u<0})dµ ≤ 0.
Setting lu := ‖u‖L1(V,µ)(1{u>1} − 1{u<0}) ∈ L∞(V, µ) = (L1(V, µ))′, (22) is satisfied.
Since C∞0 (V ) ⊂ D(L0,V )b, (L0,V , D(L0,V )b) is densely defined on L1(V, µ). Consequently,
(L0,V , D(L0,V )b) is dissipative.
Step 2: We have (1− LV )(D(L0,V )b) ⊂ L1(V, µ) densely.
Let h ∈ L∞(V, µ) = (L1(V, µ))′ be such that ∫
V
(1 − LV )u hdµ = 0 for all u ∈ D(L0,V )b.
Then u 7→ ∫
V
(1− L0,V )u h dµ is continuous with respect to the norm on Ĥ1,20 (V, µ) since∣∣ ∫
V
(1− L0,V u)u hdµ∣∣ = ∣∣ ∫
V
〈ρψB,∇u〉h dx∣∣
≤ ‖h‖L∞(V )‖ρψB‖L2(V,Rd)‖∇u‖L2(V,Rd)
≤ ‖h‖L∞(V )‖ρψB‖L2(V,Rd)‖u‖Ĥ1,20 (V,µ).
17
Thus, by the Riesz representation Theorem, there exists v ∈ Ĥ1,20 (V, µ) such that
E0,V1 (u, v) =
∫
V
(1− L0,V )u · hdµ for all u ∈ D(L0,V )b,
which implies that∫
V
(1− L0,V )u · (h− v)dµ = 0 for all u ∈ D(L0,V )b. (25)
Since (L0,V , D(L0,V )) generates a sub-Markovian resolvent in L2(V, µ),
L1(V, µ) ∩ L∞(V, µ) ⊂ (1− L0,V )(D(L0,V )b),
hence (1 − L0,V )(D(L0,V )b) ⊂ L1(V, µ) densely. Therefore (25) implies h − v = 0. In
particular, h ∈ Ĥ1,20 (V, µ) and
E0,V1 (h, h) = lim
α→∞
E0,V1 (αG0,Vα h, h)
= lim
α→∞
∫
V
(1− L0,V )(αG0,Vα h) hdµ
= lim
α→∞
∫
V
〈
ρψB,∇(αGαh)
〉
hdx
=
∫
V
〈
ρψB,∇h〉hdx = 1
2
∫
V
〈
B,∇h2〉dµ = 0,
therefore h = 0. Then applying the Hahn-Banach Theorem [5, Proposition 1.9], Step 2
is proved. By the Lumer-Phillips Theorem [18, Theorem 3.1], the closure (L
V
, D(L
V
)) of
(LV , D(L0,V )b) generates a contraction C0-semigroup (T
V
t )t>0 on L
1(V, µ).
Step 3: (T
V
t )t>0 is sub-Markovian.
Let (G
V
α )α>0 be the associated resolvent. It is enough to show that (G
V
α )α>0 is sub-
Markovian since T Vt u = lim
α→∞
exp
(
tα(αG
V
αu−u)
)
in L1(V, µ) by the proof of Hille-Yosida
(cf. [11, I. Theorem 1.12]). Observe that by construction
D(L0,V )b ⊂ D(LV ) densely with respect to the graph norm ‖ · ‖D(LV ).
Let u ∈ D(LV ) and take un ∈ D(L0,V )b satisfying limn→∞ un = u in D(LV ) and
limn→∞ un = u, µ-a.e. on V . Let ε > 0 and ϕε be as in Step 1. Then by (24)∫
V
L
V
u 1{u>1}dµ = lim
ε→0+
∫
V
L
V
uϕ′ε(u)dµ ≤ 0.
Let f ∈ L1(V, µ) and u := αGVα f ∈ D(L
V
). If f ≤ 1, then
α
∫
V
u1{u>1}dµ ≤
∫
V
(αu− LV u)1{u>1}dµ = α
∫
V
f1{u>1}dµ ≤ α
∫
V
1{u>1}dµ.
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Therefore, α
∫
V
(u − 1)1{u>1}dµ ≤ 0, which implies u ≤ 1. If f ≥ 0, then −nf ≤ 1 for all
n ∈ N, hence −nu ≤ 1 for all n ∈ N. Thus u ≥ 0. Therefore (GVα )α>0 is sub-Markovian.
(ii) Step 1: It holds D(L
0,V
)b ⊂ D(LV ) and LV u = L0,V u+ 〈B,∇u〉, u ∈ D(L0,V )b.
Let u ∈ D(L0,V )b. Since (T 0,Vt )t>0 is an analytic semigroup, T 0,Vt u ∈ D(L0,V )b ⊂ D(LV )
and L
V
T 0,Vt u = L
0,V T 0,Vt u+ 〈B,∇T 0,Vt u〉 = T 0,Vt L
0,V
u+ 〈B,∇T 0,Vt u〉. By Lemma 4.1(ii),
limt→0+ T
0,V
t u = u in Ĥ
1,2
0 (V, µ), which implies that
lim
t→0+
L
V
T 0,Vt u = L
0,V
u+ 〈B,∇u〉 in L1(V, µ),
by (21). Since limt→0+ T
0,V
t u = limt→0+ T
0,V
t u = u in L
1(V, µ) and (L
V
, D(L
V
)) is a
closed operator on L1(V, µ), we obtain
u ∈ D(LV ), LV u = L0,V u+ 〈B,∇u〉.
Step 2: Let u ∈ D(LV )b and take un ∈ D(L0,V )b as in Step 3 of the proof of Proposition
4.2(i). Let M1,M2 > 0 be such that ‖u‖L∞(V ) < M1 < M2. Then
lim
n→∞
∫
{M1≤|un|≤M2}
〈Â∇un,∇un〉dµ = 0. (26)
Indeed, let ϕ ∈ C1(R) be such that ϕ′(t) := (t−M1)+ ∧ (M2 −M1) with ϕ(0) = 0. Then
by Lemma 4.1(i) (iv), we have ϕ(un) ∈ Ĥ1,20 (V, µ). Observe that ϕ′(u) = 0, µ-a.e. on V
and ∫
{M1≤un≤M2}
ϕ′′(un)〈Â∇un,∇un〉dµ =
∫
V
〈
Â∇un,∇ϕ′(un)
〉
dµ
= E0,V (un, ϕ′(un)) = −
∫
V
L0,V un ϕ
′(un)dµ
= −
∫
V
L0,V un ϕ
′(un)dµ−
∫
V
〈B,∇ϕ(un)〉dµ
= −
∫
V
LV un ϕ
′(un)dµ −→ −
∫
V
L
V
uϕ′(u)dµ = 0, as n→∞,
where the convergence of the last limit holds by Lebesgue’s Theorem, since
lim
n→∞
ϕ′(un) = ϕ′(u) = 0, µ-a.e. on Rd
and ∣∣ ∫
V
LV un · ϕ′(un)dµ−
∫
V
L
V
u · ϕ′(u)dµ∣∣
≤ ‖ϕ′‖L∞(V )
∫
V
∣∣(LV un − LV u)∣∣dµ+ ∫
V
|LV u| · |ϕ′(un)− ϕ′(u)|dµ
−→ 0 as n→∞.
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Similarly,∫
{−M2≤un≤−M1}
〈Â∇un,∇un〉dµ =
∫
{M1≤−un≤M2}
〈Â∇(−un),∇(−un)〉dµ = 0,
hence (26) is proved.
Step 3: Let u, un, n ≥ 1 be as in Step 2. Let ϕ ∈ C20(R) be such that ϕ(t) = t if
|t| < ‖u‖L∞(V ) + 1 and ϕ(t) = 0 if |t| ≥ ‖u‖L∞(V ) + 2. Using Step 2 and Lebesgue’s
Theorem
L
V
ϕ(un) = ϕ
′(un)LV un + ϕ′′(un)〈A∇un,∇un〉 −→ LV u in L1(V, µ) as n→∞.
Therefore
E0,V (ϕ(un)− ϕ(um), ϕ(un)− ϕ(um))
= −
∫
V
L
V (
ϕ(un)− ϕ(um)
) · (ϕ(un)− ϕ(um))dµ
≤ 2‖ϕ‖L∞(Rd)‖LV ϕ(un)− LV ϕ(um)‖L1(V,µ) −→ 0 as n,m→∞.
Thus limn→∞ ϕ(un) = u in Ĥ
1,2
0 (V, µ) by the completeness of Ĥ
1,2
0 (V, µ). Then using (21),
for any v ∈ Ĥ1,20 (V, µ)b,
E0,V (u, v)−
∫
V
〈B,∇u〉 vdµ = lim
n→∞
(E0,V (ϕ(un), v)−
∫
V
〈B,∇ϕ(un)〉dµ)
= − lim
n→∞
∫
V
L
V
ϕ(un) · vdµ = −
∫
V
L
V
u · vdµ,
which completes the proof of (ii).

Remark 4.3 One can generalize the assumptions of Proposition 4.2 to more general pos-
itive functions ρ as follows. Consider ψ as in Section 4.1 and assume φ ∈ H1,2loc (Rd) with
φ > 0 a.e. on Rd and let ρ := φ2, µ := ρψdx. Let A = (aij)1≤i,j≤d be a symmetric matrix
of functions that is locally uniformly strictly elliptic on Rd and aij ∈ H1,2loc (Rd, ρdx) for
all 1 ≤ i, j ≤ d. Assume B satisfies (20) and ψB ∈ L2loc(Rd,Rd, ρdx). Let (E0, D(E0)),
(L0, D(L0)) be defined in the same manner as in Section 4.1. For an open set U in
Rd, define Ĥ1,20,ρ(U, µ) as the closure of C
∞
0 (U) in L
2(U, µ) with respect to the norm(∫
U
‖∇u‖2ρdx+ ∫
U
u2dµ
)1/2
. Then replacing Ĥ1,20 (U, µ) with Ĥ
1,2
0,ρ(U, µ), one obtains the
same results as in Lemma 4.1 and Propsotion 4.2. Especially, if ψ ≡ 1, it reduces to
the framework of [22]. But considering a future goal in Theorem 4.10, where we obtain
ρ ∈ H1,ploc (Rd) ∩ C0,1−d/ploc (Rd) with ρ(x) > 0 for all x ∈ Rd, which in particular means
that ρ ∈ L∞loc(Rd) and 1ρ ∈ L∞loc(Rd), we maintain our present assumptions in Section 4.1
because it makes the arguments in the proofs more simple.
20
Remark 4.4 Let V be a bounded open subset of Rd. Define
L∗ V u := L0,V + 〈−B,∇u〉, u ∈ D(L0,V )b.
Note that −B has the same structural properties as B since (20) and (21) hold. Thus
Proposition 4.2 holds equally with B replaced by −B. In particular, there exists a closed ex-
tension (L
∗V
, D(L
∗V
)) of (L∗V , D(L0,V )b) on L1(V, µ), which generates a sub-Markovian
C0-resolvent of contractions (G
∗V
α ) on L
1(V, µ) and
E0,V (u, v) +
∫
V
〈B,∇u〉vdµ = −
∫
V
L
∗V
u vdµ, u ∈ D(L∗V )b, v ∈ Ĥ1,20 (V, µ).
Let (L∗V , D(L∗V )) be the part of (L
∗V
, D(L
∗V
)) on L2(V, µ) and (LV , D(LV )) be the part
of (L
V
, D(L
V
)) on L2(V, µ). Then for any u ∈ D(LV )b, v ∈ D(L∗V )b
−
∫
V
LV u · vdµ = E0,V (u, v)−
∫
V
〈B,∇u〉vdµ
= E0,V (v, u) +
∫
V
〈B,∇v〉udµ
= −
∫
V
L∗ V v · udµ (27)
Let (GVα )α>0 and (G
∗
α
V )α>0 be the resolvent associated to (L
V , D(LV )), (L∗V , D(L∗V )) on
L2(V, µ), respectively. Then for any f, g ∈ L2(V, µ) ∩ L∞(V, µ),∫
V
GVα f · gdµ =
∫
V
GVα f · (α− L∗V )G∗αV g dµ
=
(27)
∫
V
(α− LV )GVα f ·G∗αV g dµ
=
∫
V
f ·G∗αV g dµ. (28)
By denseness of L2(V, µ)∩L∞(V, µ) in L2(V, µ), (28) extends to all f, g ∈ L2(V, µ). Thus
for each α > 0, G∗α
V is the adjoint operator of GVα on L
2(V, µ).
Now let V be a bounded open subset of Rd. Denote by (G
V
α )α>0 the resolvent associated
with (L
V
, D(L
V
)) on L1(V, µ). Then (G
V
α )α>0 can be extended to L
1(Rd, µ) by
G
V
α f :=
{
G
V
α (f1V ) on V
0 on Rd \ V, f ∈ L
1(Rd, µ), (29)
Let g ∈ L1(Rd, µ)b. Then GVα (g1V ) ∈ D(L
V
)b ⊂ Ĥ1,20 (V, µ), hence G
V
α g ∈ Ĥ1,20 (V, µ).
Note that if u ∈ D(E0,V ), then by definition it holds u ∈ D(E0) and E0,V (u, u) = E0(u, u).
Therefore we obtain
E0(GVnα g, G
Vn
α g) = E0,Vn
(
G
Vn
α (g1Vn), G
Vn
α (g1Vn)
)
. (30)
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Lemma 4.5 Let V1, V2 be bounded open subsets of R
d and V 1 ⊂ V2. Let u ∈ L1(Rd, µ),
u ≥ 0, and α > 0. Then GV1α u ≤ G
V2
α u.
Proof Using the denseness in L1(Rd, µ), we may assume u ∈ L1(Rd, µ)b. Let wα :=
G
V1
α u − G
V2
α u. Then clearly wα ∈ Ĥ1,20 (V2, µ). Observe that w+α ≤ G
V1
α u on R
d, so that
w+α ∈ Ĥ1,20 (V1, µ) by Lemma 5.4. By [8, Theorem 4.4 (iii)], we obtain∫
V2
〈B,∇wα〉w+α dµ =
∫
V2
〈B,∇w+α 〉w+α dµ = 0. (31)
Since E0,V2 is a symmetric Dirichlet form, E0,V2(w−α , w+α ) = E0,V2(w+α , w−α ) ≤ 0. Therefore
E0,V2(w+α , w+α ) ≤ E0,V2α (wα, w+α )−
∫
V2
〈B,∇wα〉w+α dµ
≤
(
E0,V1α (G
V1
α u, w
+
α )−
∫
V1
〈B,∇GV1α u〉w+αdµ
)
−
(
E0,V2α (G
V2
α u, w
+
α )−
∫
V2
〈B,∇GV2α u〉w+α dµ
)
≤
∫
V1
(α− LV1)GV1α uw+α dµ−
∫
V2
(α− LV2)GV2α uw+α dµ
=
∫
V1
uw+α dµ−
∫
V2
uw+α dµ = 0.
Therefore w+α = 0 in R
d, hence G
V1
α u ≤ G
V2
α u on R
d.

Remark 4.6 Since wα, w
+
α ∈ H1,2(V2) in Lemma 4.5, we could directly get (31) us-
ing [8, Theorem 4.4 (iii)]. However, in the general situation as in Remark 4.3, if ρ is
not bounded below by a strictly positive constant, then wα, w
+
α may not be contained in
H1,2(V2). In that case by Lemma 5.2, we can take a sequence (fn)n≥1 ⊂ C∞0 (V2) such that
supn≥1 ‖fn‖L∞(V2) ≤ ‖wα‖L∞(V2) and
lim
n→∞
fn = wα in D(E0,V2), lim
n→∞
f+n = w
+
α weakly in D(E0,V2),
lim
n→∞
f+n = w
+
α µ-a.e. in V2.
By [8, Theorem 4.4 (iii)]∫
V2
〈B,∇fn〉f+n dµ =
∫
V2
〈B,∇f+n 〉f+n dµ, (32)
and ∣∣ ∫
V2
〈B,∇w+α 〉w+α dµ−
∫
V2
〈B,∇f+n 〉f+n dµ
∣∣
≤ ∣∣ ∫
V2
〈B,∇(w+α − f+n )〉w+α dµ
∣∣︸ ︷︷ ︸
:=In
+
∣∣ ∫
V2
〈B,∇f+n 〉(w+α − f+n )dµ
∣∣︸ ︷︷ ︸
=:Jn
.
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Since limn→∞ f+n = w
+
α weakly in D(E0,V2), we have limn→∞ In = 0. Using the Cauchy-
Schwarz inequality, it holds
Jn ≤
∫
V2
‖B‖‖∇f+n ‖ |w+α − f+n |dµ
≤ ( ∫
V2
‖∇f+n ‖2 |w+α − f+n | ρdx
)1/2( ∫
V2
‖ψB‖2|w+α − f+n | ρdx
)1/2
≤
√
2‖wα‖1/2L∞(V ) sup
n≥1
‖f+n ‖Ĥ1,20,ρ(V2,µ)
( ∫
V2
‖ψB‖2|w+α − f+n |dµ
)1/2
−→ 0 as n→∞
by Lebesgue’s Theorem. Applying the same method for the left hand side of (32), we obtain∫
V2
〈B,∇wα〉w+α dµ =
∫
V2
〈B,∇w+α 〉w+α dµ.
By means of Proposition 4.2, we will derive the following Theorem 4.7.
Theorem 4.7 There exists a closed extension (L,D(L)) of Lu := L0u + 〈B,∇u〉, u ∈
D(L0)0,b on L
1(Rd, µ) satisfying the following properties:
(a) (L,D(L)) generates a sub-Markovian C0-semigroup of contractions (T t)t>0 on L
1(Rd, µ).
(b) Let (Un)n≥1 is a family of bounded open subsets of Rd satisfying Un ⊂ Un+1 and
Rd =
⋃
n≥1Un. Then limn→∞G
Un
α f = (α − L)−1f in L1(Rd, µ), for all f ∈
L1(Rd, µ) and α > 0.
(c) D(L)b ⊂ D(E0) and for all u ∈ D(L)b, v ∈ Ĥ1,20 (Rd, µ)0,b it holds
E0(u, u) ≤ −
∫
Rd
Lu · udµ,
E0(u, v)−
∫
Rd
〈B,∇u〉vdµ = −
∫
Rd
Lu · vdµ.
Proof Let f ∈ L1(Rd, µ) with f ≥ 0. Let (Vn)n≥1 be a family of bounded open subsets
of Rd satisfying V n ⊂ Vn+1 for all n ∈ N. Using Lemma 4.5, we can define for any α > 0
Gαf := lim
n→∞
G
Vn
α f µ-a.e. on R
d.
Using the L1-contraction property,
∫
Rd
αG
Vn
α fdµ =
∫
Vn
αG
Vn
α (f1Vn)dµ ≤
∫
Vn
fdµ ≤ ∫
Rd
fdµ.
Thus by monotone integration, Gαf ∈ L1(Rd, µ) with∫
Rd
αGαfdµ ≤
∫
Rd
fdµ,
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and by Lebesgue’s Theorem, limn→∞G
Vn
α f = Gαf in L
1(Rd, µ).
For any f ∈ L1(Rd, µ), define Gαf := Gαf+ − Gαf−. Then αGα is a contraction on
L1(Rd, µ), since∫
Rd
|αGαf |dµ ≤
∫
Rd
(αGαf
+ + αGαf
−)dµ ≤
∫
Rd
f+dµ+
∫
Rd
f−dµ =
∫
Rd
|f |dµ.
Thus
lim
n→∞
G
Vn
α f = Gαf in L
1(Rd, µ), lim
n→∞
G
Vn
α f = Gαf µ-a.e. on R
d.
Clearly, (Gα)α>0 is sub-Markovian, since (G
Vn
α )α>0 is sub-Markovian on L
1(Vn, µ) for any
n ≥ 1. By the L1(Rd, µ)-contraction property, for any α, β > 0
lim
n→∞
‖GVnα Gβf −G
Vn
α G
Vn
β f‖L1(Rd,µ) ≤ lim
n→∞
1
α
‖Gβf −GVnβ f‖L1(Rd,µ) = 0. (33)
Using (33) and the resolvent equation for (G
Vn
α )α>0, we obtain for any α, β > 0
(β − α)GαGβf = lim
n→∞
(β − α)GVnα Gβf = lim
n→∞
(β − α)GVnα G
Vn
β f
= lim
n→∞
G
Vn
α f −G
Vn
β f = Gαf −Gβf in L1(Rd, µ).
Let f ∈ L1(Rd, µ)b and α > 0. By (23), GVnα (f1Vn) ∈ D(L
V
)b ⊂ Ĥ1,20 (Vn, µ)b. Using (30),
E0α(G
Vn
α f, G
Vn
α f) = E0,Vnα
(
G
Vn
α (f1Vn), G
Vn
α (f1Vn)
)
= −
∫
Vn
L
Vn
G
Vn
α (f1Vn) ·G
Vn
α (f1Vn)dµ+
∫
Vn
αG
Vn
α (f1Vn) ·G
Vn
α (f1Vn)dµ
=
∫
Vn
(f1Vn) ·GVnα (f1Vn)dµ
≤
∫
Rd
f ·Gαfdµ (34)
≤ 1
α
‖f‖L∞(Rd,µ)‖f‖L1(Rd,µ).
Observe that limn→∞G
Vn
α f = Gαf in L
2(Rd, µ) by Lebesgue’s Theorem. Thus by the
Banach-Alaoglu Theorem, Gαf ∈ D(E0) and there exists subsequence of (GVnα f)n≥1, say
again (G
Vn
α f)n≥1, such that
lim
n→∞
G
Vn
α f = Gαf weakly in D(E0). (35)
Using the property of weak convergence and (34)
E0α(Gαf,Gαf) ≤ lim inf
n→∞
E0α(G
Vn
α f,G
Vn
α f) ≤
∫
Rd
fGαfdµ. (36)
24
Let v ∈ Ĥ1,20 (Rd, µ)0,b. Then by Lemma 5.3, v ∈ D(E0). Using (35),
E0α(Gαf, v)−
∫
Rd
〈B,∇Gαf〉v dµ
= lim
n→∞
(E0α(GVnα f, v)− ∫
Rd
〈ρψB,∇GVnα f〉v dx
)
= lim
n→∞
(E0,Vnα (GVnα (f1Vn), v)− ∫
Vn
〈
B,∇GVnα (f1Vn)
〉
v dµ
)
= lim
n→∞
∫
Vn
(α− LVn)GVnα (f1Vn) · vdµ = lim
n→∞
∫
Vn
fvdµ =
∫
Rd
fvdµ. (37)
Let u ∈ D(L0)0,b be given and take j ∈ N satisfying supp u ⊂ Vj . Then by Lemma 5.3,
u ∈ Ĥ1,20 (Vj, µ). Observe that supp (Lu) ⊂ Vj and for any n ≥ j, u1Vn ∈ D(L0,Vn)b,
LVn(u1Vn) = Lu on Vn, hence G
Vn
α (α− L)u = u on Rd. Letting n→∞ we have
u = Gα(α− L)u. (38)
Note that
‖αGαu− u‖L1(Rd,µ) =
∥∥αGαu−Gα(α− L)u∥∥L1(Rd,µ) = ∥∥GαLu∥∥L1(Rd,µ)
≤ 1
α
‖Lu‖L1(Rd,µ) −→ 0 as α→∞. (39)
Since C∞0 (R
d) ⊂ D(L0)0,b, (39) extends to all u ∈ L1(Rd, µ), which shows the strong
continuity of (Gα)α>0 on L
1(Rd, µ). Let (L,D(L)) be the generator of (Gα)α>0. Then (38)
implies Lu = Lu for all u ∈ D(L0)0,b. Thus (L,D(L)) is a closed extension of (L,D(L0)0,b)
on L1(Rd, µ). By the Hille-Yosida Theorem, (L,D(L)) generates a C0-semigroup of con-
tractions (T t)t>0 on L
1(Rd, µ).
Since T tu = limα→∞ exp
(
tα(αGαu − u)
)
in L1(Rd, µ), (T t)t>0 is also sub-Markovian,
hence (a) is proved.
Next we will show (b). Let (Un)n≥1 be a family of bounded open subsets of Rd such
that Un ⊂ Un+1 for all n ∈ N and Rd =
⋃
n≥1 Un. Let f ∈ L1(Rd, µ) with f ≥ 0. By
the compactness of V n in R
d, there exists n0 ∈ N such that V n ⊂ Un0 , so that G
Vn
f ≤
G
Un0f ≤ limn→∞GUnα f . Letting n → ∞, we obtain Gαf ≤ limn→∞G
Un
α f . Similarly we
have limn→∞G
Un
α f ≤ Gαf , which shows (b).
Finally we will show (c). Let u ∈ D(L)b be given. Then by (35), αGαu ∈ D(E0) and
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by (36)
E0(αGαu, αGαu) ≤
∫
Rd
αu · αGαudµ− α
∫
Rd
αGαu · αGαudµ
=
∫
Rd
α
(
u− αGαu
) · αGαu dµ
=
∫
Rd
−αLGαu · αGαu dµ
=
∫
Rd
−αGαLu · αGαudµ (40)
≤ ‖Lu‖L1(Rd,µ)‖u‖L∞(Rd,µ).
Therefore supα>0 E0(αGαu, αGαu) <∞. By Banach-Alaoglu theorem, there exists a sub-
sequence of (αGαu)α>0, say again (αGαu)α>0, such that u ∈ D(E0) and limα→∞ αGαu = u
weakly inD(E0). Moreover by the property of weak convergence, (40) and Lebesgue’s The-
orem,
E0(u, u) ≤ lim inf
α→∞
E0(αGαu, αGαu) ≤ lim inf
α→∞
(− ∫
Rd
αGαLu · αGαudµ
)
= −
∫
Rd
Lu udµ.
If v ∈ Ĥ1,2(Rd, µ)0,b, then by (37)
E0(u, v)−
∫
Rd
〈B,∇u〉vdµ = lim
α→∞
(E0(αGαu, v)− ∫
Rd
〈ρψB,∇αGαu〉vdx
)
= lim
α→∞
(E0α(αGαu, v)− ∫
Rd
〈B,∇αGαu〉vdµ− α
∫
Rd
αGαu · vdµ
)
= lim
α→∞
∫
Rd
α(u− αGαu)vdµ = lim
α→∞
∫
Rd
−αGαLu · vdµ = −
∫
Rd
Lu · vdµ,
as desired.

Remark 4.8 In the same way as in Theorem 4.7, one can construct an L1(Rd, µ) closed
extension (L
∗
, D(L
∗
)) of L0u+ 〈−B,∇u〉, u ∈ D(L0)0,b which generates a sub-Markovian
C0-resolvent of contractions (G
∗
α)α>0 an L
1(Rd, µ). Let (Un)n≥1 be as in Theorem 4.7(b).
Observe that by Remark 4.4∫
Rd
G
Un
α u · v dµ =
∫
Rd
u ·G∗Unα v dµ, for all u, v ∈ L1(Rd, µ) ∩ L∞(Rd, µ), (41)
where (G
∗Un
α )α>0 is the resolvent associated to (L
∗Un
, D(L
∗Un
)) on L1(Un, µ), which is
trivially extended to Rd as in (29). Letting n→∞ in (41),∫
Rd
Gαu v dµ =
∫
Rd
uG
∗
αvdµ, for all u, v ∈ L1(Rd, µ) ∩ L∞(Rd, µ).
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The following Theorem 4.9 which shows that D(L)b is an algebra is one of the ingredients
to construct a Hunt process corresponding to the strict capacity (see, SD3 in [25]). It will
be used later. The proof of Theorem 4.9 is based on [22, Remark 1.7 (iii)], but we include
its proof checking in detail some approximation arguments.
Theorem 4.9 D(L)b is an algebra and Lu
2 = 2uLu+ 〈Â∇u,∇u〉 for any u ∈ D(L)b.
Proof Let u ∈ D(L)b. Since D(L)b is a linear space, it suffices to show u2 ∈ D(L)b. Let
(L
∗
, D(L
∗
)), (G
∗
α)α>0 be as in Remark 4.8 and set g := 2uLu + 〈Â∇u,∇u〉. If we can
show ∫
Rd
(L
∗
G
∗
1h) u
2dµ =
∫
Rd
g G
∗
1h dµ, for all h ∈ L1(Rd, µ)b, (42)
then ∫
Rd
G1(u
2 − g) hdµ =
∫
Rd
(u2 − g)G∗1h dµ =
(42)
∫
Rd
u2(G
∗
1h− L
∗
G
∗
1h)dµ
=
∫
Rd
u2h dµ, for all h ∈ L1(Rd, µ)b,
hence u2 = G1(u
2−g) ∈ D(L)b and Lu2 = (1−L)G1(g−u2)−G1(g−u2) = g−u2+u2 = g,
as desired.
Step 1: To prove (42), first assume u = G1f for some f ∈ L1(Rd, µ)b. Fix v = G∗1h for
some h ∈ L1(Rd, µ)b with h ≥ 0. Let (Un)n≥1 be as in Theorem 4.7(b) and un := GUn1 f ,
vn := G
∗Un
1 h. By Proposition 4.2 and Theorem 4.7∫
Rd
(L
∗Un
vn) uundµ
= −E0(vn, uun)−
∫
Rd
〈B,∇vn〉uundµ, ( since vn ∈ D(E0) and uun ∈ D(E0) )
= −1
2
∫
Rd
〈Â∇vn,∇u〉undµ− 1
2
∫
Rd
〈Â∇vn,∇un〉udµ+
∫
Rd
〈B,∇(uun)〉vndµ
= −1
2
∫
Rd
〈Â∇(vnun),∇u〉dµ+ 1
2
∫
Rd
〈Â∇un,∇u〉vndµ− 1
2
∫
Rd
〈Â∇vn,∇un〉udµ
+
∫
Rd
〈B,∇u〉vnun dµ+
∫
Rd
〈B,∇un〉vnudµ
= −1
2
∫
Rd
〈Â∇u,∇(vnun)〉dµ+
∫
Rd
〈B,∇u〉vnun dµ+ 1
2
∫
Rd
〈Â∇un,∇u〉vndµ
−1
2
∫
Rd
〈Â∇un,∇(vnu)〉dµ+
∫
Rd
〈B,∇un〉vnudµ+ 1
2
∫
Rd
〈Â∇un,∇u〉vndµ
=
∫
Rd
Lu · vnundµ+
∫
Rd
L
Un
un · vnudµ+
∫
Rd
〈Â∇un,∇u〉vndµ. (43)
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Observe that ∣∣ ∫
Rd
〈Â∇u,∇u〉vdµ−
∫
Rd
〈Â∇un,∇u〉vndµ
∣∣
≤ ∣∣ ∫
Rd
〈Â∇(u− un),∇u〉vdµ
∣∣︸ ︷︷ ︸
=:In
+
∣∣ ∫
Rd
〈Â∇un,∇u〉 (v − vn) dµ
∣∣︸ ︷︷ ︸
=:Jn
(44)
Since limn→∞ un = u weakly in D(E0) and v is bounded on Rd, limn→∞ In = 0. Note
that vn = G
∗Un
1 h ≤ G
∗
1h = v, supn∈N E0(un, un) <∞, |vn| ≤ |v| ∈ L∞(Rd, µ) and
lim
n→∞
un = u µ-a.e. on R
d,
hence we obtain by the CauchySchwarz inequality,
Jn ≤
( ∫
Rd
〈Â∇un,∇un〉 (v − vn) dµ
)1/2( ∫
Rd
〈Â∇u,∇u〉 (v− vn) dµ
)1/2
≤
√
2‖v‖1/2
L∞(Rd,µ)
sup
n≥1
E0(un, un)1/2
( ∫
Rd
〈Â∇u,∇u〉 (v− vn) dµ
)1/2
−→ 0 as n→∞,
where the latter convergence to zero followed by Lebesgue’s Theorem for which we use∣∣〈Â∇u,∇u〉 (v − vn)∣∣ ≤ 2‖v‖L∞(Rd,µ)〈Â∇u,∇u〉 ∈ L1(Rd, µ), µ-a.e. on Rd
and
lim
n→∞
〈Â∇u,∇u〉 (v − vn) = 0, µ-a.e. on Rd.
Therefore it follows by (44) that
lim
n→∞
∫
Rd
〈Â∇un,∇u〉vndµ =
∫
Rd
〈Â∇u,∇u〉vdµ. (45)
By (43), (45) and Lebesgue’s Theorem∫
Rd
L
∗
v · u2dµ
=
∫
Rd
(
G
∗
1h− h
)
uundµ
= lim
n→∞
∫
Rd
(
G
∗Un
1 h− h
)
uun dµ
= lim
n→∞
∫
Rd
(L
∗Un
vn)uundµ
=
(43)
lim
n→∞
∫
Rd
Lu · vnundµ+
∫
Rd
(G
Un
1 f − f) · vnudµ+
∫
Rd
〈Â∇un,∇u〉vndµ
=
(45)
∫
Rd
Lu · vudµ+
∫
Rd
Lu · vudµ+
∫
Rd
〈Â∇u,∇u〉vdµ
=
∫
Rd
gvdµ. (46)
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In the case of general h ∈ L1(Rd, µ)b, we also obtain (46) using h = h+−h− and linearity.
Step 2: Let u ∈ D(L)b be arbitrary. Set
gα := 2(αGαu)L(αGαu) + 〈Â∇αGαu,∇αGαu〉, α > 0.
By Theorem 4.7(c),
E0(αGαu− u, αGαu− u) ≤ −
∫
Rd
L(αGαu− u) · (αGαu− u)dµ
≤ 2‖u‖L∞(Rd,µ)‖αGαLu− Lu‖L1(Rd,µ)
−→ 0 as α→∞,
hence limα→∞ gα = g in L1(Rd, µ). Observe that by the resolvent equation
Gαu = G1
(
(1− α)Gαu+ u
)
and (1− α)Gαu+ u ∈ L1(Rd, µ)b. Replacing u in (46) with αGαu∫
Rd
L
∗
v
(
αGαu
)2
dµ =
∫
Rd
gαvdµ.
Letting α→∞, we finally obtain by Lebesgue’s Theorem∫
Rd
L
∗
v · u2dµ =
∫
Rd
gvdµ,
so that our assertion holds.

4.3 Existence of a pre-invariant measure and strong Feller prop-
erties
Here we state some conditions which will be used as our assumptions.
(A1) p > d is fixed and A = (aij)1≤i,j≤d is a symmetric matrix of functions which is
locally uniformly strictly elliptic on Rd such that aij ∈ H1,ploc (Rd) ∩ C0,1−d/ploc (Rd) for
all 1 ≤ i, j ≤ d. ψ ∈ L1loc(Rd) is a positive function such that 1ψ ∈ L∞loc(Rd) and G is
a Borel measurable vector field on Rd satisfying ψG ∈ Lploc(Rd,Rd).
(A2) ψ ∈ Lqloc(Rd) with q ∈ (d2 ,∞]. Fix s ∈ (d2 ,∞] such that 1q + 1s < 2d .
(A3) q ∈ [p
2
∨ 2,∞].
Theorem 4.10 Under the assumption (A1), there exists ρ ∈ H1,ploc (Rd) ∩ C0,1−d/ploc (Rd)
satisfying ρ(x) > 0 for all x ∈ Rd such that∫
Rd
〈G− βρ,A,ψ,∇ϕ〉ρψdx = 0, for all ϕ ∈ C∞0 (Rd). (47)
Moreover ρψB ∈ Lploc(Rd,Rd), where B := G− βρ,A,ψ.
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Proof By [17, Theorem 3.6], there exists ρ ∈ H1,ploc (Rd)∩C0,1−d/ploc (Rd) satisfying ρ(x) > 0
for all x ∈ Rd such that∫
Rd
〈1
2
A∇ρ+ (1
2
∇A− ψG)ρ,∇ϕ〉dx = 0, for all ϕ ∈ C∞0 (Rd),
hence ∫
Rd
〈
G− ∇A
2ψ
− A∇ρ
2ρψ
,∇ϕ〉ρψdx = 0, for all ϕ ∈ C∞0 (Rd),
and moreover
ρψB = ρψG− ρ
2
∇A− A∇ρ
2
∈ Lploc(Rd,Rd).

From now on, we assume that (A1) holds and fix A, ψ, ρ, B as in Theorem 4.10
and set as in Section 4.1 µ := ρψ dx, Â := 1
ψ
A, ρ̂ := ρψ, âij =
1
ψ
aij for all 1 ≤ i, j ≤ d.
Then A, ψ, ρ, B satisfy all assumptions of Section 4.1.
Remark 4.11 If ψ ∈ H1,2(V ) ∩L∞(V ) for some bounded open set V in Rd, then by the
chain and product rules for weakly differentiable functions,
1
2
∇Â = ∇A
2ψ
+
−A∇ψ
2ψ2
,
Â∇ρ̂
2ρ̂
=
A∇ψ
2ψ2
+
A∇ρ
2ρψ
on V.
Set β ρ̂,Â :=
1
2
∇Â + Â∇ρ̂
2ρ̂
on V . Then it holds β ρ̂,Â = βρ.A,ψ (a.e.) on V . If we assume
ψ ∈ H1,p(V ), then it holds
F̂ :=
1
2
∇Â+G− 2β ρ̂,Â ∈ Lp(V,Rd).
By Theorem 4.7 there exists a closed extension (L,D(L)) of
Lf = L0f + 〈B,∇f〉, f ∈ D(L0)0,b,
on L1(Rd, µ) which generates the sub-Markovian C0-semigroup of contractions (T t)t>0 on
L1(Rd, µ). Restricting (T t)t>0 to L
1(Rd, µ)b, it is well-known by Riesz-Thorin interpolation
that (T t)t>0 can be extended to a sub-Markovian C0-semigroup of contractions (Tt)t>0 on
each Lr(Rd, µ), r ∈ [1,∞). Denote by (Lr, D(Lr)) the corresponding closed generator with
graph norm
‖f‖D(Lr) := ‖f‖Lr(Rd,µ) + ‖Lrf‖Lr(Rd,µ),
and by (Gα)α>0 the corresponding resolvent. Also (Tt)t>0 and (Gα)α>0 can be uniquely
defined on L∞(Rd, µ), but are no longer strongly continuous there.
For f ∈ C∞0 (Rd), we have
Lf = L0f + 〈B,∇f〉 = 1
2
trace(Â∇2f) + 〈G,∇f〉.
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Define
L∗f : = L0f − 〈B,∇f〉 = 1
2
trace(Â∇2f) + 〈G∗,∇f〉,
with
G∗ := (g∗1, · · · , g∗d) = 2βρ,A,ψ −G = βρ,A,ψ −B ∈ L2loc(Rd,Rd, µ).
We see that L and L∗ have the same structural properties, i.e. they are given as the sum of
a symmetric second order elliptic differential operator L0 and a divergence free first order
perturbation 〈B,∇· 〉 or 〈−B,∇· 〉, respectively, with same integrability condition ρψB ∈
Lploc(R
d,Rd). Therefore all what will be derived below for L will hold analogously for
L∗. Denote by (L∗r , D(L
∗
r)) the operators corresponding to L
∗ for the co-generator on
Lr(Rd, µ), r ∈ [1,∞), (T ∗t )t>0 for the co-semigroup, (G∗α)α>0 for the co-resolvent. As in
[22, Section 3], we obtain a corresponding bilinear form with domain D(L2)×L2(Rd, µ)∪
L2(Rd, µ)×D(L̂2) by
E(f, g) :=
{ − ∫
Rd
L2f · g dµ for f ∈ D(L2), g ∈ L2(Rd, µ),
− ∫
Rd
f · L∗2g dµ for f ∈ L2(Rd, µ), g ∈ D(L∗2). (48)
E is called the generalized Dirichlet form associated with (L2, D(L2)).
Theorem 4.12 Assume (A1), (A2) and let f ∈ ∪r∈[s,∞]Lr(Rd, µ). Then Gαf has a
locally Ho¨lder continuous µ-version Rαf on R
d. Furthermore for any open balls B, B′
satisfying B ⊂ B′, we have the following estimate
‖Rαf‖C0,γ(B) ≤ c2
(‖f‖Ls(B′,µ) + ‖Gαf‖L1(B′,µ)) , (49)
where c2 > 0, γ ∈ (0, 1) are constants which are independent of f .
Proof Let f ∈ C∞0 (Rd) and α > 0. Then by Theorem 4.7, Gαf ∈ D(L)b ⊂ D(E0) and
E0(Gαf, ϕ)−
∫
Rd
〈B,∇Gαf〉ϕdµ
= −
∫
Rd
(
LGαf
)
ϕdµ
=
∫
Rd
(f − αGαf)ϕdµ, for all ϕ ∈ C∞0 (Rd). (50)
Thus (50) implies∫
Rd
〈1
2
ρA∇Gαf,∇ϕ
〉
dx−
∫
Rd
〈ρψB,∇Gαf〉ϕdx+
∫
Rd
(αρψGαf)ϕdx
=
∫
Rd
(ρψf)ϕdx, for all ϕ ∈ C∞0 (Rd). (51)
Note that ρ is locally bounded below and above on Rd and ρψB ∈ Lploc(Rd,Rd), αρψ ∈
Lqloc(R
d). Let B, B′ be open balls in Rd satisfying B ⊂ B′. Since 1
ψ
∈ L∞(B′), Gαf ∈
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H1,2(B′). Thus by Theorem 3.4, there exists a Ho¨lder continuous µ-version Rαf of Gαf
on Rd and constants γ ∈ (0, 1), c1 > 0, which are independent of f such that
‖Rαf‖C0,γ(B) ≤ c1
(‖Gαf‖L1(B′) + ‖ρψf‖
L
( 1q+
1
s )
−1
(B′)
)
≤ c2
(‖Gαf‖L1(B′,µ) + ‖f‖Ls(B′,µ)), (52)
where c2 := c1
(
1
infB′ ρψ
∨ ‖ρψ‖Lq(B′)
(infB′ ρψ)
1/s
)
. Using the Ho¨lder inequality and the contraction
property, (52) extends to f ∈ ∪r∈[s,∞)Lr(Rd, µ). In order to extend (52) to f ∈ L∞(Rd, µ),
let fn := 1Bn · f ∈ Lq(Rd, µ)0, n ≥ 1. Then ‖f − fn‖Ls(B′,µ) + ‖Gα(f − fn)‖L1(B′,µ) → 0 as
n→∞ by Lebesgue’s Theorem. Hence (52) also extends to f ∈ L∞(Rd, µ).

Let f ∈ D(Lr) for some r ∈ [s,∞). Then f = G1(1 − Lr)f , hence by Theorem 4.12,
f has a locally Ho¨lder continuous µ-version on Rd and
‖f‖C0,γ(B) ≤ c3‖f‖D(Lr),
where c3 > 0, γ ∈ (0, 1) are constants, independent of f . In particular, Ttf ∈ D(Lr) and
Ttf has hence a continuous µ-version, say Ptf , with
‖Ptf‖C0,γ(B) ≤ c3‖Ptf‖D(Lr). (53)
Note that c3 is independent of t ≥ 0 as well as of f . The following Lemma will be quite
important for later to show joint continuity of P·g(·) for g ∈ ∪ν∈[ 2p
p−2
,∞]L
ν(Rd, µ).
Lemma 4.13 Assume (A1), (A2). For any f ∈ ⋃r∈[s,∞)D(Lr) the map
(x, t) 7→ Ptf(x)
is continuous on Rd × [0,∞).
Proof Let f ∈ D(Lr) for some r ≥ s and ((xn, tn))n≥1 be a sequence in Rd× [0,∞) that
converges to (x0, t0) ∈ Rd × [0,∞). Note that Pt0f ∈ C(Rd). Then there exists an open
ball B such that xn ∈ B for all n ≥ 0 and using (53)
|Ptnf(xn)− Pt0f(x0)| ≤ |Ptnf(xn)− Pt0f(xn)|+ |Pt0f(xn)− Pt0f(x0)|
≤ ‖Ptnf − Pt0f ‖C(B) + |Pt0f(xn)− Pt0f(x0)|
≤ c3‖Ptnf − Pt0f ‖Lr(Rd,µ) + c3‖PtnLrf − Pt0Lrf ‖Lr(Rd,µ)
+ |Pt0f(xn)− Pt0f(x0)| −→ 0 as n→∞.

32
Remark 4.14 If (E , C∞0 (Rd)) satisfies the weak sector condition, then (Tt)t>0 is an an-
alytic semigroup on Lr(Rd, µ), r ∈ [2,∞) by Stein interpolation. If f ∈ D(Lr) with
r ∈ [2,∞), then
Ttf ∈ D(Lr), and ‖LrTtf‖Lr(Rd,µ) ≤
c
t
‖f‖Lr(Rd,µ),
where c > 0 is a constant which is independent of f and t > 0. Thus for any r ∈ [s∨2,∞),
t > 0, f ∈ Lr(Rd, µ) and any open ball B
‖Ptf‖C0,β(B) ≤ c3
(‖Ptf ‖Lr(Rd,µ) + ‖LrPtf ‖Lr(Rd,µ))
≤ c3
(
1 +
c
t
)
‖f‖Lr(Rd,µ).
However, it is in general difficult to show a weak sector condition and moreover it does
not need to hold. Thus we have to develop another way to show the joint continuity of
P·f(·) where f is in some suitable class.
Theorem 4.15 Assume (A1), (A2), (A3) and let f ∈ ⋃ν∈[ 2p
p−2
,∞]L
ν(Rd, µ), t > 0.
Then Ttf has a continuous µ-version Ptf on R
d and furthermore P·f(·) is continuous on
Rd×(0,∞). For any bounded open sets U , V in Rd with U ⊂ V and 0 < τ3 < τ1 < τ2 < τ4,
i.e. [τ1, τ2] ⊂ (τ3, τ4), we have the following estimate for all f ∈ ∪ν∈[ 2p
p−2
,∞]L
ν(Rd, µ)
‖P·f(·)‖C(U×[τ1,τ2]) ≤ C1‖P·f(·)‖L 2pp−2 ,2(V ×(τ3,τ4)), (54)
where C1 is a constant that depend on U × [τ1, τ2], V × (τ3, τ4), but is independent of f .
Proof First assume f ∈ D(L)b ∩ D(Ls) ∩ D(L2). By means of Lemma 4.13, define
u ∈ Cb(Rd × [0,∞)) by u(x, t) := Ptf(x). Note that for any bounded open set O ⊂ Rd
and T > 0, it holds u ∈ H1,2(O × (0, T )) by Theorem 6.13 below. Let ϕ1 ∈ C∞0 (Rd),
ϕ2 ∈ C∞0 ((0, T )). Observe that Ttf ∈ D(L)b, hence∫∫
Rd×(0,T )
〈1
2
ρA∇u,∇(ϕ1ϕ2)〉 − 〈ρψB,∇ (Ttf)〉ϕ1ϕ2 dxdt
=
∫ T
0
ϕ2
( ∫
Rd
〈1
2
ρA∇ (Ttf) ,∇ϕ1〉 −
〈
ρψB,∇ (Ttf)
〉
ϕ1 dx
)
dt
=
∫ T
0
ϕ2(E0(Ttf, ϕ1)−
∫
Rd
〈B,∇Ttf〉ϕ1 dµ)dt
=
∫ T
0
−ϕ2(
∫
Rd
ϕ1LT tf dµ)dt
=
∫ T
0
−ϕ2
( d
dt
∫
Rd
ϕ1Ttf ρψdx
)
dt
=
∫ T
0
(
d
dt
ϕ2)
( ∫
Rd
ϕ1Ttf ρψdx
)
dt
=
∫∫
Rd×(0,T )
u ∂t(ϕ1ϕ2)ρψdxdt. (55)
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By Theorem 5.5, (55) extends to∫∫
Rd×(0,T )
〈1
2
ρA∇u,∇ϕ〉 − 〈ρψB,∇ (Ttf)〉ϕ dxdt
=
∫∫
Rd×(0,T )
u ∂tϕ · ρψdxdt for all ϕ ∈ C∞0 (Rd × (0, T )). (56)
Let τ ∗2 :=
τ2+τ4
2
and take r > 0 so that
r <
√
τ1 − τ3
2
and Rx¯(2r) ⊂ V, ∀x¯ ∈ U.
Then for all (x¯, t¯) ∈ U × [τ1, τ ∗2 ], we have Rx¯(2r)× (t¯− (2r)2, t¯) ⊂ V × (τ3, τ4). Using the
compactness of U × [τ1, τ2], there exist (xi, ti) ∈ U × [τ1, τ ∗2 ], i = 1, . . . , N , such that
U × [τ1, τ2] ⊂
N⋃
i=1
Rxi(r)× (ti − r2, ti).
Using Theorem 3.2,
‖u‖C(U×[τ1,τ2]) = sup
U×[τ1,τ2]
|u|
≤ max
i=1,...,N
sup
Rxi(r)×(ti−r2,ti)
|u|
≤ max
i=1,...,N
ci‖u‖
L
2p
p−2 ,2
(
Rxi(2r)×(ti−(2r)2,ti)
)
≤ ( max
i=1,...,N
ci)︸ ︷︷ ︸
=:C1
‖u‖
L
2p
p−2 ,2
(
V×(τ3,τ4)
),
where ci > 0 (1 ≤ i ≤ N) are constants which are independent of u. Thus for ν ≥ 2pp−2
‖P·f‖C(U×[τ1,τ2]) ≤ C1‖P·f‖L 2pp−2 ,2(V×(τ3,τ4)) (57)
= C1
( ∫ τ4
τ3
( ∫
V
|Ttf |
2p
p−2dx
) p−2
p dt
)1/2
≤ C1
( 1
infV ρψ
) p−2
2p
( ∫ τ4
τ3
( ∫
V
|Ttf |
2p
p−2dµ
)p−2
p dt
)1/2
≤ C1
( 1
infV ρψ
) p−2
2p
( ∫ τ4
τ3
‖Ttf‖2
L
2p
p−2 (V,µ)
dt
)1/2
≤ C1
( 1
infV ρψ
) p−2
2p µ(V )
1
2
− 1
p
− 1
ν︸ ︷︷ ︸
=:C2
( ∫ τ4
τ3
‖Ttf‖2Lν(V,µ)dt
)1/2
≤ C1C2(τ4 − τ3)1/2‖f‖Lν(Rd,µ). (58)
Now assume f ∈ L1(Rd, µ)∩L∞(Rd, µ). Then nGnf ∈ D(L)b∩D(Ls)∩D(L2) for all n ∈ N
and limn→∞ nGnf = f in Lν(Rd, µ). Thus (58) extends to all f ∈ L1(Rd, µ)∩L∞(Rd, µ).
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If ν ∈ [ 2p
p−2 ,∞), the above again extends to all f ∈ Lν(Rd, µ) using the denseness of
L1(Rd, µ) ∩ L∞(Rd, µ) in Lν(Rd, µ). Finally assume f ∈ L∞(Rd, µ) and let fn := 1Bn · f
for n ≥ 1. Then limn→∞ fn = f µ-a.e. on Rd and
Ttf = lim
n→∞
Ttfn = lim
n→∞
Ptfn, µ-a.e. on R
d. (59)
Thus using the sub-Markovian property and Lebesgue’s Theorem in (57), (P·fn(·))n≥1 is
a Cauchy sequence in C(U × [τ1, τ2]). Hence we can again define
P·f := lim
n→∞
P·fn(·) in C(U × [τ1, τ2]).
For each t > 0, Ptfn converges uniformly to Ptf in U , hence in view of (59), Ttf has
continuous µ-version Ptf and P·f ∈ C(U × [τ1, τ2]). Therefore (58) extends to all f ∈
L∞(Rd, µ). Since U and [τ1, τ2] were arbitrary, it holds for any f ∈ ∪ν∈[ 2p
p−2
,∞]L
ν(Rd, µ),
P·f(·) is continuous on Rd × (0,∞) and for each t > 0, Ptf = Ttf µ-a.e. on Rd. 
Remark 4.16 (i) By Theorem 4.12, we get a resolvent kernel and a resolvent kernel
density for any x ∈ Rd. Indeed, for any α > 0, x ∈ Rd, (49) implies that
Rα(x,A) := lim
l→∞
Rα(1Bl∩A)(x), A ∈ B(Rd).
defines a sub-probability measure αRα(x, dy) on (R
d,B(Rd)) that is absolutely con-
tinuous with respect to µ. Using the Radon-Nikodym derivative, the resolvent kernel
density is defined by
rα(x, ·) := Rα(x, dy)
µ(dy)
, x ∈ Rd.
(ii) By Theorem 4.15, we also get a heat kernel and a heat kernel density for any x ∈ Rd.
Indeed, for any t > 0, x ∈ Rd, (54) implies that
Pt(x,A) := lim
l→∞
Pt(1Bl∩A)(x), A ∈ B(Rd),
defines a sub-probability measure Pt(x, dy) on (R
d,B(Rd)) that is absolutely contin-
uous with respect to µ. Using the Radon-Nikodym derivative, the heat kernel density
is defined by
pt(x, ·) := Pt(x, dy)
µ(dy)
, x ∈ Rd.
Proposition 4.17 Assume (A1), (A2), (A3) and let t, α > 0. Then it holds:
(i) Gαg has a locally Ho¨lder continuous µ-version
Rαg =
∫
Rd
g(y)Rα(·, dy) =
∫
Rd
g(y)rα(·, y)µ(dy), ∀g ∈
⋃
r∈[s,∞]
Lr(Rd, µ). (60)
In particular, (60) extends by linearity to all g ∈ Ls(Rd, µ)+L∞(Rd, µ), i.e. (Rα)α>0
is L[s,∞](Rd, µ)-strong Feller.
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(ii) Ttf has a continuous µ-version
Ptf =
∫
Rd
f(y)Pt(·, dy) =
∫
Rd
f(y)pt(·, y)µ(dy), ∀f ∈
⋃
ν∈[ 2p
p−2
,∞]
Lν(Rd, µ). (61)
In particular, (61) extends by linearity to all f ∈ L 2pp−2 (Rd, µ) + L∞(Rd, µ), i.e.
(Pt)t>0 is L
[ 2p
p−2
,∞](Rd, µ)-strong Feller.
Finally, for any α > 0, x ∈ Rd, g ∈ Ls(Rd, µ) + L∞(Rd, µ)
Rαg(x) =
∫ ∞
0
e−αtPtg(x) dt.
5 Some auxiliary results
In this Section, we use all notations and assumptions from Section 4.2
Proposition 5.1 (T 0t )t>0 restricted to L
1(Rd, µ) ∩ L∞(Rd, µ) can be extended to a sub-
Markovian C0-semigroup of contractions (Tt
0
)t>0 with generator (L
0
, D(L
0
)) on L1(Rd, µ).
If f ∈ D(L0) and f, L0f ∈ L1(Rd, µ), then f ∈ D(L0) and L0f = L0f . Set A := {u ∈
D(L0) ∩ L1(Rd, µ) | L0u ∈ L1(Rd, µ)}. Then (L0, D(L0)) is the closure of (L0,A) on
L1(Rd, µ).
Similarly, for a bounded open subset V of Rd, (T 0,Vt )t>0 restricted to L
1(V, µ) ∩ L∞(V, µ)
can be extended to a sub-Markovian C0-semigroup of contractions (T
0,V
t )t>0 on L
1(V, µ).
Also if f ∈ D(L0,V ) and f, L0,V f ∈ L1(V, µ), then f ∈ D(L0,V ) and L0,V f = L0,V f .
Finally (L
0,V
, D(L
0,V
)) is the closure of (L0,V , D(L0,V )) on L1(V, µ).
Proof Since the proof for the case of (T 0,Vt )t>0 is exactly same with the case of (T
0
t )t>0,
we will only prove the case of (T 0t )t>0. Since (E0, D(E0)) is a regular Dirichlet from, there
exists a Hunt process
M0 = (Ω0,F0, (F0t )t≥0, (X0t )t≥0, (P0x)x∈Rd∪∆)
with life time ζ0 = inf{t > 0 | X0t = ∆} such that for any g ∈ L2(Rd, µ)
x 7→ E0x
[
g(X0t )
]
is a quasi-continuous µ-version of T 0t g.
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Let f ∈ L1(Rd, µ) ∩ L∞(Rd, µ). Using Jensen inequality and sub-Markovian property of
(T 0t )t>0 ∫
Rd
|T 0t f |dµ =
∫
Rd
∣∣E0· [f(X0t )]∣∣ dµ
≤
∫
Rd
E0·
[∣∣f(X0t )∣∣] dµ
= lim
n→∞
∫
Rd
T 0t |f | · 1Bndµ
= lim
n→∞
∫
Rd
|f | · T 0t 1Bndµ
≤
∫
Rd
|f |dµ.
Since L1(Rd, µ) ∩ L∞(Rd, µ) is dense in L1(Rd, µ), (T 0t )t>0 restricted to L1(Rd, µ) ∩
L∞(Rd, µ) uniquely extend to the sub-Markovian contraction semigroup (T
0
t )t>0 on L
1(Rd, µ).
Define
D := L∞(Rd, µ) ∩ {g | g ≥ 0 and there exists A ∈ B(Rd)
with µ(A) <∞ and g = 0 on Rd \ A}.
Since D is dense in L1(Rd, µ)+, D −D is dense in L1(Rd, µ). Let f ∈ D −D. Then there
exists A ∈ B(Rd) with µ(A) <∞ such that supp(f) ⊂ A and f ∈ L1(Rd, µ) ∩ L∞(Rd, µ).
By strong continuity of (T 0t )t>0 on L
2(Rd, µ)
lim
t→0+
∫
Rd
1A|T 0t f |dµ =
∫
Rd
1A|f |dµ = ‖f‖L1(Rd,µ),
hence using the contraction property on L1(Rd, µ),
0 ≤
∫
Rd
1Rd\A |T 0t f |dµ =
∫
Rd
|T 0t f |dµ−
∫
Rd
1A|T 0t f |dµ
≤ ‖f‖L1(Rd,µ) −
∫
Rd
1A|T 0t f |dµ −→ 0 as t→ 0 + .
Therefore
lim
t→0+
∫
Rd
|T 0t f − f |dµ = lim
t→0+
( ∫
Rd
1A|T 0t f − f |dµ+
∫
Rd
1Rd\A|T 0t f |dµ
)
≤ µ(A)1/2 lim
t→0+
‖Ttf − f‖L2(Rd,µ) = 0.
By the denseness of D − D in L1(Rd, µ), we get the strong continuity of (T 0t )t>0 on
L1(Rd, µ). Now let f ∈ D(L0) and f, L0f ∈ L1(Rd, µ). Then f ∈ L1(Rd, µ) ∩ L2(Rd, µ),
L0f ∈ L1(Rd, µ)∩L2(Rd, µ), hence we get T 0t f = T 0t f , T
0
tL
0f = T 0t L
0f for every t > 0.
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Using the Fundamental Theorem of Calculus (on Banach space) and strong continuity of
(T
0
t )t>0 on L
1(Rd, µ)
T
0
tf − f
t
=
T 0t f − f
t
=
1
t
∫ t
0
T 0s L
0f ds
=
1
t
∫ t
0
T
0
sL
0f ds −→ L0f in L1(Rd, µ) as t→ 0 + .
Consequently, f ∈ D(L0) and L0f = L0f .
Let (G
0
α)α>0 be the resolvent generated by (L
0
, D(L
0
)). Set C := {G01g | g ∈ C∞0 (Rd)}.
Then C ⊂ A and one can directly check that C ⊂ D(L0) is dense with respect to graph
norm ‖ · ‖
D(L
0
)
, hence it completes our proof.

Lemma 5.2 Let V be a bounded open subset of Rd and f ∈ Ĥ1,20 (V, µ)b. Then there exists
a sequence (fn)n≥1 ⊂ C∞0 (V ) and a constant M > 0 such that ‖fn‖L∞(V ) ≤ M for all
n ≥ 1 and
lim
n→∞
fn = f in Ĥ
1,2
0 (V, µ), lim
n→∞
fn = f µ -a.e. on V.
Proof Take (gn)n≥1 ⊂ C∞0 (V ) such that
lim
n→∞
gn = f in Ĥ
1,2
0 (V, µ) and lim
n→∞
gn = f µ -a.e. on V. (62)
Define ϕ ∈ C∞0 (R) such that ϕ(t) = t if |t| ≤ ‖f‖L∞(Rd) + 1 and ϕ(t) = 0 if |t| ≥
‖f‖L∞(Rd)+2. LetM := ‖ϕ‖L∞(R) and f˜n := ϕ(gn). Then f˜n ∈ C∞0 (V ) and ‖f˜n‖L∞(V ) ≤
M for all n ≥ 1. By Lebesgue’s Theorem and (62),
lim
n→∞
f˜n = lim
n→∞
ϕ(gn) = ϕ(f) = f in L
2(V, µ).
Using the chain rule and (62)
sup
n≥1
‖∇f˜n‖L2(V,Rd) = sup
n≥1
‖∇ϕ(gn)‖L2(V,Rd)
≤ ‖ϕ′‖L∞(R) sup
n≥1
‖∇gn‖L2(V,Rd).
< ∞.
Thus by the Banach-Alaoglu Theorem and the Banach-Saks Theorem, there exists a
subsequence of (f˜n)n≥1, say again (f˜n)n≥1, such that for the Cesaro mean
fN :=
1
N
N∑
n=1
f˜n −→ f in Ĥ1,20 (V, µ) as N →∞.
Note that fN ∈ C∞0 (V ), ‖fN‖L∞(V ) ≤ M for all N ∈ N. Since the Cesaro mean of a
convergent sequence in R is also converges, (fn)n≥1 is the desired sequence.

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Lemma 5.3 Let f ∈ Ĥ1,20 (Rd, µ)0,b and V be a bounded open subset of Rd with supp(f) ⊂
V . Then f ∈ Ĥ1,20 (V, µ)b. Moreover there exists (fn)n≥1 ⊂ C∞0 (Rd) and a constant M > 0
such that supp(fn) ⊂ V , ‖fn‖L∞(V ) ≤M for all n ≥ 1 and
lim
n→∞
fn = f in Ĥ
1,2
0 (R
d, µ), lim
n→∞
fn = f µ -a.e. on R
d.
Proof Let W be an open subset of Rd satisfying supp(f) ⊂W ⊂W ⊂ V . Take a cut-off
function χ ∈ C∞0 (Rd) satisfying supp(χ) ⊂ V and χ ≡ 1 on W . Since f ∈ Ĥ1,20 (Rd, µ),
there exists g˜n ∈ C∞0 (Rd) such that
lim
n→∞
g˜n = f in Ĥ
1,2
0 (R
d, µ).
Thus χg˜n ∈ C∞0 (Rd) with supp(χg˜n) ⊂ V and
‖χg˜n − f‖L2(Rd,µ) = ‖χg˜n − χf‖L2(Rd,µ)
≤ ‖χ‖L∞(Rd)‖g˜n − f‖L2(Rd,µ) −→ 0 as n→∞.
Note that χg˜n ∈ C∞0 (Rd) ⊂ Ĥ1,20 (V, µ) and
sup
n≥1
‖∇(χg˜n)‖L2(V,Rd) = sup
n≥1
(‖g˜n∇χ‖L2(V,Rd) + ‖χ∇g˜n‖L2(V,Rd))
≤ sup
n≥1
(‖∇χ‖L∞(V,Rd)
inf(ρψ)
‖gn‖L2(Rd,µ) + ‖χ‖L∞(Rd)‖∇g˜n‖L2(Rd,Rd)
)
< ∞.
Since bounded sequences in Hilbert spaces have a weakly convergent subsequence, f ∈
Ĥ1,20 (V, µ). Taking (fn)n≥1 ⊂ C∞0 (V ) as in Lemma 5.2 and extending it trivially to
C∞0 (R
d), our assertion holds.

Lemma 5.4 Let V1, V2 be bounded open subsets of R
d satisfying V 1 ⊂ V2. Assume f ∈
Ĥ1,20 (V2, µ), g ∈ Ĥ1,20 (V1, µ) with g = 0 on V2 \ V1. If 0 ≤ f ≤ g, then f ∈ Ĥ1,20 (V1, µ).
Proof Take (gn)n≥1 ⊂ C∞0 (V2) satisfying supp(gn) ⊂ V1 for all n ∈ N and
lim
n→∞
gn = g in Ĥ
1,2
0 (V2, µ).
Observe that for all n ∈ N
supp(f ∧ gn) ⊂ V1 and f ∧ gn = f + gn
2
− |f − gn|
2
∈ Ĥ1,20 (V2, µ).
By Lemma 5.3, f ∧ gn ∈ Ĥ1,20 (V1, µ) for all n ∈ N. Moreover
lim
n→∞
f ∧ gn = lim
n→∞
(f + gn
2
− |f − gn|
2
)
=
f + g
2
− |f − g|
2
= f ∧ g = f in L2(V1, µ).
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Since
(〈·, ·〉Ĥ1,20 (V2,µ), Ĥ1,20 (V2, µ)) is a Dirichlet form,
sup
n≥1
‖f ∧ gn‖Ĥ1,20 (V1,µ)
= sup
n≥1
‖f ∧ gn‖Ĥ1,20 (V2,µ)
= sup
n≥1
∥∥f + gn
2
− |f − gn|
2
∥∥
Ĥ1,20 (V2,µ)
≤ 1
2
sup
n≥1
(‖f‖Ĥ1,20 (V2,µ) + ‖gn‖Ĥ1,20 (V2,µ) + ∥∥|f |∥∥Ĥ1,20 (V2,µ) + ∥∥|gn|∥∥Ĥ1,20 (V2,µ))
≤ sup
n≥1
(‖f‖Ĥ1,20 (V2,µ) + ‖gn‖Ĥ1,20 (V2,µ)) <∞.
Thus by the Banach-Alaoglu Theorem, f ∈ Ĥ1,20 (V1, µ).

For a bounded open set U in Rd and T > 0, C2(U × [0, T ]) denotes the space of all twice
continuously differentiable functions on U × [0, T ] with the norm defined by
‖u‖C2(U×[0,T ]) := ‖u‖C(U×[0,T ]) +
d+1∑
i=1
‖∂iu‖C2(U×[0,T ]) +
d+1∑
i,j=1
‖∂i∂ju‖C2(U×[0,T ]).
Theorem 5.5 Let U be a bounded open subset of Rd and T > 0. Set
S := {h ∈ C∞0 (U × (0, T )) | there exists N ∈ N such that h = N∑
i=1
figi,
where fi ∈ C∞0 (U), gi ∈ C∞0 ((0, T )) for all i=1,. . . , N
}
.
Then C20(U × (0, T )) ⊂ S|C2(U×[0,T ]).
Proof Step 1: Let V be a bounded open set in Rd and T1, T2 ∈ R with T1 < T2. Define
R :=
{
h ∈ C∞0 (V × (T1, T2)) | there exists N ∈ N such that h =
N∑
i=1
figi,
where fi ∈ C∞0 (V ), gi ∈ C∞0 ((T1, T2)) for all i = 1, . . . , N .
We claim that
C20 (V × (T1, T2)) ⊂ R|C(V×[T1,T2]). (63)
Note that V × (T1, T2) is a locally compact space and R|C(V×[T1,T2]) is a closed subalgebra
of C∞(V × (T1, T2)). We can easily check that for each (x, t) ∈ V × (T1, T2), there exists
h˜ ∈ R such that h˜(x, t) 6= 0. For (x, t), (y, s) ∈ V × (T1, T2) and (x, t) 6= (y, s), there exists
ĥ ∈ R such that ĥ(x, t) = 1 and ĥ(y, s) = 0. Therefore by [6, Chapter V, 8.3 Corollary],
we obtain R|C(V×[T1,T2]) = C∞(V ×(T1, T2)) (the continuous functions on V ×(T1, T2) that
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vanish at infinity, i.e. given ε > 0, there exists a compact set K ⊂ V × (T1, T2) such that
|f(x)| < ε for all x ∈ V × (T1, T2) \K), so that our claim (63) holds.
Step 2: C20 (U × (0, T )) ⊂ S|C2(U×[0,T ]).
For n ∈ N, let ηn be a standard mollifier on Rd and θn be a standard mollifier on R. Then
ξn := ηnθn is a standard mollifier on R
d×R. Let h ∈ C20(U × (0, T )) be given. Then there
exists a bounded open subset V of Rd and T1, T2 ∈ R with 0 < T1 < T2 such that
supp(h) ⊂ V × (T1, T2) ⊂ V × [T1, T2] ⊂ U × (0, T ).
Take N ∈ N such that f ∗ ξN ∈ C∞0 (U × (0, T )) for all f ∈ C∞0 (V × (T1, T2)).
Note that by [5, Proposition 4.20], it holds
∂t(h ∗ ξε) = ∂th ∗ ξε, ∂2t (h ∗ ξε) = ∂2t h ∗ ξε, ∂t∂i(h ∗ ξε) = ∂t∂ih ∗ ξε,
∂i(h ∗ ξε) = ∂ih ∗ ξε, ∂i∂j(h ∗ ξε) = ∂i∂jh ∗ ξε for any 1 ≤ i, j ≤ d.
Hence by [5, Proposition 4.21], limn→∞ h ∗ ξε = h in C2(U × [0, T ]). Thus given ε > 0,
there exists nε ∈ N with nε ≥ N such that
‖h− h ∗ ξnε‖C2(U×[0,T ]) <
ε
2
.
Let R be as in Step 1. By (63), there exists hε ∈ R ⊂ C∞0 (V × (T1, T2)) such that
‖h− hε‖C(U×[0,T ]) <
ε
2‖ξnε‖C2(U×[0,T ])
.
Thus using [5, Propsotion 4.20] and Young’s inequality,
‖h ∗ ξnε − hε ∗ ξnε‖C2(U×[0,T ]) ≤ ‖ξnε‖C2(U×[0,T ])‖h− hε‖C(U×[0,T ]) <
ε
2
.
Therefore
‖h− hε ∗ ξnε‖C2(U×[0,T ]) < ε.
Since hε ∗ ξnε ∈ S, we have h ∈ S|C2(U×[0,T ]), as desired.

6 Well-posedness
6.1 Weak existence
The following assumption will in particular be necessary to obtain a Hunt process with
transition function (Pt)t≥0 (and consequently a weak solution to the corresponding SDE
for every starting point). It will be first used in Theorem 6.3 below.
(A4) G ∈ Lsloc(Rd,Rd, µ), where s is as in (A2).
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The condition (A4) is not necessary to get a Hunt processes (and consequently a weak so-
lution to the corresponding SDE for merely quasi-every starting point) as in the following
proposition.
Proposition 6.1 There exists a Hunt process
M˜ = (Ω˜, F˜ , (F˜)t≥0, (X˜t)t≥0, (P˜x)x∈Rd∪{∆})
with life time ζ˜ := inf{t ≥ 0 | X˜t = ∆} and cemetery ∆ such that E is (strictly properly)
associated with M˜ and for strictly E-q.e. x ∈ Rd,
P˜x
({
ω ∈ Ω˜ | X˜·(ω) ∈ C
(
[0,∞),Rd∆
)
, X˜t(ω) = ∆, ∀t ≥ ζ(ω)
})
= 1.
Proof First one shows the quasi-regularity of the generalized Dirichlet form (E , D(L2))
associated with (L2, D(L2)), and the existence of an µ-tight special standard process
associated with (E , D(L2)). This can be done exactly as in [22, Theorem 3.5]. One only
has to take care that the space Y as defined in the proof of [22, Theorem 3.5] is replaced
because of a seemingly uncorrected version of the papaer by the following one
Y := {u ∈ D(L))b | ∃f, g ∈ L1(Rd, µ)b, f, g ≥ 0, such that u ≤ G1f and − u ≤ G1g}
in order to guarantee the convergence at the end of the proof. Then the assertion will
follow exactly as in [25, Theorem 6], using for the proof instead G there the space Y
defined above and defining Ek ≡ Rd, k ≥ 1.

Remark 6.2 (i) Assume (A1), (A2), (A3) and G ∈ L
sq
q−1
loc (R
d,Rd). Then for any
bounded open subset V of Rd, it holds∫
V
‖G‖sdµ ≤ ‖G‖s
L
sq
q−1 (V )
‖ρψ‖Lq(V ),
hence (A4) is satisfied.
(ii) Two simple examples where (A1), (A2), (A3), (A4) are satisfied are given as fol-
lows: for the first example let A, ψ satisfy the assumptions of (A1), ψ ∈ Lploc(Rd),
s = dp
2p−d + ε, and G ∈ L∞loc(Rd,Rd) and for the second let A, ψ satisfy the assump-
tions of (A1), ψ ∈ L2ploc(Rd), s = 2pd4p−d + ε and G ∈ L2ploc(Rd,Rd). In both cases ε > 0
can be chosen to be arbitrarily small.
Analogously to [16, Theorem 3.12], we obtain:
Theorem 6.3 Under the assumptions (A1), (A2), (A3), (A4), there exists a Hunt
process
M = (Ω,F , (Ft)t≥0, (Xt)t≥0, (Px)x∈Rd∪{∆})
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with state space Rd and life time
ζ = inf{t ≥ 0 : Xt = ∆} = inf{t ≥ 0 : Xt /∈ Rd},
having the transition function (Pt)t≥0 as transition semigroup, such that M has continuous
sample paths in the one point compactification Rd∆ of R
d with the cemetery ∆ as point at
infinity, i.e. for any x ∈ Rd,
Px
( {
ω ∈ Ω | X·(ω) ∈ C
(
[0,∞),Rd∆
)
, Xt(ω) = ∆, ∀t ≥ ζ(ω)
})
= 1.
Remark 6.4 The analogous results to [16, Lemma 3.14, Lemma 3.15, Proposition 3.16,
Proposition 3.17, Theorem 3.19] hold in the situation of this paper. One of the main
differences is that q = dp
d+p
> d
2
of [16] is replaced by s > d
2
of (A2). Especially, a Krylov
type estimate for M of Theorem 6.3 holds as stated in (64) right below. Let g ∈ Lr(Rd, µ)
for some r ∈ [s,∞] be given. Then for any ball B, there exists a constant CB,r, depending
in particular on B and r, such that for all t ≥ 0,
sup
x∈B
Ex
[∫ t
0
|g|(Xs) ds
]
< etCB,r‖g‖Lr(Rd,µ). (64)
The derivation of (64) is based on Theorem 4.12, whose proof uses the elliptic Ho¨lder
estimate of Theorem 3.4. This differs from the proof of the Krylov type estimates in [16]
and [17], which are based on an elliptic H1,p-estimate. Finally, one can get the analogous
conservativeness and moment inequalities to [16, Theorem 4.2, Theorem 4.4(i)] in the
situation of this paper.
The following theorem can be proved exactly as in [16, Theorem 3.19].
Theorem 6.5 Assume (A1), (A2), (A3), (A4) are satisfied. Consider the Hunt process
M from Theorem 6.3 with coordinates Xt = (X
1
t , ..., X
d
t ). Let (σij)1≤i≤d,1≤j≤m, m ∈ N
arbitrary but fixed, be any locally uniformly strictly elliptic matrix consisting of continuous
functions for all 1 ≤ i ≤ d, 1 ≤ j ≤ m, such that A = σσT , i.e.
aij(x) =
m∑
k=1
σik(x)σjk(x), ∀x ∈ Rd, 1 ≤ i, j ≤ d.
Set
σ̂ =
√
1
ψ
· σ , i.e. σ̂ij =
√
1
ψ
· σij , 1 ≤ i ≤ d, 1 ≤ j ≤ m.
(Recall that the expression 1
ψ
denotes an arbitrary Borel measurable function satisfying
ψ · 1
ψ
= 1 a.e.).
Then on a standard extension of (Ω,F , (Ft)t≥0,Px), x ∈ Rd, that we denote for notational
convenience again by (Ω,F , (Ft)t≥0,Px), x ∈ Rd, there exists a standard m-dimensional
Brownian motion W = (W 1, . . . ,Wm) starting from zero such that Px-a.s. for any x =
(x1, ..., xd) ∈ Rd, i = 1, . . . , d
X it = xi +
m∑
j=1
∫ t
0
σ̂ij(Xs) dW
j
s +
∫ t
0
gi(Xs) ds, 0 ≤ t < ζ, (65)
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in short
Xt = x+
∫ t
0
σ̂(Xs) dWs +
∫ t
0
G(Xs) ds, 0 ≤ t < ζ.
If (3) holds a.e. outside an arbitrarily large compact set, then Px(ζ = ∞) = 1 for all
x ∈ Rd (cf. [16, Theorem 4.2]).
Example 6.6 Given p > d, let A = (aij)1≤i,j≤d be a symmetric matrix of functions on
Rd which is locally uniformly strictly elliptic and aij ∈ H1,ploc (Rd) ∩ C0,1−d/ploc (Rd) for all
1 ≤ i, j ≤ d. Given m ∈ N, let σ = (σij)1≤i≤d,1≤j≤m be a matrix of functions satisfying
σij ∈ C(Rd) for all 1 ≤ i ≤ d, 1 ≤ j ≤ m, such that A = σσT . Let φ ∈ L∞loc(Rd) be such
that for any open ball B, there exist strictly positive constants cB, CB such that
cB ≤ φ(x) ≤ CB for every x ∈ B.
Let 1
ψ
(x) := ‖x‖
α
φ(x)
, x ∈ Rd, for some α > 0 and consider following conditions.
(a) αp < d, G ∈ L∞(Bε(0)) ∩ Lploc(Rd \Bε(0)) for some ε > 0,
(b) 2αp < d, G ∈ L2p(Bε(0)) ∩ Lploc(Rd \Bε(0)) for some ε > 0,
(c) α · (p
2
∨ 2) < d, G ≡ 0 on Bε(0) and G ∈ Lsloc(Rd \ Bε(0)) for some ε > 0, where
s > d so that (p
2
∨ 2)−1 + 1
s
< 2
d
.
Either of the conditions (a), (b), or (c) imply (A1), (A2), (A3), (A4). Indeed, for
arbitrary ε > 0 take q = p, s = pd
2p−d + ε in the case of (a), q = 2p, s =
2pd
4p−d + ε in the
case of (b), and q = p
2
∨ 2, s > d defined by (c) in the case of (c). Assuming (a), (b) or
(c), the Hunt process M as in Theorem 6.5 solves weakly Px-a.s. for any x ∈ Rd,
Xt = x+
∫ t
0
‖Xs‖α/2 · σ√
φ
(Xs) dWs +
∫ t
0
G(Xs) ds, 0 ≤ t < ζ (66)
and is non-explosive if (3) holds a.e. outside an arbitrarily large compact set.
6.2 Uniqueness in law
Consider
(A4)′: (A1) holds with p = 2d + 2, (A2) holds with some q ∈ (2d + 2,∞], s ∈ (d
2
,∞] is
fixed, such that 1
q
+ 1
s
< 2
d
, and G ∈ L∞loc(Rd,Rd).
Definition 6.7 Suppose (A1), (A2), (A3), (A4) hold (for instance if (A4)′ holds).
Let the expression 1
ψ
denote an arbitrary but fixed Borel measurable function satisfying
ψ · 1
ψ
= 1 a.e. and 1
ψ
(x) ∈ [0,∞) for any x ∈ Rd. Let
M˜ = (Ω˜, F˜ , (F˜t)t≥0, (X˜t)t≥0, (W˜t)t≥0, (P˜x)x∈Rd)
be such that for any x = (x1, ..., xd) ∈ Rd
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(i) (Ω˜, F˜ , (F˜t)t≥0, P˜x) is a filtered probability space, satisfying the usual conditions,
(ii) (X˜t = (X˜
1
t , ..., X˜
d
t ))t≥0 is an (F˜t)t≥0-adapted continuous Rd-valued stochastic pro-
cess,
(iii) (W˜t = (W˜
1
t , ..., W˜
m
t ))t≥0 is a standardm-dimensional ((F˜t)t≥0, P˜x)-Brownian motion
starting from zero,
(iv) for the (real-valued) Borel measurable functions σ̂ij , gi,
1
ψ
, σ̂ij =
√
1
ψ
σij, with σ is as
in Theorem 6.5, it holds
P˜x
(∫ t
0
(σ̂2ij(X˜s) + |gi(X˜s)|
)
ds <∞, 1 ≤ i ≤ d, 1 ≤ j ≤ m, t ∈ [0,∞),
and for any 1 ≤ i ≤ d,
X˜ it = xi +
m∑
j=1
∫ t
0
σ̂ij(X˜s) dW˜
j
s +
∫ t
0
gi(X˜s) ds, 0 ≤ t <∞, P˜x-a.s.,
in short
X˜t = x+
∫ t
0
σ̂(X˜s)dW˜s +
∫ t
0
G(X˜s)ds, 0 ≤ t <∞, P˜x-a.s. (67)
Then M˜ is called a weak solution to (67). Note that in this case, (t, ω˜) 7→ σ̂(X˜t(ω˜)) and
(t, ω˜) 7→ G(X˜t(ω˜)) are progressively measurable with respect to (F˜t)t≥0 and that
D˜R := inf{t ≥ 0 | X˜t ∈ Rd \BR} ր ∞ P˜x-a.s. for any x ∈ Rd.
Remark 6.8 (i) In Definition 6.7 the (real-valued) Borel measurable functions σ̂ij , gi,
1
ψ
are fixed. In particular, the solution and the integrals involving the solution in (67) may
depend on the versions that we choose. When we fix the Borel measurable version 1
ψ
with
1
ψ
(x) ∈ [0,∞) for all x ∈ Rd, as in Definition 6.7, we always consider the corresponding
extended Borel measurable function ψ defined by
ψ(x) :=
1
1
ψ
(x)
, if
1
ψ
(x) ∈ (0,∞), ψ(x) :=∞, if 1
ψ
(x) = 0.
Thus the choice of the special version for ψ depends on the previously chosen Borel mea-
surable version 1
ψ
.
(ii) If M of Theorem 6.5 is non-explosive (has infinite lifetime for any starting point),
then it is a weak solution to (67). Thus a weak solution to (67) exists just under assump-
tions (A1), (A2), (A3), (A4) and a suitable growth condition (cf. Remark 6.4) on the
coefficients. For this special weak solution we know that integrals involving the solution do
not depend on the chosen Borel versions. This follows similarly to [16, Lemma 3.14(i)].
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Theorem 6.9 (Local Krylov type estimate) Assume (A4)′ and let M˜ be a weak so-
lution to (67). Let
ZM˜(ω˜) := {t ≥ 0 |
√
1
ψ
(X˜t(ω˜)) = 0}
and
Λ(ZM˜) :=
{
ω˜ ∈ Ω˜ | dt(ZM˜(ω˜)) = 0}.
and assume that
P˜x(Λ(Z
M˜)) = 1 for all x ∈ Rd. (68)
Let x ∈ Rd, T > 0, R > 0 and f ∈ L2d+2,d+1(BR × (0, T )). Then there exists a constant
C > 0 which is independent of f such that
E˜x
[∫ T∧D˜R
0
f(X˜s, s)ds
]
≤ C‖f‖L2d+2,d+1(BR×(0,T )),
where E˜x is the expectation w.r.t. P˜x.
Proof Let g ∈ Ld+1(BR× (0, T )). (Note: all functions defined on BR× (0, T ) are trivially
extended on Rd × (0,∞) \BR × (0, T ).) Using [14, 2. Theorem (2), p. 52], there exists a
constant C1 > 0 which is independent of g, such that
E˜x
[∫
(0,T∧D˜R)\ZM˜
(
2−
d
d+1det(A)
1
d+1 ·
( 1
ψ
) d
d+1
g
)
(X˜s, s)ds
]
= E˜x
[∫ T∧D˜R
0
(
2−
d
d+1det(A)
1
d+1 ·
( 1
ψ
) d
d+1g
)
(X˜s, s)ds
]
≤ eT‖G‖L∞(BR) · E˜x
[∫ T∧D˜R
0
e−
∫ s
0
‖G(X˜u)‖du · det(Â/2) 1d+1g(X˜s, s)ds
]
≤ eT‖G‖L∞(BR) · C1‖g‖Ld+1(BR×(0,∞))
= eT‖G‖L∞(BR) · C1‖g‖Ld+1(BR×(0,T )).
Let f ∈ L2d+2,d+1(BR × (0, T )). Let ψ denote the extended Borel measurable version as
explained in Remark 6.8(i). Note that
ZM˜(ω˜) = {s ≥ 0 |
( 1
ψ
) d
d+1
(X˜s(ω˜))ψ
d
d+1 (X˜s(ω˜)) 6= 1}.
Hence by (68)
P˜x
(
dt({s ≥ 0 |
( 1
ψ
) d
d+1
(X˜s)ψ
d
d+1 (X˜s) 6= 1}) = 0
)
= 1.
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Thus replacing g with 2
d
d+1 · det(A)− 1d+1ψ dd+1f , we get
E˜x
[∫ T∧D˜R
0
f(X˜s, s)ds
]
= E˜x
[∫
(0,T∧D˜R)\ZM˜
f(X˜s, s)ds
]
≤ eT‖G‖L∞(BR) · C1‖2
d
d+1 · det(A)− 1d+1ψ dd+1f‖Ld+1(BR×(0,T ))
≤ 2 dd+1 eT‖G‖L∞(BR) · C1‖det(A)−
1
d+1‖L∞(BR)‖ψ‖
2d
2d+2
L2d(BR)︸ ︷︷ ︸
=:C
‖f‖L2d+2,d+1(BR×(0,T )).

Using Theorem 6.9, the proof of the following lemma is straightforward.
Lemma 6.10 Let M˜ be a weak solution to (67) . Then either of the following conditions
implies (68):
(i) 1
ψ
(x) ∈ (0,∞) for all x ∈ Rd.
(ii) For each n ∈ N, T > 0 and x ∈ Rd it holds
E˜x
[∫ T
0
1Bnψ(X˜s)ds
]
<∞,
where ψ denotes the extended Borel measurable version as explained in Remark
6.8(i).
In particular, if the weak solution that is constructed in Theorem 6.5 is non-explosive,
then (ii) always holds for this solution and (68) implies in general that integrals of the
form
∫ t
0
f(X˜s, s)ds are, whenever they are well-defined, independent of the particular Borel
version that is chosen for f .
Theorem 6.11 (Local Itoˆ-formula) Assume (A4)′ and let M˜ be a weak solution to
(67) such that (68) holds. Let R0 > 0, T > 0. Let u ∈ W 2,12d+2(BR0×(0, T ))∩C(BR0×[0, T ])
be such that ‖∇u‖ ∈ L4d+4(BR0 × (0, T )). Let R > 0 with R < R0. Then P˜x-a.s. for any
x ∈ Rd,
u(X˜T∧D˜R, T ∧ D˜R)− u(x, 0) =
∫ T∧D˜R
0
∇u(X˜s, s)σ̂(X˜s)dW˜s +
∫ T∧D˜R
0
(∂tu+ Lu)(X˜s, s)ds,
where Lu := 1
2
trace(Â∇2u) + 〈G,∇u〉.
Proof Take T0 > 0 satisfying T0 > T . Extend u to BR0 × [−T0, T0] by
u(x, t) = u(x, 0) for − T0 ≤ t < 0, u(x, t) = u(x, T ) for T < t ≤ T0, x ∈ BR0 .
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Then it holds
u ∈ W 2,12d+2(BR0 × (0, T )) ∩ C(BR0 × [−T, T ]) and ‖∇u‖ ∈ L4d+4(BR0 × (−T0, T0)).
For sufficiently large n ∈ N, let ζn be a standard mollifier on Rd+1 and un := u ∗ ζn.
Then it holds un ∈ C∞(BR × [0, T ]), such that limn→∞ ‖un − u‖W 2,12d+2(BR×(0,T )) = 0 and
limn→∞ ‖∇un − ∇u‖L4d+4(BR×(0,T )) = 0 . By Itoˆ’s-formula, for x ∈ Rd, it holds for any
n ≥ 1
un(X˜T∧D˜R, T ∧ D˜R)− un(x, 0)
=
∫ T∧D˜R
0
∇un(X˜s, s) σ̂(X˜s)dW˜s +
∫ T∧D˜R
0
(∂tun + Lun)(X˜s, s)ds, P˜x-a.s. (69)
By Sobolev embedding, there exists a constant C > 0, independent of un and u, such that
sup
BR×[0,T ]
|un − u| ≤ C‖un − u‖W 1,22d+2(BR×(0,T )).
Thus limn→∞ un(x, 0) = u(x, 0) and
un(XT∧D˜R, T ∧ D˜R) converges Px-a.s. to u(XT∧D˜R, T ∧ D˜R) as n→∞.
By Theorem 6.9,
E˜x
[∣∣∣∣∣
∫ T∧D˜R
0
(∂tun + Lun)(X˜s, s)ds−
∫ T∧D˜R
0
(∂tu+ Lu)(X˜s, s)ds
∣∣∣∣∣
]
≤ E˜x
[∫ T∧D˜R
0
|∂tu− ∂tun|(X˜s, s)ds
]
+ E˜x
[∫ T∧D˜R
0
|Lu− Lun|(X˜s, s)ds
]
≤ C‖∂tun − ∂tu‖L2d+2,d+1(BR×(0,T )) + C‖Lu− Lun‖L2d+2,d+1(BR×(0,T ))
−→ 0 as n→∞,
where C > 0 is a constant which is independent of u and un. Using Jensen’s inequality,
Itoˆ isometry, and Theorem 6.9, we obtain
E˜x
[∫ T∧D˜R
0
(
∇un(X˜s, s)−∇u(X˜s, s)
)
σ̂(X˜s)dWs
]
≤ E˜x
∣∣∣∣∣
∫ T∧D˜R
0
(
∇un(X˜s, s)−∇u(X˜s, s)
)
σ̂(X˜s)dWs
∣∣∣∣∣
2
1/2
= E˜x
[∫ T∧D˜R
0
∥∥(∇un(X˜s, s)−∇u(X˜s, s)) σ̂(X˜s)∥∥2ds
]1/2
≤ C‖(∇un −∇u)σ̂‖L4d+4,2d+2(BR×(0,T ))
≤ CC ′‖σ̂‖L∞(BR)‖∇un −∇u‖L4d+4,2d+2(BR×(0,T )) −→ 0 as n→∞.
Letting n→∞ in (69), the assertion holds.

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Theorem 6.12 Assume (A4)′ and let q0 > 2d + 2 be such that 1q0 +
1
q
= 1
2d+2
. If u ∈
D(Lq0), then u ∈ H2,2d+2loc (Rd). Moreover, for any open ball B in Rd, there exists a constant
C > 0, independent of u, such that
‖u‖H2,2d+2(B) ≤ C‖u‖D(Lq0).
Proof By the assumption (A4)′ and Theorem 4.10, ρ ∈ H1,2d+2loc (Rd)∩C
0,1− d
2d+2
loc (R
d) and
ρψB ∈ L2d+2loc (Rd). Let f ∈ C∞0 (Rd) and α > 0. Then by (51)∫
Rd
〈1
2
ρA∇Gαf,∇ϕ
〉
dx−
∫
Rd
〈ρψB,∇Gαf〉ϕdx+
∫
Rd
(αρψGαf)ϕdx
=
∫
Rd
(ρψf)ϕdx, for all ϕ ∈ C∞0 (Rd). (70)
Let q˜ :=
(
1
2d+2
+ 1
d
)−1
. Then αρψ ∈ L2d+2loc (Rd) ⊂ Lq˜loc(Rd), ρψf ∈ L2d+2loc (Rd) ⊂ Lq˜loc(Rd),
hence by [4, Theorem 1.8.3], Gαf ∈ H1,2d+2loc (Rd). Moreover, using [4, Theorem 1.7.4] and
the resolvent contraction property, for any open balls V , V ′ in Rd with V ⊂ V ′, there
exists a constant C˜ > 0, independent of f , such that
‖Gαf‖H1,2d+2(V )
≤ C˜(‖Gαf‖L1(V ′) + ‖ρψf‖Lq˜(V ′))
≤ C˜(‖Gαf‖L1(V ′) + ‖ρψ‖L2d+2(V ′)‖f‖Ld(V ′))
≤ C˜ · ( 1
infV ′ ρψ
) 1
q0 (α−1|V ′|1− 1q0 + ‖ρψ‖L2d+2(V ′)|V ′|
1
d
− 1
q0 )‖f‖Lq0 (Rd,µ). (71)
Set C˜1 :=
(
1
inf ρψ
) 1
q0 (α−1|V ′|1− 1q0 + ‖ρψ‖L2d+2(V ′)|V ′|
1
d
− 1
q0 ). Using Morrey’s inequality and
(71), there exists a constant C˜2 > 0 which is independent of f such that
‖Gαf‖L∞(V ) ≤ C˜2C˜C˜1‖f‖Lq0(Rd,µ). (72)
Now set
h1 := 〈ρψB,∇Gαf〉 − αρψGαf + ρψf ∈ Ld+1loc (Rd).
Then (70) implies∫
Rd
〈1
2
ρA∇Gαf,∇ϕ
〉
dx =
∫
Rd
h1ϕdx, for all ϕ ∈ C∞0 (Rd). (73)
Let U1, U2 be open balls in R
d satisfying B ⊂ U1 ⊂ U1 ⊂ U2. Take ζ1 ∈ C∞0 (U2) such
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that ζ1 ≡ 1 on U 1. Then using integration by parts, and (73)∫
U2
〈1
2
ρA∇(ζ1Gαf),∇ϕ〉dx =
∫
U2
〈1
2
ρA∇Gαf, ζ1∇ϕ〉dx+
∫
U2
1
2
〈A∇ζ1,∇ϕ〉ρGαfdx
=
∫
U2
〈1
2
ρA∇Gαf,∇(ζ1ϕ)〉dx−
∫
U2
〈1
2
ρA∇Gαf,∇ζ1〉︸ ︷︷ ︸
=:h2
ϕdx
+
∫
U2
−1
2
(〈Gαf∇ρ+ ρ∇Gαf, A∇ζ1〉+ ρGαf〈∇A,∇ζ1〉+ ρGαftrace(A∇2ζ1))︸ ︷︷ ︸
=:h3
ϕdx
=
∫
U2
(h1ζ1 − h2 + h3)ϕdx, for all ϕ ∈ C∞0 (U2). (74)
Note that h2, h3 ∈ L2d+2loc (Rd). Let h4 := 〈12∇(ρA),∇(ζ1Gαf)〉 ∈ Ld+1loc (Rd). Using (74),∫
U2
〈1
2
ρA∇(ζ1Gαf),∇ϕ〉dx+
∫
U2
〈1
2
∇(ρA),∇(ζ1Gαf)〉ϕdx
=
∫
U2
(h1ζ1 − h2 + h3 + h4)ϕdx, for all ϕ ∈ C∞0 (U2). (75)
We have h := h1ζ1 − h2 + h3 + h4 ∈ Ld+1loc (Rd) and
‖h‖Ld+1(U2) ≤ C2(‖Gαf‖H1,2d+2(U2) + ‖ρψf‖Ld+1(U2)), (76)
where C2 > 0 is a constant which is independent of f . By [10, Theorem 9.15], there exists
w ∈ H2,d+1(U2) ∩H1,d+10 (U2) such that
− 1
2
trace(ρA∇2w) = h a.e. on U2. (77)
Furthermore, using [10, Lemma 9.17], (76), (71), there exists a constant C1 > 0 which is
independent of f such that
‖w‖H2,d+1(U2) ≤ C1‖h‖Ld+1(U2)
≤ C1C2
(‖Gαf‖H1,2d+2(U2) + ‖ρψf‖Ld+1(U2))
≤ C1C2C3‖f‖Lq0(Rd,µ),
where C3 := C˜1 + ‖ρψ‖L2d+2(U2)|U2|
1
2d+2
− 1
q0
(
1
infV ′ ρψ
) 1
q0 . Note that (77) implies∫
U2
〈1
2
ρA∇w,∇ϕ〉dx+
∫
U2
〈1
2
∇(ρA),∇w〉ϕdx
=
∫
U2
hϕdx, for all ϕ ∈ C∞0 (U2). (78)
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Using the maximum principle of [24, Theorem 1] and comparing (78) with (75), we obtain
ζGαf = w on U2, hence Gαf = w on U1, so thatGαf ∈ H2,d+1(U1). Therefore, by Morrey’s
inequality, we obtain ∂iGαf ∈ L∞(U1), 1 ≤ i ≤ d, and
‖∂iGαf‖L∞(U1) ≤ C4‖Gαf‖H2,d+1(U1)
≤ C4‖w‖H2,d+1(U2)
≤ C1C2C3C4‖f‖Lq0 (Rd,µ), (79)
where C4 > 0 is a constant which is independent of f . Thus we obtain h ∈ L2d+2(U1).
Now take ζ2 ∈ C∞0 (U1) such that ζ2 ≡ 1 on B. Note that a.e. on U1 it holds
−1
2
trace
(
ρA∇2(ζ2Gαf)
)
= −1
2
ζ2 · trace(ρA∇2Gαf)− 1
2
Gαf · trace(ρA∇2ζ2)− 〈ρA∇ζ2,∇Gαf〉.
= −1
2
ζ2h− 1
2
Gαf · trace(ρA∇2ζ2)− 〈ρA∇ζ2,∇Gαf〉 =: h˜.
Since ‖∇Gαf‖ ∈ L∞(U1), h˜ ∈ L2d+2(U1), by [10, Theorem 9.15], we get ζ2Gαf ∈
H2,2d+2(U1), hence Gαf ∈ H2,2d+2(B). Using [10, Lemma 9.17], (72), (79), there exist
positive constants C5, C6 which are independent of f such that
‖Gαf‖H2,2d+2(B) ≤ ‖ζ2Gα‖H2,2d+2(U1)
≤ C5‖h˜‖L2d+2(U1)
≤ C5C6(‖f‖Lq0(Rd,µ) + ‖ρψf‖L2d+2(U1))
≤ C5C6(‖f‖Lq0(Rd,µ) + ‖ρψ‖Lq(U1)(inf
U
ρψ)−1/q0‖f‖Lq0(Rd,µ))
≤ C‖f‖Lq0 (Rd,µ), (80)
where C := C5C6(1∨‖ρψ‖Lq(U1)(infU ρψ)−1/q0). Using the denseness of C∞0 (Rd) in Lq0(Rd, µ),
(80) extends to f ∈ Lq0(Rd, µ). Now let u ∈ D(Lq0), Then (1− Lq0)u ∈ Lq0(Rd, µ), hence
by (80), it holds u = G1(1− Lq0)u ∈ H2,2d+2loc (Rd) and
‖u‖H2,2d+2(B) = ‖G1(1− Lq0)u‖H2,2d+2(B)
≤ C‖(1− Lq0)u‖Lq0(Rd,µ)
≤ C‖u‖D(Lq0).

Theorem 6.13 Assume (A1), (A2). Let f ∈ D(L)b ∩D(Ls) ∩D(L2) and define
uf := P·f ∈ C(Rd × [0,∞))
as in Lemm 4.13. Then for any open set U in Rd and T > 0,
∂tuf , ∂iuf ∈ L2,∞(U × (0, T )) for all 1 ≤ i ≤ d,
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and for each t ∈ (0, T ), it holds
∂tuf(·, t) = TtL2f ∈ L2(U), and ∂iuf(·, t) = ∂iPtf ∈ L2(U).
If we additionally assume f ∈ D(Lq0) and (A4)′, then ∂i∂juf ∈ L2d+2,∞(U × (0, T )) for
all 1 ≤ i, j ≤ d, and for each t ∈ (0, T ), it holds
∂i∂juf(·, t) = ∂i∂jPtf ∈ L2d+2(U).
Proof Assume (A1), (A2). Let f ∈ D(L)b ∩D(Ls)∩D(L2) and t > 0, t0 ≥ 0. Then by
Theorem 4.7(c),
Pt0f = T t0f ∈ D(L)b ⊂ D(E0),
where T 0 := id. Observe that by Theorem 4.7(c), for any open ball B in R
d with U ⊂ B,
‖∇Ptf −∇Pt0f‖2L2(B)
≤ (λB inf
B
ρ)−1
∫
B
〈A∇(Ptf − Pt0f),∇(Ptf − Pt0f)〉ρdx
≤ 2(λB inf
B
ρ)−1E0(Ptf − Pt0f, Ptf − Pt0f)
≤ 2(λB inf
B
ρ)−1
∫
Rd
−L(T tf − T t0f) · (T tf − T t0f)dµ
≤ 4(λB inf
B
ρ)−1‖f‖L∞(Rd,µ)‖T tLf − T t0Lf‖L1(Rd,µ). (81)
Likewise,
‖∇Ptf‖2L2(B) ≤ 2(λB inf
B
ρ)−1‖f‖L∞(Rd,µ)‖T tLf‖L1(Rd,µ).
For each i = 1, . . . , d, define a map
∂iP·f : [0, T ]→ L2(U), t 7→ ∂iPtf.
Then by (81) and the L1(Rd, µ)-strong continuity of (T t)t>0, the map ∂iP·f is continuous
with respect to the ‖ · ‖L2(B)-norm, hence by [20, Theorem, p91](or [4, Exercise 1.8.15]),
there exists a Borel measurable function uif on U × (0, T ) such that for each t ∈ (0, T ) it
holds
uif(·, t) = ∂iPtf ∈ L2(U).
Thus using (81) and the L1(Rd, µ)-contraction property of (T t)t>0, it holds u
i
f ∈ L2,∞(U×
(0, T )) and
‖uif‖L2,∞(U×(0,T )) = sup
t∈(0,T )
‖∂iPtf‖L2(U)
≤ 2(λB inf
B
ρ)−1/2‖f‖1/2
L∞(Rd,µ)
‖Lf‖1/2
L1(Rd,µ)
.
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Now let ϕ1 ∈ C∞0 (U) and ϕ2 ∈ C∞0 ((0, T )). Then∫∫
U×(0,T )
uf · ∂i(ϕ1ϕ2)dxdt =
∫ T
0
( ∫
U
Ptf · ∂iϕ1dx
)
ϕ2dt
=
∫ T
0
−( ∫
U
∂iPtf · ϕ1dx
)
ϕ2dt
= −
∫∫
U
uif · ϕ1ϕ2dxdt. (82)
Using the approximation as in Theorem 5.5, ∂iuf = u
i
f ∈ L2,∞(U × (0, T )).
Now define a map
T·L2f : [0, T ]→ L2(U), t 7→ TtL2f,
where T0 := id. Since
‖TtL2f − Tt0L2f‖L2(U) ≤ (inf
U
ρψ)−1/2‖TtL2f − Tt0L2f‖L2(Rd,µ),
using the L2(Rd, µ)-strong continuity of (Tt)t>0 and [20, Theorem, p91](or [4, Exercise
1.8.15]), there exists a Borel measurable function u0f on U × (0, T ) such that for each
t ∈ (0, T ) it holds
u0f(·, t) = TtL2f ∈ L2(U).
Using the L2(Rd, µ)-contraction property of (Tt)t>0, it holds u
0
f ∈ L2,∞(U × (0, T )) and
‖u0f‖L2,∞(U×(0,T )) = sup
t∈(0,T )
‖TtL2f‖L2(U)
≤ (inf
U
ρψ)−1/2‖L2f‖L2(Rd,µ).
Observe that ∫∫
U×(0,T )
uf · ∂t(ϕ1ϕ2)dxdt =
∫ T
0
( ∫
U
Ttf · ϕ1dx
)
∂tϕ2dt
=
∫ T
0
−( ∫
U
TtL2f · ϕ1dx
)
ϕ2dt
= −
∫∫
U
u0f · ϕ1ϕ2dxdt.
Using the approximation of Theorem 5.5, we obtain ∂tuf = u
0
f ∈ L2,∞(U × (0, T )).
Now assume (A4′). Then by Theorem 6.12, Pt0f ∈ D(Lq0) ⊂ H2,2d+2loc (Rd) and for each
1 ≤ i, j ≤ d, it holds
‖∂i∂jPtf − ∂i∂jPt0f‖L2d+2(U)
≤ ‖Ptf − Pt0f‖H2,2d+2(U)
≤ ‖Ttf − Tt0f‖Lq0(Rd,µ) + ‖TtLq0f − Tt0Lq0f‖Lq0(Rd,µ) (83)
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Define a map
∂i∂jP·f : [0, T ]→ L2(U), t 7→ ∂i∂jPtf.
By the Lq0(Rd, µ)-strong continuity of (Tt)t>0 and (83), the map ∂i∂jP·f is continuous with
respect to the ‖·‖L2d+2(U)-norm. Hence by [20, Theorem, p91](or [4, Exercise 1.8.15]), there
exists a Borel measurable function uijf on U × (0, T ) such that for each t ∈ (0, T ), it holds
uijf (·, t) = ∂i∂jPtf.
Using Theorem 6.12 and the Lq0(Rd, µ)-contraction property of (Tt)t>0, u
ij
f ∈ L2d+2,∞(U×
(0, T )) and
‖uijf ‖L2d+2,∞(U×(0,T )) ≤ sup
t∈(0,T )
‖∂i∂jPtf‖L2d+2(U)
≤ sup
t∈(0,T )
‖Ptf‖H2,2d+2(U)
≤ sup
t∈(0,T )
C
(‖Ttf‖Lq0(Rd,µ) + ‖TtLq0f‖Lq0 (Rd,µ))
≤ C‖f‖D(Lq0 ),
where C > 0 is a constant which is independent of f . Using the same line of arguments
as in (82) and the approximation as in Theorem 5.5,
∂i∂juf = u
ij
f ∈ L2d+2,∞(U × (0, T )).

Theorem 6.14 Assume (A4)′ and let f ∈ C∞0 (Rd). Then there exists
uf ∈ Cb
(
Rd × [0,∞)) ∩ (⋂
r>0
W 2,12d+2,∞(Br × (0,∞))
)
satisfying uf(x, 0) = f(x) for all x ∈ Rd such that
∂tuf ∈ L∞(Rd × (0,∞)), ∂iuf ∈
⋂
r>0
L∞(Br × (0,∞)) for all 1 ≤ i ≤ d,
and
∂tuf =
1
2
trace(Â∇2uf) + 〈G,∇uf〉 a.e. on Rd × (0,∞).
Proof Let f ∈ C∞0 (Rd). Then f ∈ D(Ls). Define uf := P·f(·). Then by Lemma 4.13, uf ∈
Cb(R
d × [0,∞)) and uf(x, 0) = f(x) for all x ∈ Rd. In particular, since G ∈ L∞loc(Rd,Rd),
it holds f ∈ D(Lq0), so that Ptf ∈ D(Lq0) for any t ≥ 0. By Theorem 6.13, for each
t > 0, it holds ∂tuf(·, t) = TtLsf = TtLf µ-a.e. on Rd. Note that for each t > 0, using
the sub-Markovian property,
‖∂tuf(·, t)‖L∞(Rd) = ‖TtLf‖L∞(Rd)
≤ ‖Lf‖L∞(Rd,µ),
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hence ∂tuf ∈ L∞(Rd×(0,∞)). By Theorem 6.13, for 1 ≤ i, j ≤ d, t > 0, ∂iuf(·, t) = ∂iPtf ,
∂i∂juf(·, t) = ∂i∂jPtf µ-a.e. on Rd. Using Theorem 6.12 and the Lq0(Rd, µ)-contraction
property of (Tt)t>0, for any R > 0 and for each 1 ≤ i, j ≤ d, t > 0, it holds
‖∂i∂juf(·, t)‖L2d+2(BR) ≤ ‖Ptf‖H2,2d+2(BR)
≤ C (‖Ttf‖Lq0 (Rd,µ) + ‖TtLq0f‖Lq0 (Rd,µ))
≤ C‖f‖D(Lq0 ),
where C > 0 is as in Theorem 6.12 and independent of f . By Morrey’s inequality, there
exists a constant CR,d > 0 such that for each t > 0, 1 ≤ i ≤ d,
‖∂iuf(·, t)‖L∞(BR) ≤ ‖∂iPtf‖L∞(BR)
≤ CR,d‖Ptf‖H2,2d+2(BR)
≤ CR,dC‖f‖D(Lq0).
Thus, uf ∈ W 2,12d+2,∞(BR× (0,∞)) and ∂tuf , ∂iuf ∈ L∞(BR× (0,∞)) for all 1 ≤ i ≤ d. By
(56), it holds∫∫
Rd×(0,∞)
〈1
2
ρA∇uf ,∇ϕ〉 − 〈ρψB,∇uf〉ϕ dxdt
=
∫∫
Rd×(0,∞)
−∂tuf · ϕρψdxdt for all ϕ ∈ C∞0 (Rd × (0,∞)).
Using integration by parts, we obtain
−
∫∫
Rd×(0,∞)
( 1
2
trace(Â∇2uf) +
〈
βρ,A,ψ +B,∇uf
〉)
ϕdµdt
=
∫∫
Rd×(0,∞)
−∂tuf · ϕdµdt for all ϕ ∈ C∞0 (Rd × (0,∞)).
Therefore,
∂tuf =
1
2
trace(Â∇2uf) + 〈G,∇uf〉 a.e. on Rd × (0,∞).

Definition 6.15 We say that uniqueness in law holds for (67), if for any two weak
solutions
M = (Ω,F , (Ft)t≥0, (Xt)t≥0, (Wt)t≥0, (Px)x∈Rd)
and
M˜ = (Ω˜, F˜ , (F˜t)t≥0, (X˜t)t≥0, (W˜t)t≥0, (P˜x)x∈Rd)
of (67) it holds Px ◦X−1 = P˜x ◦ X˜−1 for all x ∈ Rd. We say that the stochastic differential
equation (67) is well-posed if there exists a weak solution to it and uniqueness in law
holds.
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Theorem 6.16 Assume (A4)′. Let M = (Ω,F , (Ft)t≥0, (Xt)t≥0, (Wt)t≥0, (Px)x∈Rd) and
M˜ = (Ω˜, F˜ , (F˜t)t≥0, (X˜t)t≥0, (W˜t)t≥0, (P˜x)x∈Rd) be any two weak solutions to (67). Suppose
Px(Λ(Z
M)) = P˜x(Λ(Z
M˜)) = 1, for all x ∈ Rd. (84)
Then Px ◦X−1 = P˜x ◦ X˜−1 for all x ∈ Rd. In particular, under (A4)′ any weak solution
to (67) is a strong Markov process.
Proof Let x ∈ Rd be arbitrary. Let Qx = Px ◦ X−1 and Q˜x = P˜x ◦ X˜−1 respectively.
Then Qx, Q˜x are two solutions of the time-homogeneous martingale problem with initial
condition x and coefficients (σ̂,G) as defined in [13, Chapter 5, 4.15 Definition]. Let
f ∈ C∞0 (Rd). For T > 0, define g(x, t) := uf(x, T − t), (x, t) ∈ Rd × [0, T ], where uf is
defined as in Theorem 6.14. Then by Theorem 6.14,
g ∈ Cb
(
Rd × [0, T ]) ∩ (⋂
r>0
W 2,12d+2,∞(Br × (0, T ))
)
,
∂tg ∈ L∞(Rd × (0, T )), ∂ig ∈
⋂
r>0
L∞(Br × (0, T )), 1 ≤ i ≤ d,
and it holds
∂g
∂t
+ Lg = 0 a.e. in Rd × (0, T ), g(x, T ) = f(x) for all x ∈ Rd.
Applying Theorem 6.9 to M, for x ∈ Rd, R > 0, it holds
Ex
[∫ T∧DR
0
∣∣∣∂g
∂t
+ Lg
∣∣∣(Xs, s)ds] = 0,
hence ∫ T∧DR
0
(∂g
∂t
+ Lg
)
(Xs, s)ds = 0, Px-a.s.,
hence by Theorem 6.11,
g(XT∧DR, T ∧DR)− g(x, 0) =
∫ T∧DR
0
∇g(Xs, s)σ̂(Xs)dWs, Px-a.s.
Therefore
Ex [g(XT∧DR, T ∧DR)] = g(x, 0).
Letting R→∞ and using Lebesgue’s Theorem, we obtain
Ex[f(XT )] = Ex[g(XT , T )] = g(x, 0).
Analogously for M˜, we obtain E˜x[f(X˜T )] = g(x, 0). Thus
Ex[f(XT )] = E˜x[f(X˜T )].
Therefore Qx, and Q˜x have the same one-dimensional marginal distributions and we can
conclude as in [13, Chapter 5, proof of 4.27 Proposition] that Qx = Q˜x.
For the last statement, see [13, Chapter 5, 4.20 Theorem].

Combining Theorem 6.16, Remark 6.4 and Theorem 6.5, we obtain the following result.
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Theorem 6.17 Assume (A4)′ and suppose that M of Theorem 6.5 is non-explosive.
(This is for instance the case if (3) holds, see Theorem 6.5.) Then the Hunt process M
is the unique solution (in law) to (67) that satisfies Px(Λ(Z
M)) = 1, for all x ∈ Rd.
Moreover, under the same conditions as in [16, Theorem 4.4] but replacing A, σ there
with 1
ψ
A,
√
1
ψ
σ respectively, the moment inequalities of the mentioned theorem also hold
for our M here.
Remark 6.18 Once uniqueness in law holds for (67), any weak solution to (67) satisfies
the improved (time homogeneous) Krylov type estimate (64). We will illustrate this in two
with respect to each other extreme cases. For the first case suppose that (A4)′ holds with
q = 2d+2+ε for some small ε > 0. Then we may choose s = 2
3
d and s0 :=
sq
q−1 =
2
3
d· 2d+2+ε
2d+1+ε
satisfies s0 <
4
5
d, actually s0 =
4
5
d − δ for small δ > 0 and for any bounded open set V ,
any ball B ⊂ Rd, and g ∈ Ls0(Rd)0 with supp(g) ⊂ V , we have by (64) for any x ∈ B
Ex
[∫ T
0
g(Xs)ds
]
≤ CB,s,t ‖g‖Ls(Rd,µ)
≤ CB,s,t ‖ρψ‖1/sLq(V )
(∫
V
|g| sqq−1dx
) q−1
sq
= CB,s,t ‖ρψ‖1/sLq(V )‖g‖Ls0(V ).
On the other hand, if (A4)′ holds with q = ∞ and 1
ψ
is supposed to be locally pointwise
bounded below and above by strictly positive constants, we may choose s = d
2
+ ε for
arbitrarily small ε > 0 and we obtain for g ∈ Ls(Rd)0 with supp(g) ⊂ V , V,B and x as
above,
Ex
[∫ T
0
g(Xs)ds
]
≤ CB,s,t ‖ρψ‖1/sL∞(V )‖g‖Ls(V ).
Example 6.19 Consider the situation in Example 6.6 except the conditions (a), (b), (c).
Let p := 2d+2 and assume G ∈ L∞loc(Rd,Rd). Let α ≥ 0 be such that α(2d+2) < d. Take
q ∈ (2d+ 2, d
α
). Then A, G, ψ satisfy (A4)′. Therefore, the Hunt process M of Theorem
6.5 solves weakly Px-a.s. for any x ∈ Rd,
Xt = x+
∫ t
0
‖Xs‖α/2 · σ√
φ
(Xs) dWs +
∫ t
0
G(Xs) ds, 0 ≤ t < ζ. (85)
Assume (3). Then ζ =∞ and by Theorem 6.17, M is the unique (in law) solution to (85)
that satisfies Px(Λ(Z
M)) = 1, for all x ∈ Rd. If we choose the following Borel measurable
version of ‖x‖α/2, namely
fγ(x) := ‖x‖α/21{x 6=0}(x) + γ1{x=0}(x), x ∈ Rd
where γ is an arbitrary but fixed strictly positive real number, then Px(Λ(Z
M˜)) = 1 (here
of course ZM˜ is defined w.r.t.
√
1
ψ
= fγ√
φ
) is automatically satisfied by Lemma 6.10(i) for
any weak solution M˜ to
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X˜t = x+
∫ t
0
fγ · σ√
φ
(X˜s) dW˜s +
∫ t
0
G(X˜s) ds, t ≥ 0, x ∈ Rd, (86)
Thus under (3), the SDE (86) is well-posed for any γ > 0 and moreover M of Theorem
6.5 also solves (86) by Lemma 6.10.
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