Hierarchical clustering is one of the major analytical tools for gene expression data from microarray experiments. A major problem in the interpretation of the output from these procedures is assessing the reliability of the clustering results. We address this issue by developing a mixture model-based approach for the analysis of microarray data. Within this framework, we present novel algorithms for clustering genes and samples. One of the byproducts of our method is a probabilistic measure for the number of true clusters in the data.
INTRODUCTION
DNA biochips have the potential of significantly impacting the study of human disease. By simultaneously gauging the expression of thousands of genes in clinical specimens, a wealth of data points is generated coalescing to form a molecular fingerprint of a disease process. As a result of the Human Genome Project, large collections of genes will be readily available for parallel genomic studies. Currently two platforms have emerged to dominate the microarray field-oligonucleotide arrays and spotted cDNA arrays. The first approach, developed by Affymetrix, involves in situ synthesis of oligonucleotides (less than 30 bases long) onto solid substrates using photolithographic techniques (Lipshutz et al., 1999) . These chips have been used for numerous applications including identification of Single Nucleotide Polymorphisms (SNPs) and monitoring of global gene expression.
For example, Golub et al. (1999) used oligonucleotide chips in the molecular classification of acute leukemias.
The second popular platform for studying global gene expression profiles was first pioneered by Patrick Brown and colleagues at Stanford and involves robotically printing cDNA clone inserts (200-2000 bp long) onto glass microscope slides (Brown and Botstein, 1999) . These DNA chips are subsequently hybridized to different flourescently labelled probes derived from RNA of various samples of interest. The power of this approach lies in its ability to comparatively analyze genome-wide patterns of mRNA expression relatively economically. Such experiments have been performed on lymphomas (Alizadeh et al., 2000) , breast cancers (Perou et al., 2000) and cutaneous melanomas (Bittner et al., 2000) .
In the majority of studies using both technologies, the primary method of data analysis has been Hierarchical Clustering (HC; Hartigan, 1975; Everitt, 1993) . This technique was introduced by Eisen et al. (1998) as a means to better visualize and interpret the high-dimensional data generated from cDNA microarrays. With HC, a matrix representing the pairwise dissimilarities between objects is first constructed using a distance metric; typically Euclidean distance is used. The objects can either be tissue samples or the individual genes. The algorithm begins with each object as a singleton cluster. The closest pair of clusters is found and merged. The dissimilarity matrix is then updated to take into account the merging; typically, the updating is done using the average-linkage method (Everitt, 1993) . Based on this new dissimilarity matrix, the two closest distinct clusters are found and merged. This process is iterated until one cluster, which consists of all the samples, is left. HC has been utilized with some success in finding distinct subtypes of disease in several cancer studies (Alizadeh et al., 2000; Bittner et al., 2000) .
As noted by Goldstein et al. (2001) , HC has been utilized quite nondiscriminately in molecular profiling studies. Clustering methods are useful when the goal is to discover groupings in the gene expression data, and no external information exists (e.g. patient clinical data). This has been referred to as class discovery in the literature (Golub et al., 1999) . A major issue with clustering techniques is the assessment of reliability of such algorithms. It is critical to be able to distinguish true clusters from those which arise by chance. This distinction is important to biologists who use microarray technology.
If one wishes to use HC, several methods exist for estimating the number of clusters in a dataset. The proposal of Calinski and Harabasz (1974) is to compute a suitably normalized ratio of between-and within-cluster sums of squares for a fixed number of clusters K . The value of K that maximizes this ratio is taken to be the estimate of the number of clusters. The method of Krzanowski and Lai (1985) is to compute K to maximize a difference quantity based on the within-cluster sums of squares. Neither of these methods allow for the case K = 1 (i.e. no clusters exist in the data). A method that can check for this scenario was proposed by Hartigan (1975) . It is based on computing appropriately normalized ratios of between-cluster sums of squares and finding the smallest K for which the ratio is less than 10.
In this article, we explore the use of mixture model methodology for cDNA microarray data. Such techniques have been developed and utilized in other applications, such as brain imaging (Banfield and Raftery, 1993) and minefield detection (Dasgupta and Raftery, 1998) . For cDNA microarray data, development of this methodology poses some unique challenges for which we develop some novel algorithms. While we consider data from cDNA microarray experiments here, similar considerations should hold for oligonucleotide microarray data as well (Lockhart et al., 1996; Lipshutz et al., 1999 ). An attractive feature of the mixture model approach is that it provides a statistical criterion for assessing the number of true clusters in the dataset of interest.
There have been recent proposals for joint probabilistic modelling of gene expression and sequence data. Barash and Friedman (2001) and Holmes and Bruno (2000) have proposed likelihood-based methods that iterate between clustering the gene expression data and looking for common regulatory motifs in the upstream regions of genes that are coordinately expressed. Our proposal differs from these in several respects. First, we do not consider the gene sequence data. In nonhomogeneous tissue from human cancers, looking for common regulatory motifs is problematic. We focus instead on modelling the gene expression data. Second, while the previous authors' methods apply only to clustering genes, we consider clustering genes and samples. Clustering samples is important in cancer studies because there is often interest in determining if gene expression profiles define molecular subtypes of disease. As we describe later, there is a fundamental asymmetry in the mixture model framework for clustering genes and samples. We develop methods in order to make both types of clustering feasible.
SYSTEMS AND METHODS

Preprocessing the data
While not the focus of this article, a major issue in the analysis of microarray data is the preprocessing of the raw expression measurements. It might involve excluding expression ratios from certain genes and Expressed Sequence Tags (ESTs), subtracting a correction factor for background and/or multiplying by a constant in order to normalize the variation between chips. While some methods exist for the normalization of microarray data (Schuchhardt et al., 2000; Yang et al., 2001) , we feel that there is no one uniformly best method and that the performance of any approach depends on the particular dataset. It will be assumed throughout that the data have already been normalized. In the examples in which the proposed techniques are applied, we will describe the preprocessing steps taken.
Model specification
Let y 1 , . . . , y n denote the observations to be clustered, where y i is a p-dimensional vector (i = 1, . . . , n). We will assume that the observed data are independent and identically distributed realizations from the density
where π k (k = 1, . . . , K ) is the probability that an observation belongs to the kth group, and
is a multivariate normal density with mean µ k and covariance matrix k . Thus in (1), we have formulated that the gene expression data arise from a mixture of K multivariate normal populations. While the assumption of normality might seem restrictive at first, mixtures of normal distributions yield a variety of distributions and are quite flexible in practice. The distributions of the K components are fully specified by µ k and k , k = 1, . . . , K . In the current framework, these are left unspecified. Banfield and Raftery (1993) proposed the following eigenvalue parametrization for k (k = 1, . . . , K ):
where D k is the matrix of eigenvectors of k , λ k is a constant of proportionality, and A k is the diagonal matrix of values proportionate to the eigenvalues of k . There is a nice geometric interpretation implied by (3). The parameter λ k controls the volume for the kth component, 
A k its shape and D k its orientation. These characteristics can be estimated from the data. While we have placed no cluster-level constraints on shape, orientation or volume in (3), it is possible to have some of these parameters take the same values across clusters. We discuss this issue further in the next section.
ALGORITHM
There are two steps in fitting model (1) to the data. Maximum likelihood estimation of the parameters in the mixture model are fit using the Expectation-Maximization (EM) algorithm (Dempster et al., 1977) . However, the performance of the EM algorithm relies critically on the initial values. We compute these values by modelbased hierarchical agglomerative clustering, which we now describe.
Initialization via hierarchical agglomerative clustering
Suppose that for each observation y i (i = 1, . . . , n), the true cluster membership l i (∈ 1, . . . , K ) is known. We can then define a classification log-likelihood Table 1 .
In our situation, however, the true cluster memberships are unknown. We use agglomerative HC in order to find a maximizer of (4). This procedure is similar in spirit to other HC algorithms; it starts with each observation as a singleton cluster. All possible pairs of clusters are considered, and the pair that leads to the greatest increase in (4) is then merged. This procedure is iterated repeatedly until one cluster remains. By default, this cluster will have all n observations. Note that with agglomerative HC, the clusters are merged according to the probabilistic criterion (4). This is different from ordinary HC methods, where the merging of clusters is based on a combination of the dissimilarity matrix and a method of defining distance between clusters (e.g. average linkage). However, it can be shown that the two classes of methods are equivalent under certain situations. For example, the method of Ward (1963) can be derived as a special case of model-based agglomerative clustering with k = λI in (4).
The output of hierarchical agglomerative clustering is the assignment of observations to clusters, along with the estimated mean and covariance for each cluster. This serves as starting values for maximum likelihood estimation of the parameters in (1). The estimation will be done using the EM algorithm (see Section ExpectationMaximization algorithm).
Expectation-Maximization algorithm
In the EM algorithm framework, it is useful to phrase the maximum likelihood estimation problem as a missing data problem. For this setting, the complete data are
We assume that z i , i = 1, . . . , n, are iid realizations from a multinomial distribution with probabilities π 1 , . . . , π K K k=1 π k = 1 and that the density of
Then it is easy to then derive the complete-data likelihood and log likelihood:
Again, we must specify a model for k (k = 1, . . . , K ); a list of potential models can be found in Table 1 . The missing data here are the z i (i = 1, . . . , n), which represent the cluster assignments. Given estimates π 1 , . . . , π K and θ 1 , . . . , θ K , the E-step of the EM algorithm involves esti-
The estimator here has a simple form:
The estimated z i (i = 1, . . . , n) are then plugged into (5), and the complete data log-likelihood is then maximized as a function of θ k and π k , k = 1, . . . , K . This is the M-step of the EM algorithm. Estimates of π k and θ k (k = 1, . . . , K ) are output from the M-step and are then input into the E-step. The two steps (E-step and Mstep) are then iterated until convergence is reached. Many authors have shown (Wu, 1983; Boyles, 1983 ) that under general regularity conditions, the solution from the EM algorithm will converge to a local maximum. In practice, the results from fitting the algorithm has proven to be acceptable. One of the potential problems with the EM algorithm is its rate of convergence in practice. It has converged rapidly in the examples we have analyzed.
Selecting the number of clusters
In the previous sections, it was implicitly assumed that the number of clusters, K , was fixed. However, one of the questions of scientific interest is assessing the reliability of the output from their clustering analyses. This is equivalent to the question of determining the number of true clusters that exist in the data and for determining the number of components in a mixture model (Roeder and Wasserman, 1997) . It is hard to apply classical statistical hypothesis testing methods because the usual regularity conditions are not satisfied. In this section, we describe a framework for determining the number of clusters based on Bayes factors (Kass and Raftery, 1995) .
The Bayes factor for determining whether there are k clusters in the data versus l clusters is given by
where There are several advantages to the use of Bayes factors for determining the number of clusters. First, the approach does not rely on asymptotic theory, unlike most classical hypothesis testing procedures. In addition, for this situation we are typically comparing nonnested models. While this comparison cannot be performed using usual hypothesis testing methods, Bayes factors allow for the comparison of nonnested models.
The major problem with using (6) is that it involves evaluation of two integrals. With large datasets, direct evaluation of the Bayes factor is not practically feasible.
To address this problem, we will utilize an approximation. We first assume that all models have an equal a priori probability. Then, an approximation for (6) based on the Bayesian Information Criterion (BIC, Schwarz, 1978) can be computed:
where ν j is the number of independent parameters to be estimated in the j-component mixture model, and BIC j is the corresponding value for the Bayesian Information Criterion. Note that the number of independent parameters will depend on what type of covariance model is assumed for (3). This approximate Bayes factor has tended to work well in applications in minefield detection and astrophysics (Dasgupta and Raftery, 1998; Campbell et al., 1999) . In addition, in some simulation studies we performed (data not shown), we found the approximation to work well.
IMPLEMENTATION
Mixture modelling in microarray studies
There are certain aspects of experiments involving microarray data which make direct application of mixture models impractical. First, thousands of genes and ESTs are typically considered for analysis. As was mentioned earlier, the hierarchical agglomerative procedure begins with each observation as a singleton cluster. If we wish to cluster genes in this manner, this requires computational storage that is quadratic in the number of genes considered. For most practical situations, this is still not feasible.
Another feature of microarray studies is that the number of samples profiled is typically much smaller than the number of genes on a microarray. Thus, if we wish to cluster samples, we are in a situation where p is much larger than n. It is impossible to fit model (1) to these data.
Thus, there is an asymmetry in trying to apply mixture models for clustering in microarray studies. If we wish to cluster genes, then there is sufficient data for fitting the mixture model, but it is not computationally feasible. If we want to cluster samples, then it is not possible to fit (1) with the raw data because of the relative magnitudes of p and n.
In the next two sections, we describe algorithms for utilizing mixture models in order to cluster genes and samples.
Mixture models for clustering of genes
Before using model-based agglomerative hierarchical clustering, we perform an initial clustering of the data. The goal of this clustering is to reduce the number of clusters initially considered so that the computation becomes more manageable. This is simply a preprocessing step. In practice, we group the original set of genes into K = 1000 clusters of genes. These cluster assignments are then used as the input for model-based agglomerative HC. We have typically used k-means clustering (MacQueen, 1967) for the preprocessing step; however, any other type of partition clustering method could be used. The effect of varying both K and the type of partition clustering algorithm on the mixture model output is examined for the prostate cancer data (Dhanasekaran et al., 2001) in Section Results.
Because the number of genes is large, it is possible that there are several possible maxima. We recommend two strategies to address this issue. First, the EM algorithm should be initialized using several different starting values in order to diagnose the sensitivity of the results. Second, we examine the list of genes that are clustered using the EM algorithm to see if the clustering makes biological sense.
Mixture models for clustering of samples
As mentioned earlier, it is obvious that the dimension of the genes, p, must be reduced in order to fit the mixture model given in (1). We have employed principal components analysis (Anderson, 1984 , Chapter 11) for dimension reduction. With this method, the linear combinations of the genes with maximal variance that are uncorrelated with each other are found.
There are several aspects of principal components analysis which make its use desirable in this context. First, the dimension reduction can be performed in a totally unsupervised manner. Second, because principal components analysis transforms data using a linear combination of the original variables, it can be shown that the transformed data also has a mixture model structure similar to that in (1). Third, the mixture model can now be fit to the transformed data using a subset of the principal components. It should be noted that our primary goal with this analysis is to determine the number of clusters that exist in the set of samples; we do this using Bayes factors. We are not attempting to interpret the principal components themselves. Discussion of the application of principal components techniques to actual datasets is given in Sections Results and Discussion.
Software
There are many software packages available for fitting mixture models. We have chosen to utilize the package MCLUST (Fraley and Raftery, 1999), which is available for the public domain statistical software package R (http://www.r-project.org/). MCLUST can be found at the following website: http://www.stat.washington.edu/fraley/ mclust/soft.shtml.
We have written two macros in R for implementing the mixture model-based clustering methods we have proposed for genes and samples. They are obtainable from the first author's website at the following URL: http://www.sph.umich.edu/∼ghoshd/COMPBIO/ mixture1/index.html.
RESULTS
Cutaneous melanoma data
In this section, we consider data from the cDNA microarray experiments performed by Bittner et al. (2000) . For the analysis presented here, we consider the 31 melanoma samples. The microarray used in this study contained 8150 human cDNAs, 6912 of which were reported to be sequence verified. Of these cDNAs, 3613 were included in the analysis based on having average mean expression levels above background across all experiments greater than 2000 arbitrary units for the least intense signal (Cy3 or Cy5), and having average spot sizes greater than 30 pixels for all experiments. Expression ratios of Cy5/Cy3, were calculated for the 3613 well-measured genes. The following normalization steps were taken (Radmacher, Personal communication):
(1) ratios greater than 50 and less than 0.02 were truncated to 50 and 0.02, respectively;
(2) the resulting ratios were transformed to a logarithm scale (base 2); (3) the log-ratios were normalized by subtracting the median log-ratio within an experiment (i.e. within a slide) from all log-ratios for that experiment. This results in the median log-ratio within an experiment being zero.
It should be pointed out that no normalization was performed across experiments, since a single reference probe was used for all experiments. In their paper, Bittner et al. (2000) used an averagelinkage HC procedure for clustering samples. A replica of their dendrogram can be found in Figure 1 . Based on cutting the dendrogram at a value of 0.54, they found a cluster of 19 melanomas. Subsequently, they developed some tests for assessing the reliability of this cluster. Before applying our proposed clustering procedures, we used the methods for estimating the numbers of clusters described in Section Introduction. The procedures of Calinski and Harabasz (1974) and Hartigan (1975) yield a value of two clusters, implying that the dendrogram in Figure 1 should be truncated at a value between 1.05 and 1.15. The method of Krzanowski and Lai (1985) yields a value of eight clusters, implying the same cutoff value as that used by Bittner et al. (2000) .
Next, we now apply the mixture methodology for clustering samples (i.e. the clinical melanoma specimens). The gene expression ratios are first transformed using principal components; the plot of the proportion of the total variance explained by each of the individual principal components relative to the total variance is given in Figure 2 . Based on the graph, we chose to consider the first two principal components in the analysis. First, the agglomerative HC was performed. As was mentioned earlier, this step requires a specification of the covariance structure for each cluster. We present the results for the exchangeable model with unequal volume per cluster i.e. k = λ k I for k = 1, . . . , K . A plot of the clustering for two groups K = 2 based on agglomerative HC is given in Figure 3 . Based on these graphs, we find that there is good separation between the two clusters. Similar results were obtained using other covariance models in the agglomerative HC algorithm (data not shown).
These results were then used as the input for maximum likelihood estimation of (1), as well as for computation of Bayes factors for model selection. A variety of cluster covariance structures were examined. We considered mixture models of the form (1) that had between one and six components. For larger numbers of components in the mixture model, we found that there were convergence problems with the EM algorithm. It becomes harder to estimate the variance parameters for models with larger numbers of components. This issue will be addressed in more detail in Section Discussion. In Table 2 , we have 
listed the mixture model chosen using Bayes factors under a variety of covariance structures for (3). Based on the results of this table, the mixture model selected in most of the analyses was one in which the samples came from one population. This implies that there are no real clusters in the data. A second model chosen was one in which the samples came from two populations. A breakdown of the samples by cluster is given in Table 3 . In addition, we utilized the CAST algorithm (Ben-Dor et al., 1999) for clustering the samples. This nonhierarchical algorithm explicitly makes no assumption on the number of clusters in the data; however, it requires the specification of a threshold parameter t. We set t = 0.25 and obtained three clusters in the data. Another mixture model-based approach for clustering samples is given by the AutoClass method (Cheeseman and Stutz, 1996) . In their procedure, the number of clusters is determined through a combination of random starting values and a heuristic fitting method based on the log-normal distribution. For clustering samples, we need to reduce the dimension of the gene expression data; we utilize the singular value decomposition referred to earlier. The AutoClass approach yields six clusters. Given the results of the cluster reliability methods and the mixture model-based clustering analyses, it suggests one of two possible conclusions. First, there may be no real distinct subtypes in the 31 melanoma samples. Second, the 19 melanoma cluster found by Bittner et al. (2000) should be broadened to include more melanoma samples, potentially as large as 21-23 melanoma samples.
Prostate cancer data
In this set of experiments, reported by our group (Dhanasekaran et al., 2001) , the goal was to utilize cDNA microarray technology in order to identify candidate cancer biomarkers or genes involved in prostate carcinogenesis. Two reference samples were used as the baseline sample for the microarray, a pool of normal adjacent prostate tissue and a pool of normal prostate tissue from patients without prostate pathology. For the analyses reported here, we consider samples profiled using the normal adjacent pool as the reference. There are 26 samples: 5 benign prostate hyperplasia samples, 1 prostatitis sample, 3 normal adjacent prostate samples, 10 clinically localized prostate cancer samples and 7 metastatic prostate cancer samples.
We considered gene expression data from 3955 genes across the 26 samples. The original arrays developed contained 9984 elements, including 5000 known genes from the Research Genetics human cDNA clone set, 4400 ESTs and 500 control elements (which include genomic human, rat and yeast DNAs). The following preprocessing steps were taken to filter the number of genes from 9984 to 3955. First, genes where at least one channel did not give a signal at least 350 units above background were excluded. Next, genes that did not elicit a signal across at least 75% of the arrays were not included in the analysis. In addition, genes with absolute ratios less than one were excluded from the dataset. Finally, we only considered genes that had no missing measurements.
In order to normalize for differences in gene expression between tissue types, we fit the following gene-specific analysis of variance model for each of the 3955 genes:
where η j denotes the baseline gene expression ratio for the jth gene, γ i is the fixed effect corresponding to tissue type (metastatic, locally advanced prostate cancer and other), and i j are iid mean zero error terms, i = 1, . . . , 26, j = 1, . . . , 3955. The residuals from the estimated models were used for the clustering analyses. The methods of Calinski and Harabasz (1974); Hartigan (1975) and Krzanowski and Lai (1985) estimate two clusters in the data.
First, clustering of the samples for this dataset is considered. We again apply principal components analysis to the gene expression measurements. In Figure 4 , we show a plot of the proportion of the variance explained by the principal components. Based on this graph, we again selected three principal components for further analysis. A procedure similar to that for the melanoma was followed. First, agglomerative HC was performed. Figure 5 depicts the results of this method for two groups, where the covariance structure for each group was k = λ k DAD T k = 1, 2, 3. In contrast to the melanoma dataset, the groups are not as well-separated. The agglomerative HC results did not appear to be very sensitive to the covariance structure. The next stage involves maximum likelihood estimation using the EM algorithm and model selection using Bayes factors. Again, there were some convergence issues estimating variance parameters for mixture models with more than four components. In Table 4 , we summarize the number of clusters that yielded the largest BIC value under several covariance structures for the clusters. Interestingly, there is more evidence for 
multiple clusters with these data than for the melanoma data. However, the number of clusters depends on the particular covariance structure used. The CAST algorithm with a threshold of t = 0.25 yields four clusters in the data. Applying AutoClass to the principal components yields an estimated five clusters in the data. One of the analyses performed in Dhanasekaran et al. (2001) involved determining functional groups of genes. We used the proposed mixture modelling method for genes to achieve this goal. We begin by applying a k-means clustering to the gene expression data to create a coarse subdivision of the data and to substantially increase the computing efficiency of the model-based clustering method. For this analysis, we took k = 1000. The partition from the k-means algorithm was then used as an input for the model-based agglomerative HC and subsequent steps of the model-based clustering. Because of convergence problems, we used the variance structure k ≡ λ k I in the analyses. Approximate Bayes factors were used to determine the best-fitting mixture models. Based on this criterion, a fifteen component mixture model was chosen. We then looked at the clusters individually to determine if there was any functional similarity within each group.
One of the interesting findings was that hepsin, a transmembrane serine protease, was found to be clustered with several genes known to be implicated in various cancer pathways. A subset of these genes is given in Table 5 . 'Guilt by association' would suggest a potential role for hepsin in prostate carcinogenesis. Subsequent follow-up experiments using high-density tissue microarrays demonstrated a correlation between hepsin protein expression with prostate cancer and Prostate Specific Antigen (PSA) failure. These analyses are described in further detail in Dhanasekaran et al. (2001) .
We first examined the sensitivity of the results to the choice of K . In particular, we examined the concordance of the genes in the list in Table 5 for the other choices of K . We considered K = 250, 1000 and 2000. We found that for K = 250, seven of the genes were grouped with hepsin; only the FYN oncogene was grouped in a separate cluster. For K = 2000, all eight genes were grouped with hepsin. We also investigated the computation time required for each of the steps in the mixture modelling methodology for these values of K . The CPU times are given for a Windows-based operating system on a laptop with a Pentium 450 processor. The times required for each of the steps in fitting the mixture model are given in Table 6 . Because of the preprocessing using the k-means algorithm, we can increase the speed of the mixture modelling estimation procedure. If we wish to use a coarser preprocessing (e.g. K = 250), we can increase the computing efficiency of the estimation procedure.
Finally, we examined the sensitivity of the gene clustering with respect to the choice of initial preprocessing clustering algorithm. We used the Partitioning Around Medoids (PAM) algorithm (Kauffman and Rousseuw, 1990) as the preprocessing clustering algorithm with K = 250, 1000 and 2000. We examined the concordance with the k-means-based procedure using the list of genes in Table 5 . We found perfect concordance between the k-means and PAM procedures for each value of K .
DISCUSSION
Here we have developed a mixture modelling approach for the analysis of data from cDNA microarray experiments. There are aspects of these studies that pose unique challenges in the application of these methods; we have proposed new algorithms to address these issues.
These methods can serve as a complementary analysis to standard HC algorithms. An attractive feature of the mixture modelling approach is that a strength of evidence measure for the number of true clusters in the data is computed. This assessment of reliability of clustering output is often an important question to biologists considering data from microarray studies. In the analyses of the two datasets, there were some convergence issues involved with the EM algorithm. This is because it is difficult to estimate variance parameters for clusters with a small number of samples. One way of addressing this problem would be to use a fully Bayesian estimation procedure. Incorporation of a prior distribution for the variance matrices would avoid the convergence difficulties.
We have applied the mixture model methodology to two molecular profiling studies in cancer (Bittner et al., 2000; Dhanasekaran et al., 2001) . Another type of microarray experiment is the time-course study, in which the gene expression of the same population of cells is measured at a different number of time points. The methods proposed here would not be applicable to this setting; alternative clustering methods are needed instead.
A desirable feature of the mixture modelling approach presented here is that it is based on a statistical model. Another problem of interest is the classification of ESTs into known classes of genes whose function are known (e.g. proteases, adhesion proteins, transcription factors) using microarray data. An approach to accomplishing this task using support vector machines was described by Brown et al. (2000) . While that method is algorithmic, it should be possible to extend the mixture modelling approach employed here to do this hybrid classification.
