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Common-path digital in-line holography is considered as a valuable 3D diagnostic techniques for
a wide range of applications. This configuration is cost effective and relatively immune to variation
in the experimental environment. Nevertheless, due to its common-path geometry, the signal to
noise-ratio of the acquired hologram is weak as most of the detector (i.e. CCD/CMOS sensor)
dynamics is occupied by the reference field signal, whose energy is orders of magnitude higher than
the field scattered by the imaged object. As it is intrinsically impossible to modify the ratio of
energy of reference to the object field, we propose a co-design approach (Optics/Data Processing)
to tackle this issue. The reference to object field ratio is adjusted by adding a 4-f device to a
conventional in-line holographic set-up, making it possible to reduce the weight of the reference
field while keeping the object field almost constant. Theoretical analysis of the Cra`mer-Rao lower
bounds of the corresponding imaging model illustrate the advantages of this approach. These
lower bounds can be asymptotically reached using a parametric inverse problems reconstruction.
This implementation results in a 60 % gain in axial localization accuracy (for of 100 µm diameter
spherical objects) compared to a classical in-line holography set-up.
PACS numbers: (090.1995) Holography: Digital holography, (100.3190) Image processing: Inverse prob-
lems, (100.6640) Image processing: Superresolution; (100.3010) Image processing: Image reconstruction
techniques, (120.3940) Instrumentation, measurement, and metrology: Metrology
I. INTRODUCTION
Digital in-line holography is a widely used tool for 3D
imaging in severe experimental environments [1–5]. The
common-path geometry of a classical in-line holography
set-up makes it possible to perform quantitative 3D imag-
ing with a limited number of optical accesses as well as
relative immunity to variations in the experimental con-
ditions (e.g. variations in temperature, vibrations in the
imaging path). These features have increased interest in
the use of digital in-line holography for application in a
wide range of domains including fluid dynamics [4, 6],
and bio-medical imaging [7, 8]. Nevertheless, as both the
reference field and the object field have a common optical
path, it is impossible to act on one or the other indepen-
dently. This issue can be tackled with an off-axis digital
holography configuration [9], which, for instance, makes
it possible to characterize both amplitude and phase ob-
jects [10, 11] down to shot noise limits [12–14]. However,
the complexity of the experimental set-up is not suitable
for severe experimental environments.
Several strategies have been proposed to get round this
problem. Signal processing based approaches have been
demonstrated based on a priori knowledge of the ob-
ject [15], deconvolution strategies [16], or compressive
imaging [17, 18]. Experimental schemes, based on the
use of two orthogonal view points, have also been consid-
ered at the cost of a more complex experimental set-up
and a mandatory view registration [19]. However, all
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these approaches rely on hologram back-propagation to
retrieve information about the recorded objects, there-
fore introducing artifacts such as aliasing ghosts or twin-
image noise [20–22].
Instead of transforming the data through light back-
propagation calculations, inverse problems (IP) ap-
proaches have been successfully applied to the recon-
struction of in-line and off-axis holograms [23–27]. The
aim of these approaches is to find, in the least-square
sense, imaging models that best match the acquired data,
and allow accurate estimation of the parameters of the
objects under investigation (e.g. 3D position and size of
a particle in in-line particle holography). It should be
noted that a maximum a posteriori (MAP) approach can
be used to regularize the maximum likelihood estima-
tion. Despite good accuracy, this device is limited by the
signal to noise ratio of the diffraction pattern (i.e. the
object signal), which prevents the detection of particles
less than 5 µm in diameter with a unitary magnification
configuration. To improve accuracy, while keeping ease
of use of the experimental set-up, one can consider op-
timizing both the experimental and the data processing
design.
Here, we consider an optics/data-processing “co-
design” scheme to improve the axial accuracy of a conven-
tional in-line holographic set-up, while preserving its ex-
perimental advantages (i.e. limited amount of optical ac-
cesses, space bandwidth product, and relative robustness
to experimental environment variation). The proposed
approach is applied, to the particular case of spherical
opaque particle holograms. To this end, we propose a
modification of in-line holography involving a selective
24-f filtering stage. Associated parametric imaging model
is discussed, and the optimal filter design is discussed
through a Cra`mer-Rao lower bounds analysis. The ad-
vantages of the approach are demonstrated through nu-
merical and bench-top experiments resulting in an axial
localization accuracy gain of 60 %.
II. PRINCIPLES OF SELECTIVE FILTERING
A. Experimental set-up
The experimental set-up for the adjustment of the ref-
erence to object field ratio is illustrated Fig. 1. It con-
sists of a conventional in-line digital holography set-up.
The light emitted by a λ = 660 nm fiber-pigtailed laser
diode (Coherent OBIS 660 LX-FP R©) is collimated to
act as the illumination beam. Selective filtering of holo-
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FIG. 1. (Color online) Experimental configuration for holo-
gram acquisition.
gram content is performed by a 4-f stage, made of two
f = 150 mm achromatic doublets (Thorlabs AC508-150-
A-ML R©), which makes it possible to perform all optical
Fourier filtering operations. The test object - a chrome
deposited opaque disk whose diameter is 2r = 100 µm
(diameter ±1 µm, roundness ± 0.25 µm Optimask R©)
- is positioned in the object focal plane of the 4-f de-
vice, and illuminated by a collimated field. Therefore,
in the Fourier space of the 4-f arrangement, the refer-
ence field is focalized, whereas the wave diffracted by
the object spreads in the whole spatial frequency space.
Note that this configuration is similar to the one proposed
in Ref. [28], where phase shifting in-line holography was
considered. This configuration makes it possible to act
on the reference field while keeping the object field high-
frequency content. The filtering mask, whose optimal
design is discussed in the following sub-sections, consists
of a semi-transparent disk deposited on a glass substrate.
This filtering mask acts on the amplitude of the optical
Fourier transform of the interference field: the central
part of the Fourier spectrum is attenuated, while the re-
mainder of the spectrum remains unchanged, which al-
lows adjustment of the reference to object field ratio. The
filtered Fourier transform is then collected by the second
lens, which performs another Fourier transform, leading
to a reference attenuated version of our original interfer-
ence field, which is propagated over a distance z to the
recording plane. The interference is finally recorded on
a 12 bit 4872× 3248 pixel with 9 µm pitch CCD sensor
(Prosilica GE4900 R©).
B. Imaging model
To be able to optimally design the filtering mask, we
had to build the imaging model associated with our ex-
perimental set-up. Considering a conventional in-line
holography set-up, the recorded intensity is
Iz (x, y) ∝ |1− ϑ (x, y) ∗ hz (x, y)|2 , (1)
where ϑ is the 2D aperture function of the particle un-
der investigation, which is unity within the aperture and
zero elsewhere. The symbol ∗ denotes the 2D spatial con-
volution product, and the impulse response of free-space
propagation hz (x, y) is
hz (x, y) =
1
iλz
exp
[
i
pi
λz
(
x2 + y2
)]
. (2)
In the remainder of this article, z is set so that the as-
sumption z ≫ r2/λ holds. Under this assumption, the
Huygens-Fresnel diffraction integral finds an analytic ex-
pression, often called the Tyler/Thompson model [29].
The intensity Iz (x, y) recorded for a spherical opaque
object located at a distance z from the imaging sensor,
and without filtering operations, is thus given by
Iz (x, y) ∝ 1− 1
λz
F x
λz
, y
λz
{ϑ (ξ, η)} sin
[ pi
λz
(
x2 + y2
)]
+
[
1
λz
F x
λz
, y
λz
{ϑ (ξ, η)}
]2
, (3)
Considering an opaque diffraction particle, the Fourier
transform of ϑ is
F x
λz
, y
λz
{ϑ (ξ, η)} = 2pir2
(
λz
2pir
√
x2 + y2
)
× J1
(
2pir
√
x2 + y2
λz
)
, (4)
with J1 the Bessel function of the first kind. Introducing
the cardinal Bessel function of the first kind J1c , Eq. (4)
becomes
F x
λz
, y
λz
{ϑ (ξ, η)} = 2pir2J1c
(
2pir
√
x2 + y2
λz
)
. (5)
It should be noted that, under the assumption of a di-
luted particle sample, an additive intensity model can be
built from Eq. (3). In this situation, the interference
between object waves will not been taken into account.
However, a more complete non-linear imaging model can
be considered if this situation is encountered.
Coming back to Eq. (1), it is possible to build an
imaging model that accounts for the selective filtering of
3the field. Considering that both lenses perform an optical
Fourier transform of the field distribution in their object
focal plane, we can modify Eq. (1) to
Iz (x, y) ∝
∣∣∣F x
λf
, y
λf
[
F x0
λf
,
y0
λf
{1− ϑ (ξ, η)}
×Mα
(
x0
λf
,
y0
λf
)]
∗ hz (x, y)
∣∣∣∣
2
, (6)
withMα
(
x0
λf ,
y0
λf
)
the opacity distribution of the filtering
mask defined as
Mα
(
x0
λf
,
y0
λf
)
=

 α if
√(
x0
λf
)2
+
(
y0
λf
)2
≤ ρMλf
1 otherwise
,(7)
where ρM is the physical size of the filtering mask, and
(x0, y0) are the spatial coordinates in the Fourier space.
The expression given in Eq. (6) can be further expanded
leading to
Iz (x, y) ∝
α2 − α2pir
2
λz
J1c
(
2pir
√
x2 + y2
λz
)
sin
[ pi
λz
(
x2 + y2
)]
+
{
2pir2
λz
α (1− α) J1c
(
2pir
√
x2 + y2
λz
)
sin
[ pi
λz
(
x2 + y2
)]}
∗ J1c
(
2piρM
√
x2 + y2
λf
)
+ second order terms, (8)
where α is the amplitude transmittance of the filtering
mask. Details of the calculations leading to Eq. (8) are
provided in Appendix A. As J1c
(
2piρM
√
x2+y2
λf
)
can be
considered to have a compact support (most of its energy
is in the low frequency components), Eq. (8) can be
further simplified leading to our imaging model
Iz (x, y) ∝ α2 − α2pir
2
λz
J1c
(
2pir
√
x2 + y2
λz
)
sin
[ pi
λz
(
x2 + y2
)]
+
{
2pir2
λz
α (1− α) J1c
(
2pir
√
x2 + y2
λz
)
sin
[ pi
λz
(
x2 + y2
)]}
× ϑM (x, y) + second order terms. (9)
It can be seen that Eq. (9) is a high pass-filtered version
of Eq. (3) (further shown in Fig. 4). Considering Eqs.
(7) and (9), it is possible to simulate filtered holograms.
In the remainder of this article, second order terms of
Eq. (9) will be neglected. As a matter of fact, as it is
discussed in Appendix B, its maximal value (considering
our experimental set-up parameter) is at least one order
of magnitude lower than the other terms in Eq. (9). To
be able to acquire holograms in optimal conditions, we
will focus on the co-design of the filter.
C. Filter co-design
Two parameters need to be accounted for in order to
filter our reference field. First, the filter radius ρM can be
chosen so that the imaging model remains simple, while
keeping an analytic expression. This aspect will be conve-
nient to analyze the influence of the filtering mask opac-
ity. Then, the filter transmittance is chosen in order to
have optimal performance of the imaging system.
1. Determination of the filter radius
The role of the filtering mask is to act on the Fourier
space low frequency components, mainly associated with
the reference field, while keeping the high frequency con-
tent almost constant. Considering Eq. (6), it can be
seen that the filtering is performed on the low frequency
content of the Fourier transform of the particle transmit-
tance 1−ϑ (x0, y0). Its analytic expression is straightfor-
wardly derived from Eq. (4) and is
F x0
λf
,
y0
λf
{1− ϑ (x0, y0)} = δ0,0
(
x0
λf
,
y0
λf
)
−F x0
λf
,
y0
λf
{ϑ (x0, y0)} ,
(10)
where δ0,0 is the Dirac distribution. In order to link
the filter radius ρM to observable quantities such as the
particle radius, while keeping an analytic image forma-
tion model, the filter radius ρM is chosen so that it ex-
tends over the first cancellation of the modulation func-
tion given Eqs. (4) and (10). It should be noted that
the choice of the first cancellation is arbitrary: consider-
ing that the object field is not disturbed by the filtering
mask, every cancellation of the modulation function can
be selected to design ρM. Therefore the mask radius ρM
is given by
ρM =
1.22λf
2r
. (11)
Thus, according to our experimental configuration, λ =
660 nm, f = 150 mm, and r = 50 µm, we obtain ρM =
1.2 mm. The size of the mask is fixed in the remainder
of the article. It should be noted that Eq. (11) can be
used to adjust either f or r, while keeping ρM constant.
Illustration of the proposed scheme is depicted Fig. 2.
Here, the effect of the selective filtering is underlined by
simulating the hologram, using Eq. (9), corresponding
to a r = 50 µm particle positioned at z = 130 mm from
a 1024× 1024 sensor, whose pixel pitch is 9 µm. For the
purpose of qualitative comparison, the hologram with-
out filtering, i.e. considering α = 1, is shown in Fig.
2(a). The field in the filtering plane, which corresponds
to the interference light field Fourier transform modulus
(Fig. 2(b)) is filtered considering a mask with a radius
ρM = 1.2 mm as predicted by Eq. (11), and a transmit-
tance αamp = 0.13, as illustrated in Fig. 2(c). Comparing
the unfiltered field (Fig. 2(a)) with its filtered equivalent
(Fig. 2(d)) makes it possible to qualitatively assess the
4FIG. 2. Illustration of the selective filtering. (a) Hologram
simulated without filtering. (b) Fourier transform modulus
of the particle hologram: F x0
λf
,
y0
λf
{1− ϑ (ξ, η)}. (c) Filtered
Fourier space: F x0
λf
,
y0
λf
{1− ϑ (ξ, η)} × ϑM
(
x0
λf
, y0
λf
)
. Selec-
tively filtered hologram obtained according to Eq. (9). (d)
Filtered hologram. (b) and (c) are proposed in log-scale for
the purpose of illustration.
advantages of the proposed scheme. As can be seen by
comparing the simulations, higher frequencies of the in-
terference signal are more highly contrasted throughout
imaging field.
2. Influence of the opacity of the filtering mask on the
accuracy of parameter estimation
In estimation theory [30], minimal achievable variance
of an imaging model parameter can be assessed through
Cramer-Rao Lower Bounds (CRLB) computation [31–
34]. These bounds can be estimated by inverting the
Fisher information matrix associated with the imaging
model concerned. Under the assumption of Gaussian
white noise, and considering an imaging model relying
on four parameters θi=1,4, the Fisher information matrix
is a 4× 4 matrix whose elements are proportional to the
imaging model gradients along the parameter direction.
Considering f , ρM and α as fixed parameters, the Fisher
information matrix associated to the imaging model of
Eq. (9) is given by [34]
FMi,j = SNR
2 ×
∑
x
∑
y
∂In (x, y)
∂θi
∂In (x, y)
∂θj
, (12)
where SNR stands for the hologram signal to noise ra-
tio, and θ ∈ {xi, yi, zi, ri} is the set of parameters of the
imaging model. The centered and normalized imaging
model In is given by either Eq. (3) or Eq. (9). In the
case of uncorrelated imaging model parameters, the non-
diagonal terms vanish. The CRLBs on the imaging model
can finally be obtained by inverting the Fisher informa-
tion matrix (Eq. (12)). These bound, denoted σx,y,z,r,
correspond to the diagonal elements of the inverted ma-
trix. Under the assumption of non-correlated imaging
model parameter, the CRLB are given by
F−1M =


σ2x εyx εzx εrx
εxy σ
2
y εzy εry
εxz εyz σ
2
z εrz
εxr εyr εzr σ
2
r

 , (13)
with εij ≪ σx,y,z,r. Under this assumption, the diagonal
terms of F−1M can be written as
σ2i ≈
1
FMi,i
=
1
SNR2
[∑
x
∑
y
∣∣∣∣∂In (x, y)∂θi
∣∣∣∣
2
]
−1
. (14)
To compare the accuracy of the conventional digital
holography set-up (relying on the imaging model given
in Eq. (3)) with that of our proposed experimental ar-
rangement (associated with the imaging model of Eq.
(9)), we study the ratio between the standard deviation
on the parameter estimation for both configurations
σfilti
σThi
=
SNRTh
SNRfilt


∑
x
∑
y
∣∣∣∂ITh∂θi
∣∣∣2∑
x
∑
y
∣∣∣∂Ifilt∂θi
∣∣∣2


1/2
, (15)
where the superscipts Th, and filt are respectively as-
sociated with the image formation models given in Eqs.
(3) and (9). It should be noted that the image of the
model gradients differs only in the center. In the case of
an attenuation of the first diffraction lobe, the change in
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FIG. 3. (Color online) Evolution of the hologram SNR (or-
ange dotted line), and the standard deviation of x, y (dashed
blue line), z (blue circles), and r (blue diamonds) as a func-
tion of the filtering mask opacity 1 − α. All the parameters
are normalized to the values of the classical imaging model
(see Eq. (3)).
5the gradient energy impacts less than 4 % of the pixels.
Furthermore, the change occurs in the low frequency re-
gion where energy of the gradient is low. Thus, the ratio
of the gradient energies is close to unity, and Eq. (15)
becomes
σfilti
σThi
≈ SNR
Th
SNRfilt
(16)
Therefore, to characterize the effect of filtering parame-
ters estimation on the accuracy gain, Eq. (16) is com-
puted for α ∈ [0, 1]. The filtering procedure will mainly
affect the hologram SNR. Therefore, considering Eq.
(14), the estimation accuracy will be improved accord-
ingly. Fig. 3 shows the results obtained with the evolu-
tion of σfiltx,y/σ
Th
x,y (dashed blue line), σ
filt
z /σ
Th
z (blue cir-
cles), and σfiltr /σ
Th
r (blue diamonds). The hologram SNR
was estimated considering calculations derived in Sec.
II D. As expected, the greater the opacity of the filtering
mask, the higher the hologram SNR (see dashed orange
curve in Fig. 3), and hence the better the parameter
estimation. It should be noted that this theoretical anal-
ysis does not account for experimental parameters such
as maximal light source energy, imaging sensor dynamics
and quantization, which are likely to prevent from the
use of a filtering mask with α → 0. Nevertheless, it em-
phasizes the fact that filtering most of the reference beam
contribution improves the accuracy of imaging model pa-
rameters.
D. Improving the signal to noise ratio
As stated earlier, the proposed filtering improves the
contrast of high frequency features of the recorded holo-
gram. This effect can be proved experimentally by
recording holograms with and without filtering. Consid-
ering the imaging model without filtering (see Eq. (3),
the maximal intensity Imaxz in the recording plane can be
written as
Imaxz = I0 +∆I0, (17)
where I0 is the reference wave offset and ∆I0 is the am-
plitude of the first diffraction lobe given by
∆I0 =
pir2
λz
I0. (18)
The introduced notations are highlighted in Fig. 4. In
the same way, the maximal recorded intensity with filter-
ing Imaxfilt can be described as the sum of an offset I1 and
an amplitude ∆I1 so that
Imaxzfilt = I1 +∆I1, (19)
with I1 = α
2I ′0, and ∆I1 given by
∆I1 =
pir2
λz
αµI ′0. (20)
FIG. 4. (Color online) Schematics of the recorded intensity
profiles (a) without, and (b) with filtering. These schematics
are not to scale, as the aim is simply to better highlight the
notations introduced in the main matter.
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FIG. 5. (Color online) Evolution of the ratio µ between the
second and the first diffraction lobe as a function of the opac-
ity of the filtering mask 1− α.
The ratio µ between the second and the first maxima
of a cardinal Bessel function of the first kind has been
added to account for the reduction of the offset, as well
as the evolution of the hologram SNR according to α. In
practice, to compensate for the decrease in the signal at-
tributed to the filtering process, the intensity of the laser
is adjusted to cover the whole camera dynamic range
Imaxzfilt = I
max
z . (21)
According to the value of the ratio µ, two scenarios, sce-
nario À and scenario Á in Fig. 5, can be considered:
1. if µ ≤ 1 the first diffraction lobe, corresponding
to the first maximum of the cardinal Bessel func-
tion of the first kind, remains preponderant, the
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FIG. 6. (Color online) Radial intensity profile of the recorded
hologram without (gray solid curve), and with (blue solid
curve) fitering for 1 − α = 0.85 (data average has been re-
moved from the intensity profile curves).
filtering process will only slightly improve the high
frequency content of the recorded hologram.
2. if µ > 1 the second diffraction lobe becomes pre-
dominant, there will be a marked improvement in
the high frequency features in the recorded holo-
gram.
As illustrated in Fig. 5, the switch between the scenarios
takes place when the opacity of the mask is such that
1−α = 0.83. This value was estimated by calculating the
ratio µ between the two first diffraction lobes according
to Eq. (9). Considering these aspects, and using Eqs.
(17) to (21) it is possible to link both I0 and I
′
0 to fulfill
Eq. (21) leading to
I ′0 =
1 + pir
2
λz
α
(
α+ µpir
2
λz
)I0. (22)
The same can be done to obtain the amplitude ratio be-
tween the filtered and unfiltered hologram
∆I1
∆I0
= µ
1 + pir
2
λz
α+ µpir
2
λz
(23)
Fig. 6 gives an example of an intensity profile recorded
with α so that the intensity of the second diffraction is
close to that of the first diffraction lobe. The unfiltered
intensity profile corresponds to the light gray curve. The
second to first amplitude ratio is And2 /A
st
1 ≈ 0.13 and the
SNR of the recorded pattern is driven by both the off-
set I0 and the maximum amplitude of the signal I
max
z .
In this configuration, the SNR is fixed. In the filtering
configuration (blue curve in Fig. 6), the ratio And2 /A
st
1
can be adjusted according to α. When α is chosen such
that And2 /A
st
1 ≥ 1, the SNR of the recorded hologram is
driven by the amplitude of the second diffraction lobe,
thus enhancing the high frequency content of the holo-
gram, as can be seen in Figs. 2 and 7. In this configura-
tion 1− α = 0.85, and the ratio µ = And2 /Ast1 ≈ 1, which
is in good agreement with the imaging model analysis
proposed in Fig. 5. Moreover, the SNR of the filtered
hologram (estimated has the ratio between the second
diffraction lobe signal and the noise variance) has been
estimated to be 5.19 times higher than that of the un-
filtered hologram. This is in accordance with the results
obtained in Fig. 3. Adjusting the hologram SNRmakes it
possible to act on the estimation accuracy of our imag-
ing model parameters as discussed through our CRLB
analysis: the higher the SNR, the better the parameter
estimation accuracy. It should however be noted that a
sufficient part of the reference beam has to be kept in
order to record interference and therefore to function in
a holographic regime.
III. EXPERIMENTAL RESULTS
The qualitative improvement of the filtering scheme
presented above was confirmed by the simulation re-
sults. For experimental validation, a custom made fil-
tering mask (transmittance in intensity α = 0.1 ± 15%
Optimask R©) with radius ρM = 1.2 mm was positioned
within the 4-f filtering stage. The corresponding mask
amplitude transmittance was α = 0.32. A hologram of a
2r = 100 µm opaque circular disk was recorded with and
without the filtering mask in the 4-f stage. The image of
the object through the 4-f arrangement was positioned
at z = 130 mm from the sensor whose area was cropped
to 1024× 1024 pixels for the purpose of illustration.
Example of holograms are shown in Fig. 7 without
(a), and with (b) filtering. The addition of the filtering
mask improves the high frequency content contrast. This
aspect is made clearer by calculating radial means around
the interference pattern. These are shown in red, in Figs.
7(a) and (b).
To better point out the improvement of the proposed
scheme on the accuracy of z and r estimation, a statisti-
cal experiment was performed. Statistical series of holo-
grams were acquired with the experimental arrangement
illustrated in Fig. 1. Series of 100 holograms, randomly
shifted using a mechanical (x, y) translation stage, were
acquired without and with the filtering mask (α = 0.32
in amplitude) in the 4-f filtering stage. Holograms were
then reconstructed using an Inverse Problems (IP) recon-
struction scheme [23, 24]. This approach aims at finding,
in the least-square sense, the imaging model that best
matches the recorded data. For parametric imaging mod-
els relying on a few parameters (i.e. object 3D positions
and size), these approaches lead to almost unsupervised
algorithms, and optimal signal reconstruction [34, 35].
The IP algorithm used in this study is derived from
that of [23, 24] and consists of two steps:
1. A coarse estimation step, aimed at finding the
best-matching element in a discrete model dictio-
nary, built by varying the imaging model parame-
ters {xi, yi, zi, ri}. Discrete model dictionaries were
7FIG. 7. (Color online) Experimental illustration of the fil-
tering effect. (a) Hologram recorded without the filtering
mask. (b) Hologram recorded with the filtering mask. In-
tensity profiles, in white, were obtained by radially averaging
the intensity profiles along the circumference of the interfer-
ence pattern.
built for non-filtered and filtered holograms using
Eqs. (3) and (9) respectively.
2. A local optimization step, which, with a sub-pixel
accuracy, fits the imaging model using, as first
guess, the coarsely estimated parameters (see step
1).
Unfiltered holograms were processed using the imag-
ing model proposed in Eq. (3), whereas the filtered holo-
grams relied on the imaging model proposed in Eq. (9).
For each hologram, we thus obtained the object’s lateral
positions {x, y}, axial location z, as well as its radius r.
Doing this for all the filtered and unfiltered holograms
makes it possible to extract the experimental statistics
concerning parameter estimation accuracy. Due to the
random nature of the imposed lateral shift, improvement
in lateral accuracy is not discussed here rather we focus
our attention on the improvement in accuracy of the z
and r parameters, which are assumed to remain constant
over the whole hologram sequence. Note that joint opti-
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FIG. 8. (Color online) Evolution of the estimated object to
sensor distance (a) and object radius (b) as a function of the
fram index. Blue crosses correspond to the non-filtered fil-
tered holograms that are processed using Eq. (3) as an imag-
ing model, and red circles correspond to the filtered holograms
(associated imaging model corresponding to Eq. (9)).
mization of the hologram sequence, discussed in [36, 37]
but not implemented here, can be used to further improve
parameter estimation accuracy.
The results obtained are summarized in Fig. 8 for the
evolution of z (Fig. 8(a)), and r (Fig. 8(b)). Reconstruc-
tion of the filtered hologram is represented by red circles
(the corresponding imaging model is given in Eq. (9)),
and blue crosses represent unfiltered holograms (see. Eq.
(3) for the reconstruction imaging model). It can be seen
that both z and r reconstructed values are less dispersed
when selective filtering is performed (see data circled in
red in Fig. 8). This can be confirmed by estimating
the standard deviation σz,r and the standard error of the
mean σz,r of z and r data-sets. Results, for in-line holog-
TABLE I. Standard deviation and standard error of
the mean (estimated over 100 samples) of the axial
position z and radius r estimation for both classical
and filtered in-line holography
σz (µm) σz (µm) σr (nm) σr (nm)
In-line holgraphy 46.7 0.47 127.8 1.29
Filtering 29.6 0.29 75.2 0.75
Ratio 1.58 1.58 1.7 1.7
raphy (corresponding to the set-up proposed Fig. 1 with-
out a filtering mask) and filtered in-line holography are
8summarized in Table I. The filtering mask parameters
were chosen based on the CRLB analysis. Within this
configuration, the average SNR of the hologram sequence
was estimated to be 3.3 times higher for the filtered holo-
grams, revealing a good accordance with the theoretical
results depicted in Fig. 3. As can be seen from the
standard deviation and from the standard error of the
mean on the estimation of both z and r, the proposed
experimental modification allows an improvement in the
accuracy of both parameters, namely σThz /σ
filt
z = 1.58
and σThr /σ
filt
r = 1.7, thus illustrating the ability of the
proposed filtering scheme to enhance the axial localiza-
tion accuracy of a conventional in-line holography set-up.
It should be noted that this enhancement is well bellow
the theoretical prediction (rarely reached) in Fig. 3. This
can be explained by the Gaussian white noise hypothesis,
not experimentally fulfilled, made in our IP reconstruc-
tion scheme that may lead to overestimation of the CRLB
values of the imaging model parameters.
IV. CONCLUSION
An optics/data-processing “co-design” scheme is pro-
posed as a way to simultaneously improve the object siz-
ing, and axial localization accuracy of a conventional in-
line holographic configuration. This approach, based on a
close interaction between the experimental set-up and the
data reconstruction scheme, is based on a slight modifi-
cation of a conventional Gabor holographic set-up allow-
ing selective filtering of the reference field while keeping
the object field almost intact. This approach has sev-
eral advantages in terms of the sensor’s dynamic range
allocation, detection signal to noise ratio, and pattern
matching accuracy.
For optimal functioning, the design of the filtering
mask has been discussed, through CRLB analysis of the
imaging model, leading to a clever choice of the mask
opacity. The concept of selective filtering in-line digi-
tal holography was qualitatively validated by both dig-
ital and bench-top experiments confirming the interest
of the method for SNR, and high frequency content im-
provement of recorded holograms. Quantitative assess-
ment was made through the statistical analysis of 100
holograms with and without selective filtering showing a
60 % improvement in the accuracy of the axial localiza-
tion.
Other experimental studies are now needed to identify
the limits of the improvement in accuracy with higher
mask opacity. Complementary experiments should also
be performed on more realistic 3D samples (e.g. droplet
jets, colloidal suspension . . . ). Thanks to improvement
in SNR, our configuration should make it possible to re-
construct smaller objects.
It should be noted that such an optics/data-processing
“co-design” methodology is not limited to the particu-
lar case of digital holography but can be generalized to
any imaging technique that relies on a known parametric
imaging model. For more complex objects (non spherical,
transparent, phase objects) the herein discussed method
can generalized considering a MAP reconstruction [25].
This approach thus paves the way for the development of
cost effective imaging devices with optimal performance.
The authors acknowledge financial support provided
by Universite´ de Lyon through its Programs “Investisse-
ments d’Avenir” (ANR-1 1-IDEX-0007), and LABEX
PRIMES (ANR-11-LABX-0063).
Appendix A: Calculation of the imaging model
Details of the calculations leading to the imaging
model given in Eq. (9) are given here. The amplitude of
the light-field in the object plane U (x, y, 0) (see Fig. 1
for details) can be expressed as
U (x, y, 0) = A0 [1− ϑ (x, y)] , (A1)
where A0 is the constant reference beam amplitude. In
the remainder of this Appendix, A0 will be A0 = 1. The
object is positioned in the object focal plane of the 4-
f filtering device. The first lens therefore performs an
optical Fourier of the amplitude distribution given in Eq.
(A1)
Uˆ (kx, ky) =
exp
(
i 2piλ f
)
iλf
Fkx,ky [U (x, y, 0)] , (A2)
where (kx, ky) = (x/ (λf) , y/ (λf)) are the coordinates in
the filtering plane. The Fourier transform of the aperture
function Fkx,ky [ϑ (x, y)] is given by [38]
Fkx,ky [ϑ (x, y)] =
2pir2
iλf
J1c
(
2pir
√
k2x + k
2
y
)
. (A3)
As we are only interested in the recorded intensity, the
constant phase terms of Eq. (A3) have been omitted.
Introducing Eq. (A3) in Eq. (A2) leads to
Uˆ (kx, ky) =
1
iλf
δ0,0 (kx, ky)− 2pir
2
iλf
J1c
(
2pir
√
k2x + k
2
y
)
,
(A4)
δ0,0 (kx, ky) being a Dirac distribution. A filtering mask
Mα (kx, ky) is applied to the amplitude distribution given
Eq. (A4). This amplitude mask is designed so that
Mα (kx, ky) =
{
α if
√
k2x + k
2
y ≤ ρMλf
1 otherwise
, (A5)
and the amplitude mask radius ρM is calculated accord-
ing to Eq. (11). The filtered amplitude distribution
UˆF (kx, ky) thus becomes
UˆF (kx, ky) =
α
iλf
δ0,0 (kx, ky)− 2pir
2
iλf
J1c
(
2pir
√
k2x + k
2
y
)
×Mα (kx, ky) ,(A6)
9The second lens of the 4-f filtering device again per-
forms a Fourier transform of the field given in Eq. (A4).
The field in the image focal plane of the second lens is
therefore given by (omitting the constant phase terms)
U (x, y, 4f) = iλfF−kxλf,−kyλf
[
UˆF (kx, ky)
]
, (A7)
which simplifies as
U (x, y, 4f) = α−2pir2F−kxλf,−kyλf
[
J1c
(
2pir
√
k2x + k
2
y
)
×Mα (kx, ky)] . (A8)
The minus sign in the spatial coordinates
(x = −kxλf, y = −kyλf) makes it possible to ac-
count for the Gouy phase shift that occurs in the 4-f
filtering device [39].
Let us now introduce the geometrical aperture of the
filtering mask ϑM (kx, ky), which can be defined as
ϑM (kx, ky) =
{
1 if
√
k2x + k
2
y ≤ ρMλf
0 otherwise
, (A9)
allowing Eq. (A5) to be modified as
Mα (kx, ky) = 1− (1− α)ϑM (kx, ky) . (A10)
Introducing Mα (kx, ky) in Eq. (A8) makes it possible to
derive the amplitude in the 4-f device image plane
U (x, y, 4f) = α− ϑ (x, y) + (1− α)
×
[
ϑ (x, y) ∗
kx,ky
J1c
(
2piρM
√
k2x + k
2
y
)]
. (A11)
Propagation of Eq. (A11) to the sensor plane can be
achieved through spatial convolution according to
U (x, y, z) = U (x, y, 4f) ∗
x,y
hz (x, y) , (A12)
with hz (x, y) the free space impulse response defined in
Eq. (2). The amplitude in the sensor plane can be writ-
ten as
U (x, y, z) = α− ϑ (x, y) ∗
x,y
hz (x, y)
+(1− α)
[
ϑ (x, y) ∗
x,y
hz (x, y)
]
∗
kx,ky
J1c
(
2piρM
√
k2x + k
2
y
)
.
(A13)
Finally, the intensity in the sensor plane can be esti-
mated considering
Iz (x, y) = |U (x, y, z)|2
= |R (x, y)|2 − 2ℜ{R∗ (x, y)O (x, y)}
+ |O (x, y)|2 , (A14)
where R and O respectively denote the reference and
object field defined by
R (x, y) = α, (A15)
and
O (x, y) = −ϑ (x, y) ∗
x,y
hz (x, y)
+(1− α)
[
ϑ (x, y) ∗
x,y
hz (x, y)
]
∗
kx,ky
J1c
(
2piρM
√
k2x + k
2
y
)
.
(A16)
Thus, Eq. (A14) can be written as
Iz (x, y) ∝ α2 − α2pir
2
λz
J1c
(
2pir
√
x2 + y2
λz
)
sin
[ pi
λz
(
x2 + y2
)]
+
{
2pir2
λz
α (1− α) J1c
(
2pir
√
x2 + y2
λz
)
sin
[ pi
λz
(
x2 + y2
)]}
∗
kxλf,kyλf
J1c
(
2piρM
√
x2 + y2
λf
)
+ second order terms,
(A17)
and will be considered as our imaging model for the se-
lective filtering digital in-line holography set-up.
Appendix B: Neglecting the second order term
As discussed in the article main matter, our imaging
model relies on a modification of the classical particle
hologram formation model proposed in Ref. [29] and Eq.
(3). In this model, the interference between objects are
neglected assuming a diluted investigated medium. Fur-
thermore, considering spherical objects of radius ri lo-
cated at a distance zi so that
zi ≫ pir
2
i
λ
(B1)
the second order term of Eq. (3) can be neglected, thus
leading to a simple and linear imaging model. In our
proposed imaging model, the same assumption holds. It
should be noted that, in our experimental configuration,
the distance z corresponds to the distance between the
filtered image of our object through the 4f-stage to the
imaging sensor.
To illustrate this aspect, both first and second order
terms of Eq. (9) can be simulated according to our ex-
perimental parameters. As it can be noticed from Fig.
9, both the first order (a) and second order (b,c) terms
span over the whole frequency space and cannot be sim-
ply canceled by our high-pass filtering strategy. How-
ever, having a closer look to the maximal values of each
term, one can verify that the second order term can be
neglected compared to the contribution of the reference
wave and the first order term. Using Eq. (9) with the ex-
perimental parameters used for the experiment depicted
Fig. 6 values of each terms are found to be
Reference = α2 = 0.0225
1storder = 0.0253 (B2)
2ndorder = 6.4× 10−4.
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FIG. 9. (Color online) (a) Representation of the first order
term of Eq. (9). (b) Representation of the second order term
of Eq. (9). (c) Close up view of the white square in (b).
As can be noticed from Eq. (B2), the second order term
is 40 times as low as the first order term and can therefore
be legitimately neglected. Moreover, both reference and
first order terms are of the same order of magnitude,
which confirms the result of Fig. 6.
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