learned in the RLC are either the desired periodic control signals or the lumped uncertainties, which may become periodic when the system states converge to the periodic orbit of the reference model.
learned in the RLC are either the desired periodic control signals or the lumped uncertainties, which may become periodic when the system states converge to the periodic orbit of the reference model.
The repetitive learning control methodology is established with mathematical rigorousness: we prove the existence of the solution by applying the existence theorem of neutral differential difference equation, and using the Lyapunov-Krasovskii functional. As the extension, the integration of the RLC and robust adaptive control has also been explored to address cascade systems which are nonlinear, uncertain, and in triangular form.
It is worthwhile to point out that an iterative backstepping learning control design method has been exploited for systems with certain classes of nonparametric uncertainties [21] . The discrete learning law was modified into a set of differential equations, in the sequel, it facilitated the backstepping design. One of our future works is to extend the differential type iterative learning law, originally designed for finite time tracking tasks, to the repetitive learning tasks, namely tracking the periodic reference over the infinite time horizon. [20] 
Asymptotic Evaluation of Delay in the SRPT Scheduler
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Abstract-In this note, the shortest remaining processing time (SRPT) scheduler is considered. We focus on the SRPT scheduling policy for a discrete-time queueing system that is accessed by a large number of flows (a many flows regime). In such an asymptotic regime (large capacity and large number of flows), we derive the expression for the delay rate function, which describes the complete delay distribution, for batch arrival processes, and with bounded job sizes. Based on these results, we compare the delay rate function (i.e., for any finite delay, and asymptotic in the number of flows) of the SRPT scheduler with that of a first-in-first-out (FIFO) scheduler, when there is a mix of job sizes. Our analysis holds for any finite mix of job sizes and for truncated heavy-tailed arrival processes. We apply the result to a system accessed by jobs which are one of two sizes: 1 or . We investigate the unfairness of SRPT by comparing the delay rate function of size jobs for SRPT and FIFO. We show that the difference in the delay rate function between SRPT and FIFO for size jobs decay as (1 ) for some that satisfies 0 1 and for sufficiently large. In other words, the delay distributions under FIFO and SRPT becomes increasingly similar for increasingly larger jobs. On the other hand, for size 1 jobs, the delay rate function under SRPT is invariant with M. However, for FIFO, the delay rate function decays as (1 ) for some 0 1 and large. Thus, for size 1 jobs, SRPT performs increasingly better compared to FIFO as the range in job size increases. These results indicate that SRPT is a good policy to implement for web-servers, where empirical evidence suggests a large variability in job sizes.
Index Terms-First-in-first-out (FIFO), large deviations, queueing system, rate function, shortest remaining processing time (SRPT).
I. INTRODUCTION
With web services becoming increasingly popular, today's web servers handle loads that could range from hundreds to thousands of simultaneous connections. These connections request file transfers that range from a small download of a few kilobytes to very large downloads (tens of megabytes), and exhibit heavy tail behavior [1] . These requests are served by a web server by means of a scheduler, which "prioritizes" the requests, possibly based on request arrival time as well as request size.
Many scheduling policies have been proposed and implemented. It has been long known that shortest remaining processing time (SRPT) exhibits the minimum mean delay among all policies. Despite this advantage, most of the existing scheduling policies opt toward simpler policies such as first-in-first-out (FIFO), or fairness oriented scheduling policies where the resources are equally shared among all connections. The main reason behind the lack of attention to SRPT is that, it has been believed that in the process of optimizing the mean delay, fairness among file requests 1 of different sizes might suffer, i.e., "starvation" of larger file requests [20] . Intuitively this seems obvious-by giving priority to smaller file requests, the delay experienced by larger file requests will increase, thus leading to unfairness. However, recent results have shown that this intuition is not necessarily correct [3] , [13] , [17] . In [3] , the authors show that under heavytailed arrival distribution, the unfairness is quite small. The authors compare SRPT with a processor-sharing (PS) scheduling policy. Using an M/G/1 queuing model and heavy-tailed arrival distribution, the authors have shown that regardless of the load, at most only 1% of jobs have larger expected delay under SRPT than under PS. Further, the authors provide an upper bound on how much worse the SRPT scheduler can perform compared to a PS scheduling policy (in terms of expected delay). Detailed implementation studies of web server behavior with SRPT have reinforced these results [13] , [17] .
Thus, the SRPT scheduling policy is a promising alternative to the prevalent scheduling policies. To realize its full potential, the analysis of delay distribution for specific sized jobs in a many flows regime is necessary in order to understand its behavior in a large scale system. In this note, we focus on a probabilistic approach which captures the statistical multiplexing effect well. More specifically, we will be looking at the probabilities of the delay exceeding some threshold, when the web server is accessed by a large number of requests, using a large deviations formulation.
A large deviations framework provides asymptotic results on delays distributions. These asymptotes have been based on either the large buffer framework [4] , [10] , [16] , or the many sources framework [6] , [7] , [15] . The large buffer framework deals with a single queue and a single arrival, and the tail probability is derived as the delay goes to infinity. On the other hand, the many sources regime appropriately scales the service capacity with the number of flows. The asymptote is formulated as the scaling factor goes to infinity. The many sources asymptote can be used to study the probability that the delay exceeds any fixed value. Given the number of requests for current web servers, many sources large deviations regime seems to be an appropriate regime to study the SRPT scheduler.
Related works include [5] where SRPT is analyzed in the large buffer regime, and [14] where it has been shown that various scheduling policies including SRPT and PS have the same expected slowdown 2 for the largest sized jobs. However, to the best of out knowledge there is no work in the many sources regime. This note focuses on the many sources regime, and compares the SRPT scheduler with a FIFO scheduler.
The main contributions in this note are the following: We derive the delay rate function of size k jobs for the SRPT scheduler in the many sources regime (see Section III). Based on these results, we compare the delay rate function (i.e., for any finite delay, and asymptotic in the number of flows) of the SRPT scheduler with that of a FIFO scheduler, when there is a mix of job sizes. Our analysis holds for any finite mix of job sizes. Applying these results to a system with a large variability in job sizes (either size "1" or size "M "), and with a truncated heavytailed assumption on the marginal probabilities of the arrival process, we show that SRPT performs increasingly better than FIFO for jobs of small size. Simultaneously, the delay performance (in a distribution sense) for large jobs under SRPT is increasingly "close" to that of FIFO (see Section IV for a formal discussion). Thus, our results complement the findings in [3] , and indicate that SRPT is a promising policy to implement for web-servers where empirical evidence suggests a large variability in job sizes [1] .
II. PRELIMINARIES
A large deviation framework enables a probabilistic analysis of a sequence of increasingly rare events, e.g., the probability of a queue length or the delay of a job exceeding a fixed threshold value. In this section we introduce and motivate the many sources large deviations framework, which is used throughout the note.
We have recently used this model and framework to show additional results; see [21] . We consider a queueing system with a single queue and a single server having stationary and ergodic arrival and service processes, where arrival and service processes are assumed to be independent of each other. The system operates in discrete time, where a batch of jobs arrive at the beginning of each time slot and jobs are serviced at the end of each time slot. The queue state is measured immediately after the service, and just before the arrivals of the next time slot. We further assume that the possible size of jobs are restricted to bounded multiples of a unit size, i.e., f1; 2; 3; . . . ; M g. We represent the set of possible job sizes as M = f1; 2; 3; . . . ; M g.
In the many sources framework, the number of sources (arrival processes) is scaled along with the capacity of the system and the buffer size. Formally, for each job size k 2 M, we assume N independent, identically distributed, stationary, ergodic arrival processes. In addition, job arrivals of different sizes form independent arrival processes. However job arrivals from a single stream of any given size can be correlated across time slots. Equivalently, this model can be represented as a job arrival process that can be decomposed into N independent arrival processes according to the size of jobs. We assume that the capacity of the server, C , is scaled in proportion to the load, and at most N C unit data can be service at any time slot. The stability of the queue is assumed, i.e., The goal of this note is to study the delay distribution of size k (for any k 2 M) jobs in the many sources regime. The (virtual) delay 4 of size k jobs, V (N ) (k), is the delay seen by a fictitious (virtual) job that arrives at Q k , the queue for size k jobs, at the end of an arrival burst at t = 0 (given that the system started at t = 01). 5 Thus, the event fV (N ) (k) > mg, which is the focus of this note, corresponds to the event: A (fictitious) job arrives at the end of an arrival burst in time slot 0 and does not depart the system until time slot m. Characterizing the probability of the event fV (N ) (k) > mg for all m provides the complete delay distribution for the SRPT scheduler. (For a relation between virtual delay and actual delay of a typical size k job, we refer to [19] .)
For various other schedulers (for example, FIFO, priority queueing, and GPS), it has been shown that the delay distribution decays exponentially in the many sources regime, i.e., for any m 0, Pr(V V (m), describes the "rate" of decay of the delay distribution and, hence, is called the rate function. In this note, we derive the rate function that describes the decay rate of the delay distribution for the SRPT scheduler. Formally, the rate function of delay is defined as follows:
Note that the delay distribution for a size k job depends on the capacity C, the threshold value m, the job size k, and the arrival process, A N k (a; b). Specifically, the delay distribution would depend on the rate functions of the arrival process, which has been well analyzed [18] ) and where
) is the moment generating function of A N k (a; b).
In our proofs, it will be necessary to have a more general definition of the rate function than we have defined so far. Thus, for any sequence of rare events H N , we define
as the rate function of a general sequence of events H N whose probability becomes increasingly small as the system scales.
III. DELAY RATE FUNCTION OF SRPT
In this section, we derive the delay rate function of an SRPT scheduler for size k (for any k 2 f1; . . . ; Mg) jobs. For the derivation of the delay rate function, we make the following observation which identifies an equivalent model to the SRPT scheduler.
Consider a priority queueing system, where jobs of different sizes are queued separately, and queues are assigned to jobs based on the size of a job. Queues that are assigned to smaller sized jobs have higher priority, while the queues assigned to larger sized jobs have lower priority. For example, the queue that corresponds to size l jobs (henceforth referred to as Q l ) has priority l, where Q1 has the highest priority, and QM has the lowest priority.
We make the observation that the operation of SRPT is equivalent to that of the priority queueing scheduler described previously but with switching of partially served jobs during time slots. The SRPT scheduler grants jobs with less remaining service time higher priority compared to jobs with larger remaining service time. Jobs that have not been completely serviced (partially served) in a time-slot will receive higher priority in the next time-slot depending on its remaining service time. Thus, the SRPT scheduler can be modeled as a priority queueing system, where the queues are not assigned by the job size but the residual job size (remaining service time of a job). In other words, SRPT is equivalent to the priority queueing system based on job sizes, but with partially served jobs changing priority levels at the end of a time-slot (moving to a corresponding higher priority queue). Note that an important difference between the original priority queueing system and the SRPT scheduler is that, in the priority queueing scheduler a partially served job continues to remain in the same queue that it was originally in, and its priority level does not change in the next time-slots.
We denote by B N k (a; b), the volume of potential service 6 that jobs in Q k can receive in an interval (a; b) under SRPT. Note that size k jobs in Q k for SRPT is the combination of: i) the arrival of size k jobs that 6 Potential service corresponds to the maximum amount of service that can be received if the corresponding queue is not empty.
has not yet received any service, and ii) the partially served jobs (with an original size > k) that have remaining job size of k.
Based on this observation, we prove that the rate function of the SRPT scheduler is bounded by the rate functions of the priority queueing schedulers, and use results on priority queues from [19] to complete the proof. First, we make the following assumption on the arrival processes. (3) can be shown to be satisfied by sources with bounded rates [15] , i.e., arrival processes for which the total number of arrivals per slot is bounded.
We denote by I V (m) denotes the delay rate function of size k jobs under the priority queueing scheduler based on job sizes, and with total capacity N. Theorem 1 provides the delay rate function for SRPT by identifying an asymptotically equivalent system, i.e., the priority queueing system based on job sizes. The theorem is important in that the rate function of SRPT provides the delay distribution in the many sources regime, from which various statistics of the delay can be derived.
Theorem 1:
Fix any " > 0. Then, for any k 2 f1; . . . ; Mg, we have
Proof: First, we derive the lower bound, i.e., I 
Note that in (7), the term (T 3 + m + 1)(k 0 1) accounts for the worst-case scenario where at every time slot in (0T 3 ; m), a partially served job arrives at Q k01 from queues with higher priority than k.
This observation follow from the fact that at most only one additional job can be partially served in a time slot.
From (4), - (7), and the fact that S N k (0T 3 ; 0) k(T 3 + 1), we have Since a lower bound on the probability is an upper bound of the rate function, we concentrate on finding a lower bound on Pr(V (N ) (k) > m). We do so by constructing a priority queueing based system which lower bounds the delay experienced in the SRPT scheduler.
As a basis for comparison, we define PRI-0 to be a priority queueing system with capacity NC. This system consists of M queues, with size k jobs arriving to Q k . Partially served jobs in this system continue to reside in the same queue, i.e., no switching of jobs occur. Next, we consider a priority queueing system PRI-1, with capacity NC, where all partially served jobs completely leave the system, instead of residing in the same queue (PRI-0) or switching to a higher priority queue (SRPT). By construction, this system has fewer arrivals to each queue, and at least as many departures from each queue as compared to the SRPT scheduler. Thus, PRI-1 provides a lower bound on the delay experienced by a job compared to the SRPT scheduler.
Next, we fix an " > 0, and consider PRI-2, a priority queueing system with capacity N(C + "). Thus, the operation of PRI-2 is identical to that of PRI-0, but with additional service capacity of N". First, we compare PRI-1 and PRI-0. In any time slot, at most only one job can be partially served. This implies that the maximum additional potential service that Q k can receive in PRI-1 compared to PRI-0 is (k 0 1). On the other hand, for any N M=", the system PRI-2 will provide an additional service of N" M k, compared to PRI-0. Thus, PRI-2 provides more potential service to Q k compared to PRI-1. Further, note that PRI-2 has the same number of external arrivals as PRI-1. Thus, PRI-2 provides a lower bound on the virtual delay of a job compared to PRI-1, and consequently a lower bound to that of the SRPT scheduler.
We now describe the above argument in greater detail. Consider the case where there are two queues: size 1 and size M. Let the queues for PRI-1 be Q (1) 1 (t) and Q (1) M (t), and the queues for PRI-2 be Q (2) 1 (t) and Q (2) M (t). As described above, the arrival processes to PRI-1 and PRI-2 systems are the same. However, the potential service for Q (1) M (t) and Q (2) M (t) are different. For PRI-1, we have that the potential service at time t to QM is upper bounded by the sum of (N C 0 Q 
(t) + M).
On the other hand, Q (2) M (t) has potential service of (N C 0Q (2) 1 (t) + N"). Further, we have that Q (2) 1 (t) Q (1) 1 (t). This is due to the following three facts: i) the external arrivals to Q (2) 1 (t) and Q (1) 1 (t) are the same; ii) jobs of size 1 are fully served (i.e., there is no partially served size 1 job); and iii) PRI-2 has larger capacity than PRI-1. Combining the fact that Q (2) 1 (t) Q (1) 1 (t), and that N" M k, we have that the potential service provided by PRI-1 is no more than PRI-2. This argument can be directly extended to case of multiple queues. In this section, we compare the SRPT scheduler with a FIFO scheduler in the many sources regime by investigating the difference of their rate functions. A FIFO queueing system consists of a single server and a single queue, and jobs are processed in the order they arrived. Using standard large deviation techniques, the delay rate function of jobs for a FIFO scheduler is given by the second equation shown at the bottom of the page, where M = E( M i=1;i6 =k A i (0; 0)), and for any
We comment that the delay rate function for FIFO is invariant with respect to job size. In other words, the virtual delay seen by size 1 jobs is the same as any other.
We derive an upper bound on the delay rate function of SRPT and To better understand the upper bounds of rate functions for SRPT and FIFO described previously, we make the following assumption on the marginal probabilities of the arrival, which allows the derivation of simpler bounds. Assumption 2: We assume the following on the marginal probabilities of arrival A k (0; 0), for all k 2 M A k (0; 0) = 0; with probability p(k) k; with probability q(k) = 1 0 p(k) where Q(k) satisfies: There exists 0 < < 1 and constants A 1, and K 1 such that for all k K q(k)e k A :
Assumption 2 states that the marginal probability of the arrival for large sized jobs does not decay exponentially in job size, i.e., decays slower than exponential. Note that this assumption does not place restrictions on the time correlations.
Arrival processes that have this property include arrival processes with a truncated heavy tailed distribution 8 . We note that, Assumption 2 hold not only for truncated heavy-tailed arrivals, but for all arrival processes which do not have an exponential tail (heavy-tailed arrivals is just a special case for which the assumption hold).
Under Assumption 2 on the marginal probabilities of the arrival process, we derive an upper bound on I A ;0 (x). 8 It has been observed that file sizes on web servers typically follow a heavytailed distribution with an appropriate max job size (i.e., truncation). This property is quite common in web workloads; the heavy tailed property is seen in the distribution of file size requested by clients, the length of network connections, and files stored on servers [2] , [8] , [9] . By heavy tailed distribution, we mean that the tail of the distribution function decays with a power law with exponent less than 2. That is, if a random variable X has a heavy-tailed distribution, then Pr(X > x) x for 0 < < 2. We can see that for heavy-tailed arrival processes, the arrival probability of large sized jobs decays only polynomially (slower that exponential, i.e., Assumption 2 is satisfied for > 0). Since 3A ;0() is convex, it follows that (d3A ;0()=d) x +1 for all 1=k and k > K(x). Further, as f k (1=k ) 3 A ;0 (1=k ), it follows that f k () 3 A ;0 () for all 0 and k > K(x).
We define k as the that satisfies x = 3 A ;0 (), and k as the that satisfies x = f k (). Note that k and k depends on k. Since ) for k large. Thus, even though the job size is increasing, the delay performance of SRPT approaches that of FIFO in the many sources regime. This result shows that the unfairness of SRPT (compared to FIFO) becomes increasingly smaller for increasingly larger jobs. On the other hand, for size 1 jobs, the difference of the delay rate functions remains constant. This is due to the fact that the delay distributions under SRPT is invariant with k. However for FIFO, the delay distributions for size 1 jobs decays as O(1=k ) for k large. Thus, these results indicate that SRPT is a good policy to implement for web-servers, where empirical evidence suggests a large variability in job sizes [1] .
V. NUMERICAL RESULTS
In this section, we compare the delay rate functions of SRPT and FIFO numerically. We consider a system where the arrival process is assumed to be composed of independent ON-OFF processes which are one of two types: Size 1 arrival with probability p, and size M arrival with probability p=M. The numerical values of the delay rate functions are calculated for C = 0:9, p = 0:4, and m = 2 using the closed form expressions derived in this note. The result comparing size 1 and size M jobs is depicted in Fig. 2. Fig. 2 shows that the difference of the delay rate function of size M jobs between SRPT and FIFO becomes smaller as M increases. We conclude that even in the extreme scenario, the effect of increased delay for larger jobs in SRPT compared to FIFO becomes smaller in the asymptotic sense. In comparison, the rate function for size 1 jobs of SRPT is superior of that of FIFO by at least factor of 100. As shown in Fig. 2 and Corollary 1, the difference in the delay rate function for larger jobs between SRPT and FIFO indicates that the delay rate function of SRPT approaches that of FIFO for increasingly larger jobs while the delay performance of SRPT for smaller jobs remains much better than FIFO. It has been shown that web server requests exhibit heavy-tailed arrival distribution [1] . The two classes traffic model that we have studied approximates such a heavy traffic behavior for large M. Thus, the results indicate that SRPT is a promising scheduling policy which can be readily employed in web-servers.
I. INTRODUCTION
Bilinear systems have been seen to occur frequently in chemical reactor and fault diagnosis dynamics. Most of the work in bilinear systems has concentrated on bilinear systems up to output injection. One of the first results on observers for bilinear systems was obtained in [1] . In the early 1980s, [2] and [3] obtained necessary and sufficient conditions for the existence of bilinear observers for bilinear systems. In the late 1990s, a renewed interest was seen in bilinear systems. In [4] , the design of a residual generator for robust fault detection in bilinear systems is considered utilizing methods based on a linear time-invariant observer up to output injection and the so-called Kalman-like observer. Martinez-Guerra [5] utilized Fliess' generalized observable canonical form and generalized controllable canonical form to derive an observer-based controller for bilinear systems. In [6] , an output-feedback stabilizing controller for bilinear systems was proposed utilizing a periodic switching of the controller and the use of a dead-beat observer. In [7] , a separation principle was posited for a class of dissipative systems with bilinearities.
The class of bilinear systems that we study in this note are motivated by a control problem for designing the current reference for a shuntconnected static compensator (STATCOM) at a load bus in a power distribution system. The solution of the control problem in a Lyapunov framework leads us into observer design for a class of multiple-output bilinear systems that are not transformable into the so-called nonlinear observable canonical form for which exponential observers exist [8] . The bilinearity that we deal with emanates from the multiplication of two immeasurable system states. However, our result does exploit the skew-symmetric structure of the system dynamics. It is important to note here that we do not attempt to solve the output feedback control problem which is common in literature; it is our belief that a modular control and estimator structure allows for flexibility in controller and estimator choices and is easier to tune and implement.
In this note, we present three different observation strategies for a special class of bilinear systems that leads up to a form that is amenable to the application that motivated this bilinear problem definition. Specifically, we posit bilinear full and reduced order observers with feed-forward compensation in a Lyapunov based
