Abstract. In this paper, two improved BP neural network algorithms of fault diagnosis for analog circuit are presented through using optimal wavelet packet transform(OWPT) or incomplete wavelet packet transform(IWPT) as preprocessor. The purpose of preprocessing is to reduce the nodes in input layer and hidden layer of BP neural network, so that the neural network gains faster training and convergence speed. At first, we apply OWPT or IWPT to the response signal of circuit under test(CUT), and then calculate the normalization energy of each frequency band. The normalization energy is used to train the BP neural network to diagnose faulty components in the analog circuit. These two algorithms need small network size, while have faster learning and convergence speed. Finally, simulation results illustrate the two algorithms are effective for fault diagnosis.
Introduction
In the recent years, circuit diagnosis has gained widespread attention in the compute-aided testing arena. For digital circuits, many diagnosis methodologies based on the implementation of automatic test system have been developed in the past, while for analog and mixed signal circuits, the development of efficient automated diagnosis tool is still an open research field. The fault diagnostic process for analog circuit is more intricate than digital circuit due to poor fault models, component tolerances and nonlinear effects, etc. The essential methods of fault diagnosis for analog circuits include: (1) simulation-before-test; (2) simulation-after-test; (3) methods of approximation and artificial intelligence. In Ref.1, the development and existed methods of fault diagnosis for analog circuits have been introduced in detail.
Back propagation(BP) neural network has been widely used in engineering applications. Especially in the pattern classification field, other method cannot be compared with it. In order to reduce the network size and gain faster learning and convergence speed, Ref.4-5 introduced the fault diagnosis methods for analog circuits using BP neural networks with wavelet transform(WT) as preprocessor, Ref. 7 gives a method of fault diagnosis based on wavelet packet preconditioning. The above methods have achieved some successful results, but they leave much to be desired. This paper presents two improved BP neural network methods of fault diagnosis for analog circuit, using optimal wavelet packet transform(OWPT) or incomplete wavelet packet transform(IWPT) as preprocessor. At first, the response signal of an analog circuit is preprocessed by OWPT or IWPT, and the normalization energy of each frequency band is worked out. The normalization energy is then used to train a BP neural network to diagnose faulty components in the analog circuit. These two algorithms need small network size, while have faster learning and convergence speed. Finally, simulation results illustrate the two methods are effective for fault diagnosis.
The Fault Diagnosis Method for Analog Circuits Based on BP Neural Networks

BP Neural Network
One BP neural network with n input nodes, several hidden layers and m output nodes can be considered as a nonlinear mapping from input to output .
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Take a three-layer BP neural network with n input nodes, r hidden nodes and m output nodes for instance. Suppose x 1 is input of the network, then the values of hidden layer and output layer are 
Where, is the expected output of network and N is the number of input patterns.
ik t
In BP neural network, the adjustment of weights and thresholds of hidden layer is different from the output layer. For output layer
( 1) ( )
where, η and α is learning rate and momentum factor separately.
In this paper, a BP neural network with one hidden layer is adapted. The number of the nodes in input layer can be determined by the input patterns, and the number of the nodes in output layer N M be determined by the desired outputs. The choice of the number of the nodes in hidden layer H has no a definite rule. Generally, it is determined by means of plenty of repeated experiments. But the specification of the software Neural Works ProfessionalⅡ/Plus shows that H can be calculated as: The fault diagnosis method for analog circuits based on BP neural network is as follows. A stimulus signal is applied on the circuit under test(CUT), and then use the output responses of the no-fault and fault states to train the BP neural network. The BP network being trained can locate the fault components in CUT. The process of the fault diagnosis method for analog circuits based on BP neural network is shown in Fig.2 . Fig.1 . The process of the fault diagnosis method for analog circuits based on BP neural network.
The Fault Diagnosis Method for Analog Circuits
Two Improved Algorithms Based on Wavelet Packet Preprocessing
Wavelet Packet Transform(WPT)
Wavelet transform has the capability of time-frequency analysis, and it can draw different frequency bands of the signal. However along with the increase of the scale, the higher the space resolution ratio of the wavelet function is, the lower its frequency resolution ratio is. This is one drawback of the wavelet function. Wavelet packets were developed in order to adapt the underlying wavelet bases to the contents of a signal. The basic idea is to allow nonoctave subband decomposition to adaptively select the best basis for a particular signal. The good character of WPT that the wide window of frequency spectrum becomes narrow with the scale enlarging overcomes the shortcoming of wavelet transform. 
Optimal Wavelet Packet Transform(OWPT) Preprocessing
Wavelet packet basis library is consisted of a great deal of wavelet packet bases. The different basis has the different performance. In order to extract the features of a given signal accurately, the optimal wavelet packet basis must be chosen.
As shown in Fig.2 , the wavelet packet transform can be viewed as a full binary tree. To calculate the best basis, the tree is traversed and each node is marked with its cost value (relative to a particular cost function).
When the wavelet packet tree is constructed, all the leaves are marked with flags "*" which are modified in calculating the best basis set. The best basis calculation is performed bottom up (that is, from the leaves of the tree toward the root):
A leaf (a node at the bottom of the tree with no children) returns its cost value; As the calculation recurses up the tree toward the root, if there is a non-leaf node, is the cost value for that node. The value is the sum of the cost values of the children of the node: ), then we mark the node with "*" as part of the best basis set and remove any "*" in the nodes in the sub-tree of the current node;
), then the cost value of the node is replaced with . Fig.5 shows one example of the nodes selected by the best basis algorithm, and these nodes construct the optimal wavelet packet decomposition tree. The best basis set can be obtained by traversing the tree in Fig.5 , top down, from left to right. The traversal on a branch stops when a node marked with "*" is encountered. Fig.3-Fig.5 show the process of the selection of the best basis. In order to reduce the network size and gain faster learning and convergence speed, we apply WPT to the response signal of CUT, and then work out the best wavelet packet decomposition following the best basis algorithm and calculate the energy of each frequency band of the OWPT tree. Assume the energy of the of each frequency band of the OWPT tree of a response signal being decomposed in three levels is ,
where （ ）is the wavelet packet decomposition coefficients relative to the node on the OWPT tree. To reduce the calculation complexity of network further, is normalized:
.
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Here T is the normalization energy. Then the normalization energy is used to train a BP neural network. In Ref.7, the energy of each frequency band of the response signal being decomposed by WPT is directly used to train a BP neural network. The method based on OWPT preprocessing has fewer nodes in input and hidden layers of the network than the method introduced in Ref. 7 . Simulation experiments in Section 4 show that the method based on OWPT preprocessing can increase the 
Incomplete Wavelet Packet Transform(IWPT) Preprocessing
In Ref. 4, 5, 8 as well as in Section 3.2 of this paper, the purpose of preprocessing is to reduce the nodes in input layer and hidden layer, so that the BP neural network gains faster training and convergence speed. From this thought, we give a more direct and simple preprocessing method: the incomplete wavelet packet transform preprocessing. Because the fault information of a signal always exists in high frequency components, we only calculate the energy of the low frequency node A1 in the first level in Fig.2 and the high frequency nodes AAD3、DAD3 、 ADD3 and DDD3, and then the normalization energy of the five nodes is used to train the BP network. This way of selection nodes from the wavelet packet decomposition tree looks like cutting one part from the WPT tree, while not a complete WPT tree, thus called incomplete wavelet packet transform(IWPT). While the response signal of a CUT being preprocessed by IWPT is used to train a BP network, the nodes of input and hidden layers fall off sharply. Simulation experiments in Section 4 show that the method based on IWPT preprocessing is effective as the OWPT preprocessing method.
Simulation Experiments
The circuit we have used to demonstrate the two presented methods is shown in Fig.6 . The circuit is the 25-kHz Sallen-Key band-pass filter and the nominal values for the components which result in a center frequency of 25 kHz are shown in Fig.6 . Not all the fault components can be diagnosed using the frequency of the output because the change of parameters of some components has a small part in output signal frequency. In the circuit shown in Fig.6 , the components that can be diagnosed are C1, R2, C2 and R3 [4, 5, 8] . In this Section, simulations are carried out under Matlab and analog circuits simulation software IsSpice4. For all our IsSpice simulations, we have taken the filter input to be a single pulse of height 5 V and duration of 10 μs. The impulse responses of the no-fault and fault states of components C1, R2, C2 and R3 are collected in our experiments, and then these impulse responses are preprocessed to generate training and test patterns in the output of the OWPT or IWPT preprocessor for training and testing the BP neural network. In the output of the BP network, the network should have five nodes and the five nodes relative to one no-fault state and four fault states respectively. The desired outputs of BP network are shown in Table 1, where is the output node of BP network. Following the two methods presented in Section 3, we calculate the normalization energy of each frequency band of the impulse response being preprocessed, and then the normalization energy is used to train and test the BP neural network. In OWPT preprocessing method, the input layer of BP network has 4 = N nodes and output layer has nodes. According to the Equation (5), the hidden layer should have 6 nodes. Table 2 shows the actual outputs of the BP neural network trained in 114 steps and the sum-squared error curve is shown in Fig.8(a) . Fig.8(a) shows that the sum-squared error touches 10 5 = M -3 while the BP network is trained in 114 steps. Combined with the actual outputs of the network in Table 2 , we make out that the fault diagnosis methods based on OWPT preprocessing can locate the fault components both quickly and accurately. In IWPT preprocessing method, the input layer of BP network has 5 nodes and output layer has 5 nodes. Then the hidden layer has 7 nodes. The sum-squared error curve of the BP neural network trained in 124 steps is shown in Fig.8(b) and the actual outputs of the network are shown in Table 3 . Because the nodes both in the input layer and the hidden layer of the BP network based on OWPT preprocessing is one less than the methods based on IWPT preprocessing, the methods based on OWPT preprocessing has a faster learning and convergence speed than the methods based on IWPT preprocessing. We compare the size and performance of our neural networks with the one in Ref. 7 to show the significance of the proposed preprocessing techniques. To perform a diagnosis of the faults described in this Section for the Sallen-Key band-pass filter, the work presented in Ref.7 requires a BP neural network with a single hidden layer. This network has a larger size with 8 inputs, 9 nodes in hidden layer, and 5 nodes in output layer, resulting in a long training time and a slow convergence speed. So the diagnosis methods based on OWPT and IWPT preprocessing can increase the learning and convergence speed of the BP network obviously. Moreover, they can locate the fault components accurately. In general, they are more effective than the method introduced in Ref.7. We have applied BP neural networks with OWPT or IWPT as preprocessor to fault diagnosis of analog circuits. At first, the response signal of the analog circuit is preprocessed by OWPT or IWPT, and the normalization energy of each frequency band is worked out. The normalization energy is then used to train a BP neural network to diagnose faulty components in the analog circuit. The preprocessing techniques lead to neural network architectures with minimal size that can be trained efficiently and carry out fault diagnosis with a high degree of accuracy and speed. Finally, simulation results illustrate the two methods are effective for fault diagnosis. 
Conclusion
