Moduli map of second fundamental forms on a nonsingular intersection of
  two quadrics by Jeong, Yewon
ar
X
iv
:1
70
6.
00
55
1v
1 
 [m
ath
.A
G]
  2
 Ju
n 2
01
7
MODULI MAP OF SECOND FUNDAMENTAL FORMS ON A
NONSINGULAR INTERSECTION OF TWO QUADRICS
YEWON JEONG
Abstract. In [GH], Griffiths and Harris asked whether a projective complex sub-
manifold of codimension two is determined by the moduli of its second fundamental
forms. More precisely, given a nonsingular subvariety Xn ⊂ Pn+2, the second fun-
damental form IIX,x at a point x ∈ X is a pencil of quadrics on Tx(X), defining a
rational map µX from X to a suitable moduli space of pencils of quadrics on a com-
plex vector space of dimension n. The question raised by Griffiths and Harris was
whether the image of µX determines X . We study this question when Xn ⊂ Pn+2
is a nonsingular intersection of two quadric hypersurfaces of dimension n > 4. In
this case, the second fundamental form IIX,x at a general point x ∈ X is a non-
singular pencil of quadrics. Firstly, we prove that the moduli map µX is dominant
over the moduli of nonsingular pencils of quadrics. This gives a negative answer to
Griffiths-Harris’s question. To remedy the situation, we consider a refined version
µ˜X of the moduli map µX , which takes into account the infinitesimal information
of µX . Our main result is an affirmative answer in terms of the refined moduli map:
we prove that the image of µ˜X determines X , among nonsingular intersections of
two quadrics.
1. Introduction
Given a nondegenerate projective variety (or a complex submanifold) X ⊂ PN in
the complex projective space, the (projective) second fundamental form IIX,x at a
nonsingular point x ∈ X is one of basic projective invariants of X . When c is the
codimension of X ⊂ PN , the second fundamental form IIX,x is a linear system of
quadrics of projective dimension at most c − 1 on the tangent space Tx(X). When
X is a hypersurface in PN , the second fundamental form at general x is the system
generated by a single quadratic form on Tx(X), which is nondegenerate unless X is
ruled in a special way. So for hypersurfaces, the pointwise second fundamental form
itself has no interesting information. When X has codimension 2 in PN , the second
fundamental form at a point x is a pencil of quadrics on Tx(X). Pencils of quadrics
on a given vector space have nontrivial moduli. So already in codimension 2, the
second fundamental form has nontrivial pointwise information.
To make it more precise, denote by MPQn the moduli of (nonsingular) pencils
of quadrics on a vector space of dimension n. (See Definition 2.16 for a precise
Department of Mathematical Sciences, KAIST, Yuseong-gu, Daejeon 305-701,
Korea
E-mail address: jyw57@kaist.ac.kr.
1
2 YEWON JEONG
definition.) Then for a submanifold X ⊂ Pn+2 of dimension n ≥ 3, there is the
moduli map µX : Xo →MPQn of second fundamental forms defined on a Zariski open
subset Xo ⊂ X and it is natural to study the projective geometry of X in terms of
the map µX . In [GH] p.451, Griffiths and Harris raised the following question.
Question 1.1. Let M,M ′ be two submanifolds of codimension 2 in Pn+2 with the
maps µM : M → MPQn and µ
M ′ : M ′ → MPQn arising from the moduli of their
second fundamental forms. Suppose there exists a biholomorphic map f : M → M ′
satisfying µM = µM
′
◦ f . Does f come from a projective automorphism of Pn+2?
Although this is a very natural question, it seems that there has not been much
study on it. In this article, we study this question when the submanifold X ⊂ Pn+2 is
defined as the intersection of two quadrics. In this simple case, we find that Question
1.1 has a negative answer:
Theorem 1.2. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hypersur-
faces with n ≥ 3. Then the morphism µX : Xo →MPQn is dominant. In particular,
given any two nonsingular varieties X,X ′ ⊂ Pn+2 defined as the intersections of two
quadric hypersurfaces, we can always find a biholomorphic map f : M →M ′ between
some Euclidean open subsets M ⊂ X and M ′ ⊂ X ′ such that µM = µM
′
◦ f.
Since there are many choices of X and X ′ that are not biregular to each other,
Theorem 1.2(=Theorem 3.14) gives a negative example for Question 1.1. This leads
to a natural problem: how to reformulate Question 1.1 to have an affirmative answer?
In other words, what additional information other than the image of the map µM is
needed to determine M up to projective transformation?
The result of [HM] gives a partial answer. When X ⊂ Pn+2 is a nonsingular
intersection of two quadrics with n ≥ 3, the base locus of the second fundamental
form IIX,x at x ∈ X is precisely the VMRT Cx ⊂ PTx(X) consisting of tangent
directions of lines on X passing through x. So Cartan-Fubini type extension theorem
in [HM] gives the following result.
Theorem 1.3. For two nonsingular varieties X,X ′ ⊂ Pn+2 (n > 3) defined as the
intersections of two quadric hypersurfaces, suppose there exists a biholomorphic map
f : M → M ′ between connected Euclidean open subsets M ⊂ X and M ′ ⊂ X ′ such
that dxf : Tx(M)→ Tf(x)(M
′) for each x ∈M sends the base locus Cx of IIX,x to the
base locus Cf(x) of IIX′,f(x). Then f comes from a projective automorphism of P
n+2.
The condition that dxf : Tx(M) → Tf(x)(M
′) sends the base locus Cx of IIX,x to
the base locus Cf(x) of IIX′,f(x) implies µ
M = µM
′
◦ f. In this sense, Theorem 1.3
provides a condition strengthening that of Question 1.1, which gives an affirmative
answer. What is unsatisfactory about the condition in Theorem 1.3 is that it is not
formulated in terms of pointwise invariants of X . So the natural problem is to replace
it by conditions formulated in terms of pointwise invariants.
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We will resolve this problem in the following way. In the setting of Theorem 1.2, at
a general point x ∈ X , the kernel of the derivative dxµ
X is a three-dimensional vector
subspace in Tx(X), to be denoted by Px. We consider the pair (IIX,x,Px) at each
general point x ∈ X and define the refined moduli map µ˜X : Xreg → M˜PQn where
we denote by M˜PQn the moduli of pairs of a pencil of quadrics on a vector space of
dimension n and a three-dimensional vector subspace in the vector space. This map
assigns the projective equivalence class of the pair (IIX,x,Px) to x ∈ X and X
reg is
a dense open subset of X on which the map is well-defined. Then µ˜X is formulated
in terms of pointwise invariants of X . We will prove that this information is enough
to recognize X :
Theorem 1.4. Let X,X ′ be two nonsingular varieties in Pn+2 (n > 4), each of them
defined as an intersection of two quadric hypersurfaces. Let µ˜X : Xreg → M˜PQn and
µ˜X
′
: (X ′)reg → M˜PQn be their refined moduli maps of second fundamental forms.
Suppose there exists a biholomorphic map f : M → M ′ between connected Euclidean
open subsets M ⊂ Xreg and M ′ ⊂ (X ′)reg such that µ˜X |M = µ˜
X′ |M ′ ◦ f . Then f
comes from a projective automorphism of Pn+2.
Theorem 1.4(=Theorem 6.16) says that Question 1.1 has an affirmative answer for
nonsingular intersections of two quadrics with n > 4 if we replace µX by µ˜X . The
restriction n > 4 in Theorem 1.4 seems to be fairly strict because X and M˜PQn have
the same dimension for n = 4; if n ≤ 3, then both of MPQn and M˜
PQ
n are trivial, so
X can not be characterized by µ˜X .
In the course of proving Theorem 1.4, we obtain the following result on the deriv-
ative of the refined moduli map:
Theorem 1.5. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hypersur-
faces with n > 4. Let µ˜X : Xreg → M˜PQn be the refined moduli map of second funda-
mental forms on X. Denote by Xgood the subset {x ∈ Xreg | Ker(dxµ˜
X) = 0} ⊂ Xreg.
Then Xgood is nonempty.
To prove Theorem 1.4, we use a special property of Px, which is worth highlighting.
For a pencil of quadrics Φ on a vector space W of dimension n, we introduce a special
class of three-dimensional subspaces of W , namely, those ‘poised by Φ’ (See Section
4 for a precise definition). This is an invariant property and leads to a natural
correspondence at the level of moduli spaces:
Corollary 4.19. For a nonsingular pencil of quadrics Φ on a vector space W of
dimension n > 3, let SΦ be the set of three-dimensional subspaces poised by Φ. Then
there is a correspondence S := {([Φ], [{Φ} × SΦ]) ∈ M
PQ
n × M˜
PQ
n | [Φ] ∈ M
PQ
n }
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between MPQn and M˜
PQ
n . Denote by p1 and p2 the natural projections:
S
p1
}}④④
④④
④④
④④ p2
!!
❈❈
❈❈
❈❈
❈❈
MPQn M˜
PQ
n
Then p2 is an embedding and p1 is a submersion having fibers birational to P
n−1.
A key step in the proof of Theorem 1.4 is to show that the subspace Px ⊂ Tx(X)
is poised by IIX,x. (See Theorem 5.9).
It is natural to ask to what extent our results can be generalized to other sub-
manifolds of codimension 2 in projective space. Do Theorems 1.2 and 1.4 hold, if we
replace X by a smooth complete intersection of codimension 2 (or more generally, by
a nondegenerate submanifold of codimension 2) in Pn+2? The methods we have used
do not seem to generalize easily to these general cases.
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Notation 1.6. Throughout this paper, we denote by P(V ) or simply PV the projec-
tivization of a complex vector space V . We write [v] for the point in PV corresponding
to the line in V generated by a nonzero vector v ∈ V . For a linear subspace (resp. a
subset) P of PV , we denote by P̂ the corresponding vector subspace (resp. the affine
cone) in V .
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2. Preliminaries
We refer to the references [Re] and [AL].
Notation 2.1. Let W be a complex vector space of dimension n ≥ 3 and let W ∗
be the dual vector space of W . We regard the symmetric product Sym2(W ∗) as the
space of quadratic forms (i.e. homogeneous polynomials of degree two) on W . For
each ϕ ∈ Sym2(W ∗), denote by Bϕ the unique symmetric bilinear form on W such
that Bϕ(u,u) = ϕ(u) for every u ∈ W . In other words, for u,v ∈ W ,
Bϕ(u,v) :=
(
ϕ(u+ v)− ϕ(u)− ϕ(v)
)
/2 ∈ C.
For ϕ ∈ Sym2(W ∗) and u ∈ W , we write
u⊥ϕ := {v ∈ W | Bϕ(u,v) = 0} ⊂W
for the orthogonal space of u in W with respect to the symmetric bilinear form Bϕ.
For [u] ∈ P(W ), let [u]⊥ϕ indicate u⊥ϕ ⊂W .
Definition 2.2. For ϕ ∈ Sym2(W ∗) \ {0}, let
Sing(ϕ) := {u ∈ W | u⊥ϕ = W} ⊂W.
We say ϕ is degenerate if Sing(ϕ) is nontrivial.
Notation 2.3. If we fix a basis {w1,w2, . . . ,wn} of W , then each ϕ ∈ Sym
2(W ∗)
corresponds to a symmetric n× n matrix Aϕ = (Aϕij) where
A
ϕ
ij := Bϕ(wi,wj).
We denote by
det(ϕ)
the determinant of Aϕ. Note that both of Aϕ and det(ϕ) depend on the choice of
basis on W .
Proposition 2.4. Let ϕ ∈ Sym2(W ∗). With a basis {w1,w2, . . . ,wn} of W ,
Bϕ(u,v) =
∑
i,j
uiBϕ(wi,wj)vj =
∑
i,j
uiA
ϕ
ijvj
where u =
∑
uiwi ∈ W and v =
∑
viwi ∈ W with ui, vi ∈ C. In particular, ϕ is
degenerate if and only if det(ϕ) = det(Aϕ) = 0.
Proof. Since Bϕ is bilinear, this proposition is given by definitions. 
Definition 2.5. A line in P(Sym2(W ∗)) is called a pencil of quadratic forms on W
or a pencil of quadrics on W .
Notation 2.6. Let D ⊂ P(Sym2(W ∗)) be the hypersurface consisting of degenerate
quadratic forms on W , i.e., D is defined by the determinant polynomial of degree n
on Sym2(W ∗).
Remark 2.7. The hypersurface D ⊂ P(Sym2(W ∗)) is irreducible and reduced. So a
general line in P(Sym2(W ∗)) intersects D at n distinct points.
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Definition 2.8. A pencil Φ ⊂ P(Sym2(W ∗)) is nondegenerate if general elements in
Φ are nondegenerate. A nondegenerate pencil Φ is nonsingular if Φ intersects D at
n distinct points.
Definition 2.9. For a pencil Φ ⊂ P(Sym2(W ∗)), let ϕ1, ϕ2 ∈ Sym
2(W ∗) be two lin-
early independent quadratic forms in Φ̂ ∈ Gr(2, Sym2(W ∗)). With a basis {w1,w2, . . . ,wn}
of W , the homogeneous polynomial
det(sϕ1 − tϕ2)
in s and t is called the discriminant of Φ with respect to ϕ1 and ϕ2.
Remark 2.10. In Definition 2.9, the discriminant polynomial det(sϕ1 − tϕ2) does
not depend on the choice of basis of W up to multiplication by nonzero constants,
see (i) of Proposition 2.23.
Proposition 2.11. With notations in Definition 2.9, the discriminant det(sϕ1 −
tϕ2) is not identically zero if and only if the pencil Φ is nondegenerate. When the
discriminant polynomial is not identically zero, it has no multiple root (or multiple
linear factor) if and only if the pencil Φ is nonsingular.
Proof. Each element of Φ̂ ∈ Gr(2, Sym2(W ∗)) is expressed in c1ϕ1 − c2ϕ2 for some
c1, c2 ∈ C and the vanishing of det(c1ϕ1−c2ϕ2) means that c1ϕ1−c2ϕ2 is degenerate.
Hence, the discriminant polynomial det(sϕ1− tϕ2) is not identically zero if and only
if general elements in Φ are nondegenerate. Moreover, Φ is nonsingular if and only if
det(sϕ1 − tϕ2) is not identically zero and has n distinct roots in P(C
2). 
Proposition 2.12. Let Φ ⊂ P(Sym2(W ∗)) be a nonsingular pencil of quadratic forms
onW and let ϕ1, ϕ2 ∈ Sym
2(W ∗) be two linearly independent nondegenerate quadratic
forms in Φ̂ ∈ Gr(2, Sym2(W ∗)). Then
(i) the n degenerate elements in Φ are
[ϕ1 − τ1ϕ2], [ϕ1 − τ2ϕ2], . . . , [ϕ1 − τnϕ2] ∈ Φ
for some distinct nonzero numbers τ1, τ2, . . . , τn ∈ C;
(ii) the roots of the discriminant det(sϕ1 − tϕ2) of Φ with respect to ϕ1 and ϕ2 are
[1 : τ1], [1 : τ2], . . . , [1 : τn] ∈ P(C
2);
(iii) there is a basis {w′1,w
′
2, . . . ,w
′
n} of W such that
ϕ1(
∑
ziw
′
i) =
∑
τiz
2
i and ϕ2(
∑
ziw
′
i) =
∑
z2i .
for
∑
ziw
′
i ∈ W with zi ∈ C. Note that each w
′
i in (iii) generates Sing(ϕ1 − τiϕ2).
Proof. Since ϕ1 and ϕ2 are nondegenerate and linearly independent, any degenerate
element in Φ is represented by
ϕ1 − τϕ2 ∈ Sym
2(W ∗)
for some nonzero number τ ∈ C uniquely. Note that ϕ1 − τϕ2 and ϕ1 − τ
′ϕ2 are
linearly independent if τ and τ ′ are distinct numbers. Hence, (i) follows from the
nonsingularity of Φ. Since the degeneracy of each ϕ1 − τiϕ2 is equivalent to the
vanishing of det(ϕ1 − τiϕ2), the roots of det(sϕ1 − tϕ2) are exactly
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[1 : τ1], [1 : τ2], . . . , [1 : τn] ∈ P(C
2).
To see (iii), let w′i ∈ W be a nonzero vector satisfying two conditions:
w′i ∈ Sing(ϕ1 − τiϕ2) and ϕ2(w
′
i) = 1.
Then w′i and w
′
j with i 6= j satisfy
(2.1) Bϕ1−τiϕ2(w
′
i,w
′
j) = Bϕ1−τjϕ2(w
′
i,w
′
j) = 0.
Since ϕ1 − τiϕ2 and ϕ1 − τjϕ2 with i 6= j span Φ̂, (2.1) implies
(2.2) Bϕ1(w
′
i,w
′
j) = Bϕ2(w
′
i,w
′
j) = 0.
Here w′1,w
′
2, . . . ,w
′
n are linearly independent and form a basis of W . To obtain a
contradiction, suppose
w′1 = c2w
′
2 + c3w
′
3 + · · ·+ cnw
′
n
for some c2, . . . , cn ∈ C. Then Bϕ2(w
′
1,w
′
1) = Bϕ2(w
′
1,
∑
j>1 cjw
′
j) = 0 by (2.2), but
this is contrary to the choice of w′1. Therefore, w
′
1,w
′
2, . . . ,w
′
n form a basis of W and
satisfy
ϕ1(
∑
ziw
′
i) =
∑
τiz
2
i and ϕ2(
∑
ziw
′
i) =
∑
z2i
by the choice of them. 
Definition 2.13. We call a basis {w′1,w
′
2, . . . ,w
′
n} of W as in (iii) of Proposition
2.12 a standard basis of W with respect to the pair (ϕ1, ϕ2), or simply a standard
basis for (ϕ1, ϕ2).
Corollary 2.14. With notations in Proposition 2.12, a nonsingular pencil Φ ⊂
P(Sym2(W ∗)) gives a decomposition W = W1⊕W2⊕· · ·⊕Wn where Wi = Sing(ϕ1−
τiϕ2) ∈ Gr(1,W ). In particular, such a decomposition is independent of the choice of
quadratic forms ϕ1, ϕ2 ∈ Φ̂.
Definition 2.15. Let GL(W ) be the general linear group on W . Then there is
a natural GL(W )-action on the space Sym2(W ∗) of quadratic forms on W . For
T ∈ GL(W ), ϕ ∈ Sym2(W ∗), and u ∈ W ,
T.ϕ(u) := T ∗(ϕ)(u) = ϕ(T (u)).
This action induces an PGL(W )-action on the space Gr(1,P(Sym2(W ∗))) of pencils
of quadratic forms on W . We say Φ1,Φ2 ∈ Gr(1,P(Sym
2(W ∗))) are projectively
equivalent if
Φ2 = T
∗(Φ1) := {[T
∗(ϕ)] ∈ P(Sym2(W ∗)) | [ϕ] ∈ Φ1}
for some T ∈ GL(W ).
Definition 2.16. A pencil Φ ∈ Gr(1,P(Sym2(W ∗))) is nonsingular in the sense
of Definition 2.8 if and only if Φ is stable with respect to the PGL(W )-action on
Gr(1,P(Sym2(W ∗))) in the sense of geometric invariant theory. (This is part of
Theorem 3.1 in [AL].) Thus we write
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Gr(1,P(Sym2(W ∗)))s ⊂ Gr(1,P(Sym2(W ∗)))
for the Zariski open subset consisting of nonsingular pencils of quadratic forms. The
orbit space
Gr(1,P(Sym2(W ∗)))s
/
PGL(W )
can be regarded as a Zariski open subset in the GIT quotient of Gr(1,P(Sym2(W ∗)))
modulo the reductive group PGL(W ) [AL]. Let
MPQn := Gr(1,P(Sym
2(W ∗)))s
/
PGL(W ).
If we consider another n-dimensional vector space W ′, any isomorphism h : W ′ →
W between vector spaces induces an isomorphism h∗ between the orbit spaces
h∗ : Gr(1,P(Sym2(W ∗)))s
/
PGL(W )→ Gr(1,P(Sym2(W ′∗)))s
/
PGL(W ′)
and this isomorphism h∗ does not depend on the choice of h. Hence MPQn is defined
independently of the choice of W and called the moduli of nonsingular pencils of
quadratic forms on a complex vector space of dimension n.
Notation 2.17. We write
[Φ] ∈MPQn
for the isomorphism class of a nonsingular pencil Φ ∈ Gr(1,P(Sym2(W ∗)))s.
Remark 2.18. A quadric hypersurface Q in P(W ) corresponds to an element in
P(Sym2(W ∗)) and the intersection of two quadric hypersurfaces in P(W ) corresponds
to an element in Gr(1,P(Sym2(W ∗))).
Notation 2.19. Given an intersection Y of two quadric hypersurfaces in P(W ), we
denote by ΦY the pencil of quadratic forms vanishing on Y .
The following proposition is part of Proposition 2.1 in [Re].
Proposition 2.20. Let Y ⊂ P(W ) be the intersection of two quadric hypersurfaces
in P(W ). Then Y is nonsingular if and only if its pencil ΦY ⊂ P(Sym
2(W ∗)) is
nonsingular in the sense of Definition 2.8.
Proposition 2.20 implies the following theorem.
Theorem 2.21. The moduli of nonsingular intersections of two quadric hypersurfaces
in Pn−1 is equivalent to the moduli of nonsingular pencils of quadratic forms on a
complex vector space of dimension n.
On the other hand, there is another moduli spaceMBFn , which is closely related to
MPQn .
Notation 2.22. We denote by Bn the space of binary forms (i.e. homogeneous
polynomials in two variables) of degree n in s and t. Then Bn is regarded as a complex
vector space of dimension n + 1 with its standard basis {snt0, sn−1t1, . . . , s0tn}.
Proposition 2.23. Let Φ ⊂ P(Sym2(W ∗)) be a nondegenerate pencil of quadratic
forms on W . When ϕ1, ϕ2 ∈ Sym
2(W ∗) are linearly independent quadratic forms in
Φ̂ ∈ Gr(2, Sym2(W ∗)), let [σ1 : τ1], [σ2 : τ2], . . . , [σn : τn] ∈ P(C
2) be the roots (that
may not be distinct) of det(sϕ1 − tϕ2), i.e., det(sϕ1 − tϕ2) is a constant multiple of
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(τ1s− σ1t)(τ2s− σ2t) · · · (τns− σnt) ∈ Bn.
Then the roots satisfy the following properties.
(i) They are independent of the choice of basis on W . Moreover, they are invariant
under any isomorphism h from another n-dimensional complex vector spaceW ′ to W .
More precisely, the discriminant of the pull-back h∗(Φ) of Φ with respect to h∗(ϕ1)
and h∗(ϕ2) has the same roots of det(sϕ1 − tϕ2).
(ii) They are not uniquely determined by Φ. If we choose ϕ′1, ϕ
′
2 ∈ Φ̂ instead of ϕ1
and ϕ2, each root [σi : τi] ∈ P(C
2) turns into
[cτi + dσi : aτi + bσi] ∈ P(C
2)
for a, b, c, d ∈ C such that
ϕ′1 = aϕ1 + bϕ2, ϕ
′
2 = cϕ1 + dϕ2
(with ad− bc 6= 0).
Proof. We write sϕ1 − tϕ2 simply ϕ and consider the symmetric matrix A
ϕ. If we
change the basis on W , Aϕ is changed into TAϕT t for some T ∈ GL(n,C). Since
det(TAϕT t) = det(T )2 det(sϕ1 − tϕ2),
the roots are invariant under the change of basis. The proof for the rest of (i) is
similar. And (ii) follows from the fact
det((ct+ ds)ϕ′1 − (at+ bs)ϕ
′
2) = det((ad− bc)(sϕ1 − tϕ2)).

Definition 2.24. From (ii) of Proposition 2.23, we define an action of the special
linear group SL(2,C) on P(Bn). Firstly, we define the action on an element
ψ = c0s
nt0 + c1s
n−1t1 + · · ·+ cns
0tn ∈ Bn (ci ∈ C).
Let us consider a linear decomposition of ψ
(τ1s− σ1t)(τ2s− σ2t) · · · (τns− σnt)
with complex numbers σi and τi. For[
a b
c d
]
∈ SL(2,C),
define [
a b
c d
]
. ψ =
[
a b
c d
]
.
(
(τ1s− σ1t)(τ2s− σ2t) · · · (τns− σnt)
)
as the binary form(
(aτ1 + bσ1)s− (cτ1 + dσ1)t
)
· · ·
(
(aτn + bσn)s− (cτn + dσn)t
)
.
This action induces an SL(2,C)-action on P(Bn). With respect to the action, the class
[ψ] ∈ P(Bn) is stable (resp. semi-stable) if and only if ψ has no root of multiplicity
≥ n/2 (resp. > n/2) by Proposition 4.1 in [MFK].
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Definition 2.25. Consider the Zariski open subset P(Bn)
o ⊂ P(Bn) of binary forms
with no multiple root. The set P(Bn)
o is contained in the stable locus of P(Bn) and
has the orbit map
q : P(Bn)
o → P(Bn)
o
/
SL(2,C).
Then the orbit space P(Bn)
o
/
SL(2,C) can be regarded as a Zariski open subset in
the GIT quotient of P(Bn) modulo the reductive group SL(2,C). We define
MBFn := P(Bn)
o
/
SL(2,C)
and call it the moduli of binary forms of degree n with no multiple root. As in
Definition 2.16, we denote the isomorphism class of [ψ] ∈ P(Bn) by [[ψ]] ∈M
BF
n .
Theorem 2.26. The discriminants of pencils of quadratic forms induce a canonical
isomorphism between the moduli spacesMPQn andM
BF
n denoted by D˜ :M
PQ
n →M
BF
n .
More precisely, D˜([Φ]) = [[det(sϕ1 − tϕ2)]] with notations in Definition 2.9.
Proof. Proposition 2.23 implies that the two moduli spacesMPQn andM
BF
n are in one
to one correspondence induced by the discriminants of pencils. This correspondence
is indeed an isomorphism between them by Theorem 4.2 of [AL]. 
3. Moduli map of second fundamental forms
Let us recall the definitions in [IL], p.76-77.
Definition 3.1. Let V be a complex vector space of dimension n + 3. Given an
n-dimensional complex submanifold M ⊂ PV , its projective Gauss map
γ :M → Gr(n+ 1, V )
sends m ∈ M to the affine tangent space T
v
(M̂) ∈ Gr(n + 1, V ) where v ∈ V is a
nonzero vector in the line m̂ ⊂ V . Then its derivative dmγ induces an element in
Sym2(T ∗m(M))⊗Nm(M), which corresponds to a linear system of quadrics on Tm(M).
We call it the (projective) second fundamental form of M at m and denote it by
IIM,m.
We write
Cm ⊂ PTm(M)
for the base locus of IIM,m.
The following is Proposition 3.3.2 of [IL].
Proposition 3.2. Let X ⊂ PN be a nonsingular intersection of two quadric hyper-
surfaces. Then, at each point x ∈ X, the base locus Cx ⊂ PTx(X) of IIX,x consists of
tangent directions of lines on X passing through x.
Notation 3.3. Let X ⊂ PV be a nonsingular intersection of two quadric hypersur-
faces in PV where V is a complex vector space of dimension n + 3 with n ≥ 3. By
Proposition 2.20 and 2.12, we can choose nondegenerate quadratic forms ϕ1 and ϕ2
and a standard basis {e1, e2, · · · , en+3} of V such that X is defined by
ϕ1(
∑
ziei) = λ1z
2
1 + λ2z
2
2 + · · ·+ λn+3z
2
n+3 = 0
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and
ϕ2(
∑
ziei) = z
2
1 + z
2
2 + · · ·+ z
2
n+3 = 0
with n+ 3 distinct nonzero numbers
λ1, λ2, . . . , λn+3 ∈ C.
For x = [
∑
xiei] ∈ X , denote by ϕ1|Tx(X) (resp. ϕ2|Tx(X)) the quadratic form on
Tx(X) induced by ϕ1 (resp. ϕ2). As long as we fix the basis {e1, e2, · · · , en+3} of
V , we denote
∑
ziei ∈ V (resp. [
∑
ziei] ∈ PV ) by (z1, z2, · · · , zn+3) ∈ V (resp.
[z1 : z2 : · · · : zn+3] ∈ PV ).
Proposition 3.4. With Notation 3.3, the base locus Cx of IIX,x at x ∈ X is expressed
as follows. Let v = [v1 : v2 : · · · : vn+3] be another point in PV . Then the line
lx,v ⊂ PV connecting the two points x and v is contained in X if and only if
ϕ1(x+ tv) = 0 and ϕ2(x+ tv) = 0 for every t ∈ C.
Since x ∈ X, the conditions above are equivalent to four equalities:
(3.1) x1v1 + x2v2 + · · ·+ xn+3vn+3 = 0, λ1x1v1 + λ2x2v2 + · · ·+ λn+3xn+3vn+3 = 0,
(3.2) v21 + v
2
2 + · · ·+ v
2
n+3 = 0, andλ1v
2
1 + λ2v
2
2 + · · ·+ λn+3v
2
n+3 = 0.
Geometrically (3.1) means the line lx,v is tangent to X at x. So two equations in
(3.2) (with (3.1)) define two quadric hypersurfaces in the projectivized tangent space
PTx(X) at x. Their intersection is the base locus Cx of IIX,x.
Definition 3.5. Let us define the discriminant of second fundamental form IIX,x at
x. We define the orthogonal space x⊥ ⊂ V of x as
x⊥ϕ1 ∩ x⊥ϕ2 ⊂ V .
If we take an n-dimensional vector subspace Wx ⊂ x
⊥ complementary to the line x̂ ⊂
x⊥ (i.e. x⊥ = Wx⊕x̂), then we can identifyWx with the tangent space Tx(X) at x. So
we regard the second fundamental form IIX,x as the linear subspace in P(Sym
2(W ∗x ))
generated by the restrictions ϕ1|Wx and ϕ2|Wx. Then, by (i) of Proposition 2.23, the
class
[det(sϕ1|Wx − tϕ2|Wx)] ∈ P(Bn) ∪ {0}
is well-defined and denoted by
D(IIX,x, ϕ1, ϕ2).
We call it the discriminant of IIX,x (with respect to ϕ1 and ϕ2).
Proposition 3.6. The discriminant D(IIX,x, ϕ1, ϕ2) of IIX,x does not depend on the
choice of Wx.
Proof. Consider the quotient space x⊥/x̂. For a coset v + x̂ ∈ x⊥/x̂, define
ϕ˜1(v + x̂) := ϕ1(v) and ϕ˜2(v + x̂) := ϕ2(v).
Then ϕ˜i is well-defined since Bϕi(u,v) = 0 for every u ∈ x̂, v ∈ x
⊥, and i ∈ {1, 2}.
So there is a canonical isomorphism
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h :Wx → x
⊥/x̂
that sendsw ∈ Wx tow+x̂ ∈ x
⊥/x̂ and the pull-back of ϕ˜i through h is exactly ϕi|Wx.
Hence, for another subspace W ′x ⊂ x
⊥ complementary to x̂, there is an isomorphism
betweenW ′x andWx such that the pull-backs of ϕ1|Wx and ϕ2|Wx are exactly ϕ1|W ′x and
ϕ2|W ′x respectively. Then the discriminant D(IIX,x, ϕ1, ϕ2) ∈ P(Bn) is well-defined by
(i) of Proposition 2.23. 
Lemma 3.7. For any x = [x1 : x2 : · · · : xn+3] ∈ X, with Notation 3.3, at least
three xi must be nonzero. When xn+1, xn+2, xn+3 of x are nonzero, we can take Wx
as x⊥ ∩H where
H = {(v1, v2, . . . , vn+3) ∈ V | vn+1 = 0}.
Then there is a natural basis e′1, e
′
2, . . . , e
′
n of Wx such that
e′i = ei −
(λn+3 − λi)xi
(λn+3 − λn+2)xn+2
en+2 −
(λn+2 − λi)xi
(λn+2 − λn+3)xn+3
en+3
for 1 ≤ i ≤ n. As a result,
(3.3)
ϕ1|Wx(
∑
zie
′
i) =
n∑
i=1
(
λn+2
(λn+3 − λi)
2x2i
(λn+3 − λn+2)2x
2
n+2
+ λn+3
(λn+2 − λi)
2x2i
(λn+3 − λn+2)2x
2
n+3
+ λi
)
z2i
+
∑
1≤i<j≤n
(
λn+2
(λn+3 − λi)(λn+3 − λj)xixj
(λn+3 − λn+2)2x
2
n+2
+ λn+3
(λn+2 − λi)(λn+2 − λj)xixj
(λn+3 − λn+2)2x
2
n+3
)
2zizj
and
(3.4)
ϕ2|Wx(
∑
zie
′
i) =
n∑
i=1
( (λn+3 − λi)2x2i
(λn+3 − λn+2)2x2n+2
+
(λn+2 − λi)
2x2i
(λn+3 − λn+2)2x2n+3
+ 1
)
z2i
+
∑
1≤i<j≤n
((λn+3 − λi)(λn+3 − λj)xixj
(λn+3 − λn+2)2x2n+2
+
(λn+2 − λi)(λn+2 − λj)xixj
(λn+3 − λn+2)2x2n+3
)
2zizj.
Proof. If only one or two xi are nonzero, to make the sums
∑
x2i and
∑
λix
2
i vanish,
every xi must be zero since λi’s are distinct complex numbers. Thus, without loss of
generality, we can assume xn+1xn+2xn+3 6= 0 and take Wx as in the statement.
On the other hand, v = (v1, v2, . . . , vn+3) ∈ V is contained in x
⊥ if and only if v
satisfies
∑
xivi = 0 and
∑
λixivi = 0. Equivalently v ∈ x
⊥ if and only if
vn+2 = −
n+1∑
i=1
(λn+3 − λi)xi
(λn+3 − λn+2)xn+2
vi and vn+3 = −
n+1∑
i=1
(λn+2 − λi)xi
(λn+2 − λn+3)xn+3
vi
(as long as xn+2xn+3 6= 0). Let
e′i := ei −
(λn+3 − λi)xi
(λn+3 − λn+2)xn+2
en+2 −
(λn+2 − λi)xi
(λn+2 − λn+3)xn+3
en+3
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for 1 ≤ i ≤ n. Then e′1, e
′
2, . . . , e
′
n generate Wx and give the formulas (3.3) and (3.4)
in the statement. 
Proposition 3.8. With Notation 3.3, the discriminant D(IIX,x, ϕ1, ϕ2) at x is rep-
resented by the binary form
(3.5)
1
t2
n+3∑
i=1
λ2ix
2
i
∏n+3
j=1 (λjs− t)
(λis− t)
∈ Bn,
which is equivalent to
(3.6)
n+1∑
i=1
(
(λi − λn+2)(λi − λn+3)x
2
i
∏n+1
j=1 (λjs− t)
(λis− t)
)
∈ Bn
and equivalent to
(3.7)
n∑
k=0
(
(−1)n−k
( n+1∑
i=1
(λi − λn+2)(λi − λn+3)x
2
iΓ
k
i
)
sktn−k
)
where Γ0i := 1 and
Γki :=
∑
1 ≤ j1 < · · · < jk ≤ n+ 1
i /∈ {j1, · · · , jk}
λj1 · · ·λjk
for 1 ≤ k ≤ n.
Proof. Firstly, we show that (3.5) equals to (3.6). Let
f :=
n+3∑
i=1
λ2ix
2
i
(λis− t)
in (3.5). Note that the rest part
∏n+3
j=1 (s−λjt) in (3.5) does not depend on the index
i. Since x ∈ X , it satisfies
∑
x2i = 0 and
∑
λix
2
i = 0, which are equivalent to
(3.8) x2n+2 = −
n+1∑
i=1
(λn+3 − λi)
(λn+3 − λn+2)
x2i and x
2
n+3 = −
n+1∑
i=1
(λn+2 − λi)
(λn+2 − λn+3)
x2i .
By (3.8),
f =
n+1∑
i=1
( λ2ix2i
(λis− t)
−
(λn+3 − λi)λ
2
n+2x
2
i
(λn+3 − λn+2)(λn+2s− t)
+
(λn+2 − λi)λ
2
n+3x
2
i
(λn+3 − λn+2)(λn+3s− t)
)
=
n+1∑
i=1
x2i
( λ2i
(λis− t)
−
(λn+2λn+3 − λiλn+2 − λiλn+3)t+ λiλn+2λn+3s
(λn+2s− t)(λn+3s− t)
)
=
n+1∑
i=1
x2i
( (λi − λn+2)(λi − λn+3)t2
(λis− t)(λn+2s− t)(λn+3s− t)
)
.
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This implies the equality between (3.5) and (3.6). Hence, it is enough to show that
D(IIX,x, ϕ1, ϕ2) is represented by (3.6) since (3.7) is a rearrangement of (3.6).
We choose Wx ⊂ x
⊥ to describe D(IIX,x, ϕ1, ϕ2) first. Without lose of generality,
suppose that xn+1, xn+2, xn+3 of x are nonzero and take Wx as in Lemma 3.7. Let
M be the symmetric matrix corresponding to the quadratic form sϕ1|Wx − tϕ2|Wx.
Throughout the rest of this proof, we will directly show that det(M) = det(sϕ1|Wx −
tϕ2|Wx) is a constant multiple of (3.6) by applying elementary row and column oper-
ations to M several times.
Each (i, j)-entry Mij of M is defined as
sϕ1|Wx(e
′
i, e
′
j)− tϕ2|Wx(e
′
i, e
′
j).
From (3.3) and (3.4), the (i, j)-entry Mij with i 6= j is equal to
(λn+2s− t)
(λn+3 − λi)(λn+3 − λj)xixj
(λn+3 − λn+2)2x2n+2
+ (λn+3s− t)
(λn+2 − λi)(λn+2 − λj)xixj
(λn+3 − λn+2)2x2n+3
.
If i = j,
Mii = (λn+2s− t)
(λn+3 − λi)
2x2i
(λn+3 − λn+2)2x2n+2
+ (λn+3s− t)
(λn+2 − λi)
2x2i
(λn+3 − λn+2)2x2n+3
+ (λis− t).
Thus Mij is decomposed into three parts, i.e. Mij = Aij +Bij + Cij where
(3.9) Aij := (λn+2s− t)
(λn+3 − λi)(λn+3 − λj)xixj
(λn+3 − λn+2)2x2n+2
,
(3.10) Bij := (λn+3s− t)
(λn+2 − λi)(λn+2 − λj)xixj
(λn+3 − λn+2)2x2n+3
,
and
Cii := (λis− t). (Cij = 0 if i 6= j.)
Then
M =


A11 +B11 + C11 A12 +B12 · · · A1n +B1n
A21 +B21 A22 +B22 + C22 · · · A2n +B2n
...
...
. . .
...
An1 +Bn1 An2 +Bn2 · · · Ann +Bnn + Cnn

 .
Next purpose is omitting most of Aij and Bij terms by subtracting appropriate lin-
ear combination of the first and second rows from other rows. We will work under the
assumption that at least two among x1, x2, . . . , xn are nonzero. If all xi for 1 ≤ i ≤ n
(or except one) are zero, most of the terms in M vanish and all computations become
easier. Let us assume x1 6= 0 and x2 6= 0.
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We apply row operations to M first. From (3.9),
Aij =
( (λn+3 − λi)xi
(λn+3 − λ1)x1
)
A1j
for any i, j and the number
(λn+3 − λi)xi
(λn+3 − λ1)x1
is independent of j. So we can remove all
Aij for i ≥ 2 by subtracting constant multiple of the first row from other rows. The
resulting matrix is
M′ :=


A11 +B11 + C11 A12 +B12 A13 +B13 · · · A1n +B1n
B′21 + C
′
21 B
′
22 + C22 B
′
23 · · · B
′
2n
B′31 + C
′
31 B
′
32 B
′
33 + C33 · · · B
′
3n
...
...
...
. . .
...
B′n1 + C
′
n1 B
′
n2 B
′
n3 · · · B
′
nn + Cnn


where
(3.11) B′ij := Bij−
( (λn+3 − λi)xi
(λn+3 − λ1)x1
)
B1j = (λn+3s−t)
(λ1 − λi)(λn+2 − λj)xixj
(λn+3 − λn+2)(λn+3 − λ1)x
2
n+3
and
C ′i1 := −
( (λn+3 − λi)xi
(λn+3 − λ1)x1
)
(λ1s− t)
for i ≥ 2. Similarly, by the relations
B′ij =
( (λ1 − λi)xi
(λ1 − λ2)x2
)
B′2j
and
B1j =
((λn+2 − λ1)(λn+3 − λ1)x1
(λn+3 − λn+2)(λ1 − λ2)x2
)
B′2j
from (3.11) and (3.10), we also remove B′ij (for i ≥ 3) and B1j by subtracting constant
multiple of the second row from other rows. The resulting matrix is
M′′ :=


A11 + C
′
11 A12 + C
′
12 A13 A14 · · · A1n
B′21 + C
′
21 B
′
22 + C22 B
′
23 B
′
24 · · · B
′
2n
C ′′31 C
′′
32 C33 0 · · · 0
C ′′41 C
′′
42 0 C44 · · · 0
...
...
...
...
. . .
...
C ′′n1 C
′′
n2 0 0 · · · Cnn


where
(3.12) C ′′i1 := C
′
i1 −
( (λ1 − λi)xi
(λ1 − λ2)x2
)
C ′21 =
(λ2 − λi)xi
(λ1 − λ2)x1
(λ1s− t),
C ′′i2 := −
( (λ1 − λi)xi
(λ1 − λ2)x2
)
(λ2s− t)
16 YEWON JEONG
for i ≥ 3,
(3.13) C ′11 := (λ1s− t)−
((λn+2 − λ1)(λn+3 − λ1)x1
(λn+3 − λn+2)(λ1 − λ2)x2
)
C ′21
=
(λn+3 − λ1)(λn+2 − λ2)
(λn+3 − λn+2)(λ1 − λ2)
(λ1s− t),
and
C ′12 := −
((λn+2 − λ1)(λn+3 − λ1)x1
(λn+3 − λn+2)(λ1 − λ2)x2
)
(λ2s− t).
Now we remove A1j and B
′
2j for j ≥ 3 by subtracting constant multiple of the j-th
row from the first and second rows. The resulting matrix is
M′′′ :=


P Q 0 0 · · · 0
R S 0 0 · · · 0
∗ ∗ (λ3s− t) 0 · · · 0
∗ ∗ 0 (λ4s− t) · · · 0
...
...
...
...
. . .
...
∗ ∗ 0 0 · · · (λns− t)


where
P := (A11 + C
′
11)−
n∑
j=3
A1j
Cjj
C ′′j1,
Q := (A12 + C
′
12)−
n∑
j=3
A1j
Cjj
C ′′j2,
R := (B′21 + C
′
21)−
n∑
j=3
B′2j
Cjj
C ′′j1,
and
S := (B′22 + C
′
22)−
n∑
j=3
B′2j
Cjj
C ′′j2.
Then, by (3.12),
P = C ′11 −
n∑
i=1
(λn+3 − λ1)(λn+3 − λi)(λ2 − λi)(λ1s− t)(λn+2s− t)x
2
i
(λ1 − λ2)(λn+3 − λn+2)2(λis− t)x2n+2
.
If we apply (3.8) to (3.13), then
C ′11 =
(λn+3 − λ1)(λn+2 − λ2)(λ1s− t)
(λ1 − λ2)(λn+3 − λn+2)x
2
n+2
x2n+2
= −
n+1∑
i=1
(λn+3 − λ1)(λn+3 − λi)(λn+2 − λ2)(λ1s− t)
(λ1 − λ2)(λn+3 − λn+2)2x2n+2
x2i .
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As a result,
P = −
n∑
i=1
(λn+3 − λ1)(λn+3 − λi)(λn+2 − λi)(λ1s− t)(λ2s− t)
(λ1 − λ2)(λn+3 − λn+2)2(λis− t)x
2
n+2
x2i
−
(λn+3 − λ1)(λn+3 − λn+1)(λn+2 − λ2)(λ1s− t)
(λ1 − λ2)(λn+3 − λn+2)2x2n+2
x2n+1.
By similar computations, we obtain the following formulas:
P =
−1
(λn+3 − λn+2)2x
2
n+2
((λn+3 − λ1)(λn+3 − λn+1)(λn+2 − λ2)(λ1s− t)
(λ1 − λ2)
x2n+1 + F
)
,
Q =
x1(x2)
−1
(λn+3 − λn+2)2x
2
n+2
((λn+3 − λ1)(λn+3 − λn+1)(λn+2 − λ1)(λ2s− t)
(λ1 − λ2)
x2n+1 + F
)
,
R =
−(x1)
−1x2
(λn+3 − λn+2)x
2
n+3
((λn+3 − λ2)(λn+2 − λn+1)(λ1s− t)
(λn+3 − λ1)
x2n+1 +G
)
,
and
S =
1
(λn+3 − λn+2)x2n+3
(
(λn+2 − λn+1)(λ2s− t)x
2
n+1 +G
)
where
F =
n∑
i=1
(λn+3 − λ1)(λn+3 − λi)(λn+2 − λi)(λ1s− t)(λ2s− t)
(λ1 − λ2)(λis− t)
x2i
and
G =
n∑
i=1
(λn+3 − λi)(λn+2 − λi)(λ1s− t)(λ2s− t)
(λn+3 − λ1)(λis− t)
x2i .
Since
(3.14) det(M) = det(M′′′) = (PS −QR)
n∏
j=3
(λjs− t),
we need to compute the term (PS −QR).
On the other hand, let
P ′ := (λn+3 − λn+2)
2x2n+2P,
Q′ :=
(λn+3 − λn+2)
2x2x
2
n+2
x1
Q,
R′ :=
(λn+3 − λn+2)x1x
2
n+3
x2
R,
and
S ′ := (λn+3 − λn+2)x
2
n+3S.
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Then
P ′ +Q′ = −(λn+3 − λ1)(λn+3 − λn+1)(λn+2s− t)x
2
n+1
and
R′ + S ′ = −
(λ1 − λ2)(λn+2 − λn+1)(λn+3s− t)
(λn+3 − λ1)
x2n+1.
Since
(3.15) P ′S ′−Q′R′ = (P ′+Q′)S ′−Q′(R′+S ′) = (λn+3 − λn+2)
3x2n+2x
2
n+3(PS−QR),
we compute (P ′ +Q′)S ′ −Q′(R′ + S ′) instead of (PS −QR).
By computing the coefficient of x2ix
2
n+1 in (P
′ +Q′)S ′ −Q′(R′ + S ′),
(P ′ +Q′)S ′ −Q′(R′ + S ′) =
− (λn+3 − λn+2)x
2
n+1
n+1∑
i=1
(
(λn+3 − λi)(λn+2 − λi)
(λ1s− t)(λ2s− t)(λn+1s− t)
(λis− t)
x2i
)
.
(3.16)
Then
det(M) =
−x2n+1
(λn+3 − λn+2)2x2n+2x
2
n+3
n+1∑
i=1
(
(λi − λn+2)(λi − λn+3)x
2
i
∏n+1
j=1 (λjs− t)
(λis− t)
)
.
by (3.14), (3.15) and (3.16). Therefore, det(sϕ1|Wx − tϕ2|Wx) = det(M) is a constant
multiple of (3.6) in the statement. 
Proposition 3.9. The binary form (3.6) in Proposition 3.8 is not identically zero
for any x ∈ X. Hence, the map sending x ∈ X to the discriminant D(IIX,x, ϕ1, ϕ2) ∈
P(Bn) defines a morphism
θ(ϕ1,ϕ2) : X → P(Bn)
called the discriminant map on X with respect to the pair (ϕ1, ϕ2). The discriminant
map θ(ϕ1,ϕ2) satisfies the following properties.
(i) Let sq : PV → PV be the morphism sending v = [v1 : v2 : · · · : vn+3] ∈ PV to
[v21 : v
2
2 : · · · : v
2
n+3] ∈ PV . Then the image sq(X) is a linear subspace of codimension
two in PV and there is a linear isomorphism
θ′(ϕ1,ϕ2) : sq(X) ⊂ PV → P(Bn)
such that θ(ϕ1,ϕ2) = θ
′
(ϕ1,ϕ2)
◦ sq|X . Therefore, θ(ϕ1,ϕ2) is surjective as a set map.
(ii) For each class [c0s
0tn + c1s
1tn−1 + · · ·+ cns
nt0] ∈ P(Bn), its inverse image
θ−1(ϕ1,ϕ2)([c0s
0tn + c1s
1tn−1 + · · ·+ cns
nt0]) ⊂ X
through θ(ϕ1,ϕ2) is the finite set
{[v1 : v2 : · · · : vn+3] ∈ PV | v
2
i =
c0λni +c1λ
n−1
i +···+cnλ
0
i∏
j 6=i(λi−λj)
, 1 ≤ i ≤ n+ 3}.
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Proof. Recall (3.7) in Proposition 3.8, which is
(3.17)
n∑
k=0
(
(−1)n−k
( n+1∑
i=1
(λi − λn+2)(λi − λn+3)x
2
iΓ
k
i
)
sktn−k
)
where Γ0i := 1 and
Γki :=
∑
1 ≤ j1 < · · · < jk ≤ n+ 1
i /∈ {j1, · · · , jk}
λj1 · · ·λjk .
When we denote by ak the coefficient of s
ktn−k in (3.17), we obtain an (n+1)×(n+1)
matrix Λ such that
(3.18) Λ ·


x21
x22
...
x2n+1

 =


a0
a1
...
an

 ,
i.e., the j-th column of Λ is

(−1)n(λj − λn+2)(λj − λn+3)Γ
0
j
(−1)n−1(λj − λn+2)(λj − λn+3)Γ
1
j
...
(−1)0(λj − λn+2)(λj − λn+3)Γ
n
j

 .
Let Λ′ be an (n+ 1)× (n+ 1) matrix with (i, j)-entry
Λ′ij = (−1)
nλn+1−ji ·
∏
k′ 6=i
(λi − λk′)
−1
where k′ varies from 1 to n+3 except i. Note that the (i, j)-entry of the matrix Λ′Λ
is
(λj − λn+2)(λj − λn+3) ·
∏
k′′ 6=j
(λi − λk′′) ·
∏
k′ 6=i
(λi − λk′)
−1
where k′′ varies from 1 to n + 1 except j. Thus Λ′Λ equals to the (n + 1)× (n + 1)
identity matrix, and Λ is invertible.
To see that (3.17) is not identically zero, suppose that all cj ’s are zero. Then each
xi must be zero for 1 ≤ i ≤ n + 1 since Λ is invertible. This contradicts to the fact
that x = [x1 : x2 : · · · : xn+3] is a point in X . So the discriminant D(IIX,x, ϕ1, ϕ2)
can not be identically zero, and the discriminant map θ(ϕ1,ϕ2) is well-defined. To
conclude, the assertion in (i) is a direct interpretation of (3.18) and the assertion in
(ii) is obtained by multiplying both sides in (3.18) by Λ−1. 
From (ii) of Proposition 3.9, we obtain a purely combinatorial proposition:
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Proposition 3.10. Let l1, l2, · · · , ln+3, a1, a2, · · · , an be distinct complex numbers
with n ≥ 3. Then
n+3∑
i=1
Pi
Qi
= 0 and
n+3∑
i=1
li
Pi
Qi
= 0 where Pi =
n∏
l=1
(li − al) and Qi =∏
j 6=i
(li − lj).
Proof. Let V be a complex vector space of dimension n+3 with coordinates z1, z2, . . . , zn+3.
Consider a subvariety X ′ ⊂ PV defined by
(3.19) ϕ′1 = l1z
2
1 + l2z
2
2 + · · ·+ ln+3z
2
n+3 = 0 and ϕ
′
2 = z
2
1 + z
2
2 + · · ·+ z
2
n+3 = 0,
and a point x′ = [x′1 : x
′
2 : . . . : x
′
n+3] ∈ X
′ such that the roots of D(IIX′,x′, ϕ
′
1, ϕ
′
2) are
exactly [1 : a1], [1 : a2], . . . , [1 : an] ∈ P(C
2). This is possible since the discriminant
map
θ(ϕ′1,ϕ′2) : X
′ → P(Bn)
of X ′ is surjective as a set map, see (i) of Proposition 3.9. Then (ii) of Proposition
3.9 says
(3.20)
[
(x′1)
2 : (x′2)
2 : · · · : (x′n+3)
2
]
=
[P1
Q1
:
P2
Q2
: · · · :
Pn+3
Qn+3
]
∈ P(Cn+3).
Combining (3.19) and (3.20), we obtain
n+3∑
i=1
Pi
Qi
= 0 and
n+3∑
i=1
li
Pi
Qi
= 0. 
Proposition 3.11. Let ϕ′1 = aϕ1 + bϕ2 ∈ Φ̂X and ϕ
′
2 = cϕ1 + dϕ2 ∈ Φ̂X with
ad− bc = 1, then the discriminant map θ(ϕ′1,ϕ′2) : X → P(Bn) with respect to (ϕ
′
1, ϕ
′
2)
sends x ∈ X to [
a b
c d
]
. θ(ϕ1,ϕ2)(x) ∈ P(Bn)
where the SL(2,C)-action on P(Bn) is as in Definition 2.24.
Proof. In Proposition 3.9, if the discriminant map θ(ϕ1,ϕ2) : X → P(Bn) sends x ∈ X
to
[(τ1s− σ1t)(τ2s− σ2t) · · · (τns− σnt)] ∈ P(Bn),
then the degenerate elements in IIX,x are the quadrics on Tx(X) induced by
[σ1ϕ1 − τ1ϕ2], [σ2ϕ1 − τ2ϕ2], . . . , [σnϕ1 − τnϕ2] ∈ ΦX .
Since
(cτi + dσi)ϕ
′
1 − (aτi + bσi)ϕ
′
2 = (ad− bc)(σiϕ1 − τiϕ2) = σiϕ1 − τiϕ2,
the discriminant map θ(ϕ′1,ϕ′2) : X → P(Bn) with respect to (ϕ
′
1, ϕ
′
2) sends x to[(
(aτ1 + bσ1)s− (cτ1 + dσ1)t
)
· · ·
(
(aτn + bσn)s− (cτn + dσn)t
)]
∈ P(Bn),
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which is exactly [
a b
c d
]
. θ(ϕ1,ϕ2)(x) ∈ P(Bn).

Definition 3.12. When X ⊂ Pn+2 is a nonsingular intersection of two quadric hy-
persurfaces, let Xo ⊂ X be the Zariski open subset on which the second fundamental
forms are nonsingular in the sense of Definition 2.8. Then we define a morphism
µX : Xo →MPQn
assigning the isomorphism class [IIX,x] ∈M
PQ
n to x ∈ X
o and call it the moduli map
of second fundamental forms on X .
Proposition 3.13. With notations in Definition 3.12, there is a commutative dia-
gram
Xo
θ(ϕ1,ϕ2)|Xo−−−−−−−−→ θ(ϕ1,ϕ2)(X
o) = P(Bn)
o ⊂ P(Bn)yµX
yq|P(Bn)o
MPQn
D˜
−−−−−−−−→ MBFn
where q is as in Definition 2.25.
Now we are ready to prove the main result in this section, which is Theorem 1.2
in the introduction.
Theorem 3.14. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hypersur-
faces with n ≥ 3. Then the morphism µX : Xo →MPQn is dominant. In particular,
given any two nonsingular varieties X,X ′ ⊂ Pn+2 defined as the intersections of two
quadric hypersurfaces, we can always find a biholomorphic map f : M →M ′ between
some Euclidean open subsets M ⊂ X and M ′ ⊂ X ′ such that µM = µM
′
◦ f.
Proof. By Proposition 3.9, the discriminant map θ(ϕ1,ϕ2) is a dominant morphism.
Composing θ(ϕ1,ϕ2)|Xo with q|P(Bn)o in the commutative diagram in Proposition 3.13,
the map
q|P(Bn)o ◦ θ(ϕ1,ϕ2)|Xo = D˜ ◦ µ
X : Xo →MBFn
is immediately a dominant morphism. Since D˜ is an isomorphism, µX is also a
dominant morphism. For the second assertion, we can find such a biholomorphic map
since θ(ϕ1,ϕ2) is finite. Consider a small Euclidean open subset U ⊂ P(Bn) \Z. If U is
small enough, there are open subsets M ⊂ X and M ′ ⊂ X ′ on which the restrictions
θ(ϕ1,ϕ2)|M and θ(ϕ′1,ϕ′2)|M ′ are biholomorphic maps onto U . Then the composition
f := (θ(ϕ′1,ϕ′2)|M ′)
−1 ◦ (θ(ϕ1,ϕ2)|M) : M → M
′
satisfies µM = µM
′
◦ f . 
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Remark 3.15. Recall that the moduli of nonsingular intersections of two quadric
hypersurfaces in Pn+2 is equivalent to MPQn+3, which is isomorphic to M
BF
n+3. Since
the dimension of MBFn+3 is n, these moduli spaces are nontrivial for positive n. So,
Theorem 1.2 gives a negative answer to Question 1.1.
Remark 3.16. Proposition 3.9 does not imply that every type of pencils of quadrics
on a complex vector space of dimension n appear on X . The result only says that all
types of nonsingular pencils of quadrics can appear on X . By the language of Segre
symbols, one can show that not every singular pencil of quadrics can be realized as
the second fundamental form at some point of a given X .
4. Three-dimensional subspaces poised by a pencil of quadrics
Definition 4.1. Let W be a complex vector space of dimension n ≥ 3. We say that
a pair (ϕ1, ϕ2) of quadratic forms on W is nonsingular if ϕ1 and ϕ2 are linearly
independent nondegenerate quadratic forms generating a nonsingular pencil of qua-
dratic forms, which is denoted by Φ(ϕ1,ϕ2) ⊂ P(Sym
2(W ∗)). For a nonsingular pencil
of quadratic forms Φ ⊂ P(Sym2(W ∗)), we also say the pair (ϕ1, ϕ2) is a good pair of
Φ if Φ(ϕ1,ϕ2) = Φ.
Definition 4.2. Let (ϕ1, ϕ2) be a nonsingular pair of quadratic forms on W . Here
we define some notions induced by the pair. Firstly, we fix a standard basis B =
{w1,w2, . . . ,wn} of W with respect to (ϕ1, ϕ2) such that
ϕ1(
∑
ziwi) =
∑
αiz
2
i and ϕ2(
∑
ziwi) =
∑
z2i
where [1 : α1], [1 : α2], . . . , [1 : αn] ∈ P(C
2) are the n distinct roots of the discriminant
det(sϕ1 − tϕ2). (See Proposition 2.12 and Definition 2.13.) We say a vector u =∑
uiwi in W is (ϕ1, ϕ2)-general if ui 6= 0 for all i and we say z ∈ P(W ) is (ϕ1, ϕ2)-
general if z = [u] ∈ P(W ) for a (ϕ1, ϕ2)-general vector u ∈ W . In addition, let
α(ϕ1,ϕ2) : W → W
be the linear map sending
∑
ziwi ∈ W to
∑
αiziwi ∈ W .
Remark 4.3. The notions defined in Definition 4.2 depend on neither of the order
of αi’s nor the choice of a standard basis B. Moreover, for a nonsingular pencil
Φ ⊂ P(Sym2(W ∗)) and its good pairs (ϕ1, ϕ2) and (ϕ
′
1, ϕ
′
2), a vector u ∈ W is
(ϕ1, ϕ2)-general if and only if u is (ϕ
′
1, ϕ
′
2)-general.
Definition 4.4. For a nonsingular pencil Φ ⊂ P(Sym2(W ∗)), we say z ∈ P(W ) is
Φ-general if z is (ϕ1, ϕ2)-general for a good pair (ϕ1, ϕ2) of Φ.
Proposition 4.5. Let (ϕ1, ϕ2) be a nonsingular pair of quadratic forms on W and
let u ∈ W be a (ϕ1, ϕ2)-general vector. Then u, α(ϕ1,ϕ2)(u), and (α(ϕ1,ϕ2))
2(u) are
linearly independent.
Proof. Consider the basis {w1,w2, . . . ,wn} ofW in Definition 4.2. Then u =
∑
uiwi
for some nonzero ui’s in C. It is enough to show det(M) 6= 0 where M = (Mkl) is a
3× 3 matrix given by Mkl = uk(αk)
l−1 for k, l ∈ {1, 2, 3}. By simple computing,
det(M) = u1u2u3(α1 − α2)(α2 − α3)(α3 − α1)
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and this is nonzero since αk’s are distinct and ui’s are nonzero. 
Notation 4.6. Given a nonsingular pair (ϕ1, ϕ2) of quadratic forms on W and a
(ϕ1, ϕ2)-general vector u ∈ W , we denote by
P(ϕ1,ϕ2)(u) ∈ Gr(3,W )
the vector subspace generated by u, α(ϕ1,ϕ2)(u), and (α(ϕ1,ϕ2))
2(u).
Proposition 4.7. With notations in Notation 4.6, P(ϕ1,ϕ2)(u) = P(cϕ1,cϕ2)(u) ∈
Gr(3,W ) for any c ∈ C \ {0}.
Proof. Since the discriminant polynomials det(sϕ1 − tϕ2) and det
(
s(cϕ1) − t(cϕ2)
)
in s and t have the same roots in P(C2), the linear maps α(ϕ1,ϕ2) and α(cϕ1,cϕ2) are
same. 
Definition 4.8. For a nonsingular pair (ϕ1, ϕ2) of quadratic forms on W , we say
P ∈ Gr(3,W ) is poised by (ϕ1, ϕ2) if P = P(ϕ1,ϕ2)(u) for some (ϕ1, ϕ2)-general vector
u ∈ W . Denote by
S(ϕ1,ϕ2) ⊂ Gr(3,W )
the set of three-dimensional subspaces poised by (ϕ1, ϕ2).
Proposition 4.9. Let (ϕ1, ϕ2) be a nonsingular pair of quadratic forms on W and
let u,u′ ∈ W be two (ϕ1, ϕ2)-general vectors. When dim(W ) = n ≥ 4, P(ϕ1,ϕ2)(u) =
P(ϕ1,ϕ2)(u
′) if and only if [u] = [u′] ∈ P(W ).
Proof. With notations in Definition 4.2, u =
∑
uiwi and u
′ =
∑
u′iwi for some
nonzero ui, u
′
i ∈ C. Let α := α(ϕ1,ϕ2) for simplicity. Let us consider an n × n matrix
M = (Mij) with Mij = α
i−1
j uj, which is close to an n × n Vandermonde matrix
M′ = (M′ij) with M
′
ij = α
i−1
j . Then
det(M) = u1u2 · · ·un det(M
′)
and the determinant of the Vandermonde matrix M′ is∏
1≤i<j≤n
(αi − αj)
up to sign. SoM is invertible since αi’s are distinct and ui’s are nonzero. Hence, the
vectors u, α(u), α2(u), · · · , αn−1(u) are linearly independent. If u′ is contained in
P(ϕ1,ϕ2)(u), then
u′ = c0u+ c1α(u) + c2α
2(u) ∈ W
for some c0, c1, c2 ∈ C. Note that u, α(u), α
2(u), and α3(u) must be linearly inde-
pendent for n ≥ 4. Thus, to make both of α(u′) = c0α(u) + c1α
2(u) + c2α
3(u) and
α2(u′) = c0α
2(u) + c1α
3(u) + c2α
4(u) belong to P(ϕ1,ϕ2)(u), the coefficients c2 and c1
must be zero. 
Proposition 4.9 says that the set S(ϕ1,ϕ2) is birational to P(W ) if dim(W ) ≥ 4.
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Notation 4.10. Let W be a complex vector space of dimension n ≥ 4. Given a
nonsingular pair (ϕ1, ϕ2) of quadratic forms on W , denote by
v(ϕ1,ϕ2) : S(ϕ1,ϕ2) → P(W )
the birational morphism sending P(ϕ1,ϕ2)(u) ∈ S(ϕ1,ϕ2) to [u] ∈ P(W ) where u ∈ W
is a (ϕ1, ϕ2)-general vector.
Proposition 4.11. Let (ϕ1, ϕ2) and (ϕ
′
1, ϕ
′
2) be two nonsingular pairs of quadratic
forms on W satisfying Φ(ϕ1,ϕ2) = Φ(ϕ′1,ϕ′2) ∈ Gr(1,P(Sym
2(W ∗))). Then S(ϕ1,ϕ2) =
S(ϕ′1,ϕ′2) in Gr(3,W ).
Proof. It is enough to show S(ϕ′1,ϕ′2) ⊂ S(ϕ1,ϕ2). Let {w1,w2, . . . ,wn} be a standard
basis for (ϕ1, ϕ2) as in Definition 4.2, i.e.
ϕ1(
∑
ziwi) =
∑
αiz
2
i
and
ϕ2(
∑
ziwi) =
∑
z2i
for distinct αi’s in C. Since two pairs (ϕ1, ϕ2) and (ϕ
′
1, ϕ
′
2) generate the same pencil
of quadrics, ϕ′1 = aϕ1 + bϕ2 and ϕ
′
2 = cϕ1 + dϕ2 for some complex numbers a, b, c, d
with ad− bc 6= 0. Then
(4.1) ϕ′1(
∑
ziwi) =
∑
(aαi + b)z
2
i
and
(4.2) ϕ′2(
∑
ziwi) =
∑
(cαi + d)z
2
i .
The terms (aαi + b) in (4.1) and (cαi + d) in (4.2) are nonzero for all i by the non-
degeneracy of ϕ′1 and ϕ
′
2.
Let α′i :=
aαi + b
cαi + d
6= 0. Then the roots of det(sϕ′1 − tϕ
′
2) are exactly
[1 : α′1], [1 : α
′
2], . . . , [1 : α
′
n] ∈ P(C
2).
If {w′1,w
′
2, . . . ,w
′
n} is a standard basis for (ϕ
′
1, ϕ
′
2) such that
ϕ′1(
∑
z′iw
′
i) =
∑
α′i(z
′
i)
2
and
ϕ′2(
∑
z′iw
′
i) =
∑
(z′i)
2,
then [w′i] = [wi] ∈ P(W ), see Corollary 2.14. So
α(ϕ1,ϕ2) : W → W
sends
∑
z′iw
′
i ∈ W to
∑
αiz
′
iw
′
i ∈ W while
α(ϕ′1,ϕ′2) : W → W
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sends
∑
z′iw
′
i ∈ W to
∑
α′iz
′
iw
′
i ∈ W . For convenience, let α
′ := α(ϕ′1,ϕ′2) and
α := α(ϕ1,ϕ2).
Now take P ∈ S(ϕ′1,ϕ′2). In other words, P is a three-dimensional vector subspace
generated by u, α′(u), (α′)2(u) ∈ W for some u =
∑
uiw
′
i ∈ W with nonzero ui’s.
Let
v :=
∑
(cαi + d)
−2uiw
′
i ∈ W ,
i.e. v =
∑
viw
′
i with vi = (cαi+ d)
−2ui 6= 0. Then v is (ϕ
′
1, ϕ
′
2)-general and (ϕ1, ϕ2)-
general. We will show
(4.3) P = P(ϕ1,ϕ2)(v) ∈ S(ϕ1,ϕ2).
Note
(4.4) u =
∑
(cαi + d)
2viw
′
i = c
2α2(v) + 2cdα(v) + d2v,
(4.5) α′(u) =
∑
(aαi + b)(cαi + d)viw
′
i = acα
2(v) + (ad+ bc)α(v) + bdv,
and
(4.6) (α′)2(u) =
∑
(aαi + b)
2viw
′
i = a
2α2(v) + 2abα(v) + b2v.
Then (4.3) is implied by (4.4), (4.5), and (4.6). 
Definition 4.12. For a nonsingular pencil Φ ⊂ P(Sym2(W ∗)), let
SΦ := S(ϕ1,ϕ2) ⊂ Gr(3,W )
where (ϕ1, ϕ2) is a good pair of Φ. We say P ∈ Gr(3,W ) is poised by Φ if P ∈ SΦ.
(Note that SΦ is well-defined by Proposition 4.11.)
Definition 4.13. Recall Definition 2.16 and consider the natural PGL(W )-action on
the product space
Gr(1,P(Sym2(W ∗)))×Gr(3,W ).
For (Φ, P ) ∈ Gr(1,P(Sym2(W ∗)))×Gr(3,W ) and T ∈ PGL(W ),
T.(Φ, P ) := (T ∗(Φ), T−1(P )) ∈ Gr(1,P(Sym2(W ∗)))×Gr(3,W ).
When pr1 : Gr(1,P(Sym
2(W ∗)))×Gr(3,W )→ Gr(1,P(Sym2(W ∗))) is the projection
on the first component, the inverse image
(pr1)
−1
(
Gr(1,P(Sym2(W ∗)))s
)
⊂ Gr(1,P(Sym2(W ∗)))×Gr(3,W )
is contained in the stable locus of the product space. So it has the orbit map
q˜ : (pr1)
−1
(
Gr(1,P(Sym2(W ∗)))s
)
→ (pr1)
−1
(
Gr(1,P(Sym2(W ∗)))s
)/
PGL(W ).
As in Definition 2.16, the orbit space
(pr1)
−1
(
Gr(1,P(Sym2(W ∗)))s
)/
PGL(W )
is defined independently of the choice of the n-dimensional vector space W . Let
M˜PQn :=(pr1)
−1
(
Gr(1,P(Sym2(W ∗)))s
)/
PGL(W ).
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We call it the refined moduli space ofMPQn and denote by πn the forgetful morphism
from M˜PQn to M
PQ
n induced by pr1.
Proposition 4.14. Let Φ be a nonsingular pencil of quadratic forms on W and let
(ϕ1, ϕ2) be a good pair of Φ. Then
(4.7) T−1(P(ϕ1,ϕ2)(u)) = P(T ∗(ϕ1),T ∗(ϕ2))(T
−1(u))
for any (ϕ1, ϕ2)-general vector u ∈ W and T ∈ GL(W ). Therefore,
(4.8) q˜({Φ} × SΦ) = q˜({Φ
′} × SΦ′)
if [Φ′] = [Φ] ∈MPGn .
Proof. Note that (T ∗(ϕ1), T
∗(ϕ2)) is a good pair of T
∗(Φ) since T ∗(ϕ1) and T
∗(ϕ1)
are nondegenerate quadratic forms and they generate T ∗(Φ), which is a nonsingular
pencil of quadratic forms on W . Then, by (i) of Proposition 2.23, the polynomials
det(T ∗(ϕ1)−tT
∗(ϕ2)) and det(ϕ1−tϕ2) in t have the same roots, say α1, α2, . . . , αn ∈
C. As in Definition 4.2, consider a standard basis {w1,w2, . . . ,wn} ofW with respect
to (ϕ1, ϕ2) such that
ϕ1(
∑
ziwi) =
∑
αiz
2
i and ϕ2(
∑
ziwi) =
∑
z2i .
Let
w′i := T
−1(wi)
for 1 ≤ i ≤ n. Then {w′1,w
′
2, . . . ,w
′
n} is a standard basis with respect to (T
∗(ϕ1), T
∗(ϕ2))
such that
T ∗(ϕ1)(
∑
z′iw
′
i) =
∑
αi(z
′
i)
2 and T ∗(ϕ2)(
∑
z′iw
′
i) =
∑
(z′i)
2.
Let u be a (ϕ1, ϕ2)-general vector, i.e. u =
∑
uiwi ∈ W with nonzero ui’s. Then
P(ϕ1,ϕ2)(u) ⊂W is generated by∑
uiwi,
∑
αiuiwi,
∑
α2iuiwi ∈ W .
Hence, T−1(P(ϕ1,ϕ2)(u)) is generated by T
−1(u) =
∑
uiw
′
i, T
−1(
∑
αiuiwi) =
∑
αiuiw
′
i,
and T−1(
∑
α2iuiwi) =
∑
α2iuiw
′
i. Therefore,
T−1(P(ϕ1,ϕ2)(u)) = P(T ∗(ϕ1),T ∗(ϕ2))(T
−1(u)) ⊂ S(T ∗(ϕ1),T ∗(ϕ2)).
If [Φ] = [Φ′] ∈MPQn , then Φ
′ = T ∗(Φ) for some T ∈ GL(W ). Since
q˜({Φ} × SΦ) = q˜({T
∗(Φ)} × {T−1(P ) | P ∈ SΦ}) = q˜({Φ
′} × {T−1(P ) | P ∈ SΦ}),
the equality (4.8) is implied by (4.7). 
Proposition 4.15. Let Φ be a general nonsingular pencil of quadratic forms on
W with dim(W ) = n ≥ 4. Consider the decomposition W = W1 ⊕ W2 ⊕ · · · ⊕
Wn induced by Φ and a basis {w
′
1,w
′
2, . . . ,w
′
n} of W such that each w
′
i generates
Wi ∈ Gr(1,W ). (See Corollary 2.14.) Then all projective automorphisms of P(W )
preserving Φ are given by orthogonal reflections in the vectors w′1,w
′
2, . . . ,w
′
n. In
particular, the number of such automorphisms is 2n−1.
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Proof. Let T be a projective automorphism of P(W ) that preserves Φ. Such a mor-
phism induces a projective automorphism of Φ ∼= P1 ⊂ P(Sym2(W ∗)) that preserves
the set of n degenerate elements in Φ. When n points in P1 are in general position,
only the identity automorphism on P1 can preserve the set of them as long as n > 3.
If Φ is general, then the degenerate elements in Φ are in general position, and T
must fix each element in Φ. Thus, T must take each Wi to Wi to fix each degen-
erate element in ΦY . Moreover, T must be given by an orthogonal reflection in the
vectors w′1,w
′
2, . . . ,w
′
n to fix every element in ΦY . Therefore, the number of such
automorphisms is 2n−1. 
Notation 4.16. For a nonsingular pair (ϕ1, ϕ2) of quadratic forms on W , let B =
{w1, w2, . . . ,wn} be a standard basis of W with respect to (ϕ1, ϕ2). We denote by
sqB : P(W )→ P(W )
the finite morphism that sends [
∑
ziwi] ∈ P(W ) to [
∑
z2iwi] ∈ P(W ). Note that sq
B
depends on the choice of B.
Proposition 4.17. Let Φ be a general nonsingular pencil of quadratic forms on W ,
dim(W ) = n > 3. Let (ϕ1, ϕ2) be a good pair of Φ. When the orbit map q˜ in
Definition 4.13 is restricted on the set
{Φ} × S(ϕ1,ϕ2) ⊂ {Φ} ×Gr(3,W ),
it becomes a finite covering map over its image and there is a unique birational mor-
phism
v˜B(ϕ1,ϕ2) : q˜({Φ} × SΦ)→ P(W )
that makes the following diagram commutative for a standard basis B = {w1,w2, . . . ,wn}
of W with respect to (ϕ1, ϕ2):
{Φ} × SΦ(∼= SΦ)
q˜|{Φ}×SΦ−−−−−−−−−→ q˜({Φ} × SΦ) ⊂ M˜
PQ
n
v(ϕ1,ϕ2)
y
yv˜B(ϕ1,ϕ2)
P(W )
sqB
−−−−−−−−−→ P(W ).
Proof. Let P(ϕ1,ϕ2)(u) ∈ SΦ for u =
∑
uiwi ∈ W . If such a morphism v˜
B
(ϕ1,ϕ2)
exists,
then v˜B(ϕ1,ϕ2) must send P(ϕ1,ϕ2)(u) to [
∑
u2iwi] ∈ P(W ). So it is enough to show that
v˜B(ϕ1,ϕ2) is well-defined and birational.
If Φ is general, then Proposition 4.15 says that all projective automorphisms of
P(W ) preserving Φ are given by orthogonal reflections in the vectors w1,w2, . . . ,wn
and the number of such automorphisms is 2n−1. Let Λ ⊂ GL(W ) be the set of
orthogonal reflections in w1,w2, . . . ,wn and let T ∈ Λ. Then T
∗(ϕ1) = ϕ1 and
T ∗(ϕ2) = ϕ2. By (4.7) in Proposition 4.14,
(4.9) T−1(P(ϕ1,ϕ2)(u)) = P(T ∗(ϕ1),T ∗(ϕ2))(T
−1(u)) = P(ϕ1,ϕ2)(T
−1(u)).
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Moreover, if T ′ = cT ∈ GL(W ) for some c ∈ C \ {0}, i.e. [T ′] = [T ] ∈ PGL(W ), then
(4.10) (T ′)−1(P(ϕ1,ϕ2)(u)) = P(c2ϕ1,c2ϕ2)(c
−1T−1(u)) = P(ϕ1,ϕ2)(T
−1(u))
by Propositions 4.7 and 4.9. Hence,
(4.11) (q˜|{Φ}×SΦ)
−1
(
[(Φ,P(ϕ1,ϕ2)(u)]
)
=
{(
Φ,P(ϕ1,ϕ2)(T
−1(u))
)
| T ∈ Λ
}
.
Since
sqB ◦ v(ϕ1,ϕ2)
(
P(ϕ1,ϕ2)(T
−1(u))
)
= sqB ◦ v(ϕ1,ϕ2)
(
P(ϕ1,ϕ2)(u)
)
∈ P(W )
for any T ∈ Λ, the morphism v˜B(ϕ1,ϕ2) is well-defined.
On the other hand, the number of elements in
{[T−1(u)] ∈ P(W ) | T ∈ Λ} ⊂ P(W )
is exactly 2n−1, and the number of elements in (4.11) is also 2n−1 by Proposition 4.9.
Therefore, v˜B(ϕ1,ϕ2) is a birational morphism since sq
B|v(ϕ1,ϕ2)(SΦ) and q˜|{Φ}×SΦ are 2
n−1
to 1 morphisms and v(ϕ1,ϕ2) is a birational morphism. 
Proposition 4.18. Let W and W ′ be complex vector spaces of dimension n. For a
good pair (ϕ1, ϕ2) of a nonsingular pencil Φ ⊂ P(Sym
2(W ∗)), let B = {w1,w2, . . . ,wn}
be a standard basis for (ϕ1, ϕ2) such that ϕ1(
∑
ziwi) =
∑
αiz
2
i and ϕ2(
∑
ziwi) =∑
z2i with distinct complex numbers α1, α2, . . . , αn. Then
(4.12) v˜B(ϕ1,ϕ2)
([(
Φ,P(ϕ1,ϕ2)(u)
)])
=
[∑
u2iwi
]
∈ P(W )
for u =
∑
uiwi ∈ W with nonzero ui’s. Suppose that (ϕ
′
1, ϕ
′
2) is a good pair of
another nonsingular pencil Φ′ ⊂ P(Sym2((W ′)∗)) such that ϕ′1(
∑
z′iw
′
i) =
∑
αi(z
′
i)
2
and ϕ′2(
∑
z′iw
′
i) =
∑
(z′i)
2 for a standard basis B′ = {w′1,w
′
2, . . . ,w
′
n} for (ϕ
′
1, ϕ
′
2).
Then [Φ′] = [Φ] ∈MPQn and
(4.13) v˜B(ϕ1,ϕ2)
([(
Φ′,P(ϕ′1,ϕ′2)(u
′)
)])
= v˜B(ϕ1,ϕ2)
([(
Φ,P(ϕ1,ϕ2)(u)
)])
∈ P(W )
where u′ =
∑
uiw
′
i ∈ W
′.
Proof. Firstly, (4.12) is given by the definition of v˜B(ϕ1,ϕ2) in Proposition 4.17. Next,
consider the isomorphism T :W ′ →W that sends each w′i to wi. Then T
∗(ϕ1) = ϕ
′
1,
T ∗(ϕ2) = ϕ
′
2, and T
−1(u) = u′ where u =
∑
uiwi ∈ W and u
′ =
∑
uiw
′
i ∈ W
′. So
(4.14) T−1(P(ϕ1,ϕ2)(u)) = P(T ∗(ϕ1),T ∗(ϕ2))(T
−1(u)) = P(ϕ′1,ϕ′2)(u
′)
by (4.7) in Proposition 4.14. Therefore,[(
Φ′,P(ϕ′1,ϕ′2)(u
′)
)]
=
[(
T ∗(Φ), T−1(P(ϕ1,ϕ2)(u))
)]
=
[(
Φ,P(ϕ1,ϕ2)(u)
)]
∈ M˜PQn .

Corollary 4.19. For a nonsingular pencil of quadrics Φ on a vector space W of
dimension n > 3, let SΦ be the set of three-dimensional subspaces poised by Φ. Then
MODULI MAP OF SECOND FUNDAMENTAL FORMS 29
there is a correspondence S := {([Φ], [{Φ} × SΦ]) ∈ M
PQ
n × M˜
PQ
n | [Φ] ∈ M
PQ
n }
between MPQn and M˜
PQ
n . Denote by p1 and p2 the natural projections:
S
p1
}}④④
④④
④④
④④ p2
!!
❈❈
❈❈
❈❈
❈❈
MPQn M˜
PQ
n
Then p2 is an embedding and p1 is a submersion having fibers birational to P
n−1.
5. Fibers of the moduli map of second fundamental forms
Definition 5.1. With Notation 3.3, we say a point x = [x1 : x2 : · · · : xn+3] ∈ X ⊂
PV is regular in X if x satisfies the following conditions.
(i) The point x is ΦX-general, i.e., x1, x2, . . . , xn+3 ∈ C \ {0}.
(ii) IIX,x ⊂ P(Sym
2(T ∗x (X))) is a nonsingular pencil of quadrics on Tx(X).
(iii) IIX,x ⊂ P(Sym
2(T ∗x (X))) is general in the sense of Proposition 4.15, i.e., the
trivial automorphism of IIX,x ∼= P
1 is the only projective automorphism of IIX,x that
preserves the set of degenerate elements in IIX,x.
(iv) The induced quadratic forms ϕ1|Tx(X), ϕ2|Tx(X) ∈ Sym
2(T ∗x (X)) are nondegener-
ate.
Note that all the conditions are satisfied by general points in X . The first three
conditions are formulated in terms of projective invariants of X and only the last
condition depends on the choice of ϕ1, ϕ2 ∈ Φ̂X ; (iv) is added for the convenience of
later work. We denote by
Xreg ⊂ X
the set of regular points in X .
Proposition 5.2. Let x = [x1 : x2 : · · · : xn+3] ∈ X with Notation 3.3. Then x satis-
fies the conditions (i), (ii), and (iv) in Definition 5.1 if and only if the discriminant
D(IIX,x, ϕ1, ϕ2) of IIX,x (defined in Definition 3.5) has n distinct roots and they are
different from [0 : 1], [1 : 0], [1 : λ1], [1 : λ2], . . . , [1 : λn+3] ∈ P(C
2).
Proof. By (ii) and (iv) of Definition 5.1, the discriminant D(IIX,x, ϕ1, ϕ2) of IIX,x has
n distinct roots different from [0 : 1], [1 : 0] ∈ P(C2). Moreover, by (ii) of Proposition
3.9, xi vanishes if and only if [1 : λi] is a root of D(IIX,x, ϕ1, ϕ2). 
Proposition 5.3. Let x ∈ Xreg. Then the fiber Xµx := (µ
X)−1(µX(x)) of the moduli
map µX : X →MPQn at x is of pure dimension three and smooth at x. In particular,
Ker(dxµ
X) ⊂ Tx(X) has dimension three.
Proof. We will use the decomposition θ′(ϕ1,ϕ2) ◦ sq|X of θ(ϕ1,ϕ2) in Proposition 3.9.
Recall that the morphism θ′(ϕ1,ϕ2) is an isomorphism between projective spaces of
dimension n and sq|X is a finite morphism fromX onto a projective space of dimension
n. By (i) in Definition 5.1, x is not a critical point of sq|X . Hence, the derivative
dxθ(ϕ1,ϕ2) = dxθ
′
(ϕ1,ϕ2)
◦ dx(sq|X)
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of θ(ϕ1,ϕ2) at x is an isomorphism between tangent spaces.
On the other hand, by (ii) in Definition 5.1, θ(ϕ1,ϕ2)(x) ∈ P(Bn) is stable with
respect to the SL(2,C)-action on P(Bn) (defined in Definition 2.24), and the orbit
q−1(µX(x)) ⊂ P(Bn)
is irreducible and three-dimensional. Thus the fiber
(µX)−1(µX(x)) = θ−1(ϕ1,ϕ2)(q
−1(µX(x))) ⊂ X
is also of pure dimension three. Therefore, since the fiber (µX)−1(µX(x)) is of pure
dimension three and smooth at x, Ker(dxµ
X) is a three-dimensional vector subspace
in Tx(X). 
Definition 5.4. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hy-
persurfaces with n ≥ 3. Given a regular point x ∈ X , denote by Px the kernel
Ker(dxµ
X) ⊂ Tx(X). When we denote by X
µ
x the fiber (µ
X)−1(µX(x)) of µX at
µX(x),
Px = Ker(dxµ
X) = Tx(X
µ
x ) ⊂ Tx(X).
The goal of this section is to prove that Px ⊂ Tx(X) is poised by IIX,x at every
x ∈ Xreg. To achieve this, we will describe Px at x explicitly.
Assumption 5.5. From Lemma 5.6 to Lemma 5.8, we work with Notation 3.3 and
fix a point x = [x1 : x2 : · · · : xn+3] ∈ X that satisfies the conditions (i), (ii), and (iv)
in Definition 5.1; we don’t need to assume the condition (iii) here. As in Lemma 3.7,
take Wx = x
⊥ ∩H with its basis {e′1, e
′
2, . . . , e
′
n} and regard the second fundamental
form IIX,x as the linear system of quadratic forms on Wx generated by ϕ1|Wx and
ϕ2|Wx. Let
ei,x := e
′
i ∈ Wx ⊂ V
for 1 ≤ i ≤ n. Then the discriminant polynomial det(sϕ1|Wx − tϕ1|Wx) ∈ Bn has n
distinct roots
[1 : α1], [1 : α2], . . . , [1 : αn] ∈ P(C
2)
different from [1 : 0], [1 : λ1], [1 : λ2], . . . , [1 : λn+3] ∈ P(C
2), see Proposition 5.2.
Then, by (ii) of Proposition 3.9, we assume
x2i =
(λi − α1)(λi − α2) · · · (λi − αn)
(λi − λ1)(λi − λ2) · · · (λi − λiˇ) · · · (λi − λn+3)
for 1 ≤ i ≤ n + 3 where the notation iˇ means that i is excluded from the index set.
In the following lemma, we diagonalize the pair of two quadratic forms ϕ1|Wx and
ϕ2|Wx.
Lemma 5.6. With Assumption 5.5, let {e′1,x, e
′
2,x, . . . , e
′
n,x} be a standard basis of
Wx with respect to (ϕ1|Wx, ϕ2|Wx) such that
ϕ1|Wx
(∑
Zie
′
i,x
)
= α1Z
2
1 + α2Z
2
2 + · · ·+ αnZ
2
n
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and
ϕ2|Wx
(∑
Zie
′
i,x
)
= Z21 + Z
2
2 + · · ·+ Z
2
n.
Then each Zi = Zi(
∑
zjej,x) satisfies Z
2
i = −ciF
2
i where
ci =
1∏
j 6=i(αi − αj)
·
∏n+1
k=1(αi − λk)
(αi − λn+2)(αi − λn+3)
∈ C
and
Fi
( n∑
j=1
zjej,x
)
=
n∑
j=1
((λn+2 − λj)(λn+3 − λj)
(αi − λj)
xjzj
)
.
Proof. It suffices to show
ϕ1|Wx = −α1c1F
2
1 − α2c2F
2
2 − · · · − αncnF
2
n
and
ϕ2|Wx = −c1F
2
1 − c2F
2
2 − · · · − cnF
2
n .
Since ϕ1|Wx is nondegenerate for x ∈ X
reg, we don’t need to show the linear in-
dependency of Fi’s. For the case n = 1, we directly verify ϕ1|Wx = −α1c1F
2
1 and
ϕ2|Wx = −c1F
2
1 . And higher dimensional cases are proven inductively. Let z
′
i := xizi
for simplicity.
Recall the formulas (3.3) and (3.4) in Lemma 3.7. For n = 1,
ϕ1|Wx
(∑
x−1i z
′
iei,x
)
=
(
λ3
(λ4 − λ1)
2
(λ4 − λ3)2x
2
3
+ λ4
(λ3 − λ1)
2
(λ4 − λ3)2x
2
4
+ λ1
1
x21
)
(z′1)
2
and
ϕ2|Wx
(∑
x−1i z
′
iei,x
)
=
( (λ4 − λ1)2
(λ4 − λ3)2x23
+
(λ3 − λ1)
2
(λ4 − λ3)2x24
+
1
x21
)
(z′1)
2.
By Assumption 5.5,
x23 =
(λ3 − α1)
(λ3 − λ1)(λ3 − λ2)(λ3 − λ4)
,
x24 =
(λ4 − α1)
(λ4 − λ1)(λ4 − λ2)(λ4 − λ3)
,
and
x21 =
(λ1 − α1)
(λ1 − λ2)(λ1 − λ3)(λ1 − λ4)
.
Then direct calculation shows ϕ2|Wx = −c1F
2
1 and ϕ1|Wx = −α1c1F
2
1 . More precisely,
ϕ2|Wx
(∑
x−1i z
′
iei,x
)
=[(λ3 − λ1)(λ4 − λ1)
(λ4 − λ3)
{
−
(λ4 − λ1)(λ3 − λ2)
(λ3 − α1)
+
(λ3 − λ1)(λ4 − λ2)
(λ4 − α1)
}
+
(λ1 − λ2)(λ1 − λ3)(λ1 − λ4)
(λ1 − α1)
]
(z′1)
2
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=
[ (λ3 − λ1)(λ4 − λ1)
(λ3 − α1)(λ4 − α1)
{
− λ1λ2 + λ1α1 − λ2α1 − λ3λ4 + λ2(λ3 + λ4)
}
+
(λ1 − λ2)(λ1 − λ3)(λ1 − λ4)
(λ1 − α1)
]
(z′1)
2
=
(λ3 − λ1)(λ4 − λ1)
(λ3 − α1)(λ4 − α1)(λ1 − α1)
{
α1(λ1 − λ3)(λ1 − λ4)− λ2(λ1 − λ3)(λ1 − λ4)
}
(z′1)
2
= −
(α1 − λ2)
(α1 − λ3)(α1 − λ4)
(λ3 − λ1)
2(λ4 − λ1)
2
(α1 − λ1)
(z′1)
2 = −c1F
2
1 .
Similarly
ϕ1|Wx
(∑
x−1i z
′
iei,x
)
=
[(λ3 − λ1)(λ4 − λ1)
(λ4 − λ3)
{
− λ3
(λ4 − λ1)(λ3 − λ2)
(λ3 − α1)
+λ4
(λ3 − λ1)(λ4 − λ2)
(λ4 − α1)
}
+ λ1
(λ1 − λ2)(λ1 − λ3)(λ1 − λ4)
(λ1 − α1)
]
(z′1)
2
=
[ (λ3 − λ1)(λ4 − λ1)
(λ3 − α1)(λ4 − α1)
{
− α1λ1λ2 + λ1α1(λ3 + λ4)− α1λ3λ4 − λ1λ3λ4 + λ2λ3λ4)
}
+λ1
(λ1 − λ2)(λ1 − λ3)(λ1 − λ4)
(λ1 − α1)
]
(z′1)
2
=
(λ3 − λ1)(λ4 − λ1)
(λ3 − α1)(λ4 − α1)(λ1 − α1)
{
α21(λ1− λ3)(λ1− λ4)− λ2α1(λ1− λ3)(λ1− λ4)
}
(z′1)
2
= −α1
(α1 − λ2)
(α1 − λ3)(α1 − λ4)
(λ3 − λ1)
2(λ4 − λ1)
2
(α1 − λ1)
(z′1)
2 = −α1c1F
2
1 .
For n ≥ 2, let
ϕ := (sϕ1|Wx − tϕ2|Wx)−
n∑
i=1
(αis− t)ciF
2
i .
Then ϕ is a homogeneous polynomial of degree two in variables z′1, z
′
2, . . . , z
′
n. Let
M be the symmetric matrix corresponding to ϕ, i.e. Mij := ϕ(x
−1
i e
′
i,x, x
−1
j e
′
j,x). To
prove this lemma, it suffices to show that M is identically zero for any s and t.
From (3.3) and (3.4),
Mij = Aij +Bij + Cij +
∑n
k=1D
k
ij
where
Aij := (λn+2s− t)
(λn+3 − λi)(λn+3 − λj)
(λn+3 − λn+2)2x2n+2
,
Bij := (λn+3s− t)
(λn+2 − λi)(λn+2 − λj)
(λn+3 − λn+2)2x2n+3
,
Cii := (λis− t)
1
x2i
(Cij = 0 if i 6= j),
and
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Dkij := (αks− t) · ck ·
(λn+2 − λi)(λn+3 − λi)(λn+2 − λj)(λn+3 − λj)
(αk − λi)(αk − λj)
.
To show M = 0, we apply elementary row operations to M. Let ri be the i-th row
of M. We firstly remove D1ij (related to α1) for i, j ≥ 2 by subtracting
(λn+2 − λi)(λn+3 − λi)(α1 − λ1)
(λn+2 − λ1)(λn+3 − λ1)(α1 − λi)
r1
from ri for i ≥ 2. Then
Mij −
(λn+2 − λi)(λn+3 − λi)(α1 − λ1)
(λn+2 − λ1)(λn+3 − λ1)(α1 − λi)
M1j =
Aij
(
1−
(λn+2 − λi)(α1 − λ1)
(λn+2 − λ1)(α1 − λi)
)
+Bij
(
1−
(λn+3 − λi)(α1 − λ1)
(λn+3 − λ1)(α1 − λi)
)
+ Cij
+D2ij
(
1−
(α2 − λi)(α1 − λ1)
(α2 − λ1)(α1 − λi)
)
+ · · ·+Dnij
(
1−
(αn − λi)(α1 − λ1)
(αn − λ1)(α1 − λi)
)
= Aij
(λn+2 − α1)(λ1 − λi)
(λn+2 − λ1)(α1 − λi)
+Bij
(λn+3 − α1)(λ1 − λi)
(λn+3 − λ1)(α1 − λi)
+ Cij
+D2ij
(α2 − α1)(λ1 − λi)
(α2 − λ1)(α1 − λi)
+ · · ·+Dnij
(αn − α1)(λ1 − λi)
(αn − λ1)(α1 − λi)
=
(λ1 − λi)
(α1 − λi)
(
Aij
(λn+2 − α1)
(λn+2 − λ1)
+Bij
(λn+3 − α1)
(λn+3 − λ1)
+ Cij
(α1 − λi)
(λ1 − λi)
+D2ij
(α2 − α1)
(α2 − λ1)
+ · · ·+Dnij
(αn − α1)
(αn − λ1)
)
for i, j ≥ 2. Put
Nij := Aij
(λn+2 − α1)
(λn+2 − λ1)
+Bij
(λn+3 − α1)
(λn+3 − λ1)
+ Cij
(α1 − λi)
(λ1 − λi)
+D2ij
(α2 − α1)
(α2 − λ1)
+ · · ·+Dnij
(αn − α1)
(αn − λ1)
for i, j ≥ 2, then
(5.1) Mij −
(λn+2 − λi)(λn+3 − λi)(α1 − λ1)
(λn+2 − λ1)(λn+3 − λ1)(α1 − λi)
M1j =
(λ1 − λi)
(α1 − λi)
Nij .
Consider X ′ = X ∩H ⊂ PV where H ⊂ PV is the hyperplane defined by z1 = 0.
Then X ′ ⊂ H(∼= Pn+1) is also a nonsingular intersection of two quadrics in H , which
is defined by
ϕ1|H = λ2z
2
2 + λ3z
2
3 + · · ·+ λn+3z
2
n+3 = 0
and
ϕ2|H = z
2
2 + z
2
3 + · · ·+ z
2
n+3 = 0.
Let [x′2 : x
′
3 : · · · : x
′
n+3] ∈ X
′ be a point in X ′ such that
x′ ∈ (θϕ1|H ,ϕ1|H)
−1([(α2s− t)(α3s− t) · · · (αns− t)]).
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Then x′ satisfies the conditions (i), (ii), and (iv) in Definition 5.1 by Proposition 5.2.
So we can apply induction hypothesis to x′ ∈ X ′. For i, j ≥ 2,
Aij
(λn+2 − α1)
(λn+2 − λ1)
= (λn+2s− t)
(λn+3 − λi)(λn+3 − λj)
(λn+3 − λn+2)2
·
1
x2n+2
·
(λn+2 − α1)
(λn+2 − λ1)
= (λn+2s− t)
(λn+3 − λi)(λn+3 − λj)
(λn+3 − λn+2)2
·
1
(x′n+2)
2
and this is A′ij of X
′. Similarly
Nij = A
′
ij +B
′
ij + C
′
ij + (D
2
ij)
′ + · · ·+ (Dn−3ij )
′ =:M′ij
for i, j ≥ 2 and M′ij is zero by induction hypothesis. Hence, by (5.1) above,
Mij −
(α1 − λ1)
(α1 − λi)
·
(λn+2 − λi)(λn+3 − λi)
(λn+2 − λ1)(λn+3 − λ1)
·M1j = 0,
that is,
(5.2)
(α1 − λi)
(α1 − λ1)
·Mij =
(λn+2 − λi)(λn+3 − λi)
(λn+2 − λ1)(λn+3 − λ1)
·M1j .
If this process was to remove D2ij instead of D
1
ij (by subtracting constant multiple of
the first row r1 of M from other rows) at the beginning of this process, we obtain
(5.3)
(α2 − λi)
(α2 − λ1)
·Mij =
(λn+2 − λi)(λn+3 − λi)
(λn+2 − λ1)(λn+3 − λ1)
·M1j
instead of (5.2). Since
(α1 − λi)
(α1 − λ1)
−
(α2 − λi)
(α2 − λ1)
=
(α1 − α2)(λi − λ1)
(α1 − λ1)(α2 − λ1)
6= 0
for i ≥ 2, Mij vanishes for i ≥ 1 and j ≥ 2 by (5.2) and (5.3). Furthermore, if we
use another row (instead of the first row) to remove D1ij or D
2
ij , the first column of
M have to vanish, too. 
From now on, we will compute generators for Px = Ker(dxµ
X) ⊂ Wx. We firstly
do this with the basis {e1,x, e2,x, . . . , en,x} of Wx defined in Assumption 5.5 and later
we will consider a standard basis {e′1,x, e
′
2,x, . . . , e
′
n,x} for (ϕ1|Wx , ϕ2|Wx) as in Lemma
5.6.
Lemma 5.7. With the basis {e1,x, e2,x, . . . , en,x} of Wx as in Assumption 5.5, Px ⊂
Wx is generated by three vectors u
(0) =
∑n
i=1 u
(0)
i ei,x, u
(1) =
∑n
i=1 u
(1)
i ei,x, and u
(2) =∑n
i=1 u
(2)
i ei,x inWx where u
(l)
i =
n∑
j=1
(λn+1 − λi)
(λi − αj)(λn+1 − αj)
(αj)
lxi for i ∈ {1, 2, · · · , n},
l ∈ {0, 1, 2}.
Proof. The three vectors for Px are computed infinitesimally from the SL(2,C)-orbit
of the discriminant
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D(IIX,x, ϕ1, ϕ2) = [(α1s− t)(α2s− t) · · · (αns− t)] ∈ P(Bn).
(See Definition 2.24 and Definition 3.5.) From (ii) of Proposition 2.23, an element[
a b
c d
]
∈ SL(2,C)
sends each root [1 : αi] ∈ P(C
2) to[
1 :
aαi + b
cαi + d
]
∈ P(C2).
Let
S :=
{[
1 p
0 1
]
,
[
q 0
0 q−1
]
,
[
1 0
r 1
]
∈ SL(2,C) | p, r ∈ C, q ∈ C \ {0}
}
.
Then SL(2,C) is generated by S. Note that[
a b
c d
]
=
[
d−1 0
0 d
] [
1 bd
0 1
] [
1 0
d−1c 1
]
∈ SL(2,C)
if d 6= 0. If d = 0 and bc = −1, then[
a b
c 0
]
=
[
−b 0
0 c
] [
1 −a+b
b
0 1
] [
1 0
1 1
] [
1 −1
0 1
]
∈ SL(2,C).
So there are three natural infinitesimal generators of the SL(2,C)-action:
αi → αi + ǫ0 =: α
(0)
i ,
αi → αi + αiǫ1 =: α
(1)
i ,
and
αi →
αi
1− αiǫ2
≈ αi + α
2
i ǫ2 =: α
(2)
i .
These generators define three linearly independent vectors in Wx and they generate
Px.
To be more precise, we firstly compute the infinitesimal difference
(x
(l)
1 − x1, x
(l)
2 − x2, . . . , x
(l)
n+3 − xn+3) ∈ V
for l ∈ {0, 1, 2} where
(xi)
2 =
(λi − α1)(λi − α2) · · · (λi − αn)
(λi − λ1)(λi − λ2) · · · (λi − λiˇ) · · · (λi − λn+3)
and
(x
(l)
i )
2 =
(λi − α
(l)
1 )(λi − α
(l)
2 ) · · · (λi − α
(l)
n )
(λi − λ1)(λi − λ2) · · · (λi − λiˇ) · · · (λi − λn+3)
.
In case of l = 0,
(x
(0)
i )
2 =
(λi − α1 − ǫ0)(λi − α2 − ǫ0) · · · (λi − αn − ǫ0)
(λi − λ1)(λi − λ2) · · · (λi − λiˇ) · · · (λi − λn+3)
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= (xi)
2 ·
(
(1−
ǫ0
λi − α1
)(1−
ǫ0
λi − α2
) · · · (1−
ǫ0
λi − αn
)
)
≈ (xi)
2 ·
(
1− ǫ0
n∑
l=1
1
λi − αl
)
.
So
x
(0)
i − xi =
(x
(0)
i )
2 − (xi)
2
x
(0)
i + xi
≈
xi
2
·
(x
(0)
i )
2 − (xi)
2
(xi)2
≈ −
1
2
(
xi
n∑
l=1
1
λi − αl
)
ǫ1
and
∆(0) :=
(
x1
n∑
l=1
1
λ1 − αl
, x2
n∑
l=1
1
λ2 − αl
, . . . , xn+3
n∑
l=1
1
λn − αl
)
∈ x⊥ ⊂ V .
If we project ∆(0) ∈ x⊥ onto Wx(= x
⊥ ∩H), we obtain the vector u(0) ∈ Wx. Other
two vectors u(1) and u(2) are also obtained similarly. 
Lemma 5.8. With a standard basis {e′1,x, e
′
2,x, . . . , e
′
n,x} for (ϕ1|Wx, ϕ2|Wx) as in
Lemma 5.6, each vector u(l) =
∑n
i=1 u
(l)
i ei,x in Lemma 5.7 is expressed in
∑n
i=1 v
(l)
i e
′
i,x
with v
(l)
i = Zi(u
(l)) ∈ C. Then v
(1)
i = αiv
(0)
i , v
(2)
i = α
2
i v
(0)
i , and
(v
(0)
i )
2 = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+3)
for i ∈ {1, 2, · · · , n}. Therefore, Px = P(ϕ1|Wx ,ϕ2|Wx )(u
(0)) ⊂ Wx.
Proof. By Lemma 5.6,
(v
(l)
i )
2 =
(
Zi(u
(l))
)2
= ci
(
Fi(u
(l))
)2
where
ci =
1∏
j 6=i(αi − αj)
·
∏n+1
k=1(αi − λk)
(αi − λn+2)(αi − λn+3)
∈ C.
So it suffices to show
(5.4) Fi(u
(l)) =
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+1)
· (αi)
l.
Firstly, recall the definitions
Fi
( n∑
j=1
zjej,x
)
= −
n∑
j=1
(λn+2 − λj)(λn+3 − λj)
(λj − αi)
xjzj
and
zj(u
(l)) = u
(l)
j = xj
n∑
k=1
(λn+1 − λj)(αk)
l
(λj − αk)(λn+1 − αk)
in Lemma 5.6 and 5.7. For simplicity, let i = 1. Then
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F1(u
(l)) = −
n∑
j=4
((λn+2 − λj)(λn+3 − λj)
(λj − α1)
xj · zj(u
(l))
)
= −
n∑
j=1
((λn+2 − λj)(λn+3 − λj)
(λj − α1)
xj
(
xj
n∑
k=1
(λn+1 − λj)(αk)
l
(λj − αk)(λn+1 − αk)
))
,
so
(5.5) F1(u
(l)) = −
n∑
k=1
(
(αk)
l
n∑
j=1
((λn+1 − λj)(λn+2 − λj)(λn+3 − λj)
(λj − α1)(λj − αk)(λn+1 − αk)
x2j
))
.
Let Sk be the sum
n∑
j=1
(λn+1 − λj)(λn+2 − λj)(λn+3 − λj)
(λj − α1)(λj − αk)(λn+1 − αk)
x2j in (5.5), i.e.
(5.6) F1(u
(l)) = −
n∑
k=1
(
(αk)
lSk
)
.
We claim that Sk vanishes k 6= 1 (i.e. k 6= i) and S1 gives (5.4). For k = 2,
S2 :=
n∑
j=1
(λn+1 − λj)(λn+2 − λj)(λn+3 − λj)
(λj − α1)(λj − α2)(λn+1 − α2)
x2j
=
n+1∑
j=1
( (λn+1 − λj)
(λn+1 − α2)
·
(λj − λn+2)(λj − λn+3)
(λj − α1)(λj − α2)
x2j
)
=
n+1∑
j=1
( (λn+1 − λj)
(λn+1 − α2)
·
(λj − λn+2)(λj − λn+3)
(λj − α1)(λj − α2)
·
(λj − α1)(λj − α2) · · · (λj − αn)
(λj − λ1) · · · (λj − λjˇ) · · · (λj − λn+3)
)
=
n+1∑
j=1
( (λn+1 − λj)
(λn+1 − α2)
·
(λj − α3)(λj − α4) · · · (λj − αn)
(λj − λ1)(λj − λ2) · · · (λj − λjˇ) · · · (λj − λn+1)
)
=
n+1∑
j=1
(( λn+1
(λn+1 − α2)
−
λj
(λn+1 − α2)
)
·
(λj − α3)(λj − α4) · · · (λj − αn)
(λj − λ1)(λj − λ2) · · · (λj − λjˇ) · · · (λj − λn+1)
)
.
So
(5.7) S2 =
λn+1
(λn+1 − α2)
S ′2 −
1
(λn+1 − α2)
S ′′2
where
S ′2 :=
n+1∑
j=1
(λj − α3)(λj − α4) · · · (λj − αn)
(λj − λ1)(λj − λ2) · · · (λj − λjˇ) · · · (λj − λn+1)
and
S ′′2 :=
n+1∑
j=1
(
λj ·
(λj − α3)(λj − α4) · · · (λj − αn)
(λj − λ1)(λj − λ2) · · · (λj − λjˇ) · · · (λj − λn+1)
)
.
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Let n′ := n − 2, λ′j := λj, and α
′
i := αi+2 for 1 ≤ j ≤ n
′ + 3 and 1 ≤ i ≤ n′. Then
S ′2 = 0 = S
′′
2 by Proposition 3.10, and the sum S2 in (5.7) is also zero. Similarly Sk
is zero for k 6= 1, and (5.6) turns into
(5.8) F1(u
(l)) = −(αk)
lS1.
On the other hand,
S1 :=
n∑
j=1
(λn+1 − λj)(λn+2 − λj)(λn+3 − λj)
(λj − α1)(λj − α1)(λn+1 − α1)
x2j
=
n+1∑
j=1
( (λn+1 − λj)
(λn+1 − α1)
·
(λj − λn+2)(λj − λn+3)
(λj − α1)(λj − α1)
x2j
)
=
n+1∑
j=1
( (λn+1 − λj)
(λn+1 − α1)
·
(λj − λn+2)(λj − λn+3)
(λj − α1)(λj − α1)
·
(λj − α1)(λj − α2) · · · (λj − αn)
(λj − λ1) · · · (λj − λjˇ) · · · (λj − λn+3)
)
=
n+1∑
j=1
( (λn+1 − λj)
(λn+1 − α1)
·
(λj − α2)(λj − α3) · · · (λj − αn)
(λj − α1) · (λj − λ1) · · · (λj − λjˇ) · · · (λj − λn+1)
)
=
n+1∑
j=1
(( λn+1
(λn+1 − α1)
−
λj
(λn+1 − α1)
)
·
(λj − α2)(λj − α3) · · · (λj − αn)
(λj − α1) · (λj − λ1) · · · (λj − λjˇ) · · · (λj − λn+1)
)
.
So
(5.9) S1 =
λn+1
(λn+1 − α1)
S ′1 −
1
(λn+1 − α1)
S ′′1
where
S ′1 :=
n+1∑
j=1
(λj − α2)(λj − α3) · · · (λj − αn)
(λj − α1) · (λj − λ1) · · · (λj − λjˇ) · · · (λj − λn+1)
and
S ′′1 :=
n+1∑
j=1
(
λj ·
(λj − α2)(λj − α3) · · · (λj − αn)
(λj − α1) · (λj − λ1) · · · (λj − λjˇ) · · · (λj − λn+1)
)
.
Let n′′ := n − 1, λ′′1 := α1, λ
′′
j := λj−1 for 2 ≤ j ≤ n
′′ + 3, and α′′i := αi+1 for
1 ≤ i ≤ n′′. Then
S ′1 =
n′+3∑
j=2
(λ′′j − α
′′
1)(λ
′′
j − α
′′
2) · · · (λ
′′
j − α
′′
n′′)
(λ′′j − λ
′′
1)(λ
′′
j − λ
′′
2) · · · (λ
′′
j − λ
′′
jˇ
) · · · (λ′′j − λ
′′
n′′+3)
and
S ′′1 =
n′+3∑
j=2
(
λ′′j ·
(λ′′j − α
′′
1)(λ
′′
j − α
′′
2) · · · (λ
′′
j − α
′′
n′′)
(λ′′j − λ
′′
1)(λ
′′
j − λ
′′
2) · · · (λ
′′
j − λ
′′
jˇ
) · · · (λ′′j − λ
′′
n′′+3)
)
.
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By Proposition 3.10 again,
S ′1 = −
(λ′′1 − α
′′
1)(λ
′′
1 − α
′′
2) · · · (λ
′′
1 − α
′′
n′′)
(λ′′1 − λ
′′
2)(λ
′′
1 − λ
′′
3) · · · (λ
′′
1 − λ
′′
n′′+3)
= −
(α1 − α2)(α1 − α3) · · · (α1 − αn)
(α1 − λ1)(α1 − λ1) · · · (α1 − λn+1)
and
S ′′1 = −λ
′′
1
(λ′′1 − α
′′
1)(λ
′′
1 − α
′′
2) · · · (λ
′′
1 − α
′′
n′′)
(λ′′1 − λ
′′
2)(λ
′′
1 − λ
′′
3) · · · (λ
′′
1 − λ
′′
n′′+3)
= −α1
(α1 − α2)(α1 − α3) · · · (α1 − αn)
(α1 − λ1)(α1 − λ2) · · · (α1 − λn+1)
( = α1S
′
1) .
Hence, (5.9) implies S1 =
λn+1
(λn+1 − α1)
S ′1 −
1
(λn+1 − α1)
(α1S
′
1) = S
′
1. Then, by (5.6),
Fi(u
(l)) = −(α1)
lS ′1 =
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+1)
· (αi)
l
for i = 1. In the same way, we obtain (5.4) for any i.

Theorem 5.9. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hypersur-
faces with n ≥ 3. Let µX : Xo → MPQn be the moduli map of second fundamental
forms on X. Then Px = Ker(dxµ
X) ⊂ Tx(X) at x ∈ X
reg is a three-dimensional
vector subspace poised by the second fundamental form IIX,x.
Proof. Proposition 5.3 says that Px = Ker(dxµ
X) ⊂ Tx(X) is a three-dimensional
vector subspace at any x ∈ Xreg and Lemma 5.8 implies that Px is poised by IIX,x. 
6. Refined moduli map of second fundamental forms
The final goal of this section is to prove Theorem 1.4. We define the refined moduli
map of second fundamental forms first.
Definition 6.1. When X ∈ Pn+2 is an intersection of two quadric hypersurfaces,
define the refined moduli map of second fundamental forms
µ˜X : Xreg → M˜PQn
as a map assigning the isomorphism class of the pair
(IIX,x,Px) ∈ Gr(1,P(Sym
2(W ∗)))×Gr(3,W )
for W = Tx(X) to each x ∈ X
reg.
Definition 6.2. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hyper-
surfaces with n > 3. Recall Definition 5.4. For x ∈ Xreg, we denote by Tx the image
of
Px = Ker(dxµ
X) ⊂ Tx(X)
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through the derivative of µ˜X at x, i.e.,
Tx := dxµ˜
X(Px) ⊂ Tµ˜X (x)(M˜
PQ
n ).
Remark 6.3. Later we will show dim(Tx) = dim(Px) = 3 at general x ∈ X . Then
the derivative of µ˜X at general x ∈ X is injective, see Theorem 6.15.
Now we verify a few lemmas to prove Theorem 6.15, which is an essential ingredient
for the proof of Theorem 6.16(=Theorem 1.4).
Assumption 6.4. From Lemma 6.6 to Lemma 6.14, we work with Notation 3.3 and
assume dim(X) = n > 3. Moreover, we fix a point x = [x1 : x2 : · · · : xn+3] ∈ X
reg.
As in Assumption 5.5, take Wx = x
⊥ ∩H with its basis {e′1, e
′
2, . . . , e
′
n} and identify
Wx with Tx(X). Let
ei,x := e
′
i ∈ Wx ⊂ V
for 1 ≤ i ≤ n. Then the discriminant polynomial det(sϕ1|Wx − tϕ1|Wx) ∈ Bn has n
distinct roots
[1 : α1], [1 : α2], . . . , [1 : αn] ∈ P(C
2)
different from [1 : 0], [1 : λ1], [1 : λ2], . . . , [1 : λn+3] ∈ P(C
2). Moreover we fix a
standard basis B = {e′1,x, e
′
1,x, . . . , e
′
1,x} of Wx with respect to the pair (ϕ1|Wx, ϕ2|Wx)
such that
ϕ1|Wx
(∑
Zie
′
i,x
)
= α1Z
2
1 + α2Z
2
2 + · · ·+ αnZ
2
n
and
ϕ2|Wx
(∑
Zie
′
i,x
)
= Z21 + Z
2
2 + · · ·+ Z
2
n.
as in Lemma 5.6.
Notation 6.5. Recall the birational morphism
vB(ϕ1|Wx ,ϕ2|Wx ) : q˜({IIX,x} × SIIX,x) ⊂ M˜
PQ
n → P(Wx)
in Proposition 4.17 for W = Wx. When we denote by X
µ
x the fiber (µ
X)−1(µX(x))
of the moduli map µX : Xo → MPQn , the composition of v
B
(ϕ1|Wx ,ϕ2|Wx )
with the
restriction of µ˜X : X → M˜PQn on X
µ
x ∩X
reg gives a morphism
vBx : X
µ
x ∩X
reg → P(Wx).
Note that vBx depends on the choice of ϕ1, ϕ2 ∈ Φ̂X and the choice of a standard basis
B. Furthermore, we regard Tx in Definition 6.2 as
dxv
B
x (Px) = dxv
B
x (Tx(X
µ
x )) ⊂ TvBx (x)(P(Wx))
since vB(ϕ1|Wx ,ϕ2|Wx ) is a birational morphism.
Lemma 6.6. Let n > 3. For x′ ∈ Xµx ∩X
reg, the image vBx (x
′) is expressed as follows.
Let [1 : α′1], [1 : α
′
2], . . . , [1 : α
′
n] ∈ P(C
2) be the roots of θ(ϕ1,ϕ2)(x
′), i.e.,
α′i =
aαi + b
cαi + d
for some
[
a b
c d
]
∈ SL(2,C).
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Put λ′j :=
dλj − b
−cλj + a
for 1 ≤ j ≤ n+ 3. Then vBx (x
′) = [
∑
zx
′
i e
′
i,x] ∈ P(Wx) where
(6.1) zx
′
i = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ′1)(αi − λ
′
2) · · · (αi − λ
′
n+3)
∈ C.
Proof. By Lemma 5.8, vBx (x) =
[∑
(v
(0)
i )
2 e′i,x
]
∈ P(Wx) where
(v
(0)
i )
2 = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+3)
∈ C.
If x′ ∈ Xµx ∩X
reg, then
(6.2) θ(ϕ1,ϕ2)(x
′) =
[
a b
c d
]
. θ(ϕ1,ϕ2)(x) ∈ P(Bn)
for some a, b, c, d ∈ C satisfying ad− bc = 1. So let α′i and λ
′
j be as in the statement.
On the other hand, by Proposition 3.11,
(6.3) θ(ϕ′1,ϕ′2)(x
′) =
[
d −b
−c a
]
. θ(ϕ1,ϕ2)(x
′) ∈ P(Bn)
where ϕ′1 = dϕ1 − bϕ2 and ϕ
′
2 = −cϕ1 + aϕ2. By (6.3) and (6.2),
(6.4) θ(ϕ′1,ϕ′2)(x
′) = θ(ϕ1,ϕ2)(x) =
[ n∏
i=1
(αis− t)
]
∈ P(Bn).
Moreover,
(6.5)
[
det(sϕ′1 − tϕ
′
2)
]
=
[ n+3∏
j=1
(λ′js− t)
]
∈ P(Bn+3).
By (6.4) and (6.5), if we apply Lemma 5.8 to x′ with (ϕ′1, ϕ
′
2), then
Px′ = P(ϕ′1|Wx′ ,ϕ
′
2|Wx′
)(
∑
ziw
′
i)
for
∑
ziw
′
i ∈ W
′
x such that
(zi)
2 = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ′1)(αi − λ
′
2) · · · (αi − λ
′
n+3)
∈ C
where B′ = {w′1,w
′
2, . . . ,w
′
n} is a standard basis for (ϕ
′
1|Wx′ , ϕ
′
2|Wx′). Then, by
Proposition 4.18,
vB(ϕ1|Wx ,ϕ2|Wx ) : q˜({IIX,x} × SIIX,x) ⊂ M˜
PQ
n → P(Wx)
sends [(IIX,x′,Px′)] to [
∑
(zi)
2e′i,x] = [
∑
zx
′
i e
′
i,x] ∈ P(Wx). 
Notation 6.7. In Proposition 6.6, vBx (x) = [
∑
zxi e
′
i,x] ∈ P(Wx) where
zxi = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+3)
∈ C.
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We denote the vector
∑
zxi e
′
i,x ∈ Wx by v
x, i.e.,
[vx] = vBx (x) ∈ P(Wx).
Lemma 6.8. When vx =
∑
zxi e
′
i,x ∈ Wx is as in Notation 6.7, consider three vectors
w(0) =
∑
w
(0)
i e
′
i,x, w
(1) =
∑
w
(1)
i e
′
i,x, w
(2) =
∑
w
(2)
i e
′
i,x ∈ Wx with
(6.6) w
(l)
i = v
x
i
n+3∑
j=1
λlj(αi − λj)
−1.
Then Tx corresponds to a vector subspace T
′
x ⊂ Wx generated by w
(0), w(1), w(2), and
vx.
Proof. Let x′ ∈ Xµx ∩X
reg. By Lemma 6.6, vBx (x
′) = [
∑
zx
′
i e
′
i,x] ∈ P(Wx) with
zx
′
i = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ′1)(αi − λ
′
2) · · · (αi − λ
′
n+3)
∈ C
where
λ′i =
aλi + b
cλi + d
for some
[
a b
c d
]
∈ SL(2,C).
Then, as in the proof of Lemma 5.7, there are natural infinitesimal generators of
SL(2,C)-action on λi’s: λi → λi + ǫ0, λi → λi + λiǫ1, and λi →
λi
1−λiǫ3
≈ λi + λ
2
i ǫ2.
In case of λ′i = λi + ǫ0,
zx
′
i = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1 − ǫ0)(αi − λ2 − ǫ0) · · · (αi − λn+3 − ǫ0)
≈ vxi
(
1 +
( n+3∑
j=1
1
αi − λj
)
ǫ0
)
.
Then
(6.7) zx
′
i − z
x
i ≈
(
vxi
n+3∑
j=1
1
αi − λj
)
ǫ0,
and (6.7) gives (6.6) for l = 0. Other two vectors w(1), w(2) are also obtained
similarly. 
Notation 6.9. Let α : Wx → Wx be the linear map sending each vector
∑
zie
′
i,x ∈
Wx to
∑
αizie
′
i,x ∈ Wx.
Lemma 6.10. In Lemma 6.8, consider a bigger subspace T ′′x ⊂Wx generated by five
vectors w(0), w(1), w(2), vx, α(vx) ∈ Wx. Then T
′′
x is generated by w
(0), α(w(0)),
α2(w(0)), vx, α(vx) ∈ Wx.
Proof. This lemma follows from two relations
α(w(0))−w(1) = (n+ 3)vx and α(w(1))−w(2) = (
∑n+3
j=1 λj)v
x.

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Notation 6.11. Given a vector u =
∑
uie
′
i,x ∈ Wx, denote by T (u) the vector
subspace in Wx generated by 5 vectors I :=
∑
e′i,x, α(I), u, α(u), α
2(u) ∈ Wx.
Lemma 6.12. If n > 4, then T (u) ∈ Gr(5,Wx) for general u =
∑
uie
′
i,x ∈ Wx.
Proof. Consider the following 5× 5 matrix

1 1 1 1 1
α1 α2 α3 α4 α5
u1 u2 u3 u4 u5
u1α1 u2α2 u3α3 u4α4 u5α5
u1(α1)
2 u2(α2)
2 u3(α3)
2 u4(α4)
2 u5(α5)
2

 .
The determinant of this matrix is a nonzero polynomial in ui’s. For example, the
determinant polynomial contains the term u1u2u3 with nonzero coefficient. So the
matrix has rank five for general u ∈ Wx. 
Notation 6.13. In Lemma 6.8, we denote by wx the vector
∑
wxi e
′
i,x ∈ Wx with
wxi = (w
(0)
i )/(v
x
i ) =
n+3∑
j=1
(αi − λj)
−1 ∈ C.
Then the dimensions of T (wx) and T ′′x are equal since v
x
1 , v
x
2 , . . . , v
x
n are all nonzero
for x ∈ Xreg.
Lemma 6.14. Let x be a general point in Xreg with n > 4. Then T ′′x ∈ Gr(5,Wx).
Proof. It is enough to show T (wx) ∈ Gr(5,Wx) for general x ∈ X
reg. (See Notation
6.13.) Let σ0λ
n+3 + σ1λ
n+2 + · · ·+ σn+2λ + σn+3 be a polynomial in λ of which the
roots are λ1, λ2, . . . , λn+3 ∈ C. Then
wxi =
n+3∑
j=1
1
αi − λj
=
(n + 3)σ0α
n+2
i + (n + 2)σ1α
n+1
i + · · ·+ σn+2
σ0α
n+3
i + σ1α
n+2
i + · · ·+ σn+2αi + σn+3
.
Since λj’s are distinct complex numbers, each w
x
i is a nonzero rational function in αi.
Hence, for general αi’s in C, the vector wx ∈ Wx is general in the sense of Lemma
6.12. In other words, for general x ∈ Xreg, the vector subspace T (wx) has dimension
five if n > 4. 
By the definition of T ′′x , Lemma 6.14 gives the following theorem.
Theorem 6.15. Let X ⊂ Pn+2 be a nonsingular intersection of two quadric hypersur-
faces with n > 4. Let µ˜X : Xreg → M˜PQn be the refined moduli map of second funda-
mental forms on X. Denote by Xgood the subset {x ∈ Xreg | Ker(dxµ˜
X) = 0} ⊂ Xreg.
Then Xgood is nonempty.
Proof. Note that µX |Xreg = πn◦µ˜
X : Xreg →MPQn where πn is the forgetful morphism
from M˜PQn to M
PQ
n . Hence, at x ∈ X
reg,
Ker(dxµ˜
X) ⊂ Ker(dxµ
X) = Px,
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and Ker(dxµ˜
X) = 0 if and only if dim(dxµ˜
X(Px)) = dim(Px) = 3. For general
x ∈ Xreg, the subspace T ′′x ⊂ Wx has dimension five by Lemma 6.14. Moreover,
by the definitions of T ′′x and T
′
x in Lemma 6.8 and 6.10, the subspace T
′
x ⊂ Wx has
dimension four and Tx = dxµ˜
X(Px) has dimension three. Therefore, dxµ˜
X at general
x ∈ X is injective. 
Now we are ready to prove our main result, which is Theorem 1.4 in the introduc-
tion:
Theorem 6.16. Let X,X ′ be two nonsingular varieties in Pn+2 (n > 4), each of
them defined as an intersection of two quadric hypersurfaces. Let µ˜X : Xreg → M˜PQn
and µ˜X
′
: (X ′)reg → M˜PQn be their refined moduli maps of second fundamental forms.
Suppose there exists a biholomorphic map f : M → M ′ between connected Euclidean
open subsets M ⊂ Xreg and M ′ ⊂ (X ′)reg such that µ˜X |M = µ˜
X′ |M ′ ◦ f . Then f
comes from a projective automorphism of Pn+2.
Proof. By Theorem 5, the derivative dxµ˜
X at general x ∈ Xreg is injective and
Xgood = {x ∈ Xreg | Ker(dxµ˜
X) = 0} ⊂ Xreg
is a dense open subset in Xreg. Hence, suppose that the restrictions µ˜X |M and µ˜
X′|M ′
are injective and µ˜X(M) = µ˜X
′
(M ′). Then
(6.8) f = (µ˜X
′
|M ′)
−1 ◦ µ˜X |M : M → M
′.
Let V be a complex vector space of dimension n+3 with a basis {e1, e2, . . . , en+3}
and regard X and X ′ as subvarieties in PV . Up to projective transformations on PV ,
we assume that X ⊂ PV is given as the intersection of two quadrics ϕ1(
∑
ziei) =∑
λiz
2
i = 0 and ϕ2(
∑
ziei) =
∑
z2i = 0 with distinct complex numbers λ1, λ2, . . . , λn+3.
By (6.8),
(6.9) µX(x) = µX
′
(f(x))
for each x ∈ M since µX = πn ◦ µ˜
X and µX
′
= πn ◦ µ˜
X′ where πn is the natural
forgetful morphism from M˜PQn to M
PQ
n . (See Definition 4.13.) Then by Proposition
3.11 there exist ϕ′1,x, ϕ
′
2,x ∈ Φ̂X′ such that they are linearly independent and the
discriminant map
θ(ϕ′1,x ,ϕ′2,x) : X
′ → P(Bn)
sends f(x) ∈ X ′ to θ(ϕ1,ϕ2)(x). So there is a correspondence
C := {(x, ϕ′1,x, ϕ
′
2,x) ∈ M × Φ̂X′ × Φ̂X′ | θ(ϕ′1,x,ϕ′2,x)(f(x)) = θ(ϕ1,ϕ2)(x)}
between M and E := Φ̂X′ × Φ̂X′ :
C
p1
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ p2
%%
❏❏
❏❏
❏❏
❏❏
❏❏
M E ∼= C4.
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When we denote by p1 and p2 the natural projections, Proposition 3.11 implies that
p1 is dominant and has fibers of positive dimension since θ(cϕ′1,x,cϕ′2,x) = θ(ϕ′1,x,ϕ′2,x) for
every nonzero c ∈ C. Hence, C has dimension at least n+ 1, and general fibers of p2
have dimension at least n− 3.
For α ∈ C, consider a hyperplane Hα ⊂ P(Bn) consisting of binary forms that
vanish at [1 : α] ∈ P(C2). Since the discriminant map θ(ϕ1,ϕ2) : X → P(Bn) is
dominant by Proposition 3.9, we can take α1 ∈ C so that the dimension of Mα1 :=
M ∩ (θ(ϕ1,ϕ2))
−1(Hα1) is n − 1. Then the inverse image (p1)
−1(Mα1) has dimension
at least n and general fibers of p2|(p1)−1(Mα1 ) have dimension at least n − 4(> 0
as long as n > 4). When we denote (p1)
−1(Mα1) ⊂ C by Cα1 , there is a pair of
linearly independent quadratic forms ϕ′1, ϕ
′
2 ∈ Φ̂X′ such that the dimension of the
fiber (p2|Cα1 )
−1((ϕ′1, ϕ
′
2)) is positive. Then its image
(6.10)
M (ϕ
′
1,ϕ
′
2)
α1
:= p1
(
(p2|Cα1 )
−1((ϕ′1, ϕ
′
2))
)
= {x ∈Mα1 | θ(ϕ′1,ϕ′2)(f(x)) = θ(ϕ1,ϕ2)(x)}
through p1 also has positive dimension because p1 is injective on each fiber of p2. Let
x be a point in the set. Then
(6.11) θ(ϕ′1,ϕ′2)(f(x)) = θ(ϕ1,ϕ2)(x) = [(α1s− t)(α2s− t) · · · (αns− t)] ∈ P(Bn)
for some distinct complex numbers α2, α3, . . . , αn different from α1. (Here we need
the properties (ii) and (iv) of Xreg in Definition 5.1.) Since x is in M ,
(6.12) µ˜X(x) = µ˜X
′
(f(x))
by (6.8).
On the other hand, let {e′1, e
′
2, . . . , e
′
n+3} be another basis of V that is standard
with respect to the pair (ϕ′1, ϕ
′
2), i.e., X
′ is given as the intersection of two quadrics
ϕ′1(
∑
z′ie
′
i) =
∑
λ′i(z
′
i)
2 = 0 and ϕ2(
∑
z′ie
′
i) =
∑
(z′i)
2 = 0 with distinct complex
numbers λ′1, λ
′
2, . . . , λ
′
n+3. If
(6.13) {λ′1, λ
′
2, . . . , λ
′
n+3} = {λ1, λ2, . . . , λn+3},
then X and X ′ must be biregular to each other. Let σ0λ
n+3+σ1λ
n+2+ · · ·+σn+2λ+
σn+3 (resp. σ
′
0λ
n+3 + σ′1λ
n+2 + · · · + σ′n+2λ + σ
′
n+3) be a polynomial of which roots
are λ1, λ2, . . . , λn+3 (resp. λ
′
1, λ
′
2, . . . , λ
′
n+3). Then
(6.14) [σ0 : σ1 : · · · : σn+3] = [σ
′
0 : σ
′
1 : · · · : σ
′
n+3] ∈ P(C
n+4)
is equivalent to (6.13). So we will finally show (6.14) to conclude that X and X ′ are
biregular to each other.
Recall Proposition 4.17, Notation 6.5, and Notation 6.7. Then, since x ∈ Xreg,
(6.11) and (6.12) imply
(6.15)
[
vx1 : v
x
2 : · · · : v
x
n
]
=
[
v
f(x)
1 : v
f(x)
2 : · · · : v
f(x)
n
]
∈ P(Cn)
where
(6.16) vxi = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+3)
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and
(6.17) v
f(x)
i = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ
′
1)(αi − λ
′
2) · · · (αi − λ
′
n+3)
.
To be more precise, consider the subspace Px = Ker(dxµ
X) ⊂ Tx(X), which is
poised by IIX,x since x ∈ X
reg. (See Theorem 5.9.) With a standard basis B =
{wx1 ,w
x
2 , . . . ,w
x
n} of Tx(X) with respect to the pair (ϕ
x
1 := ϕ1|Tx(X), ϕ
x
2 := ϕ2|Tx(X))
(that is a nonsingular pair of quadratic forms on Tx(X) by the properties (ii) and
(iv) of Xreg in Definition 5.1),
Px = P(ϕx1 ,ϕx2 )(v) ⊂ Tx(X)
for some vector v =
∑
viw
x
i ∈ TxX . As mentioned in Proposition 4.17, for W =
Tx(X), the morphism
sqB ◦ v(ϕx1 ,ϕx2) : S(ϕx1 ,ϕx2) → P(W )
sends
Px = P(ϕx1 ,ϕx2)(v) ∈ S(ϕx1 ,ϕx2 )
to [
∑
v2iw
x
i ] ∈ P(W ). (To apply Proposition 4.17, we need the generality of IIX,x,
which is the property (iii) of Xreg in Definition 5.1). Then Notation 6.5 and 6.7 say[
v21 : v
2
2 : · · · : v
2
n
]
=
[
vx1 : v
x
2 : · · · : v
x
n
]
∈ P(Cn)
where
vxi = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
(αi − λ1)(αi − λ2) · · · (αi − λn+3)
with αi’s in (6.11). Note that (6.12) says
µ˜X(x) = µ˜X
′
(f(x)) ∈ q˜({IIX,x} × S(ϕx1 ,ϕx2)) ⊂ M˜
PQ
n
where q˜ is the orbit map in Definition 4.13. Recall Proposition 4.18. Then (6.11) and
(6.12) give (6.15).
If we translate (6.16) and (6.17) in terms of σj and σ
′
j , then
vxi = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
σ0α
n+3
i + σ1α
n+2
i + · · ·+ σn+2αi + σn+3
and
v
f(x)
i = −
(αi − α1)(αi − α2) · · · (αi − αiˇ) · · · (αi − αn)
σ′0α
n+3
i + σ
′
1α
n+2
i + · · ·+ σ
′
n+2αi + σ
′
n+3
.
Here, αi’s are constants, so (6.15) is equivalent to
(6.18)
[
ux1 : u
x
2 : · · · : u
x
n
]
=
[
u
f(x)
1 : u
f(x)
2 : · · · : u
f(x)
n
]
∈ P(Cn)
where
uxi = σ0α
n+3
i + σ1α
n+2
i + · · ·+ σn+3
and
u
f(x)
i = σ
′
0α
n+3
i + σ
′
1α
n+2
i + · · ·+ σ
′
n+3.
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Since M
(ϕ′1,ϕ
′
2)
α1 in (6.10) has positive dimension and the discriminant map θ(ϕ1,ϕ2)
is finite, there is y ∈M
(ϕ′1,ϕ
′
2)
α1 satisfying θ(ϕ1,ϕ2)(y) 6= θ(ϕ1,ϕ2)(x) ∈ P(Bn). Then
θ(ϕ′1,ϕ′2)(f(y)) = θ(ϕ1,ϕ2)(y) = [(α1s− t)(β2s− t) · · · (βns− t)] ∈ P(Bn)
for some distinct complex numbers {β2, β3, . . . , βn} 6= {α2, α3, . . . , αn} ⊂ C, and
(6.19)
[
uy1 : u
y
2 : · · · : u
y
n
]
=
[
u
f(y)
1 : u
f(y)
2 : · · · : u
f(y)
n
]
∈ P(Cn)
where
(6.20) uy1 = u
x
1 , u
f(y)
1 = u
f(x)
1 ,
uyi>1 = σ0β
n+3
i + σ1β
n+2
i + · · ·+ σn+3,
and
u
f(y)
i>1 = σ
′
0β
n+3
i + σ
′
1β
n+2
i + · · ·+ σ
′
n+3.
Then
(6.21)[
ux1 : · · · : u
x
n : u
y
2 : · · · : u
y
n
]
=
[
u
f(x)
1 : · · · : u
f(x)
n : u
f(y)
2 : · · · : u
f(y)
n
]
∈ P(C2n−1)
by (6.18), (6.19), and (6.20). Suppose αn+i−1 := βi /∈ {α2, α3, . . . , αn} for i ∈
{2, 3, 4, 5}. (This is possible by considering a few more points in M
(ϕ′1,ϕ
′
2)
α1 if nec-
essary.) Let M be the following (n+ 4)× (n + 4) matrix:

(α1)
n+3 (α1)
n+2 · · · α1 1
(α2)
n+3 (α2)
n+2 · · · α2 1
...
...
...
...
(αn)
n+3 (αn)
n+2 · · · αn 1
(αn+1)
n+3 (αn+1)
n+2 · · · αn+1 1
...
...
...
...
(αn+4)
n+3 (αn+4)
n+2 · · · αn+4 1


.
Note that M is a Vandermonde matrix since α1, α2, . . . , αn+4 are distinct complex
numbers. Hence, M is invertible, and (6.21) implies (6.14). Therefore, X and X ′ are
biregular to each other. 
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