The problem of zero-rate multiterminal hypothesis testing is revisited. A Neyman-Pearson-like test is proposed and its non-asymptotic performance is clarified; for short blocklength, it is numerically examined that the proposed test is superior to a previously known Hoeffding-like test proposed by Han-Kobayashi. For the large deviation regime, it is shown that our proposed test achieves the optimal trade-off between the type I and type II exponents shown by Han-Kobayashi. The information geometry method plays an important role in the analysis as well as the construction of the test.
I. INTRODUCTION
In the classic hypothesis testing problem, upon observing Z n , a tester tries to distinguish whether the observation comes from the null hypothesis P or the alternative hypothesis Q. It is widely known that the so-called Neyman-Pearson test is the most powerful test, and the trade-off between the type I error probability α n and the type II error probability β n is characterized as
Here, Λ(z) = ı P Q (z) = log P (z) Q(z) is the log-likelihood ratio between the two distributions, which is also known as the relative entropy density. An application of the law of large numbers to (1) implies that, for vanishing type I error probability, the asymptotically optimal exponent of the type II error probability is given by the relative entropy D(P Q); more refined analyses on (1) give the tight bounds on more detailed asymptotics such as the large deviation regime or the second-order regime [1] , [2] .
Another important test, which we shall call Hoeffding test, is to compare the type (empirical distribution) t Z n of the observation with the null hypothesis [3] ; the null hypothesis is accepted if the relative entropy between the type and P is smaller than a prescribed threshold, and is rejected otherwise. The error trade-off of such a test is characterized as
This test has an advantage that the test can be conducted without the knowledge of Q, i.e., it is partially universal (cf. [4] ). Although the Hoeffding test gives optimal performance asymptotically, the error trade-off is worse than that of the Neyman-Pearson test for finite blocklength, in particular for short blocklength.
In [5] , Berger introduced a new framework of multiterminal statistical decision problems under communication constraint. Inspired by his work, many researchers studied various kinds of such problems (see [6] for a thorough review). One important special case of such problems is the zero-rate multiterminal hypothesis testing problem, which is the main topic of this paper. In this problem, correlated observations X n and Y n are separately processed by two encoders, and messages are sent to a centralized decoder at zero-rate. Then, the decoder tries to distinguish whether the observations comes from the null hypothesis P XY or the alternative hypothesis Q XY . It was shown in [7] , [8] that, for vanishing type I error probability, the asymptotically optimal exponent of the type II error probability is given by the projected relative entropy defined by
In [9] , Amari-Han studied this problem from differential geometrical viewpoint, and gave a geometrical interpretation of (2) by using the information geometry approach [10] . In fact, the term, projected relative entropy, should be clear from the observation in [9] . Furthermore, to study the large deviation regime of the zero-rate multiterminal hypothesis testing problem, Han-Kobayashi introduced a Hoeffding-like testing scheme for this problem [11] ; the error trade-off of their testing scheme is characterized as
where t X n Y n is the joint type of (X n , Y n ). It was shown in [6] that the bound in (3) and (4) is asymptotically tight in the large deviation regime.
The main aim of this paper is to revisit this problem from the perspective of modern approaches such as the informationspectrum approach [12] and the finite blocklength analysis [13] , [14] .
As we mentioned above, there are two important tests in the classic hypothesis testing problem: Neyman-Pearson test and Hoeffding test. The test proposed by Han-Kobayashi [11] can be regarded as a Hoeffding test for the zero-rate multiterminal hypothesis testing. Then, it is tempting, both theoretically and practically, to have a testing scheme that is reminiscent of the Neyman-Pearson test. In this paper, we propose such a testing scheme. In fact, the trade-off between the type I error probability and the type II error probability by our proposed test have the following form:
Here, Λ λ (x, y) is a proxy of the log-likelihood ratio parametrized by λ ∈ [−E(Q XY P XY ), E(P XY Q XY )]; as we will see later, identification of Λ λ (x, y) is non-trivial, which is one of technical contributions of this paper.
Although it is not clear if our proposed testing scheme is most powerful or not, for rather short blocklength, we will numerically examine that our proposed testing scheme has better error trade-off than that of the previously known test of Han-Kobayashi. We also show that, for the large deviation regime, our proposed test achieves the optimal tradeoff between the type I and type II exponents shown by Han-Kobayashi.
In the classic hypothesis testing problem, it is known that the Neyman-Pearson test corresponds to bisecting the probability simplex by a mixture family generated by the log-likelihood ratio Λ(z), which is orthogonal to the e-geodesic connecting the null hypothesis P and the alternative hypothesis Q (eg. see [15] ). On the other hand, our Neyman-Pearson-like test of the multiterminal hypothesis testing bisects the probability simplex by a mixture family generated by the proxy Λ λ (x, y) of the log-likelihood ratio. In contrast to the Neyman-Pearson test in the classic hypothesis testing, our Neyman-Pearsonlike test has a freedom to adjust the direction of bisection by parameter λ. Interestingly, this adjustment of direction is crucial to achieve the optimal trade-off between the type I and type II error exponents in the large deviation regime.
The rest of the paper is organized as follows: In Section II, we introduce the problem formulation of the multiterminal hypothesis testing. We also review previously known testing scheme of Han-Kobayashi. In Section III, we briefly review the results of Amari-Han [9] . In Section IV, we introduce our novel testing scheme, and discuss its performance. Then, the large deviation performance is discussed in Section V. Because of the lack of space, detailed proofs are omitted, which can be found in [16] .
II. PROBLEM FORMULATION
In this section, we introduce the problem setting and review some basic results. We consider a statistical problem of testing the null hypothesis H 0 : P XY on X × Y versus the alternative hypothesis H 1 : Q XY on the same alphabet. For simplicity, we assume P XY and Q XY are positive, i.e., they have full support throughout the paper. The i.i.d. random variables (X n , Y n ) distributed according to either P n XY or Q n XY are observed separately by two terminals, and they are encoded by two encoders f
decides to accept the null hypothesis or not. When the block length n is obvious from the context, we omit the superscript n. For a given testing scheme T n = (f 1 , f 2 , g), the type I and type II error probabilities are defined by
In the rest of the paper,
Proposition 1 ([7] , [8] ): It holds that
where E(P XY Q XY ) := min D(P XY Q XY ) :
and P(X × Y) is the set of all joint distributions on X × Y.
In [11] , Han-Kobayashi studied the large deviation regime of the multiterminal hypothesis testing.
To derive a lower bound on F (r), Han-Kobayashi proposed the following Hoeffding-like testing scheme. 1 By definition, note that
Upon observing, x and y, the encoders send their types. Then, upon receiving a pair of marginal types (t x , t y ), the decoder computes E(t x × t y P XY ); if the value is smaller than a prescribed threshold r, then it outputs H 0 ; otherwise, it outputs H 1 . By (9) , g(f 1 (x), f 2 (y)) = H 0 if and only if E(t xy P XY ) < r. The performance of this scheme is summarized in the following proposition.
Proposition 2: For a given r > 0, there exists a testing scheme T n such that
It was shown in [11] that the above testing scheme achieves the error exponent trade-off given in the following proposition, which was later shown to be optimal in [6] . Proposition 3 ([11] , [6] ):
III. INFORMATION GEOMETRY
In this section, we briefly review the results in [9] . When we consider the multiterminal hypothesis testing from the view point of information geometry, the following exponential families and mixture families play important roles.
Let E(P ) be the exponential family that consists of all joint distributionsP XY such that
for some functions a 1 on X and a 2 on Y. In other words, E(P ) is the set of all joint distributions that have the same correlation component as P XY and the log-likelihood ratio can be factorized as in (12) . Similarly, we define E(Q) by replacing P XY with Q XY . Let M(P ) be the mixture family that consists of all joint distributionsP XY such thatP X = P X andP Y = P Y , i.e., let M(P ) be the set of all joint distributions that have the same marginals as P XY . Similarly, we define M(Q) by replacing P XY with Q XY .
The intersection of M(P ) and E(Q) is unique, and the intersection P * XY satisfies the following Pythagorean identity:
Furthermore, P * XY is the optimizer of E(P XY Q XY ), i.e., it holds that
Similarly, the intersection of M(Q) and E(P ) is unique, and the intersection Q * XY satisfies similar formulae.
IV. NEYMAN-PEARSON-LIKE TESTING SCHEME
In this section, we propose a new testing scheme and evaluate its non-asymptotic performance. For that purpose, it is important to investigate properties of the exponent function F (r). We can find that F (0) = E(P XY Q XY ) and F (E(Q XY P XY )) = 0. F (r) is also convex. For 0 < r < E(Q XY P XY ), we have F (r) > 0. Thus, F (r) is monotonically decreasing function for 0 ≤ r ≤ E(Q XY P XY ), and the minimization is attained at the boundary, i.e.,P XY satisfying E(P XY P XY ) = r. Let λ(r) := −r + F (r). (13) Since F (r) is monotonically decreasing, λ(r) is one-to-one mapping for 0 ≤ r ≤ E(Q XY P XY ), and we find that λ(0) = E(P XY Q XY ) and λ(E(Q XY P XY )) = −E(Q XY P XY ).
The following theorem gives properties of the optimizers in (10) and (11) , and it plays an important role in the construction of our new testing scheme later.
Theorem 4: For 0 < r < E(Q XY P XY ), the optimization problem F (r) in (10) and (11) are achieved by the unique pair (Q λ XY , P λ XY ) ∈ E(Q) × E(P ) satisfying the following equations for some a, b ∈ R\{0} and λ = λ(r):
and
x,y
where
Now, we introduce a proxy of log-likelihood ratio Λ λ (x, y) as follows. For −E(Q XY P XY ) < λ < E(P XY Q XY ), we define Λ λ (x, y) by (19) for the unique solution pair (Q λ XY , P λ XY ) satisfying (14)-(18); for λ = E(P XY Q XY ), we define
where P * XY is the optimizer of E(P XY Q XY ); for λ = −E(Q XY P XY ), we define 2 we can write Λ λ (x, y) = a 1 (x) + a 2 (y) for some functions a 1 on X and a 2 on Y (cf. (12) ). Thus, for any joint distribution PXȲ with marginals PX and PȲ , it holds that 
where t xy is the joint type of (x, y). The performance of this scheme is summarized in the following theorem. Theorem 5: For a given −E(Q XY P XY ) ≤ λ ≤ E(P XY Q XY ) and τ ∈ R, there exists a testing scheme T n such that
For a binary example X = Y = {0, 1} with n = 100, the performance of our proposed testing scheme (Theorem 5) and that of Han-Kobayashi's scheme (Proposition 2) are compared in Fig 1. As we can find from the figure, our proposed testing scheme uniformly outperform Han-Kobayashi's scheme.
We close this section by comparing the Hoeffding-like scheme of Han-Kobayashi and the Neyman-Pearson-like scheme proposed above. In Han-Kobayashi's scheme, a type PXȲ is accepted if and only if there exists somePXȲ satisfying PX =PX , PȲ =PȲ , and D(PXȲ P XY ) < r. In other words, a type is accepted if and only if it is included in the cylinder of radius r given by
where M(PXȲ ) is the mixture family that consists of all joint distributions having the same marginals asPXȲ (cf. [6] ); see and let E λ (P ) := P λ XY,t : t ∈ R be the exponential family containing P XY . For λ = λ := E(P XY Q XY ), note that E λ (Q) is the e-geodesic connecting Q XY and P * XY ; for λ = λ := −E(Q XY P XY ), note that E λ (P ) is the e-geodesic connecting P XY and Q * XY . For τ ∈ R, let M λ (τ ) := PXȲ :
be the mixture family generated by Λ λ (x, y) .
In our Neyman-Pearson-like testing scheme, we bisect the entire space with M λ (τ ); see Fig. 3 . Note that M λ (τ ) is not orthogonal 3 to neither of E λ (Q) nor E λ (P ) unless λ = λ or λ = λ. In contrast to the standard hypothesis testing problem, our Neyman-Pearson-like testing scheme has a freedom to choose the direction of bisection with parameter λ. In fact, as we will see in the next section, appropriate choice of λ depending on a target threshold τ is very important. Q λ XY , which implies
Thus, our Neyman-Pearson-like testing scheme reduces to the Neyman-Peason testing scheme of the standard hypothesis testing between P XY and Q XY .
V. LARGE DEVIATION PERFORMANCE
In this section, we discuss the large deviation performance of our proposed testing scheme. In fact, we can show the following large deviation performance.
Theorem 7: For −E(Q XY P XY ) < λ < E(P XY Q XY ), the testing scheme of Section IV with threshold τ = λ satisfies α[T n ] ≤ exp{−nD(P λ XY P XY )}, β[T n ] ≤ exp{−nD(Q λ XY Q XY )}. By noting (16) and (17), we find that Q λ XY ∈ {Q XY : E(Q XY P XY ) ≤ D(P λ XY P XY )}, which implies D(Q λ XY Q XY ) ≥ F (D(P λ XY P XY )). Thus, Theorem 7 implies that our Neyman-Pearson-like testing scheme with threshold τ = λ is optimal in the large deviation. Compared to the derivation of the same exponents based on the method of type, Theorem 7 has an advantage that there is no polynomial factor of n that stem from the number of types.
For a binary example, we plotted the trade-off of the two exponents
for varying λ ∈ [−E(Q XY P XY ), E(P XY Q XY )] in Fig. 4 . Instead of adjusting λ for threshold τ , in the testing scheme of Section IV, we can use a fixed λ, say λ = E(P XY Q XY ) or λ = −E(Q XY P XY ), and vary the threshold τ . However, the trade-off of the error exponents of such schemes are Fig. 4 . A comparison of the trade-offs between the type I and type II exponent, where the horizontal axis is type I and the vertical axis is type II. The red solid curve is the optimal trade-off, (21); the blue dashed curve is the trade-off for λ = E(P XY Q XY ); the green dotted curve is the trade-off for λ = −E(Q XY P XY ).
suboptimal, which are also plotted in Fig. 4 . Thus, to attain the optimal trade-off of the error exponents, it is crucial to adjust λ depending on the target error trade-off.
