Abstract. In this paper, we investigate regrets of an online semi-proximal alternating direction method of multiplier (Online-spADMM) for solving online linearly constrained convex composite optimization problems. Under mild conditions, we establish O( √ N ) objective regret and O( √ N ) constraint violation regret at round N when the dual steplength is taken in (0, (1 + √ 5)/2) and penalty parameter σ is taken as √ N . We explain that the optimal value of parameter σ is of order O( √ N ). Like the semi-proximal alternating direction method of multiplier (spADMM), Online-spADMM has the advantage to resolve the potentially non-solvability issue of the subproblems efficiently. We show the usefulness of the obtained results when applied to online quadratic optimization problem. The inequalities established for Online-spADMM are also used to develop iteration complexity of the average update of spADMM for solving linearly constrained convex composite optimization problems.
Introduction
In online optimization, a decision maker (or a online player) makes decisions iteratively. At each round of decision, the outcomes associated with the decisions are unknown to the decision maker. After committing to a decision, the decision maker suffers a loss. These losses are unknown to the decision maker beforehand.
The Online Convex Optimization(OCO) framework models the feasible set as a convex set Φ ⊂ U , where U is a linear space. The costs are modeled as convex functions over U . A learning framework for OCO problems can described as: at round t, the online player chooses u t ∈ Φ. After the player has committed to this choice, a convex cost function ψ t ∈ Ψ : U → ℜ is revealed. Here Ψ is the family of cost functions available to the adversary. The cost incurred by the online player is ψ t (u t ), the value of the cost function for the choice u t . Let T denote the total number of rounds.
Let A be an algorithm for OCO, the regret of A after T iterations is defined as: There are a large number of algorithms for online convex optimization problems under different scenarios, among them the famous ones include Follow-the-leader [12] , Follow-theRegularized-Leader [22] , [25] , Exponentiated Online Gradient [13] , Online Mirror Descent, Perceptron [21] and Winnow [16] . There are a lot of publications concerning algorithms for online convex optimization, see Chapter 7 of [17] , Chapter 21 of [24] , and survey papers Shalev-Shwartz [23] , Hazan [10] and references cited in these two papers.
For most works in literature, as pointed out by [10] , there are some restrictions for OCO: the losses determined by an adversary should not be allowed to be unbounded and the decision set must be somehow bounded and/or structured. We know from [23] and [10] that ψ t is usually not allowed to take infinite values and Φ is only of simple structures. For examples, ψ t is required to be Lipschitz continuous or strongly convex, and/or Φ is the simplex set, the positive orthant, ball-shaped set, or box-shaped set. This paper will eliminate the mentioned restrictions by permitting ψ t to take +∞, this allows us to deal with complicated convex constraint sets. We will explain this point after we introduce the optimization model considered in this paper.
In this paper, we consider the online composite optimization defined by ψ t (u) = f t (x) + g(z), Φ = {(x, z) ∈ U : Ax + Bz = c}, (
with U = X × Z, u = (x, z) ∈ U , where X and Z are two finite-dimensional real Hilbert spaces each equipped with an inner product ·, · and its induced norm · , f t : X → (−∞, +∞) and g : Z → (−∞, +∞] are proper closed convex functions, A : X → Y and B : Z → Y are two linear operators respectively, with Y being another finite-dimensional real Hilbert space equipped with an inner product ·, · and its induced norm · and c ∈ Y. Namely, at round N , the online player is trying to solve
s.t. Ax + Bz = c, x ∈ X , z ∈ Z.
(1.3)
For online optimization problems with no constraint in or simple structured constraints embedded in function g (for example, probability simplex is embedded in the entropy function), there are a large number of publications in machine learning filed for designing algorithms, among them see for example [5] , [28] , and references in [23] and [10] . Besides the mentioned literatures, there are some recent works related to online optimization (1.2). Mahdavi et. al [18] designed a gradient based algorithm to achieve O( √ N ) regret and O(N 3/4 ) constraint violations for an online optimization problem whose constraint set is defined by a set of inequalities of smooth convex functions. Recently Jenatton et. al [11] and Yu and Neely [29] developed new algorithms to improve the performance in comparison to prior works. However the online optimization model considered in these papers does not cover model (1.2) as φ t in their problem is required to be smooth and is not permitted to take +∞ values.
Now we explain that the online composite optimization model (1.2) covers many popular online optimization problems. Example 1.1 Consider a general online optimization model in which the cost function at round t is φ t : X → ℜ and the constrained set is of the form:
where N : X → V is a linear mapping, b ∈ V, K ⊂ V is closed convex set and V is a Hilbert space. Define
where δ is the indicator function, I is the identity in V and Z = V. Then the online optimization problem is expressed as the form (1.2).
Example 1.2
Consider an online optimization model in which the cost function at round t is φ t : X → ℜ and the constrained set is a simple convex set X. For avoiding decision jumping, online player introduces a regularizer R : X → ℜ. Define
where I is the identity in X . Then the online optimization problem is expressed as the form (1.2).
The off-line problem, in which all losses are known to the decision maker beforehand, corresponds to the case where f k (x) = f (x),∀k = 1, . . . , N . In this case, Problem (1.2) or Problem (1.3) is reduced to
(1.4)
The convex composite optimization problem (1.4) is an important optimization model widely distributed in scientific and engineering fields, see examples considered in [2] . Alternating direction methods of multipliers for solving Problem (1.4) are an important class of numerical algorithms, which are extensively studied in recent twenty years. The classic ADMM was designed by Glowinski and Marroco [8] and Gabay and Mercier [7] and its construction was much influenced by Rockafellar's works on proximal point algorithms for solving the more general maximal monotone inclusion problems [19, 20] . An important progress in the ADMM field is the semi-proximal ADMM (in short, spADMM) proposed by Fazel et al. [6] . This method has several advantages. First, it allows the dual step-length to be at least as large as the golden ratio of 1.618. Second, spADMM not only covers the classic ADMM but also resolves the potentially non-solvability issue of the subproblems in the classic ADMM. Third, perhaps more important one, it possesses the abilities of handling multi-block convex optimization problems. For example, it has been shown most recently that the spADMM is quite efficient in solving multi-block convex composite semidefinite programming problems [26, 14, 3] with a low to medium accuracy. Importantly, under the calmness of the inverse Karush-Kuhn-Tucker mapping, spADMM has the linear rate of convergence, this result was established by Han, Sun and Zhang [9] .
Inspired by spADMM for Problem (1.4), we construct the following Online-spADMM for the online problem (1.2). For a Hilbert space Z, for any self-adjoint positive semidefinite linear operator B : Z → Z, denote z B := z, Bz and
for any z ∈ Z and any set D ⊆ Z. If B is the identity mapping in Z, namely B = I, we use dist(z, D) to denote the distance of z from D. At round k ∈ N, for problem
the augmented Lagrangian function is defined by
Then Online-spADMM may be described as follows. Online-spADMM: An online semi-proximal alternating direction method of multipliers for solving the online convex optimization problem (1.2).
Step 0 Input (x 1 , z 1 , y 1 ) ∈ X × Z × Y. Let τ ∈ (0, +∞) be a positive parameter (e.g., τ ∈ (0, (1 + √ 5)/2) ), S 1 : X → X and T : Z → Z be a self-adjoint positive semidefinite, not necessarily positive definite, linear operators. Set k := 1.
Step
Step 2 Receive a cost function f k+1 and incur loss f k+1 (x k+1 ) + g(z k+1 ) and constraint violation Ax k+1 + Bz k+1 − c .
Step 3 Choose a self-adjoint positive semidefinite linear operator S k+1 : X → X .
Step 4 Set k := k + 1 and go to Step 1.
To our knowledge, the first online alternating direction method perhaps is the one proposed by Wang and Banerjee [27] . Their algorithm corresponds to a modified version of the above Online spADMM where T = 0 and the term
, where B φ is the Bergman of a smooth convex function φ.
For Online-spADMM, we define objective and constraint violation regret by
respectively. As far as we are concerned, the main contributions of this paper can be summarized as follows.
• Cost functions are proper lower semi-continuous convex extended real-valued functions and this makes the optimization model (1.2) include more online optimization problems. For instance, Problem (1.5) includes linear semi-definite programming, quadratic semi-definite programming and convex composite programming.
• The proposed Online-spADMM allows the dual step-length to be at least as large as the golden ratio of 1.618, which is independent on the time horizon and other parameters.
• When σ = √ N and S k is chosen in a smart way, under mild assumptions (these assumptions are quite weaker than those in [27] ), it is proved that the regret of objective function of N iterations is of order O( √ N ), and the regret of constraints of N iterations is of order O( √ N ). It is proved that the solution regret is of order O( √ N ) under strong assumptions.
• It is proved that, for the average of the first N iterations by spADMM for solving linearly constrained convex composite optimization problems, the iteration complexity of objective function is of order O( √ N ) and the iteration complexity of constraint violation is of order O(
The remaining parts of this paper are organized as follows. In Section 2, we develop two important inequalities, which play a key role in the analysis for objective regret, constraint violation regret and solution error regret. Section 3 establishes bounds of objective regret, constraint violation regret and solution error regret of Online-spADMM for the online optimization. Section 4 is about the complexity of the average iteration of spADMM for solving Problem (1.4) and the recovery of an important inequality in [9] . We make our final conclusions in Section 5.
Key Inequalities of Online spADMM
In this section, we demonstrate important inequalities for upper bounds of [ 
], where ( x, z) is a feasible point of the set Φ. These upper bounds play crucial roles in the analysis for constraint violation regret and objective regret of Online spADMM.
Proof. The proof is quite lengthy. We put it in Appendix A. ✷ We define
Let E : X × Z → Y be linear operator defined by E(x, z) = Ax + Bz for (x, z) ∈ X × Z and
Proof. Similar to the proof of Proposition 3 of [9] . ✷
. . , N +1} be generated by Online-spADMM. Then,
Proof. We have from Theorem 2.1 that
Reorganizing the terms on (2.5), we obtain
Or equivalently
Using equalities
and inequalities
we obtain from (2.6),
This is just inequality (2.4). ✷
Proof. The inequality (2.8) follows from (2.4) and the definitions of M k and H k . ✷
Regret Analysis
Let S * N denote the solution set of Problem (1.3) and for (x, z) ∈ S * N ,
In this section, we discuss the iteration complexity of Online-spADMM for solving Problem (1.2). For establishing the constraint violation regret and the objective regret of OnlinespADMM in terms of round number N , we make the following assumptions.
for some γ 0 > 0 and ( x, z) ∈ S * N .
Assumption 3.2 For any k = 1, . . . , N , assume that S k satisfies
where I is the identity mapping of Y.
When f t is Lipschitz continuous with Lipschitz constant
then Assumption 3.3 is satisfied.
Constraint and objective regrets
For this purpose, we give the following lemma.
Proof. We can express (x, z) 2
In view of the inequality
we have from (3.5) that
The proof is completed. ✷ Making a summation of (2.8) for k = 1, . . . , N , we obtain
We first give a proposition about a bound for the constraint violation regret by OnlinespADMM.
. . , N + 1} be generated by Online-spADMM. Let the following matrix orders hold:
Proof. For any ( x, z) ∈ S * N , we have
Then, for {w 1 , w 2 , . . . , w N +1 } ⊂ X × Z, one has
Thus we obtain
Therefore we have from (3.6) that
Therefore, inequality (3.8) follows directly from inequality (3.6) and Assumption 3.1. ✷
We now give the following proposition about a bound for the sum of objective regret and constraint violation regret by Online-spADMM.
. . , N + 1} be generated by Online-spADMM. Let Assumption 3.1 be satisfied and the following matrix orders hold:
Then the following property holds:
Proof. For k = 1, . . . , N , we have for any g k ∈ ∂f k (x k ),
It follows from Lemma 3.1 that
We have from (3.6),(3.11) and (3.12) that
(3.13)
Since S 1 S 2 · · · S N , we have M 1 · · · M N and from (3.13) we obtain
(3.14)
The proof is completed. ✷ Now we are in a position to state the main theorem about the bounds of the constraint violation regret and the objective regret by Online-spADMM, respectively. Theorem 3.1 Let {(x k , z k , y k ) : k = 1, . . . , N + 1} be generated by Online-spADMM. Suppose that the following matrix orders hold:
Then the following properties hold:
(i) Let Assumptions 3.2 and 3.3 be satisfied, then
(ii) Let Assumptions 3.1, 3.2 and 3.3 be satisfied, then
Proof. From (3.1) in Assumption 3.2, we know that 18) and Conclusion (i) follows from Proposition 3.2 and Assumption 3.3. In view of (3.18), Assumption 3.1 and Assumption 3.3, we obtain (ii) from Proposition 3.2. ✷ Define η(τ ) = 1 + 8τ 2t τ τ ,
We obtain the following result from Theorem 3.1, which provides upper bounds in terms of N for objective regret and constraint violation regret.
. . , N + 1} be generated by Online-spADMM. Suppose that the following matrix orders hold:
Let σ = √ N . Then the following properties hold:
(i) Let Assumptions 3.2 and 3.3 be satisfied, then (ii) Let Assumptions 3.1, 3.2 and 3.3 be satisfied, then
Proof. From the definitions of M 1 ,κ 1 and κ 2 , one has that
Thus we obtain conclusion (i) from (i) of Theorem 3.1 and the definition of κ 3 and κ 4 . Conclusion (ii) follows from (ii) of Theorem 3.1. ✷
Remark 3.1 We have the following observations:
a) It follows from Corollary 3.1 that the objective regret and the constraint violation regret are of order √ N whose coefficients are dependent on the distance of the initial point (x 1 , z 1 ) from S * N if g is nonnegative-valued.
b) Since g is often a regularizer, the assumption g being nonnegative-valued is quite natural. Assumption 3.3 is a natural assumption, which was adopted by [23] . c) Assumption 3.1 is satisfied in many circumstances. For example if g has the following form
where Z ⊂ Z is a nonempty convex compact set and θ : Z :→ ℜ is a continuous function and A * is an onto linear operator, then Assumption 3.1 is satisfied.
d) Since we can not neglect the term
which is of order σ, in (3.16) and (3.17) for objective regret and constraint violation regret, the optimal choice of σ is of order O( √ N ).
Solution regret
In this subsection, we discuss the possibility for deriving solution regret. For this purpose, we define
and derive new inequalities from (2.1). From (2.1), we have
Then inequality (3.22) can be equivalently written as
Like Proposition 3.1, basing on (3.23), we may prove a bound for both constraint violation regret and solution regret by Online-spADMM.
(3.25)
Like Proposition 3.2, we may prove another bound of the objective regret by OnlinespADMM.
Then the following two property holds:
We obtain the following result from Proposition 3.4.
where S is a positively definite self-adjoint operator. Then the following properties hold:
(i) Let Assumption 3.3 be satisfied, then
(ii) Let Assumptions 3.1 and 3.3 be satisfied, then (iii) Let Assumption 3.3 be satisfied and
then the solution regret has the following bound
We obtain the following result from Theorem 3.2, which provides upper bounds in terms of N for objective regret, constraint violation regret and solution regret.
(3.34)
(ii) Let Assumptions 3.1 and 3.3 be satisfied, then
(3.35) (iii) Let Assumption 3.3 be satisfied and
(3.37)
We should point out that Assumption 3.2 is weaker than condition (3.33). However, if
for some self-adjoint operator W, then under condition (3.36), (3.37) provides a solution regret. But whether condition (3.36) always holds is a problem left.
Application to online quadratic optimization
Consider the online quadratic optimization problem with
where Θ = {x ∈ X : Ax = b}, (3.39) and X ⊂ ℜ n is a closed convex compact set, A ∈ ℜ m×n and b ∈ ℜ m . Define
Then the online quadratic optimization problem is reformulated as Problem (1.2). The augmented Lagrangian is defined as
Online-spADMM for online convex quadratic optimization problem (3.38)-(3.39).
Step 0 Input (x 1 , z 1 , µ 1 , λ 1 ) ∈ ℜ n ×ℜ n ×ℜ m ×ℜ n . Let τ ∈ (0, +∞) be a positive parameter (e.g., τ ∈ (0, (1 + √ 5)/2) ), S 1 ∈ S n + be a symmetric positive semidefinite matrix. Set k := 1.
Step 1 Set
Step 2 Receive a cost function f k+1 and incur loss f k+1 (x k+1 ) and constraint violation Ax k+1 − b .
Step 3 Choose a symmetric positive semidefinite matrix S k+1 ∈ S n + .
For integer N , choose α > 0 large enough such that
Then subproblems for x k+1 and z k+1 in (3.40) have the following explicit solutions:
Therefore, when X is a simple convex set and Π X is easy to calculate, then Online-spADMM with S t defined by (3.41) is quite effective as subproblems in (3.40) have explicit expressions.
Averaging in spADMM
In this section, we consider the off-line problem, namely the case where f k (x) = f (x),∀k = 1, . . . , N . In this case, Problem (1.2) is reduced to
The augmented Lagrangian function of problem (4.1) is defined by
For this probem, Online-spADMM is reduced to the semi-proximal alternating direction method of multipliers, namely spADMM proposed by [6] . spADMM: A semi-proximal alternating direction method of multipliers for solving the convex optimization problem (4.1).
Step 0 Input (
Let τ ∈ (0, +∞) be a positive parameter (e.g., τ ∈ (0, (1 + √ 5)/2) ), S 1 : X → X and T : Z → Z be a self-adjoint positive semidefinite, not necessarily positive definite, linear operators. Set k := 1.
Step 2 Set k := k + 1 and go to Step 1.
There is a slight difference between Online-spADMM and the above spADMM proposed in [6] . In Online-spADMM, in stead of using S k in Step 1, we use σS k in this step, because this is more convenient for regret bound analysis.
In this section, we first discuss regrets of spADMM iterations and the iteration complexity of the averaging of generated iterative points. After that we will recover an important inequality in [9] , which is the key for establishing the linear rate of convergence for spADMM under calmness condition of the inverse KKT mapping.
Regrets of spADMM Iterations
Let S * and ν * denote the solution set and the optimal value of Problem (4.1), respectively. We introduce the following notations:
where E is a linear operator defined by E(x, z) = Ax + Bz. In order to derive the constraint violation regret of spADMM for solving Problem (4.1), we need the following assumption similar to Assumption 3.1.
Assumption 4.1 Suppose that the sequence {(x k , z k )} generated by spADMM satisfies
for some γ 0 > 0 and ( x, z) ∈ S * .
From Corollary 2.1, we obtain the following result directly.
Proposition 4.1 Let {(x k , z k , y k )} be generated by spADMM. Then, for any ( x, z) ∈ Φ, any k = 1, . . . ,
From (4.5), we obtain the following inequality:
Define where
Then, using (4.7) and the definition of M, we obtain the following result about regrets of spADMM.
Theorem 4.1 Let N be a positive integer. Let {(x k , z k , y k )} be generated by spADMM with σ = √ N . Suppose that Assumption 4.1 is satisfied. Then the following properties hold.
(i) The objective regret satisfies the following bound:
(ii) The constraint violation regret has the following bound: (i) The error in objective at ( x N , z N ) satisfies
(4.11)
Recovery of an important inequality in [9]
Let (x, z) ∈ S * be a solution to Problem (4.1) and y ∈ Y be a vector such that (x, z, y) satisfies the following Karush-Kuhn-Tucker system 0 ∈ ∂f (x) + A * y, 0 ∈ ∂g(z) + B * y, c − Ax − Bz = 0. (4.12)
From equalities
and
we obtain 13) where I is the identity operator in Y. Then inequality (4.16) is equivalent to (x k+1 , z k+1 , y k+1 ) − ( x, z, y) 17) which coincides with the important formula (26) in [9] . Thus inequality (4.14) in Corollary 2.1 is not so strong as formula (26) in [9] .
Conclusions
In this paper, we have established regrets for objective and constraint violation of OnlinespADMM for solving online linearly constrained convex composite optimization problems. One significant feature of our approach is that the bounds for objective and constraint violation are obtained under weak assumptions for objective functions. As the bound for solution regret in Theorem 3.2 is not satisfactory, an important issue left unanswered is to find sufficient conditions for ensuring O( √ N ) regret bound for solution errors. For spADMM, whether we can obtain O( √ N) constraint violation regret bound when σ is a fixed constant is another topic worth studying. This paper only discusses the case for constant constraint set Φ = {(x, z) : Ax + Bz = c}, a difficult problem is left to study is the case when A, B, c is changing with time t, just like the online linear optimization considered by [1] , or even a more complicated case where constraints are time-varying inequalities considered in [30] . These online optimization models are worth studying as they cover a large number of important practical problems.
Appendix A. Proof of Theorem 2.1. Since
we have, from the optimality for convex programming, that 
T .
(5.24)
