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INTRODUCTION 
Let G be a locally compact abelian group acting continuously on a von 
Neumann algebra A via a homomorphism CI of G into Aut A. In 1973, 
Takesaki showed how an action oi of the dual group G could be naturally 
defined on the von Neumann algebra crossed product d x ~ G and proved 
that the double crossed product (4 x a G) x ti G was naturally isomorphic 
to & @ $?, where 6? is the ring of all bounded operators on L,(G). This 
duality theorem for group actions was extended to arbitrary locally com- 
pact groups G independently by Nakagami, Landstad, and Stratila- 
Voiculescu-Zsido in the mid 1970s. This extension required replacing the 
action of G on &’ x r G by a “coaction” of G on & x a G. Indeed coactions 
of G are defined in general, and it is proved that (Jl”e x rr G) x d G N 
&Y 0 6? for any action c( of G on & and corresponding coaction oi of G on 
&?’ x ? G. A similar theorem is proved reversing the roles of c1 and oi. An 
exposition of this theorem may be found in Nakagami-Takesaki [7], 
where complete references to the literature may also be found. (Nakagami 
and Takesaki phrase things in a dual fashion to handle the topological sub- 
tleties more easily.) 
In [2], Cohen and Montgomery recognized that for finite groups G, a 
coaction of G on an F-algebra A, where F is a field, is just a G-grading 
of A. It was known that a G-grading of an algebra A is the same as an 
(FG)*-module algebra action of (FG)*, the Hopf algebra dual to FG, on A. 
Given these facts, they were able to prove the following duality theorems: 
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(1) If G acts as automorphisms on A, then A * G (the skew group 
ring of G over A) is naturally G-graded and (A * G) # (FG)* ‘v M,(A), the 
n x n matrix ring over A, n = ICI. 
(2) If A is G-graded, then A#(FG)* has a natural G-action and 
(A# (FG)*) * G 2: M,(A). 
Since A * G 2: A # FG, it is clear that both (1) and (2) can be written 
(A#H)#H*=M,(A), n = dim H, (*I 
where the Hopf algebra H is taken to be FG and (FG)*, respectively. 
Cohen and Montgomery explicitly raise the question of whether (*) holds 
in general for finite dimensional Hopf algebras H. 
In this paper, we prove a duality theorem for (possibly) infinite dimen- 
sional Hopf algebras H over F. In the infinite dimensional case, H* is too 
big (it is not even a Hopf algebra) and we replace H* by the “finite dual” 
Ho of H or, more generally, by a Hopf subalgebra U of Ho. It is also 
necessary to assume that H and U have bijective antipodes, that the action 
of H on A is locally finite in a sense’ appropriate to the choice of U, and 
that the action of H# U on H satisfies a certain right-left symmetry con- 
dition. Under these conditions we prove our main theorem, Theorem 2.1: 
(A#H)#U-A@(H#U). 
The flexibility given by allowing Hopf subalgebras U allows us to apply the 
main theorem to situations involving the Hopf algebras U(g), g a Lie 
algebra, and the group algebra FG, G a group. 
We also consider conditions under which H# U is a dense ring of 
F-linear transformations on H. The conditions are that H be residually 
finite dimensional and that U be dense in H*. Finally, we consider G- 
graded algebras A, G a group, and show that for residually F-linear groups 
G, a G-graded algebra A is just an (FG)‘-module which is locally finite for 
the choice U = FG. 
1. DEFINITIONS AND PRELIMINARIES 
Throughout, we follow the notation in Sweedler’s book [lo]. H will 
always denote a Hopf algebra over a field F, with multiplication p, co- 
multiplication A, counit E, and antipode S. We shall also use the so-called 
“sigma notation” for iterates of images of A [ 10, Sect. 1.21. That is, 
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for ~31, where A,=A and A,,+i=(A@id”)oA,,. By coassociativity, 
A n + i = (idk @ A @ idnPk) 0 A, for 0 6 k 6 n. p will denote the “finite dual” 
of H, defined by @ = {f’~ H*: Ker f contains an ideal of H of finite 
codimension}. The operations of H dualize to turn p into a Hopf algebra 
[ 10, p. 1093, whose multiplication, comultiplication, counit, and antipode 
will also be denoted by p, A, E, and S, respectively. 
Let A be a (left) H-module algebra. The action of h E H on a E A will be 
denoted by h . a. Now H is both a right and left P-module algebra, so in 
this case we use a somewhat different notation: Let f~ Ho, h E H, and write 
Ah=&,h(,,Oh(w Then the left action off’on h is denoted by f-h and 
is given by 
(1) 
Similarly the right action of .f on h is denoted by h --f and is given by 
We will have need of the following technical lemma. 
LEMMA 1.1. LrtJ’e @, ke H. Then 
(i) AU--k)= c kc,,@3 (f-k&, Ck) 
(ii) A(k--f)= 1 (k~,,--J’)Ok~z,. (k) 
Proof: 6) AU--k) = c f‘(kd Ak(,, Ik) 
=~f(ki,,)kdBkw 
= c k,,,O (f--k,,,). (k) 
(ii) follows similarly. 1 
If A is a (left) H-module algebra, we can form the smash product A # H 
[ 10, pp. 155, 1561. Then A # H becomes a (left) Ho-module algebra via 
f.(a#h)=a#(f-h) 
foryE@, aEA, hEH. 
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For any Hopf algebra K and any (left) K-module algebra B, there is an 
algebra homomorphism 
2 B,K: B#K-+ End,(B) 
given by A&b #k)(c) = b(k . c) for k E K, b, c E B. A,, need not be injec- 
tive in general. In the special case where B = H and K = U, a Hopf sub- 
algebra of H(‘, there is also an algebra anti-homomorphism 
P,,,G U+ End,(H) 
given by ~&f)(h) = h--f for h E H, f E U. Thus, in this case, we have a 
right action pH,” of U on H and a left action A,., of H# U on H. 
With these notions in hand we can now formulate precisely the right-left 
symmetry condition stated in the Introduction. 
DEFINITION 1.2. Let H be a Hopf algebra and let U be a Hopf sub- 
algebra of 9. Then U satisfies the RL-condition with respect to H if 
~t,,u(U) c I,,u(H# W 
Our next definition generalizes the notion of a locally finite action. 
DEFINITION 1.3. Let A be a (left) H-module algebra and let U be a 
Hopf subalgebra of H(‘. The action of H on A is U-locally finite if, for any 
a E A, there exist f, ,..., f, E U such that (n;= i Ker f,) . a = 0. 
LEMMA 1.4. A is a U-locally finite H-module algebra if and only 15 for 
every a E A, there exist f, ,..., f, E U and a, ,..., a, E A such that 
k . a = i f;(k) a, 
j= 1 
for all k E H. 
Proof: Suppose that A is U-locally finite and let aE A. Choose 
f, ,,.,, fr E U as in Definition 1.3. We may assume f, ,..., fr to be linearly 
independent. Choose h, ,..., h, E H so that fi(h,) = 6, for 1 d i, j d r. Then 
k - c,‘=, f;(k) h, E n;= i Ker f, for all k E H so that k. a = C;= 1 f,(k) h,. a. 
Letting a, = hi. a, the desired relation holds. The converse is obvious. 1 
It follows from Lemma 1.4 that if the action of H on A is U-locally finite, 
it is locally finite in the usual sense: H. a is contained in the span of the ai 
and hence dim,(H. a) < co. Conversely, suppose that the action of H on A 
is locally finite in the usual sense. Let a E A. Then dim,(H. a) < cc implies 
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that the left ideal I= {h E H: h. a = 0} has finite codimension in H and so 
contains a two-sided ideal J of finite codimension in H. Lettingf, ,..., f, be a 
basis for the annihilator of J in H* we see that fr,..., f, E H” and 
(n;=, Ker 6). a = 0. Thus A is H”-locally finite. This shows that the action 
of H on A is locally finite if and only if it is p-locally finite. 
The condition of Lemma 1.4 can be repharased as follows: Let i: 
A 0 U + Hom,(H, A) be the canonical injection given by [i(a@f)](h) = 
f(h)a, for a EA, f E U, and h E H. Let (T: A -+ Hom,(H, A) be defined by 
[au](h) = h. a, for a E A, h E H. Then A is U-locally finite if and only if 
there exists p: A -+ A @ U such that r~ = io p. Standard duality arguments 
show that p gives A the structure of a U-comodule algebra [ 1, p. 1381, that 
is, p satisfies the following properties: 
(1) (id@s)op=id, 
(2) (P@id)op=(id@d)op, 
(3) p is a homomorphism of F-algebras with 1. 
Conversely, suppose that H is a Hopf algebra, that U is a Hopf sub- 
algebra of Ho, and that A is a U-comodule algebra given by p: A -+ A @ U. 
Define 8: H@A+A by B(h@u)= [@u](h), for ~EH, UEA. Then I3 gives 
A the structure of an H-module algebra, and A is U-locally finite. 
We summarize these remarks as 
LEMMA 1.5. Let H be a Hopf algebra, U a Hopf subalgebra of Ho, and 
A an F-algebra with 1. Then there is a bijective correspondence between the 
U-locally finite H-module algebra structures 8: HQ A + A on A and the 
U-comodule algebra structures p: A + A @ U on A via the relation 
RhOa)= [ipal( hEH, aeA 
We further remark that it would be possible to rephrase our theorems in 
terms of U-comodule algebras. So rephrased, the duality theorems would 
then be analogues of the duality theorems of Nakagami and Takesaki. 
However, with the exception of Lemma 4.8, we formulate all of our results 
in terms of U-locally finite H-module algebras because we find modules 
more congenial than comodules. 
Our next definition concerns the condition that H have “enough” finite 
dimensional representations. 
DEFINITION 1.6. An algebra B is residually finite dimensional over F if 
there exists a family {II,} of finite dimensional F-representations of B so 
that n, Ker rc, = 0. 
We remark that this condition is usually called “proper”; however, we 
believe our terminology to be more descriptive. 
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Let V, W be vector spaces over F. Recall that Hom,( V, W) can be given 
the finite-discrete topology under which Hom,( V, W) becomes a 
topological vector space over F (F is given the discrete topology): a net 
{ T, } in HomJ V, W) converges to TE HomA V, W) if, for each finite sub- 
set S G V, there exists to such that 5 3 co implies T,v = TV for v E S. A sub- 
space U c Hom,( V, W) is dense if it is dense in Hom,( V, W) in this 
topology. U is dense if and only if, for every finite linearly independent sub- 
set {v, ,..., v,} of V and subset { w1 ,..., w,} of W, there exists TE U such that 
Tvj = wj, j = l,..., n. Thus Uz V* is dense if and only if it separates the 
points of V. In this case V embeds in U* via duality. 
Now H is residually finite dimensional if and only if p is dense in H*. If 
U is a dense Hopf subalgebra of H”, then the map of H into U* actually 
sends H into U’. 
Finally, for any Hopf algebra H, let on = Ker E, the augmentation ideal 
of H. Let H’= {f E H*: f(o”,)=O for some n}. Then H’ is a Hopf sub- 
algebra of Ho. Note that if n,, o> = 0, then H’ is dense in H* and so H is 
residually finite dimensional. Moreover, if A is an H-module algebra, then 
A is H’-locally finite if and only if for each a E A, some power of wH 
annihilates u. 
2. THE MAIN THEOREM 
In this section we prove the main result of this paper, namely 
THEOREM 2.1. Let H be a Hopf algebra over F with bijective antipode, let 
U be a Hopf subalgebra of Ho with bijective antipode, and let A be an H- 
module algebra which is U-locally finite. Assume also that U satisfies the 
RL-condition with respect to H. Then 
(A# H)# U=A@(H# U). 
The theorem will be proved by first showing that each algebra 
(A # H) # U and A @ (H # U) can be embedded into End,(A # H) via 
algebra homomorphisms and then showing that the two images in 
EndAA # H) are conjugate via an invertible map y E EndAA # H). 
The embeddings are both constructed using the left actions I from Sec- 
tion 1. We define 
and 
c(: (A # H) # U+ EnddA # H) 
8: A@(H# U)-+EndAA# H) 
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by setting a = 3LA # H,U and /I = L 0 A,,,, where L: A --f End.(A) is the left 
regular representation. That is, 
and 
a((a # h) #f)(b # k) = (a # h)(b # (f--k)) 
P(UO (h # f))(b # k) = ab # h(f--k) 
for a, b E A, h, k E H, and f E U. 
PROPOSITION 2.2. Let H be any Hopf algebra with bijective antipode S, 
let U be a Hopf subalgebra of @, and let A be an H-module algebra. Then c( 
and /3 are injective algebra homomorphisms. 
Proof That cx and /I are algebra homomorphisms follows from the facts 
that i A # H.lJ, /I H,UI and L are algebra homomorphisms. We will prove that 
c( and fl are injective by constructing injective linear maps a’, B’, and @ 
from (A # H) # U, A 0 (H # U), and End.(A # H), respectively, into 
End.(A # H) such that CI = @ 0 M’ and /I = @ 0 /I’. These maps are defined as 
follows: 
a'((a#h)#f)(b#k)=f(k)(a#h)(b# 11, 
B'(aO(h #f))(b#k)=f(k) ab#h, 
@(o)(b # k) = 1 C4b # k,,,)l(l # kc,,) 
(k) 
for a, b E A, h, k E H, f E U, and (T E EndJA # H). 
Let u E Ker U’ and write u = c,‘=, vj # fi, where vje A # H and where 
{f, ,..., fr} is a linearly independent subset of U. Choose k, ,..., k, E H so 
thatL.(kj) = bri, 1 < i, j 6 r. Then 0 = a’(~)( 1 # ki) = uj for all j, so that u = 0. 
Thus Co is injective. 
The proof for /?’ is similar. 
To see that @ is injective, we construct a left inverse for @. Define 
YE End,( End,(A # H)) by 
‘Y(a)(b # k) = 1 C4b # k&]( 1 # Sk,,,), 
(k) 
where S is the inverse of S. Then 
(yo@)(o)(b # k) = c C(@o)(b # k&1( 1 # Sk,, ,) 
(k) 
= 2 C4b # k,,,)l(l # k,,,)(l # Sk,,,) 
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= 2 db #k&(1 # kd%,,N 
= ; o(b # k,,,)U # 4k,,,)l) 
using coassociativity and the properties of s [lo, pp. 74, 801. Thus Y is a 
left inverse for @. (Actually it is a two-sided inverse, but this is not needed.) 
Now let (T = ~‘((a # h) # f). Then 
@(o)(b # k) = c [4b # k,,,)l(l # kc,,) 
(k) 
=; (a # h)(b # l)f(k,,,)(l # kc,,) 
=(a#h) b#Cf(k,,,h, ( (k) 
= (a # h)(b # (f-k)) 
= a((~ # h) # f)(b # k). 
This shows that @O a’ = a, as desired. 
The proof that @ 0 /I’ = /I is similar and is left to the reader. 1 
COROLLARY 2.3. (i) Let H be a Hopf algebra with bijective antipode 
and let U be a Hopf subalgebra of @. Then I,,,, is injective. 
(ii) Let H be a Hopf algebra of dimension n < co. Then A,,,. is bijec- 
tive, so that H # H* N End,(H) N M,(F), the algebra of n x n matrices 
over F. 
Proof: (i) Let A = F under the trivial action given by h. a = &(h)a, 
h E H, a E F. Then A # H 2: H and /I = A,,,, so that A,,, is injective. 
(ii) In this case S is always bijective [ 10, p. 1011, so (i) applies with 
U=@=H*. But dimJH# H*)=n’=dim(End.(H)). 1 
We remark that part (i) of this corollary was proved for commutative H 
by McConnell and Sweedler [6] and that part (ii) has been proved 
independently by Van den Bergh [ 111. 
We next define our map YE End.(A #H) which will conjugate 
/?(AO(H# U)) onto cr((A # H)# U) by 
y(b # k) = c (6% ,). b) # kc,, Ck) 
for b E A, k E H. 
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LEMMA 2.4. y is invertible with inverse v given by 
v(b # k) = c (kc,, .b) # k2,. (k) 
Proof. 
y(v(b#k))=y C(kt,,.b)#km 
( (k) > 
= 2 Wk,,,)~ (kc,, b)l # kt3, 
=; Wk(2,) w . b) # 43, 
= 2 (4k(,,)l .b) # h 
=b# 
c 
Thus y o v = id. A similar argument shows that v 0 y = id. 1 
We now compute voP(l@(h#f))oy, voP(a@(l# 1))0y, and yo 
a((a# l)# l)ov for a E A, h E H, f~ U. The first of these comes out quite 
simply. 
LEMMA 2.5. vo/?(l@(h#f))oy=a((l #h)#f). 
Proof: For any b E A, k E H we have 
= C vC(Sk,,,)+) # MS--k,dl 
(k) 
= ,kjch,.;k *,)) C(h(f-k~2,))(,,(Sk,,,b)l # VU--kdh 
( 
= c h(l,(f-k,,,),,,(Sk,,,). b i+ Mf--kdw. 
(k)(hU--ktz)) 
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By Lemma 1.1(i), this equals 
= 1 h,,)dk(,)). b # h(*,(f--k(,,) 
(k)(h) 
=~~(,,~b#~(*, f-+(k(,))k(2, 
(h) ( (k) 
= 1 h(,, . b # h,,,(f--k) 
(4 
= (1 # h)(b# (f--k))=a((l #h) #f)(b #k). 
The lemma is proved. [ 
The second and third computations are more involved. Fix a E A. Choose 
fi ,..., fr E U and a, ,..., a, as in Lemma 1.4, using the fact that the action of 
H on A is U-locally finite. Then 
LEMMA 2.6. 
(i) ~~~(a@(1 # l))oy= i ~((a~# l)# l)~v~(idOpH,dfi))~r. 
j=l 
(ii) yoa((a # 1) # 1) OV=~~, B(ajO(l # W(idO~H,u(~fj)). 
ProoJ: We check these equations on b # k, b E A, k E H. 
(i) 
(v~P(a@ (I# l))oy)(b #k) 
=; CvoB(aO(l # WIC(~k,,,W#k,,,l 
= ; v(4%,,)~ b # k,,,) 
= c k(2). (4%,,)~ b) # kc,, 
(k) 
A DUALITY THEOREM FOR HOPF MODULE ALGEBRAS 163 
It will thus suffice to show that [ ... ] in the last expression is equal to 
(v 0 (id 0 p(h)) 0 y)(b # k), where p = P”,~. In fact, 
by Lemma 1.1 (ii), and this equals 
v C (Sk,,,). b # Uq,, 
(k) 
-I;)] 
=(vo(idQ~(J;)) 1 (SkclJ.b#k(,) 
(k) 1 
as desired. 
(ii) The proof is similar, but easier. We leave it to the reader. (Note this 
is the only place in the proof of Theorem 2.1 which uses the bijectivity of 
the antipode of U.) 1 
We are now in a position to prove our main theorem. 
Proof of Theorem 2.1. Let a E A, h E H, f E U. We first show that 
vofi(a@(h#f))oy belongs to cr((A#H)#U). Since a@(h#f)= 
(a @ ( 1 # 1 ))( 10 (h # f )), since a and b are algebra homomorphisms by 
Proposition 2.2, and since v = y - ’ by Lemma 2.4, it suffices to show that v 0 
fl(l@(h# f))oy and voB(a@(l # l))oy each belong to cc((A#H)# U). 
The first does by Lemma 2.5. Then Lemmas 2.6(i) and 2.5 imply that the 
second does also because id 0 p(fi) = /I( 1 Q u) for some v E H # U by the 
RL-condition. (This is the only place in the proof where the RL-condition is 
used. In particular, it is not assumed for the proofs of (2.2-2.6).) 
One proves similarly that y 0 a((a # h) # f) 0 v belongs to 
fl(A @ (H # U)), using Proposition 2.2 and Lemmas 2.5 and 2.6(ii), with 
the RL-condition coming in only at the very end as before. 
We have proved that y ~ ’ 0 fl(A @ (H # U)) 0 y = a((A # H) # U). Since c1 
and /I are injective homomorphisms by Proposition 2.2, our theorem is 
proved. 1 
164 BLATTNERANDMONTGOMERY 
In the special case of cocommutative H, pH,&)= AH,U(fj) and we 
obtain 
(i’) v~P(a@(l#l))~y=a i (a,#l)#fi 
( 
and 
j=l > 
(ii’) yoa((a#l)# l)ov=fl 
in place of (i) and (ii) of Lemma 2.6, thus simplifying the argument con- 
siderably and obtaining, as a byproduct, an explicit isomorphism between 
(A#H)#UandAO(H#U). 
COROLLARY 2.1. Let H be a finite dimensional Hopf algebra over F and 
let A be an H-module algebra. Then 
(A#H)#H*=A@(H#H*)=AOM,(F)=M,(A). 
Proof: S is always a bijection and A is obviously locally finite. 
Moreover, the RL-condition is satisfied since H # H* 5 EndAH) by 
Corollary 2.3(ii). 1 
We remark that Corollary 2.7 was proved indepedently by M. Van den 
Bergh [ 111. The proof in the finite dimensional case is easier since it is not 
necessary to know the precise images in End,(A # H) of the elements of 
A@(H#H*) and of (A#H)#H*. 
3. RESIDUALLY FINITE DIMENSIONAL HOPF ALGEBRAS 
When H is residually finite dimensional, our main theorem can be shar- 
pened using the following theorem. 
THEOREM 3.1. Let H be a residually finite dimensional Hopf algebra with 
bijective antipode S, and let U be a dense Hopf subalgebra of @. Then 
il,,,(H # U) is dense in the ring of F-linear transformations on H. If in 
addition U is cocommutative and pointed, then H # U and U # H are simple. 
Proof. For simplicity of notation, we identify H # U with its image 
il,,(H # U) in EndJHtrecall that ;1,, is injective by Corollary 2.3. 
We first show that for any 0 # h E H we have (H # U)h = H. Write Ah = 
XI= 1 ai@ bi, where ( bi} are linearly independent. Then for any k E H, f E U, 
(k#f)(h)=k(f-h)= 2 f(b,)ka,. 
i=l 
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Since H is residually finite dimensional and U is dense, we may choose 
f, ,..., fr E U so that fi(bi) = 6,. Then, for any k, ,..., k, E H, we have 
(*) 
Thus by appropriate choice of the k,, we see that a,,..., a,~ (H # U)h. 
Now, not all the ai~Ker E, for otherwise h =p(~@id) dh = 
CL= i e(ui) bi= 0, a contradiction. Thus there exists UE (H # U)h with 
~(a) = 1. Replacing h by a, we see we may assume E(A) = 1 without loss of 
generality. 
In equation (*), set k, = Sbj for 1 6 j 6 Y, where S is the inverse of S. 
Then (c,‘=, Sb, #f,)(h) = I,‘= l (Sb,) aj = e(h)1 = 1. Thus 1 E (H # U)h and 
so (H # U)h = H, as desired. 
We have shown that H is an irreducible H # U-module. Hence our 
theorem will follow from the Chevalley-Jacobson density theorem if we can 
show that the centralizer of H # U in EndAH) is just F itself. Let TE 
Cent EW~(H# U). S ince T commutes with the left regular representation of 
H, we have T(h) = h( T( 1)). We will be done if T( 1) E FL 
We may assume that T( 1) # 0. Write A( T( 1)) = CT!, ci 0 d,, where the 
{d,} are linearly independent and d, = 1. Then, for any fe U, 
since T commutes with AH,C,( 1 # f). Choosef, ,..., f, E U so that fi(di) = 6,. 
Then equation (**) yields 
cj=i5,, T(1) 
for 1 6 j<m, which implies that 
d(T(l))= T(l)@ 1. 
Using po(E@id)od=id, it follows that T(l)=a(T(l))l~Fl. 
Suppose in addition that U is cocommutative and pointed. Then, by a 
theorem of McConnell and Sweedler [6], H # U is simple. Now it is easy 
to see that the map T: H# U+ U#H given by z(h#f)=Sf#Sh is a 
bijective anti-homomorphism. Thus U # H is simple as well. 1 
Even when H # U is only dense in End,(H), however, we can obtain 
some consequences about the ideal structure of A # H and (A # H) # U. 
The next lemma is a special case of more general results concerning the 
“extended centroid” of a ring; however, we give a simple direct proof for 
the sake of completeness. 
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LEMMA 3.2. Let S be a dense ring of linear transformations on a vector 
space W over F, and let R be any F-algebra with 1. If I is a non-zero ideal of 
R OF S, then there exist nonzero ideals U, V of R, S respectively such that 
I?UQ v. 
Proof. Choose 0 # x = C;= i riBsi E I such that the {rij are linearly 
independent and n is as small as possible. If n = 1, we are done, since we 
may take U (resp. V) to be the ideal in R (resp. S) generated by rI 
(resp. s1 ). So assume that n > 2. 
For any t E S, 
x(l@t.s,)-(l@s,t)x= 2 ri@(sits,--s,tsj)EZ. 
i= I 
Since s1 ts, -s, ts, = 0, the minimality of n gives CrZ2 ri@ (sits, -s, tsj) = 0. 
By the independence of the {r,], sits, = s, tsi for all i. 
By the minimality of n, si # 0, i = l,..., n. We claim that { s1 , si} is linearly 
dependent for i > 2. If not, then {s,(w), si(w)} is linearly independent for 
some w  E W. Using the density of S, we may then choose t E S such that 
ts,(w) $ Ker si and ts,(w) = 0, contradicting sits, = s1 tsi. We have shown 
that si = &s, with Aie F, i = l,..., n. But this implies that x = 
I;= , ri 0 ArSl = (Cr= 1 Airi) 0 $1, so that n was not minimal after all. 1 
PROPOSITION 3.3. Let H be a residually finite dimensional Hopf algebra 
with bijective antipode, let U be a dense Hopf subalgebra of @ with bijective 
antipode and satisfying the RL-condition with respect to H, and let A be an 
H-module algebra which is U-locally finite. Then, tf A is a prime, semiprime, 
or (Jacobson) semisimple algebra, so is (A # H) # U. 
Proof By Theorems 2.1 and 3.1, (A # H) # U 1: A @ S, where S = 
H # U is a dense ring of linear transformations on H. Apply Lemma 3.2. Let 
I, J be non-zero ideals of A OS. Then ZZ U, @ V, # 0, JI> U2 @ V, # 0 with 
the U, ideals in A and the Vi ideals in S. Now V, V, # 0 since S is primitive 
(and so prime). If A is prime, then U, U2 # 0 and so ZJ# 0, which shows 
that A @ S is prime. Similarly, using I= J, A OS is semiprime if A is 
semiprime. Finally, by an argument similar to the above, it is known that 
A 0 S is semisimple when A is semisimple [S]. 1 
Now for any Hopf algebra K and any K-module algebra B, one may 
consider the K-ideals of B, that is, the ideals of B stable under the action of 
K. We say that B is K-prime if the product of two nonzero K-ideals is not 
zero and that B is K-semiprime if B has no nonzero nilpotent K-ideals. 
Clearly, B is K-prime (K-semiprime) whenever B # K is prime (semiprime), 
for if I, J are K-ideals of B with ZJ = 0, then Z # K and J # K are ideals of 
B # K with (I # K)(J # K) = 0. Applying Proposition 3.3, we obtain 
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COROLLARY 3.4. Let A, H, and U be as in Proposition 3.3. Then A # H 
is U-prime (U-semiprime) whenever A is prime (semiprime). 
4. EXAMPLES 
In this section we give some examples of the situations to which the 
work of Sections 2 and 3 applies. One first example shows that 
Theorem 2.1 can fail in the absence of restrictions on the action of H on A. 
EXAMPLE 4.1 (S. P. Smith). Let Char F= 0. Let H= F[x], the algebra 
of polynomials in the variable x with its usual Hopf algebra structure. Then 
H’=F[y] and H#H’=F(x, y)/(yx-xy- 1)~F[x, a/ax], the Weyl 
algebra A,. Let A be the algebra F[z], and turn A into an H-module 
algebra by having x act as z2(d/dz). This action is not locally finite. Now 
(A # H) # H’ 2: F(x, y, z) modulo the relations [y, x] = 1, [y, z] = 0, 
[x, z] = z2, call it R, say. If R were isomorphic to A @I (H # H’) N A 0 A 1, 
then its center would be isomorphic to A = F[z]. But its center consists of 
scalars, as we now show. 
Embed R into the Weyl algebra A, = F[ y, z, alay, a/az] by mapping 
x++z2 a/az - a/ay, ye y, and ZHZ. Then the center of R maps into the 
centralizer of F[ y, z] in A,, which is F[ y, z] itself. Let f E Fry, z] com- 
mute with X, and write f = C cii y’zj. Choose k, 1 so that ckl # 0, but cii = 0 
for j> I or for i> k, j= 1. Now [x, y’zj] = jy’zj+’ - iyin ‘zj. Hence 
[x,f]=O implies that jc,=(i+l)~~+~,,+, and (i+l)~~+~,~=O for all 
i, j> 0. Substituting i = k, j= I into the first equation, we get I = 0; the 
second equation then tells us that k = 0 also. Thus f is a scalar, as desired. 
EXAMPLE 4.2. Let g be a Lie algebra over F and let H = U(g), the 
universal enveloping algebra of g, with its usual Hopf algebra structure 
[lo, pp. 58,721. Let U be any Hopf subalgebra of Ho. Since H is cocom- 
mutative and U is commutative, their antipodes are always bijective (in fact 
S2 = id, [ 10, p. 741) and the RL-condition is trivially satisfied. Thus the 
conclusion of Theorem 2.1 holds for any Hopf subalgebra U of H(’ and any 
H-module algebra A which is U-locally finite. Note that A is an H-module 
algebra if and only if it is a g-module with the x E g acting as derivations. 
According to [3], U(g) is also residually finite dimensional when 
dim, g < GO and Char F = 0. Moreover U(g) is cocommutative and pointed. 
So Theorem 3.1 applies in this case. 
An interesting special case of this situation is that of g = n, a finite 
dimensional nilpotent Lie algebra. It is known that n,, w> = 0, so that H is 
residually finite dimensional, H’ is dense, and H embeds into (H’)‘. By 
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Theorem 3.1, H # H’ and H’ # H are dense rings of linear transformations 
on H and H’, respectively. But actually more is known. The following 
lemma seems to be well known; for the sake of completeness we provide a 
proof supplied to us by S. P. Smith. 
LEMMA 4.3. Let n be a nilpotent Lie algebra over a field F of charac- 
teristic 0, with dim,n=n<co. Then H#H’NHI#HNA,, the Weyl 
algebra F[x, ,..., x,, t3jax, ,..., a/ax,]. 
Proof By [4, Chap. XVI, Theorem 4.21, H’ N F[N], the Hopf algebra 
of a unipotent algebraic group N with Lie algebra n. We will show that 
F[N] # H?: A,. 
Let d = AFCN,,H. Since F[N] is commutative, its antipode is bijective 
[lo, p. 743, and so 2 is injective by Corollary 2.3(i). By [4, Chap. III, 
Theorem 3.11, the restriction 1, of 2 to F[N] # n is an isomorphism onto 
Der F[N]. Since N, as an algebraic variety, is isomorphic to A”, afline 
n-space, Der FEN] is isomorphic to the Lie algebra 9 of vector fields with 
polynomial coefficients on A”. Thus 1 establishes an isomorphism of 
F[N] # H with the subalgebra of End.(F[N]) generated by F[N] and 9, 
and this is just the ring of polynomial differential operators on A”, that 
is, A,. 
Thus H’ # H II A,. The map r at the end of the proof of Theorem 3.1 
establishes that H # H’ is anti-isomorphic to H’ # H. Since A, is anti- 
isomorphic to itself, we have H # H’ N A,,, as well. 1 
As a consequence of the above remarks, we obtain a corollary to our 
main theorem. 
COROLLARY 4.4. Let n be a nilpotent Lie algebra of dimension n over a 
field F of characteristic 0. Let B be an F-algebra on which n acts as 
derivations, such that each b E B is annihilated by some power of w,(,,. Then 
(Bf U(n))# U(n)‘=BQA,. 
EXAMPLE 4.5. Let G be a group and let H = FG, the group algebra of G 
over the field F, with its usual Hopf algebra structure [lo, pp. 54, 721. 
Once again H is cocommutative and pointed and so, for any Hopf sub- 
algebra U of (FG)’ and any H-module algebra A which is U-locally finite, 
we have (A # H) # UN A 0 (H # U). Note that A is an H-module algebra 
if and only if G acts as automorphisms of A. Moreover, A # H is just the 
(trivial) crossed product A * G, also called the skew group ring of G 
over A. 
It is known that FG is residually finite dimensional if and only if G is 
residually linear over F, that is, if G has enough finite dimensional linear 
representations of F to separate the points of G [9]. A sufficient condition 
ADUALITYTHEOREMFORHOPFMODULEALGEBRAS 169 
for residual finite-dimensionality is f-J, o;-G = 0 and, when char F= 0, this 
holds if and only if G is residually torsion-free nilpotent [S]. In this case, 
as in the case of nilpotent Lie algebras, we may let U = (FG)’ and obtain 
COROLLARY 4.6. Let G be a residually torsion-free nilpotent group and 
let F be a field of characteristic 0. Let G act as automorphisms on the F- 
algebra A in such a way that each a E A is annihilated by some power of oFG. 
Then 
(A * G) # (FG)‘z A@ (FG # (FG)‘) 
and FG # (FG)’ is a simple dense ring of F-linear transformations on FG. 
EXAMPLE 4.7. Let G be any group and let A be a G-graded algebra 
over a field F: that is, A = C,, G @A,, where each A, is an F-subspace, 
lrzA,, and A,A,cA, for all X, LEG. We can define a map p:A-+ 
A @ FG by setting pa = xx E G a, @ x for a E A, where a, is the component of 
a in A,, x E G. The next lemma characterizes G-gradings of A in terms of 
such maps p. 
LEMMA 4.8. Let G be a group and A an F-algebra. Then there is a bijec- 
tive correspondence between the G-gradings of A and the FG-comodule 
algebra structures on A via the relation 
pa= C a,Ox for aEA. 
I E G 
Proo$ Let p be any F-linear map: A +AQFG. For each aEA, XEG, 
define a., by pa = C, a, 0 x. We have 
(idQE)pa=Ca,&(x)=Ca,, 
x x 
(P@id)pa=~pa,Ox=~ (a,X),OyOx, 
.r x. y 
(idOd)pa=Ca,Odx=Ca,OxOx, 
i x 
and 
(w)(pb)=~ (a,Qy)(bZQz)=~ a,b,Qyz. 
y.: Y,= 
Thus properties (l)-(3) in the definition of FG-comodule algebra are 
equivalent, respectively, to 
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(3’) Cab),= c aybr 
p=X 
1.x = 
i 
1 if x=1 
0 if xfl 
But this is just the definition of a G-grading of A. a 
COROLLARY 4.9. Let G be a group and F afield such that G is residually 
F-linear. Let A be an (FG)“-module algebra. Then A is graded by G in such a 
way that the action oj* (FG)’ on A is given by 
f.a= C f(x)a, for f~(FG)‘and a=xa,EA, 
I E G 
tf and only if the action of (FG)’ on A is FG-locally finite. 
Proof: Note that, since G is residually F-linear, the canonical map of 
FG into (FG)O” is injective. Hence it makes sense for the action of (FG)’ on 
A to be FG-locally finite. Now apply Lemmas 1.5 and 4.8. i 
We now wish to apply our main theorem. Since (FG)’ is commutative 
and FG is cocommutative, their antipodes are always bijective. However, 
the RL-condition is not automatically satisfied in this case. We proceed to 
characterize those G for which FG satisfies the RL-condition with respect 
to (FG)‘, at least in the case that G is residually F-linear. Recall that G is 
called an$c. group if every conjugacy class in G is finite. 
PROPOSITION 4.10. Let G be a residually F-linear group. Then U = FG 
satisfies the RL-condition with respect to H = (FG)’ if and only tfG is an 5:~. 
group. 
Proof We first observe that by duality, the RL-condition is equivalent 
to the condition that every left action of an element of FG on FG (by left 
multiplication) is a right action of some element of (FG)’ # FG on FG, 
where for any f E (FG)‘, h, k E FG, the right action p(f # h) off # h on k is 
given by 
,o(f # h)k = (k--f)h. 
(Note that this dualization is the only place in the proof where the 
hypothesis that G is residually F-linear is used.) 
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Now suppose that the RL-condition is satisfied. Then for every z E G, 
there exist f, E (FG)‘, xj E G, j = l,..., n, such that for all y E G we have 
= f f;(Y)Yxj. 
j=l 
That is, y-‘zy = c;= I h(y) xi, Since y is arbitrary, it follows that the con- 
jugacy class of z in G is finite. Thus G is an f.c. group. 
Conversely, suppose that G is an Ec. group. Fix z E G and let C be the 
centralizer of z in G. Since G is an Ec. group, C has finite index in G. Let 
the distinct right cosets of C in G be y, C,..., y,C. Then xi = y;‘zy,, i = 
l,..., n, are the distinct conjugates of z. Define fin (FG)*, j= l,..., IZ, by 
J;(y,C) = 6,. It follows that the&e, (FG)‘. In fact, since [G:C] < co, there 
exists a normal subgroup N of G, N c C, so that [G : N] < co. Then 
71: FG + F(G/N) gives a finite dimensional representation of FG with 
Ker fi 1 Ker rc, all j. 
Now y - ‘zy = xi if and only if y E y,C. Therefore y ~ ‘zy = c,“= 1 x.(y) xj 
for all y E G. But this just says that 
Hence the left action of z equals the right action of c;= I f, # xi and so the 
RL-condition is satisfied. 1 
We are now able to obtain our last consequence of the main theorem. 
COROLLARY 4.11. Let G be an $c. group which is residually F-linear and 
let A be a G-graded algebra. Then 
(A# (FG)‘)#FG-A@((FG)‘#FG) 
and (FG)’ # FG = (FG)’ * G is a simple dense ring of F-linear transfor- 
mations on (FG)“. 
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