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1 Introduction
Since the rst edition of the ER conference in 1993, Evolutionary Robotics has
become a well-established discipline with several groups worldwide continuously
reporting new theoretical and practical advancements. Two dierent directions
have emerged during these ve years within the ER community. In one case the
focus is rather on engineering applications of adaptive robotics. In the other
case, the interest consists in investigating theories and models of biological and
articial life. An informative measure of the extent to which an experiment
belongs to either approach is given by the amount of external control put into
the selection criterion (tness function) and architecture parameters. Whereas
industrial applications are based on well-dened goals and constraints, biological
organisms evolve without an externally-imposed selection criterion and even the
notion of evolutionary progress is controversial.
In this chapter, I will present examples of these two methodologies in a
descriptive and informal fashion (the interested reader is referred to the technical
reports available in published elsewhere). In the rst example, careful evolution
is used to incrementally develop modular control architectures that achieve
complex tasks in the real world through a shaping procedure. This method
can be readily adopted for real-world applications. In the second example,
two robots in competition with each other (a predator and a prey) quickly co-
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evolve a variety of behavioral strategies under selective pressure dictated by the
competitor. It is shown that unplugged co-evolution develops highly competitive
robots that do not necessarily maximize intuitive tness functions. Far from
representing a dichotomy, these approaches indicate the variety and richness of
articial evolution in robotics.
2 Robot training
When it comes to industrial applications of robotics, the most common approach
still consists of constraining as much as possible the environment where the
robot will operate; create a model of it and of the robot; and devise a program
that will reliably and precisely guide the robot through a sequence of predened
steps. Programming robots using this methodology is very dicult (therefore,
very costly) and the resulting program is very brittle and not generalizable to
other robotic platforms or to a dierent environment. It is clear that a dierent
approach is required if one wants to bring robots into everyday life (oces,
houses, hospitals, roads, etc.), create more robust systems that do not require
too many modications to the layout of the environment where the robot will
operate, and save money in terms of dedicated equipment and man/hours for
developing a particular application.
Although in this manuscript I will concentrate mainly on control problems,
it is important to stress that a new approach requires also a dierent way
of building robots (e.g., [13]). In the traditional approach, robots are often
closed systems (they cannot be easily expanded or modied) tailored for a
specic task and operating condition, and rely on precise, costly, and fragile
components. These are consequences of a Cartesian approach that attempts
to t a mathematical model and aspire to precision of measurement and of
movement [18]. If robots are to enter everyday life and be capable of adapting
to their surroundings, perhaps by trials and errors, they must be built out of
cheaper components, be sturdy, modular, and recyclable (e.g., re-adaptable for
a new use).
Let us consider the case of autonomous mobile robots. The appeal of these
machines is that they are capable of operating in partially unknown and dy-
namic environments. By partially unknown I mean that the engineer who de-
Evolutionary Robotics in Behavior Engineering and Articial Life 3
velops the robot and its control system is not aware of all the details of the
environment that might aect the robot behavior. By dynamic environment I
mean that some characteristics of the environment might change at some point
while the robot is operative. Rodney Brooks clearly showed that a completely
dierent methodology based on behavioral decomposition, rather than func-
tional decomposition, can be used to develop and debug very quickly ecient
control programs in close interaction with the environment [4, 5, 6]. Behaviors
are simple modules that receive sensory input and can produce motor out-
puts. These modules can be combined together by simple local rules in order to
achieve a desired complex behavior. The idea is that when something changes
in the environment, it is always possible to add a new module or modify an
existing one by observing the behavioral result.
Several researchers have proposed to add learning abilities to cope with the
uncertainties of the environment (e.g., see [10, 17, 23, 24] for some recent work).
Learning can be useful not only for making more autonomous the acquisition of
behavioral skills, but also for maintaining a constant performance level of sim-
ple sensorimotor behaviors in dynamic environments. Within this framework,
Dorigo and Colombetti [11] present an engineering methodology for designing
adaptive autonomous robots, that is robots which can be trained (rather than
programmed) to carry out useful tasks in close interaction with their operating
environment in a reasonable amount of time and reliably. In the eort to make
the training process autonomous, the reinforcement value is automatically com-
puted on a step-by-step basis using only information available to the robot from
its own sensors. The learning phase takes place incrementally and goes through
several phases assisted by a human operator. Modularity is ubiquitous also in
the methodology used by Dorigo and Colombetti: it is present in the phase of
behavioral decomposition, in the choice of control architectures, and in the de-
sign of shaping policies. However, the problem with designing modular systems
is similar to that faced by an orchestra director who attempts to obtain an har-
monious symphony out of several musicians playing dierent instruments, that
is how to coordinate all the dierent elements. Dorigo and Colombetti have
a simple recipe for keeping their orchestra together|sum, combine, suppress,
and sequence, but, as they acknowledge, more powerful methods are required for
scaling up to complex behaviors. In the next section, I will show how evolution
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can play the role of this orchestra director.
3 Evolutionary Robot Training
We have combined a modular, behavior-based, incremental approach with learn-
ing techniques. In our methodology, learning takes place at two levels: at the
level of the architecture and at the level of each individual module. At the
architectural level, an evolutionary algorithm coordinates the activation of sev-
eral behavioral modules; at the module level, reinforcement learning algorithms
self-supervise the acquisition and reliability of behavioral skills using only in-
formation that is directly and immediately available to the robot and to that
specic module. Architectural evolution is more concerned with the incorpora-
tion of new major skills which are roughly dened by a human operator. Module
learning, instead, is concerned with ne adjustements of individual modules to
relatively-minor environmental changes. However, since learning and evolution
do interact [16], changes at one level can percolate in both directions through
the architecture to the other level so that the overall performance remains stable
and reliable. Finally, the architecture can be built and evolved incrementally
by using a simple type of variable-length genetic representations.
The control architecture employed is composed of a set of fully interconnected
modules. Each module (gure 1) has an input and an output. The input
comes from the sensors of the robot. The output consists of two messages: an
activation level that indicates whether the module wants to aect the robot
current action and an output vector which consists of a motor command.
The internal structure is based on two components: an activation network
and a behavior generator. The activation network decides the activation level
of the module by combining current sensory information with the weighted
sum of activation signals coming from other modules. The resulting activation
level is sent out to other modules in the architecture. Connections among
modules have excitatory or inhibitory values. At each time step, a Winner-
Take-All process occurs among modules. The module winning this competition
will access the motor resources and control the robot for a short time slice. In
our experiments the activation network is implemented as a feedforward neural
network. The behavior generator can be a pre-programmed behavior, a neural
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Figure 1: Each module is composed of an activation network (which decides the
activation level of the module) and of a behavior generator (which implements
the behavior). The module also includes a local learning algorithm that can
act both on the activation network and on the behavior generator. The acti-
vation level is computed using weighted signals from the available sensors and
from other modules. A Winner-Take-All procedure decides every 300 ms which
module controls the robot. Light grey connections are evolved.
network, a classier system [3], or any other structure suitable for generating
motor commands and other behavioral decisions in response to sensory inputs.
A module can incorporate also a local learning algorithm and a Reinforce-
ment Program. The reinforcement program is a function that transforms sen-
sorimotor inputs into negative and positive reinforcement signals. In our archi-
tecture, only immediate reinforcement signals are used. The learning algorithm
can adapt both the parameters of the activation network and of the behavior
generator using a reinforcement program dened by the engineer. The reinforce-
ment program is also used to generate an indication of the performance level
of the module. Learning is automatically enabled whenever the performance of
the module falls below a predened threshold (e.g., 90% positive reinforcement
signals).
Modules are allocated by the human user by means of behavioral decompo-
sition. The user must decide:
 what type of behavior the module should implement;
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 the sensory input to which the module has access;
 which motors the module controls;
 either pre-program the behavior, or design a Reinforcement Program and
let it learn while the robot interacts with the environment;
 repeat this procedure for all modules in the architecture.
The pattern of connectivity among the modules and their individual activa-
tion networks are encoded on a binary string and evolved by a genetic algorithm.
Evolution is incremental and operates on variable-length genotypes. Initially,
a set of basic modules are dened by the engineer on the basis of available
knowledge about the task requirements and of the characteristics of the robot
shell.
An initial population of such controllers is evolved until an individual is
generated that satises the task criteria. Individual modules with learning
abilities can be separately trained before evolution and/or during evolution,
depending on the task constraints. If the task constraints change, or if new
hardware modules are added to the robot, it is possible to dene new modules
and increment the genotype length by including the new activation networks
and all connections to previous modules. However, old parts of the genotype
are masked so that they cannot be disrupted by the crossover and mutation
operators.
This approach has been tested on two sequential tasks of incremental com-
plexity (more details can be found in [33]). Initially, the task was that of devel-
oping a controller for the miniature mobile robot Khepera capable of moving
the robot around the arena as much and as long as possible while periodically
recharging the batteries at the recharging station (gure 2). The environment
was a rectangular arena (40 cm by 60 cm) whose walls were covered with white
paper. A 20 cm long metallic bar for battery charge was attached to one side
of the arena and a 20-watt light bulb was positioned above it. The metallic
bar could be used for recharging the robot batteries by using special contacts
plugged on the robot.
The global task was decomposed in four simple behaviors: wander, obsta-
cle avoidance, light following, and battery recharge, each corresponding to a
module such as the one described above. Only the obstacle-avoidance module
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Figure 2: The Khepera robot is placed in the environment with a battery
charger. The task is to keep moving in the environment and periodically
recharge the batteries.
was adaptive so that it could cope with light changing conditions and changes
in the properties of the sensors or of the motors. The behavior generator of
the obstacle-avoidance module was an adaptive neural network mapping sensor
activations into one of four possible motor actions (go forward, turn right, turn
left, move backward). The reinforcement program punished increased sensor
activations and rewarded decreased sensor activations. The learning algorithm
was implemented as in [26]. The behavior generator of the remaining three
modules was pre-programmed and xed because it does not depend very much
on external stimulation.
An initial population of 100 individuals was randomly created and evolved
on the physical robot without any human intervention. Each individual, start-
ing with a full battery, was tested for a maximum of 300 actions (a full battery
allowed approximately 200 actions). Fitness points were accumulated at every
step accordingto a function that encouraged straight motion and low sensor
activation, as in [12]. Local learning in the obstacle-avoidance module was al-
ways active for all individuals. At each action a negative reinforcement was
given (R = -1) if the activation of the proximity sensors increased, otherwise a
positive reinforcement (R = 1) rewarded the performed action. Evolved con-
trollers capable of recharging the battery could move around the environment
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for longer time and therefore accumulate more tness scores than others. After
40 generations (approximately 2 days), several individuals in the population
could optimally perform the task.
In a second stage, we added a number of small objects in the environment and
equipped the Khepera with a gripper module (gure 3). The gripper module has
two degrees of freedom: it can lift/lower the arm and open/close the gripper.
An optical barrier between the two segments of the gripper provides sensory
information on the presence of an object. The new extended behavior was
that of collecting the highest number of objects and releasing them outside the
arena, while maintaining the already evolved abilities of navigation and battery
recharge.
env2.eps
75  56 mm
Figure 3: Small objects of roughly equal size are randomly distributed in the
environment and the Khepera robot is equipped with a gripper module. The
additional task is to nd the objects, pick them up and release them outside
the arena while maintaining the previous navigation and recharging abilities.
The new task was decomposed in two relatively-complex behaviors: object
gripping and object releasing. The complexity came from the fact that each
module must learn to discriminate between objects and walls. Both the object-
gripping and the object-releasing modules learned autonomously to distinguish
between objects and walls by lowering the gripper in front of the detected obsta-
cle, observing whether the optical barrier between the arms detected an object,
and associate the sensory pattern of infrared sensor activation with the corre-
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sponding category (gure 4).
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Figure 4: Self-supervised learning to discriminate objects by active exploration.
Sequence is depicted clockwise from top left.
The new modules were fully connected to all previously existing modules
and the genotype representation was augmented by including the strengths of
the new inhibitory and excitatory links and the strengths of the synaptic values
of the activation networks; previous parts of articial the chromosomes were
masked against mutation and crossover. The tness function, which maintained
the previous components, was extended by adding 0.5 points for every gripped
object and 1.0 points if the object was correctly released outside the arena (see
also [29] for a similar tness denition).
After only 15 generations of incremental evolution, some individuals dis-
played the ability to explore the environment, discriminate between obeject
and walls, picking up objects, releasing them outside the walls, and avoiding
walls if no objects were being carried in the gripper; furthermore, they reliably
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and safely abandoned any current task and initiated a recharging procedure
whenever the residual battery charge reached an autonomously determined low
threshold.
The objects employed during evolutionary training had a diameter of 10 mm.
In a third stage, we substituted them with larger objects with a diameter of
25 mm. Initially, the robot began misclassifying most of the new objects as
walls. However, those few objects that were correctly picked up were sucient
to re-adapt the object modules to discriminate between new objects and walls
(for more details, see [33]).
3.1 Discussion
The experiment described above empirically shows that an evolutionary and
learning approach can be applied to a modular architecture based on behavioral
decomposition to develop incrementally a complex task in interaction with the
environment. The process is relatively constrained and it requires some knowl-
edge from a human user in the specication of the module structures and of the
tness function. Nevertheless, this knowledge is much less than that required to
develop a pre-dened program that does exactly the same task in the real envi-
ronment. Furthermore, this methodology can autonomously re-adapts to minor
changes in the environment or in the properties of the sensorimotor interface
of the robot, and it can accomodate further behavioral skills while preserving
older ones.
In this case, evolution here is used as an optimization process under relatively-
well dened constraints. The problem is slightly dierent than standard func-
tion optimization because the experiences that the robot encounters is not xed
and distributed according to a normal distribution, as it is often the case for
data analysis problems, but it depends on the robot actions and thus it changes
as the robot develops better and new performances. Nevertheless, one cannot
expect emergence of new phenomena, behaviors, and autonomous solution to
new challenges.
As I will stress below, one of the key factors that distinguishes articial evo-
lution from evolutionary optimization is the amount of constraints put into the
tness function and into the architecture of the system. Consider one of our
earlier experiments where we evolved a robot capable of developing a naviga-
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tion and recharging behavior [12] functionally similar to that evolved in the
rst stage of the experiment described above. There, we evolved a recurrent
neural network where the only constraint was that it only had ve processing
articial neurons. Here, instead we put much knowledge about the environment
in the type of architecture under development and we pre-programmed simple
reactive behaviors, leaving to evolution the only task of co-ordinating module
activations. In the former case, we observed a number of emergent solutions
and phenomena that were unexpected and, under certain conditions, resem-
bled the strategies used by rats to navigate in unknown environments. In the
case described here, the evolved behavior was exactly the desired behavior, there
were no unexpected and emergent properties, and the evolutionary process took
only one fth of the time to produce reliable solutions. These characteristics
t the requirements of many industrial applications, while oering a new and
exible approach for developing control architectures that rely on the adaptive
interaction between the robot and its own environment.
4 Articial Life and Robotics
Within an Articial Life perspective, robots are seen as articial organisms that
autonomously develop solutions to cope with the challenges of the environment.
Whereas the application-oriented approach described in the previous section
explicitly imposes conditions and constraints in order to guarantee the desired
result, Articial Life attempts to understand the conditions and constraints
under which certain behaviors emerge. Articial Life approaches to robotics
usually do not dene strong constraints aimed at developing pre-specied com-
petencies, but rather study the emergent phenomena that arise from certain
initial conditions.
The notions of autonomy and intelligence here take a new meaning. From
an application-oriented point of view, autonomy often means energetic auton-
omy or operation without external assistance. Therefore, a robot that runs
on batteries according to a pre-dened program could be dened autonomous.
In biological and articial life, autonomy is instead related to the notion of
self-suciency, the ability of an organism to develop solutions to environmen-
tal challenges in order to remain viable [25]. The two notions of autonomy
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are completely independent. From an Articial Life point of view, a behaving
robot can be autonomous even if it is tethered and its control program runs on
a workstation.
In the opinion of the general public and often in the robotic literature, the
intelligence of a machine is measured in terms of the number of automatic
processes that are carried out without asking human intervention. For example,
on new BMW cars you have intelligent wipers that start cleaning the windscreen
as soon as it begins raining. Similarly, you have intelligent robots that can
plan and execute an ecient trajectory from any starting position to a desired
location using a model of the environment. In these cases, one can hardly dene
such machines as intelligent. Their performance and the complexity of their
behavior simply shows the intelligence of the engineer who has developed them.
In my view intelligence cannot be dened as a list of abilities, but as the very
process of autonomous discover of solutions to environmental challenges. From
this point of view, Articial Life provides the settings and the epistemological
background for studying and developing genuine articial intelligence.
Accepting that autonomous adaptation to environmental challenges plays a
central role in biological and articial life implies that our notion of progress,
as usually intended in machine learning, might not necessarily be valid. Several
animal species often share the same ecological niche and their survival proba-
bility can be aected|more or less directly|other individuals. Although some
theoretical biologists have assumed that co-evolution can sustain evolutionary
progress, there is no empirical and theoretical evidence for it [19]. Co-evolving
species might in fact drive one another along twisting pathways where each new
solution is just good enough to counter-balance the current strategies imple-
mented by the co-evolving species, but is not necessarily more complex than
the solution used some generations earlier.
In other words, whereas in typical problems of evolutionary optimization
the tness landscape is usually static, in biological and articial evolution the
tness landscape can change unpredictably. In the following sections, I will
describe competitive co-evolution, an extreme case of co-evolutionary dynamic
environments, and then present an overview of our investigations using co-
evolving predator and prey robots.
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5 The Red Queen of Evolution
In the simplest scenario of two co-evolving populations, tness progress is
achieved at disadvantage of the other population's tness. Changes in one
species might aect the selection pressure on the other species and, if the other
species also responds by developing counter-adaptive features, the system might
give rise to what biologists call a \co-evolutionary arms races" [9]. Although it
is easy to point out several examples of such situation in nature (e.g., competi-
tion for limited food resources, host-parasite, predator-prey), it is more dicult
to analyze and understand the importance and long-term eects of such \arms
races" on the development of specic genetic traits and behaviors. From a
computational point of view the question is whether the escalation in the de-
velopment of counter-adaptive features by competing species does correspond
to genuine progress in each individual species.
An interesting complication is given by the \Red Queen eect" (the Red
Queen is a gure, invented by novelist Lewis Carroll, who was always running
without making any advancement because the landscape was moving with her)
whereby the tness landscape of each population is continuously changed by
the competing population [34] (gure 5, top). The Red Queen eect brings in
two consequences. The rst is that progress in one species could be eliminated
by the competing species and the whole co-evolutionary process might result
simply in random generation of dierent features. The second consequence is
that, even if the two species might undergo true progress, the traditional tness
scores measured during evolution cannot reveal it to us because these values are
obtained against dierent competitors (gure 5, bottom). Properly speaking,
there is no tness function in competitive co-evolution.
Theoretical models of competitive co-evolution (based on Lotka-Volterra
equations) study how population density (i.e., the number of individuals) varies
as a function of pre-dened abilities of the two competing species [28]. There-
fore, these models cannot help us to predict whether articial competitive co-
evolution can be exploited for optimization purposes.
Despite these complications, the computational literature shows several ex-
amples where competitive co-evolution can generate powerful solutions to dif-
cult problems. Hillis (1990) reported a signicative improvement in the evo-
lution of sorting programs when parasites (programs deciding the test condi-
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Figure 5: Top Left: Reproduction probability of a single species I under
evolution in a static environment. Bottom Left: Evolutionary progress can
be measured using tness scores reported by species I during evolution. Top
Right: Reproduction probability of species I under competitive co-evolution.
Bottom Right: Fitness scores reported by species I depend on the strategies
used by the competing species C. Fitness scores do not provide absolute measure
of performance.
tions for the sorting programs) were co-evolved , and similar results were found
by Angeline and Pollack (1993) on co-evolution of players for the Tic Tac Toe
game. More recently, Rosin and Belew (1997) compared various co-evolutionary
strategies for discovering robust solutions to complex games.
In the context of adaptive autonomous agents, Koza [21, 22] applied Genetic
Programming to the co-evolution of pursuer-evader behaviors, Reynolds (1994)
[30] observed in a similar scenario that co-evolving populations of pursuers
and evaders display increasingly better strategies, and Sims used competitive
co-evolution to develop his celebrated articial creatures [32]. Cli and Miller
realised the potentiality of co-evolution of pursuit-evasion tactics in evolutionary
robotics. In a series of papers, they described a 2D simulation of simple robots
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with evolvable \vision morphology" [27] and proposed a new set of performance
and genetic measures in order to describe evolutionary progress which could
not be otherwise tracked down due to the Red Queen Eect [7]. Recently, they
described some results where simulated agents with evolved eye-morphologies
could either evade or pursue their competitors from some hundred generations
earlier and proposed some applications of this methodology in the entertainment
industry [8].
One reason why competitive co-evolution might produce complex solutions,
rather than simple noise, is that the ever-changing tness landscape, caused by
the struggle of each species to take prot of the competitors' weaknesses, might
prevent stagnation of the two populations in local maxima. The other reason
is that co-evolution could work as a sort of intrinsically incremental evolution.
The hypothesis is that initially the tness landscape for both species is rather
at. Therefore, both populations can easily climb up areas associated to higher
valuesThe evolution of more specialized competencies makes the tness land-
scape more rugged, but since the populations are already on local maxima, they
can easily climb further up. After some generations, the tness landscape might
be so rugged that a randomly initialized population could not reach the peaks.
If this is the case, competitive co-evolution might develop behavioral strategies
that could otherwise not be discovered, and might do it faster. This incremental
aspect of co-evolution might be exploited for evolving complex controllers for
autonomous robots.
6 Competitive Co-Evolutionary Robotics
We have studied competitive co-evolution using two Khepera robots (for more
details, see [15]), one of which (the Predator) was equipped with a vision module
while the other (the Prey) had a maximum available speed set to twice that
of the predator (gure 6). Both species were also provided with eight infrared
proximity sensors (six on the front side and two on the back): a wall could be
detected at a distance of 3 cm approx., but another robot could only be detected
at half that distance.
The two species evolved within a square arena of size 47 x 47 cm with high
white walls so that the predator could always see the prey (if within the visual
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Figure 6: Right: The Predator is equipped with the vision module (1D-array of
photoreceptors, visual angle of 36

). Left: The Prey has a black protuberance
which can be detected by the predator everywhere in the environment, but its
maximum speed is twice that of the predator. Both Predator and Prey are
equipped with 8 infrared proximity sensors (max detection range was 3 cm in
our environment).
angle) as a black spot on a white background.
The two robots were connected to a desktop workstation equipped with two
serial ports through a twin aerial cable providing the robots with electric power
and data communication to/from the workstation. The two cables ended up in
two separate rotating contacts rmly attached to the far ends of a suspended
thin bar. Both wires then converged into a single and thicker rotating contact
at the center of the bar and ended up in the serial ports of the workstation
(gure 7). The thick rotating contact allowed the bar to freely rotate around its
center while the remaining two contacts allowed free rotations of the two robots.
Attached under the bar was also a halogen lamp (20 W output) providing
illumination over the arena.
Both robots were also tted with a conductive metallic ring around their
base so that they could detect when they hit each other. The vision module
K213 of the predator consists of a 1D-array of 64 photoreceptors which provide
a linear image composed of 64 pixels of 256 gray-levels each, subtending a view-
angle of 36

. In the simple environment employed for these experiments, the
prey looks like a valley whose width is proportional to the distance from the
predator (gure 8, top) and its position indicates the relative position of the
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Figure 7: The suspended bar with the three rotating contacts and a white box
casting light over the arena.
prey with respect to the predator.
The controllers of the two robots were two simple neural networks with
recurrent connections at the output layer. This simple set up was chosen to
keep low the number of free parameters under evolution so that we could later
perform an analysis of the tness landscape. The neural controller of the prey
had eight input units connected to the eight infrared sensors and two motor
units controlling the speed of each wheel. The neural controller of the predator
was very similar, but its input layer had an additional set of ve units that
received information from the vision module. Each of these visual units, which
covered approximately 13

and was inspired upon the complex cells found in
the Lateral Geniculate Nucleus and cortex of mammals, responded whenever
the visual projection of the prey fell within their receptive eld. The maximum
speed of the predator was set to twice that of the prey.
Two genetic algorithms were run in parallel, one for the predator and the
other for the prey. The genetic algorithms were running on the workstation
CPU, but each new neural controller was downloaded through the serial line
into the microcontroller Motorola MC68331 of the two Khepera robots, which
was sucient to store the set of instructions and variables necessary to handle
all input/output routines and neural states (gure 9). The speed of the in-
put/output cycles was set to approximately 15 Hz for both prey and predator.
Image acquisition and low-level visual preprocessing was handled by a private
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Figure 8: Top: A snapshot of the visual eld of the predator looking at the
prey. The heights of vertical bars represent the activations of corresponding
photoreceptors. The black protuberance of the prey looks like a large valley.
The small dip on the right corresponds to the cable. In standard illumination
conditions, the image was refreshed at a rate of approximately 15 Hz. Bot-
tom: Visual ltering with ve center/o surround/on neurons. A neuron is
maximally activated when the projection of the prey falls in its receptive eld.
The most active neuron is set to 1, all the remaining neurons are set to 0 in a
Winner-take-All fashion.
68HC11 processor installed on the K213 vision turret. Upon receipt of a new
controller, each robot began to move and the internal clock (a cycle counter) of
the prey was reset to zero. A tournament ended either when the predator hit
the prey or when 500 sensory motor cycles (corresponding to approximately 35
seconds) were performed by the prey without being hit by the predator. Upon
termination, the prey sent back to the workstation CPU the value of the inter-
nal clock (ranging between 0 and 499) which was used as tness value for both
prey and predator (for the prey high values corresponded to high tness, for
the predator the other way around).
Two populations (one for the prey, the other for the predator) of 20 indi-
viduals each were co-evolved for 25 generations in approximately 40 hours of
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Figure 9: The genetic operators run on the main workstation, which also man-
ages data storage and analysis; the neural controllers are automatically down-
loaded on the microcontrollers of the robots through the serial link. In the
predator, a microprocessor on the vision module performs visual pre-processing
and sends data at 15 Hz frequency to the main microcontroller.
continuous operation. Each individual was tested against the best competi-
tors from the most recent 5 generations. Instantaneous tness scores measured
at each generation display oscillatory dynamics, as expected from the tightly-
related dynamics and the Red Queen eect described above. A more detailed
analysis of these data and of further analysis is given in [14, 15]. Here, I wish
to point out that what these data tell us, especially the tness scores of the
best individuals, is that prey and predator rapidly (few that ve generations)
develop counter-strategies to defeat the competitors.
After only 15 generations, the two robots developed a variety of complex
behaviors, such as those illustrated in gure 11. The prey display variations
on two main strategies: fast motion around the arena and swift avoidance of
the incoming predator. In the former case, the prey always moves around the
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Figure 10: Co-evolutionary tness measured on the real robots. Left : Average
population tness. Right : Fitness of the best individuals at each generation.
pr=predator; py=prey.
arena, often following walls, and attempts whatever it nds on its way. Only
predators capable of anticipating the prey's speed and direction of motion can
capture it. However, the short-range response of the infrared sensors of the
prey is such that sometimes the prey cannot avoid an incoming predator which
is too small too reect much infrared light. In the other case, the prey does
not move waiting for the predator. As soon as it senses the predator, it quickly
moves a few steps away; then, the predator performs a rotation on itself and
it re-attacks, but the prey swiftly moves again a few steps away. This sort of
dance ends when the predator happens by chance to attack the prey on the side
where it has no sensors.
If one measures the average distance between predators and prey across
generations, the data show that while prey attempt to maximize the distance
from the predators, predators do not attempt to minimize the distance. In fact
for both prey's strategies, best predators do not move straight after the prey
(which would be a hopeless strategy since the predators are slower), but wait
(rotating on themselves, for example) until the prey is at a proper distance
and angle to attack (for quantitative data, see [15]). Distance is computed by
observing how quickly the prey moves on the visual eld, given that the predator
and the prey usually move at a rather constant speed.
The Red Queen eect illustrated on the top of gure 5 is suspected to be the
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Figure 11: Examples of strategies developed by the robots. Black disk is the
predator, white disk is the prey. Trajectories have been plotted running a tour-
nament with simulated individuals who display the same behavioral strategies
observed with the real robots.
main actor behind the dynamics, complexities, and computational advantages of
competitive co-evolution, but how exactly it operates is not known. Capitalizing
on the fact that our simple experiment with the robots displayed dynamics
similar to those measured in experiments carried out in simulation, we exploited
our computer CPUs to study how the tness surface of one species is aected
by the co-evolving competitor.
Given its shorter genotype length, we analyzed how the tness surface of the
prey was changed when confronted with the best predators recorded at dierent
generations. The genotype of the prey was composed of 22 synapses encoded on
5 bits each. Assuming that the most signicative bits are those coding the sign
of the synapses, we are left with 22 bits.
1
. Each of the corresponding 4,194,304
prey was separately tested against the pre-recorded best predators of the rst
eight generations and against the best predator of generation 20, yelding a total
of almost 40 million tournaments.
The tness values were grouped into 100 bins of 4,194 values each (discarding
remainders) and the average value of each bin was plotted on the graphs of
gure 12 (a full picture can be found in [15]). The Red Queen eect is clearly
1
The remaining 4 bits for each synapse were set at 0101, a pattern that represents the expected number
of on/o bits per synapse and also codes for the average synaptic strength.
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Figure 12: Fitness surface for the prey tested against the best predators from
generation 1, 3, 4, and 20. Each data point is the average over the tness values
reported by 4,194 contiguous individuals.
visible in the temporary and periodic smoothing of the tness landscape, as
highlighted in gure 12. For example, the best predator of generation 3 causes
a redistribution of the tness values, stretching out the relative gain of some trait
combinations with respect to others. This smoothing eect is always temporary
and roughly alternates with recovery of a rough landscape.
It should be noticed that some regions corresponding to better tness remain
relatively better also during periods of stretching, whereas others are canceled
out. That implies that individuals sitting on these latter regions would disap-
pear from the population. If we view these regions as minima or brittle solutions,
our data show the potentials of the Red Queen for optimization problems. Fur-
thermore, it can be noticed that the steepness of the surface around the maxima
becomes more accentuated along generations. If we assume that steeper regions
are harder to climb, competitive co-evolution might facilitate progressive devel-
opment of abilities that would be dicult to achieve in the scenario of a single
species evolved in a static environment.
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7 Discussion
The methodology and results obtained from these experiments are quite dier-
ent from those obtained in the controlled experiments described in section 3.
The main dierences are to be found in the amount of structured knowledge
imposed on the control architecture, on the denition of the tness function,
and on the characteristics of the tness landscape. Also the background philos-
ophy is quite dierent. Competitive co-evolution is not necessarily optimization
in the sense of solution discovery for a pre-specied problem. The teleological
interpretation of articial evolution that underlies most research in genetic algo-
rithms [2] and some research in evolutionary theory [19] leaves space to a more
complex and richer scenario where robust solutions and true innovation can en-
dogenously arise from simple interactions between parts of the (co-evolutionary)
system.
To this extent, although the evolutionary approach can already be used for
tasks that must comply with constraints and standards of some industrial appli-
cations, genuine innovations will spring out from articial life approaches. An
Articial Life approach to Evolutionary Robotics can provide new insights, new
tools, new methods and generate more genuine intelligent machines, in the sense
that they autonomously and actively nd solution to unpredicatable challenges
put forward by the environment. Articial Life implementations of robotics
is also a healthy reminder that sooner or later a radical mind shift must take
place in many industrial applications of robotics. Real environments cannot
be characterized by mathematical models, pre-dened rules, precise measure-
ments, and static landscape ready to be hillclimbed. Lessons from Articial
Life are already being incorporated in new robots for research and real-world
applications.
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