The efficient use of spectrum has become an active research area due to its scarcity and underutilization. In a spectrum sharing scenario as cognitive radio (CR), the vacancy of licensed frequency bands could be detected by a secondary user through spectrum sensing techniques. Usually, this sensing approaches are performed with prior knowledge of the channel features. In the present work, a blind spectrum sensing approach based on independent component analysis (ICA) and singular spectrum analysis (SSA) is proposed. The approach is tested and compared with other outcomes. Results show that the proposed scheme is capable of detecting most of the sources with low time consumption, which is a remarkable aspect for online applications with demanding time issues.
INTRODUCTION
Spectrum sensing is one of the key elements in the cognitive radio (cr) communication, and it is the first step that must be followed before allowing unlicensed users to access vacant licensed channels [1] . In a cr environment, frequency bands that are legally assigned to primary users are exploited by secondary users when primary users are idle [2] ; nevertheless, if the primary user needs to establish the communication again, the secondary user has to vacate the channel and seek another one. Detecting the presence of primary signal (spectrum sensing) is a challenging task in cr [3] . Several primary users will perform different modulation schemes, data rates and transmission powers in the presence of both variable propagation environment and interference generated by other secondary users [4] . The spectrum sensing techniques most commonly used are: Energy Detection (ed) [5] , Cyclostationary Detection [6] and Matched Filtering [7] . Other techniques proposed to improve the poor performance of ed in noisy environments are the Maximum to Minimum Eigenvalue method (mme) and the Covariance method (cov) [3] . All of these techniques require some previous knowledge that is not always available, regarding the received signals, e.g. the bandwidth, frequency range, modulation scheme, power, among others. Additionally, any sensing spectrum technique should be fast and effective, attempting to reduce processing time and misdetection. This paper presents a technique for spectrum sensing based on the independent component analysis (ica) for blind source separation. The proposed scheme includes a single-to-multichannel conversion through singular spectrum analysis (ssa) as an alternative for multi-channelization.
The rest of this paper is organized as follows: first, the spectrum sensing techniques are introduced; then, the proposed scheme for spectrum sensing is described in detail. Lastly, the effectiveness of the proposal is depicted and compared to the other outcomes by using artificial signals with different signal to noise relation (snr) levels, followed by a discussion of the results and conclusion.
BACKGROUND

Spectrum Sensing
The spectrum sensing goal in cr is centered in hypothesis (Eq. (1,2)):
( ) ( ) ( )
where ( ) x n is the signal received by the secondary user; ( ) s n is the signal transmitted by the primary user; ( ) η n is an additive white Gaussian noise (awgn); and 0 H is the null hypothesis that indicates absence of licensed user signal.
Energy Detection (ed)
In the ed technique, the signal power is measured in a particular frequency band along the time axis. The decision parameter for ed is shown in Eq. (3):
where N is the number of samples in the analysis window. In this case, given a threshold γ, if γ > E , the hypothesis 1 H is accepted, and if γ < E the hypothesis 0 H is accepted.
Cyclostationary Detection (cd)
The cyclostationary features are produced by the signal periodicity (or by the periodicity of its statistic measures). The cyclic spectral analysis implies second order transformations of a function and its respective spectral representation [8] . The distinction between primary and secondary users is possible only if different cyclic frequencies are involved [9] .
The Spectral Correlation Density (scd) of a signal could be calculated by Eq. (4) [10] :
where F{.} is the Fourier Transform; α is the cyclic frequency and ( )
where * x is the conjugate version of x. The caf exhibits peaks when the cyclic frequency α has the same value of the fundamental frequencies of the transmitted signal [6] .
The frequency-smoothing method is used to estimate the scd as recommended in [11] :
where:
where N is the number of samples in the analysis window; s T is the time-sampling increment; s F is the frequency-sampling increment; and ( ) W v is the frequency smoothing function centered at 0 = v of width L.
PROPOSED SCHEME
Blind Source Separation
Blind source separation techniques allow separating different signals without previous knowledge about the signal features. The most common technique for source separation is ica.
In ica, the received signal is assumed as a linear mixture of statistically independent sources that could be separated maximizing the non-Gaussianity. This technique requires a mimo system with p sources and m receptors ( ≤ p m), their combined outputs build the matrix of observable data
x j is the j-th sample (or time instant) of the signal in the i -th receptor, and N is the number of samples in the analysis window. The principal idea in ica, is to get the original sources S from the matrix of observable data X as in Eq. (8):
where
is the mixture matrix and ( ) ( ) If the matrix A is known, the source data could be reconstructed by its pseudoinverse matrix. If A is unknown, it is necessary to calculate A and from the observation matrix X as in Eq: (9), in such a way that the estimated components Ŝ must be the linear combination of the data with the maximum independence [12] .
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is a matrix that maximizes the statistical independence.
ms -ica
In this work, the algorithm proposed by Molgedey [13] , ms -ica, is chosen (Algorithm 1 [14] ) due to its performance in online applications [15] . 
Single-to-Multichannel Conversion
Aiming to find a matrix representation for a single-channel data, the procedure proposed by [17] through ssa was applied as follows:
1. Calculate the autocorrelation function of ( ) x n as in Eq. (11), where
and L is the analysis window length. A suitable value for L is an important issue in ssa. In this work, the value is fixed as one more than the number of peaks in the periodogram of the received signal ( ) x n , aiming to find an approximate number of expected sources.
2. Find the Toeplitz matrix o T of the autocorrelation function.
Calculate de eigendecomposition of
Sort eigenvalues ( Ó) in descending order and preserve the most informative components.
Create the Hankel matrix H
T of ( ) (12)). c. Divide the remaining subset into two subsets.
d. Go to step b. and repeat the process.
EXPERIMENTAL SET-UP
The different schemes for spectrum sensing are tested with an artificial mixture signal defined by Eq. (13).
The length N of ( )
x n with 1, , = … n N is fixed in 4,000 bins, the sampling frequency 10 = . For ed, a system with six fir filters is implemented, each one with order 100, Hamming window, bandwidth 520Hz, a center frequency of i f and 10Hz of overlapping; then, the procedure recommended by [18] is followed for each channel with 1,000 Monte Carlo simulations, aiming to determine whether a channel is available or not. For cd, the parameter µ is fixed by heuristic tuning and it determines when a peak of the caf corresponds to a fundamental frequency or not.
The elapsed time that the algorithms took to run is measured in an Intel ® Core™ i5-2,400 with 4 GB of ram memory and Python ® of 64 bits. Table 1 summarizes the results for the three tested schemes. The technique most sensitive to noise is ed, with the disadvantage that if the frequency bands are unknown, the algorithm is unable of detect different frequency components. The mean time elapsed for this technique is 97.85 ± 1.02 s, and tends to increase with the number of channels.
RESULTS AND DISCUSSION
The cd and ms-ica's are noise-robust algorithms. The time elapsed for cd is around 106.94 ± 1.77s that could be compensated by its precision. The cd sensing technique generates some false positives, but the rate of false negatives is zero. If the intention of the secondary user is to search for vacancy without disturbing the primary user, and the time is not a critical issue in the application, this technique could be a convenient solution. The only inconvenient detected is the parameter µ, because the algorithm performance depends on the choice of this parameter. The proposed ms-ica technique exhibits a suitable compromise between time and performance. The algorithm is fast enough to sense without causing long interruptions in transmissions. The major disadvantage is the misdetection of some sources. To overcome this inconvenient, it is recommended to run the algorithm a couple of times and increase the amount of information about the frequency occupancy. The remarkable aspect is the elapsed time (0.15 ± 0.1 s), especially for online applications with demanding time issues.
CONCLUSION
A technique for spectrum sensing based on blind source separation is explored. The methodology includes a single-to-multichannel procedure through singular spectrum analysis (ssa), aiming to simulate a mimo communication system. In this work, three approaches were tested: Energy Detection, Cyclostationary Analysis and the proposed scheme with ms-ica. The methodology is proved on a collection of artificial mixture signals with different frequencies and noise power. The proposed scheme is able to detect most of the sources, even with high noise presence, with low time consumption. The most accurate technique is Cyclostationary Analysis but it is more demanding in terms of time than the others. As future work, it would be interesting to deal with other kinds of modulations, codifications and channel models.
