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        Este trabalho desenvolve um estudo sobre a dinâmica e o controle de um 
sistema mecânico pendular composto por elementos de liga com memória de forma 
(SMA). A dinâmica do sistema é modelada assumindo que o comportamento 
termomecânico da SMA é descrito através de um modelo constitutivo polinomial 
dependente da temperatura. Apresenta-se uma investigação numérica do sistema 
mostrando comportamentos como órbitas periódicas de períodos variados, coexistência 
de múltiplas órbitas, caos transiente e caos. Todos os comportamentos são comprovados 
pelo cálculo dos expoentes de Lyapunov. A técnica de realimentação com estados 
defasados estendidos é aplicada para o controle do sistema considerando-se dois tipos 
de controladores: mecânico e térmico. A estabilidade das órbitas é avaliada através dos 
multiplicadores de Floquet. Para o controlador mecânico, apresenta-se uma discussão 
sobre a estabilidade de órbitas subharmônicas e sobre a relação entre consumo 
energético, tempo de estabilização e os parâmetros do controlador. O controlador com 
temperatura explora o comportamento termomecânico da SMA, investigando a sua 
viabilidade considerando suas limitações decorrentes de suas restrições temporais. Os 
resultados indicam que é viável utilizar atuadores de SMA no controle de caos e as 
relações entre os multiplicadores de Floquet de uma órbita e o controle.  
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This work deals with the dynamics and control of a pendulum system coupled 
with shape memory alloys (SMAs) springs. To construct the system’s dynamics a 
polynomial temperature dependent constitutive model for the SMA is employed. The 
system’s dynamics is characterized displaying a variety of responses like chaotic 
motion, transient chaos, coexisting periodic orbits and a variety of n-periodic orbits. All 
the behaviours are identified by their Lyapunov exponents. The extended time delay 
feedback technique is applied to control the system with two distinct types of 
controllers: a mechanical and a thermal. The stability of the orbits is identified using 
Floquet multipliers. Discussions about sub-harmonic orbits stability and the relation 
between energy consumption and the controller’s parameters are made. The thermal 
controller uses the thermomechanical behaviour of the SMA for actuation. The results 
display the usage possibility of SMA actuator on chaos control and shad light into the 
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𝑇1            - Temperatura da mola de SMA. 
𝑇𝐴            - Temperatura para apenas austenita ser estável livre de tensões. 
𝑇𝑀           - Temperatura que abaixo dela apenas martensita é estável livre de tensões. 
𝑇𝑝            - Período mínimo das OPIs. 
𝑇𝑟𝑒𝑓         - Temperatura de referência. 
𝑇∞            - Temperatura do ambiente. 
𝒖𝒊             - Vetor do desvio do i-ésimo ponto da média dos pontos selecionados de uma OPI. 
𝑼              - Matrix dos vetores do desvio da média. 
𝒗𝒎𝒊           - Vetor de desvio do m-ésimo ponto com o ponto seguinte. 
𝑽               - Matrix dos vetores do desvio do ponto seguinte. 
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𝒙               - Vetor de estado do sistema. 
𝑥𝑘              - K-ésima variável de estado do sistema. 
𝒙∗              - Orbita alvo para calculo dos multiplicadores de Floquet. 
𝑦                - Sinal observado do sistema. 
𝑦∗              - Sinal observado na orbita alvo para o calculo dos multiplicadores de Floquet. 
𝑧                - Número complexo. 
𝛽                - Termo de relaxação de gradiente. 
𝛾                - Constante do filtro passa alta. 
𝜹𝒙              - Pequeno deslocamento em torno da OPI. 
Δ                - Função de custo suavizada no tempo. 
                 - Deformação. 
𝜂𝑠𝑒              - Coeficiente de atrito seco. 
𝜂𝑣𝑖𝑠             - Coeficiente de atrito viscoso. 
𝜃                  - Fase do motor. 
𝜅                  - Parâmetro representativo do controlador. 
𝜆                  - Expoente de Lyapunov. 
𝜆0                - Parâmetro do controlador instável. 
𝜆∞               - Parâmetro do controlador instável. 
𝜇                  - Expoente de Floquet. 
𝜇𝑚𝑎𝑥            - Máximo expoente de Floquet. 
𝜇𝑚𝑖𝑛             - Valor mínimo da parte real do máximo expoente de Floquet. 
𝜇𝑠                 - Valor do expoente de Floquet sem controle. 
𝜇∗                 - Aproximação real do expoente de Floquet. 
𝜈                   - Parâmetro de tamanho da janela de integração. 
𝝃𝒊                  - I-ésimo ponto do mapa. 
𝝆𝒊                  - I-ésima função de Floquet. 
𝜎                   - Força exercida pela SMA. 
𝜏                    - Atraso do controlador. 
𝜏𝑛                  - Período da n-ésima orbita subharmônica. 
𝜏𝑝                  - Tempo de evolução do tempo de defasagem. 
𝜏𝑠                  - Tempo de evolução do sistema. 
𝜙                   - Posição em radianos do pêndulo. 
𝜓                   - Energia livre de Helmholtz. 
𝚿                   - Matrix fundamental. 
𝜔                   - Frequência de forçamento. 




Os sistemas não lineares estão presentes em vários problemas de engenharia, 
como o estudo de estruturas submetidas a grandes deformações, guindastes, pêndulos, 
embarcações, dentre outros. De uma maneira geral, esses sistemas apresentam uma 
grande variedade de respostas dinâmicas como o caos. 
 Historicamente respostas caóticas eram indesejadas na engenharia sendo muitas 
vezes evitadas ou suprimidas com altos gastos de energia. Ainda hoje, há situações em 
que o caos é indesejado como no controle de potência de lasers (SCHIKORA et al., 
2008). Nesses casos, o comportamento caótico precisa ser eliminado, sendo nocivo ao 
sistema e podendo causar falhas críticas em seu funcionamento. Recentemente, esse 
problema passou a ser observado sob uma ótica diferente devido à possibilidade do 
aproveitamento de órbitas periódicas instáveis (OPIs) imersas nesse tipo de resposta. A 
estabilização de OPIs proporciona flexibilidade ao sistema além de possibilitar o 
controle com baixo consumo de energia (FRADKOV; EVANS, 2005). Devido a esse 
grande potencial, as técnicas de controle de caos tiveram destaque nos últimos anos em 
pesquisas sobre colheita de energia, controle de vibrações, controle de satélites e 
sondas, criptografia e sincronização de sistemas caóticos. 
 Para controlar um sistema qualquer há a necessidade de acessar e adaptar um de 
seus parâmetros. Materiais inteligentes representam uma classe de materiais com 
propriedades especiais que proporcionam características adaptativas. Ligas com 
memória de forma (SMAs) constituem um tipo desses materiais que tem como 
característica essencial a mudança de suas propriedades mecânicas com a variação de 
temperatura. Essas ligas possuem grande potencial na dinâmica aplicada e como 
atuadores estando associadas ao controle de vibrações (BESSA et al. 2013), estruturas 
tipo origami (KURIBAYASHI et al., 2006), robótica (KIM et al., 2006) e colheita de 
energia térmica (LEBEDEV et al., 2011). O comportamento singular dessas ligas é 
devido às transformações termo-elásticas da martensita e dentre os comportamentos 
típicos destacam-se a pseudoelasticidade e o efeito de memória de forma. 
Mesmo com o crescente interesse da engenharia em controle de caos e materiais 
inteligentes ainda há poucos trabalhos que tentam agrupar esses dois conhecimentos em 
uma aplicação. Além disso, há uma deficiência de pesquisas na aplicação do controle de 
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caos em sistemas mecânicos em geral. No entanto, existe uma crescente demanda para o 
controle do comportamento caótico que pode ser observado em processos de usinagem 
(LITAK et al., 2009), ligas de memoria de forma (MACHADO et al., 2003), pêndulos 
(DE PAULA et al., 2006), dissipadores torcionais (EL-BASSIOUNY, 2006; 
MONROE; SHAW, 2013), sistemas de colheita de energia (PARK et al., 2008), dentre 
outros (BARBOSA et al., 2015; SAVI et al., 2006). 
Este trabalho explora a utilização de técnicas de controle de caos em sistemas 
inteligentes. Em essência, utiliza-se um sistema pendular cuja excitação é provida por 
um sistema composto por um motor elétrico e molas com memória de forma. Desta 
forma, a adaptabilidade é conferida pela dependência da temperatura dos elementos com 
memória de forma. Em seguida, aplica-se ao sistema o método contínuo de controle de 
caos baseado na realimentação de estados defasados ETDF. Para determinar e otimizar 
os parâmetros do controlador é utilizada a teoria de Floquet. Dois tipos de controlador 
são considerados: mecânico e térmico. O controlador mecânico considera um atuador 
que impõe variações na configuração do sistema de excitação. O controlador térmico, 
por sua vez, explora a dependência da temperatura nas propriedades termomecânicas do 
SMA para o controle. Investiga-se a viabilidade de estabilizar órbitas periódicas 
instáveis a partir do controlador térmico e suas limitações decorrentes de suas restrições 
temporais.  
1.1. Estrutura do Trabalho 
Após esta introdução, o capítulo 2 apresenta uma revisão de literatura focando 
principalmente nos trabalhos sobre sistemas caóticos e suas aplicações na engenharia. 
Em seguida, foca-se nas técnicas de controle de caos existentes e suas modificações 
destacando os trabalhos que mais contribuíram para o seu desenvolvimento. Por fim, 
são citados alguns artigos de revisão importantes sobre o tema e uma breve introdução a 
ligas de memória de forma. 
No capítulo 3 são apresentadas em detalhes as técnicas de controle de caos 
utilizadas além de outras técnicas auxiliares para a definição de estabilidade e 
identificação de órbitas periódicas instáveis.  
 O capítulo 4 discorre sobre as propriedades das SMAs e sobre modelos 
constitutivos usados para modelar o seu comportamento termomecânico. Em seguida, é 
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discutido o sistema pêndulo-SMA, deduzindo as equações dinâmicas. Logo após são 
apresentada as simulações sobre a dinâmica do sistema e identifica-se o seu 
comportamento. Finalmente é escolhido um atrator caótico, identificando suas órbitas 
periódicas instáveis. 
 O capítulo 5 expõe os resultados para um controlador ETDF aplicado por dois 
atuadores diferentes: um mecânico e um térmico. O consumo de energia e o tempo de 
estabilização como alguns problemas gerais do controle ETDF são discutidos. Para o 
controle térmico é analisada sua viabilidade e suas limitações devido a restrições 
temporais ao sistema. Também comparam-se os resultados obtidos pelos dois 
controladores. 




2. REVISÃO DE LITERATURA 
Os sistemas naturais, desde efeitos quânticos e variações de intensidade em 
lasers (“light amplification by stimulated emission of radiation”) de alta potência aos 
movimentos de aglomerados de estrelas, apresentam uma grande variedade de respostas 
em seus comportamentos. Na engenharia e em nosso cotidiano nos deparamos com essa 
variedade de respostas em braços de guincho, guindastes, vibrações de estruturas, molas 
não lineares, dentre outros. Essa diversidade de respostas é o que realça a beleza desses 
sistemas e o que sempre intrigou os apreciadores do universo. Tal diversidade é devida 
a não-linearidade desses sistemas, o que torna a sua compreensão muito mais 
desafiante. 
Foi no final do século XIX que Henri Poincaré analisou um desses 
comportamentos constatando que os movimentos associados a um sistema gravitacional 
de três corpos no espaço poderia ser extremamente complexo. Essa descoberta mostrou 
uma nova possibilidade de um sistema não-linear, sendo a primeira vez que o caos foi 
apresentado à comunidade cientifica. O comportamento verificado por Poincaré foi 
taxado como indesejável e considerado erroneamente como completamente aleatório 
devido a sua complexidade, sendo assim, evitado pela maioria dos pesquisadores 
(OTANI; JONES, 1997). 
O estudo do caos ganhou impulso após a invenção do computador. Ele permitiu 
que cálculos numéricos, antes inviáveis devido a seu grande número de iterações, 
fossem realizados com muito mais facilidade e eficiência, tornando possível a obtenção 
das soluções das equações de governo de sistemas complexos e não-lineares. Foi a 
partir dessas simulações que Lorenz ao estudar os fenômenos meteorológicos obteve 
evidências de sua imprevisibilidade, verificando que pequenas variações na precisão dos 
cálculos e em suas condições iniciais refletiam em comportamentos muito diferentes do 
sistema estudado após certo período de tempo (LORENZ, 1963).  Foi a partir da década 
de 1970 que o comportamento caótico foi verificado em várias áreas do conhecimento e 
seu estudo foi exacerbado, como na verificação do comportamento caótico em 
osciladores (GOLLUB et al. 1978; RÖSSLLER, 1976), sistemas populacionais (MAY, 
1975), em reações químicas (OLSEN; DEGN, 1977), em processos biológicos 
(MACKEY; GLASS, 1977) e em varias outras situações. Uma das principais 
descobertas da época foi feita por Feigenbaum (1980) que verificou comportamentos 
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gerais para a transição de comportamentos regulares para caóticos, observando cascatas 
de duplicações de período em um diagrama de bifurcação culminavam no caos 
mostrando regularidade e, desta forma, apresentando características universais na rota 
para o caos. 
Já na década de 1990, impulsionado pela utilização de lasers de alta potência em 
várias áreas do conhecimento, foi explorado o aproveitamento do comportamento 
caótico para o controle de um sistema. Ao se aproveitar da infinidade enumerável de 
órbitas instáveis presentes no caos foi possível o controle do comportamento caótico 
com baixo consumo de energia, apenas modificando ligeiramente um parâmetro do 
sistema (OTT et al., 1990). Esse protocolo ficou conhecido como OGY (Ott, Grebogi e 
Yorke) como uma homenagem a seus criadores e foi considerado o primeiro trabalho 
que tentava aproveitar o comportamento caótico ao invés de apenas suprimi-lo. Outros 
protocolos e aperfeiçoamentos foram sendo propostos ao longo do tempo devido a sua 
grande aplicação em controle de caos (BESSA et al., 2012; BOUKABOU; 
MEKIRCHA, 2012; PYRAGAS, 2001; SANJUÁN, 2014). 
Recentemente, o caos e seu controle são estudados em várias áreas do 
conhecimento e se destacam na engenharia em sistemas elétricos (HUNT, 1991; MOON 
et al., 1987), controle de lasers de alta potência (SCHIKORA et al., 2008), no aumento 
da capacidade de sistemas de coleta de energia (PARK et al., 2008), criptografia 
(VANWIGGEREN; ROY, 1998), em sistemas mecânicos não suaves (BATTELLI; 
FECKAN, 2013; DE SOUZA; CALDAS, 2004; SAVI et al., 2007), e em usinagem 
(LITAK et al., 2009a; LITAK et al., 2009b). 
Atualmente os materiais inteligentes vêm sendo aplicados nos mais variados 
problemas de engenharia devido as suas propriedades singulares. Geralmente eles são 
utilizados para controle passivo ou ativo devido a sua adaptabilidade as mais diversas 
situações. As ligas com memória de forma (Shape Memory Alloys - SMA) são uma 
classe de materiais inteligentes largamente aplicados na engenharia, principalmente em 
controle de vibrações (BESSA et. al., 2013), estruturas origâmicas (KURIBAYASHI et 
al., 2006), robótica (KIM et al., 2006) e colheita de energia (LEBEDEV et al., 2011). 
Seu comportamento singular é devido à transformação termoelástica da martensita, 
possibilitando que o material apresente comportamentos como o pseudoelástico e de 
memória de forma. Esses comportamentos podem ser utilizados para simular 
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movimentos biológicos, na robótica, em engenharia aeroespacial, controle de forma e 
vibrações, dentre outros (KIM et al., 2006; KURIBAYASHI et al., 2006; LEBEDEV et 
al., 2011; MACHADO; SAVI, 2003; MACHADO et al., 2003). 
A seguir é apresentado um resumo de literatura sobre caos em sistemas da 
engenharia, controle de caos e ligas de memória de forma. 
2.1. Caos em sistemas da engenharia 
O estudo de caos na engenharia recebeu um grande enfoque após a descoberta 
que sistemas mecânicos e elétricos não lineares podem apresentar o comportamento 
caótico sob determinadas condições (HUNT, 1991; MOON et al., 1987). Também foi 
mostrado o comportamento caótico em lasers de alta potência (SCHIKORA et al., 
2008), e a utilização do caos para protocolos de criptografia e comunicação 
(VANWIGGEREN; ROY, 1998). Mais recentemente o comportamento caótico também 
ganhou importância na área de colheita de energia principalmente em piezoelétricos 
após a verificação que esse tipo de comportamento produz um pico de energia em uma 
dada OPI, além de apresentar uma banda de eficiência maior que de comportamentos 
periódicos, porém não produz a maior média de energia ao longo do tempo (PARK et 
al., 2008). Seguindo o enfoque desse trabalho são apresentados alguns trabalhos sobre 
caos em sistemas mecânicos. 
Shaw e Rand (1989) foram pioneiros no estudo de caos em sistemas mecânicos 
analisando a movimentação de um pendulo invertido com limitadores laterais. Ao 
estudarem sistemas não lineares, Roberts e Quispel (1992) analisaram o comportamento 
de sistemas reversíveis (que não se alteram dada uma transformação no tempo 𝑡 → −𝑡) 
identificando órbitas periódicas e regimes caóticos desses sistemas, assim como 
algumas propriedades e comportamentos. Muszynska e Goldman (1995) verificaram o 
comportamento caótico em sistemas com folgas e rotores desbalanceados apresentando 
modelos matemáticos e simulações numéricas para esses sistemas. Galvanetto (1995) 
estudou um sistema mecânico de três graus de liberdade com atritos não lineares 
mostrando comportamentos caóticos.  
Foong et al. (2003) verificaram experimentalmente que o crescimento de trincas 
geradas por fatiga podiam ocasionar respostas caóticas em um sistema mecânico. Wang 
et al. (1998) estudaram respostas dinâmicas em sistemas micro eletromecânicos 
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(MEMS – Micro eletro-mechanical systems), propondo um modelo teórico para os 
MEMS e realizando a verificação desse modelo com dados experimentais disponíveis 
na literatura. Além disso, eles utilizaram os MEMS para realizar protocolos de 
criptografia e estabeleceram experimentalmente e numericamente comunicações 
seguras entre seus aparelhos.  
Mori e Fujisaka (2001) estudaram o caos em fluidos focando na interação do 
fluido em regime caótico com um pêndulo imerso. Battelli e Feckan (2005) relataram o 
comportamento caótico em uma viga elástica com amortecimento linear apoiada em 
mancais e sujeita a excitação periódica. 
Savi et al. apresentaram uma coleção de trabalhos sobre sistemas mecânicos não 
lineares e presença de comportamento caótico em sistemas com ligas com memoria de 
forma (MACHADO et al., 2003; SAVI; PACHECO, 2002), e o cálculo de expoentes de 
Lyapunov em sistemas com histerese (MACHADO et al., 2009).  
Trabalhos também foram realizados em sistemas não suaves, por impacto ou 
atrito, verificando a presença de caos nesses sistemas (BATTELLI; FECKAN, 2013; 
SAVI et al., 2007). Peterka (1996) disserta sobre bifurcações e as transições da 
dinâmica de um oscilador mecânico com impacto. Caldas e de Souza (2004) 
apresentaram um algoritmo para o cálculo dos expoentes de Lyapunov em sistemas 
mecânicos com impacto usando um oscilador simples limitado e dois osciladores 
acoplados como exemplo. 
Já no campo de usinagem, vários estudos apresentam dinâmica caótica na 
interação ferramenta-metal em processos de corte que comprometem o acabamento da 
peça cortada (LITAK et al., 2009a; LITAK et al., 2009b). 
Diversas outras áreas da engenharia mecânica também apresentam estudos sobre 
comportamentos caóticos e suas dinâmicas. Destacam-se os trabalhos sobre rolamentos 
de esferas (KARLBERG, 2009), trens de engrenagem (LI et al., 2014), vibrações de 
automóveis em solo acidentado (BOROWIEC; LITAK, 2012) e na dinâmica de 
aerofólios (PRICE; KELERIS, 1996). 
Um dos sistemas não lineares mais simples e mais ricos para ser estudado é o 
pêndulo. Apesar de sua simplicidade e facilidade de montagem experimental, esse 
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sistema pode apresentar variadas respostas inclusive bifurcações e caos (MOON et al., 
1987). O pêndulo não linear é um sistema estudado desde o começo do iluminismo 
tanto para a criação de novas tecnologias e aplicações quanto em pesquisa básica. O 
pendulo de Foucault (1819-1868) representou a primeira prova de rotação da Terra. Na 
medicina e na robótica, são utilizados na simulação de articulações e caminhada 
humana (SUZUKI et al., 2012), na mecânica são utilizados no controle de vibrações de 
freios torcionais (MONROE; SHAW, 2013). Além disso, o pêndulo é empregado na 
medição da passagem do tempo, na integração de sistemas de estabilização e para 
aplicações balísticas. O pêndulo se tornou um dos símbolos da física contemporânea e 
ainda continua a ser amplamente utilizado nas pesquisas (TRUEBA et al., 2003). 
A dinâmica caótica de um pêndulo experimental é tratada em de Paula et al. 
(2006). O sistema é excitado por um sistema motor elétrico-mola-fio onde se 
evidenciam dinâmicas caóticas, periódicas, caos transiente e bifurcações. O trabalho 
realizou uma análise dinâmica completa do sistema experimentalmente e 
numericamente. Os autores também ressaltam a possibilidade desse sistema apresentar 
alto potencial de replicabilidade e aplicação em estudos de controle de caos.  
2.2. Controle de Caos 
As técnicas para controle de caos inicialmente surgiram como métodos para 
evitar que um sistema não linear se tornasse caótico e como uma maneira de suprimir 
esse comportamento. Apenas no inicio da década de 1990, Ott et. al. (1990) 
apresentaram uma maneira de explorar a dinâmica caótica e suas estruturas para o 
controle do sistema, fundando a área de controle de caos. 
Essa área explora características do caos como a sensibilidade a pequenas 
perturbações e da existência de uma infinidade de órbitas periódicas instáveis para 
controlar o sistema com baixo consumo de energia. Nesse tipo de técnica, o controlador 
é projetado para que o sistema se estabilize (rastreamento) em uma orbita periódica 
instável escolhida, ou que os estados de dois sistemas caóticos idênticos se sincronizem. 
A troca entre órbitas também está associada a um baixo consumo de energia o que 
confere grande adaptabilidade e flexibilidade ao sistema (OTT et al., 1990; PYRAGAS, 
1992). Além disso, algumas técnicas de controle de caos podem ser baseadas apenas nas 
propriedades geométricas do atrator eliminando a necessidade do conhecimento das 
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equações de movimento do sistema. Desse modo, pode-se projetar um controlador 
eficiente apenas com séries temporais da resposta caótica.  
 O controle de caos se torna necessário principalmente em sistemas que possuem 
recursos limitados como satélites (LEIVA; BRIOZZO, 2006), sistemas para coleta de 
energia (LEBEDEV et al., 2011; SILVA et al., 2015), e sistemas de baixo consumo 
energético (BARBOSA et al., 2015). 
As técnicas de controle de caos podem ser divididas em dois grandes grupos: 
contínuo e discreto. Além disso, elas podem ser classificadas por seu objetivo: sincronia 
total, sincronia de fase ou rastreamento de uma órbita. A figura 1 indica os principais 
métodos de controle de caos citados ao longo desse trabalho e suas respectivas 
categorias. 
 
Figura 1: Diagrama dos métodos de controle e objetivos (caixas) juntamente com 
algumas aplicações. Vale ressaltar que os métodos comuns de controle para sistemas 
não lineares como redes neurais não são representados nesse diagrama. 
Alguns autores apresentaram revisões gerais sobre o controle de caos. Ditto et 
al. (1995) e Grebogi e Lai (1997) forneceram uma revisão dos conceitos de controle de 
caos e de métodos baseados no controle OGY. Pyragas (2006) apresentou uma revisão 
de métodos contínuos baseados na realimentação por estados defasados. Arecchi et al. 
(1998) forneceram uma revisão geral de controle de caos e algumas aplicações. Savi e 
colaboradores (DE PAULA; SAVI, 2011; SAVI et al., 2006) realizaram uma 
comparação de vários métodos de controle de caos para aplicação em sistemas 
mecânicos. Fradkov e Evans (2005) apresentaram uma revisão dos métodos de controle 
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de caos dividindo-os em sem realimentação, com realimentação discretos e com 
realimentação contínuos, além de aplicações em sistemas mecânicos. 
O controlador OGY, nomeado em homenagem a seus criadores Ott-Grebogi-
Yorke (OTT et al., 1990), foi o trabalho pioneiro em controle de caos sendo o marco 
dessa linha de pesquisa. Esse método é baseado no fato de que as iterações de um mapa 
caótico na vizinhança de um ponto fixo geralmente possuem uma direção estável e outra 
instável. Para localizar essas direções basta obter a matriz Jacobiana do sistema no 
ponto em questão e obter seus autovalores e autovetores. Em seguida, o método impõe 
pequenas perturbações em um parâmetro do sistema quando a sua trajetória se encontra 
na vizinhança do ponto fixo, alinhando a trajetória do sistema com a direção estável do 
ponto fixo na iteração seguinte. Desse modo, força-se a estabilização da resposta 
dinâmica em uma OPI. A implementação desse método foi aplicada experimentalmente 
em vários sistemas (LAI et al., 1993). 
Vários autores se dedicaram a criar novas técnicas baseadas na ideia original 
OGY, aprimorando a eficiência energética e a aplicabilidade desse tipo de método em 
sistemas mais gerais. Hunt (1991) modificou o método OGY, baseando-se na medida de 
máximos locais da saída do sistema, para estabilizar a amplitude de um ciclo limite. Seu 
método foi batizado de realimentação proporcional ocasional (OPF). 
Almejando o controle de sistemas de dimensões maiores, Romeiras et al. (1992) 
generalizam o método OGY abordando-o como um método de alocação de polos, 
permitindo assim maior flexibilidade na escolha da matriz ganho e tornando o método 
n-dimensional. Gluckman et al. (1997) desenvolveram um método de controle de caos 
adaptativo visando o controle de sistemas com dimensão elevada. 
Ampliando a aplicação do método OGY para sistemas onde algumas variáveis 
de estado não são observáveis, Nitsche e Dressler (1992) analisaram o cenário quando o 
atrator é reconstruído utilizando-se o método de coordenadas defasadas. Para isso, 
modificaram a formulação do método OGY levando em consideração que o mapa de 
Poincaré também depende das perturbações anteriores no parâmetro de controle. Galias 
e Ogorzaleck (1995), por sua vez, modificaram o método OGY para o cenário no qual 
há somente dois valores acessíveis para o parâmetro de controle. 
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Bayly e Virgin (1994) indicaram preocupações na aplicabilidade do método 
OGY ressaltando propriedades desfavoráveis como inaptidão para o cálculo exato do 
tempo de convergência, erros na estimação de parâmetros, forte não linearidade, alta 
instabilidade da OPI escolhida e contaminação do sistema por ruídos. Para atacar 
algumas dessas limitações, principalmente à alta instabilidade de uma OPI, Hubinger et 
al. (1994) propuseram o método OGY semi-contínuo. Esse método consiste na 
utilização de mapas intermediários igualmente espaçados em fase entre duas seções de 
Poincaré do método OGY. Dessa maneira pode-se alterar o sinal de controle aplicando-
se o método OGY nessas seções intermediárias e, desse modo, atuar no sistema antes 
dele retornar as proximidades do ponto desejado. Desta forma, aumentam-se as 
intervenções no sistema adaptando o método a sistemas com alta instabilidade. 
Posteriormente, Korte et al. (1995) utilizaram o mesmo conceito para mapas 
reconstruídos pelo método das coordenadas defasadas e cunharam o termo método 
semi-contínuo (SC), já que o número de seções de Poincaré intermediárias pode ser 
arbitrariamente grande. Christini et al. (1996) aplicaram o método SC para um pêndulo 
duplo. Ritz et al. (1997) aprimoraram a distribuições das seções intermediárias de 
controle de modo a equalizar as taxas de expansão de fluxo entre seções. 
Para tratar do tempo de espera (tempo até a solução se encontrar nas vizinhas do 
ponto fixo desejado), Aston e Bird (1997) propuseram técnicas para o aumento da bacia 
de atração em torno do ponto de controle reduzindo o tempo para que se inicie o 
controle.  Yagazaki e Uozumi (1998), por sua vez, aproximaram as vizinhanças do 
ponto de controle de maneira não-linear o que também reduz o tempo de espera para a 
atuação iniciar. 
Pensando em um controle multi-parâmetros, Barreto e Grebogi (1995) 
abordaram o método OGY como um método de alocação de pólos. Os autores 
modificaram o método assumindo que todos os parâmetros acessíveis são acionados 
simultaneamente em todas as seções de controle e testaram experimentalmente seus 
modelos utilizando uma ação em dois parâmetros de controle, obtendo melhor 
desempenho que o método OGY convencional em tempo de convergência e menor 
suscetibilidade a ruídos. De Paula e Savi (2009) propuseram uma modificação do 
método OGY e OGY semi-continuo assumindo um controle multi-parâmetros e 
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comprovaram que sua abordagem possibilita a estabilização de mais OPIs que os 
métodos OGY convencionais. 
Há outros trabalhos que modificaram o método OGY como o de Yu et. al. 
(2001) que utilizaram a teoria de variedades invariantes e controle por modo deslizante 
para evitar o cálculo dos autovetores e autovalores da matriz Jacobiana do sistema. 
Alasty e Salarieh (2005) utilizaram lógica fuzzy para obter um controlador mais robusto 
e aplicaram seu método a um oscilador Bonhoeffer-Van der Pol. Yagasaki (2007) 
propôs um método para estabilização de trajetórias instáveis não periódicas. 
A segunda família de métodos de controle de caos diz respeito a atuações 
contínuas, tendo como seu trabalho inicial o realizado por Pyragas (1992) que utilizou 
um controle com realimentação por estados defasados (TDF) para a estabilização do 
sistema. A vantagem desse método em relação aos discretos é sua eficiência em 
estabilizar sistemas muito instáveis devido a sua atuação ininterrupta. Pyragas (1992) 
ressaltou as dificuldades sofridas pelo método OGY como a permanente análise 
computacional do estado do sistema, a dificuldade da estabilização de OPIs muito 
instáveis cujos expoentes de Lyapunov são muito maiores que a frequência do controle, 
e a sensibilidade a ruídos. O método TDF consiste na realimentação proporcional da 
diferença entre o estado atual e o estado defasado do sistema, tendo geralmente a 
defasagem correspondendo ao período da OPI alvo. Além disso, o método TDF também 
possui a propriedade de utilizar pequenas perturbações para a estabilização e pode ser 
implementado sem o conhecimento prévio do modelo dinâmico do sistema. A primeira 
implementação experimental do método TDF foi reportada por Pyragas e Tamasevicius 
(1993) controlando um oscilador eletrônico caótico.  
O método TDF apresenta desvantagens principalmente na dificuldade do 
estabelecimento do período de defasagem e na otimização dos valores do ganho para 
obtenção do melhor controle. Com esses problemas em mente, vários autores 
aprimoraram esse tipo de controle e estenderam as aplicações do método proposto por 
Pyragas ao longo do tempo. Pyragas (1992, 1993) determinou o ganho do controlador 
por tentativa e erro analisando a estabilidade das órbitas do sistema. Boccaletti e 
Arecchi (1995) estabeleceram um algoritmo adaptativo para o ajuste do ganho do 
controlador. Kittel et al. (1995) propuseram um algoritmo adaptativo baseado no 
método TDF para o ajuste do tempo de defasagem.  
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Socolar et al. (1994) propuseram uma melhoria ao método TDF utilizando-se de 
uma somatória de múltiplos estados defasados do sistema e adicionando uma nova 
constante de calibração para o controle. Esse método soluciona a dificuldade do método 
TDF de estabilizar OPIs de periodicidade elevada e é considerado a principal 
contribuição para o método TDF sendo batizado de controle por estados defasados 
estendidos (ETDF). 
Vários autores trabalharam em provas matemáticas da eficácia do TDF. Ushio 
(1996) utilizou multiplicadores de Floquet para provar que o método TDF somente pode 
estabilizar OPIs caracterizadas por uma torção finita no espaço de estados em sistemas 
discretos.  Just et al. (1997) e Nakajima (1997) estenderam o resultado de Ushio para 
sistemas contínuos e Nakajima e Ueda (1998) estenderam o resultado para o método 
ETDF. Hooton e Amann (2012) corrigiram a afirmação de Ushio (1996) para sistemas 
autônomos e adicionaram uma nova condição para que o TDF e ETDF não consigam 
estabilizar OPIs desses sistemas. 
Após os trabalhos mostrando as limitações do método TDF e suas adaptações, 
Pyragas (2001) propôs uma modificação no método ETDF tornando o controlador 
instável, eliminando assim a limitação de controle de órbitas com torções finitas e 
estendendo o alcance do método. Pyragas e Just (2007) aplicaram o método em um 
circuito eletrônico experimental. Além disso, propuseram uma maneira de automatizar a 
procura do tempo de atraso necessário para o método TDF eliminando o processo de 
tentativa e erro. 
Outros autores ainda reportaram modificações e aplicações do método TDF, 
ETDF e suas variações. Chen e Yu (1999) estabeleceram condições suficientes para 
determinar quais métodos ETDF modificados poderiam estabilizar órbitas instáveis 
através da análise de estabilidade de Lyapunov das OPIs. Baseando-se nesse trabalho, 
Tian et al. (2007) propuseram um novo método TDF considerando diferentes 
parâmetros de controle e deslocamentos sucessivos nas realimentações. Tian e Yu 
(2000) projetaram um controlador TDF baseado em controle ótimo definindo um índice 
a ser minimizado para que uma OPI seja estabilizada. 
Um terceiro caminho para o controle de caos pode ser traçado ao se aplicar 
técnicas de controle convencionais ou de outras áreas sobre sistemas com respostas 
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caóticas. Esse tipo de solução enfoca em dois conceitos de controle: o rastreamento 
(obrigar o sistema a realizar uma dada trajetória pré-estabelecida com o tempo) e o 
controle de estabilidade (estabiliza o sistema em um dado estado e o mantém nesse 
estado ao longo do tempo). Chen (1997) apresentou princípios de projeto de 
controladores lineares e não-lineares para o controle de caos que satisfazem as 
condições de estabilidade por função e Lyapunov. Chen (1994) propôs a utilização de 
uma abordagem convencional em teoria de controle ótimo para controlar respostas 
caóticas utilizando sequências de perturbações, e assim, minimizando a energia 
necessária para o controle. Myneni et al. (1997) propuseram um método de controle de 
caos simples para sistemas rápidos onde o controlador realiza uma perturbação pré-
determinada quando o sistema se encontra em uma região do espaço de estados definida 
e volta a sua posição de referência quando o sistema se encontra fora dessa região. A 
partir da localização da região de controle identificam-se OPIs a serem estabilizadas. 
Myneni e colaboradores (1997) aplicaram experimentalmente esse controle a dois 
circuitos elétricos. Outros autores ainda aplicaram técnicas de controle como lógica 
fuzzy (BESSA et al., 2009, 2013), controles impulsivos (LITAK et al., 2007; OSIPOV 
et al., 1998; YANG et al. 1997), método direto de Lyapunov (HSIAO; TUNG, 2002) e 
utilização de controladores e observadores não lineares (BOWONG; KAKMENI, 2003; 
CAO, 2000; FEMAT et al., 1997; LIAO, 1998; SOLAK et al., 2001). 
2.3. Ligas com Memória de Forma 
O interesse de materiais inteligentes tem crescido nos últimos anos devido as 
suas notáveis propriedades e sua adaptabilidade. Essa classe de materiais, normalmente 
utilizados como atuadores, sensores ou coletores de energia, tem a habilidade de 
transformar suas propriedades elétricas, mecânicas, dentre outras, pela aplicação de 
sinais elétricos, térmicos ou tensões. 
As ligas com memória de forma pertencem a essa classe de materiais e suas 
características adaptativas são proporcionadas por transformações de fase sólidas. Para 
explorar todas as possibilidades das SMAs, vários pesquisadores desenvolveram 
modelos matemáticos para descrever o comportamento termomecânico das ligas. Essa 
descrição pode ser feita por modelos microscópicos, mesoscópicos e macroscópicos. 
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Os modelos microscópicos descrevem os fenômenos em nível molecular, 
observando o comportamento dos átomos do cristal para descrever o comportamento 
geral do material. Já os modelos mesoscópicos levam em conta o deslocamento de 
grupos de átomos ou planos atômicos definidos pela estrutura cristalina do material. 
Desse modo, consideram as vibrações e movimentos de cada átomo em particular 
desprezíveis quando comparados com os movimentos coletivos. Finalmente os modelos 
macroscópicos tratam dos deslocamentos e efeitos do material como um contínuo sem 
se importar com sua estrutura atômica. 
Na literatura há várias revisões sobre os modelos e aplicações de SMAs. Savi e 
Paiva (2006) realizaram uma revisão dos modelos mais utilizados em SMAs e também 
citaram trabalhos experimentais e de aplicação das ligas. Lagoudas (2008) construiu um 
livro sobre a história da SMA, suas propriedades e os seus modelos. Lester et al. (2015) 
fez uma revisão sobre as aplicações de SMA na engenharia. 
Falk (1980) e Falk e Konopka (1990) propuseram um modelo unidimensional 
baseado na teoria de Devonshire. Esse modelo considera um potencial de energia livre 
polinomial baseado na estabilidade das fases martensítica e austenítica do material. Esse 
modelo se destaca por sua simplicidade, podendo simular tanto a pseudoelasticidade 
como a memória de forma. 
Outros modelos assumem equações matemáticas para cada transformação 
cristalográfica da liga. Para isso eles se utilizam de variáveis internas onde guardam 
informações sobre a história do carregamento, por exemplo, a fração volumétrica de 
cada fase. Essa formulação foi primeiramente proposta por Tanaka e Nagaki (1982), e 
depois foi adotada por Liang e Rogers (1990), Boyd e Lagoudas (1996), dentre outros. 
O modelo mais utilizado dessa família é o modelo de Brinson (1993) devido a sua boa 
relação de desempenho e complexidade. 
Outros autores utilizaram ideias inspiradas na teoria elastoplástica (SIMO; 
TAYLOR, 1986). Betran (1982) propôs um modelo tridimensional usando os conceitos 
de endurecimento cinemático e isotrópico. Outros exemplos nesse sentido incluem: 
(AURICCHIO; SACCO (1997); SOUZA et al. (1998).  
Fremond (1987, 1996) desenvolveu um modelo tridimensional que consegue 
reproduzir os comportamentos pseudoelástico e de memória de forma das SMAs, 
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utilizando-se de três variáveis internas que obedecem restrições internas relacionadas 
com a coexistência das diferentes fases da liga. O trabalho de Fremond inspirou outros 
autores a criarem um modelo que amplia os fenômenos descritos pelo modelo original 
incluindo a memória de forma de duas vias e a assimetria tensão-compressão (PAIVA et 





3. TÉCNICAS DE CONTROLE DE CAOS 
 
As técnicas de controle de caos exploram a existência de órbitas periódicas 
instáveis pertencentes a dinâmica do sistema. Existem três tipos de objetivos principais 
em controle de caos: destruir ou impor a dinâmica caótica em um sistema, estabilizar 
uma resposta caótica em uma OPI (rastreamento), ou sincronizar dois sistemas caóticos 
para se obter a mesma resposta e/ou fase. 
Para esses controles é assumido que o sistema contenha pelo menos um 
parâmetro acessível para controle e que exista um sinal observável 𝑦. Desse modo a 
regra de controle genérica para um sistema pode ser descrita como: 
 
?̇? = 𝒇(𝒙, 𝑡) + 𝒈(𝑦, 𝑡)
𝑦 = 𝐶(𝒙)
                                                         (1) 
 
onde ?̇? ∈ ℝ𝑛 é a derivada temporal do estado do sistema, 𝒙 ∈ ℝ𝑛 é o estado do sistema, 
𝑦 é um sinal escalar do sistema observado, 𝐶  é uma função invertível, 𝒇(𝒙, 𝑡) ∈ ℝ𝑛 é a 
função do sistema, 𝑡 é o tempo, 𝒈(𝑦, 𝑡) ∈ ℝ𝑛 é o sinal de controle. Por simplicidade, 
passa-se a considerar que a saída é igual a uma das variáveis internas do sistema 
(𝑦 = 𝑥𝑘), sem perda de generalidade. 
3.1. Realimentação por estados defasados 
O método de realimentação por estados defasados proposto por Pyragas (1992) 
baseia-se na ideia de rastreamento de um sinal de referência, ou seja, obter uma resposta 
objetivo 𝑦0(𝑡) do sistema. Desta forma, a ideia padrão de utilizar a função objetivo na 
função de controle 𝒈(𝑦, 𝑡) é substituída pelo próprio sinal do sistema, defasado de um 
certo período: 
 
𝒈(𝑦, 𝑡) = 𝑲(𝑦(𝑡 − 𝜏) − 𝑦(𝑡))                                              (2) 
 
onde 𝐾 é a matriz de ganho, 𝜏 é o tempo de defasagem e y é o sinal observado. Note que 
quando a resposta do sistema se aproxima de uma OPI de período-n e o tempo de 




𝑦(𝑡 − 𝜏) = 𝑦(𝑡)                                                           (3) 
 
o que anula o sinal de controle 𝒈(𝑦, 𝑡). Além disso, a matriz de ganho K permite ajustar 
o controlador para estabilizar a OPI desejada. 
O método TDF foi aplicado a vários experimentos e várias restrições foram 
descobertas como a incapacidade do método em estabilizar órbitas com número ímpar 
de expoentes de Floquet positivos (HOOTON; AMANN, 2012; USHIO, 1996) e a 
dificuldade em estabilizar órbitas de grande periodicidade ou grande instabilidade. 
Desse modo, várias modificações do método foram propostas, sendo algumas 
destacadas a seguir.  
3.2. Realimentação de estados defasados estendidos 
O método de realimentação por estados defasados estendidos (Socolar et al., 
1994) é considerado a principal modificação no método TDF. Nessa modificação, 
utiliza-se uma somatória de estados defasados conforme se segue: 
 





                                                    (5) 
 
onde 0 ≤ |𝑅| < 1 é um novo parâmetro de controle. Observe que o método ETDF recai 
no método TDF no caso onde 𝑅 = 0, sendo portanto, uma generalização do método 
TDF. Mais uma vez, se o estado do sistema se encontra em uma OPI, o controlador se 
anula. Desse modo, para a estabilização, basta escolher de forma apropriada os 
parâmetros de controle 𝑅 e 𝐾. Essa escolha pode ser avaliada por várias técnicas de 
estabilidade, sendo as mais utilizadas baseadas nos expoentes de Lyapunov ou nos 
multiplicadores de Floquet. Ambas as maneiras são descritas nesse texto.  
3.3. Realimentação de estados defasados estendidos com auto ajuste temporal 
Um dos parâmetros a ser estimado no método ETDF é a defasagem do 
controlador (𝜏) para estabilizar a OPI desejada. Para contornar a necessidade de prévio 
conhecimento dessa defasagem, Pyragas e Pyragas (2011) desenvolveram um método 
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de ajuste automático. Para isso, eles desenvolveram a ideia de que o sinal de controle 
tem um tipo de ressonância com a frequência da OPI dado que os parâmetros K e R 
sejam apropriados para estabilização da órbita. Desse modo, ao se ajustar 𝜏(𝑡) o sinal de 
controle vai à zero após a estabilização da OPI. 
Assim, para buscar automaticamente uma defasagem 𝜏(𝑡) apropriada 
automaticamente, basta minimizar uma função de custo baseada no sinal de controle, 
por exemplo, 𝑆𝑐 = |𝒈(𝑡, 𝜏, 𝑦)|
2 via um método do gradiente descendente como o 
método de Newton-Raphson. Nessa subseção 𝑔(𝑡, 𝜏, 𝑦) será considerada uma função 
escalar, sem perda de generalidade.  
Para suavizar a função de custo no tempo e melhorar sua convergência ao longo 
da evolução do sistema pode-se utilizar uma função de minimização tomando uma 
média ponderada em uma janela de tempo do sinal de controle da forma: 
 




                                          (6) 
 
onde 𝜈 é um parâmetro que indica o tamanho da janela temporal a ser considerada.  
Assim, a equação 6 suaviza o sinal de controle em um período de tempo 𝜈 fazendo a 
soma ponderada pelo termo exponencial do valor de 𝑔. Desse modo, quando a 
estabilização da OPI é atingida, ∆ se anula, enquanto ∆> 0 em qualquer outra condição. 
O calculo do valor de Δ é facilitado ao se escolher 𝜈 tal que: 
 
𝜏𝑠 < 𝜈
−1 < 𝜏𝑝                                                             (7) 
 
aqui 𝜏𝑠 é a escala de tempo a qual o sistema evolui e 𝜏𝑝 é o tempo característico que o 
parâmetro do sistema evolui 𝜏(𝑡). Assumindo-se a inequação 7, pode-se desprezar a 
mudança do período 𝜏 no intervalo de tempo da integração aproximando a eq. 6 da 
forma:  
 








Pode-se usar então uma fórmula para a evolução temporal de 𝜏 utilizando-se 







≡ −𝛽𝐺                                                (9) 
 
Nessa interpretação, ∆(𝑡, 𝜏) pode ser visto como uma função potencial para o 
fluxo do gradiente enquanto 𝛽 é um termo de relaxação na evolução temporal. Para 
estimar a função 𝐺(𝑡) pode-se derivar Δ(𝑡, 𝜏) em relação a 𝜏(𝑡) obtendo-se: 
 







                 (10) 
 
Pode-se então aplicar essa estratégia ao método TDF assumindo: 
 
𝑔(𝑡′, 𝜏(𝑡)) = 𝐾(𝑦(𝑡′) − 𝑦(𝑡′ − 𝜏(𝑡)) )                                    (11) 
 
Para facilitar o cálculo da eq. 10, utiliza-se novamente a argumentação de que 
𝜏(𝑡) ≅  𝜏(𝑡′) para o intervalo de integração, ou seja, que o tempo de defasagem é uma 




≅ 2[𝑦(𝑡) − 𝑦(𝑡 − 𝜏(𝑡))] 
𝑑𝑦(𝑡 − 𝜏(𝑡))
𝑑𝑡
 − 𝜈𝐺                       (12) 
 
Isso permite estimar à derivada em relação ao tempo ?̇? introduzindo uma nova 





= 𝛾[𝑦(𝑡 − 𝜏(𝑡)) − 𝑢]                                                (13) 
 
onde 𝛾−1 < 𝜏𝑠 é uma constante de tempo do filtro. Desse modo, a evolução temporal do 




3.4. Método ETDF com instabilidade (adição de graus de liberdade instáveis) 
 
O método ETDF com instabilidade (PYRAGAS, 2001) ou batizado pelo próprio 
autor como UETDF (unstable extended time delayed feedback) consiste em adicionar 
um controlador instável ao controlador ETDF. A ideia é que a instabilidade do sistema 
se anule com a instabilidade do próprio controlador, viabilizando o controle. Esse 
método foi desenvolvido para superar a incapacidade dos métodos de realimentação por 
estados defasados de estabilizar órbitas com número ímpar de expoentes de Floquet 
positivos (USHIO, 1996). Para isso é definido uma quantidade 𝐹𝑖𝑛(𝑦, 𝑡) e uma variável 
instável adicional dadas por: 
 
  




ℎ?̇? = 𝜆0ℎ𝑣 + (𝜆0 − 𝜆∞)𝐹(𝑦, 𝑡)
                              (14) 
 
onde 𝜆0 > 0 e 𝜆∞ < 0 são parâmetros de controle e ℎ é a variável instável do 
controlador. A força de controle na equação 1 então pode ser dada por: 
 
𝒈(𝑦, 𝑡) = −𝑲(𝐹𝑖𝑛(𝑦, 𝑡) + ℎ𝑣(𝑡))                                         (15) 
 
Esse tipo de controle também se torna nulo após o sistema ser estabilizado em 
uma OPI alvo de período 𝑛𝑇𝑝 = 𝜏. Em seguida, basta realizar a análise da equação 
característica do sistema e estabelecer valores de K e 𝑅 adequadamente para que todos 
os expoentes de Floquet do sistema tenham sua parte real negativa: 𝑅𝑒(𝜇𝑖) < 0 ∀ 𝑖, 
onde 𝑖 indexa todos os expoentes de Floquet. Para exemplificar, pode-se tomar o 
sistema ?̇? = 𝜇𝑠𝑥 + 𝑔(𝑡), onde 𝜇𝑠 é o expoente de Floquet do sistema sem controle, 
assumir 𝜏 = 1 e usar o ansatz 𝑦, ℎ𝑣 ∝ 𝑒
−𝜇𝑡, obtendo-se a equação característica: 
 







)                            (16) 
 
Neste momento, deve-se determinar os valores de 𝐾 que mantem os pontos 
𝑄(𝜇) = 0 com valores reais negativos. 
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3.5. Resolução de equações diferenciais defasadas e cálculo de expoentes de 
Lyapunov de uma órbita 
 
Os expoentes de Lyapunov são uma ferramenta para o cálculo da estabilidade de 
uma órbita e indicam a divergência local de uma perturbação. O principal algoritmo 
para seu calculo é o proposto por Wolf et al. (1985) e se baseia na linearização de um 
sistema dinâmico em torno da órbita a ser analisada. Desse modo, pode-se analisar 
como pequenos vetores de deslocamentos 𝜹𝒙 da órbita crescem ou decrescem ao evoluir 
no tempo. Além disso, devido à linearização se garante que um dos vetores será 
posicionado na direção de maior expansão. 
Para a análise de estabilidade pode-se observar o sinal dos expoentes de 
Lyapunov. Caso todos os expoentes sejam negativos o espaço de fase está se contraindo 
ao redor da órbita e, desse modo, a órbita é estável. Já para o caso de expoentes de 
Lyapunov positivos, as soluções vizinhas divergem da analisada e assim, a órbita é 
instável. Expoentes de Lyapunov nulos, por sua vez, indicam que deslocamentos na 
órbita se mantem constantes, o que significa uma torção no espaço de fase à medida que 
a função de evolução temporal é aplicada. Desta forma, caso haja pelo menos um 
expoente de Lyapunov positivo em sistemas dissipativos, existe o caos. 
No controle por estado defasado, as equações diferenciais do sistema tornam-se 
equações diferenciais com defasagem temporal (Delayed Diferential Equations –DDE). 
Para encontrar uma solução para esse tipo de equações é necessário assumir uma função 
inicial 𝒙𝟎(𝑡) no intervalo [−∞, 0]. Essa função pode ser estimada a partir de uma série 
de Taylor em torno de 𝑡 = 0 obtendo: 
 
𝒙(−𝑗𝜏) ≅ 𝒙(𝟎) − 𝑗𝜏
𝑑𝑥
𝑑𝑡
|0                                                    (17) 
 
Onde 𝑗 é um inteiro. 
Ao aplicar a eq. 17 no método ETDF no caso unidimensional e considerando 


















, se (𝑡 − 𝑗𝜏) > 0
                      (18) 
 
A solução dessas DDEs pode ser obtida numericamente com um algoritmo 
Runge Kutta de quarta ordem. Os expoentes de Lyapunov podem ser calculados 
transformando as DDEs em equações diferencias ordinárias (ordinary diferential 
equations - ODEs) seguindo o método proposto por Sprott (2007) e obter a solução 
dessas equações e a matriz jacobiana do sistema seguindo o trabalho de Wolf et al. 
(1985). Além disso, vale ressaltar que o conhecimento do maior expoente de Lyapunov 
é suficiente para a caracterizar o comportamento caótico em sistemas dissipativos.  
3.6. Multiplicadores de Floquet 
Os multiplicadores de Floquet são outra ferramenta para identificar a 
estabilidade de uma órbita periódica de período 𝜏. Ao contrario dos expoentes de 
Lyapunov que se aplicam a qualquer tipo de órbita os multiplicadores de Floquet só 
podem ser extraídos de órbitas periódicas (caminhos fechados no espaço de fase). A 
vantagem de sua utilização vem da ideia de utilizar apenas o período da orbita analisada 
e da periodicidade do sistema para retirar informações de estabilidade. Também ao 
contrario dos expoentes de Lyapunov os multiplicadores de Floquet residem no plano 
complexo e trazem informações, em sua parte complexa, sobre como o espaço de fase 
se dobra no caminho da orbita. A seguir há uma breve explicação sobre multiplicadores 
de Floquet e como analisa-los na aplicação em controladores de caos. 
Para defini-los, faz-se uma aproximação linear em torno da órbita periódica que 
é uma das soluções da equação: 
 
?̇? = 𝒇(𝒙, 𝑡)                                                               (19) 
 
Assim, considerando uma variação na órbita, 𝜹𝒙, pode-se escrever a evolução 




𝜹?̇? = 𝐷𝒇(𝒙∗(𝑡), 𝑡)𝜹𝒙                                                       (20) 
 
onde 𝐷𝒇(𝑥(𝑡), 𝑡) é a matriz Jacobiana do sistema e, como a aproximação é dada em 
torno de uma órbita periódica 𝒙∗(𝑡), 𝐷𝒇(𝒙∗(𝑡), 𝑡) também é periódica. Desse modo, a 
equação 20 atende aos requisitos da teoria de Floquet que diz que a variação 𝜹𝒙(𝑡) pode 





      , 𝝆𝒊(𝑡) = 𝝆𝒊(𝑡 + 𝜏)                       (21) 
 
sendo 𝑒𝜇𝑖𝑡 o i-ésimo multiplicador de Floquet (MF) da órbita,  𝜇𝑖 é o i-ésimo expoente 
de Floquet (EF) e 𝝆𝒊(𝑡) é uma autofunção de 𝐷𝒇(𝑥, 𝑡) e 𝑛 é a dimensão do espaço de 
fase. Para uma órbita ser estável é necessário que seus expoentes de Floquet possuam 
parte real negativa, Re(𝜇𝑖) ≤ 0 ∀ 𝑖. 
Para visualizar a dependência da estabilidade de uma órbita em relação a um 
parâmetro qualquer do sistema 𝜅, observam-se os expoentes de Floquet no plano 
complexo e sua evolução com essa variação, como um diagrama de pólos (figura 2a). 
Nesse diagrama, enquanto os expoentes de Floquet se encontram a esquerda do eixo 
imaginário (valores reais negativos) a órbita é estável. A partir do momento que algum 
expoente de Floquet passar a possuir parte real positiva, a órbita se torna instável. Outra 
forma de visualizar a estabilidade da órbita é através de um diagrama da parte real dos 
expoentes de Floquet com vários valores do parâmetro 𝜅 (figura 2b). Em ambos os 
casos existem valores importantes a se definir: 𝜇0 que é o maior expoente de Floquet 
sem a existência de variação, 𝑘1 que é o menor valor de 𝜅 que torna a órbita estável, 𝑘2 
que é o maior valor de 𝜅 que ainda tem a órbita estável e 𝑘𝑜𝑝 que é o valor de 𝜅 que 
produz o menor valor 𝜇𝑚𝑖𝑛 para o maior multiplicador de Floquet. 
Pode-se ainda avaliar a estabilidade da órbita pelos expoentes de Floquet. Para 
isso basta aplicar a transformação no plano complexo ℱ: ℂ → ℂ, ℱ(𝑧) = 𝑒𝑧. Essa 
transformação leva todo o semi-plano a esquerda do eixo imaginário para dentro de um 
circulo unitário na origem. Assim, aplicando essa transformação a 𝜇𝜏 obtêm-se os 
25 
 
valores dos multiplicadores de Floquet e pode-se afirmar que a órbita é estável se 
|𝑒𝜇𝜏| < 1 (Figura 3). 
O procedimento para o cálculo dos expoentes de Floquet utiliza uma matriz 
fundamental Ψ(𝑡) definida como: 
 
?̇?(𝑡) = 𝐷𝒇(𝒙, 𝑡)𝚿(𝑡)      , 𝚿(0) = 𝑰                                  (22) 
 
 
Figura 2: Diagramas para análise de estabilidade usando expoentes de Floquet. a) 
Diagrama com pares real e imaginárias dos expoentes de Floquet para vários valores 
de 𝜅.O eixo real se anula na linha pontilhada que contém círculos. b) Diagrama com a 
parte real dos expoentes de Floquet contra valores do parâmetro 𝜅. 
 
 




Por essa definição também pode-se escrever a solução do sistema como: 
𝜹𝒙(𝑡) = 𝚿(𝑡)𝜹𝒙(0). Lembrando que os deslocamentos em relação à órbita analisada 
podem ser descritos como 𝜹𝒙(𝑡 + 𝜏) = 𝑒𝜇𝜏𝜹𝒙(𝑡), obtém-se: 
 
(𝚿(𝜏) − 𝑒𝜇𝜏𝐼)𝜹𝒙(0) = 0                                                (23) 
 
E como 𝜹𝒙(0) ≠ 0: 
 
det(𝚿(𝜏) − 𝑒𝜇𝜏𝑰) = 0                                                 (24) 
 
Resolvendo a equação 24, obtêm-se todos os expoentes de Floquet de uma dada 
órbita periódica. 
 Para estimar a estabilidade de uma órbita periódica governada por uma DDE, é 
necessário ter certas precauções. No caso do ETDF, a equação do sistema pode ser 
escrita da seguinte forma: 
 
?̇?(𝑡) = 𝒇(𝒙(𝑡), 𝑡) + 𝒈(𝑦(𝑡), 𝑦(𝑡 − 𝜏),… , 𝑡)                     (25) 
 
onde 𝒈 é o segundo termo da equação 4 no caso do ETDF. Desse modo, um desvio da 
órbita pode ser descrito em uma aproximação linear como: 
 
𝜹?̇? = (𝐷𝒇(𝑥∗(𝑡), 𝑡) + 𝐷𝒈(𝑦∗(𝑡), 𝑦∗(𝑡 − 𝜏), … , 𝑡))𝜹𝒙              (26) 
 
Substituindo 𝜹𝒙(𝑡 − 𝜏𝑛) = ∑ 𝑒−𝑛𝜇𝑖𝜏𝝆(𝑡)𝑖 : 
 
𝜹?̇? = (𝐷𝒇(𝑥∗(𝑡), 𝑡) + 𝐷𝒈(𝐶(𝑥∗(𝑡)), 𝑒−𝜇𝑖𝜏𝐶(𝑥∗(𝑡)), … , 𝑡)) 𝜹𝒙              (27) 
 
Com a equação 26 o termo 𝐷𝒈 pode ser computado com apenas a derivada nas 
variáveis atuais, obtendo para o caso geral do ETDF: 
 








                                               (29) 
 
Empregando o procedimento do cálculo dos EF obtém-se: 
 
?̇?(𝑡, 𝜇) = (𝐷𝒇(𝒙∗(𝑡), 𝑡) + 𝑲𝑯𝒎(𝜇)𝐷𝐶(𝒙
∗(𝑡), 𝑡))𝚿(𝑡, 𝜇) = 0 
det(𝚿(𝜏, 𝜇) − 𝑒𝜇𝜏𝑰) = 0
                   (30) 
 
onde 𝑯𝒎 é a matriz diagonal contendo 𝐻(𝜇𝑖) de cada i-ésima autofunção. Finalmente, 
para resolver a equação 29 deve-se utilizar um cálculo de convergência baseado em um 
algoritmo genético ou algum outro algoritmo de convergência já que 𝚿(𝜏, 𝜇), a qual é 
usada para o calculo dos EF, depende dos próprios EFs do sistema. 
 Os expoentes de Floquet também podem ser empregados para analisar a 
estabilidade de órbitas subharmônicas, ou seja, órbitas com períodos 𝜏𝑛 = 𝜏/𝑛, sendo 𝑛 
inteiro. Nesse caso, integra-se a matriz fundamental 𝚿(𝑡) apenas na órbita analisada de 
período 𝜏𝑛 e, desse modo, troca-se o tempo de integração temporal para 𝜏𝑛, porém 
mantendo o período 𝜏 no somatório do sinal do controlador ETDF, modificando as 





?̇?(𝑡, 𝜇) = (𝐷𝒇1(𝑥(𝑡), 𝑡) + 𝑲𝑯𝒎(𝜇)𝐷𝐶(𝒙
∗(𝑡), 𝑡))𝜳(𝑡, 𝜇) = 0
𝑑𝑒𝑡(𝜳(𝜏𝑛, 𝜇) − 𝑒
−𝜇𝜏𝑛𝑰) = 0
                     (31) 
 
Para valores muito baixos de K e R, o que está associado a situações em que 
𝑲𝑯𝒎(𝜇) não altera a parte imaginária do maior expoente de Floquet, 𝜇𝑚𝑎𝑥, e que 
𝜇𝑚𝑎𝑥𝜏 ≅  𝑅𝑒(𝜇𝑚𝑎𝑥𝜏) + 𝑖𝜋, pode-se evitar o processo de convergência que exige um 
grande custo computacional devido a sua complexidade e dependências não lineares. 






modo, associa-se o valor de 𝑯𝒎(𝜇) como apenas um ganho proporcional 𝑮𝒍 
independente do expoente de Floquet. Fisicamente, é como se o controlador ETDF se 
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aproximasse de um controlador linear proporcional com ganho 𝑮𝒍. Note que como 𝑮𝒍 é 
real, o valor de 𝜇∗ também deve ser real: 
 
𝜇𝑚𝑎𝑥
∗ = 𝜇𝑚𝑎𝑥 −
𝑖𝜋
𝜏
                                                     (32) 
 
onde 𝑖 = √−1. 
Com isso, o expoente de Floquet pode ser calculado utilizando-se: 
 
𝚿(𝑡, 𝐺) = (𝐷𝒇(𝒙(𝑡), 𝑡) + 𝑮𝒍𝐷𝑓2(𝑥
∗(𝑡), 𝑡))𝚿(𝑡, 𝑮𝒍) = 0 
det(𝚿(𝜏, 𝑮𝒍) − 𝑒
𝜇𝑚𝑎𝑥
∗ 𝜏𝑰) = 0
                   (33) 
Onde, 𝑓2 é a função do controlador proporcional. 
Finalmente, para definir o ganho K que produz o expoente de Floquet calculado 
deve-se assumir um valor constante de 𝑅 e aplicar a transformação da equação 33 na 








                                                (34) 
 
Um resumo sobre as provas, exemplos e aplicações dos multiplicadores de 
Floquet na determinação de estabilidade no controle de caos pode ser encontrada em 
PYRAGAS (2006).  
3.7. Identificação de órbitas instáveis 
Os métodos de controle de caos necessitam de uma fase de aprendizagem sobre 
a dinâmica do sistema onde são identificadas OPIs. Para isso, pode-se usar o método 
dos pontos recorrentes próximos (AUERBACH et al., 1987). Primeiramente, faz-se a 
construção de um mapa de Poincaré a partir de séries temporais do espaço de fase do 
sistema formadas com pontos espaçados de um período 𝑇𝑝. Geralmente os períodos para 
a construção desse mapa em sistemas forçados são definidos pelo período de 
forçamento. A busca para uma órbita 𝑘-periódica é realizada correlacionando todos os 





𝑁𝑃−𝑘 ≤ 𝑟1                                                    (35) 
 
Onde 𝑁𝑃 é o número de pontos no mapa, e 𝑟1 é um critério de tolerância. 
Os pontos que passam no critério são correlacionados aos pontos de órbitas 𝑘-
periódicas do sistema (figura 4). Para separar órbitas distintas com o mesmo período 
utiliza-se um segundo critério onde se compara as distâncias entre os pares de pontos. 
Caso eles sejam maiores que uma tolerância 𝑟2 (com 𝑟2 > 𝑟1), as órbitas são separadas. 
Caso contrário, eles são colocados em uma mesma órbita. Finalmente, para estipular o 
ponto real da OPI, faz-se uma média entre os pontos identificados. 
 
 
Figura 4: Método de separação das OPIs. A esquerda: seleção dos pontos da OPI 
segundo o critério 𝑟1 o circulo é centrado no ponto 𝜉𝑖 e verifica-se se o ponto 𝜉𝑖+𝑘 
encontra-se dentro do circulo. A direita: Separação das OPIs segundo o critério de 𝑟2 
cada aglomerado representa uma OPI de período-1 diferente o critério 𝑟2 identifica que 
os pontos externos ao circulo centrado no ponto 𝜉𝑖 pertencem a OPIs diferentes da do 
ponto analisado. 
 
Utilizando-se os desvios {𝒖𝒊} da média e os desvios {𝒗𝒎𝒊} de iterações 
consecutivas pode-se estimar a Jacobiana do m-ésimo ponto identificado da orbita 
minimizando a fórmula: 
 




onde 𝐔 é a matriz cujas linhas são os vetores {𝐮𝐢} e 𝐕 é a matriz cujas linhas são os 
vetores {𝒗𝒎𝒊} e 𝑱𝒎 é a Jacobiana estimada no 𝑚-ésimo ponto identificado. Os expoentes 
de Lyapunov da órbita podem ser extraídos das 𝑱𝒎. Primeiramente deve-se multiplicá-































4. SISTEMA PÊNDULO-SMA 
 
Este capítulo apresenta uma investigação sobre a dinâmica do sistema pêndulo-
SMA que será utilizado para aplicar as técnicas de controle de caos.  Primeiramente é 
apresentada uma breve introdução sobre as ligas de memória de forma e seus modelos 
constitutivos. Logo após, é apresentado o sistema pendular, suas equações de governo e 
seus parâmetros e, em seguida, é apresentada uma análise dinâmica a partir de 
simulações numéricas. Finalmente, apresentam-se as órbitas periódicas instáveis de um 
dos atratores caóticos. 
4.1. Ligas com memória de forma 
Ligas com memória de forma (SMAs) são ligas metálicas que tem a habilidade 
de voltar a sua forma original pela imposição de um campo de forças ou pela mudança 
de sua temperatura devido à transformação de fase sólida. Os fenômenos de 
pseudoelasticidade e o de memoria de forma são os mais usuais, sendo explorados em 
diversas situações. O efeito de pseudoelasticidade é definido como a habilidade de 
recuperar completamente da deformação causada por aplicações de grandes tensões, 
apresentando uma histerese no espaço tensão-deformação em um ciclo de carregamento 
e descarregamento. O efeito de memória de forma, por sua vez, se relaciona com a 
habilidade do material de recuperar totalmente sua forma, eliminando a deformação 
residual quando submetido a um ciclo térmico adequado. 
A figura 5 mostra o comportamento macroscópico das ligas com memória de 
forma através de uma curva tensão-deformação-temperatura. O ponto Af indica a 
temperatura acima da qual a fase austenítica se torna a única fase estável (𝑇𝐴) na 
ausência de tensão. O ponto As indica a temperatura abaixo da qual a fase martensítica 
se torna a única fase estável (𝑇𝑀) com um campo de tensões nulo. Considere portanto 
um ensaio de tração de uma amostra de SMA. No ponto A amostra se encontra 
totalmente na fase austenítica e é resfriada até chegar ao ponto B (𝑇 < 𝑇𝑀) na fase 
martensita maclada (𝑀𝑐). Aí, aplica-se um campo de tensão que promove a 
demaclagem da martensita (𝑀𝑑) atingindo o ponto C. Em seguida, o campo de tensão é 
removido até o ponto E, onde há uma deformação residual devida a transformação de 
fase de martensita maclada a martensita demaclada (existência de um único arranjo 
cristalográfico no material). Finalmente a SMA é aquecido até uma temperatura em que 
32 
 
a fase austenítica se torna estável (𝑇 > 𝑇𝐴), o que elimina a deformação residual e, 
desse modo, recupera sua forma original.  
Deve-se ressaltar que, em meios tridimensionais, existem 24 variantes da fase 
martensítica que são induzidas por campos de tensão. A martensita maclada é 
compreendida como o estado onde não há predominância de nenhum arranjo 
cristalográfico martensítico. No caso unidimensional, as variantes podem ser reduzidas 
aquelas induzidas por compressão (𝑀−) e por tração (𝑀+). Os modelos macroscópicos 
costumam tratar as variantes martensíticas como fases macroscópicas. 
 
Figura 5: Ciclo de carregamento termomecânico representando as transformações do 
SMA e seu comportamento de memória de forma. 
 
O efeito de pseudoelasticidade ocorre acima da temperatura de estabilização da 
austenita (𝑇 > 𝑇𝐴) e a figura 6 mostra a curva tensão-deformação típica. Esse fenômeno 
ocorre a uma temperatura constante e, portanto, as transformações de fase ocorrem 
como decorrência de um campo de tensões aplicado. Desse modo, as SMAs podem 
apresentar grandes deformações sem reter deformações residuais após um ciclo de 
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carregamento. Além disso, as SMAs apresentam um laço de histerese durante esse ciclo, 
que é caracterizado pela transformação de fase do material. 
O processo de treinamento de uma SMA consiste na estabilização de suas 
propriedades por aplicações sucessivas de ciclos de carregamento térmicos e de tensão. 
Vários artigos tratam desse treinamento (LUO; ABEL, 2007; YAN et al., 2014) e de 
suas aplicações (HARTL et al., 2015; KURIBAYASHI et al., 2006; MACHADO; 
SAVI, 2003; SILVA et al., 2015). 
 
 
Figura 6: Exemplo do comportamento pseudoelástico do SMA com a indicação de cada 
etapa na deformação do material. 
 
Neste trabalho, utiliza-se o modelo de Falk (1980) que é baseado na teoria de 
Devonshire para descrever o comportamento termomecânico das SMAs a partir de uma 
energia livre de Helmholtz polinomial. Originalmente proposto para uma modelagem 
unidimensional, ele foi estendido para um modelo tridimensional (FALK; KONOPKA, 
1990). Nesse modelo não há variáveis internas ou dissipação de energia (histerese em 
um ciclo). Dessa maneira, a energia livre é função apenas da temperatura e da 
deformação. 
A energia livre é escolhida de forma a representar com seus máximos e mínimos 
a estabilidade e instabilidade das fases martensítica compressiva e extensiva, e 
austenítica do material. Desse modo, em baixas temperaturas (𝑇 < 𝑇𝑀) quando a 
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martensita é estável, o potencial deve apresentar dois pontos de mínimo, um devido a 
martensita compressiva e o outro a martensita extensiva. Em temperaturas médias 
(𝑇𝑀 < 𝑇 < 𝑇𝐴), o potencial apresenta três pontos de mínimo representando a 
estabilidade das duas fases martensíticas e da austenita. Finalmente, para temperaturas 
altas, somente a austenita é estável deixando o potencial com apenas um ponto de 
mínimo. Desta forma, a energia livre, 𝜓, é descrita pela seguinte equação, cujas curvas 















∗ (𝑇𝐴 − 𝑇𝑀)
6                                 (37) 
 
onde 𝑎𝑚
∗  e 𝑏𝑚
∗  são parâmetros do material,  é a deformação e 𝑇 é a temperatura.  
 
Figura 7: Energia Livre de Helmholtz em temperaturas representando cada intervalo 
para o modelo de Falk. 𝑎𝑚
∗ = 103𝐽/𝐾, 𝑏𝑚




 A partir dessa energia livre, escreve-se a equação constitutiva: 
𝜎 = 𝑎𝑚




4𝑎𝑚∗ (𝑇𝐴 − 𝑇𝑀)
5                                 (38) 
 
 Os coeficientes do material podem ser obtidos a partir de ajuste de curvas 
experimentais. Por outro lado, as temperaturas de transição também podem ser obtidas 
por calorimetria. 
 Esse modelo tensão-deformação pode ser facilmente estendido para descrever o 
comportamento força-deslocamento de molas helicoidais seguindo as hipóteses 
discutidas em AGUIAR et. al. (2010) e ENEMARK et al. (2016). 
4.2. O pendulo não-linear com ligas com memória de forma 
Considere um pêndulo não-linear formado por um disco de diâmetro D, e uma 
massa concentrada 𝑚 em um ponto. O forçamento é dado por um motor DC, com um 
comprimento de braço 𝑏, conectado a um sistema mola-fio composto por duas molas de 
SMA que proporcionam características adaptativas ao pêndulo. Em uma extremidade do 
sistema, um fio é preso ao motor DC e a uma das molas. Um fio conectado a outra 
extremidade da mola passa por uma polia de diâmetro d, onde se considera que não 
existe deslizamento, até ser fixado a extremidade de outra mola. A outra extremidade da 
segunda mola é conectada a um atuador mecânico através de outro fio. Um imã permite 
ajustar a dissipação do sistema. Um sistema similar, construído com molas elásticas, é 
descrito em De Paula et al. (2006), estando apresentado na figura 8. 
Considerando 𝜙 como o angulo do pêndulo relativo à vertical, e assumindo que 
a dissipação de energia é derivada de termos lineares viscosos e de atrito seco, a 


















onde 𝑎 é a distância entre o centro do disco metálico e do rotor do motor DC, 𝜂𝑠𝑒 é o 
coeficiente de atrito seco, 𝜂𝑣𝑖𝑠 é o coeficiente de atrito viscoso, 𝜔 é a frequência do 
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rotor, 𝐼 é o momento de inercia do pêndulo, 𝑔𝑔 é a aceleração da gravidade, t é o tempo, 





                                                   (39) 
 
 
Figura 8: Pendulo não linear: a) Modelo (1) disco metálico; (2) massa concentrada; 
(3) Sistema de dissipação magnético; (4) sensor; (5) atuador linear; (6) mola de SMA; 
(7) motor DC; b) Parâmetros e forças no disco metálico; c) Parâmetros para o sistema 
de forçamento (DE PAULA et al. 2006). 
 
Além disso, 𝑠𝑚 é a força da mola ancorada e 𝐹𝑚 é a força do sistema de forçamento 
mola-motor. O superescrito ( )′ representa derivadas em relação ao tempo adimensional. 
 Para obter 𝐹𝑚 e 𝑠𝑚 é necessário descrever os deslocamentos das molas e utilizar 
o modelo constitutivo. Desse modo, o deslocamento na mola é causado pelo motor e 
pelo movimento do pêndulo pode ser dado por: 
 
 𝑦 = √(𝑎2 + 𝑏2 − 2𝑎𝑏cos (
𝜔𝑡∗
𝜔0
+ 𝜃)) − (𝑎 − 𝑏) −
𝑑𝜙
2
                          
 
(40) 
onde 𝜃 é a fase inicial do motor. 
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 Assumindo que as transformações de fase são homogêneas em qualquer corte 
transversal da mola, pode-se utilizar o modelo constitutivo de Falk et al. (1980) em uma 
versão de forças e deslocamentos (AGUIAR et al., 2010), obtendo: 
 





𝑦5                             (41.1) 
𝑠𝑚 = 𝑎𝑚(𝑇 − 𝑇𝑚)
𝜙𝑑
2














                  (41.2) 
 
 Os valores dos parâmetros são obtidos experimentalmente (De Paula et al., 
2006): 𝑚 = 1,47 kg, 𝐷 = 9,5 cm, 𝑑 = 4,8 cm, 𝑏 = 6 cm, 𝑎 = 16 cm, 𝜂𝑠𝑒 =
1,272 10−4 Nm, 𝜂𝑣𝑖𝑠 = 2,368 
kgm2
s
, 𝑔𝑔 = 9,81 m/s
2. Os parâmetros constitutivos da 
SMA são ajustados baseados em dados experimentais apresentados em AGUIAR et al. 
(2010): 𝑇𝐴 = 289,35 K, 𝑇𝑀 = 282,45 K, 𝑎𝑚 = 0,4375 N/mK and 𝑏𝑚 = 150 Pa/m. 
4.3. Simulações Numéricas 
As simulações numéricas são realizadas utilizando-se o método Runge-Kutta de 
quarta ordem. O método Runge-Kutta de quinta ordem com erro estimado foi utilizado 
para a análise de convergência. Desse modo, o passo de tempo escolhido foi o que 
apresentava uma soma de erros estimados de todas as iterações abaixo de 10−6 ao final 
de 2000 períodos. 
Inicialmente a estrutura dos pontos de equilíbrio é analisada para avaliar a 
dependência da temperatura do sistema. Neste estudo, o sistema não é excitado (𝜔 = 0) 
e o braço do motor está em um ângulo 𝜃, constante, que pode variar. Apresentam-se 
informações sobre o lugar geométrico dos pontos de equilíbrio contra o ângulo 𝜃 em 
várias temperaturas como pode ser visto nas figuras 9, 10, 11 e 12. A estabilidade dos 
pontos de equilíbrio é avaliada através da análise dos autovalores da matriz Jacobiana 
do sistema no ponto.  
A mola de SMA a temperatura de T = 291,15 K apresenta um comportamento 
semelhante a uma mola elástica sendo, portanto, similar ao resultado obtido por De 
Paula et al. (2006). Nessa situação, a SMA se encontra acima de 𝑇𝐴 tendo apenas a fase 
austenítica estável. A figura 9 mostra o local dos pontos de equilíbrio para esse caso, 
38 
 
mostrando intervalos em 𝜃 relacionados a apenas um ponto de equilíbrio e uma região 
(2,71 ≤ 𝜃 ≤ 4,11) relacionada a três pontos de equilíbrio (dois estáveis e um instável). 
 
 
Figura 9: Local dos pontos de equilíbrio no caso linear. Pontos estáveis são 
representados em azul e pontos instáveis em preto. 
 
A alteração da temperatura causa mudanças dramáticas no lugar geométrico dos 
pontos de equilíbrio do sistema. As figuras 10a e 10b exibem as situações em que a 
temperatura das molas é menor ou aproximadamente 𝑇𝑀. Nota-se que existem cinco 
pontos de equilíbrio em 𝜃 = 0, dois pontos instáveis e três estáveis, posicionados 
simetricamente em volta da origem. A fase 𝜃 do motor pode ser vista como um 
mecanismo que introduz assimetria ao sistema. Desse modo, ao se alterar a fase do 
motor, a simetria do sistema é quebrada, deslocando os pontos de equilíbrio do sistema 
até ocorrer a colisão entre um ponto de equilíbrio estável e um instável. Ao se aumentar 
a temperatura a estrutura dos pontos de equilíbrio muda. A figura 10b mostra o 






Figura 10: Local dos pontos de equilíbrio em radianos em função da fase do motor em 
radianos para temperatura de 280,15 𝐾 abaixo de 𝑇𝑀 (a) e 283,15 𝐾 logo acima de 𝑇𝑀 
(b).  são pontos instáveis e linha contínua preta são pontos estáveis. 
 
O intervalo entre 𝑇𝑀 e 𝑇𝐴 permite que austenita e martensita sejam estáveis, o 
que permite a formação de um número maior de pontos de equilíbrio. A figura 11a 
mostra a temperatura em que à colisão entre as duas extremidades da estrutura elíptica 
dos pontos de equilíbrio formando duas linhas. Ao aumentar a temperatura, pode-se 
observar o surgimento e crescimento de outra elipse figura 11c e 11d. Ao se aumentar 
ainda mais a temperatura, essa elipse cresce até se abrir, e logo em seguida há a criação 
de outra elipse figura 11e. Finalmente, ao se aproximar de 𝑇𝐴, ocorre uma mudança 
drástica no comportamento dos pontos de equilíbrio. Nessa temperatura, o crescimento 
das elipses é cessado e os locais dos pontos de equilíbrio mais extremos começam a se 
aproximar e coalescem em novas elipses (figura 11f). Ao se aproximar e passar de 𝑇𝐴 
essas novas elipses se contraem, podendo se dividir em duas no processo ou sendo 
formadas em pares (figura 11f e figura 12a). O caso limite ocorre a 𝑇 = 291,15 𝐾 onde 





Figura 11: Local dos pontos de equilíbrio contra fase do motor para o sistema com 
mola de SMA no intervalo 𝑇𝑀 < 𝑇 < 𝑇𝐴. a) 284,15 𝐾 b) 285,15 𝐾 c) 286,15 𝐾 
d) 287,15 𝐾 e) 288,15 𝐾 f) 289,15 𝐾. ).   são pontos instáveis e linha contínua preta 
são pontos estáveis. 
 
Figura 12: Local dos pontos de equilíbrio contra fase do motor para o sistema com 
mola de SMA para 𝑇 > 𝑇𝐴. a) 290.15 𝐾 b) 291,15 𝐾. ).   são pontos instáveis e linha 
contínua preta são pontos estáveis. 
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A avaliação do sistema forçado (motor em movimento) é feita na sequência. 
Inicialmente, apresentam-se diagramas de bifurcação traçados em função da 
temperatura e da frequência obtendo uma visão geral do comportamento do sistema. Os 
diagramas são construídos eliminando-se os 600 primeiros ciclos com 30 diferentes 
posições iniciais igualmente espaçadas. As diferentes condições iniciais se devem a 
grande possibilidade de multi-estabilidade do sistema. A figura 13 apresenta o diagrama 
de bifurcação mostrando a variável posição no mapa de Poincaré contra a variação de 
temperatura, considerando a frequência do motor de  =  5,5 rad/s. Observa-se a 
coexistência de uma órbita de período-1 e um atrator caótico em 𝑇 = 291,15 𝐾 (figura 
14) e a coexistência de uma órbita de período-12 com uma de período-1 (figura 15) na 
região de 𝑇 = 283,55 𝐾. Observe também que na região de 𝑇 = 291,15 𝐾 a região 
caótica, que em temperaturas mais baixas e mais altas é visitada por três condições 
iniciais, é visitada apenas por uma enquanto as outras se tornam órbitas de período-1. 
Para analisar a influência de variações na frequência também foram traçados 
diagramas de bifurcação com temperatura constante de 𝑇 = 291,15 𝐾 (figura 16). 
Nessa temperatura, objetiva-se localizar regiões caóticas e a comparação com o caso 
linear. Note que existem múltiplas regiões caóticas coexistindo com órbitas de período-
1: três regiões caóticas desconexas no diagrama 4,78 rad/s, 5,18 rad/s e 5,5 rad/s e uma 
região caótica conexa em 5,4 rad/s. Nota-se que as regiões caóticas desconexas estão 
sempre entre a transição de uma órbita de período-1 para uma órbita de período de 
multiplicidade maior. 
 
Figura 13: Diagrama de bifurcação com a variação da temperatura com frequência  
= 5,5 rad/s. Por simplicidade, somente os resultados das posições iniciais mais 
relevantes são mostrados. Todas as outras condições iniciais apresentam 




Figura 14: Órbitas na frequência de 5,5 rad/s e temperatura de 291,15 K. a) 
Comportamento caótico; b) Órbita periódica. 
  
Figura 15: Órbitas com frequência de forçamento de 5,5 rad/s e 𝑇 = 291,15 𝐾. a) 
Orbita de período 12, note que cada marcador da seção de Poincaré na verdade são 
dois marcadores muito próximos; b) Orbita de período 1. 
 
Alguns comportamentos específicos do sistema em 𝑇 = 291,15 𝐾 podem ser 
destacados. A figura 17a apresenta uma resposta de período-1 com 𝜔 = 5,1 rad/s. A 
figura 17b apresenta uma orbita de período-2 com forçamento de 𝜔 =3,59 rad/s. Já em 
𝜔 = 5,5 𝑟𝑎𝑑/𝑠 uma resposta caótica aparece. A resposta caótica pode ser confirmada 
pelo cálculo de seus expoentes de Lyapunov estimados a partir do algoritmo de Wolf et 
al. (1985), que apresentam valor máximo de 𝜆 = 0,14 ± 0,02 𝑏𝑖𝑡/𝑠. A figura 18 mostra 
o mapa de Poincaré, com uma estrutura fractal desconexa de três regiões distintas, e o 
espaço de fase dessa resposta. A figura 19 apresenta uma estrutura caótica similar em 
𝜔 = 4,78 rad/s com um atrator de duas regiões desconexas. Já as respostas de período-




Figura 16: Diagrama de bifurcação com a frequência de forçamento em 𝑇 =
291,15 𝐾. Por simplicidade, somente os resultados das posições iniciais mais 
relevantes são mostrados. Todas as outras condições iniciais apresentam 
comportamentos semelhantes as apresentadas na figura 
  
Figura 17: Soluções do Sistema em diferentes frequências de forçamento (órbitas de 
período 1). a) 3,59 rad/s; b) 5,1 rad/s. 
  




Figura 19: Solução caótica em  = 4,78 rad/s. a) Espaço de fase. b) Seção de 
Poincaré.  
O sistema pêndulo-SMA apresenta caos transiente, comportamento o qual é 
relacionado a uma sela caótica. A diferença essencial entre a sela e um atrator é que a 
sela repele a solução do sistema para outra região do espaço de fase apresentando assim 
uma presença transiente enquanto o atrator apresenta comportamento permanente. O 
tempo em que o sistema permanece na sela é altamente dependente das condições 
inicias. A figura 20 apresenta a sela caótica e a posição do pêndulo ao longo do tempo 
para uma frequência de 𝜔 = 6 rad/s. A figura 21 também apresenta os mesmos dados 
porém com condições iniciais diferentes enfatizando a grande sensibilidade da resposta. 
A verificação dessas selas como caóticas foi realizada pela sua estrutura fractal e pelo 
cálculo dos expoentes de Lyapunov em condições que o transiente existe por um tempo 
muito grande habilitando as iterações do algoritmo de Wolf et al. (1985) convergirem 
para o máximo expoente  de 0,52 ± 0,03 𝑏𝑖𝑡𝑠/𝑠.  
 
  
Figura 20: Caos transiente  = 6 rad/s, condições iniciais (10,152 rad, 0 rad/s). a) 




Figura 21: Caos transiente  = 6 rad/s, condições iniciais (10,151 rad, 0 rad/s). a) 
Sela caótica e solução permanente. b) Evolução com o tempo. 
 
A coexistência de várias soluções do sistema levanta questões sobre o 
surgimento de mais soluções ou diferentes comportamentos à medida que a energia 
entregue ao sistema varia. Para essa análise o braço do motor (parâmetro b) pode ser 
variado em um diagrama de bifurcação. Os resultados desse diagrama a 𝑇 = 286,15 𝐾 
são mostrados na figura 22. Uma região caótica na região de 𝑏 = 1,5 𝑐𝑚 é claramente 
observável na parte inferior do diagrama e pode ser claramente verificada com seu 
diagrama de Poincaré (figura 23) e o cálculo de seu maior expoente de Lyapunov: 
0,26 ± 0,03 bits/s. O atrator também coexiste com duas órbitas de período-1 
apresentadas na figura 24.  
 
 
Figura 22: Diagrama de bifurcação em T=286,15 com frequência de forçamento de 6 
rad/s contra o parâmetro b. Por simplicidade, somente os resultados das posições 
iniciais mais relevantes são mostrados. Todas as outras condições iniciais apresentam 




Figura 23: a) Orbita caótica e b) Seção de Poincaré em  𝑇 =  286,15 𝐾, 𝜔 = 6 𝑟𝑎𝑑/𝑠 
e 𝑏 = 1,5 𝑐𝑚. 
 
 
Figura 24: Órbitas de período 1 coexistindo com o atrator caótico da figura 22. a) Em 
volta de 11,4 rad b) Nas proximidades da origem. 
 
Para valores maiores de b, os termos devido ao potencial gravitacional começam 
a perder sua influência e os termos devido ao potencial da mola de SMA começam a ser 
preponderantes. Desse modo, o sistema assemelha seu comportamento ao oscilador 
estudado por Machado et al. (2003).  
A influência da temperatura sobre o sistema com um braço de motor menor 
(𝑏 = 1,5 𝑐𝑚) pode então ser analisada. A figura 25 mostra diagramas de bifurcação 
variando a frequência de excitação para diferentes temperaturas, variando de 𝑇 =
284,55 𝐾 até 𝑇 = 286,15 𝐾 com um intervalo de 0,5 𝐾 entre eles. Observe que duas ou 
mais órbitas coexistem sendo uma delas periódica. Além disso, pode-se observar a 
coexistência de duas regiões caóticas nas figuras 25b e 25c. Nota-se também que ao se 
aumentar a temperatura as regiões caóticas são criadas, se movem para a esquerda e 
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desaparecem. O atrator inferior nas figuras 25b, 25c, 25d e 25e também contêm ilhas de 
periodicidade que evoluem com a região caótica empurrando-a para os lados, crescendo 
entre o caos e ultimamente eliminando-o (figura 25f). Desse modo aumento em 
temperaturas pode ser relacionado à criação de ilhas periódicas que deslocam e 
destroem o caos. 
 




   
Figura 25: Evolução das regiões caóticas e diagramas de bifurcação com a 
temperatura e um braço de motor pequeno 𝑏 = 1,5 𝑐𝑚. a) 284,65K; b) 285,15 K; c) 
285,65 K; d) 286,15 K; e) 286,65 K; f) 287,15 K. Os símbolos indicam as condições 
inicias:   (–12, 0);   (–6, 0);  (0, 0);  (15 rad, 0) nas figuras (a) e (b);   (12, 0) nas 









4.4. Identificação de OPIs 
 
O atrator identificado na parte inferior do diagrama de bifurcação da figura 24b é 
escolhido para a análise de OPIs e controle. Os parâmetros utilizados são 𝑏 =
1,5 𝑐𝑚,𝜔 = 8.5
𝑟𝑎𝑑
𝑠
 e 𝑇 = 275,15 𝐾. 
As órbitas periódicas instáveis do sistema são identificadas através do método 
descrito por Auerbach et al. (1987). Utilizam-se mapas de Poincaré com 25600 períodos 
simulados onde os primeiros 600 períodos são descartados. Os parâmetros do algoritmo 
para a determinação das órbitas periódicas instáveis são: 𝑟1 = 0,04 e 𝑟2 = 0,15. 
Após a identificação das OPIs são traçados os expoentes de Lyapunov e de 
Floquet. Os expoentes de Lyapunov são avaliados a partir do método de Wolf  et al. 




Figura 26: Exemplo de cálculo de expoentes de Lyapunov. a) Convergência do 
expoente para o atrator com destaque ao patamar devido a OPI e período 1, 
monstrando a existência dos patamares. 
 
O cálculo dos expoentes de Floquet segue o procedimento descrito no capítulo 4. 
A tabela 1 mostra as OPIs identificadas e seus expoentes de Lyapunov e de Floquet, 
destacando a instabilidade dessas soluções. Nota-se que a igualdade Im(𝜇𝑖)𝜏𝑛 = 𝜋, 
onde 𝑛 ∈ 𝒩, é valida para a maioria das órbitas indicando que seus expoentes de 
Floquet estão próximos do limite da zona de Brillouin. A zona de Brillouin é apenas o 
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conjunto do espaço reciproco entre os valores do eixo imaginário 𝜇𝜏 = [−𝜋𝑖 , 𝜋𝑖]. Esse 
conjunto contém toda a informação de estruturas periódicas, sejam elas OPIs, uma rede 
atômica, etc. (KITTEL, 2004). Todas as órbitas apresentam número de expoentes com 
parte real positivas pares (para um sistema não autônomo o tempo corresponde a um 
multiplicador positivo) e, desse modo, são formadas por dobras finitas no espaço de 
estado. 
Para exemplificar as dobras, a figura 27 mostra algumas OPIs identificadas 
juntamente com seus mapas de Poincaré. Note que todas as órbitas podem ser 
construídas com torções em uma região do espaço de faze da órbita de período-1. 
Essas órbitas também constroem o atrator caótico. Desse modo à medida que o 
sistema evolui a solução do sistema tende a se torcer e ser empurrada de uma OPI para 
outra. A figura 28 mostra como as órbitas constroem o atrator caótico no espaço de fase 
e no mapa de Poincaré. 
 
Tabela 1: Órbitas periódicas instáveis detectadas e seus respectivos expoentes. 
  Expoente 
Período Lyapunov 1 Lyapunov 2 Floquet 1 Floquet 2 
n ±0.05 bit/s ±0.05 bit/s ±0.01+0.01𝑖 Hz/𝜔0 ±0.01+0.01𝑖 Hz/𝜔0 
1 4,86 -5,04 0.37+0.47𝑖  -0.39+0.47𝑖 
2 4,08 -4,25 0,32 -0,34 
3 2,81 -2,98 0,22 -0,24 
4 2,40 2,57 0,19+0.11𝑖 -0,21+0.11𝑖 
5 3,54 -3,71 0,30+0.09𝑖 -0,31+0.09𝑖 
6 2,28 -2,45 0,20+0.08𝑖 -0,21+0.08𝑖 
9 2,91 -3,08 0,24 -0,25 
12 3,02 -3,19 0,22+0.04𝑖 -0,21+0.04𝑖 















   
   
  
  







Figura 28: a) Atrator caótico e mapa de Poincaré das órbitas. b) Espaço de fase das 
OPIs. Note que ao representar as OPIs em uma mesma figura a imagem se assemelha 




5. CONTROLE DE CAOS 
Neste capítulo discute-se o controle de caos. Consideram-se dois controladores: 
mecânico e térmico. O controlador mecânico considera um atuador mecânico que 
consiste de um motor que altera o comprimento do fio conectado a uma das molas de 
SMA (localizado na posição 5 da figura 7). A atuação do controlador mecânico é 
calculado a partir do ETDF. O controle térmico considera fontes de corrente que 
aquecem as molas de SMA por efeito Joule. O controle térmico possui duas situações 
diferentes: controle direto, onde a temperatura é convenientemente variada entre dois 
patamares; ETDF, onde a variação de temperatura é calculada a partir dos estados 
defasados. 
Nesse trabalho, o controle ETDF aplicado ao sistema considera que a velocidade 
do pêndulo é a variável observável e os estados defasados dizem respeito a essa 
variável. Desse modo, a matriz 𝐾 e consequentemente 𝐻𝑚(𝜇) são consideradas 
escalares. Além disso, ao menos que explicitamente citado, o tempo de defasagem do 
controlador é sempre igual ao período da OPI a ser estabilizada. As matrizes utilizadas 
para os cálculos dos expoentes de Floquet são explicitadas no Apêndice A. 
5.1. Controlador mecânico 
 
O controlador mecânico considera um atuador mecânico que consiste de um 
motor que altera o comprimento do fio conectado a uma das molas de SMA. A força de 
controle é expressa através do deslocamento na mola efetivado pelo atuador Δ𝑙: 
 
𝐹𝑚𝑒𝑐 =                                                                                                                                              
𝑎𝑚(𝑇 − 𝑇𝑚) (
𝜙𝑑
2

















onde 𝐹𝑚𝑒𝑐 é a força aplicada pelo atuador no sistema. Note que trata-se de polinômio de 
quinto grau, apresentando 5 possíveis posições reais as quais a força de controle 𝐹𝑚𝑒𝑐 
pode ser obtida. Para eliminar essa ambiguidade, a posição 𝜖𝑐 é escolhida de modo a 




𝐸𝑚 = ∫ 𝐹𝑚𝑒𝑐(𝑦, 𝑡)Δ𝑙̇ (𝑡)𝑑𝑡
𝑡𝑓
𝑡0
                                              (43) 
 
onde 𝑡0 é o inicio da movimentação do controlador e 𝑡𝑓 é o final da movimentação. 
Vale ressaltar que no controlador mecânico a igualdade 𝐹𝑚𝑒𝑐 = 𝑔(𝑦, 𝑡) é válida para 
todo o tempo.  
5.1.1. Avaliação do controle ETDF  
Utiliza-se o atuador mecânico para aplicar a força referente ao ETDF. Para 
estabelecer os parâmetros do controlador, utiliza-se o critério de minimização do maior 
expoente de Floquet da órbita. Para calculá-los, utiliza-se a equação 29, e um método 
iterativo de minimização para a convergência da solução (baseado em um algoritmo de 
evolução diferencial (STORN; PRICE, 1997)). O algoritmo para esse cálculo pode ser 
visto na figura 29: 
 
 
Figura 29: Algoritmo para cálculo do expoente de Floquet máximo. 𝝁𝟎 é o chute inicial 
para os Expoentes de Floquet, 𝜇𝑛 indica a n-ésima, 𝜇𝑛+𝛥𝑡 são os expoentes de Floquet 
calculados após a evolução temporal da n-ésima, 𝑒𝑟𝑟 é a tolerância no erro, e 𝜇𝑏𝑒𝑠𝑡 é o 




Neste momento, considere a estabilização de uma OPI de período-1 (OPI-1). Os 
expoentes de Floquet dessa OPI são calculados para vários valores de K e 𝑅 como pode 
ser visto na figura 30. Nota-se que dado um valor de 𝑅, existe uma região em 𝐾 estável 
(𝜇𝑚𝑎𝑥 < 0) que começa em um valor inicial 𝐾1 e termina quando o maior expoente de 
Floquet se torna novamente positivo, 𝐾 = 𝐾2. Nessa região de estabilidade verifica-se 
um mínimo 𝜇𝑚𝑖𝑛 no valor da parte real do maior expoente de Floquet onde 𝐾 = 𝐾𝑜𝑝. O 
efeito de R parece deslocar os mínimos para o canto inferior direito da curva 
aumentando o valor de K em que eles ocorrem. Desse modo, para realizar o controle 
otimizado da OPI-1, utiliza-se os valores de 𝐾𝑜𝑝 = 0,41 e 𝑅𝑜𝑝 = 0,3. 
 
Figura 30: Parte real dos expoentes de Floquet da orbita de período 1 analisada contra 
valores de K para vários valores de R. O erro no valor dos multiplicadores é de 
±0,03 𝐻𝑧//𝜔0. 
 
A região que contempla pequenos valores de R e K apresenta uma vantagem no 
cálculo de multiplicadores de Floquet que estão próximos à borda da primeira zona de 
Brillouin (KITTEL, 2004). A zona de Brillouin é a região em um espaço reciproco que 
representa todo o espaço reciproco devido a sua periodicidade, ao se aproximar da 
borda dessa zona os multiplicadores de Floquet indicam que a dobra do espaço de fase 
ao percorrer a OPI ocorre com a mesma periodicidade da orbita, o que possibilita o 
cálculo aproximado desses valores sem a utilização de um minimizador diminuindo 
consideravelmente o custo computacional necessário. Para isso, pode-se aplicar o 
método descrito na subseção 4.6. A figura 31 mostra a relação entre os expoentes de 
Floquet calculados por esse método aproximado e os calculados pelo método com 
minimização. As linhas indicadas indicam praticamente os mesmos valores até a 
mudança do valor imaginário dos expoentes de Floquet. Vale ressaltar que essa 
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mudança acontece quando há um cruzamento entre os caminhos dos dois maiores 
expoentes de Floquet indicado pela descontinuidade na derivada 𝑑𝜇𝑚𝑎𝑥/𝑑𝐾. 
 
Figura 31: Comparação entre os valores aproximados e os valores exatos dos 
expoentes de Floquet da OPI de período 1. As linhas pretas destacam a partir de que 
ponto a divergências na aproximação. O erro no valor dos multiplicadores é de 
±0,03 𝐻𝑧/𝜔0. 
 
A figura 32 mostra o controle otimizado da OPI-1 utilizando os parâmetros 𝐾𝑜𝑝 
e 𝑅𝑜𝑝. Nota-se que o tempo para a estabilização é considerável, 370𝜏, e que o esforço 
de controle tende a zero após a estabilização, consumindo apenas uma pequena 
quantidade de energia de 136,8 ± 0,1 𝐽 para manter o sistema na órbita desejada. 
 
Figura 32: Controle da OPI de período-1. a) Resposta da posição no espaço. b) Força 




 Para aplicações com recursos de energia limitados o consumo energético pelo 
controlador também pode ser um parâmetro de restrição ou ser outro parâmetro a ser 
otimizado. Desse modo, é necessário um maior entendimento sobre as ações dos 
parâmetros K e R na energia consumida e tempo para o controle do sistema. 
 A figura 33a mostra o valor do tempo de estabilização e a energia consumida 
para vários valores de R, com 𝐾 = 0,35. Para 𝑅 < −0,18 o sistema não pode ser 
estabilizado já que 𝜇𝑚𝑎𝑥 > 0. O controlador com valores de 𝑅 muito próximos a esse 
limite (zona destacada em laranja) requer um aumento no custo de energia para 
estabilização devido ao decréscimo da estabilidade da OPI (𝜇(𝑅, 𝐾) ≅ 0). Porém, ao 
aumentar o valor de 𝑅, há a ocorrência de um vale no consumo de energia. Esse vale se 
deve a influência de um segundo fator, já que, para valores de 𝑅 negativos, há a 
interferência destrutiva entre os estados defasados do sistema o que diminui o valor 
absoluto do ganho e consequentemente a energia consumida. Assim, inicialmente a 
influência da região de instabilidade predomina até ceder ao segundo fator por volta de 
𝑅 = −0,1 e quando 𝑅 se aproxima de zero a interferência dos estados defasados 
também se anula fazendo a energia consumida aumentar novamente. Finalmente, ao se 
aproximar de 𝑅 = 0, encontra-se o caso limite em que o ETDF se transforma no TDF. 
Nesse ponto, existe um pico de consumo. Para valores positivos de 𝑅, há uma 
competição entre o aumento da influência dos estados anteriores, o que aumenta o 
tempo para estabilização e o consumo, e a diminuição dos valores de 𝜇𝑚𝑎𝑥 (figura 33b) 
o que reduz o consumo. Desse modo, a influência desses dois fatores faz com que o 
consumo de energia chegue a um mínimo devido a valores mais negativos de 𝜇𝑚𝑎𝑥 até 
que aumente novamente tanto pelo aumento do tempo de estabilização como pelo 
aumento dos valores de 𝜇𝑚𝑎𝑥 após 𝑅 = 0,2.  
 Na figura 33c o valor do tempo de estabilização e a energia consumida para 
vários valores de 𝐾 com 𝑅 = 0,2 são apresentados. Mais uma vez, observa-se que o 
controlador consegue estabilizar a OPI após 𝐾 = 0,33 (figura 33d). Próximo a esses 
valores de 𝐾, o consumo de energia e o tempo de estabilização são altos devido ao valor 
de 𝜇𝑚𝑎𝑥 ser próximo de zero (região laranja). Ao aumentar o valor de K até onde o 
maior expoente de Floquet é mínimo (para um R constante), encontra-se o menor 
consumo de energia. Após esse ponto, o consumo de energia volta a aumentar. O tempo 
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para estabilização segue o mesmo comportamento do consumo de energia, porém 
apresenta seu mínimo após 𝜇𝑚𝑖𝑛. 
Finalmente, ao entender as influências dos parâmetros K e R no controlador, 
pode-se realizar uma escolha desses parâmetros a fim de atender as especificações de 
algum projeto e minimizar a energia consumida, ou até mesmo utilizar uma superfície 
de Pareto (INGHAM, 2016; SHUKLA; DEB, 2007) que consiste em uma maximização 
de uma função de custo que leva em consideração e pesa dois fatores diferentes que no 
caso podem ser a energia necessária para o controle e o valor do maior expoente de 
Floquet da OPI desejada. Além disso, deve-se perceber que a energia consumida e 
tempo para estabilização são propriedades não lineares com 𝐾 e 𝑅 necessitando de um 
estudo cuidadoso na otimização de um controlador ETDF. 
 
                                                                                                               
                                                        
Figura 33: a, b) Comparação entre tempo e energia necessários para estabilização da 
OPI de período 1 para o mesmo valor de 𝐾=0,4 e valores diferentes de R, com os 
expoentes de Floquet. c, d) Comparação entre tempo e energia necessários para 
estabilização da OPI de período 1 para o mesmo valor de 𝑅=0,1 e valores diferentes de 
K , com os expoentes de Floquet. O erro no valor dos multiplicadores é de ±0,03 𝐻𝑧/
𝜔0. 
 
Considere agora uma OPI de período-2. A análise dos expoentes de Floquet 
dessa OPI são indicadas na figura 34. Note que o comportamento dos expoentes com a 
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variação de 𝑅 e 𝐾 é parecido com os da OPI de período-1(figura 30), indicando apenas 
pequenas diferenças. Os expoentes mínimos apresentam um valor bem menor que os da 
OPI de período-1 e uma mudança mais abrupta em sua derivada. Desse modo, os 
mínimos são caracterizados por vales mais proeminentes. O aparente deslocamento 
horizontal da curva entre os valores de 𝑅 = 0,2 e 𝑅 = 0,3 pode indicar uma saturação 
no valor mínimo acessível pelo controle dos expoentes de Floquet da órbita. 
 
 
Figura 34: Parte real dos expoentes de Floquet da OPI de período-2 contra 𝐾 para 
diferentes valores de 𝑅. O erro no valor dos multiplicadores é de ±0,03 𝐻𝑧/𝜔0. 
 
A partir de agora realizam-se testes para seguir uma lei de controle, 
estabilizando diferentes órbitas. A lei de controle considera que o controlador é ligado 
após 75 períodos para estabilizar uma OPI de período-1; após 300 períodos passa-se a 
estabilizar uma órbita de período-3; finalmente, após 600 períodos faz-se a estabilização 
de uma órbita de período-2. A figura 35a mostra o resultado do controle apresentando a 
evolução no tempo do mapa de Poincaré e todos os parâmetros utilizados encontram-se 
na descrição da figura. Observa-se que o controlador é capaz de estabilizar todas as 
órbitas da lei de controle apresentando, para cada órbita, os seguintes expoentes de 
Floquet máximos com erro em seu módulo de ± 0,03 em 𝐻𝑧/𝜔0: 𝜇𝑚𝑎𝑥1 = −0,07 +
0,48𝑖 , 𝜇𝑚𝑎𝑥2 = −0,19, 𝜇𝑚𝑎𝑥3 = −0,11. Além disso, deve-se observar que existe um 
tempo até a estabilização da órbita de período-3. Isso é explicado, pois, os desvios da 
OPI de período 1 no controlador são baixos e demoram a se acumular até o ponto que o 
sinal de controle consegue transferir a solução do sistema para a OPI de período-3. A 
energia consumida exposta na figura 35b reforça a afirmação anterior mostrando que o 
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controle necessita de um tempo maior para sair de sua posição de equilíbrio próxima de 
consumo zero. 
 
Figura 35: Controle mecânico de múltiplas órbitas. 𝑂𝑃𝐼 − 1: 𝐾 = 0,3, 𝑅 = 0,1; 𝑂𝑃𝐼 −
2: 𝐾 = 0,1, 𝑅 = 0,1;𝑂𝑃𝐼 − 3: 𝐾 = 0,1, 𝑅 = 0,1. a)Seção de Poincaré da posição com 
o tempo. b)Potência usada no controle com o tempo. 
5.1.2. Estabilização de subharmônicos 
Uma das características do método ETDF é estabilizar órbitas associadas a 
períodos submúltiplos do período da órbita desejada. Se por um lado, isso permite 
retirar o sistema da resposta caótica, por outro representa uma perda de eficácia no 
sentido de não estabilizar a órbita desejada. Desta forma, dado um período 𝜏 de uma 
órbita, o controlador ETDF pode estabilizar uma OPI com um período subharmônico da 
defasagem do controlador, ou seja, uma órbita de período 𝜏𝑛, tal que 𝜏 = 𝑛𝜏𝑛, onde n é 
inteiro.  
A figura 36 exemplifica um caso em que o controlador com os mesmos 
parâmetros (𝐾 = 0,34, 𝑅 = 0,1, 𝜏 = 3𝑇) pode estabilizar duas órbitas diferentes 
dependendo do ponto inicial com seu sinal de controle indo a zero em ambos os casos. 
Dessa maneira, há duas bacias de atração coexistindo. Esse efeito pode ser contornado 
avaliando as bacias de atração de cada órbita o que demanda um alto custo 
computacional ou experimental. Outra forma de evitar esse problema é realizar uma 
análise dos valores de 𝑅 e 𝐾 que estabilizam apenas a órbita alvo. Assim, definem-se 
valores de 𝑅 e 𝐾 que somente deixem todos os expoentes de Floquet da órbita alvo 
terem partes reais menores que zero. 
A figura 37 mostra a estabilização de duas órbitas diferentes com o controlador 
tendo parâmetros diferentes, porém o mesmo atraso 𝜏 = 3𝑇 e mesma condição inicial. 
Isso mostra que pode existir valores de 𝐾 e 𝑅 que estabilizam subharmônicos porém 
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não estabilizam a órbita alvo, reforçando a necessidade da análise de estabilidade de 
todas as órbitas subharmônicas e da órbita alvo pelos expoentes de Floquet. 
 
 
Figura 36: Exemplificação da estabilização de duas órbitas diferentes pelo método 
ETDF. a) Espaço de fase representando a OPI-1 estabilizada. b) Sinal de controle no 
tempo na estabilização da OPI-1. c) Espaço de fase representando a OPI-3 
estabilizada. d) Sinal de controle no tempo na estabilização da OPI-3. 
  
 
Figura 37: Exemplificação da estabilização de duas órbitas diferentes pelo método 
ETDF. a) Espaço de fase representando a OPI-1 estabilizada (𝐾 = 0.5, 𝑅 = 0.1). b) 
Sinal de controle no tempo na estabilização da OPI-1. c) Espaço de fase representando 




5.2. Controlador térmico 
 
O controlador térmico considera uma atuação através de uma fonte de corrente 
acoplada a uma das molas de SMA. Desse modo a força de controle, 𝐹𝑡ℎ𝑒𝑟𝑚𝑜, é descrita 
por: 
 
𝐹𝑡ℎ𝑒𝑟𝑚𝑜 = 𝑎𝑚(𝑇1(𝑡) − 𝑇𝑟𝑒𝑓)𝑦                                        (44) 
 
onde 𝑇1 é a temperatura na mola de SMA acoplada ao motor de forçamento, 𝑇𝑟𝑒𝑓 é uma 
temperatura de referência. 
A corrente aplicada na mola leva em consideração a equação da energia que 
considera que a resistência das diferentes fases da SMA são iguais e que não há 
alteração da condutividade elétrica, o que resulta uma resistência constante. Com isso, a 









                                         (45) 
 
onde 𝑇∞ é a temperatura do ambiente, 𝐼1
2 é a corrente gerada na fonte, 𝑅𝑜ℎ𝑛 é a 
resistência da mola de SMA, 𝑐𝑝 é a capacidade térmica da mola e ℎ é um coeficiente de 
dissipação térmica por convecção. Note que assume-se que a temperatura é homogênea 
em toda a mola de SMA. A corrente 𝐼1
2 é escolhida para que a força aplicada pelo 
atuador térmico 𝐹𝑡ℎ𝑒𝑟𝑚𝑜 seja a mais próxima possível à força calculada pelo método 
ETDF, 𝑔(𝑦, 𝑡). No entanto, existe uma restrição física que impede que essa igualdade 
seja obedecida para todo o tempo, especialmente relacionadas ao tempo de 
resfriamento. Além disso, existe uma restrição associada ao valor da corrente 𝐼1, 
limitada ao valor de 5 𝐴. Desta forma, a equação 45 limita a temperatura mínima como 




. Desta forma, existem restrições que impedem que 𝐹𝑡ℎ𝑒𝑟𝑚𝑜(𝑦, 𝑡) =
𝑔(𝑦, 𝑡), que ocorre somente quando o controle necessita de um aquecimento moderado. 
 A energia consumida pelo controle térmico e dada por: 
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                                                              (46) 
 Dois tipos de controle são tratados na sequência: controle direto, onde aplica-se 
uma variação de temperatura entre patamares convenientemente especificados; e 
controle ETDF, onde a variação da temperatura é avaliada a partir dos estados 
defasados. 
5.2.1. Controle direto 
 
A dinâmica dependente da temperatura pode ser explorada de forma direta 
considerando um controlador que altere a temperatura e com isso, modifique a dinâmica 
do sistema.  
A figura 38ilustra uma situação em que é utilizada uma variação direta de 
temperatura. O controle é simulado inicializando o sistema em 𝑥0 = (−6 rad, 0 rad/s), 
com frequência de forçamento 6,5 rad/s e com uma temperatura fixa a 𝑇 = 286,15 K 
por 600 ciclos. Nessas condições, o sistema apresenta uma resposta caótica (atrator 
inferior do diagrama de bifurcação da figura 25b). Em seguida a temperatura é 
aumentada linearmente a uma taxa de 0,1 K/s até alcançar o valor de 𝑇 = 288,15 K 
(temperatura próxima a 𝑇𝐴) obtendo-se assim uma resposta de período-1. Após mais 400 
ciclos a temperatura é reduzida linearmente com a mesma taxa do aquecimento para a 
temperatura inicial, retornando o sistema a sua resposta caótica. 
A figura 39 ilustra o teste realizado com diferentes atratores. O atrator caótico 
está associado a parte superior do diagrama de bifurcação da figura 24b. O controle é 
inicializado com o sistema em 𝑥0 = (6 rad, 0 rad/s), com frequência de forçamento 
6,5 rad/s e com uma temperatura fixa a 𝑇 = 285,15 K por 600 ciclos, apresentando 
uma resposta caótica. Em seguida a temperatura é alterada linearmente a uma taxa de 
0,1 K/s até alcançar o valor de 𝑇 = 287,15 K (temperatura próxima a 𝑇𝐴) obtendo-se 
uma resposta de período-1. Após mais 400 ciclos a temperatura é reduzida linearmente 
com a mesma taxa do aquecimento para 𝑇 = 286,65 K, o que torna a resposta de 
período-1 instável (resposta por volta de 6 rad na figura 25f), fazendo com que o 





Figura 38: Respostas com o controle de temperatura. a) Ciclo caótico-periódico-
caótico. b) Seção de Poincaré do atrator caótico e da orbita de período um. 
  
Figura 39: Respostas com o controle de temperatura. a) Ciclo caótico-periódico-
periódico. b) Seção de Poincaré do atrator caótico e das órbitas de período um. 
 
5.2.2. Controle ETDF 
 
O controle ETDF por temperatura é aplicado ao sistema pêndulo-SMA 
considerando os seguintes parâmetros: 𝑇𝑟𝑒𝑓 = 283,15 𝐾, ℎ = 2 𝑊/𝐾, 𝑐𝑝 = 5 𝐽/𝐾 e 
𝑇∞ = 281,15 𝐾. Observe que a temperatura ambiente é 2 K mais baixa que a 
temperatura de referência com o objetivo de aumentar a janela de temperaturas 
acessíveis pelo atuador, já que 𝑇∞ limita a temperatura mínima.  
Desse modo, devem ser consideraras duas correntes de controle: 𝐼𝑟𝑒𝑓, que existe 
para manter a temperatura de referência 𝑇𝑟𝑒𝑓 e 𝐼𝑐, que realiza o controle propriamente 




𝐼1 = 𝐼𝑟𝑒𝑓 + 𝐼𝑐                                                   (47) 
 
Considere então a estabilização da OPI de período-1 tratada no caso do 
controlador mecânico. A figura 40 mostra o controle por temperatura realizado para 
valores de 𝐾 = 0,4 e 𝑅 = 0,3. Esses valores foram escolhidos baseados na análise da 
estabilidade da OPI-1 do controlador mecânico. O maior expoente de Floquet para a 
OPI é então calculado com esses valores resultando em: 𝜇𝑚𝑎𝑥 = −0,05 + 0,07𝑖 ±
 0,03 ±  0,03𝑖
𝐻𝑧
𝜔0
. Observe que a OPI de período-1 é estabilizada com sucesso após um 
período de tempo de 326𝜏.  Note que a potência necessária para manter a órbita no local 
é aproximadamente quatro vezes menor que a maioria dos picos de potência necessários 
para estabilizá-la. Isso difere do controlador mecânico que consome muito menos 
energia após a estabilização do que para estabilizar o sistema. Essa diferença no 
consumo de energia deve-se ao fato que o atuador térmico possui restrições físicas de 
funcionamento e, desta forma, não consegue acessar o valor da força de atuação 
calculada em todo o tempo. Isso implica em correções diferentes das do controle 
mecânico. As restrições ficam explícitas nas curvas de resfriamento e aquecimento no 
detalhe da figura 40d, em que as taxas de resfriamento nos dois picos seguem uma 
escala temporal igual entre elas e maior que a do aquecimento indicando que a atuação 
por temperatura não acompanha a lei de controle e apresenta um erro: 
 
𝑒(𝑦, 𝑡) = 𝐹𝑡ℎ𝑒𝑟𝑚𝑜(𝑦, 𝑡) − 𝑔(𝑦, 𝑡)                                                (48) 
 
Que pode ser melhor interpretado como uma porcentagem da força máxima de 
controle e é apresentado na figura 40e:  
 
𝑒(𝑦, 𝑡)[%] =
𝐹𝑡ℎ𝑒𝑟𝑚𝑜(𝑦, 𝑡) − 𝑔(𝑦, 𝑡)
𝑚𝑎𝑥(𝑔(𝑦, 𝑡))





Figura 40: Controle da OPI de período-1 com temperatura. a) Resposta da posição no 
espaço. b) Potência consumida no controle descontada a potência para manter o 
sistema na temperatura de referência. c) Órbita estabilizada. d) Posição do atuador. 
 
A mesma lei de controle utilizada para a estabilização de várias órbitas do 
modelo mecânico é utilizada para o modelo térmico. A ideia é ligar o controlador após 
75 períodos e iniciar a estabilização de uma OPI de período-1; após 300 períodos 
estabiliza-se uma órbita de período-3; finalmente, após 600 períodos estabiliza-se uma 
órbita de período-2. A figura 41 mostra a resposta do sistema controlado seguindo essa 
lei de controle e os ganhos utilizados para a estabilização de cada OPI em sua descrição. 
Observa-se que, após um transiente, todas as órbitas são estabilizadas com o controlador 
de temperatura possuindo os seguintes expoentes de Floquet com erro em seu módulo 
de ± 0,03 em unidades de 𝐻𝑧/𝜔0: 𝜇𝑚𝑎𝑥1 = −0,05 + 0,07𝑖, 𝜇𝑚𝑎𝑥2 = −0,15 −
0,23𝑖, 𝜇𝑚𝑎𝑥3 = −0,09 − 0,06𝑖. Deve-se destacar que, ao contrário do que ocorreu com 
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o controlador mecânico, não há problema na estabilização da órbita de período-3 após a 
OPI de período-1 devido aos maiores desvios da OPI causados pelo erro de controle. A 
figura 41b mostra a energia consumida na estabilização das órbitas da lei de controle. 
Chama a atenção os picos de potência no início da estabilização das OPIs de período-1 e 
de período-2 e o menor consumo de energia para estabilizar a órbita de período-3. 
  
Figura 41: Controle térmico de múltiplas órbitas. 𝑂𝑃𝐼 − 1: 𝐾 = 0,3, 𝑅 = 0,1; 𝑂𝑃𝐼 −
2: 𝐾 = 0,1, 𝑅 = 0,1;𝑂𝑃𝐼 − 3: 𝐾 = 0,1, 𝑅 = 0,1. a)Seção de Poincaré da posição com 
o tempo. b)Potência usada no controle com o tempo. 
 
Comparando os resultados das figura 41 e 35, observa-se que o controle térmico 
estabiliza mais facilmente a OPI de período múltiplo de uma OPI previamente 
estabilizada. Porém isso não apresenta uma vantagem sobre o controle mecânico, já que 
pode-se desligar o controlador na transição entre a OPI de período-1 e a de período-3 
acumulando desvios suficientes para que o controlador possa agir.  
O controlador térmico possui uma forte dependência da capacidade de dissipar 
energia, representada pelo coeficiente de convecção h. A partir de agora, investiga-se 
essa influência na estabilização de OPIs. A figura 42 mostra a atuação do controlador 
para diferentes valores do coeficiente de convecção. A figura 42a mostra o caso onde 
ℎ = 50 𝑊/𝐾. Nessa condição, o controlador consegue rastrear a força de controle com 
erros menores que 10% da força máxima na maior parte do tempo. As figuras 42 c à h 
mostram os resultados para valores decrescentes de ℎ. Nelas observa-se que a 
diminuição do valor de h causa um aumento nos erros do controlador enquanto o 
sistema é estabilizado na OPI alvo. Contudo, deve-se ressaltar que, após a estabilização 
da OPI, os erros no controlador parecem não variar com o parâmetro ℎ, o que pode ser 





Figura 42: OPI-1 estabilizada com diferentes coeficientes de convecção (h) e erros 
associados ao controle em % do maior valor da força de controle (𝐾 = 0,35, 𝑅 = 0,2). 




A figura 43 mostra um caso em que o valor de ℎ é muito baixo para a OPI alvo 
ser estabilizada. O controlador força o sistema para uma órbita estável fora do 
comportamento caótico, apresentando erros maiores que 100% antes da estabilização. 




Figura 43: Caso em que ℎ = 1 𝑊/𝐾. O controlador apresenta erros muito altos e não 
consegue estabilizar o sistema na OPI desejada. 
 
A figura 44 mostra os expoentes de Floquet da OPI de período-1 para vários valores 
de ℎ. Observe que para ℎ = 1 𝑊/𝐾, a OPI se torna instável, já que 𝜇𝑚𝑎𝑥 > 0. A 
medida em que se aumenta o valor de ℎ, os expoentes de Floquet tendem a diminuir seu 
valor real até atingirem um patamar cujo valor é igual ao expoente de Floquet do 
controle com o atuador mecânico 𝑅𝑒(𝜇𝑚𝑒𝑐) = 0,12 ± 0,03 𝐻𝑧/𝜔0. 
 
 





 Esse trabalho investiga o controle de caos em sistemas mecânicos adaptativos. 
Utiliza-se para isso um sistema pêndulo-SMA que possui um comportamento dinâmico 
rico e dois tipos de controladores: mecânico e térmico. 
 Na parte de controle mecânico explora-se como os expoentes de Floquet são 
úteis para a determinação da estabilidade de um sistema controlado pelo método ETDF 
assim como se elucida a dependência da estabilidade com os parâmetros K e R do 
controlador. Também é verificada a influência dos parâmetros de controle no consumo 
de energia e tempo de estabilização. As discussões dos resultados obtidos assim 
explicitam as propriedades do controle ETDF e os cuidados que devem ser tomados ao 
projetar esse tipo de controlador. Verifica-se a estabilização de OPIs diferentes 
dependendo do ponto inicial para os mesmos parâmetros do controlador ETDF e indica-
se como solucionar esse problema através dos expoentes de Floquet. 
 No controlador térmico, o uso inédito de elementos com memória de forma para 
controle de caos proporciona as características adaptativas, dependentes da temperatura, 
para atuação. Várias restrições como limitações na corrente de aquecimento, 
temperaturas inacessíveis e escala de tempo do controlador são consideradas e 
analisadas e verifica-se a possibilidade do uso de SMA em controladores de caos. É 
explorada a influência da convecção térmica, representada pelo parâmetro ℎ/𝑐𝑝, no 
controle, identificando que, caso haja estabilização, o sinal pós-estabilização não se 
altera. É verificado também o cálculo dos expoentes de Floquet com erros na força de 
controle. São realizadas comparações entre o controlador térmico e mecânico 
identificando suas diferenças, como maior consumo de energia. 
 As possíveis aplicações possuem um grande leque como em sistemas de coleta 
de energia, sistema de controle de baixo consumo energético, coleta de energia termal 
através do SMA, dentre outros aspectos. 
 Também abre-se a possibilidade da combinação dos atuadores térmico e 
mecânico e a análise sobre melhores estratégias de atuação para um menor consumo de 
energia. 
 Finalmente esse texto pode servir de embasamento para futuras análises de 
outros controladores de caos como os baseados no OGY que têm uma frequência de 
variação menor e podem ser mais apropriados para atuação térmica, ou modificações do 
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ETDF (LEONOV, 2014; PYRAGAS; PYRAGAS, 2011), e como ponto de partida para 
testes de atuação por SMA. Além disso, ele contribui para o estudo da dinâmica de 
sistemas adaptativos com SMAs. O sistema também pode ser futuramente construído 
experimentalmente para validação de modelos constitutivos dinâmicos de SMAs e 
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A. Cálculo da Jacobiana e matriz do observador para os multiplicadores de Floquet 
 
A.1. Controle mecânico 
 
 





















] = Φ′    (𝐴. 1)  
 
Onde 𝜙 = 𝜙𝑥, e 𝜙











(𝛿𝐹𝑚 − 𝛿𝑠𝑚) −
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]                                                      (𝐴. 5) 
 
A.2. Controle térmico 
 
Adiciona-se para o controle térmico a temperatura como uma variável do 
sistema. Além disso, o controle define o tempo característico da equação térmica, ou 
seja, com o aquecimento o tempo característico do sistema é definido como o tempo 
necessário para a corrente aquecer o fio de SMA de uma temperatura 𝑇𝑖 a uma 
temperatura 𝑇𝑓 esse tempo pode ser definido como 𝑑𝑡. Já no resfriamento o sistema 
térmico é limitado pela convecção tendo um tempo característico dado por 𝑐𝑝/ℎ. Desse 
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− 𝜙𝑇 + 𝑇𝑟𝑒𝑓)
𝑐𝑝
𝑅𝑑𝑡
𝑠𝑒 > 0 
0 𝑠𝑒 ≤ 0
                  (𝐴. 8) 
 


































































 𝑠𝑒 𝐼2 = 0
 (𝐴. 9) 
 























]  𝑠𝑒 𝐼2 = 0
                              (𝐴. 10) 
 
Finalmente tendo-se o valor de 𝐹𝑐(𝑡) e a orbita Φ(𝑡) pode-se calcular seus 
multiplicadores de Floquet e saber se uma orbita é estável. 
 
A.3. Multiplicadores de Floquet considerando o controlador como uma 
variável do sistema 
 
Uma alternativa para o calculo dos multiplicadores de Floquet de uma OPI é 
realizar a evolução dinâmica do próprio controle, ou seja, considerando o sistema de 
controle como uma variável dinâmica. De um modo geral pode-se escrever a força de 





(𝐾((1 − 𝑅)∑𝑅𝑛𝑦(𝑡 − 𝜏𝑛)
𝑛=0
− 𝑦(𝑡)))               (𝐴. 11) 
 
Considerando que 𝑦(𝑡) = 𝑒−𝜇𝑡𝜌(𝑡) + 𝑦0(𝑡) onde 𝑦0(𝑡) é definido pela OPI a 









Assim para obter 𝐹𝑐(𝑡) basta saber 𝜌(𝑡). Usando que 𝜌(𝑡)𝑒
𝜇𝑡 = 𝐶𝛿𝑥(𝑡) e que 
𝛿?̇?(𝑡) = 𝐷𝑓(𝑥, 𝑡)𝛿𝑥(𝑡) pode-se obter: 
 
?̇?(𝑡) = 𝜇𝜌(𝑡) + 𝐶0𝐴(𝑡)𝛿𝑥(𝑡)                                   (𝐴. 13) 
 
onde, 𝐶0 é a matriz formada por: 𝐶0𝑖𝑗 = 𝑒
−𝜇𝑖𝑡𝐶𝑗. Essa formulação mais ampla permite 
analisar a estabilidade de controles que não vão à zero após a estabilização ou que 
tenham erros periódicos inseridos, além de necessitar apenas um valor inicial para a 
força de controle 𝐹𝑐(𝑡0). 
