Abstract : In this study, we consider a regulation problem for molecular robotics realized by DNA reactions. The control objective is to regulate the concentration of a target DNA strand to a desired level using practical DNA circuits. This is a challenging problem as regards to the architecture of the molecular robot, because of the corresponding positiveness, modularity, and finiteness problems. A DNA comparator-based controller with DNA amplifiers is proposed, and it is shown to successfully achieve the control objective. The properties and the stability of the system are evaluated in terms of both retroactivity and the Lyapunov stability theory for a positive second-order system. To the best of our knowledge, this is the first study to realize a regulator in a practical DNA reaction system for molecular robotics.
Introduction
Recent significant progress in nanotechnology has enabled the creation of a variety of computing circuits embedded in a series of deoxyribonucleic acid (DNA) reactions in a test tube [1] . In particular, the developed circuit design incorporating toehold-mediated strand displacement (TMSD) reactions dramatically expands the design possibilities of both DNA logic gates, such as AND, OR, and NOT gates [2] , and DNA analog circuits, such as adder, multiplier, and divider circuits [3] . Furthermore, a difficulty regarding the synthesis of large-scale DNA circuits has been addressed [4] , and a DNA circuit possessing sophisticated functionality similar to neural networks has been developed [5] . Against this background, a controller design for motion control of the molecular robot developed in the Molecular Robotics Project is now required [6] .
The molecular robot is a microscale autonomous mobile system comprised of biomolecules [6] . This system is similar in architecture to a mechatronic robot, in the sense that the driving force of the actuator is regulated by the feedback control circuit based on the sensor signal. However, the fact that the molecular robot is a biochemical reaction system leads to some critical differences between the molecular and mechatronic robot [7] .
A fundamental difference is that a feedback control circuit for regulating the concentration of target single-stranded DNA (ssDNA) molecules to a desired level must be established in molecular robotics, because the performance of the biological actuator depends on this concentration. Although this may seem to be a typical regulation problem under the specific system architecture, which consists of an ensemble of DNA reactions, its realization is a challenging task in terms of both control theory and implementation technology [8] . The diffi-culties regarding this control problem can be categorized into three main problems. First, the physical substance of the "signal" traveling in the circuit is a biomolecular concentration, and only positive values are available. In addition, the error signal between a given desired level and the current concentration of the target ssDNA cannot be computed, because it is technically difficult to realize an ideal subtraction circuit. Second, the modularity of the DNA circuit is generally poor, which prevents construction of a reliable circuit. In principle, a variety of computing circuits can be constructed by combining existing DNA logic gates and analog circuits [4] . However, even if individual DNA circuits operate normally in isolation, it is not always true that a combinational circuit based on such circuits will function successfully, because of potential modularity or retroactivity problems [9] - [12] . Third, the arithmetic capacity of the DNA circuit (in terms of its operation speed and time) is quite limited compared to that of a microcomputer. In particular, the DNA circuit operates by consuming "fuel" ssDNA, and suffers from performance degradation if there is an insufficient supply of this substance.
In this study, we address a molecular robotics regulation problem concerning the construction of a practical DNA circuit that regulates the concentration of target ssDNA molecules to a desired level for a certain period of time. Avoiding the use of a subtractor for the error calculation, a DNA comparatorbased on-off controller is examined, which unexpectedly fails to regulate the output signal. First, we explore the reason for the controller's failure to function normally. Then, we elucidate the weak modularity of a TMSD cascade, which is a basic structure in the control circuit. Next, we show that a TMSD cascade with a recycling mechanism has good modularity and is appropriate for a control circuit. Finally, we propose a DNA comparator-based on-off controller equipped with an amplifier that possesses a similar structure to the recycling mechanism. It is shown that the controller successfully achieves the control objective. The key idea to successfully construct a feedback regulator is to insert an amplifier with recycling mechanism at an appropriate location in the DNA circuit. Similar idea has been found in [11] , [12] in which they developed the synthetic DNA oscillators using insulation circuits to improve the modu-larity of their DNA circuit. As an additional analysis, we evaluate the stability of the closed-loop system, because it may be unstable or induce a limit cycle. We determine that the origin of the closed-loop system in which the Lyapunov function for a positive second-order system [13] is constructed is stable. To the best of our knowledge, this is the first study to realize a feedback regulator in a practical DNA reaction system for molecular robotics. Our previous conference paper [14] is a preliminary version of this paper, and the following points are expanded upon in this manuscript: (i) The retroactivity to the input attenuation property is newly analyzed, in addition to the analysis of the output attenuation property. By considering both attenuation properties, a perfect evaluation of the retroactivity is accomplished. (ii) The stability of the closed-loop system is confirmed by constructing the Lyapunov function for a positive second-order system. This paper is organized as follows. In Section 2, the system configuration of the molecular robot and the problem statement are given. In Section 3, the key DNA circuits and the theoretical preliminaries are introduced. In Section 4, the modularity of a cascade of TMSD reactions is evaluated. In Section 5, a design method for the feedback circuit and some simulation results are provided. In addition, the Lyapunov stability of the closed-loop system is confirmed. Finally, we provide concluding remarks in Section 6. Figure 1 schematically illustrates a hypothetical blueprint of a molecular robot plant system capsulated by liposome, in which the interior of the robot is filled with DNA gel that provides a DNA reaction field. An external stimulus, which contains an encoded command, is received by the receptor-type sensor and translated into a reference signal r(t) for the feedback control circuit inside the robot. This is achieved through the release of a certain concentration of ssDNA. Because the ssDNA can be consumed or produced in subsequent DNA reactions, the reference concentration, i.e., r(t), is treated as a state variable in the dynamical system. Similarly, the control signal u p (t) and plant output y p (t) are also defined by the ss-DNA concentrations released by the respective components in Fig. 1 .
Problem Statement

System Configuration
The plant performs various operations depending on u p (t). For example, it may produce a driving force through a biological actuator, which is one of the main topics investigated in the Molecular Robotics Project [6] . In this study, we assume that Fig. 1 Schematic of molecular robot system. the y p (t) that quantifies the plant operation status necessary for the regulator system is available.
Control Objective
Under the described system configuration, the control objective is to regulate y p (t) to a reference level r * = r(0) for a certain period of time. To this end, a feedback controller Σ F (in terms of a DNA circuit) must be designed. Although this seems to be a typical and classical control theory problem, it is actually a challenging task as regards the architecture of the molecular robot, because of the following three problems:
Positiveness: An ideal subtraction circuit is not available in DNA computing. This is a critical constraint of feedback controller design, because we cannot calculate the error signal between r(t) and y p (t). In addition, because the biochemical reaction system falls within the class of positive systems [13] , concentrations with negative values are nonexistent.
Modularity:
A biochemical reaction is based on a "crossinteraction". The ssDNA corresponding to the signal r(t) can be consumed in a subsequent DNA reaction and involuntarily decreases from the desired r * when the sensor system Σ S is connected to Σ F . This is followed by the failure of the feedback regulation of y p (t) to r * , even if Σ S normally outputs r(t) = r * for a certain period of time, when isolated from Σ F .
Finiteness:
Moreover, all the calculations performed in the DNA reaction system consume fuel and substrate DNA and, thus, require sufficient supplies of these consumables for their execution. In contrast to a mechatronics system, in which the energy is continually supplied by a power source, it is unrealistic to assume that the molecules in a DNA reaction system are continually supplied by a peripheral system. Therefore, even if Σ F functions successfully for a certain period of time, it will eventually cease operation once the available fuel or substrate has been consumed. Therefore, the optimal solution is to increase the period of normal operation of the regulator as much as possible.
In this study, we develop a controller design that overcomes the "positiveness," "modularity," and "finiteness" problems.
Preliminary Study
In the preliminary study, we investigate the core aspects of the design of a feedback control circuit realized via DNA reactions. Figure 2 illustrates the DNA amplifier Σ a [15] , in which C and OB are the ssDNA in the input and output layers, respectively, S is the substrate (double-stranded DNA, dsDNA), F denotes the fuel for Σ a (ssDNA), and I i (i = 1, . . . , 5), S B, and W are the intermediate products. C can be regarded as the input signal in the sense that Σ a operates only when a certain amount of C is provided to the circuit. However, as C also reacts with S and other ssDNA in the upstream system, its concentration alters over time through the reactions. Therefore, C is a state variable corresponding to the input signal. In what follows, without fear of misunderstanding, we will denote the catalyst concentration using the symbol u.
DNA Amplifier
Let the S , I 1 , I 2 , S B, I 3 , F, I 4 , I 5 , W, OB, and C concentrations be defined by x i (i = 1, . . . , 10) and u, respectively. Then, the ordinary differential equation representing the time-course change in the concentrations in Σ a (based on chemical kinetics) is given by
where
T ∈ R 10 , u ∈ R, and y ∈ R are the state vector and the input and output signals, respectively. f a : R 10 → R 10 , g a : R 10 × R → R 10 and c a ∈ R 1×10 are given by
where k f * , k r * , and k 2 represent the association coefficient, the dissociation coefficient, and the reaction constant for branch migration, respectively, and are all positive constants. In Fig. 2 , the reaction indices are denoted above the arrows. The important features of Σ a are that the state u in the input layer is maintained at a proper level throughout the consumption-production cycle (C → I 1 · · · → I 5 → C), and that y is amplified to a desired level depending on the ratio of the initial concentrations of S and F.
DNA Comparator
The DNA comparator Σ c is a two-input, two-output reaction system that releases the output ssDNA OB 1 or OB 2 depending on which input ssDNA, C 1 or C 2 , has the larger concentration [16] . As shown in Fig. 3 , the system comprises four TMSDs and a DNA hybridization (HB), where S 1 and S 2 are the substrates, I ( * ) * and W ( * ) * the intermediate products, and F 1 and F 2 the fuel for Σ c .
Let the concentrations of S 1 , I
(1)
1 , W
1 , I
1 , F 1 , I
2 , OB 2 , W 12 , C 1 , and C 2 be defined by x i (i = 1, . . . , 21), u 1 , and u 2 , respectively. Then, the ordinary differential equation is given by where
, and y ∈ R 2 are the state, input, and output vectors, respectively. f c :
, and c c ∈ R 2×21 are defined as 
where k * represents the branch migration constant. As previously, k f * , k r * , and k * are all positive. In Fig. 3 , the reaction indices are denoted above the arrows.
Retroactivity Attenuation in Biomolecular Circuit
The modularity of a system is the most important property for consideration when an entire system is to be constructed through the integration of various subsystems. If the performance or function of a circuit changes noticeably when it is connected to other circuits and embedded in a system, i.e., compared to its operation in isolation, the system may not function normally or correctly. In electronic engineering, the input and output impedance characteristics of an electric circuit affect the circuit connectivity significantly. In such cases, as shown in Fig. 4 A, a standard rule for guaranteeing modularity is to de-sign the circuits so that they satisfy the resistance relations R
. As in the case of an electric circuit, the modularity of a designed biomolecular circuit must also be considered [9] , [10] . Figure 4 B shows a typical cascade of DNA reactions, in which the output u n of the upper u-system binds to x 1 in the input layer of the x-system and the complex x 2 is generated. Similarly, the output x n of the x-system binds to v 1 in the lower v-system and the complex v 2 is generated. In the following subsection, we employ the concept of "retroactivity attenuation" [9] in order to successfully construct a feedback control circuit. First, we briefly summarize the definition of this terminology.
Consider the following biomolecular system:
with initial conditions u(t 0 ), x(t 0 ), and v(t 0 ) where
, and h are smooth with respect to (u, x, v) . A ∈ R q×r , B ∈ R n×r , C ∈ R n×s , and D ∈ R p×s are constant matrices, and G 1 and G 2 are positive constants. Equation (5) is the general form of a biomolecular system in which r, which is called the "retroactivity to the input", represents the effect of the x-system on the upstream u-system when both systems are connected, and s, which is called the "retroactivity to the output", represents the effect of the lower v-system on the x-system. In contrast to the real physical quantities u and y, the signals r and s represent the observed effect. If the x-system is not influenced by the v-subsystem (s(x, v) = 0), we obtaiṅ
with initial conditions u is (t 0 ) = u(t 0 ) and x is (t 0 ) = x(t 0 ). Let x(t, 1/G 1 , 1/G 2 ) and x is (t, 1/G 1 ) be the unique solutions of the systems (5) and (6) with the constant parameters G 1 and G 2 for t ∈ [t 0 ,t f ] witht f > t 0 , respectively, in case we explicitly express the dependency of the constant parameters on the solution.
Definition 1 (retroactivity to the output attenuation property)
The system modeled by Eq. such that the following properties hold for
The definition of "retroactivity to the input attenuation property" is given in a similar manner [9] , [10] . The conditions for determining whether or not a system with the form given in Eq. (5) has retroactivity to the output attenuation property are given by Jayanthi and Del Vecchio [9] , and the method for evaluating the retroactivity to the input is also provided. The theory is based on the singular perturbation theory [17] , for which a technical highlight is the determination of the standard singular perturbation form of Eq. (5).
Retroactivity of a TMSD Cascade
Target Plant
Consider a TMSD reaction system Σ p such as that shown in Fig. 5 , in which C and OB are the input and output molecules (ssDNA), respectively, and I i (i = 1, 2, 3) are the intermediate products (dsDNAs), similar to the corresponding symbols defined in Subsection 3.1. Let the concentrations of S , I 1 , I 2 , I 3 , OB, and C be defined by x i (i = 1, . . . , 5) and u p , respectively. Then, Σ p is described by
where x = [x 1 , . . . , x 5 ] T ∈ R 5 , u p ∈ R, and y p ∈ R are the state vector and the input and output signals, respectively. f p :
, and c p ∈ R 1×5 are defined as
where the k f and k r terms have the same definitions as previously. All of the k terms are positive constants.
Motivating Example
In order to emphasize the difficulty of the control problem, we shall demonstrate the following motivating example. Given a plant with the form of Eq. (7), the control objective in Section 2.2 is re-expressed as follows. In a case where the error e(t) = r(t) − y p (t) is not available, a simple strategy for the feedback system construction is to use an on-off controller with Σ c , as shown in Fig. 6 . C 1 , C 2 , OB 1 , and OB 2 in Fig. 3 correspond to the reference values r, y p , u p , and u p in this system.ū p is the complementary sequence of u p and hybridizes the partner u p very quickly. In fact, the dynamics of hybridization are significantly faster than that of TMSD [15] . The behavior of the feedback system is summarized as follows: At first, because r > y p , Σ c generates a sufficient amount of u p to increase y p . For y p > r, u p decreases during the hybridization withū p because Σ c generatesū p . Figure 7 shows the simulation result for the feedback control system with the target reference level r(0) = r * = 1 nM, in which the physical parameters k f * , k r * , and k * are set to realistic values based on the free energy, in accordance with the study by Kobayashi et al. [3] (k f * = 0.003 nM −1 s −1 , k r * = 493 s −1 , and k * = 1 s −1 ). Note that the initial concentrations are set to S 1 (0) = S 2 (0) = F 1 (0) = F 2 (0) = 1000 nM in Fig. 3 and S (0) = 2000 nM and I 3 (0) = 1000 nM in Fig. 5 , with the other terms being set to 0 nM. Contrary to expectation, the regulator does not achieve the control objective, because y p does not approach the desired r * . In particular, it should be noted that r inconveniently decreases from the desired r(0) = r * over time [14] .
Why Does the Controller Fail to Regulate?
The central structure in Fig. 6 is the combinational and sequential use of the TMSD reaction illustrated in Fig. 4 . However, because u n , x 1 , and x 2 are mutually influenced by the association and dissociation reactions, the u-system is affected by the x-system, and its performance is altered when the x-system is connected to it. This is a retroactivity problem, which also occurs for the relation between the x-and v-systems. In this section, we attempt to clarify the retroactivity property of a cascade of TMSD reactions.
Consider a typical cascade of three TMSD reactions, as shown in Fig. 8A , in which the input G and the output Y of the x-system are connected to the u-and v-systems, respectively. Assuming that U has a time-varying rate k(t), which is introduced for the sake of simplicity in the following derivations according to the similar technique in [9] , [10] , and decays at a rate k f , the system is modeled by 
where U, G, G 0 , G , G * , Y, H, and H 0 ∈ R are state variables and k(t) is assumed to be smooth and Lipschitz continuous for all t ∈ R + . It should be noted that the decay rate of U is approximated by k f in the u-system, followed by the formulation −k f U on the right-hand side of the first ordinary differential equation. Now, we introduce the following assumptions:
k r 4 , and (iv) physical parameters k f * and k r * and initial concentrations G(0), Y(0), and H(0) can be given arbitrarily as design parameters.
Here, T v is the total concentration of the v-system. The first claim is naturally satisfied in the TMSD reaction from the viewpoint of the thermal dynamics of DNA hybridization [3] . In the second claim, this implies that an overly heavy T v should be avoided. In the third assumption, because the design of the length of the toehold sequence in a TMSD reaction has less freedom, we assume a similar value for k r * . From the conservation law, the total T x , T y , and T v are given by 
Next, we transform Eq. (10) into the standard singular perturbation form in order to investigate the retroactivity property in accordance with the method of Jayanthi and Del Vecchio [9] . To this end, we require the following (unrealistic) technical assumptions. Note that Assumption 2-(ii) in particular contradicts Assumption 1-(iii): Assumption 2 (unrealistic) (i) k r 3 k r 1 k r 4 and (ii) k f 3 T x k r 1 . Under Assumptions 1-(i), 1-(ii) , and 2, there exist linear coordinate transformations z = α z (u, x) and y = α y (x, v) such that the system given in Eq. (10) is transformed into the standard singular perturbation forṁ
Proposition 1
, and 1 , 2 1 are positive and small perturbation parameters. The vector fields
, andh : R 3 × R → R are smooth and Lipschitz continuous for all t ∈ R + and are given bȳ
, and
Proof: First, the system given in Eq. (9) can be transformed into the form of Eq. (5) 
Next, using Assumption 2, we can find T , M, Q, and P such that they satisfy the properties P1 and P2 defined by Jayanthi and Del Vecchio [9] :
T . Then, the linear coordinate transformations are given by α z (u, x) = T u + Mx and α y (x, v) = Qx + Pv, which leads to the system given in Eqs. (11)- (13) .
We can now investigate the retroactivity property.
Theorem 1 If Assumptions 1-(i), 1-(ii), 1-(iv)
, and 2 are satisfied, then the system given in Eq. (9) has retroactivity to the input and output attenuation properties.
Proof: First, we consider the retroactivity to the output attenuation. The proof proceeds according to the main theorem given by Jayanthi and Del Vecchio [9] , which provides a sufficient condition for a system to have retroactivity to the output attenuation property described in Definition 1. In our case, because G 1 G 2 from Assumption 2, we must ensure that the following conditions are satisfied: (i) v = φ 1 (y) is the unique solution ofh(y, v) = 0 and is Lipschitz continuous; (ii) y = φ 2 (z) is the unique solution off (z, y, φ 1 (y)) = 0 and is Lipschitz continuous; (iii) x = φ x (z) is the unique solution of
For conditions (i)-(ii), the unique solutions are given by
respectively, where
It is noted that + √ · · · cannot be a solution and the square root always has a real and positive value for all t ∈ R + . Condition (iii) is shown in a similar manner to (ii), with the y 3 (0) on the right-hand side of Eq. (20) being replaced by x 3 (0). For condition (iv), we obtain
By substituting the solutions from Eqs. (19) and (20) into Eq. (21) and applying the Routh stability criterion for the characteristic equation |sI − J| = 0, we can show that all the first column elements of the Routh array are positive for all t ∈ R + . This indicates that J y,v is uniformly Hurwitz for z ∈ D z . In a similar manner, it can be shown that J x is uniformly Hurwitz for z ∈ D z , which completes the proof regarding the retroactivity to the output attenuation property. Next, we investigate the retroactivity to the input attenuation property. According to Jayanthi and Del Vecchio [9] , ∂γ x (u)/∂u can be employed as an index of the retroactivity to the input, where γ x (u) is a solution of Br(x, u) + f (x, u) = 0. Further, by choosing the system parameters so as to reduce the index, the retroactivity to the input attenuation property can be improved. In this case, we have
From Assumtion 1-(iv), for any given * > 0, because the values of K d 1 , T x , T y , and x 3 (0) can be given to satisfȳ Theorem 2 If Assumption 1 is satisfied, then the system given by Eq. (23) has retroactivity to the input and output attenuation properties.
Proof:
Although we omit the proof here because of space restrictions, it is derived in a similar manner to Theorem 1. In this system, the index for the retroactivity to the input is given by
No unrealistic conditions are required in order to improve the retroactivity to the input; the larger the designed dissociation constants, the more the retroactivity to the input and output attenuation properties is improved. Figure 10 shows the time-course plots of U(t) and Y(t) in Fig. 8 B for Case 1, indicating that the effects of the x-and vsystems on their upper u-and x-systems are extremely small. Therefore, as regards the retroactivity, it would be more appropriate for the DNA circuit to utilize the TMSD reaction structure with recycling.
Controller Design with DNA Reactions
On-Off Controller with Zhang Amplifier
Now, we can propose our controller design based on the analyses conducted in the previous sections. The technical highlight of our design is that the amplifiers Σ a are inserted at the rear of Σ S and Σ p to improve the modularity by attenuating the retroactivity effect, respectively. A block diagram of the closed-loop system is illustrated in Fig. 11 . Because of the fine retroactivity property of the amplifier with recycling mechanism in Fig. 2, r(t) starting from the initial concentration r * is maintained at close to the desired level for a certain period of time. Similarly, the retroactivity property of Σ p is also improved with Σ (p) a . Σ c outputs either u p orū p depending on which concentration is larger between r and y p , because u p and its complementary sequenceū p hybridize significantly faster than the TMSD dynamics. Figure 12 shows a simulated result for the proposed feedback control system with k f * = 0.003 nM −1 s −1 , k r * = 493 s −1 , and k * = 1 s −1 ) for the kinetic constants, S 1 (0) = S 2 (0) = 1000 nM and F 1 (0) = F 2 (0) = 10000 nM for Σ c , S (0) = 2000 nM and I 3 (0) = 1000 nM for Σ p , and S (0) = 1000 nM and F(0) = 10000 nM for Σ a ; the other initial concentrations are set to 0 nM. r * is set to 1.0, 2.0, and 0.5 nM at t = 0, 1 × 10 4 , and 2 × 10 4 s, respectively, as plotted by the dashed line, indicating that: (i) r is appropriately maintained at close to r * , unlike the behavior of r in Fig. 7 ; (ii) y p is regulated to r * ; and (iii) the error signal reveals the successful regulation. Fig. 13 ), (i) the regulator performance is poor and (ii) severe parameter tuning is required to achieve this regulation. Alternatively, a structure with an additional amplifier between Σ c and Σ p can also work well. However, the performance of this structure is similar to that of the structure in Fig. 11 in spite of the requirements of the DNA sequence design for the additional amplifier. Therefore, we propose that the feedback circuit in Fig. 11 is an appropriate solution for realization of the control objective in this study.
As mentioned in Section 2, because Σ ( * ) a and Σ c can only function with a sufficient supply of substrates and fuels, the realized perfect regulation is limited for a certain period of time. Figure 14 demonstrates performance degradation of the control system for a long-term simulation, where y p gradually decreases to zero as S used as fuel in Σ (r) a decreases to zero. r is maintained at approximately r * . It is confirmed that the perfect regulation of y p to the desired reference level can continue for a long period of time if all the substrates S * and the fuel F * in the entire system are not consumed. It is easy to simulate such an ideal situation by setting the time derivatives of these components to zero.
Stability Property
The proposed system shown in Fig. 11 is comprised of 48 state variables, including 10 waste-DNA terms. The correspondence relation of the state variables is denoted in Fig. 11 . Eight of these variables (x 9 , x 14 , x 19 , x 24 , x 26 , x 27 , x 32 , and x 42 ) can be removed from the ordinary differential equations, because they are not involved in any reactions once they are generated. However, the variables representing the waste W in Fig. 2 (x 37  and x 47 ) should be retained. Then, the 40-dimensional system Σ whole is described bẏ 16 x 10 x 20 , 13 ), Proof: This claim is directly supported by the fact that a biomolecular system comprised of association and dissociation reactions belongs to the class of positive second-order systems [13] . In addition, it can be easily shown that the system given by Eq. (28) is transformed into the standard form of a positive second-order system defined in [13] as follows: For all i = 1, . . . , 40, there exist a matrix A 0 ∈ R 40×40 and a symmetric matrix A i ∈ R 40×40 such thaṫ Although rich results can be obtained for linear positive systems, management of the stability and control problems of nonlinear positive systems remains a challenge. Fortunately, recent progress on stability theory for positive second-order systems provides us with a sufficient stability condition, which is obtained by employing a Lyapunov function [13] . Therefore, we next evaluate the stability of Σ whole by constructing a Lyapunov function for a positive second-order system.
Theorem 3
Consider the positive second-order system Σ whole . Then, the origin of the system is stable in a Lyapunov sense.
Proof: From Proposition 3, Σ whole is transformed into a standard-form second-order system (29). By arranging the elements of A 0 and A i (i = 1, . . . , 40) appropriately, we obtain the following new expression for the systeṁ 
and rc(A i ) denotes an appropriate arrangement of elements in A i . Let a Lyapunov function candidate be defined by
where p ∈ R 40 is a constant vector, the elements of which are all positive. If we can find a vector p such thaṫ 
which implies that
Because the solution Ξ of Σ whole is always non-negative, Eq. (37) leads to p T A a Ξ ≤ 0 for all x, which completes the proof.
Conclusions
In this study, we considered a feedback controller that can regulate the concentration of a target ssDNA to a desired level. Interestingly, the simple strategy of using a comparator only as a regulator is inapplicable to a DNA reaction system, because of the modularity (retroactivity) problem. Thus, we demonstrated that the insertion of an amplifier gate between two circuits is a satisfactory solution that improves the retroactivity of the entire system. We then proposed a DNA comparator-based controller with these amplifiers and theoretically confirmed the stability of the closed-loop system using the Lyapunov stability theory for a second-order positive system.
