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Software spielt heutzutage eine sehr große Rolle. Mit jeder neuen Funktionalität zum
Beispiel in einem modernen Fortbewegungsmittel und in einer neuen smarten Lösung für
den Alltag steigt die Menge an Codezeilen und deren Komplexität. Allein die Boeing 787
besitzt 14 Millionen Codezeilen [9]. Neben dem Code wachsen auch Anforderungsdoku-
mente, Testfälle und andere zugehörige Softwareartefakte. Ein heutiges Oberklassefahr-
zeug besteht unter anderem aus 100 Millionen Codezeilen. Diese Masse an Software muss
gewartet, verbessert und erweitert werden können. Eine Studie zeigt, 40% der Produk-
tionskosten entfallen auf die Softwareentwicklung eines Autos [8]. Wie kann bei so viel
Software der Überblick bewahrt werden? In welchem Stand befindet sich ein Software-
projekt? Welche Änderungen können welche Auswirkungen nach sich ziehen? Diese und
viele weitere Fragen sind für alle Beteiligten relevant, unabhängig davon, ob sie direkt
mit dem Source Code arbeiten müssen oder nicht.
Zur Klärung dieser Fragen kann Traceability stark beitragen. Aber was ist Traceability
eigentlich? Im Allgemeinen sind Traceability Verknüpfungen, so genannte Trace-Links
zwischen den unterschiedlichen Softwareartefakten. Dank dieser Trace-Links kann bei-
spielsweise von einer Anforderung direkt zu dem Codeblock gesprungen werden, welcher
diese implementiert. Was Traceability in Bezug auf ein Softwareprojekt bedeutet, lässt
sich anhand einer Metapher kurz und deutlich erklären.
Hochhaus-Metapher - Die Durchführung eines Softwareprojektes mit ei-
ner Traceability-Strategie kann ebenso auf den Bau von Hochhäusern über-
tragen werden. Der Ausgangspunkt ist ein großes Grundstück als Basis für
ein Softwareprojekt. Für jedes Softwareartefakt, wie beispielsweise die Anfor-
derungsdokumentation und der Source Code selbst, entsteht je ein Hochhaus
auf diesem Grundstück. Typischerweise wächst zu Beginn das Hochhaus der
Anforderungsdokumentation stark, Etage um Etage und damit Anforderung
um Anforderung. Etwas versetzt wird auch mit dem Bau des Source-Code-
Hochhauses begonnen. Jedes Hochhaus für sich kann alleine stehen. Dennoch
können sie viel stabiler und langlebiger sein, wenn sie durch Brücken, den
Trace-Links, miteinander verbunden sind. Ebenso stellen Brücken eine große
Zeitersparnis dar. Eine Person gelangt direkt vom Anforderungshochhaus in
das Source-Code-Hochhaus, ohne sich durch verschiedene Etage arbeiten zu
müssen. Somit können direkte und schnelle Verbindungen geschaffen werden.
Die Voraussetzung dafür ist jedoch, dass alle Hochhäuser eines Softwarepro-
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jektes kontinuierlich weitergebaut werden. Somit sind alle Häuser gleich hoch
und keines bleibt zurück. Damit entsteht eine sehr stabile Konstruktion, wel-
che höher gebaut werden kann, als ein einzelnes Hochhaus.
Abbildung 1.1: Hochhaus-Metapher
Die Hochhaus-Metapher beschreibt ein Szenario, in dem Traceability bereits während
des Entstehungsprozesses in das Projekt integriert wird. Eine weitere und aktuell sehr
häufig verwendete Variante ist das Finden von Trace-Links in einem bestehenden Softwa-
reprojekt. Mehr zu den unterschiedlichen Recovering Methoden ist im Kapitel 3 zusam-
mengetragen. Aktuell gibt es noch keine fehlerfreie Standardmethode in diesem Bereich
[36]. Eine Vielzahl dieser Vorgehen orientiert sich an dem Suchen und Finden ähnlicher
Bezeichnungen in den Anforderungsdokumenten und dem Source Code. Dieser Abgleich
wird jedoch zunehmend ungenauer, je mehr Sprachen innerhalb eines Softwareprojek-
tes verwendet werden. Daher wird in dieser Arbeit eine Methode gesucht, welche sich
ausschließlich an Strukturinformationen in den einzelnen Softwareartefakten orientiert.
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1.1 Motivation - Warum Traceability?
Im vorangegangenen Abschnitt wurde bereits Bezug auf die Automobilindustrie und die
Flugzeugproduktion genommen. Diese und weitere Beispiele zeigen, dass Software immer
stärker in sicherheitsrelevante Bereiche vordringt. An dieser Stelle verlangt beispielswei-
se der ISO 262626 Standard [49] eine Nachverfolgbarkeit zwischen sicherheitsrelevanten
Anforderungen und deren Umsetzung im Source Code [12]. In diesen Projekten ist Tra-
ceability bereits ein fester Bestandteil. Traceability kann darüber hinaus auch in anderen
Bereichen unterstützen, wie die Verbesserung des Codeverständnisses oder das Feststellen
des Projektstandes.
An Hochhäusern, wie in der Hochhaus-Metapher, lässt sich der Stand eines Projektes
auch für Nichtbaufachleute erkennen. Bei einem Softwareprojekt ist das hingegen schwie-
riger. Daher wird hier oft auf subjektive Einschätzungen der Entwickler zurückgegriffen.
Mit Hilfe von Traceability lässt sich zudem ein objektives Bild schaffen, ohne aufwendige
Tests durchzuführen. Dafür wird das Verhältnis zwischen Anforderungen mit Trace-Links
zu allen Anforderungen betrachtet [30] [12]. Das vereinfacht beispielsweise die Wieder-
aufnahme eines Softwareproduktes und die Kommunikation zwischen dem Auftraggeber
und einer Softwareentwicklungsfirma und beugt somit Konfliktsituationen vor.
Auch aus der Sicht der Source-Code-Kenner kann Traceability ein hilfreiches Werkzeug
darstellen. Eine Studie hat gezeigt, dass Programmierer 70% ihrer Zeit zum Verstehen des
Codes benötigen, 20% fallen auf das Lösen des Problems und nur 10% werden wirklich
für das Schreiben des Codes benötigt [27]. Das bedeutet, im überwiegenden Teil der
Zeit werden Fragen beantwortet wie: Wozu dient diese Methode? oder Wo wurde diese
Anforderung umgesetzt?. Diese und weiter Fragen lassen sich durch gut gepflegte Trace-
Links schnell beantworten. Damit trägt Traceability zum schnelleren Code-Verständnis
bei und kann die aktuell benötigten 70% des Suchens und Verstehens verringern. Diese
Zeiteinsparung kommt auch den anfallenden Kosten zugute [12].
Anhand von Trace-Links ist es darüber hinaus auch möglich, Impact Analysen durchzu-
führen. Je nach Umfang des Trace-Link-Netzes können Auswirkungen von Änderungen
bis in die Anforderungen selbst oder in die Testfälle hinein nachverfolgt werden [12].
Ebenso lässt sich auch die Testabdeckung allgemein bestimmen.
Doch würden sich alle diese Probleme nicht bereits mit der Verwendung einer Versions-
verwaltung lösen? Mit Hilfe dieser lassen sich bereits Verknüpfungen zwischen Source
Code und Anforderungsticket eines Ticketsystems herstellen. Bereits 87,2% von über
100.000 Befragten verwenden Git als Versionsverwaltung [15]. Dennoch wurde bei ei-
ner Analyse von sechs Open-Source-Projekten festgestellt, dass nur 60% der Commits
Ticket-IDs enthielten. Auf diese Methode wird im Abschnitt 3.3.4 eingegangen. Damit




Viele der Recovering Methoden basieren auf dem Vergleich der Worte, um Links zwi-
schen Softwareartefakten zu schaffen. Diese Methode ist meist sehr ungenau oder gar
nicht möglich, sobald unterschiedliche Bezeichnungen, Namensgebungen oder gar un-
terschiedliche Sprachen innerhalb eines Software-Systems zum Einsatz kommen. Diese
Arbeit beschäftigt sich näher mit dieser Schwachstelle und versucht, Strukturinforma-
tionen der einzelnen Artefakte auf Abgleichskriterien zu analysieren. Dafür soll einer
Fachperson, welche für das Finden und Bewerten von Trace-Links zuständig ist, eine
Hilfsanwendung zur Verfügung gestellt werden. Diese Anwendung stellt der Fachperson
Visualisierungen der Strukturinformationen und umfangreiche Informationen zur Verfü-
gung. Folgende Forschungsfragen sollen im Laufe dieser Arbeit untersucht werden:
Forschungsfrage 1 - Welche Strukturinformationen der einzelnen Artefakte
unterstützen die Trace-Link-Findung?
Forschungsfrage 2 - Welche Visualisierungsform der Strukturinformationen
unterstützt die Trace-Link-Findung?
Forschungsfrage 3 - Welche Anforderungen sollte eine solche Hilfsanwen-
dung erfüllen?
Die zu entwickelnde Anwendung dient in erster Linie einer Fachperson, welche für das
Finden und Bewerten von Trace-Links zuständig ist. Eine solche Fachperson wird be-
schäftigt, wenn es um die Analyse und Aufbereitung von Software-Projekten geht. Meist
hat vorher eine nicht ausreichende oder gar keine Traceability-Strategie existiert. Da-
her soll diese Hilfsanwendung bei der Erstellung eines Status Quo unterstützen, um den
Stand des Softwareprojektes zu analysieren. Darauf kann für die Weiterentwicklung eine
Traceability-Strategie aufgebaut werden.
1.3 Aufbau der Arbeit
Um einen einheitlichen Ausgangspunkt für die Arbeit zu schaffen, werden zu Beginn not-
wendige Begrifflichkeiten geklärt. Anschließend folgt das Thema Traceability und dessen
Bedeutung, Herausforderungen und Einsatz in der Realität. Dieses Kapitel 3 beinhaltet
eine Auswahl an Traceability Link Recovering Methoden (TLR). Es schließt mit einem
Vergleich dieser Methoden ab. Es folgt eine Analyse aktueller Werkzeuge, welche Tra-
ceability im Softwareentwicklungsprozess aktiv unterstützen. Hier wird besonders unter-
sucht, welche Informationen in der Praxis pro Trace-Link benötigt werden, auf welchen
zentralen Anforderungen diese Anwendungen basieren und ob sie eine TLR unterstützen.
Das Kapitel 5 greift diese Traceability Werkzeuge erneut auf, um sie auf ihre Visualisie-
rungsformen zu untersuchen. Dabei werden ebenfalls bisherige wissenschaftliche Arbeiten
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analysiert, welche sich auf die Visualisierung von Trace-Links spezialisiert haben. Der an-
schließende Teil beschäftigt sich mit der praktischen Umsetzung eines Analysewerkzeu-
ges zur Trace-Link-Findung, basierend auf der Visualisierung von Strukturinformationen.
Dafür werden wichtige Anforderungen an ein solches Werkzeug auf Basis der bisherigen
Analysen zusammengetragen. Es folgt die Konzeption, Implementierung und Evaluati-
on der Anwendung. Den Abschluss der Arbeit stellt eine allgemeine Zusammenfassung
dar. Hier werden die drei zentralen Forschungsfragen zusammenfassend beantwortet und
anschließend auf mögliche nächste Schritte und Aussichten eingegangen.
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2 Grundlagen & Begriffsklärungen
Dieses Kapitel stellt eine Grundlage für die nachfolgende Arbeit dar. Es werden Begriff-
lichkeiten geklärt, auf welche im späteren Lauf der Arbeit zurückgreifen wird.
2.1 Softwareartefakt
Ein Artefakt ist, laut Definition 1 ein Bestandteil eines Software-Systems. Um den Begriff
Artefakt eindeutig zu bezeichnen, wird in der Arbeit die Bezeichnung Softwareartefakt
verwendet.
Definition 1. “An artifact is a piece of information produced or modified as part of the
software engineering process. Artifacts take a variety of forms including models, docu-
ments, source code, test cases, and executables. Such artifacts, in whole or in part, form
the traceable objects of the system. [...]” [10]
Je nach Vorgehensmodell (z.B. V-Model-XT) können die benötigten Softwareartefakte
variieren. Folgende Artefakte lassen sich jedoch in nahezu jedem Softwareprojekt wieder-
finden [30]:
• Anforderungsdokumentation (Lastenheft)
• fachliches Lösungskonzept (Pflichtenheft)
• technisches Lösungskonzept (Entwurfsmodelle)
• Source Code
• Testfälle (Tabellen)
Für diese Arbeit wird überwiegend auf die Softwareartefakte, Anforderungsdokument und
Source Code zurückgegriffen.
2.2 Softwareprojekt
Ein Softwareprojekt besteht aus der Summe seiner Softwareartefakte. Zur Konzeption
und Durchführung eines Softwareprojektes gehören verschiedene Phasen, Disziplinen und
15
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eine Vielzahl an Personen mit festgelegten Rollen. Das hat zur Folge, dass sich verschie-
dene Sichtweisen auf das zukünftige Softwareprodukt ergeben. Diese werden in unter-
schiedlichen Softwareartefakten festgehalten. Nachfolgend ist ein Auswahl verschiedener







Jahrelange Erfahrungen zeigen auf, dass ein Softwareprodukt seltenst als ’fertig’ bezeich-
net werden kann. Bereits während des Entwicklungsprozessen können sich die Anforde-
rungen des Kunden an das spätere Softwareprodukt ändern. Ebenso fallen nach der Pro-
jektdurchführung Wartungsaufgaben an. Diese kontinuierliche Weiterentwicklung führt
zu ständigen Änderungen und Anpassungen des Softwareproduktes und neuen Projek-
ten. M. M. Lehmann bezeichnete diesen Vorgang als Software Evolution [26]. Dabei
sollte nicht nur der Source Code selbst geändert und angepasst werden, sondern alle zum
Softwareprodukt gehörenden Softwareartefakte. Neue Anforderungen müssen in die An-
forderungsdokumentation aufgenommen werden und die Erweiterung von Testfällen ist
nötig. Denn bereits Inkonsistenzen zwischen den Softwareartefakten führen zum Verfall
des Softwaresystems.
Um Inkonsistenzen zu vermeiden ist es nötig, bei Änderungen alle in Relation stehenden
Softwareartefakte entsprechend anzupassen. Das kann ein sehr zeit- und ressourcenin-
tensiver Prozess sein. Daher ist eine Automatisierung oder wenigstens eine Teilautoma-
tisierung angebracht. Als Grundlage dafür bietet es sich an, Artefakte miteinander zu
verlinkten [29]. Dies fällt in den Bereich der Traceability, welcher im Kapitel 3 tieferge-
hend behandelt wird.
2.3 Vollständigkeit eines Softwareprojektes
Die Frage nach der Vollständigkeit oder auch dem Stand eines Softwareprojektes wird oft
gestellt. Beispielsweise interessiert sich der Kunde während eines Entwicklungsprozesses
für den Stand der Software. Ein weiteres Szenario tritt auf, wenn ein Softwareprodukt
nach längerer Zeit weiterentwickelt werden soll. Besonders für die Firma, welche für die
Weiterentwicklung zuständig ist, stellt sich die Frage, was bisher umgesetzt worden ist.
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Für beide Szenarien müssen zur objektiven Beantwortung alle Softwareartefakte genau-
er untersucht werden. Die Frage nach der Vollständigkeit lässt sich in zwei Teilfragen
ausdrücken:
1. Welche Softwareartefakte gehörten zu einem vollständigen Software Projekt?
2. In welchem Zustand gelten die Softwareartefakte als vollständig?
Die erste Frage kann bereits aus den vorherigen Abschnitten geklärt werden. Die Zusam-
menstellung der Softwareartefakte ist abhängig vom verwendeten Vorgehensmodel (z.B.
V-Model-XT). Um Konsistenz im Softwareprojekt zu wahren, müssen bei jeder Anpas-
sung alle betroffenen Softwareartefakte entsprechend angepasst werden [26]. Traceability
kann genau diese Konsistenz langfristig unterstützen. Mehr dazu wird im nachfolgenden
Kapitel 3 erläutert.
Zur Beantwortung der zweiten Frage ist Konsistenz zwischen den einzelnen Softwarearte-
fakten Voraussetzung. Anschließend gilt es, den Fertigstellungsgrad der Software relativ
zum Ziel des Projekte zu beurteilen. Das Ziel des Projektes ergibt sich hierbei aus der
Summe aller funktionalen und nichtfunktionalen Anforderungen. Dafür ist eine Analyse
aller Softwareartefakte notwendig. Für jede Anforderung muss die Umsetzung kontrol-
liert und bewertet werden. Dieser Prozess ist meist sehr zeitaufwendig und damit auch
mit hohem Kostenaufwand verbunden [30].
Wenn Traceability bereits vollständig im Projekt integriert wurde, ist es möglich, Zeit
und Kosten einzusparen. Automatisiert kann die Umsetzung einer Anforderung in den
einzelnen Softwareartefakten kontrolliert werden. Die Überprüfung der korrekten Um-
setzung findet anschließend mit Hilfe der Testfälle statt. Auf Traceability wird in den
nachfolgenden Kapiteln tiefer eingegangen.
Die Vollständigkeit eines Softwareprojektes hat eine Vielzahl an natürlichen Feinden. Ei-
ner der größten Feinde stellt hier die Einsparung von Kosten dar [30]. In der Realität
herrscht eine große Konkurrenz in der Softwareentwicklung. Folglich gilt es für Unterneh-
men, wettbewerbsfähig zu sein. Dafür wird versucht, Zeit und Kosten einzusparen, meist
zu Lasten der Softwarequalität. Eine Folge dessen ist, dass Lösungskonzepte nur wenig
bis gar nicht beschrieben werden und nur wenige bis keine Testfälle vorhanden sind. Im
Hinblick auf die erste Frage ist das Softwareprojekt damit unvollständig. Dennoch kann
die zweite Frage mit Hilfe des Anforderungsdokumentes und dem Source Code beantwor-
tet werden. Wenn alle Anforderungen im Source Code umgesetzt worden sind, kann das




Für einen besseren Einstieg beginnt dieses Kapitel mit der Bedeutung von Traceability,
dessen Ziele und Herausforderungen für große, wie auch für mittlere und kleine Soft-
wareprojekte. Ebenso wird die aktuelle praktische Umsetzung in der Industrie genauer
betrachtet und welche Probleme auftreten. Anschließend folgt eine Vorstellung verschie-
dener Traceability Recovering Methoden.
3.1 Bedeutung von Traceability
Traceability stammt ursprünglich aus dem Anforderungsmanagement [54]. In Bezug auf
Software beschreibt es die Nachverfolgbarkeit oder Nachvollziehbarkeit zwischen festge-
legten Bestandteilen der Softwareartefakte [19]. Dafür werden Trace-Links zwischen zwei
Trace Artefakten erstellt, welche als Spur zur Nachverfolgbarkeit dienen.
Definition 2. Trace Artifact is “a traceable unit of data [...]. A trace artifact is one of
the trace elements and is qualified as either a source artifact or as a target artifact when
it participates in a trace. The size of the traceable unit of data defines the granularity of
the related trace.” [12]
Definition 3. Trace-Link is “a specified association between a pair of trace artifacts,
one comprising the source artifact and one comprising the target artifact. The trace link
[...] may or may not be annotated to include information such as the link type and other
semantic attributes. [...]” [12]
Beide Definitionen (2 und 3) lassen darauf schließen, dass ein Trace-Link ein gerichteter
Link ist. Die zusätzlichen Link-Informationen sind meist richtungsabhängig. Dennoch
kann vom Nutzer der Link für beide Richtungen verwendet werden. Dies bedeutet, der
Nutzer kann vom Ausgangsartefakt zum Zielartefakt springen und wieder zurück [12].
Traceability ist ein Qualitätskriterium in vielen Softwareprojekten und kann darüber
hinaus den Entwicklungsprozess maßgeblich unterstützen. Zu den Zielen wird nachfolgend
im Abschnitt 3.1.1 genauer eingegangen.
Traceability umfasst ein großes Gebiet in der Softwareentwicklung. Begonnen von der un-
tersten Ebene, beschreibt es die Beziehungen zwischen beispielsweise einer geschriebenen
Anforderung und deren Umsetzung im Source Code. Die oberste Ebene umfasst nicht
nur die Software-Artefakte, sondern auch alle Beteiligten und den Entwicklungsprozess
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selbst. Dafür ist eine Traceability-Strategie zuständig. Diese unterstützt Entscheidungsfin-
dungen, hilft bei der Planung und bei dem Traceability Management durch den gesamten
Entwicklungsprozess hindurch [36] [20] [12].
Definition 4. Traceability strategy are “those decisions made in order to determine the
stakeholder and system requirements for traceability and to design a suitable traceability
solution, and for providing the control necessary to keep these requirements and solutions
relevant and effectiv during the life of a project. Traceability strategy comprises traceability
planning and traceability management activities” [12]
Definition 5. “Traceability Management is the planning, organization, and coordi-
nation of all tasks concerned with traceability. This includes, for example, the creation,
maintenance, and use of Trace-Links.” [55]
Zurück zur untersten Ebene gibt es zwei Varianten, wie Trace-Links erstellt werden kön-
nen. Die einfachere und bessere der beiden ist die Erstellung von Trace-Links während
des Entwicklungsprozesses. Dafür gibt es zusätzliche Programme, welche die Linkerstel-
lung zwischen verschiedenen Software-Artefakten unterstützen. Eine Auswahl solcher
Programme wird im Abschnitt 4 vorgestellt und miteinander verglichen. Voraussetzung
dafür ist eine bestehende Traceability-Strategie, mit einer entsprechenden Vorgehensweise
für alle Beteiligten [28].
Dennoch scheitert es in der Praxis meist an dieser Voraussetzung. Die zweite und schwe-
rere Variante der Trace-Link-Erstellung ist das Finden der Zusammenhänge zwischen den
Software-Artefakten, nachdem die Entwicklung statt gefunden hat. Dieses Vorgehen wird
auch als Traceability Link Recovery (TLR) bezeichnet [25]. Es ist ein oft verwendetes Vor-
gehen, um beispielsweise alte Softwaresysteme zu analysieren oder um diese langfristig
warten und erweitern zu können. Nur wenige der etablierten Traceability Anwendungen
unterstützen das TLR mit einem zufriedenstellenden Ergebnis. Meist ist eine zusätzliche
und aufwendige Aufbereitung der Softwareartefakte im einzelnen Voraussetzung, um ein
TLR durchzuführen. Viele wissenschaftliche Arbeiten beschäftigen sich mit verschiedenen
TLR-Methoden. Eine Auswahl dieser wird in Abschnitt 3.3 vorgestellt und verglichen.
Neben der Erstellung der Trace-Links muss auch die Wartung und Pflege der Links be-
rücksichtige werden. Wie bereits im Abschnitt 2.2 beschrieben, ist ein Softwareprojekt
ständigen Verbesserungen und Anpassungen ausgesetzt. Sehr häufig werden dabei die
Anforderungen bearbeitet, beispielsweise vom Kunden selbst, wenn eine neue Funktio-
nalität gefordert wird. Dabei ist speziell das Requirements Traceability betroffen, welches
nachfolgend in der Definition 6 erklärt ist. Es soll möglich sein, von der Anforderung zum
Code (Forward Tracing) und von dem Code zur Anforderung (Backward Tracing) zu ge-
langen. Folglich verändern sich Trace-Links, es entstehen neue Links oder alte sind nicht
mehr vorhanden. Daher müssen die Trace-Links dem Vorgang der Software Evolution fol-
gen. Dies kann manuell bewältigt werden, was jedoch zeit- und kostenaufwendig ist [21].
Im Optimalfall passen sich die Links weitestgehend automatisiert an. Einige Traceability-
Programme verwenden Meldungen, welche dem Beteiligten mitteilen, dass noch weitere
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Artefakte durch eine Änderung betroffen sind. Damit wird der Beteiligte gegebenenfalls
daran erinnert, auch den Trace-Link anzupassen. Eine Auswahl dieser Programme wird
im Abschnitt 4 erläutert.
Definition 6. “Requirements Traceability refers to the ability to describe and follow
the life of a requirement, in both a forwards and backwards direction (i.e., from its origins,
through its development and specification, to its subsequent deployment and use, and
through all periods of on-going refinement and iteration in any of these phases).” [21]
3.1.1 Traceability Ziele
Das Thema Traceability ist eng mit der Planung, Durchführung und Wartung von Soft-
ware verwoben. Daher ist an dieser Stelle die Frage nach dem Warum zu klären. Aus der
Hochhaus-Metapher (Abschnitt 1) lassen sich viele Ziele bereits ableiten, wie beispiels-
weise Stabilität, Langlebigkeit und das Unterstützen direkter, schneller Wege. In diesem
Abschnitt wird erläutert, wie genau Traceability dazu beiträgt. Dabei kristallisieren sich
verschiedene Bereiche heraus.
Qualitätsverbesserung
Ein Faktor für Stabilität ist die hohe Qualität der einzelnen Bestandteile und den Ver-
bindungen dieser. Traceability trägt zur Qualitätsverbesserung und -sicherung bei [29] [2]
[19] [54]. Um einen Trace-Link zwischen zwei Entitäten zu erstellen, müssen diese aufein-
ander abgestimmt und konsistent sein. Beispielsweise verweist eine Anforderung auf einen
Source Code Block und umgekehrt. Wenn weder die Anforderung noch der Code Block
einen Link besitzen, bedeutet es, dass hier gegebenenfalls Verbesserungsbedarf besteht.
Entweder wurde die Anforderung noch nicht implementiert, oder der Source Code besitzt
noch keine Dokumentation. In beiden Fällen sind die Projektmitarbeiter zum handeln
angehalten, um die Konsistenz der einzelnen Artefakte zueinander wieder herzustellen
[29]. Bezogen auf die Hochhaus-Metapher bedeutet dies, dass alle Häuser miteinander
verbunden und gleich hoch sind. Das erzeugt Stabilität.
Sicherheitsanalyse
Stabilität geht mit Sicherheit einher. Sicherheitsrelevante Softwaresysteme stehen unter
strengen Vorschriften und regelmäßiger Überwachung. Einige dieser Vorschriften sind
im ISO 262626 Standard Road vehicles - Functional safety [49] festgehalten. Es verlangt
unter anderem, dass bestimmte sicherheitsrelevante Anforderungen im Source Code nach-
verfolgbar sein sollen. Ebenso ist die Automobilindustrie dazu gezwungen, Traceability
in ihren Softwareprojekten und -produkten zu etablieren und langfristig zu erhalten [36].
Unabhängig von Vorschriften ist es möglich, mit Hilfe einer gut etablierten Traceability,
Sicherheits- und Auswirkungsanalysen durchzuführen. Damit kann auf umfangreiche und
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ressourcenfressende Tests verzichtet werden [40] [36]. Analog dazu sind Abdeckungsanaly-
sen möglich, um beispielsweise die Testabdeckung in einem Softwareprojekt zu bewerten
[40] [2].
Beschleunigung des Wartungs- / Entwicklungsprozesses
Die Beschleunigung des Wartungs- und Entwicklungsprozesses gilt besonders für die Pro-
grammierer selbst. Sehr häufig sind die Personen, welche die Software entwickelt haben,
nicht die, welche sie langfristig warten oder gegebenenfalls erweitern müssen [3] [36].
Das bedeutet, ein neuer Programmierer sollte sich möglichst schnell und problemlos in
die Software einarbeiten können. Ebenso ist es für das Verständnis eines Code Blocks
hilfreich, in die entsprechende Anforderung oder Spezifikation zu springen.Trace-Links
ermöglichen das schnelle Springen zwischen beispielsweise einem Code Block und der
passenden Anforderung. Damit unterstützt Traceability das Systemverständnis. Ebenso
kann bei Anpassungen oder Erweiterungen ohne großen Aufwand nach Auswirkungen
auf andere Source Code Bereiche gesucht werden [2]. Ein Zeitgewinn bei der Entwick-
lung und Wartung großer Systeme ist die Wiederverwendbarkeit. Mit Hilfe von Trace-
Links könnten sich wiederverwendbare Stellen schneller und einfacher finden lassen [2].
Zusammenfassend ist festzustellen, dass eine aktive Nutzung von Traceability bei der
Entwicklung, Wartung und Erweiterung, Kosten und Ressourcen sparen kann [55].
Kommunikation und Zustandsanalyse
Softwaresysteme werden heutzutage selten von einer einzelnen Person entwickelt. Oft sind
neben einer Gruppen von Programmierern auch Projektleiter, Architekten und natürlich
der Kunde selbst in den Entwicklungsprozess involviert. Jeder hat dabei verschiedene
Aufgaben, Zuständigkeiten und Wissensbereiche. Das erschwert zumeist die Kommuni-
kation zwischen diesen Rollen. Traceability kann dazu beitragen, den Wissensaustausch
und die Zusammenarbeit zu verbessern [34] [55]. Die Kommunikation während eines
solchen Entwicklungsprozesses lässt sich grob in zwei Bereiche unterteilen: intern und
extern. Die interne Kommunikation beschreibt den firmeninternen Austausch. Für die
Planer und Organisatoren ist es möglich, anhand von Trace-Links Metriken zu extrahie-
ren. Diese helfen bei der Beurteilung des Entwicklungsprozesses und unterstützen damit
bei der Entscheidungsfindung. Zusätzlich ist das Festlegen von Verantwortlichkeiten mit
Hilfe der Trace-Links möglich. Die externe Kommunikation beschreibt den Austausch
zwischen der Entwicklungsfirma und dem Kunden. Während eines Entwicklungsprozes-
ses selbst ist es schwer, den Kunden über den genauen Projektstand zu informieren.
Dabei muss sich meist auf die Aussagen der Programmierer verlassen werden oder den
aktuellen Fortschritt in dem verwendeten Vorgehensmodell [30]. Beides führt zu eher va-
gen Aussagen und ist auch von den Erfahrungen der Beteiligten abhängig. Mit Hilfe von
Traceability kann dem Kunden gegenüber beispielsweise nachgewiesen werden, welche
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Anforderungen bisher erfüllt wurden. Dabei steht die objektive Einschätzung eines Pro-
jektstandes im Vordergrund. Dem Kunden kann damit auch die Angemessenheit eines
Systems dargelegt werden, dass von den gewünschten Anforderung nicht mehr und nicht
weniger umgesetzt wurden ist [54].
3.1.2 Traceability in der Realität
Im Bereich der Traceability sollten neben den wissenschaftlichen Ansätzen, auch prak-
tische Umsetzungen getestet und analysiert werden. Als Vertreter für Industriezweige,
welche bereits jetzt auf Traceability angewiesen sind, wird hier die Automobilindustrie
vorgestellt [36]. Die Softwaresysteme, welche in einem Auto stecken, wachsen in ihrer
Komplexität. Software steuert nicht mehr nur Funktionalitäten, sondern umspannt nahe-
zu alle Steuerungs- und Überwachungssysteme. Ein typisches high-end Auto umfasst bis
zu 100 Millionen Zeilen Source Code. Daher steigt ständig der Sicherheitsanspruch. Re-
geln und Gesetzmäßigkeiten werden strenger. So erfordert beispielsweise der ISO 262626
Standard Traceability [49]. Ein weiterer Grund betrifft den Entwicklungsaufwand selbst.
Alleine 40% der Produktionskosten fallen für die Softwareentwicklung an. Die Spezifika-
tionsdokumente steigen bis über 20.000 Seiten [36]. Traceability kann den Entwicklern
dabei helfen, möglichst schnell an die gesuchten Stellen im System zu navigieren und
dabei Zeit und Ressourcen zu sparen.
Eine große Rolle spielt dabei auch die kollaborative Zusammenarbeit [55]. In Bezug
auf Softwareprojekte bedeutet dies, viele Menschen mit verschiedenen Rollen arbeiten
an einem gemeinsamen Ziel. Bei großen Projekten verläuft die Zusammenarbeit über
Unternehmens- und Kulturgrenzen hinaus. Das erschwert den Findungsprozess einer gu-
ten kollaborativen Traceability Management Strategie, andererseits kann diese die Zusam-
menarbeit auch fördern.
Definition 7. Collaborative traceability management is the collaborative planning,
organization, and coordination of all tasks concerned with traceability in multi-person
projects across organizational, discipline, or tool boundaries. [55]
Wie die Definition von Collaborative traceability management erläutert, ist in der Praxis
meist eine umfangreiche Strategie nötig, um Traceability langanhaltend in einem Pro-
jekt zu etablieren und zu pflegen. Dabei müssen neben sachlichen Komponenten auch
der menschliche Faktor mit berücksichtigt werden. Winkler und Pilgrim [55] unterschie-
den vier verschiedene Menschengruppen, welche Traceability unterschiedlich nutzen und
verstehen.
• die reguläre Gruppe - Traceability ist durch Regeln beschrieben, an die es sich zu
halten gilt.
• die Unterauftragnehmer - Traceability wurde von der vorherigen oder übergeord-
neten Firma etabliert und wird weiterhin übernommen.
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• die Berater - Sie entwickeln Traceability-Strategien für ihre Kunden.
• die Enthusiasten - Traceability wird nicht nur befolgt, weil es vorgeschrieben ist,
sondern weil es Vorteile bringt.
Studien haben bewiesen, dass noch viele Menschen der ersten Gruppe zugeordnet wer-
den. Gerade Programmierer, welche, auf ihrer Kenntnis basierend, die besten Trace-Links
erstellen könnten, sehen Traceability meist als eine zusätzliche Belastung. Oft sind mehr
Arbeitsschritte notwendig, einen Trace-Link zu erstellen. Aus diesem Grund ist es nötig
weitere Studien anzustellen, um Methoden zu finden, welche das Verständnis für Tracea-
bility verbessern. Ebenso sollten Anwendungen das Erstellen und Pflegen von Trace-Links
im Optimalfall vollständig in den bisherigen Entwicklungsprozess integrieren [55].
Neben dem Mehraufwand spielt das Vertrauen in die Links eine große Rolle. Es existiert
eine große Zahl an wissenschaftlichen Arbeiten zum Thema automatisierte Trace-Link
Findung. Eine Auswahl der Methoden wird im Abschnitt 3.3 vorgestellt. Dennoch gibt
es noch keine Methode, welche fehlerfrei und vollständig alle Trace-Links erkennt. Das
bedeutet, es entstehen fehlerhafte Links oder nicht alle Links konnten gefunden werden.
Daraus folgt Misstrauen bei den Nutzer der Trace-Links und führt meist zur Nichtnutzung
dieser Links [55] [34].
In der Praxis wird zwischen schwergewichtigen und leichtgewichtigen Projekten unter-
schieden. Auf Grund der meist sich ständig ändernden Anforderungen, kommt häufig
das Prinzip der agilen Projekte zum Einsatz. Das Fehlen von formalen Dokumentatio-
nen und Anforderungen ist bei agilen Projekten stärker ausgeprägt als bei klassischen
Projekten. Eine Traceability-Strategie muss für jeden Projekttyp neu angepasst werden.
Dazu zählt unter anderem ein Traceability Informationsmodell mit der Verteilung von
konkreten Verantwortlichkeiten oder Rollen. Die Praxis hat gezeigt, dass bei der Fin-
dung einer passenden Strategie der Aufwand für alle Beteiligten berücksichtigt werden
muss. Dieser sollte möglichst gering ausfallen, um die Akzeptanz aller Mitwirkenden zu
gewinnen. Die einzelnen Tätigkeiten müssen genau geregelt sein [18] [34].
Wie dieser kurze Einblick und Studien [34] [55] bereits zeigen, gibt es in der Praxis noch
keine allgemein gültigen Strategien oder eine zufriedenstellende, vollintegrative Anwen-
dung. Zusätzlich fehlt es bei vielen Nutzer am Verständnis und Vertrauen für Traceability.
Dennoch existiert eine Vielzahl an Lösungsansätzen, welche versuchen diese Probleme
anzugehen. Eine beschreibt beispielsweise die verstärkte Nutzung eines Gamification-
Ansatzes. Dennoch ist hier die Wurzel der Probleme, das es keine fehlerfreien oder aus-
reichend transparenten Methoden gibt, Traceability in der Praxis zu etablieren.
3.2 Herausforderungen von Traceability
Das Thema Traceability gewinnt immer stärker an Interesse. Die Zahl der wissenschaft-
lichen Arbeiten steigt, dennoch gibt es viel offene oder nur teilweise gelöste Herausforde-
24
3.2 Herausforderungen von Traceability
rungen. Dabei ist nicht nur die Erstellung von Trace-Links selbst betroffen, sondern der
gesamte Prozess bis hin zu den Menschen, welche mit diesen Links arbeiten. Nachfolgend
werden einige der Hausforderungen erläutert, beginnend mit der Planung bis hin zu der
Auswertung von Trace-Links. Eine strukturelle Einteilung der aktuellen Herausforderun-
gen bietet dabei die Ausarbeitung [36].
3.2.1 Vorbereitung und Planung
Bevor der eigentliche Entwicklungsprozess beginnt, muss eine passende Traceability Ma-
nagement Strategie entworfen werden [36]. Dabei steht ebenso der Grund für Traceability
im Vordergrund, um alle Beteiligten von der Wichtigkeit zu überzeugen. Das Verständ-
nis bei Programmierern, Planern bis hin zum Kunden ist Voraussetzung, denn nur dann
wird Traceability aktiv und gut eingesetzt. Aktuelle gibt es noch keine allgemein gültige
Strategie, welche für verschiedene Projekte gilt. Ebenso fehlt es oft am generellen Wissen
über Traceability bei allen Beteiligten.
3.2.2 Erstellung und Pflege von Links
Aktuell wird die Erstellung von Trace-Links über Anwendungen vorgenommen. Eine
Auswahl solcher Anwendungen wird im Abschnitt 4 vorgestellt. Dabei sind meist mehrere
zusätzliche Interaktionen nötig. Eine Herausforderung besteht darin, diese zusätzlichen
Aufwände zu minimieren. Das Erstellen der Trace-Links sollte sich in den vorhandenen
Entwicklungsprozess integrieren, um Mehraufwand und Zeitverlust zu vermeiden. Ein
weiterer Faktor ist das Finden der passenden Trace-Link Qualität, denn desto mehr
Qualität benötigt wird, um so höher die Kosten [12]. Das gleiche gilt für die Wartung
und Pflege von Trace-Links. Dafür müssen Traceability Anwendungen verschiedenste
Dateiformate unterstützen und hoch konfigurierbar sein. Damit steigt jedoch auch die
Komplexität solcher Anwendungen [34] [36].
3.2.3 Ergebnis und Auswertung
Um Trace-Links zu analysieren, bieten sich Visualisierungen und Reports an [36]. Dabei
müssen die Darstellungen eine hohe Zahl an Datensätze für den Nutzer übersichtlich
aufbereiten. Ebenso sollte der Nutzer die Daten filtern und die Darstellungsformen ändern
können. Das Gleiche gilt auch für die Reports. Vorhandene Traceability Anwendungen
bieten bereits Visualisierungsformen für ausgewählte Datensätze. Dennoch gibt es nur
wenige Arbeiten, welche sich mit einer Gesamtvisualisierung auseinandersetzen.
3.2.4 Austausch
Um Trace-Links vielseitig nutzbar und lange haltbar zu machen, ist der Austausch zwi-
schen verschiedenen Anwendungen und beteiligten Rollen nötig. Bisher konnte kein ein-
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heitliches Austauschformat als Standard gefunden werden. Verschiedene Anwendungen
verwenden meist unterschiedliche Informationen. Somit wird die Kommunikation und der
Austausch zwischen Entwicklerteams und Unternehmen erschwert [36].
Neben den genannten Herausforderungen gibt es noch viele weiter Problemstellungen
und Bereiche, welche erforscht werden müssen. Das Center of Excellence for Software &
Systems Traceability (CoEST) beschreibt auf ihrer Webseite die große Herausforderung
mit folgendem Zitat:
“Traceability is always there, without ever having to think about getting it
there, as it is built into the engineering process: traceability has effectively
’disappeared without a trace’.” [4]
Die größten Feinde der Traceability sind unter anderem Missverständnis und Mehrkosten
[20]. Dabei ist die Frage zu beantworten: Ab wann lohnt sich Traceability?
3.3 Vorhandene Methoden zum Traceability Recovering
Das automatisierte Finden von Gemeinsamkeiten zwischen den Softwareartefakten, um
Trace-Links zu erstellen, ist bereits Thema vieler wissenschaftlicher Arbeiten. Es wur-
den verschiedene Methoden entwickelt und getestet. Nachfolgend wird eine Auswahl an
automatisierten Traceability Verfahren vorgestellt und verglichen.
3.3.1 Basierend auf Feature Analysis
Die Feature Analyse bezeichnet die Identifikation von speziellen Funktionalitäten in den
Anforderungsdokumenten und das Verfolgen dieser bis in den Source Code [28]. Dabei
läuft der Prozess wie folgt ab:
1. Feature Analyse - Identifikation individueller funktionaler, nicht-funktionaler,
Daten-Anforderungen, Regeln, Use Cases und Datenobjekte. Diese werden in einer
semi-formalen Form extrahiert, um sie später mit dem Source Code abgleichen zu
können.
2. Code Mining - Analysieren des Source Codes, um Entitäten zu extrahieren.
3. Name Matching - Abgleichen der extrahierten Schlagworte mit den Entitäten.
Tabelle 3.1 zeigt, wie die einzelnen Artefakte analysiert werden. Weil Anforderungsdo-
kumente sich oft in Form und Aufbau unterscheiden, sind hier manuelle Vorarbeiten
nötig. Mit Hilfe von zusätzlichen Kennzeichnungen kann der Textanalysator Anforde-
rungen, Daten und weitere Entitäten erkennen. Entitäten bezeichnen Bestandteile von
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Tabelle 3.1: Übersicht über die Artefakte und deren Analyse [29] [31]
Softwareartefakten. Sie bestehen aus einem Typ und einem Namen. Alle verfügbaren Ty-
pen sind in Tabelle 8.1 im Anhang aufgelistet. Auf unterschiedlichen Methoden werden
durch die Analysatoren Entitäten mit ihren Typen und zugehörigen Relation extrahiert.
Die Abspeicherung aller Entitäten und Relationen pro Artefakt erfolgt als CSV-Tabelle.
Die Anwendung SoftRepo ermöglicht das Importieren aller CSV-Tabellen und fasst so-
mit die Softwareartefakte des Projekte wieder zusammen. Diese Anwendung erstellte mit
Hilfe des Wortabgleiches Verbindungen zwischen Entitätsnamen und Artefakten her. Im
Abschnitt 4.2 wird vertieft auf die Anwendung und deren Funktionalitäten eingegangen.
Eine Anforderung ist erfüllt, wenn zu dieser ein passender Codeblock gefunden werden
kann [28]. Ist das nicht der Fall, muss der passend Codeausschnitt manuell gesucht wer-
den, ansonsten wird die Anforderung als unerfüllt markiert. Was die Feature Analyse
von vielen anderen automatisierten Traceability Verfahren unterscheidet, ist das Erken-
nen von unterschiedlichen Link-Beziehungs-Typen. Es betrifft die Beziehungen innerhalb
eines semantischen Levels und Semantik-Level übergreifend. Eine Übersicht über die Le-
vel und ihre Beziehungstypen ist in Abschnitt 4.2 in Tabelle 4.1 zu sehen.
Um den Wartungs- und Anpassungsprozess der Software zu unterstützen wird hier das
SofTrace Programm eingesetzt. Es ist Teil der SoftEvol Werkzeug-Familie. Anhand eines
Change Requests stellt es den Bezug zu der passenden Anforderung und allen weiteren
Artefakten her [28] [29].
Die Feature Analyse basiert auf dem Wortabgleich. Solange die extrahierten Worte aus
den Anforderungen mit den Worten oder Wortteilen aus allen weiteren Artefakten über-
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ein stimmen, kann ein Trace-Link erstellt werden. Dennoch kommt es erfahrungsgemäß
bei großen Projekten immer wieder zu unterschiedlichen Namensgebungen für Methoden,
Attribute und Operatoren. Ein Grund dafür ist, dass Entwicklerteam, Tester und Planer
vollständig isoliert voneinander arbeiten. Ebenso treten unterschiedliche Namensgebun-
gen bei der Verwendung unterschiedlicher Sprachen auf. Das Einführen von Namens-
konventionen und einer einheitlichen Sprache für alle Artefakte könnten die Probleme
vorbeugen [28] [29].
3.3.2 Basierend auf Information Retrieval
Das Feld Information Retrieval (IR) lässt sich historisch weit zurück verfolgen und ge-
winnt aktuell immer mehr an Interesse [46]. Mit Hilfe von modernen Technologien steigen
die Möglichkeiten unstrukturierte Daten zu untersuchen. Daher wurde IR bereits in vielen
wissenschaftlichen Arbeiten aufgegriffen, um Methoden zur automatischen Trace-Link-
Erstellung zu entwickeln.
Information Retrieval (IR) ist eine Teildisziplin der Informatik und be-
fasst sich mit der Suche von Informationen in schlecht bzw. unstrukturierten
Datensammlungen, wobei die Suchanfrage selbst ebenfalls nur vage formuliert
sein kann. [45]
Folgende bekannte IR Methoden werden zur Linkerstellung verwendet:
• Wahrscheinlichkeitsmodell [2] - Verwendung eines Sprachmodells. Wörter wel-
che mit hoher Wahrscheinlichkeit in einem Dokument/Abschnitt auftreten, stehen
meist mit dem Hauptthema des Inhaltes im direkten Zusammenhang
• Vektorraummodell (VSM) [2] [32] - Das Dokumente wird zu einer Abfrage
anhand der Distanz zu dieser gewichtet.
• Latente Semantische Indizierung (LSI) [32] - Basierend auf VSM wird nicht
nur die Bedeutung einzelner Wörter erfasst, sondern auch die Bedeutung ganzer
Sätze und Absätze.
In [2] wurden zwei verschiedene IR Methoden, Wahrscheinlichkeitsmodell und VSM, mit-
einander verglichen. Abbildung 3.1 zeigt die Methode mit welcher der Sourcecode und die
Softwaredokumentation aufbereitetet werden, um die gefunden Schlagwärter miteinander
zu vergleichen.
Es wurde herausgefunden, dass beide Methoden ein zufriedenstellendes Ergebnis liefern
und der Unterschied nur sehr gering ausfällt [2]. Das Wahrscheinlichkeitsmodell ist er-
folgreicher bei einer geringen Anzahl an Dokumenten. Hingegen eignet sich das VSM bei
einer hohen Dokumentenanzahl und benötigt deutlich weniger Aufarbeitung bei der An-
frage und den Dokumenten. Dennoch, um so mehr sich die Softwareartefakte voneinander
entfernen, um so schlechter werden die Ergebnisse.
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Abbildung 3.1: Verlinkung von Dokumentation und Source Code [2]
Marcus und Maletic [32] analysierten die IR Methode LSI in Bezug auf Link Recovering
genauer. Der entwickelte Prozess benötigt ebenso eine manuelle Vorarbeit. Um vergleich-
bare Ergebnisse zu erzeugen, wurden die selben Software Projekte, wie aus [2] untersucht.
Das Resultat waren ähnlich gute Erkennungswerte. Dennoch weißt diese Methode einige
Vorteile auf. Der Berechnungsaufwand ist deutlich geringer, ebenso lässt LSI eine Sprach-
und Programmsprachenunabhängigkeit zu. Des weiteren eignet sich die hohe Flexibilität
gut für die Automatisierung.
3.3.3 Basierend auf dem Verhalten der Programmierer
Bei dieser Methode basiert das Finden von Trace-Links auf dem Verhalten des Program-
mierers. Das Nachmodellieren des Verhaltens findet mit Hilfe zweier Modelle statt:
• das Stochastische Modell zur Modellierung des Verhalten des Programmierers
• die Bayese Klassifizierung zur Erstellung eines Rankings. Passende Source Code
Elemente werden priorisiert, um sie Anforderungsbeschreibungen zuzuordnen.
Voraussetzung für diese Methode ist eine Auswahl von bereits vorhandenen Trace-Links.
Auf Basis dieser wird das Verhalten nachmodelliert. Desto größer diese Auswahl, desto
genauer ist das Modell des Verhaltens. Alle neu gewonnen Trace-Links fließen wieder-
um in dieses Modell ein, um es zu erweitern. Damit wird das sogenannte Bootstraping
umgesetzt.
Diese Methode wurde bereits an einem Java Projekt zufriedenstellend getestet [3]. Den-
noch sind manuelle Kontrollen nötig, um korrekt gefundene Trace-Links zu bestätigen.
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3.3.4 Basierend auf Versionsverwaltung
Zu Beginn ist der Begriff der Versionsverwaltung allgemein zu klären. Laut [19] wird
Versionsverwaltung wie folgt definiert:
Definition 8. Versionsverwaltung - “Werkzeug der kollaborativen Softwareentwicklung
mit Client/Server-Struktur, dass die Übersicht über Entwicklungsstadien und Autoren von
Software erlaubt; Lagerung des Quellcodes auf einem Repository (zentral oder verteilt)
[...]” [19]
Üblicherweise ist das Repository auf einem Server gespeichert [19]. Auf dieses können die
Entwickler zugreifen und beispielsweise Änderungen im Quellcode als Commits abspei-
chern. Damit entstehen immer neue Versionen eines Softwareproduktes.
Das Prinzip der Versionsverwaltung ist in heutigen Softwareprojekten kaum noch weg zu
denken. Ein bekannter Vertreter ist Git. Laut einer Umfrage von [15] verwenden 87,2%
von über 100.000 Befragten Git als Versionsverwaltung. Ein Git Commit besteht aus
• einem eindeutigen Hash Code
• einer Nachricht zur Beschreibung des Commits
• einem Zeitstempel
• und einer Liste der vorgenommenen Änderungen.
Vorausgesetzt, dass die Commit Nachricht eine Id zu beispielsweise einem Ticket enthält,
kann mit Hilfe eines Commits bereits eine Beziehung zwischen Anforderung und Code
hergestellt werden. Dies machen sich Rath u.a. [40] zu nutzen. Die Methode basiert auf
drei Artefakten:
• eine Aufgabenstellung (Issue) - meist in Form eines Tickets eines Issue-Tracking-
Systems wie Jira oder Bugzilla
• ein Commit
• die modifizierten Source Code Elemente
Die modifizierten Source Code Elemente können hierbei auch neben dem Source Code
selbst Dokumentation und Testfälle beschreiben.
Ein Ticket wird entweder als linked getaggt, wenn mindestens ein Commit mit der zu-
gehörigen Ticket-ID gefunden wird, oder als non linked. Problematisch wird jedoch die
Verarbeitung von Commits ohne Ticket-IDs. Dafür wurde eine Methode entwickelt, mit
welche diese Commits zu den entsprechenden Tickets zuordnet. Zu Beginn werden alle
Commits ohne Ticket-ID gesammelt und anschließend hinsichtlich folgender Faktoren
analysiert:
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• Zeitliche Relation - Der Zeitstempel des Commits wird mit dem Erstellungs-
/Geschlossen-Datum des Tickets abgeglichen. Dabei kann ein Commit nur einem
Ticket zugeordnet werden, wenn
Ticketerstellung ≤ Commit Zeitstempel ≤ Ticket geschlossen (3.1)
• Strukturelle Relation - Meist gehören mehrere Commits zu einer Ticket-ID, aber
nicht alle besitzen diese Id. Die Relation betrachtet die Ähnlichkeit der modifizier-
ten Sourcecode Änderungen und ordnet einen Commit einer Serie zu.
• Autoren Relation - Es ist möglich, dass der Autor des Tickets auch der Ersteller
des Commits ist.
• textuelle Übereinstimmung - Mittels IR werden textuelle Zusammenhänge zwi-
schen Ticktebeschreibung, Commitnachricht und Source Code gesucht.
Ein Classifier wird mit Hilfe von vorhandenen Commits trainiert. Anschließend kann
dieser anhand der genannten Faktoren Commits ohne Ticket-ID einsortieren und neu
mit einer ID versehen.
Getestet wurde diese Methode an sechs Open-Source-Projekten [40]. Eine Analyse ergab,
dass zu Beginn lediglich 60% der Commits Ticket-IDs enthielten. Mit Hilfe dieser Me-
thode konnten 50% der nicht verlinkten Commits mit einer Ticket-ID versehen werden
und das zu einer Genauigkeit von über 89%. Ebenso wird die korrekte Zuordnung einer
Ticket-ID während der Commit-Erstellung unterstützt. Dafür wird eine kurze Liste an
passenden Ticket-IDs mit der Genauigkeit von 33% vorgeschlagen.
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Neben den vorgestellten Recovering Methoden gibt es noch weitere unterschiedliche An-
sätze [54] [37]. Dennoch existiert keine fehlerfreie Methode. Der Vergleich der vorge-
stellten Methoden basiert auf der Literatur und gegebenenfalls auf deren beschriebenen
Tests. Die Form des dynamischen Testens, also die Trace-Link-Erkennung während ein
Test läuft, wird an dieser Stelle nicht betrachtet. Grund dafür ist, dass für eine Vielzahl
an Systemen der Aufwand und die Kosten zu groß sind, Tests laufen zu lassen.
Eine signifikante Gemeinsamkeit ist in der Aufbereitung der Softwareartefakte zu finden.
Jedes Softwareartefakt wird auf Grund seiner speziellen Struktur separat aufbereitet und
in abstrahierter Form beschrieben. Anschließend werden die verschiedenen Softwarearte-
fakte auf Basis der abstrahierten Beschreibung miteinander abgeglichen. In der Bestim-
mung des Standes eines Projektes oder des Vollendungsgrades sind sich die Methoden
ebenfalls einig. Wenn ein Code Block zu einer Anforderung gefunden wurde, gilt diese




Der überwiegende Teil der Methoden fokussiert sich auf den textuellen Abgleich von Be-
zeichnungen. Nur wenige Methoden nutzen weitere Abgleichsfaktoren. Die vorgestellten
Methoden verwenden einen Abgleich
• auf Basis von Bezeichnungen (Abschnitte 3.3.1, 3.3.2, 3.3.4)
• auf Basis von zeitlicher Erstellung (Abschnitt 3.3.4)
• auf Basis von Strukturinformationen (Abschnitt 3.3.4)
• auf Basis von Programmierer Verhalten (Abschnitt 3.3.3)
Ein korrekt durchgeführtes Softwareprojekt sollte sich in den Beschreibungen wie auch
in den Bezeichnungen auf eine Sprache beschränken. Ebenso sollten beispielsweise Be-
zeichnungen im Source Code auf Beschreibungen in den Anforderungsdokumenten zu-
rückzuführen sein. Solange dies der Fall ist, können Recovering Methoden auf Basis des
Abgleichs von Bezeichnungen eingesetzt werden. Dennoch kommt es in der Realität oft
vor, dass verschiedene Sprachen zum Einsatz kommen. Ebenso passiert es, dass verschie-
dene Teams oder Programmierer unterschiedliche Bezeichnungen im Source Code wählen,
welche nicht direkt auf die Anforderungsdokumente zurückzuführen sind. In diesem Fall
muss eine Recovering Methode gewählt werden, welche neben dem textuellen Abgleich
andere Faktoren berücksichtigt. Ein Beispiel dafür ist die Einbeziehung des Verlaufs in
der Versionsverwaltung, wie in Abschnitt 3.3.4 oder das Verhalten des Programmierers
3.3.3.
Zu einem Softwareprojekt gehören neben den Anforderungsdokumenten und dem Source
Code weitere Softwareartefakte. Der überwiegende Teile der vorgestellten Recovering Me-
thoden fokussiert sich auf die Trace-Link Erstellung zwischen Anforderungen und Source
Code. Lediglich die Feature Methode geht auf weitere Softwareartefakte ein. Ebenso spielt
die Form der Anforderungsdokumente eine große Rolle. In den vorgestellten Methoden
werden insgesamt zwei verschiedene Formen unterstützt:
• fortlaufendes natürlichsprachiges Anforderungsdokument als Basis für die Metho-
den 3.3.1, 3.3.2
• modernes Ticket-System, wobei die Anforderungen auf Tickets mit einmaligen IDs
verteilt sind als Basis für die Methoden 3.3.4
Die Vorbereitung des Softwareproduktes, um eine Recovering Methode durchzuführen,
ist ebenfalls abhängig von der Beschaffenheit des Projektes. Wenn ein korrekt durchge-
führtes Softwareprojekt zu Grunde liegt, sind für die IR Recovering Methoden (Abschnitt
3.3.2) keine Vorbereitungen nötig. Das gleiche gilt für die Versionsverwaltungs Recovering
Methode (Abschnitt 3.3.4), solange ein Versionsverwaltungswerkzeug korrekt eingesetzt
wurde. Korrekt bedeutet in diesem Zusammenhang, dass jeder Commit einer Änderung
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entspricht, welche mit der Id der zugehörigen Anforderung versehen wurde. Hingegen
müssen bei der Recovering Methode, welche das Verhalten des Programmierers nachmo-
delliert, bereits Trace-Links vorhanden sein. Diese müssen vorab manuell erstellt werden.
Für die Featureanalyse (Abschnitt 3.3.1) muss beispielsweise die Anforderungsdokumen-
tation mit Schlagwörtern manuell präpariert werden.
Lediglich die Feature Methode unterscheidet im Vergleich zu den anderen Recovering
Methoden zwischen unterschiedlichen Trace-Link Typen. Somit sind die Trace-Links sehr
detailliert und lassen beispielsweise umfangreiche Auswirkungsanalysen zu.
Um eine passende Recovering Methode zu finden, müssen verschiedene Faktoren berück-
sichtigt werden. Beispielsweise ist die Form der Anforderungsbeschreibung ausschlagge-
bend für das Verarbeiten des Dokuments. Ebenso spielt es eine Rolle, welche Software-
artefakte berücksichtigt werden sollen und wie vollständig sie im Kontext des Software-
projektes sind.
In Anbetracht der unterschiedlichen Recovering Methoden und deren verschiedenen Schwach-
stellen und Stärken wäre die Entwicklung eines hybriden Ansatzes interessant. Dafür
müssten die unterschiedlichen Resultate der Methoden miteinander verglichen und ge-
wichtet werden. Gegebenenfalls könnten sich die Methoden gegenseitig ergänzen.
Solange keine Traceability-Strategie für ein Softwareprojekt existiert und Trace-Links
kontinuierlich gepflegt werden, wird die Verwendung von Recovering Methoden immer
nötig sein. Die Analyse zeigt jedoch, dass bisher keine fehlerfreie und vollständig ver-
trauenswürdige Methode zur Linkextraktion existiert.
Wie die Studien in Abschnitt 3.1.2 zeigen, spielt das Vertrauen der Nutzer eine große
Rolle für die Verwendung und Pflege der Trace-Links. Folglich muss Transparenz ge-
schaffen werden. Dies bedeutet beispielsweise die Markierung der Links in bestätigte oder
unbestätigte Links. Ebenso sind Informationen über den Erzeuger des Links hilfreich.
Eine weitere Folge von nicht vertrauenswürdigen Recovering Methoden ist, dass eine
Kontrolle von einer Fachperson benötigt wird. Diese Fachperson muss die Ergebnisse
der Recovering Methoden sichten, auswerten und gegebenenfalls verbessern können. In
dieser Tätigkeit kann ein Visualisierungswerkzeug unterstützen. Daher wird im Kapitel





In diesem Kapitel werden vorhandene Traceability Tools analysiert und verglichen. Das
Ziel diese Kapitels ist es, Anforderungen zur Beantwortung von Forschungsfrage 3 aus der
Aufgabenstellung (Abschnitt 1.2) zu sammeln. Die untersuchten Werkzeuge stellen Trace-
Links zwischen Artefakten und deren Entitäten zur Verfügung. Sie dienen überwiegend
der Unterstützung bei der Entwicklung und Wartung von Softwareprodukten.
4.1 Erwartungen
Die vorangegangenen Kapitel zeigen auf, wie wichtig Traceability besonders für die wach-
sende Komplexität von Softwaresystemen ist. Dennoch gibt es bisher nur wenige Anwen-
dungen, welche Traceability und deren damit verbundene Prozesse unterstützen. Grund
dafür sind die fehlenden Standards und Herausforderungen, mit denen dieses Thema
verbunden ist. Verschiedene Softwareprojekte erfordern unterschiedliche Entwicklungs-
prozesse und verschiedene beteiligte Rollen benötigen unterschiedliche Informationen.
Diese vielfältigen Sichtweisen muss eine Traceability Anwendung unterstützen [35]. Eine
weitere Herausforderung stellen die unterschiedlichen Artefakte und deren Dateiformate
dar, welche an dem Entwicklungs- und später auch Wartungsprozess beteiligt sind. Ein
Werkzeug für Traceability sollte alle diese verschiedenen Formate miteinander verknüp-
fen und im optimalen Fall verstehen können. Dabei soll sich der Mehraufwand für alle
Beteiligten minimal halten oder im besten Fall wäre kein Mehraufwand nötig [35]. Wie
lässt sich daher eine Anwendung optimal in den Entwicklungs- und Wartungsprozess
integrieren? Diesen und weiteren Fragen sind Traceability Anwendungen ausgesetzt.
Im folgenden werden vorhandene Traceability Anwendungen oder Traceability unterstüt-
zende Anwendungen vorgestellt.
4.2 SoftRepo
Die SoftRepo Anwendung stellt ein Repository zur Verfügung, um Entitäten und Relatio-
nen zwischen Artefakten zu durchsuchen und zu bearbeiten [47]. Damit können nicht nur
Abhängigkeiten innerhalb eines Artefakts dargestellt werden, sondern auch Semantik-
Level-übergreifende Beziehungen. Das heißt, es können Relationen beispielsweise zwi-
schen Anforderungsdokumentation und Source Code untersucht werden. Ebenso ist die
Einbeziehung von weiteren Artefakten, wie Testfällen, möglich. Mit Hilfe von SoftRepo
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Tabelle 4.1: Beziehungen des SoftRepo Tools [31]
kann sich der Nutzer einen Überblick für das Softwaresystem und der zusammenhängen-
den Artefakte verschaffen. Ebenso werden Impact Analysen und Reports unterstützt.
Grundlegend verfügt SoftRepo über sieben Basisfunktionen [47]:
• Erzeugung einer Repository Datenbank
• Importieren von Beziehungen in das Repository
• Anzeigen der Beziehungen im Repository
• Generieren von graphischen Dokumenten
• Ausführen einer Impact Analyse
• Verknüpfung von Beziehungen zwischen semantischen Systemebenen
• Exportieren von Beziehungen für andere Werkzeuge
Eine Beziehung kann vertikal oder horizontal verlaufen. Vertikale Beziehungen stellen
Hierarchien dar und horizontale Beziehungen beschreiben Assoziationen.
36
4.2 SoftRepo
Abbildung 4.1: Screenshot der Baumstruktur von SoftRepo [48]
Der Anwendung liegt eine Datenbank zugrunde, welche aus 56 relationalen Datentabellen
besteht [31]. Diese sind nach semantischen Ebenen gruppiert. Jede Tabelle beschreibt
eine binäre Verbindung zwischen einer Basis- und einer Zielentität. Die Relation wird
beschrieben durch Subjekt + Prädikat + Objekt. Die nachfolgende Tabelle 4.1 beschreibt
die verschiedenen Level und deren Entitäten.
Alle Beziehungen sind als rationale Typen dargestellt. Sie können direkt aufgerufen,
zusammengefügt und projiziert werden. Damit ist die Erzeugung von unterschiedlichen
Sichten auf die Architektur möglich.
SoftRepo selbst ist nicht für die Extraktion der Zusammenhänge von Entitäten zuständig.
Diese werden von anderen Programmen der SoftEvol Werkzeug-Familie extrahiert und als
Dateien im CSV-Format abgespeichert. SoftRepo importiert die CSV-Dateien und befüllt
damit die eigene Datenbank. Nachfolgend werden die Werkzeuge aus der SoftEvol -Familie
aufgezählt [47]:
• TextAnalyzer zum Analysieren der Anforderungsbeziehungen
• UMLRedoc zum Finden von Entwurfsbeziehungen
• SoftRedoc zum Finden von Codebeziehungen
• DataRedoc zum Finden von Datenbank- und Schnittstellenbeziehungen
• TestAnalyzer zum Analysieren der Testbeziehungen
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Um dem Nutzer die Zusammenhänge zwischen den Entitäten zu präsentieren, setzt
SoftRepo die klassische Baumstruktur ein. Diese ist in Abbildung 4.1 dargestellt. Als
Einstiegspunkt für die Baumstruktur wählt der Nutzer eine bestimmte Entität aus. Ab-
hängig von dieser werden die in Verbindung stehenden Entitäten angezeigt. Jede Ver-
bindung ist mit dem entsprechenden Beziehungstyp bezeichnet. Der Nutzer kann nun
ausgehend von dem gewählten Einstiegspunkt den Baum hinauf oder hinunter traver-
sieren, immer entlang der Beziehungen. Die Darstellung unterscheidet vertikalen und
horizontalen Beziehungen lediglich an Hand der Beziehungstypen.
Mit Hilfe von SoftRepo und der Unterscheidung verschiedener Beziehungstypen können
umfangreiche Impact Analysen vorgenommen und ansprechende Berichte generiert wer-
den [48]. Dies ist besonders für Kostenschätzungen und Wartungen eines Softwaresystems
hilfreich. Um jedoch das Repository immer aktuell zu halten, muss die Änderung ent-
weder manuell eingetragen werden oder die Generierung eines neuen CSV-Dokuments
des geänderten Artefakt ist nötig. Dieses Werkzeug ist seit einigen Jahren im Einsatz.
Erfahrungen zeigen, dass es meist nur für den Source Code verwendet wird, da UML
Diagramme, Anforderungsdokumente und Testfälle meist nicht weiter gepflegt werden
und daher inkonsistent zum Code sind.
4.3 Eclipse Capra
Die Anwendung Eclipse Capra ist ein Open Source Project. Der Source Code ist frei ver-
fügbar und kann angepasst und erweitert werden. Im Gegensatz zu SoftRepo ist Eclipse
Capra keine eigenständige Anwendung, sondern als Erweiterung für Eclipse frei verfüg-
bar. Mit Hilfe dieser Erweiterung ist es möglich, Trace-Links zu erstellen, anzupassen, zu
löschen und zu durchsuchen.
Kern von Eclipse Capra ist das Traceability Meta-Model, welches hoch konfigurierbar
ist. Das macht es möglich, diese Anwendung auf verschiedene Projekttypen anzupassen.
Als Basistechnologie dient hierbei das Eclipse Modelling Framework (EMF). Abbildung
4.2 zeigt den Grundaufbau der Softwarearchitektur. Ihr zu Grunde liegt der Eclipse Er-
weiterungsmechanismus. Die zentrale Komponente bietet folgende vier Extention Points :
• Traceability Metamodel Extension - Dies ermöglicht das Anfügen eines per-
sonalisierten Traceability Metamodells mit eigens definierten Linktypen.
• Persistance Handler Extension - Hier kann angegeben werden, wo das Tracea-
bility Modell zu speichern ist. Dies wird besonders bei der kommerziellen Nutzung
gefordert. Ebenso wird mit dieser Erweiterung auch die Versionierung des Models
ermöglicht.
• Artifact Handler Extension - Diese Erweiterung bietet die Möglichkeit, ver-
schiedenste Anwendungen und Formate zu unterstützen, wie beispielsweise spezielle
Textverarbeitungsprogramme in welchen die Dokumentation abgespeichert ist.
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Abbildung 4.2: Eclipse Capra Architektur [50]
• Priority Handler Extension - Es kann die Priorisierung von Artefakt Handler
festgelegt werden, falls mehrere verfügbar sind.
Die Erstellung eines Trace-Links zwischen allen von Eclipse unterstützten Dateiformaten
ist möglich. Somit kann ein Codeblock mit einem Anforderungstext verbunden werden.
Sobald ein Modell Element verschoben, gelöscht oder umbenannt wird, erhält der Nutzer
eine Benachrichtigung. In diesem Zug sind auch semi-automatisierte Korrekturen mög-
lich. Das Managen und Darstellen von Trace-Links einspricht mit Hilfe von Eclipse Capra
dem ISO 262626 Standard Road vehicles - Functional safety [49].
Diese Anwendung hebt sich durch seine umfangreiche Konfigurierbarkeit und kosten-
freie Verfügbarkeit hervor [35]. Dennoch geht mit der Konfigurierbarkeit auch eine hohe
Komplexität der Anwendung einher. Ein hoher zeitlicher Aufwand ist nötig, um diese
Anwendung auf ein Softwareprojekt anzupassen.
4.4 YAKINDU Traceability
Das Traceability Tool der Itemis AG bietet eine anschauliche Benutzeroberfläche und
eine ausführliche Dokumentation. YAKINDU ist kostenpflichtig und bietet verschiedene
Lizenztypen an.
Im Unterschied zu Eclipse Capra ist YAKINDU nicht in eine Entwicklungsumgebung in-
tegriert, sondern stellt ein separates Tool zur Verfügung. Dieses kann durch einen Adapter
mit den Tools der Softwareartefakte kommunizieren. Abbildung 4.3 zeigt die Architektur
von YAKINDU. Der Kern des Systems stellt die Hauptfunktionalitäten rund um die Ver-
waltung von Trace-Links zur Verfügung. Jedoch ist dieser Kern ohne die Adapter nicht
39
4 Traceability Werkzeuge
Abbildung 4.3: YAKINDU Traceability Architektur [1]
im Sinne der Traceability nutzbar. Die Adapter kommunizieren mit den Tools, welche
für den Softwareentwicklungsprozess nötig sind. Dabei kann mit Hilfe der Adapter auch
bis zu den einzelnen Dateien navigiert werden.
Mit Hilfe von YAKINDU werden die grundlegenden Funktionen, wie die Linkerstellung,
-pflege und das Löschen von Links unterstützt. Zusätzlich wird auch eine Recoveringme-
thode mit angeboten. Diese nutzt den Wortabgleich, um Links zwischen verschiedenen
Artefakten zu erstellen. Dennoch müssen vorher die Artefakte manuell entsprechend auf-
bereitet werden. Mit Hilfe aufbereiteter Dokumente und in YAKINDU konfigurierter
Prozesse, werden Entwicklungs- und Wartungsarbeiten umfangreich unterstützt. Unter-
schiedliche Link-Validierungen sind möglich:
• Suspicious Links Validation
• Duplicate Links Validation
• Model Consistency Validation
• Configuration Consistency Validation
Um dem Nutzer den Umgang mit der Masse an Links und Information zu vereinfach-
ten, verwendet auch YAKINDU unterschiedliche Visualisierungen. Abbildung 4.4 zeigt




Abbildung 4.4: Screenshot des YT Overviews (oben), des Dashboards mit Kreisdia-
gramm (unten links) und des YT Explorers (unten rechts) [1]
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Abbildung 4.5: Screenshot der Visualisierung in DOORS [22]
4.5 DOORS
Das Dynamic Object-Oriented Requirements System (DOORS) wurde von IBM entwi-
ckelt und stammt aus dem Sektor des Anforderungsmanagements [22]. Es bietet eine
eigenständige Desktop Anwendung und einem zusätzlichen Web Zugang, um alle Infor-
mationen auch online einsehen zu können.
Anforderungen werden direkt in der DOORS -Datenbank angelegt. Diese können stan-
dardmäßig untereinander und mit Testfällen verknüpft werden. Die Verknüpfung mit
anderen Ressourcen und Erweiterungen von Drittanbietern ist möglich. Die Verlinkung
mit Source Code Entitäten ist standardmäßig nicht integriert. Diese Anwendung bringt
keine integrierte Recovering Methode für Trace-Links mit. Folgende Links sind möglich:
• Standard/Internal DOORS Links
• External Links
• Collaboration Links
Mit Hilfe von DOORS können verschiedene Berichte erstellt und exportiert werden, un-
ter anderem sind Impact Analysen möglich [22]. Damit sich der Nutzer eine Übersicht
verschaffen kann, wird als Visualisierung ein Graph oder die Darstellung als UML Dia-
gramm geboten. Wie beispielsweise der Screenshot in Abbildung 4.5 zeigt, werden so die
Anforderungen und deren verknüpfte Testfälle dargestellt.
DOORS ist für die Betriebssysteme Windows und Linux verfügbar. Die Lizenz zur Ver-
wendung des Werkzeuges ist kostenpflichtig.
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Es gibt aktuell nur wenige Werkzeuge, welche standardmäßig bis in den Source Code ver-
linken. Traceability stammt ursprünglich aus dem Anforderungsmanagement [54]. Daher
gibt es in diesem Bereich deutlich mehr Werkzeuge. Als Vertreter gilt hier DOORS von
IBM. DOORS wurde erweitert und unterstützt das Verlinken bis in den Source Code
indirekt über Collaboration Links.
Alle Anwendungen sind hoch konfigurierbar, um sie auf verschiedene Softwareprojek-
te anpassbar zu machen. Daher erhöht sich der Installations- und Einrichtungsaufwand
erheblich. Hier ist Eclipse Capra als Open Source Anwendung deutlich schwieriger ein-
zurichten im Vergleich zu den kostenpflichtigen Anwendungen. Diese bieten meist einen
einfachen Installationsleitfaden, eine nutzerfreundliche Konfiguration und Anleitung.
Im Vergleich der Anwendungen lassen sich, in Hinblick auf die Eigenständigkeit zwei
Gruppen erkennen:
• Programmerweiterungen wie PlugIns (siehe Abschnitt 4.3)
• Eigenständige Programme (siehe Abschnitte 4.2, 4.4, 4.5)
Am Beispiel von Eclipse Capra wird Eclipse um ein Traceability Werkzeug erweitert.
Dies hat den großen Vorteil, dass keine zusätzliche Anwendung gestartet werden muss.
Ebenso fügt sich Eclipse Capra in die vom Nutzer bekannte und gewohnte Umgebung ein.
Dennoch bindet man sich stark an die Entwicklungsumgebung Eclipse, denn es können
nur Artefakte und Entitäten miteinander verlinkt werden, welche Eclipse unterstützt.
Im Gegensatz dazu stehen die eigenständigen Programme. Wie der Name bereits sagt,
sind diese unabhängig von anderen Programmen und fassen alle zum Projekt gehörigen
Softwareartefakte zusammen.
Programmerweiterungen wie auch eigenständige Programme bieten dem Nutzer verschie-
dene Übersichten, Visualisierungen und Berichtserstellungen. Auf die Visualisierungen
wird im nachfolgenden Kapitel 5 genauer eingegangen.
Wenn Traceability nicht von Anfang an in das Softwareprojekt integriert oder es nicht
sauber geführt wurde, sind inkludierte Recovering Methoden hilfreich. SoftRepo wie auch
YAKINDU besitzen je eine integrierte Methode. Beide basieren auf dem Abgleich von
Worten und bei beiden müssen die Softwareartefakte vorher manuell vorbereitet werden.
YAKINDU und Eclipse Capra nutzen als Basis ein Metamodell, welches durch den Nutzer
angepasst werden kann. Hingegen basieren SoftRepo und DOORS auf Datenbankstruk-
turen. Es gibt aktuell noch kein einheitliches Austauschformat für Trace-Links. Somit ist
das Wechseln einer Traceability Anwendung im Laufe eines Projektes umständlich.
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Bei der Entscheidung für ein passendes Traceability Werkzeug spielen unter anderem
folgende Faktoren eine Rolle:
• Betriebssystem
• integrierte Recovering Methode (TLR)
• benötigte Entwicklungsumgebung(en)
• Art der Eigenständigkeit
• Kosten
Trotz der Unterschiede zwischen den vorgestellten Anwendungen sind alle für den Einsatz
in der Praxis erstellt wurden. Der Fokus liegt dabei auf dem Erstellen, Verwalten und
Analysieren der Trace-Links. Dafür wird auf Visualisierungen zurückgegriffen, aber sie
stehen nicht im Hauptfokus. Dennoch können Basisanforderungen für eine Anwendung
abgeleitet werden, welche die Trace-Link-Findung unterstützt. Daher konzentriert sich
das nachfolgende Kapitel 5 auf die Tace-Links Visualisierung uns stellt Anforderungen
zusammen.
Tabelle 4.2: Zusammenfassender Vergleich der Traceability Anwendungen
44
5 Trace-Link Visualisierung
Wie bereits aus den vorherigen Kapiteln herausgestellt wurde, gehen die vorgestellten
Traceability Anwendungen nur wenig bis gar nicht auf eine Visualisierung der gesam-
ten Trace-Links ein. Diese könnten jedoch stark zum Verständnis des Softwareprojek-
tes und zur Arbeit mit den Trace-Links beitragen. Daher greift dieses Kapitel neben
den Traceability Anwendungen auch auf spezifische Literatur zurück, welche sich auf
Trace-Link Visualisierung fokussiert. Zu Beginn werden vorhandene Trace-Link Visua-
lisierungen untersucht. Anschließend folgt eine Zusammenstellung von Anforderungen,
um Forschungsfrage 3 aus der Aufgabenstellung (Abschnitt 1.2) zu beantworten. Daraus
abgeleitet, lassen sich mögliche Visualisierungsformen finden und vergleichen.
5.1 Vorhandene Arbeiten zur Trace-Link Visualisierung
Die Visualisierung von Trace-Links und Abhängigkeiten ausgehend von einer gewähl-
ten Entität wird bereits in einigen Traceability Anwendungen eingesetzt. Im Gegensatz
dazu wird die Visualisierung aller Verlinkungen kaum unterstützt. Dabei könnte eine
solche Darstellung dem Nutzer einen Gesamtüberblick präsentieren und eine Fachper-
son beim Erstellen und Pflegen der Trace-Links unterstützen. Ein Grund dafür sind zu
große Datensätze und folglich keine passenden Visualisierungsformen und zu starke Per-
formanzverluste [1]. Diese Lücke versuchen bereits wissenschaftliche Veröffentlichungen
zu schließen [33] [5] [11] [38] [36].
Wie bei den vorgestellten Traceability Anwendungen aus Kapitel 4 gibt es auch bei den
wissenschaftlichen Visualisierungsanwendungen Programmerweiterungen und eigenstän-
dige Programme.
Der überwiegende Teil der Visualisierungen beschränkt sich auf zweidimensionale For-
men und Darstellungen. Ausnahmen stellen hier die Arbeiten [5] und [38] dar. Diese sind
in Abbildung 5.1 unten zu sehen. Mit Hilfe der dritten Dimension können weit mehr
Informationen in einer Darstellung ohne Überlappungen abgebildet werden. Wo zwei-
dimensionale Visualisierungen bereits Informationen clustern müssen. Dennoch ist bei
dreidimensionalen Darstellung die Gefahr der Verdeckung groß, ebenso kann der Nutzer
beim Durchsuchen der Daten Schwierigkeiten mit der Orientierung bekommen.
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Abbildung 5.1: TraceVis [33] (oben links), [38] (oben rechts), [5] (unten links), [11] (unten
rechts)
Für die Präsentation einer Visualisierung lassen sich unter den Anwendungen drei ver-
schiedene Einstiegsmethoden unterscheiden:
E1) Der Nutzer wählt eine bestimmte Entität, wie beispielsweise eine Anforderung aus.
E2) Der Nutzer stellt eine Abfrage oder wählt bestimmte Attribute und erhält die
gefilterte Menge an Entitäten und Links.
E3) Der Nutzer lässt sich ohne einer Auswahl alle Entitäten und Links zeigen.
Die Einstiegsmethode hat Einfluss auf die Visualisierungsform. So besteht ein Daten-
satz, welcher aus der Einstiegsmethode E1 resultiert, aus genau einer Entität und ge-
gebenenfalls aus dessen verlinkten Nachbarn. Traceabilityanwendungen wie YAKINDU
(Abschnitt 4.4), SoftRepo (Abschnitt 4.2) und Eclipse Capra (Abschnitt 4.3) nutzen für
die Visualisierungen hierarchische Baumstrukturen. Mittels dieser kann der Nutzer die
Struktur hinauf und hinunter traversieren. Ebenso nutzt [11] eine hierarchische Struktur,
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um ausgehend von einem Trace-Link abhängige Links und Entitäten zu repräsentieren.
Eine andere Form der Darstellung wird in der Arbeit [33] (Abbildung 5.1 oben links)
vorgestellt. Hier werden für eine ausgewählte Entität alle Links nach Typen gruppiert.
Die Farben geben Auskunft über den Linkstatus.
Für die Einstiegsmethode E2 kann der resultierende Datensatz leer sein oder aus sehr
vielen Entitäten und Links bestehen. Das erschwert die Findung einer passenden Visuali-
sierung. Der Einsatz von Baumstrukturen, wie für die Einstiegsmethode E1, kann je nach
Ergebnismenge sehr raumgreifend ausfallen. Wenn die Darstellung nicht mehr vollstän-
dige auf dem Bildschirm dargestellt werden kann, ist ein Gesamtüberblick schwer. Daher
greifen viele Anwendungen auf die klassische Listen- oder Tabellendarstellung zurück. Ei-
ne weitere Möglichkeit zur Visualisierung einer Untermenge stellt hier die Matrix-Form
dar. Auf diese wird im folgenden Abschnitt 5.3 genauer eingegangen.
Die Einstiegsmethode E3 hat einen Datensatz aller Entitäten und Trace-Links zur folge.
Herkömmliche Baumstrukturen sind für diesen großen Datensatz ungeeignet, da diese zu
raumgreifend ausfallen würden. Ebenso ist die Gefahr an Verdeckungen und zu vielen
Kreuzungen von Links groß. Folglich ist ein Gesamtüberblick nicht sicher zu gewährleis-
ten. Ein allgemeines Problem stellt hier auch die schlechter werdende Performanz dar,
desto größer der Datensatz. Allgemein lassen sich Visualisierungsformen aller Daten in
zwei Gruppen unterteilen:
1. Eine Darstellung aller Entitäten und Links für vorhandene Softwareartefakte.
2. Eine Darstellung, welche Entitäten und Links nach bestimmten Attributen clustert.
Aus Performanzgründen blockieren kommerzielle Anwendungen wie YAKINDU eine Vi-
sualisierungen der ersten Gruppe und nutzen Darstellungen aus der zweiten Gruppe. Ein
Beispiel dafür bieten die vorgefertigten Abfragen von YAKINDU, wie Welche Arten von
Trace-Links gibt es und wie viele von jeder? oder Welche Artefakte besitzen Trace-Links
und welche nicht?. Das Resultat wird als Kreisdiagramm (siehe Abbildung 4.4 unten)
dargestellt. Die Visualisierungen der Gruppe 2 geben Auskunft über den Status eines
Projektes. Jedoch sind sie für das Finden und Pflegen einzelner Trace-Links eher unge-
eignet. Für Darstellungen aus der ersten Gruppe nutzt [38] die dritte Dimension. Diese
Anwendung gehört zur Gruppe der Programmerweiterungen. Es wird der modellgetriebe-
ne Ansatz verwendet und auf die bekannte Form der UML-Diagramme zurückgegriffen.
Dies verbessert die Orientierung für den Nutzer. Ein Nachteil dieses Ansatzes ist, dass Ar-
tefakte wie die Anforderungsdokumente, welche keine UML-Diagramme sind, sich nicht
direkt integrieren lassen.
An einem Softwareprojekt sind meist eine Vielzahl an unterschiedlichen Rollen tätig.
Jede Rolle hat andere Fragestellungen. Dafür unterstützen Traceability-Visualisierungs-
Werkzeuge neben individuellen Abfragen auch unterschiedliche Darstellungen. Dabei wer-
den Daten, welche für den Nutzer nicht direkt von Nutzen sind, ausgeblendet oder nur
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hintergründig dargestellt. So unterscheidet beispielsweise SoftRepo zwischen den Sichten
Analyst View, Developer View, Tester View und All.
Der überwiegende Teil der Visualisierungen ermöglicht dem Nutzer eine direkte Inter-
aktion. Grundlegend beinhalten die Interaktionen das Auswählen von Entitäten oder
Links, das Navigieren entlang der Verbindungen oder das Einsehen zusätzlicher, tex-
tueller Informationen. Darauf aufbauend ermöglichen andere Werkzeuge zusätzlich die
direkte Manipulation der Daten mittels der Visualisierung [33] [11] [1] [50].
Die Tabelle 8.3 im Anhang gibt einen Gesamtüberblick über den Vergleich ausgewählter
Visualisierungswerkzeuge und fasst die genannten Vergleichskriterien zusammen.
5.2 Anforderungen
Bevor eine passende Umsetzung für eine Visualisierungsanwendung gefunden werden
kann, ist es wegweisend die Anforderungen zusammenzustellen. Eine Sammlung von An-
forderungen ist bereits in der Veröffentlichung [33] zu finden. Ebenso sind die Fragestel-
lungen der Fachperson an die Anwendung genauer zu betrachten. Die Zusammenstellung
der Anforderungen basiert auf den im Abschnitt 1.2 beschriebenen Fragen und Szena-
rio. Damit soll sichergestellt werden, dass die entwickelte Visualisierungsanwendung zur
Fachperson und dessen Aufgabe passt [54]. Dennoch sind Erweiterungen für andere Sze-
narien denkbar. Alle Artefakte, Entitäten und Trace-Links sollen visuell so aufbereitet
präsentiert werden, dass sie bei der Beantwortung der Fragen unterstützen.
5.2.1 Anforderungen an Trace-Link Informationen
Die Datengrundlage für die Visualisierungen stellen die Trace-Links selbst dar. Für die
Darstellung sind umfangreiche Informationen pro Link nötig. Damit hat der Nutzer die
Möglichkeit neben Gesamtstrukturen sich auch über jeden einzelnen Link zu informieren.
Nachfolgend werden Informationen zusammengetragen, welche im Optimalfall pro Trace-
Link existieren sollten.
TL1) Basis- & Zielentität - Diese Werte verweisen auf Entitäten unterschiedlicher
Artefakte und sind folglich Voraussetzung für jeden Trace-Link. Pro Entität sind
weitere Informationen hilfreich wie Softwareartefakttyp und Pfad zu diesem. [33]
TL2) Typ - Der Typ gibt an, was die Relation zwischen Basis- und Zielentität ist. Die-
se können anwendungs- und projektübergreifend unterschiedlich ausfallen. Typen
welche SoftRepo unterstützte sind in Tabelle 8.2 im Anhang aufgeführt. [12]
TL3) Erstellungsart - Hier wird Auskunft über die Methode der Erstellung gegeben.
Mögliche Wert sind beispielsweise automatic, semi-automatic, manual, explicit. Da-




TL4) Erstellungs- & Aktualisierungsdatum - Diese Information gibt Auskunft über
die Geschichte und das Alter des Links. [33]
TL5) Autor oder Verantwortlicher - Der Autor oder Verantwortliche eines Links ist
für die letzte Änderung verantwortlich und stellt damit auch den Ansprechpartner
für mögliche Fragen dar. [33]
TL6) Version - Der Softwareevolutionsprozess fordert die ständige Anpassung von Trace-
Links. Dadurch entstehen unterschiedliche Versionen eine Links. Diese Information
trägt ebenfalls zur Speicherung eines geschichtlichen Verlaufs pro Link bei. [33]
TL7) History - Hier wird unter anderem festgehalten, wenn der Link von welcher Per-
son verwendet wurden ist. Dadurch können beispielsweise häufig verwendete Links
erkannt werden. [33]
TL8) Status - Er gibt Auskunft darüber, ob ein Link bestätigt, unbestätigt, inaktiv oder
gelöscht wurden ist. Das Erweitern um zusätzliche Zustände ist möglich. [33] [11]
Auf Basis dieser Informationen können Trace-Links gefiltert und analysiert werden. Es
lassen sich pro Trace-Link die Veränderungen im Laufe des Softwareentwicklungsprozes-
ses feststellen [54]. Diese unterstützen unter anderem bei Entscheidungsfindungen.
5.2.2 Anforderungen an die Visualisierungsanwendung
Nachfolgend werden Anforderungen zusammengetragen, welche eine Visualisierungsan-
wendung zur Kontrolle und Pflege der Trace-Links erfüllen sollten. Dabei fließen auch
die Erkenntnisse aus dem vorangegangenen Kapitel 4 ein. Als Ausgangspunkt dienen die
Fragen und das beschriebene Szenario aus Abschnitt 1.2.
A1) Große Darstellungsfläche für Visualisierung - Es sollen möglichst viele Enti-
täten, Artefakte und deren Trace-Links dargestellt werden. Dafür muss genügend
Platz für die Daten zur Verfügung stehen, um unter anderem Überlappungen von
Knoten zu vermeiden.
A2) Import von Daten - Um die Anwendung integrativ zu gestellten, sollte der Im-
port von Daten möglich sein. Damit können Daten aus verschiedenen Traceability
Recovering Methoden verwendet werden. Es ist möglich mehrere Dateien zu im-
portieren, um in der Visualisierung eine Zusammenfassung dieser zu sehen. [33]
A3) Erstellen und Löschen von Trace-Links - Es sollte das Erstellen und Löschen
von Trace-Links möglich sein. [33] [12]
A4) Bearbeitung der Attribute von Trace-Links - Im Rahmen dieser Anwendung
steht die Bearbeitung der Attribute im Vordergrund. Mit Hilfe der Attribute soll
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dem Nutzer gegenüber eine Transparenz beispielsweise über die Recovering Metho-
de geliefert werden. Wie bereits im Abschnitt 3.1.2 erläutert, muss das Verständnis
für Traceability verbessert werden. Daher ist das wichtigste Ziel der Transparenz,
das Schaffen von Vertrauen und damit auch die Akzeptanz durch den Nutzer [55].
Welche Attribute für die Anwendung verwendet werden sollen, darauf geht Ab-
schnitt 6.3.2 ein. [33] [12]
A5) Darstellung mehrerer Informationsfelder - Um genauere Informationen über
bestimmte Elemente der Visualisierung zu erhalten, wird dem Nutzer mindestens
ein weiteres Fenster zur Verfügung gestellt. In diesem werden textuelle Informatio-
nen angezeigt und eine Bearbeitung dieser ermöglicht.Ein Dashboard könnte die
Möglichkeit bieten, weitere Informationsfenster zu integrieren ohne die Übersicht
zu behindern. [33]
A6) Bereitstellung interaktiver Filter - Damit der Nutzer die Visualisierung an
seine Fragestellung anpassen kann, hat dieser die Möglichkeit die Daten nach ver-
schiedenen Kriterien zu filtern. Damit der Filter nicht die Visualisierungsfläche und
damit Anforderung A1 behindert, sollte dieser minimierbar sein. [33]
A7) Export von Daten - Der Nutzer soll die Möglichkeit erhalten die bearbeiteten
Daten und angepasste Visualisierung als Bild- oder Datenformat exportieren zu
können. Dies dient zur Weiterverarbeitung der Daten in anderen Anwendungen
oder zur Präsentation neu gewonnener Erkenntnisse. [33] [36]
A8) Interaktive Visualisierung - Die Visualisierung soll neben der Präsentation der
Daten auch der Interaktion mit diesen dienen. Der Nutzer hat unter anderem die
Möglichkeiten, Elemente auszuwählen, hinein und hinaus zu zoomen. Das Informa-
tionsfenster aus Anforderung A4 soll entsprechend der Auswahl die Informationen
einblenden. [33]
Die oben aufgezählten Anforderungen dienen als Rahmen und Grundlage für die zu ent-
wickelnde Anwendung. Darüber hinaus sind erweiternde und zusätzliche Funktionalitäten
denkbar. Eine Auswahl dieser wird nachfolgend vorgestellt.
ZA1) Unterstützung verschiedener Sichten - Um die Visualisierung dem Nutzer und
seiner Aufgabe anzupassen, sollte die Auswahl zwischen verschiedenen Darstellun-
gen möglich sein. [33] [36] [12]
ZA2) Abfrage auf vorhanden Daten - In Ergänzung zu Anforderung A6 sollte ein
Nutzer auch die Möglichkeit habe individuell formulierte Abfragen zu stellen. [33]
ZA3) Speicherung eine Interaktionshistorie - Bearbeitungen von Trace-Links sollten
abgespeichert werden, um beispielsweise Entscheidungsprozesse zurückverfolgen zu
können. Diese unterstützt auch das Treffen neuer Entscheidungen. [33]
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ZA4) Schnittstelle zu anderen Anwendungen - Eine Schnittstelle zu anderen An-
wendungen vereinfacht die Arbeit mit der Visualisierungsanwendung und umgeht
manuelle Imports und Exports. [33]
5.3 Visualisierungsformen
Der Abschnitt 5.1 lässt erkennen, dass oft auf eine Auswahl an gebräuchlichen Visuali-
sierungsformen zurückgegriffen wird. Anschließend werden die Vor- und Nachteile dieser
in Hinblick auf Trace-Link Informationen diskutiert.
Abbildung 5.2: Häufig verwendete Visualisierungsformen sind Matrix (links), Baum (zwei
Mitte) und Graph (rechts)
Tabelle
Eine Tabelle zur Aufbereitung und Strukturierung von Informationen ist eine sehr ein-
fache Form der Visualisierung. Dennoch ist sie intuitiv schnell und gut verständlich. Je
nach Anzahl von Spalten zu Zeilen sind mehrere Vergleichskriterien gleichzeitig möglich.
Die Erweiterung von Daten ist einfach umsetzbar. Damit entsteht jedoch ein sehr großer
Nachteil. Desto mehr Daten sich in einer Tabelle befinden, desto unübersichtlicher wird
diese. Ausprägungen sind nicht schnell erkennbar und die Gesamtstruktur bleibt verbor-
gen.
Matrix
Die Matrix orientiert sich stark an der Tabellenform [54] [36]. Eine Skizze ist in Abbil-
dung 5.2 links zu sehen. Mit dieser kann beispielsweise Zusammengehörigkeit ausgedrückt
werden. Sie lässt lediglich ein Vergleichskriterium zu, ja oder nein. Sie ist ebenfalls leicht
und intuitiv verständlich. Das trifft aber nur für kleine Datensätze zu, je größer der




Eine Baumstruktur kann unterschiedlich visualisiert werden, wie beispielsweise die YA-
KINDU und SoftRepo Anwendungen zeigen. Beide Formen sind in Abbildung 5.2 mittig
dargestellt. Hierarchien lassen sich gut und einfach abbilden. Im Vergleich zur Tabelle
kann die Gesamtstruktur besser wahrgenommen werden. Die Visualisierung einer sehr
großen Datenmenge als Baumstruktur ist jedoch sehr raumgreifend. Ebenso ist die Dar-
stellung von Schleifen, je nach Baumstruktur, nicht intuitiv umsetzbar.
Graph
Ein Graph kann Abhängigkeiten ohne hierarchischer Wertung darstellen, wie Abbil-
dung 5.2 rechts zeigt. Ebenso kann er deutlich platzsparender ausfallen. Damit kann
der Graph im Vergleich zu den vorherigen Visualisieriungsformen den größten Datensatz
für den Nutzer brauchbar darstellen. Strukturen und Muster, wie beispielsweise Kno-
ten mit sehr vielen Blättern, können schnell erkannt werden. Jedoch besteht die große
Gefahr, durch Überlagerungen, besonders von Verbindungslinien, Details einzubüßen.
Ebenso muss meist weitere textuelle Information ausgelagert werden, um weitere Über-
lagerungen zu vermeiden.
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Dieses Kapitel beinhaltet den Entwurf und die Umsetzung der ersten Version der Anwen-
dung zur Visualisierung von Strukturinformationen. Dafür wurde zunächst ein Prototyp
implementiert und getestet. Das Ziel ist eine Anwendung, welche bei der Analyse von
Strukturinformationen aus Anforderungsdokumentation und Source Code hilft, um die
Trace-Link-Findung zu unterstützen. Der Grund für den Fokus auf die Strukturinforma-
tion ist, dass eine Alternative zum Abgleich von Bezeichnungen und Namensgebungen
untersucht werden soll. Wie bereits im Kapitel 3 erörtert, treten bei diesen Wortab-
gleichsmethoden starke Probleme auf, sobald unterschiedliche Sprachen und Bezeichnun-
gen zum Einsatz kommen. Als Orientierung für die Anwendung dienen die erörterten
Anforderungen des vorangegangen Kapitels 5 und das beschriebene Szenario aus der
Aufgabenstellung (Abschnitt 1.2).
6.1 Verwendete Technologien
Zur Erstellung einer Anwendung, um große Datenmenge zu verarbeiten und zu visualisie-
ren, ist die Frage nach den passenden Technologien zu stellen. Im Rahmen dieser Arbeit
wurden ein Prototyp und seine Anwendung erstellt.
6.1.1 Prototyp
In einem ersten Prototyp wurden die Links und Entitäten als Netzwerkgraph auf der Basis
von Webtechnologien dargestellt. Abbildung 8.1 im Anhang zeigt einen Screenshot der
Anwendung, welcher das Anforderungsdokument des OrderEntry-Projektes visualisiert.
Mittels HTML und JavaScript steht dem Nutzer eine einfache Benutzeroberfläche zur
Verfügung. Auf dieser können die Daten im CSV-Format hochladen werden. Anschließend
kann der Nutzer sehen wie viele Entitäten und Links die Datei beinhaltet. Er hat die
Möglichkeit bestimmte Typen von Links und Entitäten zur Visualisierung auszuwählen.
Im Hintergrund findet clientenseitig die Datenverarbeitung mit Hilfe von JavaScript statt.
Die Visualisierung basiert auf der JavaScript Bibliothek Data-Driven Documents (D3)
[7].
Der Prototyp kann kleinere Datensätze bis ca. 1000 Relationen verarbeiten und dar-
stellen. Bei steigender Anzahl der Datensätze nimmt jedoch die Verarbeitungszeit stark
zu. Zusätzlich steigt die Zahl und Dauer der Berechnungen für den Netzwerkgrafen. Im
Hinblick auf weitere Entwicklungen ist es daher nötig, zum parsen und aufbereiten von
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CSV-Dateien auf andere Technologien zurück zu greifen. In diesem Zusammenhang muss
eine andere Bibliothek zum Erstellen von Visualisierungen gefunden werden.
6.1.2 Resultierende Anwendung
Auf Grundlage der Erfahrungen aus dem Prototyp sollte eine deutlich leistungsstärkere
Anwendung entwickelt werden. Für zukünftige Szenarien ist es empfehlenswert, Teile der
Anwendung auf einen Server auszulagern, um deutlich mehr Rechenleistung zu nutzen.
Dafür bietet es sich an, bereits während der Entwicklung Client und Server zu trennen.
Abbildung 6.1: Skizze der Architektur der Anwendung
Wie die Abbildung 6.1 zeigt, stellt Electron [23] den Rahmen der Anwendung dar. Elec-
tron wird von GitHub Inc. entwickelt und ist ein quelloffenes Framework und ermöglicht
die Entwicklung einer cross-platform Desktop-Anwendung. Darin befindet sich ein virtu-
eller Server und ein Client. Der Datenaustausch findet mittels Asynchronous JavaScript
And XML (Ajax) und Flask [43] statt. Flask bezeichnet ein Webframework, welches in
Python geschrieben ist. Im Gegensatz zu anderen Webframeworks, ist Flask sehr leicht-
gewichtig und einfach gehalten.
Zur Abspeicherung der Daten für die internen Nutzung wird , JavaScript Object Notation
(JSON) [16] verwendet. Es hat den Vorteil eines gut lesbaren und kompakten Datenfor-
mats. Wie der Name bereits vermittelt, lässt es sich sehr gut mit JavaScript verarbeiten
und eignet sich zum Austausch von Daten zwischen Clienten und Server.
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In der virtuellen Umgebung läuft Python [44] und ist für die Verarbeitung und Aufberei-
tung der Datensätze zuständig. Python wurde von Guido van Rossum entwickelt und ist
eine universelle und gut lesbare Programmiersprache, welche unterschiedliche Program-
mierparadigmen unterstützt. Im Rahmen dieser Anwendung wird die objektorientierte
Programmierung verwendet. Da bei dieser Anwendung Python innerhalb von Electron in
einer virtuellen Umgebung läuft, ist es nicht nötig Python auf dem eigenen Rechner zu
installieren, um die Anwendung zu starten.
Analog zu Python ist auch JavaScript auf dem Client objektorientiert. Somit wird eine
hohe Flexibilität und Wiederverwendbarkeit realisiert [13]. Für die Erstellung der Benut-
zeroberfläche, kommen Webtechnologien, wie HTML, CSS und JavaScript zum Einsatz.
Die Elemente und Interaktionsmöglichkeiten auf der Benutzeroberfläche werden mit Bi-
bliotheken wie Semantic UI [14] und Bootsrap [51] umgesetzt.
Die Anwendung erhält den Namen LinkViz. Er setzt sich zusammen aus Link und Vi-
sualization, da diese Anwendung überwiegend aus unterschiedlichen Linkvisualisierungen
besteht.
6.2 Architektur
Abbildung 6.2 zeigt die Architektur für die virtuelle Umgebung. Der überwiegende Teil
wurde mit objektorientierten Python implementiert. Die Abspeicherung der Informatio-
nen pro Visualisierung erfolgt in zwei unterschiedlichen JSON-Dokumenten.
Haupt-JSON-Dokument - Dieses Dokument wird initial, einmalig pro
Softwareartefakt erstellt und für alle Visualisierungen genutzt. artifakt.json
in Abbildung 6.2 steht für Requirements.json und SourceCode.json in der An-
wendung. Darin befinden sich alle Informationen zu jeder einzelnen Entität
und Relation. Die Struktur des Haupt-JSON-Dokuments ist im nachfolgen-
den Abschnitt 6.4.1 erläutert.
Koordinaten-JSON-Dokumente - Pro Visualisierung und Softwarearte-
fakt wird je ein JSON-Dokument abgespeichert, welches Positionsinformatio-
nen pro Entität enthält. Der Sufix der Dokumentbezeichnungen entspricht
der entsprechenden Visualisierung (_network.json, _neighbor_barchart.json,
_sankey_diagram.json).
Der Grund für die Aufteilung der Daten auf Haupt-JSON-Dokument und Koordinaten-
JSON-Dokumente ist, die Wiederverwendung von Informationen. Somit werden die all-
gemeinen Informationen zu Entitäten und Relationen einmalig erstellt und können für
alle Visualisierungen verwendet werden. Lediglich die Berechnung der Koordinaten fin-
det pro Visualisierung und Softwareartefakt individuell statt. Folgende Klassen und deren
Aufgaben beinhaltet die Architektur.
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Abbildung 6.2: Architektur der virtuellen Umgebung
api.py - Hier wird Flask importiert. Diese Datei legt fest durch welche URL,
welche Methode gestartet wird. Damit stellt diese Klasse die Schnittstelle für
den Clienten dar. Ausgehend von api.py werden die CSV-Tabellen verarbei-
tet und die Koordinatenberechnungen gestartet. Mit Hilfe des Pakets Flask-
Response werden die Resultate an den Clienten zurück gegeben. An dieser
Stellen können beispielsweise weiter Klassen für zusätzliche Visualisierungen
angefügt werden.
CsvTranslater - Diese Klasse verarbeitet die Informationen der CSV-Datei
und erstellt das Haupt-JSON-Dokument.
NetworkGraph,NeighborTypeBarchart, SankeyDiagram - Diese Klas-
sen berechnen die Koordinaten für den Netzwerkgraphen, das Segeldiagramm
und das Sankey Diagramm. Das Resultat wird in je einem Koordinaten-JSON-
Dokumente abgespeichert. Wenn bereits ein entsprechendes JSON-Dokument
existiert, wird dieses überschrieben.
path_name_manager.py - Diese Datei stellt alle individuellen Pfade zum
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Abrufen und Abspeichern von Dokumenten den anderen Klassen zur Verfü-
gung. Des weiteren werden hier auch die Dokumentbezeichnungen festgelegt.
Dies hat den Vorteil, des globalen Anpassens von Bezeichnungen und Pfaden.
CsvExporter - Hier findet das Formatieren der JSON-Informationen und
das anschließende abspeichern als CSV-Datei statt.
Die Kommunikation zwischen der virtuellen Umgebung und dem Clienten basiert auf dem
Hypertext Transfer Protocol (HTTP) [53]. Für das initiale Hochladen der CSV-Tabelle
wird die POST -Methode verwendet. Denn die CSV-Daten können die maximale Länge
von 2048 zu übertragenden Charakteren übersteigen, daher kann die GET -Methode nicht
verwendet werden. Diese kommt aber bei allen weiteren Abfragen zum Einsatz.
Im Vergleich zu der virtuellen Umgebung sind client-seitig deutlich mehr Klassen nö-
tig. Abbildung 8.2 im Anhang zeigt den Aufbau der Architektur. Ein Grund dafür ist
das verarbeiten der Nutzerinteraktionen. Die Architektur orientiert sich am Model-View-
Controller -Muster (MVC). Nachfolgend werden die wichtigsten Bestandteile und deren
Aufgaben vorgestellt.
UiController.js - Der UiController bündelt alle Eventlistner und kontrolliert
damit, was bei welcher Nutzerinteraktion passiert.
FileUploader - Hier findet die Kommunikation mit der virtuellen Umge-
bung statt. Mittels Ajax werden POST - und GET -Abfragen gestellt und das
Resultat entsprechend an zuständige Klassen weitergeleitet.
FilteredDataCollector, OriginJson - Diese Klassen arbeiten eng zusam-
men. Eine Instanz der Klasse OriginJSON steht für ein Softwareartefakt und
hält damit alle Entitäts-, Relations- und zugehörige Visualisierungsinforma-
tionen. Der FilteredDataCollector ist als Singleton implementiert und fasst
alle OriginJSON -Instanzen zusammen. Ebenso wird von hier der Visualisie-
rungsprozess gestartet, sobald alle nötigen Informationen verfügbar sind.
UiVisualisationCreator - Diese Klasse wird von der FilteredDataCollector -
Klasse gesteuert und koordiniert die Klassen, welche für spezielle Visualisie-
rungen zuständig sind, NetworkgraphCreator, NeighborBarchartCreator und
SankeyDiagram
UiFilterAndInfoViewCreatorFactory - In dieser Klasse werden entspre-
chend des Artefakttyps die Instanz der zugehörigen UiFilterAndInfoView-
CreatorArtefact -Klasse zurückgegeben. Die zurückgegebene Klasse ist für das
Befüllen der spezifischen Informationsfelder auf der Benutzerfläche zuständig.
UiElementLib,ViewRegister - Diese beiden Klassen dienen als Bibliotekt.
UiElementLib,js erstellt HTML-Elemente welche oft wiederverwendet wer-
den. In der Klasse ViewRegister.js befinden sich spezifische Informationen,
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wie Namen und Attribute zu den einzelnen Visualisierungen. Somit könne
diese Informationen gegebenenfalls zentral angepasst werden.
Die Seite der virtuellen Umgebung, wie auch die Clienten Seite wurden so entworfen,
dass neue Visualisierungen oder das Hinzufügen weiterer Artefakte mit einem möglichst
geringen Implementierungsaufwand verbunden sind.
6.3 Datengrundlage
Für die Visualisierung sollen möglichst umfangreiche Daten verarbeitet werden. Dafür
bieten sich die CSV Exporte aus der SoftEvol Werkzeug-Familie an. Wie bereits im
Abschnitt 3.3.1 beschrieben, werden Zusammenhänge zwischen Entitäten eines Softwa-
reartefakts gefunden und anschließend im CSV Format exportiert. SoftRepo (Abschnitt
4.2) importiert diese und stellt anschließend Zusammenhänge zwischen den Entitäten der
verschiedenen Artefakte her. Jede Zeile der CSV Exporte ist, wie nachfolgend dargestellt,
aufgebaut und beschreibt eine Relation zweier Entitäten.
BasisTyp; BasisName; Beziehung; ZielTyp; ZielName
Aufbau einer Relationsbeschreibung [29]
6.3.1 Entitäts Daten
Eine Entität ist durch einen Namen und einen Typ beschrieben. Alle verfügbaren Typen
werden in Tabelle 8.1 im Anhang aufgeführt. Eine Entität kann Teil mehrerer Relationen
innerhalb einer CSV-Tabelle sein. Dabei kann sie als Basisentität oder als Zielentität
vorkommen. Folglich können Entitäten doppelt vorkommen.
6.3.2 Relation
Jede Zeile einer CSV-Tabelle entspricht einer gerichteten Relation innerhalb eines Soft-
wareartefakts. Diese Relationen sind von den Trace-Links zu unterscheiden, da sie Ver-
bindungen zwischen Entitäten innerhalb eines Artefakts darstellen. Trace-Links beschrei-
ben hingegen die artefaktübergeifenden Verbindungen zwischen Entitäten. Mit Hilfe der
Artefakt-internen Relationen und den Trace-Links ist die Erstellung umfangreicher Im-
pact Analysen möglich.
Der CSV-Datensatz beinhaltet für jede Relation einen Beziehungstypen (siehe Abbil-
dung 6.3). Wie bei den Entitätstypen sind auch die Beziehungstypen auf eine bestimmte
Auswahl beschränkt. Tabelle 8.2 im Anhang fasst aller Beziehungstypen zusammen.
Bei genauerer Betrachtung der Relationen können neben Hierarchien auch Schleifen auf-
treten. Dies ist der Fall, wenn eine Basisentität ebenso als Zielentität vorkommt. In
diesem Fall kann der Beziehungstyp zu genaueren Erklärung beitragen. Das Vorkommen




Nachfolgend werden die einzelnen Schritte der Datenverarbeitung zusammengefasst, um
anschließend genauer auf die einzelnen Verarbeitungsschritte einzugehen.
1. Datenimport - Der Client ermöglicht das Importieren der Daten in Form der CSV
Tabellen. Dafür wird der Pfad zu der Datei angegeben.
2. Hochladen der Daten zum Server (Request) - Nach dem Import werden die
Daten mit Hilfe von Ajax an den Server gesendet. Für die Weiterverarbeitung auf
dem Server wird die Bezeichnung des entsprechenden Artefakts mitgesendet.
3. Datenaufbereitung - Mit Hilfe von Python werden die CSV Daten auf dem Ser-
ver verarbeitet und aufbereitet. Dazu gehört das Extrahieren von Informationen
und das Umwandeln in das Haupt-JSON-Dokument. Die Struktur wird im nachfol-
genden Abschnitt 6.4.1 genauer erläutert.
4. Rücksendung der Daten zum Client (Response) - Die aufbereiteten Daten
werden im JSON-Format in einem Austauschordner abgespeichert und der Pfad
wird an den Clienten gesendet.
5. Anfrage der Koordinaten - Anschließend wird für jede Visualisierung eine wei-
tere Anfrage an den Server gesendet.
6. Berechnung der Koordinaten - In Abhängigkeit der entsprechenden Visualisie-
rung werden die Entitäten sortiert und die Koordinaten berechnet. Dabei wird auf
die Haupt-JSON-Dokumente in dem Austauschordner zurückgegriffen.
7. Empfange der Koordinaten (Response) - Wie bereits im Schritt 4, erhält der
Client den Pfad zu den JSON-Dateien mit den angeforderten Koordinaten.
8. Darstellung - Das Befüllen der Benutzeroberfläche findet asynchron statt. Dies be-
deutet, sobald eine JSON-Datei eingelesen wurde, werden alle entsprechenden Infor-
mationen dem Nutzer angezeigt, während im Hintergrund weitere JSON-Erstellungen
laufen. Analog dazu findet das Rendern und Darstellen der Visualisierungen statt,
sobald die entsprechenden Koordinaten vom Clienten geladen wurden.
9. Filtern - Nach der Datenvisualisierung, können sie mittels Nutzerinteraktionen
gefiltert oder ausgewählt werden.
6.4.1 Erstmalige Datenaufbereitung (von Schritt 3)
Damit Entitäten und Relationen besser verarbeitet werden können und um Redundan-
zen innerhalb der Informationen zu vermeiden, findet eine Trennung zwischen Entitäten
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und Relationen statt. Dafür werden innerhalb der JSON Datei zwei Unterstrukturen,
entities und links, gespeichert. Mit Hilfe von einmaligen Kennungen (id’s) verweisen
die Relationen auf die zugehörigen Basis- und Zielentitäten. Die id wird dabei aus einer
Kombination von Artefaktbezeichnung und fortlaufender Nummer zusammengesetzt. Ein
Beispiel einer solchen JSON-Struktur ist nachfolgend zu sehen.
Wie bereit im Abschnitt 6.3 erwähnt, können auf Grund der Relationsdarstellungen in den
CSV-Dateien Entitäten (BasisName und ZielName aus Struktur 6.3) doppelt auftreten.
Beispielsweise kann eine Entität einmal als Basisentität und später wieder als Zielentität
vorkommen. Diese Dubletten werden entfernt, so dass in der JSON Unterstruktur entities
jede Entität nur einmal vorkommt. Das ist Voraussetzung für die spätere Visualisierung
und Auswertung. Dupletten treten ebenfalls unter den Relationen auf. Das bedeutet es
gibt Zeilen innerhalb CSV-Tabelle, welche sich wiederholen. Diese werden auch vor der
Weiterverarbeitung entfernt.
Für die Weiterverarbeitung der Daten müssen besonders die Entitätsnamen aufbereitet
werden. Grund dafür sind auffällig viele Leerzeichen vor oder nach den Namen. Ebenso
müssen Sonderzeichen berücksichtigt werden, um eine reibungslose Weiterverarbeitung
zu gewährleisten.
Das Resultat der Datenaufbereitung ist ein JSON-Dokument pro Softwareartefakt, in
welchem alle benötigten Informationen für jede Entität und jeden Link abgespeichert





































Zu jeder Entität wird in Attributen festgehalten zu welchem Artefakt es gehört. Die Infor-
mationen über den Namen und den Typ stammen direkt aus dem CSV-Dokument. Die Id
jeder Entität besteht aus: Artefaktbezeichnung + ’Entity’ + fortlaufender Nummerierung.
Somit wird sichergestellt, dass diese auch artefaktübergreifend einmalig ist. Darüber hin-
aus gibt es pro Entität weitere Attribute wie outgoingRelations, incomingRelations und
outgoingproportion. Diese werden später für die Erstellung der Visualisierung 6.6.2 benö-
tigt und genauer erläutert. Das Attribut addictByTypes beinhaltet alle Verlinkungen bei
denen diese Entität der Basisentität entspricht. Somit können diese Linkinformationen
direkt auf der Benutzeroberfläche dargestellt werden, ohne zusätzliche Abfragen.
Jedes JSON-Link-Element entspricht einer Zeile der eingelesenen CSV-Tabellen. Das Ab-
speichern der Attribute für jeden einzelnen Link orientiert sich an den, in Abschnitt 5.2.1
gesammelten Anforderungen für Trace-Links. Die Werte der Attribute sourceId und tar-
getId entsprechen den Id’s der Basis- und Zielentität. Die relation enthält den Code
des Relationstypen. Diese sind in Tabelle 8.2 im Anhang aufgeführt. Wie auch für jede
Entität, wird auch für jeden Link die Artefaktbezeichnung abgespeichert. Das Attribut
approved gibt den Status des Links an, ob dieser bereits durch die Fachperson bestätigt
wurde. Informationen über die Erstellungsart des Links speichert das Attribut origin ab.
Der Autor oder Verantwortliche für den Link, entsprechend der Anforderung TL5 aus
Abschnitt 5.2.1, ist unter responsible abgespeichert. Da die CSV-Tabellen Resultat der
anderen Werkzeuge der SoftEvol -Familie sind, wird der initiale Wert auf tool gesetzt. Die
Anforderungen an die Attribute TL4) Erstellungs- & Aktualisierungsdatum, TL6) Ver-
sion und TL7) History wurden im Rahmen dieser Anwendungsversion aus Zeitgründen
ausgelassen. Dennoch können diese Attribute in der Zukunft integriert werden.
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6.4.2 Berechnung der Koordinaten (von Schritt 6)
Für jede Visualisierung findet eine eigene Koordinatenberechnung statt. Als Grundlage
dafür dienen die Haupt-JSON-Dokumente der einzelnen Artefakte. Auf die Koordinaten-
berechnungen der verschiedenen Visualisierungen wird in den nachfolgenden Abschnit-
ten genauer eingegangen. Nach der Berechnung werden die Koordinaten für die Entitäten
pro Artefakt in einem separaten JSON-Dokument gespeichert. Die nachfolgende Struktur
zeigt den Aufbau des Koordinaten-JSON-Dokuments.
{
"Requirementsentity8" : {"y": -900, "x": 0},
"Requirementsentity55": {"y": -960, "x": 0},
"Requirementsentity17": {"y": -960, "x": -10},
...
}
Als Schlüssel wird die EntitätsId verwendet. Zu jeder Id sind mindestens die entsprechen-
den X- und Y-Koordinaten hinzugefügt. Somit kann auf dem Clienten die Entität direkt
Visualisiert werden. In Abhängigkeit der entsprechenden Visualisierung treten zusätzlich
weitere Attribute pro EntitätsId auf. Mehr dazu wird im Abschnitt der entsprechenden
Visualisierung erläutert.
6.5 Benutzeroberfläche
Nach Anforderung A5) Darstellung mehrerer Informationsfelder besteht die Nutzerober-
fläche aus mehreren Feldern, welche gemeinsam ein Dashboard bilden. Ein Screenshot des
gesamten Dashboads befindet sich in Abbildung 8.4 im Anhang. Informationen und Funk-
tionalitäten die nicht direkt zur Auswertung der Entitäten und Links benötigt werden,
befinden sich in ausklappbaren Menüs. Somit wird nach Anforderung A1) Große Darstel-
lungsflächen für Visualisierung, dem Visualisierungsbereich ausreichend Platz verschafft.
Die Benutzeroberfläche der LinkViz Anwendung besteht aus folgenden Elementen und
Funktionalitäten:
6.5.1 Menüs
Hierbei handelt es sich um zwei von links ausklappbare Menüs, das Upload-Menü und
das Typeninfo-Menü. Diese beinhalten Informationen, welche nicht unmittelbar für die
direkte Analyse zuständig sind.
Upload-Felder - Sie sind Hauptbestandteil des Upload-Menüs (Abbildung
8.3 im Anhang). Es gibt zwei Upload-Felder, je für die CSV-Tabellen des
Anforderungsdokuments und des Source Codes. Hier besteht auch die Mög-
lichkeit weitere Upload-Felder hinzuzufügen, beispielsweise für die Testfälle.
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Kurzinformation - Die Kurzinformation befindet sich auch in dem Upload-
Menü und wird direkt angezeigt, sobald die CSV-Tabelle verarbeitet ist. Es
wird die Anzahl der Entitäten und Links angezeigt.
Typen-Filter - Unter der Kurzinformation sind alle Entitäts- und Linktypen
als Labels dargestellt. Diese beinhalten neben der Typbezeichnung auch die
Anzahl an Elementen zu diesem Typ. Zu Beginn sind alle Labels ausgewählt.
Durch Klicken können diese abgewählt und somit entsprechende Typen im
Netzwerkgraph ausgeblendet werden.
Typeninfo-Menü - Das Typeninfo-Menü beinhaltet die Informationen zu
allen Entitäts- und Linktypen (Abbildung 8.3 im Anhang). Es wird je das
Label mit der Farbe und der entsprechenden Abkürzung angezeigt. Daneben
befindet sich die dazugehörige Beschreibung.
Die Informationen des Typeninfo-Menüs basieren auf einem weiteren JSON-Dokument.
Ein Beispiel für die Struktur ist nachfolgend vorgestellt. Zu jeder Typabkürzung wird die
Darstellungsfarbe, die Beschreibung, der vollständige Name und alle möglichen ausge-
henden Relationstypen abgespeichert. Das letzte Attribut type gibt an ob die Typabkür-
zung zu einer Entität oder zu einem Link gehört. Damit beinhaltet das JSON-Dokument
deutlich mehr Informationen als in der LinkViz Anwendung dargestellt sind. In einer





"desc": "A user wish or statement of intent, could be
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6.5.2 Dashboard
Das Dashboard beinhaltet mehrere Informationsfeld, welche miteinander kommunizieren.
Somit kann der Nutzer unterschiedliche Visualisierungen und Informationen auf einer
Übersicht analysieren.
Allgemeines Informationsfeld - Wie bereits in der Kurzinformation er-
wähnt, befinden sich auch in diesem Feld Angaben über die Anzahl an Enti-
täten und Links pro Softwareartefakt.
Farblegende - Die Farblegende zeigt alle auftretende Typen pro Software-
artefakt und Entität oder Link mit der jeweiligen Farbe, der Abkürzung und
der Anzahl an vorkommenden Elementen.
Entitäts-Informationsfeld - Dieses Feld ist zu Beginn der LinkViz Anwen-
dung leer. Sobald der Nutzer eine Entität auswählt, werden hier alle entspre-
chenden Informationen angezeigt. Darunter befinden sich die Labels zu allen
ausgehenden Linktypen mit der jeweiligen Anzahl an vorkommenden Elemen-
ten. Durch anklicken dieser sind darunter Informationen zu jedem Link und
deren Zielentität angezeigt. Darüber kann der Nutzer auch direkt zu dieser
Zielentität springen.
Visualisierungsfeld - Darin befinden sich die Visualisierungen. Diese Felder
ermöglichen dem Nutzer das Verschieben und Zoomen der Darstellung [42]
6.5.3 Exportfunktionen
Nach Anforderung A7) Export von Daten wurden zwei unterschiedliche Möglichkeiten
für den Export der Daten implementiert. Wie unter anderem im Kapitel 3 beschrieben,
gibt es noch keine Standardaustauschformate für Traceability-Daten. Daher dienen die
implementierten Exportmöglichkeiten der Untersuchung der Daten im Rahmen dieser
Arbeit. Entsprechend sind diese umgesetzt.
Export als CSV-Tabelle - Diese Funktionalität ist über das Upload-Menü
erreichbar, nachdem eine CSV-Tabelle hochgeladen wurden ist. Die exportier-
te Datei enthält speziell Informationen über die Entitäten, deren Eingangs-
und Ausgangsgrad, sowie alle weiteren Werte, welche unter anderem für die
Evaluation benötigt werden.
Export als PDF - Hier wird es dem Nutzer ermöglicht die Visualisierungen




Das Erstellen, Bearbeiten und Löschen von Trace-Links nach den Anforderungen A3)
Erstellen und Löschen von Trace-Links und A4) Bearbeitung der Attribute von Trace-
Links wurden in der aktuellen Version der LinkViz Anwendung nicht umgesetzt. Da der
Fokus vorrangig auf der Analyse der aktuellen Daten liegt. Eine Implementierung dieser
Anforderungen wäre aber in der nächsten Version möglich.
6.6 Visualisierungen
Um die Daten zu visualisieren, bietet die LinkViz Anwendung verschiedene Visualisie-
rungsformen an. Jede der Visualisierungen eignen sich für unterschiedliche Aufgaben und
Fragestellungen. Pro Visualisierung werden Annahmen formuliert, um diese im nachfol-
genden Kapitel 7 und mit Hinblick auf die Forschungsfragen aus Abschnitt 1.2, auswerten
zu können.
Für die Implementierung der unterschiedlichen Visualisierungen wird die Anforderung
A8) Interactive Visualisierung aus Abschnitt 5.2.1 berücksichtigt. Die Realisierung der
Darstellungen findet durch den Einsatz von Scalable Vector Graphics (SVG) statt. Es
soll dem Nutzer möglich sein, die Visualisierung genauer zu untersuchen, indem er die
Darstellung vergrößern oder verkleiner kann. Dafür wird die Bibliothek svg-pan-zoom
[42] eingesetzt. Diese ermöglicht das Skalieren und Verschieben der Grafik innerhalb
eines festgelegten Fensters durch Buttons oder das Mausrad. Sobald der Nutzer eine
Entität in einer Visualisierung auswählt, wird diese rot markiert und alle Informationen
im Informationsfeld angezeigt. Es erfolgt einer Markierung aller ausgehenden Links und
deren Zielentitäten. Diese Zielentitäten erhalten eine rote Umrandung, um sie von der
ausgewählten Entität zu unterscheiden. Diese Markierungen von Links und Entitäten
findet übergreifend in alle drei Visualisierungen statt.
Darüber hinaus hat der Nutzer die Möglichkeit, für Präsentationszwecke die Visualisie-
rungen als PDF zu exportieren.
Um den Nutzer bei der Orientierung und Analyse auch visualisierungsübergreifend zu un-
terstützen, kommen wiederkehrende Farbgebungen zum Einsatz. Dafür erhalten Entitäts-
und Linktypen unterschiedliche Farben. Diese kann der Nutzer auch in den Entitäts- und
Relationseinstellungen selbst anpassen.
6.6.1 Netzwerkgraph
In einem Netzwerkgraph ist jeder Knoten (k) einmalig. Ein Knoten kann keine bis k-1
Verbindungen aufweisen. Da der CSV-Datensatz ebenso Konten und deren Verbindungen
miteinander beschreibt, bietet sich der Netzwerkgraph als Visualisierungsform an. Um
den Verbindungen eine Richtung zu geben, werden Pfeile verwendet. Eine Skizze ist in
Abbildung 6.3 links zu sehen.
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Abbildung 6.3: Skizzen der geplanten Visualisierungen: Netzwerkgraph (links), Segeldia-
gramm (mitte), Sankey Diagramm (rechts)
Erwartungen
Mit Hilfe des Netzwerkgraphen sollen sogenannte Hotspots erkannt werden. Sie bezeich-
nen Knoten, welche besonders viele Verbindungen zu anderen Knoten aufweisen. Ebenso
kann der Nutzer sich eine Vorstellung von der Menge der Knoten und deren Verbindun-
gen machen. Um diesen Eindruck zu unterstützen, steigt der Durchmesser des Knotens
mit der Größe des Ausgangsgrads. Eventuell können in einem direkten Vergleich des
Anforderungs-Netzwerkgraphen und des Source Code-Netzwerkgraphen ähnliche Hots-
pots ausgemacht werden. Wenn das der Fall ist, könnten Ähnlichkeiten zwischen diesen
Hotspots angenommen werden.
Annahme Ng 1) Hotspot aus Anforderungsgraph =̂ Hotspot aus Sour-
ce Code Graph → Inhaltliche Ähnlichkeiten beider Entitäten
Implementierung
Für die Visualisierung des Netzwerkgraphen wird die freie Bibliothek NetworkX [17] ver-
wendet. NetworkX stellt für Python umfangreiche Methoden zur Verfügung und über-
nimmt ebenso die Berechnung der Koordinaten jedes einzelnen Knotens. Da die Biblio-
thek selbst auf Python basiert, ist sie effizient und gut skalierbar. Wie bereits im Ab-
schnitt 6.4.2 beschrieben, werden die X- und Y-Koordinaten in einem separaten JSON-
Dokument an den Clienten übermittelt. Dieser ist für die Darstellung zuständig. Ab-
bildung 7.1 zeigt einen Screenshot der Netzwerkgraphen des OrderEntry Projektes. Für




In Abbildung 6.3 mittig ist zu sehen, dass der Name Segeldiagramms aus der Form selbst
resultiert, welche Entitäten und Links bilden. Um Anforderungsdokument und Source
Code miteinander zu vergleichen, gilt es die Orientierung beider Softwareartefakte zu
betrachten. Das Anforderungsdokument ist funktional orientiert, denn es beschreibt in
den Anforderungen die Funktionsweise der Software. Der Source Code ist hingegen über-
wiegend objektorientierter Form. Für einen Vergleich auf Funktionsebene werden daher
speziell die Funktionen oder Methoden der Klassen betrachtet. Das Segeldiagramm stellt
daher alle Anforderungen (Entitätstyp: REQU ) den Methoden (Entitätstyp: FUNC )
gegenüber.
Erwartungen
Das Segeldiagramm konzentriert sich lediglich auf die Darstellung zweier Entitätstypen,
REQU und FUNC. Folglich sollte die Darstellung im Vergleich zu dem Netzwerkgra-
phen deutlich reduzierter ausfallen. Bei einem fortgeschrittenen Softwareprojekt, bei dem
die Anforderungsdokumente kontinuierliche zum Source Code weitergeschrieben wurden
sind, ist zu vermuten, dass die Anzahl der Methoden größer ist als die Anzahl der for-
mulierten Anforderungen. Grund dafür ist, dass eine Anforderung mindestens durch eine
Methode implementiert wurde. Es kann aber noch nicht bestimmt werden, welche Anfor-
derungen bereits von Methoden umgesetzt sind. Dafür ist erst eine konkrete Zuordnung
nötig. Falls die Anzahl an Methoden jedoch kleiner ist als die Anzahl an Anforderungen,
ist davon auszugehen, dass noch nicht alle Anforderungen umgesetzt sind.
Annahme Se 1) Anzahl REQU < Anzahl FUNC → fortgeschrittenes
Softwareprojekt, Umsetzung einer überwiegenden Zahl an Anforderungen
Neben der Anzahl der Entitäten wird zusätzlich der Ausgangsgrad wie auch der Ein-
gangsgrad an Links pro Entität betrachtet. Der Ausgangsgrad ist unter dem Attribut
outgoingRelations abgespeichert und beschreibt wie viele Male diese Entität als Basisen-
tität einer Relation vorkommt. Im Gegenzug dazu bezeichnet der Eingangsgrad, wie oft
diese Entität als Zielentität vorkommt. Dieser Wert ist unter incomingRelations abgespei-
chert. Entitäten mit einem hohen Eingangsgrad werden oft wiederverwendet. Entitäten
mit einem Ausgangsgrad von null sind Blattknoten des Netzwerkgraphen. Mit Hinblick
auf FUNC -Entitäten ist anzunehmen, dass eine Methode mit einem Eingangsgrad gegen
null, aber mit einem hohen Ausgangsgrad kaum wiederverwendet wird und daher sehr
spezifisch ist. Folglich könnt diese Methode eine spezielle Anforderung implementieren.
Hingegen setzt eine Methode mit einem hohen Eingangsgrad, aber einen Ausgangsgrad
gegen null eine sehr elementare Funktionalität um. Der hohe Eingangsgrad seht für eine
starke Wiederverwendung.
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Annahme Se 2) FUNC -Entität: Eingangsgrad sehr gering & Aus-
gangsgrad sehr hoch → sehr spezielle Methode
Annahme Se 3) FUNC -Entität: Eingangsgrad sehr hoch & Ausgangs-
grad sehr gering → sehr elementare Methode
Um das Verhältnis zwischen Eingangs- und Ausgangsgrad auszudrücken, wird das At-
tribut outgoingproportion eingeführt. Dieser Wert beschreibt prozentual das Verhältnis
zwischen dem Ausgangsgrad und der Summe aller Ein- und Ausgehenden Links. Die




) · 100 (6.1)
Folglich ist der outgoingproportion-Wert aus Annahme Se 4) bei null und der Wert aus
Annahme Se 3) bei 100. Für eine weitere These wird angenommen, dass eine spezielle
Anforderung auch von einer ähnlich speziellen Methode umgesetzt wird.
Annahme Se 4) REQU -Entität: outgoingproportion =̂ FUNC -Entität:
outgoingproportion → diese Methode implementiert die Anforderung
Implementierung
Für die Implementierung dieser Visualisierung wird keine speziell Bibliothek verwen-
det. Weil hier die direkte Gegenüberstellung beider Softwareartefakte erfolgt, wird die
Berechnung der Koordinaten erst gestartet, wenn auch die zweite CSV-Tabelle eingele-
sen ist. Der Nutzer kann später über ein Dropdown Menü wählen auf welchem Attri-
but, Ausgangsgrad (outgoing), Eingangsgrad incomingRelations oder outgoingproportion
die Positioniert der Entitäten basiert. Die initiale Berechnung basiert auf dem Attribut
outgoingproportion. Desto höher der Wert des Berechnungsattribut, umso weiter oben
wird die Entität auf der Y-Achse positioniert. Wenn zwei oder mehr Entitäten den glei-
chen Wert besitzen, werden sie nebeneinander angeordnet. Da die Werte des Attributs
outgoingproportion mehrere Nachkommastellen aufweisen, werden diese für die Positio-
nierung auf ganze Zahlen gerundet. Dennoch ist im Informationsfeld der vollständige
Wert angezeigt, um eventuell genauere Vergleiche durchzuführen. Nachdem die Enti-
täten positioniert wurden, findet die Einzeichnung der Links statt. Aus Gründen der
Übersicht werden nur die Links eingezeichnet, welche zwischen REQU -Entitäten oder
FUNC -Entitäten verlaufen.
6.6.3 Sankey Diagramm
Sankey Diagramme werden traditionell verwendet, um den Mengenflüsse von Energie
oder Materialien darzustellen [39]. Eine Skizze dieses Diagramms ist in Abbildung 6.3
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rechts zu sehen. Es gibt keine typische Darstellung eines Sankey Diagramms, da es über
viele Jahre hinweg in verschiedensten Formen verwendet wurde. Eines der ältesten Dar-
stellungen stammt aus dem Jahr 1869 von Charles Joseph Minard [41]. Er stellt den
Verlusten der französischen Armee während Napoleon Russlandfeldzuges dar.
Erwartungen
Sankey Diagramme eignen sich zum visualisieren multidimensionaler Daten. Im Vergleich
zum Netzwerkgraphen und dem Segeldiagramm lassen sich die Eingenschaften jeder En-
tität und Relation deutlicher darstellen. Ähnlich wie bei dem Segeldiagramm, werden
bei dem Sankey Diagramm nur Links visualisiert, welche Basisentitäten vom Type RE-
QU oder FUNC besitzen. Mit dieser Reduktion fallen die Diagramm nicht zu lang aus.
In jeder Spalte des Diagramms sind die entsprechenden Attributeswerte nach ihrer Auf-
trittshäufigkeit sortiert. Das bedeutet, dass in der zweiten Spalte die Entitätsnamen ganz
oben stehen, welche am häufigsten als Basisentität auftreten. Somit sind umfangreichere
Anforderungen und Methoden schnell erkennbar. Es wird angenommen, dass diese An-
forderungen und Methoden im Vergleich zu niedriger angeordneten Entitäten auf Grund
ihres Umfanges spezieller sind und daher seltener wiederverwendet werden.
Annahme SD 1) REQU /FUNC -Basisentität mit hohem Auftritts-
wert→ sehr umfangreiche, spezielle Methode, wird seltener wiederverwendet
Annahme SD 2) FUNC -Basisentität mit hohem Auftrittswert implementiert−−−−−−−−→
REQU -Basisentität mit hohem Auftrittswert
In Annahme SD 2 wird angenommen, dass eine Anforderung welche sehr viele andere
Entitäten beansprucht und damit sehr umfangreich ist, durch eine ähnlich umfangreiche
Methode implementiert wird.
Implementierung
D3 ist eine JavaScript Bibliothek, welche unter anderem Methoden zur Visualisierung
eines Sankey Diagramme zur Verfügung stellt [7]. Im Gegensatz zu dem Segeldiagramm
findet die Visualisierung statt, nachdem bereits eine CSV-Tabelle eingelesen wurde. In der
virtuellen Umgebung findet an Stelle der Koordinatenberechnung eine Umformatierung




In diesem Kapitel werden die Annahmen aus Abschnitt 6.6 untersucht und ausgewertet,
auf Basis der vorliegenden Testdaten. Anschließend wird ein Vergleich der Visualisierun-
gen durchgeführt. Das Ziel ist es, mögliche Antworten auf die Forschungsfragen 1 und 2
aus der Aufgabenstellung (Abschnitt 1.2) zu finden.
7.1 Testdaten
Für die Evaluation muss ein Beispieldatensatz die CSV-Tabellen der Anforderungsdoku-
mentation und des Source Codes beinhalten. Diese werden in die LinkViz Anwendung
geladen. Ebenso sollten das Anforderungsdokument und der Source Code selbst vorhan-
den sein, um mögliche artefaktübergreifende Strukturähnlichkeiten zu überprüfen. Dieser
Arbeit liegen die zwei Testprojekte: OrderEntry und Krankenversicherung zugrunde. Ta-
belle 7.1 gibt Auskunft über deren Umfang.
Beide Testprojekte basieren auf der Programmiersprache Java und sind daher objektori-
entierter Natur. Bei dem OrderEntry-Projekt handelt es sich um eine Anwendung, bei
der Artikel organisiert und durch Kunden bestellt werden können. Bei diesem Projekt
wurden alle formulierten Anforderungen weitestgehend umgesetzt. Aktuell existieren zwi-
schen Anforderungsdokumentation und Source Code keine Trace-Links. Die Werte der
Tabelle 7.1 zeigen, dass das Krankenversicherungs-Projekt deutlich größer ist als das Or-
derEntry-Projekt. Es ist bereits in der Praxis im Einsatz. Dennoch können keine genauen
Aussagen über den Stand getroffen werden, da es auf einem praxisnahen Projekt basiert,
welches gerade in Hinblick auf Trace-Links und dem aktuellen Projektstand analysiert
wird. Bei genauer Untersuchung der CSV-Daten wurden Fehler erkannt. Die Ursache
der Fehler lag bereits an der Extraktion der Daten durch die Werkzeuge der SoftE-
Tabelle 7.1: Übersicht über Umfang der Testdaten (# = Anzahl an)
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vol -Werkzeugfamilie vor. Dieser Fehler wurde dem Entwicklerteam gemeldet und wird
behoben. Daher dient dieses Projekt lediglich als Performanztest.
7.2 Resultate der Visualisierungen
In diesem Abschnitt werden die drei implementierten Visualisierung in Bezug auf die
Annahmen und die zentralen Forschungsfragen analysiert. In dem Screenshot 8.4 im
Anhang sind alle Visualisierungen der LinkViz Anwendung im Rahmen des OrderEntry-
Projekts dargestellt.
7.2.1 Networkgraph
Die Abbildung 7.1 zeigt einen Screenshot der Netzwerkgraphen für das Anforderungs-
dokument und den Source Code im Vergleich, als Testdatensatz dient das OrderEn-
try-Projekt. Um Anforderung A6) Bereitstellung interaktiver Filter zu unterstützen,
hat der Nutzer die Möglichkeit im Upload-Menü (Abbildung 8.3 im Anhang) beliebige
Entitäts- und Linktypen an und ab zu wählen. Abgewählte Typen werden im Netzwerk-
graphen entsprechend transparenter dargestellt. Der Graph des Anforderungsdokumentes
ist im Vergleich zu dem des Source Codes übersichtlicher, da sich die Kreise und Lini-
en weiter verteilen und dadurch weniger Verdeckungen auftreten. Ebenso sind Hotspots
der Entitätstypen: Anforderung (REQU orange), Use Case (CASE blau) und Textab-
schnitt (SECT braun) erkennbar. Ein weiterer markanter Hotspot stellt das Dokument
(DOCU türkis) als Entität selbst dar. Erkennbar häufig treten Testfälle (TEST hell-
blau) und Business Daten (DATA hellgrün) als Blattknoten auf. Im Vergleich zu dem
Anforderderungs-Netzwerkgraphen sind im Source-Code-Netzwerkgraphen deutlich we-
niger Strukturen erkennbar. Eine Vielzahl an Entitäten ballen sich im Zentrum, folglich
kommt es zu starken Verdeckungen, trotz der Möglichkeit des An- und Abwählens von
Entitäten und Links. Die Netzwerkgraphen des Krankenversicherungs-Projekts waren
auf Grund zu starker Verdeckungen nicht auswertbar.
In Hinblick auf die Annahme Ng 1 aus Abschnitt 6.6.1 zeigt bereits der Screenshot (Ab-
bildung 7.1), dass keine gemeinsamen Hotspots erkennbar sind. Darüber hinaus wurden
auch keine anderen Ähnlichkeiten gefunden. Eine Ursache dafür sind die unterschiedlichen
Strukturen des funktionsorientierten Anforderungsdokuments und des objektorientierten
Source Codes selbst. Damit eignet sich der Netzwerkgraph als Visualisierungsform nicht
zum Vergleich der Softwaretartifakte, um mögliche Trace-Links zu finden. Demnach kann
der Netzwerkgraph nicht als Antwortmöglichkeit für die Forschungsfrage 2 verwendet
werden.
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Abbildung 7.1: Screenshot der Netzwerkgraphen für Anforderungsdokumentation (links)
und Source Code (rechts) im direkten Vergleich
Fazit
Das Projekt OrderEntry ist verhältnismäßig klein. Je größer das Projekt, desto mehr
Entitäten und Links müssen visualisiert werden und um so stärker verdecken sich die
Knoten und Linien gegenseitig. Ein weiteres Problem bei einer hohen Zahl an Entitäten
und Links stellt die Performanz für die Koordinatenberechnung dar. Das Experimen-
tieren mit alternativen Netzwerkbibliotheken könnte mögliche Verbesserungen bewirken.
Dennoch ist es möglich, durch die Netzwerkgraphen einen ersten Eindruck für die Größe
des Softwareprojekte zu erlangen.
7.2.2 Segeldiagramm
Ein großes Problem des Netzwerkgraphen ist der unvorteilhafte Vergleich zwischen einer
funktionsorientierten und einer objektorientierten Struktur. An dieser Stelle setzt das
Segeldiagramm an. Es visualisiert einen Vergleich auf funktionaler Ebene, indem Anfor-
derungen den Methoden direkt gegenüber gestellt werden. Somit ist die Darstellung auf
Entitäten der Typen REQU und FUNC reduziert. Die Screenshots in Abbildung 7.2 zei-
gen das Diagramm, mit den Positionierungen nach Ausgangsgrad (outgoingRelations),
Eingangsgrad (incomingRelations) und dem Verhältnis von Ausgangsgrad zur Summe
aller Links pro Entität (outgoingproportion). Für das OrderEntry-Projekt ist zu erken-
nen, dass sich die Verteilung der Anforderungen und Funktionen entlang der Y-Achse
stark unterscheiden. Eingezeichnete Links sind lediglich auf der rechten Seite zwischen
Funktionen erkennbar. Auf der linken Seite gibt es keine Links. Dies bedeutet, dass aus
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Abbildung 7.2: Screenshot des Segeldiagrammes für das OrderEntry-Projekt (REQU -
Entitäten orange, FUNC -Entitäten violett)
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dem Anforderungsdokument keine Relationen zwischen den Anforderungen beschrieben
wurden. Das ist signifikant für das OrderEntry-Projekt, muss aber nicht für alle Projekte
gelten. Es fällt auf, dass in den unteren beiden Screenshots der Abbildung 7.2 sich die
Entitäten überwiegend im unteren Teil der Y-Achse anordnen. Das bedeutet, diese Enti-
täten haben einen verhältnismäßig niedrigen Ausgangs- wie Eingangsgrad. Eine stärkere
Verteilung hingegen zeigt die Sortierung nach outgoingRelations.
Laut Annahme Se 1 handelt es sich um ein fortgeschrittenes Softwareprojekt, wenn die
Anzahl der FUNC -Entitäten höher ist, als die der REQU -Entitäten. Wie bereits in Ab-
schnitt 7.1 beschrieben, ist das OrderEntry-Projekt weitestgehend abgeschlossen und
wird auch im Rahmen anderer Traceability Arbeiten als Testprojekt verwendet. Tabel-
le 7.1 belegt, dass die Anzahl der FUNC -Entitäten deutlich höher ist, als die Anzahl
an REQU -Entitäten. Damit kann Annahme Se 1 anhand dieser Projekte bestätigt wer-
den. Aber damit ist nicht die Umsetzung aller Anforderungen der einzelnen Projekte
garantiert. Denn dafür ist eine konkrete Zuordnung von Source Code Blöcken zu den
Anforderungen nötig.
Zur Bewertung der Annahmen Se 2 und Se 3 spielt das Verhältnis von Ausgangs- und
Eingangsgrad eine Rolle. Dafür wurde das Attribut outgoingproportion eingeführt. Das
Segeldiagramm für das OrderEntry-Projekt ist im oberen Screenshot in Abbildung 7.2
dargestellt. Die Verteilung der Entitäten entlang der Y-Achse ist deutlich gleichmäßiger
als bei den anderen beiden Diagrammen. Annahme Se 2 betrifft Entitäten mit einem ge-
ringen Eingangsgrad und einem sehr hohen Ausgangsgrad. Das bedeutet, der Anteil des
Ausgangsgrades liegt hoch und somit auch der Wert für outgoingproportion. Bei der Ana-
lyse des Segeldiagramms gehören die Methoden main, writeBack und characters zu den
obersten Entitäten. Tabelle 7.2 zeigt diese und eine Auswahl weiterer Entitäten mit ihren
Eigenschaften. Laut der Annahme müssten die oberen Methoden, wie main oder write-
Back, spezielle Anforderungen umsetzten. Das kann für das OrderEntry-Projekt nicht
vollständig bestätigt werden. Die eine FUNC -Entität main steht für 10 unterschiedliche
main-Methoden, welche in je einer Klasse implementiert sind. Das gleiche gilt unter ande-
rem auch für die Methoden writeBack und characters. Dennoch setzten diese Methoden
eine spezielle Funktionalität in ihren Klassen um.
In Bezug auf Annahme Se 2 bedeutet es, dass FUNC -Entitäten mit verhältnismäßig
geringem Eingangsgrad und hohem Ausgangsgrad auch für mehrere Methoden gleicher
Bezeichnung stehen können. Daher ist es wichtig festzustellen, wie oft diese Methode in
verschiedenen Klassen implementiert wurde. Dafür wird das Auftreten der CLAS-OWNS-
FUNC -Relationen gezählt, wobei die Zielentität der gesuchten FUNC -Entität entspricht.
Tabelle 7.2 zeigt diesen Wert in der vorletzten Spalte. Im Gegensatz dazu steht Annahme
Se 3. FUNC -Entitäten mit einem hohen Eingangsgrad und einem geringen Ausgangsgrad
stehen für elementare Methoden. Im oberen Screenshot der Abbildung 7.2 sind eine Reihe
an FUNC -Entitäten am unteren Rand dargestellt. Diese besitzen einen outgoingpropor-
tion-Wert von Null. Das bedeutet, bereits der Ausgangsgrad der Entität liegt bei Null.
Darunter befinden sich beispielsweise die Entitäten mit dem Namen equalsIgnoreCase
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Tabelle 7.2: Übersicht einer Auswahl von FUNC - und REQU -Entitäten mit Attributen
im OrderEntry-Projekt
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oder println, welche als Vertreter dieser Gruppe in Tabelle 7.2 aufgeführt sind. Diese
beiden Methoden sind native Java Methoden der SDK, da sie in keiner Klasse implemen-
tiert wurden. Entgegen der Annahme liegen die Werte der Eingangsgrade zwischen 1 und
57. Sie können daher niedrig wie auch hoch ausfallen. LogHdr2 besitzt ebenfalls einen
Ausgangsgrad von Null, gehört aber nicht zu den nativen Java Methoden. Hinter dieser
FUNC -Entität stehen zwei Methoden, welche in je einer Klasse implementiert wurden.
Das beweist die Anzahl der zugehörigen CLAS-OWNS-FUNC -Relationen. Aber wie bei
den nativen Java Methoden beschreiben diese sehr elementare Funktionalitäten.
Für REQU -Entitäten kann die Annahmen Se 2 auf Basis des OrderEntry-Projekts be-
stätigt werden. Tabelle 7.2 zeigt eine Auswahl einiger Anforderungen im unteren Teil.
Es ist erkennbar, dass umfangreichere Anforderungen wie FUNC-REQ-02 OrderProces-
sing weiter oben angesiedelt sind. In dem Anforderungsdokument besitzt diese An-
forderung eine deutliche längere und komplexere Beschreibung als beispielsweise die
Anforderung FUNC-REQ-01 ArticleDisplay. Nicht-Funktionale-Anforderungen besitzen
überwiegend einen geringeren outgoingproportion-Wert, als Funktionale-Anforderungen.
Business-Rules, wie beispielsweise Br-03, sind im OrderEntry-Projekt sehr elementar
formuliert. Damit kann Annahme Se 3 für REQU -Entitäten des Projektes OrderEntry
bestätigt werden.
Annahme Se 4 besagt, dass REQU -Entitäten und FUNC -Entitäten mit gleichen oder
ähnlichen outgoingproportion-Werten zusammen gehören. Bereits der obere Screenshot
in Abbildung 7.2 zeigt, dass diese Annahme nicht korrekt ist. Denn auf die obere Gruppe
von REQU -Entitäten kommen zu wenige FUNC -Entitäten. Dennoch ist die Wahrschein-
lichkeit sehr gering, dass eine REQU -Entität, wie FUNC-REQ-02 OrderProcessing mit
einem hohen outgoingproportion-Wert, von einer FUNC -Entitäten mit einem outgoing-
proportion-Wert von Null umgesetzt wird.
Fazit
Das Segeldiagramm reduziert die Vielzahl an Entitäten auf die Entitätstypen REQU
und FUNC. Diese werden in Abhängigkeit des gewählten Attributes entlang der Y-Achse
angeordnet. Damit fokussiert sich das Diagramm auf den funktionalen Vergleich von
Anforderungsdokument und Source Code. Im Abschnitt 6.6.2 wurden vier Annahmen
formuliert, welche zu einer möglichen Trace-Link-Findung beitragen sollen. Diese An-
nahmen wurden anhand des OrderEntry-Projekt genauer untersucht.
Annahme Se 1) Diese Annahme ist bestätigt. Denn bei einem fortgeschrit-
tenen Softwareprojekt übersteigt die Anzahl der verwendeten Methoden die
der formulierten Anforderungen. Aber damit ist nicht bestätigt, dass alle An-
forderungen umgesetzt sind, denn dafür wird eine konkrete Zuordnung von
Anforderung zu Source Code Block benötigt.
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Annahme Se 2) Diese Annahme kann nicht vollständig bestätigt werden,
denn eine FUNC -Entität kann für mehrere gleich benannte Methoden stehen.
Dennoch ist die Komplexität dieser Methoden deutlich höher und müsste bei
einer Trace-Links-Findung genauer untersucht werden. Im Falle der Anfor-
derungen ist die Annahme bestätigt. REQU -Entitäten mit einem hohen out-
goingproportion-Wert besitzen verhältnismäßig komplexere Beschreibungen.
Annahme Se 3) Diese Annahme kann in Bezug auf den Source Code nicht
vollständig bestätigt werden. Methoden mit einem sehr geringen Ausgangs-
grad sind überwiegend elementare oder native Java Methoden. Dennoch be-
sitzen sie nicht immer einen hohen Eingangsgrad. In Bezug auf das Anforde-
rungsdokument kann diese Annahme bestätigt werden.
Annahme Se 4) Diese Annahme kann nicht bestätigt werden. Dennoch
ist die Wahrscheinlichkeit sehr klein, dass eine Anforderung mit hohem out-
goingproportion-Wert von einer elementaren Methode, wie sie in Annahme Se
3 beschrieben sind, implementiert wird.
Die Forschungsfrage 1 aus der Aufgabenstellung (Abschnitt 1.2) sucht nach Struktu-
rinformationen zur Unterstützung der Trace-Link-Findung. Die Werte: Eingangsgrad,
Ausgangsgrad und outgoingproportion sind Antwortmöglichkeiten auf diese Frage, denn
diese Werte unterstützen bei der Analyse von REQU - und FUNC -Entitäten. Trotzdem
ist es nicht möglich, allein anhand dieser Informationen Trace-Links zu finden. Eine
FUNC -Entität kann für mehrere Methoden stehen. Informationen darüber können über
das Auftreten der CLAS-OWNS-FUNC -Relation ermittelt werden. Ebenso ist die Unter-
scheidung bei FUNC -Entitäten zwischen elementaren oder komplexen Methoden möglich.
Um die Implementierung einer Anforderung zu finden, ist es daher empfehlenswert, in-
nerhalb der komplexen Methoden zu suchen.
Die Forschungsfrage 2 sucht nach unterstützenden Visualisierungsformen zur Trace-Link-
Findung. Sie kann allein mit dem Segeldiagramm nicht beantwortet werden. Dieses er-
möglicht aktuell lediglich das Gruppieren und Ausschließen von FUNC -Entitäten zur
Trace-Link-Findung. Daher kann es nur als Navigation durch die Vielzahl an REQU -
und FUNC -Entitäten dienen.
7.2.3 Sankey Diagramm
Wie das Segeldiagramm fokussiert sich auch das Sankey Diagramm auf den funktiona-
len Vergleich. Für das Anforderungsdokument wie auch den Source Code entsteht je ein
Diagramm. Diese werden dem Nutzer für einen visuellen Abgleich nebeneinander präsen-
tiert. Das Sankey Diagramm für das Anforderungsdokument beinhaltet nur Relationen
ausgehend von REQU -Basisentitäten. Analog dazu visualisiert das Diagramm für den
Source Code nur Relationen ausgehend von FUNC -Basisentitäten. Somit wird die An-
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zahl an zu visualisierenden Entitäten und Links reduziert. Die Screenshots beider Sankey
Diagramme sind in Abbildung 7.3 dargestellt.
Annahme SD 1 geht davon aus, dass REQU - oder FUNC -Basisentität mit hohem Auf-
trittswert sehr umfangreiche und spezielle Methoden darstellen, welche nur wenig wieder-
verwendet werden. Für die Analyse wird mit der obersten Basisentität begonnen, da das
Sankey Diagramm pro Achse die Elemente nach ihrer Auftrittszahl sortiert. Im Falle der
Basisentitäten entspricht das dem Ausgangsgrad. Damit befinden sich bei dem Diagramm
des Source Codes Entitäten wie main, writeBack und characters ganz oben. Diese Enti-
täten und ihre Eigenschaften sind in Tabelle 7.2 aufgeführt und wurden im Rahmen des
Segeldiagramms bereits genauer betrachtet. Wie bereits im vorherigen Abschnitt 7.2.2
beschrieben, stehen diese Entitäten nicht für je eine Methode, sondern für mehrere Me-
thoden mit gleichen Bezeichnungen, welche in unterschiedlichen Klassen implementiert
wurden. Daher besitzen diese Methoden einen hohen Ausgangsgrad und einen stark vari-
ierenden Eingangsgrad. Damit kann Annahme SD 1 in Bezug auf FUNC -Entitäten nicht
bestätigt werden. Für das Sankey Diagramm des Anforderungsdokuments, kann Annah-
me SD 1 teilweise bestätigt werden. Die zu oberst angeordneten REQU -Basisentitäten
lauten FUNC-REQ-02 OrderProcessing, FUNC-REQ-05 Resupplying und FUNC-REQ-
04 Billing. Diese besitzen in dem Anforderungsdokument im Vergleich zu darunterliegen-
den FUNC -Entitäten umfangreichere Beschreibungen.
Bei Annahme SD 2 basiert eine Verbindung zwischen REQU -Entität und FUNC -Entität
auf einem ähnlichen Auftrittswert. Der Auftrittswert entspricht dem Ausgangsgrad. Doch
wie bereits bei Annahme Se 4 festgestellt, kann auch Annahme SD 2 aus dem gleichen
Grund nicht bestätigt werden. FUNC -Entitäten mit einem hohen Austrittsgrad stehen
meist für mehrere, gleichnamige Methoden unterschiedlicher Klassen. Im Vergleich beider
Sankey Diagramme des OrderEntry-Projekts, besitzt das Sankey Diagramm der Anfor-
derung die Entitätszieltypen DATA und TEST. Das Sankey Diagramm des Source Codes
besitzt dagegen die Entitätszieltypen FUNC, DATA, INTR und PARM. Weitere Untersu-
chungen mit Fokus auf den gemeinsamen Entitätszieltypen DATA könnten bei der Suche
von Verbindungen zwischen REQU - und FUNC -Basisentität unterstützen.
Fazit
Sankey Diagramme eignen sich zum Visualisieren multidimensionaler Daten. Für die
Relationen aus dem Anforderungsdokument, wie auch für den Source Code erstellt die
LinkViz Anwendung je eines dieser Diagramme. Durch die Anordnung nebeneinander
lassen sich beide Diagramme gut miteinander vergleichen. Weil die Diagramme bei einer
großen Zahl an Daten in der Höhe sehr raumgreifend ausfallen können, werden sie jeweils
auf Relationen der Basisentitätstypen REQU und FUNC reduziert. Mit Hilfe des Sankey
Diagrammes lassen sich die Wichtungen der Elemente pro senkrechter Achse schnell
erkennen. Elemente mit hohen Auftrittswerten sind weiter oben angesiedelt. Im Falle des
Anforderungs Sankey Diagramms lässt sich schnell erkennen, für welche Anforderungen
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Abbildung 7.3: Screenshot der Sankey Diagramme für das Anforderungsdokument (links)
und den Source Code (rechts)
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Tests aufgeführt werden und bei welchen diese Tests noch fehlen. Dennoch eignet sich
das Sankey Diagramm nicht zur Darstellung von Schleifen, da Basis- und Zielentitäten
als unterschiedliche Dimensionen betrachtet werden. Eine Entität, welche gleichzeitig
Basis- und Zielentität ist, kann somit doppelt im Sankey Diagramm auftreten. Diesem
Problem soll das Markieren ausgewählter Entitäten entgegen wirken. Wenn eine Entität
markiert wurde, werden ebenso alle Relationen ausgehend von dieser Entität und deren
Zielentitäten markiert. Folglich kann es vorkommen, dass weitere Basisentitäten markiert
werden, wenn diese zu den Zielentitäten der ausgewählten Entität gehören.
Die Annahmen aus Abschnitt 6.6.3 konnten nicht vollständig bestätigt werden.
Annahme SD 1) In Bezug auf REQU -Entitäten kann diese Annahme bestä-
tigt werden, denn Anforderungen mit einer verhältnismäßig höheren Komple-
xität sind weiter oben angeordnet. Für FUNC -Entitäten ist diese Annahme
nicht korrekt, da eine Entität für mehrere gleichnamige Methoden stehen
kann. Somit ähnelt das Resultat dieser Annahme dem aus Annahme Se 2 des
Segeldiagramms.
Annahme SD 2) Diese Annahme kann nicht bestätigt werden. Aber analog
zu Annahme Se 4 des Segeldiagramms, sollte bei einer Trace-Link-Suche für
eine Anforderung mit hohem Auftrittswert auch bei Funktionen mit hohem
Auftrittswert begonnen werden.
Ähnlich wie bei dem Segeldiagramm unterstützen Informationen, wie Ausgangs- und Ein-
gangsgrade die Suche nach den Trace-Links. Jedoch reichen diese Informationen allein
bei weitem nicht aus. Eine tiefer gehende Untersuchung des gemeinsamen Zielentitäts-
typs DATA von Anforderungen und Methoden, könnte weitere Schlüsse ermöglichen. Das
Sankey Diagramm als Visualisierung zur Unterstützung der Trace-Link-Findung reicht in
der aktuellen Form nicht aus. Dennoch lässt sich damit ein Überblick über Anforderun-
gen, Funktionen und deren Relationen auch zu anderen Entitätstypen gewinnen. Diese
Darstellungen von Relationen auch zu anderen Entitätstypen, hat das Sankey Diagramm
dem Segeldiagramm voraus.
7.3 Zusammenfassung
Bei der Umsetzung der LinkViz Anwendung entstanden drei interaktive Visualisierun-
gen. Mit Hilfe dieser kann eine ausgewählte Entität und deren Verlinkungen gleichzeitig
in drei verschiedenen Umgebungen angezeigt werden. Alle Visualisierungen ließen sich
auf Basis des OrderEntry-Projekts schnell berechnen und darstellen, hingegen gab es bei
dem Krankenversicherungs-Projekt deutliche Performanzprobleme. Grund dafür ist die
deutlich höhere Zahl an darzustellenden Entitäten und Relationen. Die Forschungsfrage
1 aus der Aufgabenstellung (Abschnitt 1.2) sucht nach Strukturinformationen, welche
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die Trace-Link-Findung unterstützten. Im Laufe der Datenanalyse und Evaluation kris-
tallisierten sich sechs Informationen heraus. Diese sind nachfolgend vorgestellt.
Ausgangsgrad - Dieser Wert zeigt an, wie oft eine Entität als Basisenti-
tät einer Relation vorkommt. Damit gibt dieser Wert an, ob es sich um eine
komplexere oder elementare Entität handelt. Eine komplexe Basisentität tritt
sehr häufig auf. Hingegen ist der Auftrittswert einer elementaren Basisentität
sehr gering oder bei Null. In Bezug auf REQU -Entitäten kann zwischen um-
fangreichen und elementaren Anforderungen unterschieden werden. Bei den
FUNC -Entitäten ist das Klassifizieren von elementaren Methoden möglich.
Diese Methoden besitzen einen Ausgangsgrad von Null. FUNC -Entitäten mit
einem hohen Ausgangsgrad, können für ein oder mehrere gleichnamige Me-
thoden stehen. Zur Identifikation mehrerer gleichnamiger Methoden dient der
Wert Anzahl Implementierungen in Klassen.
Anzahl Aufrufe weiterer Methoden - Dieser Wert ergänzt den Aus-
gangsgrad und gibt an wie viele Male eine FUNC -Entität als Basisentität
einer FUNC-CALLS-FUNC -Relation auftritt. Das beschreibt die Anzahl an
Methodenaufrufen innerhalb der Methode und gibt Auskunft über die Ver-
schachtlung von Methoden. Als nächster Schritt kann dieses Vorgehen analog
auf REQU -Entitäten übertragen werden, um deren Abhängigkeiten unterein-
ander genauer zu analysieren.
Eingangsgrad - Dieser Wert zeigt an, wie oft eine Entität als Zielentität einer
Relation vorkommt. Damit kann auf den Wiederverwendungsgrad geschlossen
werden.
Anzahl Aufrufe durch Methoden - Dieser Wert beschreibt das Gegen-
teil von Anzahl Aufrufe weiterer Methoden und ergänzt damit den Eingangs-
grad. Er gibt an, wie viele Male eine FUNC -Entität Zielentität einer FUNC-
CALLS-FUNC Relation ist. Das bedeutet, wie oft wird die Methode durch
andere Methoden aufgerufen. Somit lässt sich der Wiederverwendungsgrad
unter Methoden stärker erkennen. Auch hier ist als nächster Schritt die Er-
weiterung auf anforderungsinterne Aufrufe denkbar.
Outgoingproportion - Dieser Wert beschreibt pro Entität das Verhältnis
des Ausgangsgrades zur Summe aus Ausgangs- und Eingangsgrad. Die Formel
ist in Abschnitt 6.6.2 zu finden. Mit Hilfe dieses Wertes können komplexe von
elementaren Methoden unterschieden werden.
Anzahl Implementierungen in Klassen - Dieser Wert betrifft ebenfalls
speziell die FUNC -Entitäten. Es wurde festgestellt, dass eine FUNC -Entität
für mehrere gleichnamige Methoden stehen kann. Daher zählt dieser Wert
das Auftreten der FUNC -Entität als Zielentität einer CLAS-OWNS-FUNC
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Relation. Somit gibt der Wert Auskunft in wie vielen Klassen die Methode
implementiert wurde. Wenn das Ergebnis Null lautet, handelt es sich meist
um eine native Methode.
Ein einzelnes Attribut der vorgestellten Strukturinformationen reicht nicht aus. Auch
die Kombination der Attribute genügt nach der aktuellen Untersuchung nicht, um Trace-
Links zu finden. Dennoch lassen sich besonders REQU - und FUNC -Entitäten gruppieren.
Es ist möglich FUNC -Entitäten wie folgt zuzuordnen:
Native Methoden - Hier handelt es sich um FUNC -Entitäten mit einem
Ausgangsgrad von Null. Zusätzlich sind sie nicht in einer Klasse implemen-
tiert. Das bedeutet:
• Ausgangsgrad = 0
• Anzahl Implementierungen in Klassen = 0
Elementare Methoden - Hier handelt es sich um FUNC -Entitäten, welche
keine weiteren Methoden aufrufen, dennoch können sie beispielsweise auf DA-
TA-Entitätstypen zugreifen. Darüber hinaus wurden sie in mindestens einer
Klasse implementiert.
• Anzahl Aufrufe weiterer Methoden = 0
• Anzahl Implementierungen in Klassen ≥ 1
Komplexe Methoden - Hier handelt es sich um FUNC -Entitäten mit einem
hohen Ausgangsgrad und einer hohen Anzahl an Aufrufen weiterer Methoden.
Der Outgoingproportion-Wert ist verhältnismäßig hoch. Daher ist anzuneh-
men, dass diese Methoden eine Anforderung vollständig oder teilweise imple-
mentieren. Dennoch muss in dieser Gruppe berücksichtigt werden, das eine
FUNC -Entität für mehrere gleichnamige Methoden stehen kann. Besonders
für diese Gruppe sind Untersuchungen mit weiteren Testprojekten nötig.
Fehlerhafte FUNC -Entitäten - Hier handelt es sich um FUNC -Entitäten,
bei denen der Entitätsname bereits bei der Erstellung der CSV-Tabelle nicht
einheitlich übernommen worden ist. Das bedeutet, eine Entität, welche gleich-
zeitig Basis- und Zielentität ist, besitzt unterschiedliche Namen. Das trat
häufig bei besonders langen Bezeichnungen auf, welche nur in der Spalte der
Basisentitätsnamen abgeschnitten wurden.
Im Laufe der Evaluation fiel auf, dass das Krankenversicherungs-Projekt eine ungewöhn-
lich hohe Anzahl an elementaren FUNC -Entitäten aufwies. Darüber hinaus wurden sie
auch nicht durch andere FUNC -Entitäten aufgerufen. Bei genauerer Betrachtung der
CSV-Tabellen war zu erkennen, dass Basisentitätsnamen ab einer bestimmten Länge ab-
geschnitten wurden und die Zielentitätsnamen nicht. Somit besaß eine FUNC -Entität,
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welche als Basis- und Zielentität auftrat einen abgeschnitten und einen kompletten Na-
men. Damit wurde diese Entität als zwei unterschiedliche Entitäten interpretiert. Diese
Problem wurde an die Entwickler der SoftEvol Werkzeug-Familie weitergegeben und wird
bearbeitet.
Auf der Suche nach Trace-Links sollte in der Gruppe der komplexen Methoden begonnen
werden, weil die Wahrscheinlichkeit höher ist, dass sie eine Anforderung implementie-
ren. Weitere Untersuchungen mit mehr Testprojekten sind nötig, um zusätzliche oder
genauere Gruppierungen zu finden.
Die Forschungsfrage 2 ist auf der Suche nach Visualisierungsformen für Strukturinfor-
mationen zur Unterstützung der Trace-Link-Findung. Im Rahmen der Evaluation wur-
de festgestellt, dass keine der drei untersuchten Visualisierungen alleine, diese Funktion
vollständig erfüllen kann. Dennoch ist es möglich die Vielzahl an Entitäten und Links zu
sortieren und durch diese zu navigieren, mit Hilfe der Visualisierungen.
Der Netzwerkgraph ist von den drei Visualisierungsformen am wenigsten geeignet. Je
mehr Entitäten und Relationen vorhanden sind, desto stärker sind die Überdeckungen.
Ein Vergleich zwischen dem Netzwerkgraphen des Anforderungsdokuments und dem des
Source Codes zeigt aktuell keine Ähnlichkeiten. Daher sind weitere Untersuchungen mit
alternativen Bibliotheken nötig. Zusätzlich wären Experimente mit dreidimensionalen
Netzwerkgraphen interessant oder das Erforschen von Navigationsmöglichkeiten.
Das Segeldiagramm und das Sankey Diagramm sind ebenfalls für sich stehend nicht
ausreichend, um als Antwort auf die Forschungsfrage 2 zu gelten. Beide Diagramme ba-
sieren auf einer direkten Gegenüberstellung von Anforderungen und Methoden. Somit
kommen sie einem möglichen Abgleich am nächsten. Das Segeldiagramm lässt unter-
schiedliche Sortierungen zu, wo hingegen das Sankey Diagramm neben den REQU - und
FUNC -Entitäten alle weiteren abhängigen Entitätstypen anzeigt. Daher ergänzen sich
beide Diagramme gegenseitig. Folglich sollte eine Antwort auf Forschungsfrage 2 nicht
nur eine sondern mehrere Visualisierungsformen beinhalten. Besonders wichtig ist dabei
die Interaktivität. Mit dessen Hilfe kann eine ausgewählte Entität und deren Relationen
in mehreren Visualisierungen gleichzeitig angezeigt werden. Auf Basis des Vergleichs auf
funktionaler Ebene, lässt sich die Suche nach Trace-Links einschränken und leiten. Ein-
schränken indem die Suche nach Methoden, welche eine Anforderung implementieren,
auf die Gruppe der komplexen Methoden fokussiert werden kann. Leiten indem bei der
Suche nach einer komplexen Anforderung auch mit einer ähnlich komplexen Methode
begonnen werden kann.
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Am Ende dieser Arbeit folgt eine allgemeine Zusammenfassung. Es wird der Bogen zur
Aufgabenstellung (Abschnitt 1.2) geschlagen, um auf die Forschungsfragen einzugehen.
Die LinkViz Anwendung wie auch die Resultate der Evaluation werden kritisch betrachtet
und mögliche weitere Schritte erörtert.
8.1 Zusammenfassung
Traceability ist ein sehr wichtiger, jedoch oft unterschätzter Bereich der Softwareent-
wicklung. Aktuell und auch in der Zukunft werden Softwareprodukte stetig wachsen und
deren Komplexität steigen. Daher ist es wichtig, als Kunde, Berater oder Entwickler
den Überblick zu bewahren. Traceability hilft dabei, den Stand eines Projektes zu be-
stimmen, das Source Code Verständnis zu erhöhen, die Testabdeckung zu analysieren
und Impact Analysen durchzuführen. Darüber hinaus unterstützt Traceability bei der
Wiederaufnahme der Entwicklung von Softwareprodukten.
Der Fokus dieser Arbeit liegt auf den Softwareartefakten Source Code und Anforderungs-
dokumentation. Traceability basiert auf Trace-Links, welche beispielsweise Anforderun-
gen mit den zugehörigen Code Blöcken verbinden. Es gibt zwei Varianten Traceability
in einem Projekt zu integrieren. Die optimale und nachhaltigere Variante ist, zu Be-
ginn eines Softwareprojektes eine Traceability-Strategie auszuarbeiten und erst danach
den Programmierprozess zu beginnen. Das ist jedoch selten der Fall. Häufiger ist es nö-
tig Trace-Links im Nachhinein durch Recovering Methoden zu finden. Recherchen aus
Kapitel 3 ergaben, dass es aktuell noch keine voll vertrauenswürdige und fehlerfreie Re-
covering Methode gibt. Der überwiegende Teil dieser Methoden basiert auf dem Abgleich
von Bezeichnungen. Dessen größte Schwachstelle tritt auf, wenn in einem Softwarepro-
dukt unterschiedliche Namensgebungen oder verschiedene Sprachen verwendet wurden.
Denn somit ein keine Link-Findung mehr möglich. Daher beschäftigt sich diese Arbeit
mit der Untersuchung von Strukturinformationen innerhalb der Softwareartefakte und
visualisiert diese, um Trace-links zu finden.
Dafür wurden in den nachfolgenden Kapiteln 4 und 5 aktuelle Traceability Werkzeuge
untersucht und deren Visualisierungstechniken genauer Analysiert. Besonders bei unge-
nauen Recovering Methoden ist die Transparenz gegenüber der Nutzer sehr wichtig, um
diese über den Status der Links zu informieren. Das betrifft beispielsweise Informationen,
ob ein Trace-Link als korrekt bestätigt wurde oder noch unbestätigt ist. Die vorgestell-
ten und analysierten Werkzeuge greifen meist auf ähnliche Visualisierungsformen, wie
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Tabellen, Matrix Darstellungen, Baumstrukturen und Graphen zurück. Auf Basis dieser
Analysen sind im Kapitel 5 Anforderungen an Trace-Links und eine Anwendung zusam-
mengetragen, welche eine visuelle Trace-Link-Findung unterstützt.
Die im Rahmen dieser Arbeit entwickelte LinkViz Anwendung basiert auf den gesam-
melten Anforderungen. Die Umsetzung ist in Kapitel 6 beschrieben. Es wurden drei un-
terschiedliche Visualisierungen: Netzwerkgraph, Segeldiagramm und Sankey Diagramm
implementiert. Die anschließende Evaluation untersuchte diese Visualisierungen in Hin-
blick auf die Trace-Link-Findung und die drei Forschungsfragen. Dafür stand das Orde-
rEntry-Projekt als Testdatensatz zur Verfügung.
Das Ergebnis der Evaluation zeigte, dass keine der Visualisierungen genügt, um Trace-
Links zu identifizieren. Dennoch ergänzen sich das Segeldiagramm und das Sankey Dia-
gramm sehr gut gegenseitig, um eine Fachperson bei der Trace-Link-Suche zu unter-
stützen. Darüber hinaus ist es möglich, Anforderungen (REQU -Entitäten) nach ihrer
Komplexität zu sortieren. Auch Methoden (FUNC -Entitäten) des Source Codes kön-
nen nach elementare, native oder komplexe Methoden gruppiert werden. Mit Hilfe dieser
Gruppierungen lässt sich die Suche nach Trace-Links strukturieren, indem komplexe An-
forderungen als erstes unter den komplexen Methoden gesucht werden.
8.2 Bewertung der erstellten LinkViz Anwendung
Im Laufe der Arbeit entstand die LinkViz Anwendung, welche Strukturen des Anforde-
rungsdokuments und des Source Codes visualisiert und eine Fachperson bei der Suche
nach Trace-Links unterstützt. Ein Screenshot des Dashboards ist in Abbildung 8.4 zu
sehen. Die Trace-Link-Informationen der Anwendung bestehen aus verschiedenen Attri-
buten und erfüllen folgende Anforderungen aus Kapitel 5:
TL1) Basis- & Zielentität
TL2) Typ
TL3) Erstellungsart
TL5) Autor oder Verantwortlicher
TL8) Status
Alle nichterfüllten Anforderungen, TL4) Erstellungs- & Aktualisierungsdatum, TL6) Ver-
sion und TL7) History sind einfach in der nächsten Version integrierbar. Da der Fokus
dieser Arbeit der initialen Datenanalyse lag, waren diese Anforderungen nicht vorder-
gründig nötig und wurden aus zeitlichen Gründen ausgelassen.
Des weiteren erfüllt die LinkViz Anwendung folgende Anforderungen aus der, in Kapitel
5, zusammengetragenen Anforderungssammlung:
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A1) Große Darstellungsfläche für Visualisierung
A2) Import von Daten
A5) Darstellung mehrerer Informationsfelder
A6) Bereitstellung interaktiver Filter
A7) Export von Daten
A8) Interaktive Visualisierung
Die nicht implementierten Anforderungen A3) Erstellen und Löschen von Trace-Links
und A4) Bearbeitung der Attribute von Trace-Links wurden aus zeitlichen Gründen weg-
gelassen. Ebenso sind sie für die initiale Analyse nicht nötig. Für zukünftige Versionen
der LinkViz Anwendung sind diese in die vorhandene Architektur integrierbar.
Als Datengrundlage dienen CSV-Tabellen, welche durch Werkzeuge der SoftEvol -Familie
erstellt wurden. Diese Daten sind sehr detailliert. Grundlage der generierten CSV-Tabellen
sind Anforderungsdokument und Source Code. Bei neueren Softwareprojekten kommen
oft modernere Systeme zum Einsatz. So wird beispielsweise die Anforderungsdokumen-
tation häufig durch Anforderungsmanagement-Werkzeuge, wie Jira [6] von Atlassian er-
setzt. Da es sich jedoch bei der Anforderungs-CSV-Tabelle um eine Abstraktion aller An-
forderungen handelt, ist es möglich, diese auch aus einem modernen Anforderungsmanage-
ment-Werkzeug heraus zu generieren.
Je nach Softwareproduktgröße steigt die Anzahl an Relationen und daher auch die Größe
der CSV-Tabellen. Die Evaluation ergab, dass Softwareprodukte in der Größe des Or-
derEntry-Projekts schnell und problemlos verarbeitet werden können. Hingegen ist das
Krankenversicherungs-Projekt deutlich größer. Hier kam es zu langen Wartezeiten kom-
men. Daher sollte als nächster Schritt die Performanz der LinkViz Anwendung wesentlich
verbessert werden. Eine Möglichkeit ist beispielsweise das Auslagern der virtuellen Um-
gebung auf einen Server.
Das Finden guter Testdaten ist sehr schwer. Daher konnte die vollständige Evaluation
nur auf Basis eines Testproduktes durchgeführt werden, da bei genauerer Untersuchung
die CSV-Tabellen des Krankenversicherungs-Projekts Fehler aufwiesen. Die Resultate
dieser Arbeit sollte anhand weiterer Testprojekte geprüft werden.
87
8 Zusammenfassung & Aussicht
8.3 Rückblick auf Forschungsfragen
Zu Beginn der Arbeit wurden in der Aufgabenstellung (Abschnitt 1.2) drei zentrale For-
schungsfragen formuliert.
Forschungsfrage 1 - Welche Strukturinformationen der einzelnen Artefakte
unterstützen die Trace-Link-Findung?
Forschungsfrage 2 - Welche Visualisierungsform der Strukturinformationen
unterstützt die Trace-Link-Findung?
Forschungsfrage 3 - Welche Anforderungen sollte eine solche Hilfsanwen-
dung erfüllen?
Auf alle diese Forschungsfragen konnten im Rahmen dieser Arbeit Antwortmöglichkeiten
gefunden werden. Für Forschungsfrage 3 stellt Kapitel 5 eine Sammlung an Anforderun-
gen zusammen. Die Zusammenstellung basiert auf dem in der Aufgabenstellung formu-
lierten Szenario, in welchem eine Fachperson der Hauptnutzer ist. Diese sollen lediglich
als Basis dienen und lassen sich in weiteren Szenarien und praxisnäheren Untersuchungen
ergänzen.
Antwortmöglichkeiten auf die Forschungsfragen 1 und 2 wurden in der Evaluation Kapi-
tel 7 erörtert. Für die Forschungsfragen 1 kristallisierten sich sechs Strukturinformationen
heraus:
• Ausgangsgrad (für alle Entitätstypen)
• Anzahl Aufrufe weiterer Methoden (spezifisch für FUNC-Entitäten)
• Eingangsgrad (für alle Entitätstypen)
• Anzahl Aufrufe durch Methoden (spezifisch für FUNC-Entitäten)
• Outgoingproportion (für alle Entitätstypen)
• Anzahl Implementierungen in Klassen (spezifisch für FUNC-Entitäten)
Dennoch genügen diese Strukturinformationen allein nicht, um Trace-Links zu finden.
Aber sie unterstützen den Suchprozess für die Fachperson. Die Anzahl an Methoden im
Verhältnis zur Anzahl der Anforderungen ist bei fortgeschrittenen Projekten deutlich
höher, dies konnte beispielsweise in Annahme Se 1 (Abschnitt 6.6.2) anhand des Test-
projektes bewiesen werden. Folglich gilt es für die Trace-Link-Findung den Fokus auf
die Gruppierung und Analyse der Methoden zu richten. Aus diesem Grund fokussieren
sich drei der sechs Strukturinformationen speziell auf die FUNC -Entitäten. Alle sechs







• fehlerhafte FUNC -Entitäten
Die Fachperson kann sich daher bei der Suche nach Methoden, welche eine Anforderung
implementieren, auf die Gruppe der komplexen Methoden fokussieren. An dieser Stelle
sind weitere Untersuchungen mit Hilfe weiterer Testprojekte nötig, um diese Gruppe
genauer zu analysieren und gegebenenfalls weiter aufzusplitten.
Die Forschungsfrage 2 konnte im Rahmen dieser Arbeit nur teilweise beantwortet wer-
den. Der Netzwerkgraph ist aufgrund starker Verdeckungen und dem Vergleich einer
funktionsorientierten- mit einer objektorientierten Struktur eher ungeeignet zur Trace-
Link-Findung. Dennoch sind weitere Experimente mit alternativen Bibliotheken inter-
essant. Darüber hinaus ist auch die Einbeziehung der dritten Dimension denkbar und
damit die Erschließung neuer Navigationsmöglichkeiten. Die anderen beiden Visualisie-
rungsformen, das Segeldiagramm und das Sankey Diagramm ergänzen sich gegenseitig.
Eine ausgewählte Entität und deren Relationen lassen sich somit gleichzeitig in zwei,
sich ergänzenden Visualisierungen anzeigen. Dennoch genügen beide Diagramme nicht,
um auf Trace-Links zu schließen. Die Fachperson hat lediglich die Möglichkeit, ähnlich
komplexe Anforderungen und Methoden zu finden und diese nacheinander durchzugehen.
Es ist festzuhalten, dass die Antwort auf Forschungsfrage 2 nicht nur eine Visualisierungs-
form beinhalten muss, sondern aus mehreren, sich ergänzenden Visualisierungen bestehen
kann. Dabei ist besonders die Interaktivität wichtig, um eine Auswahl in allen Darstel-
lung gleichzeitig anzuzeigen. Es sind weitere Untersuchungen mit mehr unterschiedlichen
Visualisierungsformen nötig.
8.4 Ausblick
Traceability ist ein Thema, welches in Zukunft immer wichtiger wird, um einen Überblick
über die ständig wachsenden Softwaresysteme zu behalten. Solange es Software gibt, in
welcher noch keine Trace-Links eingearbeitet wurden, ist es nötig auf Recovering Me-
thoden zurückzugreifen. Kapitel 3 zeigt, dass es aktuell noch keine vollständig fehlerfreie
Recovering Methode gibt. Daher ist in diesem Bereich noch viel Forschung nötig. Es ist
auffällig, das unterschiedliche Methoden verschiedene Stärke und Schwächen besitzen, die
sich gegenseitig ausgleichen könnten. Demnach wäre ein hybrider Ansatz interessant. So
könnten beispielsweise, die in dieser Arbeit gefunden Strukturinformationen und Grup-
pierungen den Wortabgleich anderer Recovering Methoden ergänzen.
Die LinkViz Anwendung zeigt, dass bei sehr vielen Entitäten und Relationen die Über-
sicht stark beeinträchtigt wird und der Platzbedarf drastisch wächst. So sind weitere
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Untersuchungen nötig, wie man die Visualisierung optimieren kann oder gar passende-
re Darstellungen findet. Dafür ist es interessant, noch stärker in den Bereich Big Data
Analysen für multidimensionale Visualisierungen vorzudringen. Eine weitere Möglichkeit
stellen Forschungen mit 3D-Visualisierungen in diesem Bereich dar.
Der Fokus auf die LinkViz Anwendung selbst zeigt, dass die Performanz stark verbessert
werden muss. Hier sind Untersuchungen im Bereich verteilter Systeme denkbar.
Im Rahmen dieser Arbeit lag der Schwerpunkt auf objektorientiertem Source Code. Wei-
tere Untersuchungen sind nötig, welche betrachten, wie sich die Visualisierungen bei
anderen Programmierparadigmen verändern.
Trotz Traceability Anwendungen, wird Programmierern durch das zusätzliche Erstellen
von Trace-Links ein Mehraufwand zugemutet. Ebenso ist die Erstellung einer passenden
Traceability-Strategie ein nicht zu unterschätzender, zusätzlicher Aufwand. Recherchen
aus Kapitel 3 ergaben, dass dieser Mehraufwand häufig der Grund für fehlende oder un-
vollständige Traceability ist. Ebenso fehlt es oft auch am Verständnis für dieses Thema.
Trotz bereits vorhandener Traceability Werkzeuge sind weitere Untersuchungen notwen-
dig, diesen Mehraufwand zu vermindern. Denn erst wenn eine Traceability-Strategie solide
im Softwareprojekt und Entwicklungsprozess integriert ist und alle Beteiligten das Vor-







Actor - Nutzer oder Figur des Systems. Bestandteil des An-
forderungsmodells, kann eine Mensch, ein System oder eine
Softwarekomponente sein.
ATTR Attribute - Eine Eigenschaft des Anforderungsdokuments.
CASE Use Case - Ein deterministischer Prozess, welcher zu einerZeit an einer Stelle auftritt.
CLAS Class - Steht für eine Klasse aus dem Source Code.
COMP Componente - Eine Komponente des Source Codes oder Mo-dells.
CR Change Request - Beschreibt eine Änderung einer Anforde-
rung
CSV Comma Separated Variables - Entspricht komma-separiertenVariablen
DATA Data - Entspricht einem Wort aus den Anforderungsdoku-menten oder einer Variablen im Source Code
DOCU Document - Beschreibt ein System-Anforderungsdokumenteals Ganzes
EXCP Exception - Ein unerwartetes Event, welches vom Systembehandelt werden muss.
FILE File - Es steht für eine Datei im System.
FUNC Function - Beschreibt eine Prozedur oder Methode innerhalbeiner Klasse
GOAL Business Goal - Beschreibt den Zweck des Systems, welchesdas System versucht zu erreichen.
INTR Interface - Beschreibt eine Schnittestelle für den Austauschevon Daten zwischen dem System und der Umgebung.
LANG Language
LABL Label
LIB Libary - Steht für eine verwendete Bibliothek.
MASK User Interface - Ein Online-Panel, das vom System gesendet,angezeigt oder empfangen werden kann.
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MESS Message - Steht für eine Nachricht eines Prozesses, Nutzersoder einer anderen Entität.
MOD Module - Steht für die Module im Source Code.
OBJT Business Object - Beschreibt ein Objekt.
PATH UseCase Path - Sie Beschreibt eine Sequenz eines Schrittesdurch einen Prozess oder einen Use Case.
PARM Parameter - Steht für ein Parameter beispielsweise in einemInterface.
POST
Postcondition - Es beschreibt einen Zustand und steht für
eine Nachbedingung als Resultat eines Prozesses oder eines
Use Cases.
PONT Point - Er beschreibt einen Aufzählungspunkt.
PRE Precondition - Es beschreibt einen Zustand und steht füreine Vorbedingung eines Prozesses oder eines Use Cases.
PROD Product - Steht für ein Produkt in einem Softwareartefakt.
PROC Procedure - Beschreibt ein Geschäftsprozess, der aus einerFolge von verwandten Use Cases besteht.
RELA Relation - Steht für eine statische Relation eines Use Caseszu einem Objekt oder zu einem anderen Use Case.
REQU Requirement - Beschreibt eine funktionale oder nicht-funktionale Anforderung
REPO Report Name - Steht für eine gedrucktes Dokument odereinen Report, welches vom System erstellt wurden ist.
REC Record
RULE
Business Rule - Eine Regel, die angibt, dass die Benutzer-
richtlinie auf alle Systeme dieses Benutzers angewendet wird
oder welche Gesetze einzuhalten sind.
STAT State - Ist ein nicht bedingter Zustand, der unabhängig vonder Bedingung immer wahr sein sollte.
SECT Section - Beschreibt einen Abschnitt eines Anforderungsdo-kuments
SERV Service - Ein Softwaredienst, der von einem Systemakteuroder einer Systemsoftwarekomponente ausgeführt wird.
SRC Source - Beschreibt einen Source Code Bestandteil oder einElement in einer Bibliothek
SKIP Skip - Steht für ein Signal eine Zeile auszulassen.
STEP
UseCase Step - Ein Schritt bei der Ausführung eines Use
Case oder einer Elementarfunktion. Eine Funktion, die eine




Sentence - Steht für einen englischen oder deutschen Satz,
welcher nicht mit einem Schlüsselwort beginnt. Es handelt
sich um eine standardmäßige Textzeile.
STRU Data Structure - Beschreibt eine Datenstruktur des SourceCodes oder der Datenbank.
SYST System - Steht für den Namen der zukünftigen Anwendung.
TEST Test - Steht für einen Test und beschreibt meist einen be-stimmten Testfall.
TITL Title - Ein Titel eines neuen Textabschnitts. Beginnt miteiner Ziffer gefolgt von einem Punkt.
TYPE Data Type - Beschreibt einen bestimmten Datentyp.
UNKN unknown - Steht für jegliche undefinierte Entität im Anfor-derungsmodell.




ASKS owns - Die Basisentität besitzt die Zielentität oder wird be-sessen durch.
CALL calls - Beschreibt den Aufruf durch die Basis- oder die Zie-lentität.
DLET deletes - Es beschreibt einen Löschvorgang.
EXEC ececutes - Eine Basisentität führt eine Zielentität aus.
FILL fulfills - Eine Basisentität erfüllt eine Zielentität oder wirderfüllt durch.
HAS has - Eine Basisentität hat die Zielentität.
ISRT inserts - Es beschreibt einen Einfügevorgang.
IMPL implements - Die Basisentität implementiert die Zielentitätoder wird implementiert von dieser.
INPT inputs - Es beschreibt ein Datenelement oder eine Daten-gruppe, die von außen in das System eingespeist werden.
INCL includes - Eine Basisentität beinhaltet eine Zielentität.
LINK links - Zwei Entitäten kommunizieren miteinander.
OUTP
outputs - Es beschreibt ein Datenelement oder eine Daten-
gruppe, die vom System zur externen Verwendung erstellt
wurde.




READ reads - Eine Basisentität liest die Zielentität oder wir gelesendurch.
RECV receives - Eine Entität erhält eine Nachricht
REFS refers to - Es beschreibt die dynamische Referenz eines UseCase auf ein Objekt oder einen anderen Use Case.
SEND sends - Eine Entität sende eine Nachricht.
SELT selects - Es beschreibt eine Auswahl.
SPEC specifies - Eine Basisentität spezifiziert die Zielentität.
USES uses - Beschreibt die Verwendung einer Zielentität oder dieVerwendung durch eine Zielentität.
UPDT updates - Die Basisentität aktualisiert die Zielentität oderumgekehrt.
TRIG triggers - Es beschreibt ein Event, welches einen Use Casestartet.
TEST tests - Beschreibt einen Testvorgang.
WRIT write - Beschreibt einen Schreibvorgang.
Tabelle 8.2: Verschiedene Relationstypen und ihre Bedeutung [31]
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Abbildung 8.1: Screenshot des Prototypen zur Visualisierung der Strukturinformationen
auf Basis von D3.js
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Tabelle 8.3: Alle Visualisierungswerkzeuge im Vergleich (Teil 1)
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Tabelle 8.4: Alle Visualisierungswerkzeuge im Vergleich (Teil 2)
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Abbildung 8.2: Client-seitige Architektur der Anwendung
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Abbildung 8.3: Screenshots des Upload-Menüs (oben) und des Typeninfo-Menüs (unten)
99
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Abbildung 8.4: Screenshot des Dashboards mit dem OrderEntry-Projekt100
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