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Abstract. 
In this work we apply the method of hydrodynamic reductions to study the integrability 
of the class of second order quasilinear equations 
(1) 
. where the coefficients !ij are the functions of pl = ux ,p2 = uy,p3 = Ut only. We show that 
the natural equivalence group of the class of equations (1) is SL(4,R), which acts on the 
space p3 with coordinates pI, p2, p3 by projective transformations. The coefficient matrix 
!ij supplies the space p3 with a well-defined conformal metric !ijdpidpJ. 
We establish a connection of the integrability by the method of hydrodynamic reduc-
tions with the existence of dispersionless Lax representations and first order conservation 
laws. We prove that the conformal structure !ijdpidpJ corresponding to an integrable 
equation (1) is conformally flat. 
Our main result is the statement that the moduli space of integrable equations of the 
form (1) is 20-dimensional. We derive the necessary and sufficient conditions for inte-
grability as a system of differential constraints on the coefficients !ij. These integrability 
conditions provide an algorithmic test of the integrability, as well as a tool for the classifi-
cation. Partial classification results are obtained. 
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Chapter 1 
Introduction 
This work belongs to the field of integrable systems. One of the mainstreams within this 
field corresponds to the study of solitary wave solutions of nonlinear partial differential 
equations (PDEs) in 1 + 1 dimension arising from various contexts in mathematical physics, 
chemistry, differential geometry, etc. 
Solitary waves are particularly important in the nonlinear context due to their remark-
able law of interaction. It is well-known that the wave-type solutions of linear problems 
do not interact with each other (so called 'superposition principle'). In other words, any 
linear combination of two solutions is a solution as well. For nonlinear problems this is 
generally not true, and it is important to introduce some analogue of that principle. Clas-
sical solitary waves stay 'almost' the same after meeting each other, and the only result 
of interaction of solitary waves is their phase shift, which is governed by the dispersion 
mechanism. 
The 'integrability' (complete integrability) is related to the existence of a special class 
of exact solutions representing n-soliton interactions. The simplest example of a nonlin-
ear equation which possesses solitary wave solutions is the well-known Korteweg-de Vries 
(KdV) equation Ut - 6uux + U xxx = O. A detailed analysis of the behaviour of solitary 
waves shows that the dispersive term of the equation (which is Uxxx here) plays crucial role 
in the existence of such solutions [11]. 
For dispersive equations there are several methods of integration available, mostly based 
on the inverse scattering transform (see, e.g. [11]). Integrable dispersive equations often 
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possess Lagrangian and/or Hamiltonian representations. Another important property of 
integrable equations is the existence of an infinity of conserved densities and symmetries. 
The theory of integrable dispersive equations links together various parts of mathematics, 
such as algebraic and differential geometry, topology, algebra, spectral theory, complex 
analysis, etc. 
The possibility to integrate a nonlinear dispersive equation is often related to the exis-
tence of a linear representation, such that the original equations arises as the compatibility 
condition for two linear differential equations for the same auxiliary function. As an ex-
ample, consider the Kadomtsev-Petviashvili (KP) equation 
(1.1) 
which arises in the context of modelling shallow-water waves with weakly non-linear restor-
ing forces, as well as waves in ferromagnetic media or matter-wave pulses in Bose-Einstein 
condensates [30, 46]. The linear representation for this equation is given by the following 
overdetermined system, 
rPy = rPxx + urP, (1.2) 
rPt = rPxxx + 3/2urPx + 3/4uxrP + wrP, 
where rP(t, x, y) is an auxiliary function, and u(t, x, y), w(t, x, y) are the two components 
of the potential representation of the KP equation [46]. 
Calculating the consistency condition rPyt = rPty modulo (1.2) yields the KP equation. 
Note that the above system is linear in the auxiliary function rp. 
The main object of our study is a class of second order quasilinear equations of the 
form 
(1.3) 
where u is a function of the three independent variables x, y, t, and the coefficients !ij are 
the functions of the first order derivatives ux , uY ' Ut only. Although one of the independent 
variables is t, we do not distinguish it as a time variable. The equations of this type 
emerge from mechanics, general relativity, differential geometry and the theory of integrable 
systems, as we shall see below. 
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It is important that this is a class of dispersionless equations, as they are homogeneous 
with respect to the order of the derivatives of u. Equations from the class (1.3) do not 
possess solitary wave solutions. They also do not have a conventional linear representation 
in general. 
In the work by Zakharov [46] a general scheme for the construction of dispersionless 
limits of 2+ 1 integrable systems is provided. According to the scheme, given a dispersive 
2+ 1 equation, one can obtain its 'dispersionless limit' via the limiting procedure 
{) {) 
-->0:-{)x {)x' 
{) {) 
-->0:-{)y {)y' 0: -> O. 
As an example of this approach one can consider the dispersionless KP equation (dKP), 
{) {)x (Ut - 3/2uux) = 3/4uyy , • (1.4) 
also known as the Khokhlov-Zabolotskaya equation, as a 'dispersionless limit' of the KP 
equation (1.1). The dKP arizes in non-linear acoustics [43] and the theory of Einstein-Weyl 
structures [13]. As one can see, the only dispersive term Uxxx disappeared after applying 
the limiting procedure, as the term of faster decay when 0: -> O. 
At the same time, there is no linear representation of the dKP equation. Instead, 
the linear pair (1.2) transforms into a pair of nonlinear PDEs for the auxiliary function 
S(x, y, t), 
Sy = S~ +u, 
St = S~ + 3/2uSx + w. 
To obtain this nonlinear representation, one should apply the above limiting procedure to 
the linear pair (1.2) together with a substitution rP = exp(~S). A straightforward check of 
the compatibility conditions of the last nonlinear pair shows that it is indeed equivalent to 
the dKP equation. 
A nonlinear overdetermined system 
St = F(Sx, ux, uy, Ut), 
Sy = G(Sx,ux,uy,Ut), 
(1.5) 
for the function S(x, y, t), where F and G are generally nonlinear functions of Sx, is 
called a dispersionless Lax pair, if its compatibility condition yields the equation from the 
class (1.3). 
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Equations of the form (1.3) often arise in physical and geometric applications. For 
instance, although the dKP equation in the form (1.4) is not quasilinear, by introducing 
the potential u = Vx one can bring it to the quasilinear form (1.3): 
Vxt - 3/2vx vxx = 3/4vyy • (1.6) 
Another well-known example of the 2+1 dispersionless equation of the type (1.3) is the 
Boyer-Finley equation, 
which is a nonlinear wave type equation arising in the context of self-dual 4-manifolds [6]. 
We list more known examples in section 3.1. 
One of the main examples from the class (1.3), which plays an important role through-
out this work, is a class of integrable Euler-Lagrange equations of the form 
(1.7) 
where the Lagrangian density 9 is a function of the first order derivatives only, 9 = 
g(ux> uy , Ut). A straightforward calculation of derivatives with respect to x, y and t in (1. 7) 
brings this equation to the quasilinear form (1.3). Thus, quasilinear equations (1.3) may 
be interpreted as generalizations of the Euler-Lagrange equations (1.7). This class of equa-
tions was investigated in [21, 7, 22], and its properties are significantly parallel to the 
properties of the general quasilinear PDEs of the type (1.3). 
It was understood recently [17, 18, 19, 20, 21, 23, 24] that various multi-dimensional 
dispersionless problems can be attacked by the method of hydrodynamic reductions. The 
method works for the equations that, under a proper substitution, fit into the following 
general first order (2+1 )-dimensional quasilinear hydrodynamic type form, 
A(u)ux + B(u)uy + C(u)Ut = 0, (1.8) 
where u = (ut, ... , urn)t is an m-component column vector of the dependent variables, and 
A, B, Care 1 x m matrices where I, the number of equations, is allowed to exceed the number 
of the unknowns, m. Equations (1.3) take the form (1.8) by setting u = (ux> uy, Ut), which 
gives a system of four equations for the three unknowns (m = 3,1 = 4). 
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The idea of the method of hydrodynamic reductions is to look for special class of exact 
solutions of the system (1.8), the so called N-phase solutions u = U(RI, ... , RN) where the 
'phases' RI, ... , RN solve a pair of commuting diagonal systems 
(1.9) 
which is required to be consistent. As the systems in (1.9) are diagonal and commuting, 
they are automatically semi-Hamiltonian and, therefore, this pair is completely integrable 
by the generalized hodograph method (see [40]). In other words, the idea is to decouple the 
(2+1)-dimensional problem (1.8) into a pair of diagonal (l+l)-dimensional hydrodynamic 
type systems. Solutions of this type, known as nonlinear interactions of N planar simple 
waves, were extensively investigated in gas dynamics and magnetohydrodynamics [44]. 
The original system is called integrable if it possesses 'sufficiently many' reductions of this 
type for arbitrary N. Solutions of this type can be viewed as dispersionless analogues of 
n-soliton solutions of dispersive equations. 
Hydrodynamic reductions of particular dispersionless equations were studied before 
(see, for example, [25, 26]), though only recently it was understood that the requirement 
of the existence of an infinity of such reductions is a strong and restrictive condition, 
providing a good definition of integrability for a class of dispersionless systems. This 
requirement leads to unified and rather simple algorithmic way of verification whether a 
given equation is integrable, as well as provides a scheme for the classification. We use the 
method of hydrodynamic reductions as the main approach for studying the integrability 
of the equations from the class (1.3). 
The following is a brief sketch of the main results of this work. 
Applying the method of hydrodynamic reductions to the equation (1.3), i.e. requiring 
an existence of an infinity of hydrodynamic reductions, we come to an algorithmic ally 
verifiable criterion for integrability, that is, a system of differential constraints for the 
coefficients fij, which are necessary and sufficient for the integrability. We derived these 
integrability conditions for the equation (1.3), which constitute a complicated system of 
second order PDE with rational r.h.s., and verified that this system of constraints is in 
involution. This is the main result of this study, which leads to 
Theorem 1 The moduli space of integrable equations of the form (1.3) is 20-dimensional. 
6 
It turns out that, for 2+1 dispersionless equations of the form (1.3), the integrability 
by the method of hydrodynamic reductions is equivalent to the existence of dispersionless 
Lax representations (1.5). 
Theorem 2 Any integrable equation of the form (1.3) possesses a dispersionless Lax pair. 
Furthermore, the existence of a dispersioniess Lax pair is equivalent to the existence of an 
infinity of hydrodynamic reductions and, thus, is necessary and sufficient for its integra-
bility. 
In the dimension 2+ 1, first order conservation laws are relations of the form 
(1.10) 
which hold identically modulo the equation (1.3). The Euler-Lagrange equations (1.7) are 
a particular case of these conservation laws, and for each Euler-Lagrange equation there 
exists three components of its energy-momentum tensor, which are again the relations of 
the type (1.10). In fact, the existence of conservation laws (1.10) is the property of the 
whole class of integrable equations (1.3): 
Theorem 3 Any integrable quasilinear PDE of the form (1.3) possesses exactly four non-
trivial first order conservation laws. 
Integrating explicitly the integrability conditions under various simplifing assumptions, 
we provide partial classification results. This leads to a class of both known and new 
equations of the form (1.3), which are expressible in terms of elementary functions, elliptic 
functions and modular forms. 
For example, we have found an integrable equation 
Uyt = 0, 
here p is the Weierstrass p-function satistying the equation (p')2 = 4p3 - g3, and a, (3, 'Y 
are arbitrary constants. Another interesting example comes from the class 
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for equations of this form the integrability conditions result in a single third order ODE 
for r(Ut), 
which appeared recently in the context of modular forms of level two [1]. Its generic 
solution is given by the Eisenstein series 
r(q) = 1-8f: (-1)nn qn , q=e4ue , 
n~1 1 - qn 
which is associated with the congruence subgroup r 0(2) of the modular group (as a modular 
form, this series converges for Ut < 0). 
We also investigate differential-geometric aspects of equations (1.3). The main observa-
tion here is that the equivalence group 8£(4, R) leaving the equation (1.3) form-invariant 
acts by projective transformations on the space of first order derivatives pI = ux , p2 = 
uy, p3 = Ut, which is thus identified with the projective space p3, and the coefficient matrix 
fij(P) supplies p3 with a well-defined conformal structure fijdpidpJ. The classification of 
integrable equations of the form (1.3) up to the action of the equivalence group S £( 4, R) is 
therefore equivalent to the classification of conformal structures in p3 up to the projective 
equivalence. The main result here is the following 
Theorem 4 The conformal structure fijdpidpJ corresponding to any integrable three-di-
mensional equation (1.3) is conformally fiat. 
We also characterize linearizable equations, i.e. equations (1.3) which can be transformed 
to a linear second order equations with constant coefficients: 
Theorem 5 The following conditions are equivalent: 
(1) Equation (1.3) is linearizable by a transformation from the equivalence group. 
(2) Equation (1.3) is Lagrangian with the Lagrangian density of the form g = ~(~) where 
Q and I are arbitrary quadratic and linear forms in pI, p2, p3 respectively (not necessarily 
homogeneous) . 
The structure of the thesis is the following. 
In chapter 2 we review the theory of (l+l)-dimensional hydrodynamic systems, which 
is the basis for the method of hydrodynamic reductions. We mainly refer to [12, 40, 
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41, 42, 14, 17] throughout this chapter. We recall that the Riemann invariants are the 
variables in which the general hydrodynamic system is diagonal (section 2.2). In section 
2.3 we consider Hamiltonian approach for studying hydrodynamic systems, and introduce 
the semi-Hamiltonian property. The notion of hydrodynamic conservation laws is stud-
ied in section 2.4, where we also recall that diagonal semi-Hamiltonian hydrodynamic 
systems have infinitely many commuting flows. Then we formulate the generalized hodo-
graph method which solves semi-Hamiltonian systems (section 2.5). Finally, we discuss 
the method of hydrodynamic reductions of 2+1 equations (section 2.6). 
Chapter 3 is devoted to the main results, obtained in ajoint work with E.V. Ferapontov 
and S.P.Tsarev [7]. In section 3.1 we list some known integrable equations ofthe form (1.3). 
The equivalence group of the equations (1.3) is studied in section 3.2; in this section we 
show the conformal invariance of the metric Jijdpidpi associated with the coefficient matrix 
of the equation. We sketch the derivation of integrability conditions in section 3.3. In this 
section we also discuss the complexity of the computations we face applying the method 
of hydrodynamic reductions to equations (1.3). 
One should note that direct use of the method of hydrodynamic reductions yields 
massive computations, which we performed using computer algebra systems FORM [48] 
and Maple1 [49]. One can find computer programs in FORM and Maple used during this 
work on a CD attached to this thesis, as well as from 
http://ww~-staff.lboro.ac.uk/-maevf/bft-supplementary-materials-2008.tar.gz 
Section 3.4 provides the proof of the existence of four non-trivial conservation laws 
corresponding to an integrable equation (1.3); In section (3.5) we establish the equivalence 
of the existence of dispersionless Lax representation for equations (1.3) and the integrability 
by the method of hydrodynamic reductions. The last section of this chapter provides 
classifications of the following eight sub-classes of integrable equations: 
1 Maple(TM) is a trademark of Waterloo Maple Inc. 
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f(ux, UY' Ut)uxy + g(ux, UY' Ut)uxt + h(ux, uY' Ut)uyt = 0, 
Uyy = f(ux, Uy, Ut)uxx + 2g(ux, uY' Ut)uxt + h(ux, uy, Ut)Utt, 
Utt = f( UX1 UY1 Ut)UXX + g( U X1 UY' Ut)UYY1 
(Uyp(Ut))x + (UXp(Ut))y + (UXUyp'(Ut))t = 0, 
(Uy)X + (UXuyr(Ut))t = 0, 
Uxy + (UXr( UY' Ut))t = 0. 
For example, equations of the form 
(1.11) 
which can be viewed as nonlinear analogues of the (2 + 1 )-dimensional wave equation, have 
the integrability conditions of the form 
2ffbb + f; - 3f~ = 0, 
2f faa - 3f; + f~ = 0, 
2f2 fce - 2J/: + f; + f~ = 0, 
fafc - fae! = 0, 
2!afb - !ab! = 0, 
Mc - !be! = 0, 
where a = UX, b = Uy, C = Ut. Explicit integration of the above formulae leads to the 
following two essentially different classes of integrable equations of the form (1.11), 
Utt = eUt(uxx + U yy ), 
where the constants 0<,/3'1,8,1; satisfy a single quadratic constraint 40<1- 82 = 0. 
In chapter 4 we study the class of equations (1.3) from differential-geometric point 
of view. In section 4.1 we characterize Iinearizable equations, i.e. equations (1.3) which 
can be brought to a linear second order equation with constants coefficients. In section 
4.2 we characterize the Euler-Lagrange equations. Section 4.3 provides the discussion of 
theorem 4, as well as an explicit tensorial form of the integrability conditions. 
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Chapter 2 
Hydrodynamic type systems in 1+1 
dimension 
In this chapter we recall the basics from the theory of one-dimensional hydrodynamic type 
systems, lying beneath the method of hydrodynamic reductions. 
2.1 Equations of hydrodynamic type in 1+1 dimen-
. 
SlOn 
A homogeneous system of PDEs of the form 
u; = v;(u)u~ (2.1) 
(we assume here the standard summation rule with respect to j) for the functions u1(t, x), ... , 
un(t, x), where u = (u1, ... , un) and v; are smooth (generally nonlinear) functions of 
ul, ... ,un only, form a class of (l+l)-dimensional hydrodynamic type systems. Sometimes 
they are also said to be one-dimensional. Here the dimension one reflects the fact that 
ui(t,x) depend on one space variable x only. One says the system (2.1) is strictly hyperbolic 
if all eigenvalues of the matrix v; are real and distinct. 
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2.2 Riemann invariants 
A remarkable fact about these systems is that they are form-invariant under the local 
change of variables u = u( w): 
ow
i
' _ ow
i
' ou
i i ( ( )) j' _ i' ( ) j' 
ot - oui owi' vi u w Wx - vi' w Wx ' 
This shows that the transformation law of the matrix v} induced by the local transformation 
of the dependent variables u = u( w) is manifestly tensorial. If it is possible to find the 
coordinate functions RI, .. " Rn such that the matrix v} becomes diagonal under the change 
of variables ui = ui(RI, .. " Rn), these coordinates are called Riemann invariants, For a first 
time such a functions most probably appear in the Riemann's work on a one-dimensional 
gas flow [37], 
If Riemann invariants exists, the following recipe is the way to construct them, Let 
.\.1, .. ".\.n be n distinct and real roots of the characteristic equation det(v} - .\.8}) = 0, and 
let ~f be the corresponding left eigenvectors of the matrix v}: 
ervi = 'PeP p 1 n ~1 J /\ ~J' =, ... , . 
Suppose for each eigenvector ~f there exists an integrating factor rJ' such that cP~f = 
oRP loui appear to be the components of a gradient, then the functions RI, .. " Rn are the 
desired Riemann invariants: 
The procedure above shows that the diagonal hydrodynamic system (2,1) should be 
stricly hyperbolic, i.e, all eigenvalues of the matrix v} should be real and distinct, 
Therefore, for a practical diagonalization one needs to calculate the roots .\.P of a char-
acteristic equation, then to find corresponding left eigenvectors ~f and finally to compute 
all integrating factors cP, unless there is a way to guess the form of Riemann invariants 
straightaway, 
As an example of this procedure, consider the equations of an ideal chromatography, 
describing the flow of an n-component mixture through an absorbing medium (see [40, 14]): 
cu~ + (ai(u) + ui)t = 0, i = 1, .. " n, 
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where c is a constant, and ui and ai are the concentrations of nonabsorbed and absorbed 
ith component respectively. In variables x and 7 = et - x these equations simplify to 
(2.3) 
which may be rewritten in the hydrodynamic type form u~ - v;(u)u~ = O. To define 
this system completely, one needs to specify an isotherm, an explicit form of dependence 
ai = ai (u). Consider the simplest case of a classical Langmuir isotherm: 
n 
ai=kiuiIV, V:=l+L:ksU', (2.4) 
8=1 
where ki are the constants. Let us show how to rewrite the system (2.3)-(2.4) in Riemann 
invariants. 
For the classical Langmuir isotherm the characteristic equation det(v; - .M;) = 0 take 
the form 
V _ ~ k;up 
- ~ k - AV' (2.5) p=l P 
For each root of this equation Ai we define a function Ri = AiV, our candidate for a 
Riemann invariant corresponding to the eigenvalue Ai. Straightforward calculations of the 
derivatives R~ and R~ brings (2.4) into the form 
. Ri. 
R~+ VR~ = O. (2.6) 
In this system the coefficients Ri IV are expressed in terms of the functions ui via V( u). To 
eliminate V we proceed as follows. After multiplying both sides of (2.5) by IT;=l (kp - R), 
one gets an algebraic equation of order n with respect to R. This equation has (_1)n V 
and ITp kp as the coefficients at the highest and zero power of R, respectively. Therefore by 
Viete's formulae, ITp RP = ITv kp. This gives the way to eliminate V from the last equation. 
Finally, the diagonal representation of the original problem takes the form 
(2.7) 
This justifies the choice of the quantities Ri = AiV to be Riemann invariants. 
In general, the diagonal representation of a given problem (2.1) may not exist. Therefore 
one may find useful the following algorithmic criterion of existence of Riemann invariants, 
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which does not require the computation of eigenvalues. Given a matrix v} of a system 
(2.1), one can construct the Nijenhuis tensor [32, 14] 
and the Haantjes tensor [33, 14]: 
The criterion of diagonalizability is given by 
Theorem 6 ([33]) A matrix v} with real mutually distinct eigenvalues is diagonalizable 
if and only if the corresponding Haantjes tensor H]k is identically zero. 
2.3 The semi-Hamiltonian property 
In the series of important works on classification of Poisson brackets of hydrodynamic 
type by B.A. Dubrovin, S.P. Novikov and S.P. Tsarev (for example, [12, 41]) a Hamiltonian 
formalism for equations of hydrodynamic type is developed. Within this framework, it was 
shown by S.P. Tsarev that the integrability of equations (2.1) requires the system to be 
either diagonal Hamiltonian system, or semi-Hamiltonian one (see the definition below). 
In this section we will sketch some necessary parts of the Hamiltonian theory for systems 
of equations of hydrodynamic type, following [12, 40]. 
Recall that the system (2.1) is called Hamiltonian, ifthere exists a Poisson bracket {-,.} 
defined on functionals on a space of functions ui(x), as well as a Hamiltonian, a functional 
H such that the system possesses the following representation, 
u; = N(x), H(x)} (2.8) 
(here we cast ui(x) as the functional f 5(y -x)u(y)dy). These equations naturally generate 
a Hamiltonian flow in the phase space of functions ui(x). The integral F(x) of the system 
is a functional on the same space satisfying the condition {F, H} = O. If F(x) is an integral 
of the system (2.8), then the flow generated by the system 
u~ = {ui(x), F(x)} 
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commutes with the initial one, i.e. OtU~ = oTui. Generally, the system of equations is 
integrable if there exist 'enough' integrals of the system. 
A Hamiltonian of hydrodynamic type is a functional H(x) = J h(u(x))dx with density 
h(u) depending on u, but not the derivatives u~,u~x' "" A Poisson bracket on the space 
of functions ui(x) is called a bracket of hydrodynamic type if it has the form 
{ui(x), uj(y)} = gij(u(X))o'(x - y) + b~(u(x))u~o(x - y) (2.9) 
for some smooth functions gij (u) and b~ (u). The system of equations 
Oi = %ui , (2.10) 
generated by a Hamiltonian H and the corresponding Poisson bracket (2.9) is called a 
Hamiltonian system of hydrodynamic type. 
B.A. Dubrovin and S.P. Novikov showed that under the local changes u = u(w) the coef-
ficients gij are transformed as components of a tensor with upper indices, and can be viewed 
as defining a Riemannian metric 9iJ. They also showed that the quantities r~k defined from 
the equation b~ = -gisr~k are transformed as components of the Christoffel symbols cor-
responding to the metric gij. They proved that the brackets (2.9) are antisymmetric and 
satisfy the J acobi identity if and only if gij is a metric of zero curvature and the connection 
r~k is torsion free (r~k = rt). Under these conditions vj(u) = \1i\1jh = gis\1s\1jh with 
covariant derivatives compatible with gij' Everything above is true for non-degenerate case 
when det gij f O. 
The following lemma links the properties of the matrix vj and the corresponding met-
ric gij' 
Lemma 7 For a matrix vj(u) to be a matrix of a Hamiltonian system it is necessary and 
sufficient that there exist a non-degenerate zero curvature metric gij such that 
b) \1 iVj = \1 jvf, where \1 is the Levi-Civita connection corresponding to the metric gij' 
From now on we will mostly be interested in diagonal systems of hydrodynamic type. 
For these diagonal systems we will use the notation (we do not suppose summation over i), 
(2.11) 
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For a diagonal matrix v;(u) = Vj(u)o; with distinct Vj(u) (by virtue of hyperbolicity of 
the system) this lemma implies that the metric g;; is diagonal as well, and the following 
conditions are satisfied: 
(2.12) 
(no summation on repeated indices in this formula). On the other hand, as the metric is 
diagonal, 
k 1 r ki = "2Gi log gkk· (2.13) 
Therefore, the conditions Gjrt = Ginj take the form 
i oF j oF k. (2.14) 
One may interpret the conditions (2.12)-(2.13) as the linear system of equations for 
Vi(U). The straightforward computation of compatibility conditions for this system gives 
(2.15) 
where Rtj = Gir%j - r%jr~i - rtfij + nir%j is a component of the curvature tensor R;kl' 
For the Hamiltonian matrix v;(u) these compatibility conditions are satisfied as the metric 
gij has zero curvature and the last bracket in (2.15) is zero due to (2.13). 
It is known that for the consistent linear systems of the type 
GWi n 
o k = 2: fiks(u)W., i oF k, fiks E Cr(V), 
U 8=1 
(2.16) 
its generic solution is determined by specifying n functions of one variable. More precisely, 
each function Wk can be specified on uk-axis only. 
The Cauchy problem for the system (2.12)-(2.13) may be formulated as the following 
Theorem 8 ([42]) Let ui = ,i(t), t E [c, dj, be a curve inside a parallelepiped V = {ai ::; 
ui ::; bi,i = 1, ... ,n} joining two opposite vertices of V, and assume that o,ijot oF 0 
for all i everywhere on the curve including the endpoints. Then for a given n functions 
w?(t) E Cr([c, dD on, there exists a unique solution Wi(U) E Cr(V) of the system (2.16) 
coinciding with a given w? on ,. The solution depends continuously on the initial data w? 
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Note that the expression Oir%j - Ojrt in (2.15) is also equivalent to (2.14). The key 
point is that the conditions (2.12) hold not only for a Hamiltonian systems, but is rather 
a consequence of the property (2.14). Namely, if Vi are the coefficients of a diagonal 
system (2.11) (not necessarily Hamiltonian) such that they are distinct and satisfy (2.14), 
the system of equations 
if k, (2.17) 
for the functions Wi(U), i = 1, ... , n, is consistent. The consistency is given by the fact that 
(2.18) 
(2.19) 
In other words, for a given system of equations (2.11) with n diagonal elements Vi, we 
can find another n functions Wj, ... , Wn from the overdetermined system (2.17). We will 
study the properties of these functions Wl, ... , Wn in the next two sections. 
Definition 1 A diagonal quasilinear system of equations (2.11) is called semi-Hamiltonian 
if its coefficients Vi are distinct and satisfy the relation (2.14). For n ::; 2 any hyperbolic 
system (2.11) is semi-Hamiltonian. 
As we discussed above, diagonal Hamiltonian systems are automatically semi-Hamil-
tonian. However converse is not true. For the Hamiltonicity it is necessary for the metric 
to hiwe zero curvature (Lemma 7). Pavlov [35] proposed the following example of semi-
Hamiltonian system whose metric has non-zero curvare. Consider a diagonal system 
(2.20) 
fl,i(Ui ) The corresponding metric gii = In the case N = 2 this system pro-ITm;l;( Um - Ui)2· 
vides the diagonal representation of the Born-Infeld equation, which is automatically 
semi-Hamiltonian. The curvature tensor in this case vanishes as well. For the case 
N = 3 the condition that the curvature tensor is equal to zero yields a single constraint 
1/ fl,i + 1/ fl,j + 1/ fl,k = O. Finally, it can be shown that for N > 3 a zero-curvature metric 
does not exist, i.e. systems (2.20) are semi-Hamiltonian, though not Hamiltonian. 
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2.4 Conservation laws and commuting flows 
A first integral of the system (2.1), which is a functional of the form 
1= jP(U\ ... ,un)dx (2.21) 
with density P(u) independent from u~, u~x' ... , is called a hydrodynamic integral of (2.1). 
As a first integral of the Hamiltonian system (2.10), the functional I generates the 
Hamiltonian flow 
u~ = {ui(x),I} = w;(u)u~ (2.22) 
which commutes with the flow (2.10). The commuting flows are also refered to as symme-
tries. The following lemma links the properties of the matrices w; and v} of commuting 
Hamiltonian flows. 
Lemma 9 The functional (2.21) is an integral of the Hamiltonian system (2.10) if and 
only if the matrix wJ(u) = 'Ili'lljP of the Hamiltonian flow (2.22) generated by I (and the 
same Poisson bracket) commutes with the matrix v;, i.e. v~wY = w~vy. 
Proof Conditions of Lemma 7 and conditions of vanishing of the variation derivative of 
It = J oiPv;u~dx yield 
Conversely, if v; and w; commute, the previous argument show that Oi(OkPVY) = OJ(okPvf), 
what implies the existence of the function Q(u) such that OiQ = OiPV;, i.e. 
(2.23) 
The lemma is proved. • 
In other words, if a general Hamiltonian system (2.1) has a hydrodynamic integral 
(2.21), then due to (2.23) it also possesses the corresponding conservation law of the form 
(2.24) 
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Following Tsarev [40, 42] let us show that any semi-Hamiltonian diagonal system 
(2.11) has infinitely many linearly independent hydrodynamic integrals (2.21), locally 
parametrized by n functions of one variable. By the same computations as above (as 
the compatibility conditions aiajQ = ajaiQ), one can show that (2.21) is an integral of the 
semi-Hamiltonian system (2.11) if and only if 
(2.25) 
where r k : == ..!!i2!.J..... This system can be rewritten in the equivalent form h 1)i-Vk 
(2.26) 
where Zi = aiP. The consistency conditions for the last system, 
(2.27) 
are satisfied due to (2.18). The solutions of a system (2.26) are parametrized by n functions 
of one variable as this system fits into the class (2.16). Each hydrodynamic integral of a 
semi-Hamiltonian system obviously generates a conservation law (2.24). 
Theorem 10 ([40, 42]) A semi-Hamiltonian diagonal system (2.11) has infinitely many 
commuting flows (2.10), parametrized locally by n functions of one variable. These flows 
(2.10) commute with each other, their matrices are diagonal and all the hydrodynamic 
integrals of the original semi-Hamiltonian system are their integrals as well. 
Proof Commuting the flows (2.11) and (2.22) (calculating the derivatives a,aTUi = aTa,Ui 
at the systems (2.11) and (2.22)), one gets the coefficient along u~x to be equal to the 
commutator of the matrices w} and v} = VjO}. This yields the diagonality of w}. Then, 
from 
i i '\'( i k UT' - U'T = L..J akVi(Wk - Wi) - akWi(Vk - Vi)) UxUx = 0, if k, (2.28) 
ko;<i 
we get the system of equations (2.17). Commutativity of any two flows with the diagonal 
elements w} and w; immediately follows from (2.28) and (2.17), if one substitutes w} and 
w; in place of Vi and Wi, respectively. Finally, any hydrodynamic integral with the density 
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P of the original semi-Hamiltonian system is also an integral of the symmetries, as one 
can see from 
• 
2.5 Generalized hodograph method 
When the system (2.11) consists of just two equations, its solutions may be constructed 
using the classical hodograph method (see, e.g. [10, 36]). Most probably the first applica-
tion of the hodograph transformation in the context of fluid mechanics goes back to the 
Riemann's paper [37], where he introduces functions rand s (now called 'Riemann invari-
ants') depending on x and t, and expresses x and t in terms of rand s as independent 
variables. Later the hodograph transformation was extensively exploited by Chaplygin in 
his studies of transonic flows (see, e.g. [8]). 
However, the early history of hodograph transformation may be worth a further study. 
In the paper [37], 1860, Riemann himself mentions earlier works by Helmholtz in the 
same context. Courant and F'riedrichs [10], 1948, note a significant work initiated by 
Chaplygin on the basis of the method of hodograph transformation and do not link the 
method with Riemann explicitly. Some sources (see, e.g. Petrila and Trif [36], 2005) call 
it a Chaplygin hodograph method, and mention Chaplygin-Molenbroek equation in this 
context. Chaplygin himself in his doctoral dissertation published in 1902 [8] also refers 
to Helmholtz [28], 1868, as well as to Zhukovsky [47], 1890, and Molenbroek [31], 1890, 
saying that the latter is the only work on gas jets known to him at the time. Thus, the 
contributions of these researchers are worth investigating. 
Let consider the following example of the hodograph transformation. Given a system of 
two equations for the functions u(t, x) and v(t, x), one consider a cyclic variable dependance 
t = t(u, v), x = x(u, v). Then, expanding the trivial relations Xx = 1, Xt = O,tx = 0, tt = 1 
via chain rule, one reduces these relations modulo given system. The result is a linear 
system of equations for the functions Xu> xv' 
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For the case of shallow-water equations 
Ut + uUx + hx = 0, 
ht + (hu)x = 0, 
(2.30) 
(2.31) 
when the flow speed depends on one space variable only, the corresponding linear system 
for the functions x ( u, h), t (u, h) takes the form 
or 
(x - Ut)h = -tu, (x - ut)u = -hth - t, 
which is equivalent to equation hPhh - Puu + Ph = 0 for the function P = x - ut. Thus, 
the quasilinear system of two equations is reduced to a linear one. 
For a diagonal semi-hamiltonian system (2.11) with arbitrary number of equations 
its solutions are given by the generalized hodograph method [40, 42]. Recall that any 
diagonal semi-Hamiltonian system (2.11) with non-degenerate metric has infinitely many 
commuting flows ul = WiU~ with coefficients Wi( u) satisfying the linear system 
i oF k. (2.32) 
Consider n equations for n unknowns ui 
Wi(U) = Vi(U)t + x, (2.33) 
where x and t are parameters, Vi are the coefficients of a given diagonal semi-Hamiltonian 
system, and Wi are coefficients of the corresponding commuting flow. 
Theorem 11 ([40, 42]) A smooth solution ui(t, x) of system (2.33) is a solution of a 
given diagonal semi-Hamiltonian system (2.11). Any solution of a given system (2.11) 
may be locally represented as a solution of (2.33) in a neighbourhood of a point (to, xo) 
such that u~(to, xo) oF 0 for every i, where Wi(U) are coefficients of a hydrodynamic flow 
commuting with (2.11). 
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Proof To prove this we proceed as follows. Differentiating (2.33) with respect to t and x 
we get 
n n L MikU~ = Vi(U), L MikU! = 1, (2.34) 
k=l k=l 
where Mik = OkWi(U) - OiVk(U)t. As Mik = 0 for i 01 k modulo (2.32) and (2.33), we have 
MiiUi = Vi(U) and MiiU~ = 1. From here, ui = Vi(U)U~, Note we have u~ 01 o. 
Conversely, let ui(x, t) be a solution of (2.11), and assume u~ 01 0 in a neighbourhood 
of (xo, to). The initial Cauchy data uh(x) = ui(x, to) of a problem (2.11) induce the initial 
Cauchy data 
Wi(UO(X)) = Vi(UO(X))t + x (2.35) 
on the curve uo(x) for the problem (2.32). As (uh)x(xo) 01 0 by assumption, in a neigh-
bourhood of uo(x) there exists an unique solution of (2.32) with initial conditions (2.35). 
For these Wi( u) the system (2.33) has an unique solution v}(x, t) in the neighbourhood 
of a point (xo, to, uo) since the Jacobi matrix Mik of (2.33) is diagonal at this point and 
Mii = (Uh);l 01 O. Since ui(x, t) is a solution of (2.11) and ui(x, to) = uh(x), by the 
uniqueness of the solution of the Cauchy problem ui = ui in a neighbourhood of (xo, to). 
The theorem is proved. • 
2.6 The method of hydrodynamic reductions in 2+1 
dimensions. Example of dKP 
The theory of integrability of one-dimensional hydrodynamic type systems provides the 
framework for studying the integrability of a higher dimensional hydrodynamic type sys-
tems. We will recall the scheme [17,7]' known as the method of hydrodynamic reductions, 
for the case of (2+ 1 )-dimensional quasilinear systems 
A(u)ux + B(u)uy + C(u)Ut = 0, (2.36) 
where u = (u1 , ... , umy is an m-component column vector of dependent variables, and 
A, B, C are I x m matrices, where I is the number of equations. 
The key construction in the method of hydrodynamic reductions is the following ansatz. 
We seek multi-phase exact solutions u(R\ ... , Rn) where 'phases' Ri(x, y, t) are the Rie-
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mann invariants satisfying a pair of commuting diagonal (1 + 1 )-dimensional systems of 
hydrodynamic type, 
(2.37) 
The consistency condition R;t = R;y for these systems is equivalent to the linear system 
for the diagonal elements).. i and Jli, of the same form as observed above: 
{f)..i o'Jli J _ --;-,J,-,-----; 
)..j _)..i - ~ _ Jli' i -I j, (2.38) 
In other words, we decouple a (2+1 )-dimensional system of hydrodynamic type into a 
pair of commuting (l+l)-dimensional systems (2.37). Solutions of this type are known as 
nonlinear interactions of n planar simple waves. 
By direct substitution of the ansatz (2.37)-(2.38) into (2.36), we arrive at the equations 
(A + Jli B + )..iC)oiU = 0, i = 1, ... , n. (2.39) 
In the case of square matrices A, Band C, the last equation implies that both )..i and Jli 
satisfy the dispersion relation 
det(A + fJB + )"C) = o. 
Combining the equations (2.38) and (2.39), we end up with the system of equations for u, 
)..i(R) and Jli(R) (so called Gibbons-Tsarev system). 
Definition 2 ([17, 21]) A system (2.36) is said to be integrable if, for any number of 
phases n, it possesses infinitely many n-phase solutions parametrized by 2n arbitrary func-
tions of one variable. 
The example of dKP equation discussed below explains where the freedom of 2n arbi-
trary functions parametrising n-phase solutions is coming from. 
Remark As we know, each diagonal (l+l)-dimensional system of hydrodynamic type 
in (2.37) has infinitely many commuting flows, as well as infinity of hydrodynamic integrals 
whose densities P are governed by the equations 
o·)..i o·)..i 
oiojP-)/ XOiP-)..J XojP=O. J_ 1. J_ t (2.40) 
By Theorem 10 these integrals are the same for both diagonal systems (2.37). 
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Example Let us derive the Gibbons-Tsarev system for the dKP equation Uxt - UxUxx -
U yy = 0 (this representation of dKP can be obtained from (1.6) via proper scalings). In the 
new variables a = u", b = uy, e = u" the problem is equivalent to the first order system of 
four equations in three unknowns, 
(2.41 ) 
Looking for solutions in the form a = a(R\ ... , Rn), b = b(R\ ... , Rn), e = e(Rl, ... , Rn), 
where the Riemann invariants Ri satisfy (2.37), we substitute this ansatz into ay = bx (i.e. 
Uxy = u yx ): 
From here, Bib = /1}Bia. Similarly, az = ex yields Bie = ).!Bia. From az - aax - by = 0 we 
get the dispersion relation).! - a - (/1:)2 = O. We now computed the components of (2.39). 
To close the system, we proceed as follows. Computing the compatibility conditions 
BiBjb = BjBib and BiBjc = BjBie we get the same expression, 
(2.42) 
Note this equation is exactly of the form (2.40). 
Differentiating the dispersion relation Ai - a - (/1})2 = 0 with respect to Ri, we reduce 
the system (2.38) to the form 
Substitution of the last equation into (2.42) yields the consistent system for a(R) and lli(R) 
(the Gibbons-Tsarev system), 
i oJ j. (2.43) 
It is clear that the consistency of this system is equivalent to existence of infinity of hydro-
dynamic reductions (2.37) of the dKP. To get the general solution of this system, one should 
prescribe 2n functions of a single variable as the Goursat data along the Ri-axes, precisely 
lli(Ri) and a(Ri). As the last system is invariant under reparametrization Ri <- fieRi) 
where fi are arbitrary functions of their arguments, the parametric freedom reduces to n 
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functions of a single variable. A general solution of the system (2.37) given by the gen-
eralized hodograph method, brings extra n arbitrary functions to the parametric freedom 
of a n-phase solution u(Rl, ... , Rn) (n-component hydrodynamic reduction) of the dKP 
equation. 
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Chapter 3 
Second order quasilinear PDEs in 3D 
As we already mentioned, the main object of our study is the class of equations of the form 
(3.1) 
In this chapter we apply the method of hydrodynamic reductions to the class of equa-
tions (3.1). 
The structure of the chapter is the following. In section 3.1 we list some previously 
known examples of integrable equations from the class (3.1). Section 3.2 studies the group 
of transformations leaving the equations from the class (3.1) form-invariant. We apply 
the method of hydrodynamic reductions to the class of equations (3.1) in section 3.3. 
As a result, we derive an algorithmic criterion of integrability, a second order system of 
constraints for the coefficients !ij' Using these integrability conditions, we prove that any 
integrable equation (3.1) always possesses four non-trivial first order conservation laws (see 
section 3.4). In section 3.5 we prove the equivalence of our definition of integrability and 
the existence of dispersionless Lax representation. The last part of the chapter, section 
3.6, provides some classification results based on the integrability conditions. 
The results of this chapter, as well as of the next one, are obtained in a joint work [7] 
with Prof. E. Ferapontov and Prof. S. Tsarev. They are also available from arXiv:0802.2626. 
During the investigation, we intensively used the symbolic computation systems FORM 
[48] and Maple [49]. One can find the computer programs used during this work attached 
to [7], as well as on a CD attached to this thesis. 
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3.1 Examples 
There exist many integrable 2+1 equations of the type (3.1). Let us recall several examples 
(one can find more examples in [7]). The Boyer-Finley equation, 
+ Ut - 0 U xx uyy-e Utt-, 
appears in the context of general relativity [6]. Another example is the dispersionless 
Kadomtsev-Petviashvili (dKP) equation, 
Uxt - UxUxx - Uyy = 0, 
also known as the Khokhlov-Zabolotskaya equation, which arises in non-linear acoustics 
[43] and the theory of Einstein-Weyl structures [13]. The following two equations appear 
in the context of dispersionless KP, particularly the modified dKP equation, 
1 2 , 
Uxt + 2UxUxX - Uyy - UyUxx = 0, 
and the deformed dKP equation, 
see [29]. The dispersionless Hirota equation and Toda singular manifold equations [4], 
and 
(3.2) 
are also from the class (3.1). Various symmetric forms of the dispersionless KP, BKP and 
Toda hierarchies were obtained in [4, 5]: 
(3.3) 
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Among the most important examples is a class of integrable Euler-Lagrange equations of 
the form 
(gu.)x + (gUy)y + (gUt)t = 0, 
which has been studied in [21] by the method of hydrodynamic reductions; here the La-
grangian density 9 is a function of the first order derivatives only, 9 = g(ux , uy, Ut). Note, 
that unlike the previous examples, the Euler-Lagrange equations written in a quasilinear 
form (3.1) are the equations whose coefficients are parametrized by a function (precisely, 
they depend on the second order derivatives of g). This shows the demand for an approach 
applicable to equations with variable coefficients. 
3.2 Equivalence group 
It is important to know what transformations leave the equation invariant, transform it 
to another equation from the same class, or change the type of equation. In this section 
we study the group of transformations that leaves the equations (3.1) form-invariant. As 
a particular result, we establish the conformal invariance of the quadratic form associated 
with the coefficient matrix of a given equation, which may be viewed as a conformal 
metric with lower indices. Indeed, in case of Euler-Lagrange equations it is known that 
there exists a Hessian metric associated with an equation. In case of general equation 
(3.1) the existence of well-defined geometric object associated with an equation may not 
necessarily be true a priori. 
The results of this section are not restricted to the dimension three, and hold in any 
dimension. Let us consider a multi-dimensional second order equation of the form 
(3.4) 
where U = u(Xj, ... , xn) is a function of n independent variables, and the coefficients !ij(P) = 
!ij (pI, ... , pn) depend on the first order derivatives pi = UXi only. In matrix form, equation 
(3.4) can be represented as 
trFU = 0, 
where F = (Jij) is the (symmetric) matrix of coefficients, defined up to a scalar multiple, 
and U is the Hessian matrix of the function u. Our main observation is that the space pn 
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with coordinates pI, ... ,pn admits a natural projective action of the group SL(n+ 1, R), and 
the matrix Jij endows pn with a well-defined non-degenerate conformal structure JijdpidpJ. 
This can be seen as follows. The class of equations (3.4) is invariant under linear point 
transformations of the form 
i; = Cx + bu, u = ex + {3u, (3.5) 
where x = (Xl> ... , xn)' is a (column) vector of the independent variables, C is a n xn matrix, 
band care n-component column and row vectors, respectively, and {3 is a constant. The 
requirement that the transformation (3.5) belongs to the special linear group SL(n + 1, R) 
is equivalent to the condition detC({31 - cC-Ib) = 1, where I is the identity matrix. The 
induced transformation law for the (row) vector of first order derivatives p = (pI, ... ,pn) is 
manifestly projective, 
p = (pC - c)/({3 - pb), 
with the inverse transformation given by 
(3.6) 
h th I . d fi d (!-cC-'b I A d' t I I' . ere e sca ar Ko IS e ne as Ko = J+pC-1b = de'(C+bp)' Irec ca cu atlOn gIves 
( 
C-Ib C-I) 
dp=Kodp C-I - 1+:O Ib = Kodp(C+bptl. (3.7) 
Note also that di; = (C + bp)dx. The transformation law for the Hessian matrix U can be 
obtained by substituting dp, di; into the equality dp = di;'U: 
1 ,-U = -(C + bp) U(C + bp). 
Ko 
Using this expression for U one obtains 
trFU = ~tr[F(C +bp)'U(C + bp)] = ~tr[(C + bp)F(C + bp)'U] = trPU 
Ko Ko 
where the new coefficient matrix F is given by 
- 1 F = -(C + bp)F(C + bp)'. 
Ko 
(3.8) 
Using the formulae (3.7) and (3.8) one readily verifies the identity 
dpFdp' = KodpFdp', 
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which shows that the conformal class of the quadratic form dpFdp' = fijdpidpJ is defined in 
an invariant way. Thus, the coefficient matrix F(p) can be viewed as defining a conformal 
structure in the projective space pn with coordinates pt, ... ,pn and the standard projective 
action of SL(n + 1, R). The global counterpart of equation (3.4) would be a conformal 
structure on a projective manifold Mn. A manifold is projective, or endowed with a fiat 
projective structure, if it possesses an atlas with projective transition maps [27]. Thus, 
the study of equations of the form (3.4) up to linear transformations of the dependent and 
independent variables is equivalent to the study of conformal structures in pn up to the 
projective equivalence. 
The integrability conditions constitute a system of second order PDEs for the coefficient 
matrix F(p). Since point transformations preserve the !ntegrability, the group generated by 
equations (3.6) and (3.8) constitutes a point symmetry group of the integrability conditions. 
This SL(n + 1, R)-invariance plays a crucial role in the further analysis. In particular, all 
classification results presented below are formulated modulo this equivalence: two SL(n + 
1, R)-related equations are regarded as the 'same'. 
3.3 Derivation of the integrability conditions 
In this section we apply the method of hydrodynamic reductions to the class of second 
order quasilinear PDEs, 
This results in explicit system of constraints for the coefficients fij. These constraints form 
a second order system of 30 PD Es, which is in involution. To obtain this system, we perform 
intense symbolic computations using FORM and Maple. We emphasize that computer 
calculations are essential when one applies the method of hydrodynamic reductions to a 
problem, as one shall see below. 
The main result of this chapter is the following 
Theorem 12 The moduli space of integrable equations of the form (3.1) is 20-dimensional. 
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Here we provide a sketch of the proof, and the actual computational steps are given by 
computer programs. One can find the program files on a CD attached to this thesis, as well 
asfromhttp://www-staff.lboro.ac.uk/-maevf/bft-supplementary-materials-2008.tar.gz 
These program files are the same as used during the work on [7]. 
In order to apply the method of hydrodynamic reductions to the equation (3.1), we 
first need to cast the equation (3.1) into the form (1.8) by setting U = (ux , u y, Ut); this 
gives a system of four quasilinear equations in three unknowns, m = 3, I = 4; precisely, 
where a = ux , b = uy, and c = Ut. Following the method of hydrodynamic reductions, we 
seek multi-phase solutions in the form 
(3.10) 
where the phases R1(x, y, t), ... , Rn(x, y, t) are arbitrary solutions of a pair of commut-
ing hydrodynamic type flows (2.37). After the substitution of the ansatz (3.10) into the 
quasilinear system (3.9), using (2.37) we eliminate the derivatives R; and R~, arriving at 
the equations 
(3.11) 
along with the dispersion relation 
(3.12) 
Hereafter, we assume the conic (3.12) to be irreducible. This condition is equivalent to the 
non-vanishing of the determinant of the coefficient matrix 
In !I2 !I3 
F = !I2 122 123 
!I3 123 h3 
det F f. O. 
The consistency of the equations for Gib and GiC implies 
OjAi Gi Aj 
GiGja = AA' Gia + A' A . Gja. J_ t t_ J 
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(3.13) 
Differentiating the dispersion relation (3.12) with respect to Rj, j f. i, we eliminate Ri, 
R~,(Jjb and 8j c by virtue of relations (2.37) and (3.11). From here, keeping in mind 
equations (2.38) one obtains explicit expressions for 8j >.i and 8jpi in the form 
(3.14) 
where Bij = Nij / Dij are the rational expressions in >.i, >.j, pi, pj, whose coefficients depend 
on fij(a, b, c) and their first order derivatives. Explicitly, one has 
The denominator Dij in the expression Bij obtained directly by differentiation of the dis-
persion relation is not as symmetric as it is in the above formula, however it can be brought 
into this symmetric form modulo the dispersion relation (3.12). The numerator Nij is a 
polynomial expression of the form 
here we denote differentiation with respect to variables a, b, c by indices 1,2,3 accordingly: 
thus, fn,1 = fn,a, etc. In terms of the quantities B ij , equations (3.13) possess the form 
(3.16) 
The compatibility conditions 8k8j >.i = 8j 8k>.i, 8k 8jpi = 8j 8kpi and 8k8j 8i a = 8j 8k8i a are 
all equivalent to the equations 
(3.17) 
which must be satisfied by virtue of equations (3.11), (3.12), (3.14) and (3.16), iff the 
equation (3.1) is integrable. 
The last is the system of equations for >.i, >.j, >.k, pi, pj, pk, as well as the coefficients 
fij and their derivatives with respect to a, b, c up to the second order. The next step in 
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the procedure is to derive explicit relations for the coefficients Jij and their derivatives 
only. To do this, we need to expand the r.h.s. in (3.17), a computation which is unfeasible 
without using computers. 
The estimation of complexity is the following. The number of terms in the right hand 
side of (3.17) is comparable to the number of terms in the expression B;j, which has 
182 = 324 terms in the numerator and 92 = 81 terms in the denominator; summation of 
fractions in r.h.s. gives a polynomial of degree 3 + 3 + 2 = 8 with 3·324·9 = 8748 terms in 
the numerator, due to the need to bring rational expressions to the common denominator. 
At the next step, one needs to reduce the higher order terms in the rational expression 
modulo the dispersion relation (3.12). We choose (,ij2 as the highest order term, and 
therefore substitute other five terms from (3.12) in in place of each occurence of (p,i)2. 
This leads to a quadratic growth of the number of terms in the expression. 
In order to obtain equations with 'simplest possible' coefficients at the second order 
derivatives of Jij(a, b, c) we rewrite equations (3.17) as 
OkNij = Nij (~ij OkDij + Bkjoka + BikOka) - DijBkjBikoka. (3.18) 
The second order derivatives of Jij (a, b, c) are present only in the l.h.s. term OkNij' It is 
possible to represent 1/ Dij in the form 
1 . . . . .. 
D = Uij = [2(XJ23 + fd().3 123 + h2) - Jz2(X).3 iJ3 + (X + ).3)J13 + Jll) 
'1 (3.19) 
which holds identically modulo the dispersion relation (3.12); this representation of 1/ Dij 
makes the denominators simpler, though results in growth of the number of terms in the 
numerator via the substitution Bst = Nst! D,t = NBtUst . 
When expanded, the original expression (3.18) has more than 1.000.000 terms with 
different denominators; after properly organized cancellations it reduces oto a polynomial 
expression with less than 4500 terms. The denominators of the right hand side terms in 
equations (3.18) cancel out, producing a polynomial in >.i, >.i, >.k, p,i, J1i, p,k with coefficients 
depending on the functions Jij(a, b,c) and their derivatives up to second order. Using the 
dispersion relation (3.12) and assuming, say, Jz2 =f 0 (this can always be achieved by a 
linear change of the independent variables x, y, t, see discussion below), we simplify this 
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polynomial by excluding the powers (,i)S, (f.Lj)S, (f.Lk)" S 2': 2, arriving at a polynomial of 
degree one in each of f.Li, f.Lj, f.Lk, and degree two in A's. 
Obtaining this polynomial expression was the most essential technical part of the cal-
culation. One can find the FORM program file 01-ansatz-substi tution. fnn performing 
this computation at the address above. 
Equating similar coefficients of these polynomials in both sides of equations (3.18), we 
arrive at a set of 45 equations for the derivatives of the coefficients lij(a, b, c), which are 
linear in the second order derivatives. We then verify that only 30 of these equations are 
linearly independent. 
Solving them for the 30 second order derivatives of the five functions 111, !r2, !r3, 123, /33, 
we arrive at the integrability conditions in symbolic form 
(3.20) 
here F = det{Jij}, and R is a polynomial expression quadratic in each of its arguments. 
Although each of these equations has less than 50 right hand side terms, they still are not 
handy. The closed form of these equations is derived in tensorial form, see chapter 4. One 
can find exact formulae for (3.20) in the file f2ord-quasilin. fnn. 
A direct computation shows that the system (3.20) is in involution: all compatibility 
conditions are satisfied identically. Since the values of the five functions and their first order 
derivatives, are not restricted by any additional constraints, we obtain a 5 + 3 . 5 = 20-
dimensional moduli space of integrable equations. The theorem is proven. 
Thus, the integrability conditions in the form (3.20) are derived for the equation (3.1) 
whose coefficient 122 is a constant. This is achived using the conformal invariance of the 
quasilinear PDE (3.1). Indeed, the coefficients of equation (3.1) are defined up to a common 
factor, which may be chosen to equal one of fi/S. On the other hand, given a normalized 
equation, one may introduce the proportionality factor 1/122 in order to 'restore' sixth 
coefficient. 
Another particular form of the integrability conditions corresponds to the conservative 
representation of the equations (3.1), 
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By calculation of derivatives with respect to x, y and t, the last relation is brought to a 
(2+1)-dimensional quasilinear form (3.1) with coefficients fi;'s depending on the first order 
derivatives of the functions p, q and r only. Explicitly, 
(3.21) 
here a, band c denote ux , uy and Ut, as previously. For this particular subclass of equations 
(3.1) the integrability conditions take the form of 30 constraints for the densities p, q, rand 
their derivatives with respect to ux , uy and Ut up to a third order, which can be represented 
in a symbolic form 
(3.22) 
here 9 = (p, q, r), G is the determinant of the coefficient matrix of the equation (3.21), and 
H is a polynomial quadratic in its arguments. One may find the explicit formulae in the 
file pqr30rd-conserv.frm. 
For more particulars of the computations, precise formulae, as well as the code deriving 
these formulae and performing all the possible cross-verifications, one can consult the files 
at the abovementioned address. 
Note that the Euler-Lagrange equations for the density f( ux , uy, Ut), 
(3.23) 
are the particular case of the equation (3.21). For the Euler-Lagrange equations the inte-
grability conditions in a closed form (see [21]) is a single matrix relation 
(3.24) 
Here d3 f and d4 f are the symmetric differentials of f which appear in the standard Taylor 
expansion f(8+d8) - f(8) = df +r!? f /2! +d3 J/3! + ... for a function f(8) of three variables 
8 = (a,b,c). The Hessian H and the 4 x 4 matrix M are defined as follows: 
0 fa fb fe 
faa fab fae fa faa fab fae 
H= det fab fbb fbe M= (3.25) 
fae fbe fee 
fb fab fbb fbe 
fe fae fbe fce 
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The differential dM = Mada + Mbdb + Mcde is a matrix-valued linear form where Ma, Mb 
and Mc are the component-wise derivatives of the matrix M with respect to a, band e 
accordingly. 
Remark. Notice that, in two dimensions, any equation of the form 
is automatically integrable. Indeed, in the new variables a = ux , b = uy it takes the form 
of a two-component quasilinear system, ay = bx, In (a, b)ax + 2I12(a, b)ay + iz2(a, b)by = 0, 
which linearises under the hodograph transformation interchanging dependent and inde-
pendent variables. This trick, however, does not work in higher dimensions. 
3.4 Conservation laws 
The integrability conditions as explicit system of constraints for the coefficients Iij provide 
an algorithmic approach to reveal some properties of an integrable subclass of equations 
(3.1). In this section we study first order conservation laws, 
(3.26) 
As it was disscussed in section 3.3, the Euler-Lagrange equations (3.23) are the particular 
equations of the form (3.1). As we know from mechanics, there exists four conservation laws 
for a given Euler-Lagrange equation, the equation itself, as well as the three components 
of an energy-momentum tensor. Therefore, a subclass of Lagrangian equations (3.1) has 
four conservation laws. It is remarkable that this property holds for the whole class of 
integrable equations (3.1). 
Example The equation 
which is proved to be integrable for any constant ab a2 and a3 (see section 3.6.3), possesses 
four conservation laws of the form 
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We point out that the above equation is not Lagrangian. 
Example The dToda singular manifold equation [4], 
possesses two conservation laws of the form 
I uy uxe 0 ( ) ( U') og eU' _ 1 x + eU' - 1 t = , 
as well as 
where p satisfies the second order linear ODE 
pI! eUt 
2p (eu , - 1)2· 
It was pointed out by M. Pavlov that it can be transformed to a hypergeometric equation 
s(s - l)pss + (2s - l)p, - 2p = 0 
by a substitution Ut = In S~l. Thus, it possesses two linearly independent solutions, 
eU , + 1 
and p = Ut - 2 
eUt - 1 ' 
which provide two extra conservation laws. 
Remark Note that there exist trivial conservation laws due to the chosen variables. 
Precisely, they are ay = bx, at = Cx, bt = c y , which are another form of the trivial relations 
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The main result of this section is 
Theorem 13 An integrable quasilinear PDE of the form (3.1) possesses exactly four non-
trivial first order conservation laws. 
Proof The quasilinear PDE corresponding to the conservation law (3.26) has the form 
Introducing new symmetric variables si, ri via 
1 _ 
r - gal 3-k r - Cl 
we compute the first order differential consequences of the relations above. Solving them for 
the second order derivatives of the densities g, hand k, we check compatibility conditions 
gaab = gaba, gaac = gaoo, ... , 18 relations altogether. This results in six constraints on the 
new variables, 
2 3 1 2 Sab = rbb +raal 
(3.27) 
2 2 1 3 Sac = rcc+raa' 
Note the coefficients of equation (3.1) are defined up to an arbitrary common multiple, 
k(a, b, c). Thus, 
rl = kfll, r2 = k/22, r3 = k/33, 
sI = kh3, s2 = k!t3, S3 = kfl2. 
Substituting this into the system (3.27) we arrive at six equations for the 'integrating 
factor' k, as well as its partial derivatives up to the second order. Solving this system 
for the second order derivatives kij , one obtains (we label variables a, b, c by indices 1,2,3 
accordingly) 
(3.28) 
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Here Eijk is the totally antisymmetric tensor dual to the volume form of the metric jij 
corresponding to the equation (3.1), that is, £123 = 11n, £213 = -l/n, etc, F = detjij. 
The system (3.28) is found to be in involution modulo the integrability conditions 
(3.20). It follows from a direct calculations of its compatibility conditions with further 
reduction of second and higher order derivatives of jij modulo the integrability conditions. 
One can find the corresponding computer programs performing this computation at the 
address above. 
Since the variable k and its first order derivatives ka, kb, kc are not restricted by any 
additional constraints, there is a 4-parameter freedom for the integrating factor. This 
finishes the proof. • 
Example Let us write out equations (3.28) for the dispersionless Hirota equation, 
In the previous example we listed four conservation laws for the equation of this type 
without any restrictions on aI, a2 and a3. 
We have jn = Jz2 = h3 = 0, !J2 = a3C, jl3 = a2b, Jz3 = ala, and the substitution 
into (3.28) implies 
This leads to the four values for the integrating factor: k = const, k = a-2 , k = b-2 , k = 
c-2 , which correspond to the four conservation laws. for this equation. For example, by 
direct computation of the derivatives in the conservation law 
one can see that it corresponds to the integrating factor k = c 2 • 
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3.5 Lax pairs 
The dispersionless Lax pair is a pair of equations 
(3.29) 
which imply equation (3.1) via the consistency condition Sty = Syt. The function S(x, y, t) 
is called a scalar pseudo-potential. Dependence of the functions F and G on Sx may be 
non-linear. 
Example One can check that the dToda singular manifold equation, 
uxUy 0 
u xy - Utt=, (eUt - 1)(1- e Ut) 
possesses the Lax pair 
(3.30) 
here the function F(xl, x2) is defined as 
and F2 = of / ox2 . The constant A can be eliminated by a rescaling S --+ AS, though 
the nonlinear dispersionless Lax pair (3.30) possesses a degeneration into a linear one 
corresponding to the limit A --+ O. This results in a linear Lax pair for the same equation: 
The following theorem reveals the relation of dispersioniess Lax pairs and the integra-
bility of quasilinear equations (3.1). 
Theorem 14 Any integrable equation of the form (3.1) possesses a dispersionless Lax 
pair. Furthermore, the existence of a dispersionless Lax pair is equivalent to the existence 
of an infinity of hydrodynamic reductions and, thus, is necessary and sufficient for the 
integrability. 
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Proof Setting Sx = E, U X = a, uy = b, Ut = c, and calculating the consistency. condition 
for the Lax pair (3.29), one obtains 
Since this expression has to vanish modulo equation (3.1), one arrives at the relations 
Fa + F~Gb - G~Fb = 2k!I2, Ga + G~Fc - F~Gc = -2kf13, Fe - Gb = 2kh3, 
where k = k(E, a, b, c) is the coefficient of proportionality. The last five relations imply the 
expressions for the derivatives of F and G in the form 
Fa = 2k!I2 + G~kh2 + F~(kh3 - p), 
Fb = kh2' 
Fe = kh3 +p, 
Ga = -2k!I3 - F~kh3 - G~(kh3 + p), 
Gb = -kh3 + p, (3.31) 
Gc = -kh3, 
where p = p(E, a, b, c) is yet another auxiliary function. Substituting these expressions into 
the first relation, one can see that F~ and G~ have to satisfy the dispersion relation, 
(3.32) 
The rest of the proof is based on computer calculations. The computer programs perform-
ing these computations, as well as all possible cross-verifications, can be found at the same 
address as above. To close the system (3.31) - (3.32) one proceeds as follows. Calculating 
the consistency conditions for equations (3.31), Fab = Fba , Gab = Gba , etc, six conditions 
altogether, and differentiating the dispersion relation (3.32) by a, b, c and E, one obtains ten 
relations which can be solved for F~~, G~~ and the first order derivatives of k and p. Then, 
we calculate all possible cross-derivatives kab = kba , kac = kca, etc, reducing the result 
modulo the dispersion relation (3.32), the first order derivatives of k and p, as well as the 
second order derivatives F« and G~~. As a result, we obtain a huge system of polynomial 
relations in p, k, F~, G~, and fij with its derivatives up to the second order. We check that 
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these relations vanish identically by virtue of the integrability conditions. This establishes 
the necessary condition of this theorem. 
To check sufficiency we consider the necessary condition of vanishing of these polynomial 
relations, equating the coefficients at the powers of F{ and G{ to zero. This gives a number 
of polynomial relations for jij and its derivatives up to the second order, with coefficients 
depending on p and k. Then we check the rank of these relations with respect to jij and 
its derivatives, which is 30. Solving the last relations for the second order derivatives of 
jij, we obtain exactly the same integrability conditions (3.20) as before. This finishes the 
proof. _ 
Thus, the ansatz (3.31) can be considered as another way of deriving the integrability 
conditions, and it is interesting to compare the complexity of these approaches. 
The main computational difficulty in the approach based on pseudo-potentials (3.29) 
is the necessity to solve symbolically systems of linear equations with large polynomial 
coefficients. It is almost impossible to solve such problems using standard Maple routines 
on a single computer, unless one reduces it to a linear system with constant coefficients, 
or uses modular algorithms. In the context of our work, it was possible to deal with linear 
problems with constant coefficients. 
The method of hydrodynamic reductions results in the computational challenge of 
different nature. The memory consumption grows exponentially when manupulating with 
polynomials, unless one provides an efficient method of cancelling terms. It is crucial to 
represent 1/ Dij in the form (3.19) for this purpose, otherwise one requires high performance 
computing. However, once the representation (3.19) is found, the calculation may be 
performed on an arbitrary computer, and runs faster than one which is based on pseudo-
potentials (3.29). 
3.6 Classification results 
Here we present some partial classification results of integrable PDEs of the form (3.1) 
based on our integrability conditions. Although these conditions are quite complicated in 
general, they can be written down and solved explicitly under various simplifying assump-
tions. 
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We construct a whole variety of new integrable examples expressible in elementary 
functions, elliptic functions and modular forms, thereby manifesting the richness of the 
problem. 
3.6.1 Equations of the form Utt f('Vu) (uxx + U yy ) 
For equations 
(3.33) 
which can be viewed as nonlinear analogues of the (2 + 1 )-dimensional wave equation, the 
integrability conditions take the form 
2f fbb + f;' - 3R = 0, 
2f faa - 3f; + R = 0, 
2j2 fce - 2f!'; + f; + j'; = 0, 
fafe - fae! = 0, 
2fafb - fabf = 0, 
fbfe - fbe! = 0, 
(3.34) 
recall that a = ux , b = U y, C = Ut. These relations are straightforward to solve. The case 
fa = fb = 0 leads, up to equivalence transformations, to a unique solution f = ee, which 
corresponds to the Boyer-Finley equation 
Assuming fa and fb to be nonzero (notice that fa and fb can only be zero or nonzero 
simultaneously), the last three equations imply 
p(c) 
f(a,b,c) = cp(a) +1/J(b)' 
and the substitution into the remaining equations gives 
o.e!3e + 'Ye-!3e + 8 f(a,b,c) = 2 b2 ( , a + + 
where the constants o.,{3,'Y,8,( satisfy a single quadratic constraint 4o.'Y - 82 = O. This 
corresponds to equations of the form 
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3.6.2 Equations of the form Utt = f('ilu)x 
Equations of the form 
are related to the Hirota-type equations ntt = f(D. xx , D.xy , D.xt ) via a substitution U = D.x . 
In this form they were investigated in works by Pavlov, Ferapontov and Khusnutdinova 
[34, 20]. The integrability conditions take the form 
; _ 2f?c ; _ 2facfcc ; 2fbc!cc 
J ccc - fe' J ace - le ' J bee = le ' 
; _ 2f;'e ; _ 2fac!be ; _ 2Ne 
Jaac - T' Jabc - le ' Jbbc - T' 
fbbb = ;-; (Mffc + fbc(fc!bb + 2fac) - feAMbb + 2fab)) , 
fabb = ;-; (Jafffc + fac(fc!bb + fae) - feAfafbb + faa)) , 
2 faab = f-; (fee(fdaa - 2!afab) - fac(fdac - 2Mab) - fbc(fc!aa - 2fafac)), 
faaa = ;-; ((fa + fff)J~c + f~fffc + /;(f~b - faafM) - fbdcc!~ 
+ fac!c(faa + 2(!afbb - Mab)) + 2fbc(fb(fc!aa - fafae) - faMab) 
- fcc((fa + fff)Jaa - 2faMab)) , 
exactly the same integrability conditions as obtained in [20]. 
This system is in involution, and its general solution depends on 10 arbitrary constants. 
The integration leads to the four essentially different canonical forms, 
f uy + 4~ (AUt + 2Bux? + Ce-Aux , 
uy ( 1 A) 2 B B2 A/ux f - - + - + -4 2 Ut + -zUt + A 2 + Ce , 
U x U x U x U x U x 
f Uy 1()2 = -+-6"'ux ut , 
Ut 
1 U x 
f = In uy -In{h (Ut, u x ) -"iJ ",(r)dr, 
see [34]. Here A, B, C are arbitrary constants, '" is a solution of the Chazy equation [9], 
",Ill + 2",,,," = 3(",'?, 
and 01 is the Jacobi theta-function. 
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3.6.3 Equations of the form f(Vu)uxy + g(Vu)uxt + h(Vu)uyt = 0 
Equations of the type 
arise in the context of the dispersionless KP, BKP and Toda hierarchies, see (3.3). Further 
examples were constructed in [21 in the search for consistent triples of second order equa-
tions. First of all, the integrability conditions imply that any equation within this class 
can be reduced to a simplified form, 
via a multiplication by an appropriate scalar factor. In terms ofthe coefficients f( a, b), g( a, c) 
and h(b, c), the integrability conditions take the form 
fab = ~ fa + ~ fb - ~ ~ f, 
he fa fa he 
gae = fi ga + jge - jfig, 
hb = ge hb + fb h _ fb g, h 
'g f e fg' 
f = gfa + fgaf, + fga - gfaf, + ghb - fhef, + fga h, - ggahb f aa f 9 a fh b h2 a gh2 ' 
r _ fhb + hfb r fhb - hfb r hga - fge r fhbge - hgahbf Jbb - fh Jb + fg Ja + g2 Jb + g2h ' 
ghe + hge ghc - hg, hfa - gfb gfbh, - hfahe 
gcc= gh g,+ fg ga+ J2 ge+ J2h g, 
_ fga + gfa + gfa - fga + fhe - ghb + gfahb - f fahe 
gaa - fg ga gh g, h2 ga fh2 g, 
h = ghe + hg, h + hgc - gh, h + gfb - hfa h + hfage - gfbg, h 
cc gh ' fh b J2' J2g , 
h =ghb+hfb h +hfb-fhb h +fge-hgah +hgafb-ffbgeh bb fh b gh e g2 b f g2 . 
Remarkably, the first three equations appeared previously in the work by E.V. Ferapontov, 
A. Moro and V.V. Sokolov [241 in the problem of classification of integrable Hamiltonian 
systems of hydrodynamic type. It was observed that their general solution is representable 
in the form 
f = p(a) - q(b) 
P(a)Q(b) , 
de) - p(a) 
9 = P(a)ll(c) , 
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h = q(b) - r(c) 
Q(b)ll(c) , (3.35) 
where p, q, rand P, Q, R are arbitrary functions of the indicated arguments. The further 
analysis splits into four different cases depending on how many functions among p, q, r 
are constant. In the simplest case when all three of them are constant, the integrability 
conditions reduce to P" = Q" = R" = O. Thus, any equation of the form 
is automatically integrable. Let us concentrate on the generic case when none of p, q, rare 
constant (intermediate cases can be considered in a similar way). Under the substitution 
(3.35), the first three integrability conditions will be satisfied identically, while the last six 
imply a system of second order ODEs for p, q, rand P, Q, R: 
P" P'_Q' P'-R' Q'-R' 
-= +--pi p_q p-r 
R" R'-Q' R'-P' 
-= +--
r' r-q r-p 
Q" Q'_P' Q'-R' 
-= +-'---q' q-p q-r 
q-r 
Q'_ pi 
q-p 
p l - R' 
p-r 
pi> = q - p (Rrl _ RI) + r - p (Qql _ QI) + pi P(q - 2p + r), 
p q-r r-p r-q q-p (p-r)(p-q) 
r
/
: R = q - r (Ppl _ pI) + P - r (Qql _ QI) + r' R(p - 2r + q) , 
R q - p p - r p - q q - r (r - p)(r - q) 
ql; Q = p - q (Rrl _ RI) + r - q (pql _ pI) + q'Q(p - 2q + r). 
q p-r r-q r-p p-q (q-p)(q-r) 
The separation of variables in equations (3.36) implies 
pi = F(P), Q' = F(q), R' = F(r), 
(3.36) 
(3.37) 
where F(·) is an arbitrary quadratic polynomial, F(x) = EX2 +mlx + mo; here the param-
eters E, ml, mo play the role of separation constants. A similar separation of variables in 
equations (3.37) results in 
pi P = S(p), q'Q = S(q), r' R = S(r), 
where S(-) is a cubic polynomial, S(x) = EX3 + n2x2 + nix + no. These equations lead 
to PI/P = p'F(p)/S(p), Q'/Q = q'F(q)/S(q), R'/R = r'F(r)/S(r), and the integration 
yields 
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here c; are three extra integration constants, a, (3" are the roots of the polynomial S, 
and the exponents /1, v, 17, which are related to the coefficients ml, mo of the quadratic 
polynomial F, satisfy a single relation /1 + v + 17 = 1. Thus, setting E = 1, we have 
1 
r' = -(r - a)I-I'(r _ (3)I-v(r _,)1-"; 
C3 
Particularly interesting examples correspond to the symmetric choice /1 = v = 17 = 1/3. In 
this case the ODEs for p, q, r take the form 
(3.38) 
We point out that the ansatz (3.35) possesses the obvious SL(2, R)-symmetry, 
ap + (3 aq + (3 ar + (3 
p--+ , q--+ , r--+ , ,p + J ,q + J ,r + J p p~ , ,p+J 
which can be used to bring the polynomial S to a canonical form. In the case of three 
distinct roots one can reduce S to a quadratic, S(x) = x2 + 93, so that the ODEs (3.38) 
imply p = p'(alul), q = p'(a2u2), r = p'(a3u3) where 27af = 2/cf, and p is the Weierstrass 
p-function: (p')2 = 4p3 - 93 (notice that we are dealing with an equianharmonic case: 
92 = 0). This leads to the integrable equation 
p'(alux) - p'(a2uy) p'(a3Ut) - p'(alux) p'(a2uy) - p'(a3Ut) _ 0 
( )( Uxy+ ( )( ) Uxt+ ( )( ) Uyt-· P alux P a2Uy) P alUx P a3Ut P a2Uy P a3Ut 
Up to an appropriate rescaling, this equation is equivalent to 
p'(Ux) - p'(uy) + (3P'(Ut) - p'(ux) + p'(uy) - p'(Ut)' 0 
a p(ux)p(uy) uxy p(ux)p(Ut) Uxt , p(uy)p(Ut) Uyt = . 
It possesses a degeneration 93 ~ 0, p(x) ~ 1/x2 , resulting in 
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3.6.4 Equations of the form U yy = f(Vu)uxx + 2g(Vu)uxt + h(Vu)utt 
Equations of the form 
could be seen as three-dimensional wave type equations, as well as (3.33). The full classi-
fication of this class is not complete, so we provide some partial steps in this direction. 
For this class of equations integrability conditions imply Mij = 0, where Mi/s are all 
2 x 2 minors of the matrix 
ga gb ge 
ha hb he 
and a, band c stands for ux , uy and Uz respectively. From here we conclude j, g and h 
are functionally dependent. Upon the setting j = p(g) and h = q(g), from Mij = 0 we 
immediately arrive at p" = q" = O. Thus, it is equivalent to study equations of the form 
where n, {3, 'Y and 0 are constants, or (in its hyperbolic form) 
The integrability conditions for the last equation are 
faa(l - f2) - fafe + 2Jj; - f /; = 0, 
fbb(1- f2) - fafe + f f~ = 0, 
fee(1- f2) - Me + 2f /; - f f~ = 0, 
fab(l- f2) - Me+ ffafb = 0, 
fae(1 - f2) - /; + f fafe = 0, 
fbe(1- f2) - fafb + f Me = o. 
(3.39) 
(3.40) 
A straightforward check shows this system is in involution. Combining the first three 
equations, we come to the following relation: 
gaa = gee = gbb = gage + fgi, (3.41 ) 
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where g(a, b, c) = ! log ;+jf::::~l. The last three equation take the form 
gab = j gagb + gbge, 
gbe = jgbge + gagb, 
gae = jgage + g~. 
(3.42) 
Due to gaa = gee = gbb, we will seek solutions of the form g(a, b, c) = p( -a + b + c) + q(a-
b + c) + r(a + b - c) + s(a + b + c). The combination gabgb - gbbga = ge(g~ - g~) takes the 
form 
rlt + s" "+" 
----;-.,-----;- - p q = 2(p' + q' - r' + s'). 
r' + s' .p' - q' 
(3.43) 
From here we have two options: either p' = q' = {, where { is a constant, or p' =1= q' 
(all other pairs of {p, q, r, s} doesn't bring new information due to the symmetries of the 
arguments) . 
In case p' = q' =., we have g(a,b, c) = r(a + b - c) + s(a + b + c). Then the system 
(3.41)-(3.42) reduces to 
s" + r" s' - r' s" - r" s' + r' 
f = (s' + r,)2 - -s'-+-r-' = S,2 - r,2 - -s'---r-' 
By elimination of f from this system, we come to the single equation 
s'r" - s"r' + 2s'r'(s' + r') = 0. (3.44) 
The following cases: s' = r' = 0, s' = 0, r' =1= ° lead to 9 = const. Let s' =1= 0, r' =1= 0, then 
there are two classes of solutions, 
f = a+b+a 
-c+ f3 
where ~ = a + b - c and T} = a + b + c, corresponding to the equations 
a+b+a 
U yy = f3 Uxt + U xx + Utt 
-c+ 
and 
ae'{ - f3e'~ + { 
U yy = ii' f3 ii Uxt + U xx + Utt· 
ae' + e ~ 
Another class of solution corresponds to the case p' =1= q', which is not well understood 
at the moment. 
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3.6.5 Equations of the form Utt = J(\lu)uxx + g(\lu)uyy 
The classification of equations 
is not finished, however applying integrability conditions yields some simplifications. 
The integrability conditions contain the subsystem 
-fagb + fbga = ° 
- fbge + fegb = ° 
- fage + fega = 0. 
As previously, we conclude that gradients of f and 9 are proportional, so 9 = p(f). With 
this substitution integrability conditions take the form 
f2 f~p' + 2ffaaP - fl;p' - ff~p+ fl; - 2l;p = 0, 
2f fbbP - f f~p' + l;p' - f~p + If = 0, 
2f feeP - f f~pp' - 2f lfp' + l;pp' + f~p2 -lfp = 0, 
f fabP - fafbP = 0, 
f faeP - f fafcrl - fafeP = 0, 
fbcP - fbfeP' = 0, 
f2 Hp,2 + 2f faaPP' + 2f f;,PP" - f f;,p'2 - f f~p'p + f f;p' - 2f;,pp' = 0, 
2f fbbPP' + 2f f~pp" - f f~p'2 + f;,p,2 - f~pp' + f;p' = 0, 
2f feePP' - f f~pp'2 + 2f f;pp" - 2f f;p'2 + f;,pp'2 + f~p2p' - f;pp' = 0, 
f fabP' + f fafbP" - fafbP' = 0, 
f faePP' + f fafePP" - f fafep'2 - fafcPP = 0, 
f fbePP' + f fdePP" - f fdep,2 = 0. 
Note that (modulo the first 6 equations) the last 6 equations are equivalent to 
fl;pp" = 0, 
fHpp" = 0, 
ff;pp" = 0, 
f fafbPP" = 0, 
f fafePP" = 0, 
f fdePP" = 0, 
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Thus, there are only two options: either p" = 0, or fa = fb = fe = 0, so it is equivalent to 
study equation 
Utt = f(u x, uy, Ut)(uxx + Uyy ) + auyy , 
where a is an arbitrary constant. The integrability conditions for this equation are of the 
form 
2f(a + J)fbb + a(a + J)/; - (a + 3J)f; + (a + f)f; = 0 
2f(a + J)faa - fat; + f f; - (2a + 3J)f; = 0 
2f(a + J)fee - (a + 2J)/; + f; + f; = 0 
f(a + J)fae - (a + J)fafe = 0 
f(a + f)fab - (a + 2J)fafb = 0 
(a+ f)fbe - Me = o. 
For a = 0 these equations identically coincide with (3.34). 
Note that in the case f = const of 1 this equation can be brought into the form 
Utt = f(ux, uy, Ut) (uxx + Uyy ) 
by proper change of variables. 
3.6.6 Integrable equations in terms of modular forms and theta 
functions 
This section contains a number of more 'exotic' integrable examples, which are not ex-
pressible in elementary functions. 
Let us begin with equations of the form 
The integrability conditions yield a complicated system of three third order ODEs for the 
functions p, q and r. Let us analyze special cases. 
Case 1. The choice q = p, r = p' corresponds to Lagrangian equations with the Lagrangian 
density uxuyp(Ut). In this case the integrability conditions reduce to a single fourth order 
ODE for p, 
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It was shown in [22] that the generic solution of this equation, 
p(Ut) = L e(a2-a~+~2lu, = 1 + 6eu, + 6e3u, + 6e4u, + 12e7u, + ... , 
(a,{3lEZ2 
corresponds to a modular form of level three, known as the Eisenstein series E1,3(Z), 
g(z) = L q(a2-a~+{32l = 1 + 6q + 6q3 + 6q4 + 12q7 + ... , 
(a,{3lEZ2 
which is related with the solution of the above ODE via the substitution q = e2~iz. 
It can also be written in the form 
p(u) = 1- 6 ~ - . 00 (e(3k-l lU, e(3k-2lU,) 
t ~ 1 _ e(3k-1lu, 1 _ e(3k-2lu, 
k=l 
Notice that a similar choice q = p, r = -p' corresponds to equations of the form uxy -
~UXUyUtt = O. Here the integrability conditions result in a fourth order ODE 
whose properties are quite different from those of the above equation: first of all, one can 
reduce the order by setting p" = 2ph. This results in the second order ODE hh" _h,2 - 2h3 = 
0, which implies 
e28Ut 
h(ut) = 482 (e2su, -1)2' 
8 = const. This is the case of the singular manifold dToda equation (3.2), see also example 
2 of section 3.4. 
Case 2. Another interesting choice is p = 1, q = 0 which corresponds to equations of 
the form uxy + (ux uyr( Ut)), = O. The integrability conditions result in a single third order 
ODE for r, 
which appeared recently in a different context in the theory of modular forms of level 
two: set r = y /2 to obtain equation (4.7) from [1]. This equation possesses a remarkable 
8L(2, R)-invariance, 
z - az + (3 f = (,),z + 0)2r + ')'bz + 0), ao -')'(3 = 1; 
- ')'z+o' 
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here z = Ut. Modulo this 8L(2, R)-action, the generic solution is given by the series 
which, upon setting e4ut = q, coincides with the Eisenstein series, 
£(q) = 1- S f (-l)nnqn , 
1- qn 
n=l 
associated with the congruence subgroup fo(2) of the modular group [1). 
Case 3. As a generalization of Case 2, let us consider equations of the form u xy + 
(uxr( uy, Ut))t = o. The integrability conditions take the form 
rbb rrb-Tc 
rbbe rrbe - r ee + rbr e 
rbb rrb - re 
1 2 2 2 ) 
rbee = (2rrbe - rrbbree - reerbe + rbree - 2rbrerbe + 2rerbb , 
rrb - re 
r ccc = 1 (2r2r~e - 2r2rbbree + rr eerbe + 4rr~ree - Srrbrerbe+ 
rrb - re 
4rr~rbb - r;, - rbreree + 2r~rbc). 
Here the first two equations imply rbb = a(rrb - re), which is the well-known Burgers 
equation. Without any loss of generality we will assume a = 1. Under the substitution 
r = 2Vb/V, the Burgers equation linearizes to the heat equation, Vc = Vbb. Modulo this 
equation, the integrability conditions reduce to a single sixth order ODE for the function v: 
V4VIIIV(6) _ V4V(4)V(5) + 3V3V"2V(5) _ 5V3V"VIIIV(4) + 2V3VIII3 - 3v3v'V"V(6) - 2v3v'VIIIV(5) 
+ 5v3v'V(4)2 + 2v2v'V"V1II2 + 6v2v'2V"V(5) _ 10v2v'2vlllv(4) + 2v2v,3V (6) _ 6VV'2V"2VIll 
+ 12vv,3v lll2 - 6VV,4V (5) + 6V,3V"3 - 12v'4V"VIII + 6V,5V(4) = 0, 
where prime denotes differentiation with respect to b. One can show that the generic 
solution of the heat equation constrained by this sixth order ODE is given by the formula 
v(uy, Ut) = B (~, -~) , where B is the Jacobi theta-function: 
00 
B(z, T) = 1 + 2 2: e"in2r cos(27fnz). 
n=l 
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Remark. Further generalization, uxy + f(ux, uy, Ut)t = 0, was discussed in [20] in the 
dispersionless Hirota form flxy + f(n xt , ny/, n tt ) = 0 (these two representations are related 
via u = nt). It was demonstrated that the generic solution is given by a ratio of two Jacobi 
theta functions: 
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Chapter 4 
Geometric aspects of integrable 
quasilinear equations 
In section 3.2 we studied the group of transformation acting on the class of equations (3.4) 
in arbitrary dimension. We have seen that there exists a well-defined geometric object 
corresponding to a given equation, a conformal structure f;jdp;d~ on a projective space' 
pn with coordinates pi, ... , pn, where p; = uX;' We have also seen that this conformal 
metric is invariant under projective action of the equivalence group SL(n + 1, R). 
In this chapter we study the properties of equations (3.1) from geometric point of view. 
The section 4.1 discusses when the equation is linearizable (can be brought from a general 
quasilinear form into a linear second order equation with constants coefficients). In the 
section 4.2 we characterize Lagrangian equations. Note that each linearizable equation is 
Lagrangian, as linear equations correspond to quadratic Lagrangian densities. Finally, in 
the section 4.3 we provide the tensorial form of integrability conditions in dimension 3. 
4.1 Linearizable equations 
For a linear equation (3.1) with constant coefficients j;j the relation ad;j = 0 is obvi-
ous. Introducing the conformal factor c such that f;j = chj, we get ad;j = (akc)hj = 
i¥' f;j = ckf;j· As f;j have a tensorial nature (conformally invariant under projective trans-
formations on pn), the last formula can be seen as the covariant differentiation of f;j with 
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respect to a flat connection \7 with zero Christoffel symbols. At the same time, the equiv-
alence group acts on a flat connection \7 projectively, changing the Christoffel symbols to 
r)k = sjo1 + SkO} for some covector Sj' Thus, we proved the necessary condition of the 
following 
Lemma 15 An equation of the form (3.4) is linearizable by a transformation from the 
equivalence group SL(n + 1, R) iff there exists a flat connection \7 with Christoffel symbols 
r;k = Sj01 + SkO} such that 
(4.1) 
Proof Let us prove the sufficiency. Suppose a connection \7 has Christoffel symbols 
of the form r)k = SjO~ + SkO} (connections of this form are known, as projectively flat: 
their geodesics are straight lines). If, in addition, \7 is flat (has zero curvature tensor), 
there exists a projective transformation bringing Christoffel symbols to zero. In the new 
coordinates equation (4.1) will take the form odij = cdij, which implies that the coefficient 
matrix fij is proportional to a constant matrix. This finishes the proof. _ 
Relations (4.1) lead to explicit tensorial constraints for fij as follows. Taking into 
account that r;k = sjo1 + SkO; one can rewrite (4.1) as 
(4.2) 
Contracting equations (4.2) with the inverse matrix Jij one arrives at the relations 
with a double summation over i and j. This implies 
(4.3) 
Ck = (n+~~n 1) ((n + 3)8dij - 2(n + 1)Ojfik). 
Given an arbitrary conformal structure fijdpidpi in pn, let us introduce the tensor 
here Sk, Ck are the same as in equations (4.3). One can readily verify the apolarity relations 
fi j aijk = 0, Jij aikj = O. Thus, we can formulate the following 
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Proposition Equation (3.4) is linearizable by a transformation from the equivalence group 
S L( n + 1, R) iff the corresponding conformal structure satisfies the following two properties: 
(1) the tensor aijk vanishes; 
(2) the connection rh = sj6~ + Sk6} is fiat, which is equivalent to OjSi - SiSj = O. 
4.2 Lagrangian equations 
Let us consider Lagrangian equations of the form (3.4) which arise as the Euler-Lagrange 
equations from the functionals J g(p)dx where the density g(pl, ... ,pn) depends on the first 
order derivatives pi = ux , only. In this .case the coefficient matrix fij is the Hessian matrix 
of g. It is important that the class of Lagrangian systems is invariant under the action of 
the equivalence group defined by equations (3.6), (3.8). One can show that the extension 
of the projective action (3.6) to the Lagrangian density 9 is given by the formula 
- 9 
g=l+pC l b· (4.4) 
Theorem 16 The following conditions are equivalent: 
(1) Equation (3.4) is linearizable by a transformation from the equivalence group. 
(2) Equation (3.4) is Lagrangian with the Lagrangian density 9 = ~(~) where Q and I 
are arbitrary quadratic and linear forms in pl, ... , pn, respectively (not necessarily homoge-
neous). 
Proof The equivalence of (1) and (2) can be seen as follows. Suppose that equation (3.4) 
is Iinearizable. Then the corresponding conformal structure fijdpidpi is transformable to 
a constant coefficient form. Since any constant coefficient linear system is Lagrangian 
with a quadratic Lagrangian density g, and the class of Lagrangian systems is projectively 
invariant, any Iinearizable equation is necessarily Lagrangian. Applying the projective 
transformation (3.6), (4.4) to a quadratic Lagrangian density, one obtains a density of the 
form 9 = ~(~; where Q and I are quadratic and linear expressions in pI, ... ,pn, respectively. 
Conversely, given a Lagrangian density of the form 9 = ~;;:}, and applying any projective 
transformation which has the linear form l(p) in the denominator; one obtains a purely 
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quadratic Lagrangian density which gives rise to a linear equation. This establishes the 
equivalence of (1) and (2). • 
As the class of Lagrangian equations is wider than the class of linearizable equations, 
the conditions for an equation (3.4) to be Lagrangian should be obtained by weakening 
the corresponding conditions of Proposition 1. These conditions are given by the following 
Proposition Equation (3.4) is Lagrangian iff the corresponding conformal structure 
satisfies the following two properties: 
(l) the tensor aijk is totally symmetric; in fact, since aijk is manifestly symmetric in the 
first two indices, it is sufficient to require aijk = aikj, 
(2) the covector Si is a gradient: GjSi = GiSj; 
Proof To show that a given equation is Lagrangian, one has to find an integrating factor 
T such that the matrix T fij is the Hessian matrix of a function, equivalently, Gk (T fij) = 
OJ( T fik), which gives 
OkT ojT 
-fij + odij = -fik + Ojfik. 
T T 
Contracting this expression with fi j one gets 
(4.5) 
Substituting this back into the previous equation one obtains the relation 
which is identical with aijk = aikj. Finally, the right hand side of (4.5) must be a gradient. 
Since the expression pj odij is automatically a gradient by virtue of the identity 
one has to require that fijoji;k is a gradient. This, however, is equivalent to the require-
ment that the covector Si must be a gradient. This finishes the proof. • 
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4.3 Geometric interpretation of the integrability con-
ditions 
Our first result is the following 
Theorem 17 The conformal structure fijdpidpi corresponding to any integrable three-
dimensional equation (1.3) is conformally flat. 
The proof is a computer calculation of the corresponding Cotton tensor, based on the 
integrability conditions derived in section 3. For a metric fijdpidpi, Christoffel's symbols 
and the curvature tensor take the forms, 
here fij,k denote partial derivatives of fij, and the matrix 1'j is the inverse of fij. The 
Ricci tensor Rij and the scalar curvature R are defined as Rij = fmp Rpimj, R = fi j R ji . 
The main object of conformal geometry is the Schouten tensor [3] 
In three dimensions (n = 3) the condition of conformal flatness is expressible in the form 
"V kP;j = "Vj Pik which is equivalent to the vanishing of the so-called Cotton tensor. In order 
to prove the last theorem, we compute the expression "V kP;j = "VjPik and reduce second 
order derivatives of fij in its components modulo the integrability conditions. 
Recall that for three-dimensional Lagrangian systems this result was established earlier 
in [21]. We emphasize that the transformation which brings the metric to a constant 
coefficient form is not necessarily projective (it does become projective for linearizable 
systems only). Thus, the theory of integrable equations of the form (1.3) has two 'flat' 
counterparts: the first one is a flat projective structure provided by the projective space pn 
with coordinates pI, ... ,pn, and the standard projective action of SL(n + 1, R). The second 
is the flat conformal structure fijdpidpi. Although, viewed separately, both structures are 
trivial, this is no longer true when they are imposed simultaneously: their 'flat coordinate 
systems' do not coincide in general. The conformal structure fijdpidpi can not be brought 
59 
into a flat form by a projective transformation from the equivalence group in general, and 
it is where the integrability conditions come into play. 
The second result of this section is the closed form formulae for the integrability condi-
tions, expressed in tensorial terms. Given a metric !ij and a connection '(7 with Christoffel 
symbols f';k on a n-dimensional manifold, let us introduce the following objects: 
- covectors Sk and Ck: 
- tensor aijkl: 
The importance of these objects is explained by their transformation properties: suppose 
that the metric !ij and the connection '(7 are allowed to vary within their conformal and 
projective classes, respectively, that is, 
One can readily verify the transformation properties 
which, in particular, imply that the new Christoffel symbols, 
give rise to a well-defined affine connection V' which depends neither on the choice of f';k 
in its projective class, nor on the conformal factor 'P. The expressions for aijk and aijkl can 
be simplified to 
60 
In our context, n = 3, jij is a conformal structure in p3, and the projective structure is 
associated with the projective class of a flat connection: rjk = 0 (indeed, only projective 
transformations preserve the projective class of a flat connection). Thus, Vk = fJ/fJpk, and 
the connection V' is given by 
notice that, although V' is manifestly projectively flat, is does not need to be flat (that is, 
have zero curvatute tensor) in general. 
Remark In the work by L.P. Safaryan [39J th~ tensor aijk appeared in a somewhat 
different form in the study of manifolds of quadratic cones in pn. 
For n = 3 the integrability conditions (3.20) can be formulated as follows (we begin 
with the Lagrangian case, which is computationally simpler). 
Integrability conditions in the Lagrangian case 
The coefficients jij of a quasilinear equation (3.1) corresponding to an Euler-Lagrange 
equation with a density j = f(ux , uy, Ut) are the elements of a He~sian matrix for the 
function j. Therefore, in the Lagrangian case the lower indices in the expression jij 
denote differentiation with respect to the variables a, b, c. This makes the tensor aijk 
totally symmetric, and the integrability conditions take the form 
and 
respectively. Here Sym denotes a complete symmetrization in i, j, k, 
1 
Sym Tijk = 31 L Tu(i)u(j)u(kj, 
. aES3 
and Eijk is the totally antisymmetric tensor dual to the volume form of the metric jij, that 
is, E123 = 1/n,E213 = -l/n, etc, F = detfij. This provides yet another form of the 
integrability conditions in the Lagrangian case, compare with [21 J. 
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There is also equivalent tensorial formulation of the integrability conditions (3.24): 
(4.8) 
Here Eijk is the totally antisymmetric tensor dual to the volume form of the Hessian metric 
d2 f, and Sym denotes a complete symmetrization in i, j, k and l. 
Recall that linearizable equations are characterized by the relations aijk = 0, [)jSi -
SiSj = 0, which clearly annihilate both of the conditions (4.6), (4.7). This is in agreement 
with the obvious fact that any linearizable equation is automatically integrable. 
Integrability conditions in the general case 
In the general case the tensor aijk is no longer symmetric (only in the first two indices), and 
the integrability conditions become considerably more complicated. Thus, the analogue of 
equation (4.6) takes the form 
[)jSi - SiSj = - 210 (2a!'tmavrs + 2a!,mtavsr - 3atm!'arsv )fiqfjpf!'v cptr cqms 
- 2
1
0 (6aiprajq, - 5apriaqsj + aipraq'j + apriajq,)fpq j"s; 
(4.9) 
one can show that the right hand side of (4.9) is symmetric with respect to i and j, so 
that [)jSi = GiSj. This means that, for integrable equations, the covector Si must be a 
gradient. In this case the left hand side of equation (4.9) can be represented in the form 
[)jSi - SiSj = n~l Rij where R;j is the Ricci tensor on '\7. The analogue of equation (4.7) 
takes the form (here Symij denotes symmetrization with respect to i and j) 
aijkl = - 210Symij((8aklq + 44aqkl - 70aqlk)aijp + (64aklq - 82aqkl + 30aqlk)apij - 12apkjaqil)pq 
- 210Symij ((8aiqpfrk - 42apqk!ri)fsjamlt + (3atm!'arsv - 4a!'mtavrs)fip!Jqfklfl'v + 
(64akqpfsj - 12akpqfsj + lOapqjfsk - 20ajqp fsk)altmfri+ 
(102aiqpatmj - 51apqiatmj - 48aiqpajmt)frk!sl+ 
(28akqpaimt - 32akpqaimt + 10apqkatmi)frjfsl+ 
(42apq;Jrk!,j - 40aipq frk!sj + 20ajqp frdsk)atml+ 
(32al'tmavrs - 34a!'tmarsv )fkpfJqfilf!'v }~Ptr cqms . 
(4.10) 
Both conditions (4.9), (4.10) simplify to (4.6), (4.7) under the Lagrangian assumption. 
These conditions provide a straightforward computer test of the integrability for equations 
from the class (1.3). 
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Chapter 5 
Conclusion 
In this work we studied the integrability of the class of second order quasilinear equations 
(5.1) 
where the coefficients !ij are functions of the first order derivatives Ux ; uy, Ut only. 
We derived an algorithmically verifiable criterion for integrability by the method of 
hydrodynamic reductions, which is a system of constraints for the coefficient matrix !ij' 
We have shown that the integrability of equations (5.1) by the method of hydrodynamic 
reductions is equivalent to the existence of a dispersionless Lax representations, and im-
plies the existence of exactly four first order conservation laws. We provided a tensorial 
representation of the integrability conditions in terms of the tensors with good transforma-
tion properties under the action of the natural equivalence group 8L(4, R) of the equations 
(5.1). 
The study of integrability of the class (5.1) can be continued in several directions. 
Among others, the following problems are of interest for further studies: 
• it was proved that the metric associated with an equation (5.1) is conformally flat; 
It would be interesting to provide an explicit formula for the conformal factor that 
brings the metric to a flat (constant coefficient) form; 
• to study geometric properties of the systems describing conservation laws and pseu-
dopotentials; 
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• to study the properties of explicit solutions corresponding to hydrodynamic reduc-
tions of the equations (5.1); 
We are also not fully satisfied with the form (4.9)-(4.10) of the integrability conditions. 
One can possibly find a simpler form for them. This can possibly be done in matrix form, 
or derived in symmetric form using pseudopotentials. 
Dispersionless equations are often obtained from dispersive ones via limiting procedure. 
It was mentioned by V.E. Zakharov [46], that for some dispersionless equations it is possible 
to construct their dispersive analogues. It seems interesting to carry out this scheme for 
integrable equations of the form (5.1). Some steps in this directions are made in the works 
by E.V. Ferapontov, A. Moro and V.S. Novikov [15, 16]. 
It is also interesting to derive the integrability conditions in higher dimensions. 
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