The vinyl acetate (VAC) polymerisation rate is considered as an important quality index in the production of polyvinyl alcohol. However, the quality of polyvinyl alcohol can not be controlled effectively because it can not be measured online. Therefore, how to design reliable estimation of VAC polymerisation rate is crucial. The fruit fly optimisation algorithm (FOA), as a novel meta-heuristic and evolutional algorithm, has several merits, such as higher prediction accuracy, having few parameters to be adjusted and able to achieve global optimum. This paper proposes a grey neural network prediction model to improve the prediction performance by taking advantage of FOA to optimise the 'whitening' parameters of this grey neural network. Based on the data from a real plant, the proposed grey neural network prediction model combined with FOA (FOA_GNN) is evaluated and proved to be valid. Its simulation experimental results also confirm the advantage of FOA_GNN algorithm to the traditional grey neural network model (GNN), the adaptive compete genetic neural network prediction model (ACGA) and radial basic function (RBF) neural network model. Keywords: fruit fly optimisation algorithm; FOA; grey neural network; GNN; prediction; the vinyl acetate polymerisation rate.
Introduction
Polyvinyl alcohol (PVA), a kind of water-soluble polymer, is commonly used in the production of vinylon fibre, dope, membrane material, paper and soil conditioner, etc., for its good properties such as good film-forming property, strong adhesive force and good solvent resistance. The main technological process of PVA contains the synthesis of vinyl acetate (VAC), the refinement of VAC, and the polymerisation of VAC. After the macromolecular polymerisation reaction, the VAC can be transformed into polyvinyl acetate. Subsequently, the polyvinyl acetate can also be transformed into PVA through alcoholysis under acid condition. So, the polymerisation of VAC plays the critical role in the whole process. The average polymerisation degree of VAC, which drops as the VAC polymerisation rate goes up, is an important quality index of PVA. We can find that higher polymerisation rate will increase the viscosity of the polymerisation system, thereby affecting the quality of products, and lower rate will reduce productivity. Therefore, the VAC polymerisation rate has a very important impact on the research and analysis of PVA production process. However, the VAC polymerisation rate can not be detected directly by sensors. It is usually measured offline in the laboratory with an analytical procedure, which is not only costly but also time consuming (8-12 h) . This time-consuming method leads to off-specification products and results in enormous losses in profit, which goes against the supervision of production (Li and Liu, 2011) .
The production of PVA involves many reactions and is also very complicated, so it is hard for us to establish an effective mechanism model. In recent years, the neural network prediction method has been widely used to model and control dynamic processes as a data mining because of its extremely powerful adaptive capabilities in response to nonlinear behaviours (Zhang et al., 2014) . Huang et al. (2009 Huang et al. ( , 2010 proposed to utilise two prediction methods, based on the adaptive compete genetic neural network and BP network, while Tang (2008) presented a prediction method of the VAC polymerisation rate, based on radial basic function (RBF) network. These works greatly improved the prediction precision of the VAC polymerisation rate. But some problems still exist in current relative researches, such as poor generalisation, low prediction accuracy and complicated structure (Jiang et al., 2013) .
The fruit fly optimisation algorithm (FOA), initially proposed by Pan (2012) , an expert from Taiwan, China in 2011, is a new optimisation algorithm at the moment. In recent two years, some domestic experts have launched extensive researches in the FOA. Liu (2013a, 2013b) have studied the FOA's advantages in function optimisation and its fusion applications with other intelligent algorithm. Liu and Zhang (2012) optimised the key parameters -SPREAD of generalised regression neural network using the FOA and established a prediction model of moisture content in crude oil of well-heat metering, based on FOA_GRNN. Wang and Du (2012) proposed a drying rate optimisation model, based on the IA-FOA algorithm, which has solved a big problem in the process of rotary dryer kiln. Shi and Lu (2012) presented a judge model of impact of lane closure incident on individual vehicles on free-way, based on RFID technology and FOA_GRNN method. Niu and Ma (2013) established a prediction model of NOx emission from 300MW subcritical circulating fluidised bed boilers through utilising the FOA to optimise SVM parameters. Compared with other optimisation algorithm, such as genetic algorithm (GA) with the shortcomings of easy to premature convergence and heavy computation, ant colony optimisation (ACO) algorithm with complication and inapplicability and particle swarm optimisation (PSO) algorithm with the tendency of falling into local optima (Liu and Zhang, 2012) , the FOA is very applicable to optimise the process parameters, for its optimal equation is a first-order differential equation with few parameters to be adjusted and its features -large searching space, good global searching ability, etc. This paper describes how to integrate the grey neural network (GNN) with the FOA for predicting VAC polymerisation rate. Through analysing the technological process of producing PVA and the mechanism of the reaction principles, the initiator content, the methanol ratio, the VAC activation degree and the polymerisation temperature, the main factors which can affect the VAC polymerisation, are selected as the auxiliary variable of the VAC polymerisation rate prediction, that is, the input data of network, and then a GNN structure is established. Using the fruit fly algorithm to optimise the 'whitening' parameters in the G(1, N) prediction model and define the initial weights and biases of GNN, we can establish the GNN prediction model based on FOA. Utilising this model to predict the VAC polymerisation rate in the production of PVA and verifying it with actual cases, we have found that this model is more accurate than standard GNN prediction model and other relevant prediction models mentioned in Huang et al. (2009 Huang et al. ( , 2010 and Tang (2008) .
Optimisation algorithm based on FOA_GNN

Grey neural network
The grey system theory, created by professor Deng JuLong, a Chinese expert, is a method of the study of some problems with few data, poor information and uncertainties, and has been commonly applied to establish models for some systems with uncertainties. The GNN successfully maps the solution of white equation of grey GM model which is always utilised in the grey modelling into an extended BP neural network. In the multi-variable first order grey GM(1, N) prediction model, Deng JuLong process the original data sequence y (0) = {y 1 (0) , y 2 (0) ,…, y n (0) } using the method of first-order accumulated generating operation (1-AGO), as shown in equation (1). The purpose of grey 1-AGO operation is to reduce the randomness inherent in the original dataset (Shi et al., 2010; He and Zhang, 2013) .
After converting the original input dataset y (0) by the grey 1-AGO, the new sampling input dataset y (1) is given as
and then establish the white equation (2) using the processed data, shown as follow: 
where a is the development coefficient, b i (i = 1, 2, …, n -1) is the driving coefficient, 'y 2 , y 3 ,…, y n ' are the input data of the system, n is the total number of input parameters, and y 1 is the output data of the system.
From (1), the reverse operation of grey 1-AGO (called as 1-IAGO) can easily recover
where k = n, n -1, …, 2. The solution of white equation (2) is shown as follow: Mapping the equation (4) into an extended BP network which is constructed by four layers, we can obtain a GNN prediction model which has one output parameter and n input parameters. This extended BP neural network is so called the standard GNN, whose network topological structure is shown in Figure 1 . Hereinto, some initial weights are defined through using the parameters of grey GM(1, N) model, as shown in equation (5). 
and its threshold value is determined as shown in equation (6).
First, the corresponding neural network is trained with proposed sampling data, and second, all weights and threshold value of the network are dynamically adjusted using the error back-propagation algorithm, and then, the optimal development coefficient and the driving coefficients are acquired. Ultimately, we can get a whitened grey differential equation, and use it to predict relevant parameters. Certainly, the predicting value form GNN should be transformed back to the value that we need by the grey 1-IAGO operation. The detailed training process is as follows:
1 construct a four-layer GNN of '1-1-n-1', initialise the development coefficient (a) and the driving coefficient (b i ), and then compute the value of the parameter -d according to equation (2) 2 compute weights (ω ij |i = 1, 2, 3; j =1, 2, …, n) and the threshold (θ) according to equations (5) and (6) 3 compute the output values of each layer, as shown in equation (7):
where la is the first layer's output value, lb is the second layer's output value, lc_1 is the first node's output value of the third layer, lc_k is the output value of the other nodes of the third layer, and ld is the fourth layer's output value 4 compute the errors between the predicted value and the actual value of each layer, adjust all weights and threshold by using BP algorithm 5 judge whether the maximal training times has been reached, if not, then return to step 3.
GNN can improve the fusion accuracy through dynamically integrating the advantages of grey theory -weakening data's fluctuation and randomness, and the features of neural network -self-learning and approachable nonlinear. The GNN model is useful in many real-world applications (Li et al., 2007) . However, the randomness of initial weights and threshold value of GNN easily leads to large deviation of predictions. The method, which using the fruit fly algorithm to optimise parameters -'a' and 'b i ', in the G(1, N) and then defining the initial weights and biases of GNN, can achieve the global optimum and improve the accuracy of prediction.
The FOA
The FOA is a new swarm intelligence algorithm to achieve the global optimum based on foraging behaviour of fruit-flies, which was first proposed by Wenchao Pan. Pan applied it to some researches such as the optimum solution of function, the coefficient optimisation of Z-SCORE model of financial early-warning, e-commerce and the will of students from mainland, to come to study at Taiwan. The fruit fly, with a well-developed olfactory organ, can identify the direction of food source from the smell in the air. After they approach the food source, they can also identify where foods and its' fellows are, and then fly toward that direction and find out foods using its keen vision. According to the food finding characteristics of fruit-flies, the FOA can be divided into several steps Liu, 2011a, 2011b; Pan, 2013) , shown as follows:
1 Initialise the location of the fruit fly swarm (X_axis and Y_axis), population size (sizepop) and the number of iteration (maxgen). ( 1 1 ) 5 Evaluate whether the smell concentration is better than the former iteration, explorer the individual fruit fly with the minimum error and keep the optimal smell concentration value and coordinate of the fruit fly. The fruit fly swarm fly toward that direction using its' keen vision
6 Optimise the iteration and repeat steps 2 to 5, until reach the maximal number of iteration.
Optimisation algorithm based on FOA_GNN
In this paper, the algorithm process of the standard GNN is adopted as the main algorithm flow, and meanwhile FOA is introduced to optimise the 'whitening' parameters, initial weights and biases of GNN. In the process of training, we determine the sum of absolute error of actual and predicted value of the train set as smell concentration judgment function (or called fitness function), and find out the fruit fly with minimum error, then keep its x, y coordinate. After a few calculations of iteration, we can obtain the fruit fly with the global optimal solution. The detailed algorithm process is illustrated in Figure 2 . The FOA_GNN optimisation algorithm can be divided into several necessary steps Liu, 2011a, 2011b; Wang and Du, 2012; Li et al., 2012) , shown as follows:
1 conduct accumulation of 1-AGO after the pre-processing of original data 2 initialise the location of the fruit fly swarm (X_axis and Y_axis), population size (sizepop) and the number of iteration (maxgen) 3 build individual fruit flies according to equations (8) and (9) 4 establish the '1-1-N-1' GNN, utilise the smell concentration judgment value (S i ) to optimise the 'whitening' parameters -'a' and 'b i ' in the G(1, N) model, and compute the initial weights and threshold value; ( 1 7 ) 7 optimise the iteration according to equations (12) to (15) 8 repeat steps 3 to 7, until we reach the biggest number of iteration 9 predict relevant data through using the optimal 'whitening' parameters -'a', 'b i ' and the weights and threshold value of GNN which we obtained from the above steps.
The prediction and simulation of the VAC polymerisation rate
The VAC polymerisation rate is considered crucial in determining the product's grade and the quality control in practical industrial process. Because the VAC polymerisation rate can not be measured directly, it can be commonly inferred it from the relationship between some other easily measured variables and it without considering the complex chemical or physical reactions of industrial process. Certain relevance must exist among those variables applied to establish the prediction model. Proceeding from productive practice and experiences, four process variables, including initiator content, methanol ratio, VAC activation degree and polymerisation temperature, have been chosen to develop the VAC polymerisation rate prediction model. These process variables should influence the productive process greatly Liu, 2011a, 2011b) .
In this paper, all the original datasets of the four process variables and the VAC polymerisation rate have been acquired from the historical log recorded in a real PVA polymerisation plant. The datasets have the size of the time series 180 after being filtered to remove some outliers and being pre-processed by the grey first-order accumulated generating operation (grey 1-AGO), from which we can select 144 sets of dataset as training samples and 36 sets of data as test samples.
In this investigation, a four-layer GNN of '1-1-5-1' was constructed. The first layer (labelled as LA) has one node which noted as the sequence number of input parameters. The second layer (labelled as LB) has one node. The third layer (labelled as LC) has five nodes, and from the 2nd node to the 5th node, the inputs are, in order, initiator content, methanol ratio, VAC activation degree and polymerisation temperature. The last layer (labelled as LD) has one node whose output is VAC polymerisation rate. The GNN network was trained with these pre-processed data and the training iteration is taken as 10. With regard to the setting of FOA initial parameters, the fruit fly swarm's position interval is randomly initialised to [0, 1], the random fly direction and distance interval of the iterative fruit flies is set to [-10, 10] , the population size of the fruit fly swarm is 10, and the maximal number of iteration is fixed on 100.
In the FOA_GNN prediction model, we utilise the reciprocal of the distance between the individual fruit fly and the origin to dynamically adjust the 'whitening' parameters -'a' and 'b i ' of GNN, as is shown in equations (18) to (22).
From the implementation procedure of FOA_GNN in Section 2.3, the parameters, 'a' and 'b i ', are used to optimise the initial weights and threshold value of GNN model. For evaluating the performance of model, a fitness function is constructed as in equation (23). The fitness function is employed by mean absolute error (MAE) of training dataset. During the process of training, the FOA algorithm is used to minimise the MAE -the smaller the MAE value is, the better the performance. where y c (i) is the prediction value of training dataset at period i, y(i) is the actual value of training dataset at period i and N is the number of training dataset. After 100 times dynamical adjustment of iteration, the convergent tendency of the iterative MAE is shown in Figure 3 and the fruit fly swarm flying route for optimisation parameter is shown in Figure 4 .
As is shown in Figure 3 , in the FOA_GNN algorithm, there is a gradual convergence trend of the minimum MAE as the result of the dynamic adjustment of 'whitening' parameter of GNN with FOA. Results of 100 times of iteration and evolution show that MAE began to converge from the third iteration. The MAE has been decreased to near 0.061, after 62 times iteration. Meanwhile, we obtain some optimum parameters of GNN, shown as follow: a = 0.534, b 1 = 0.518, b 2 = 0.53, b 4 = 0.515. And use them to optimise the initial weights and biases of GNN. The best fruit fly flying routers in this simulation by the proposed FOA_GNN approach are illustrated in Figure 4 , which shows that the best fruit fly can direct to the global optimal solutions in an efficient way, and the flying route is relatively stable (Su, 2013) . The testing accuracy and the agreement level of the proposed model with and without FOA optimisation on prediction of the testing dataset are shown in Figure 5 , where there are 36 sets testing dataset used in the GNN prediction model. The curve marked with asterisks is the actual VAC polymerisation rate values and the curve marked with circles is the prediction values by the FOA_GNN model, moreover, the curve marked with squares which stands for the prediction values by the GNN model is displayed. Obviously, a high level of agreement between the actual VAC polymerisation rate values and the prediction values based on FOA_GNN is achieved, with relatively big errors on only a few points, and there is considerable difference between the actual values and the prediction values based on GNN. A graphical representation of the error between the predicted and actual values for VAC polymerisation rate is given in Figure 6 . The curve marked with asterisks is the error values by the FOA_GNN model and the curve marked with circles is the error values by the GNN model. From Figure 6 , we can clearly see the comparison between two prediction models: the predictive error of FOA_GNN network model is significantly less than of GNN network model. Apparently, it is evident that the FOA_GNN prediction model is superior to the GNN prediction model in terms of predictive accuracy and correlation of the VAC polymerisation rate (i.e., actual vs. predicted) by above conclusions Liu, 2011a, 2011b; Mohamed et al., 1999) . In order to directly reflect the advantages and disadvantages of prediction model, this paper also compare four VAC polymerisation rate prediction models -BP [3] , GA-BP [4] , ACGA-BP [4] and RBF [5] mentioned in the references (Huang et al., 2009 (Huang et al., , 2010 Tang, 2008) with GNN prediction model and FOA_GNN prediction model in the different performance evaluation indexes, and the simulation results are reported in Table 1 . The maximum positive error (MPE), maximum negative error (MNE), sum of squared error (SSE), mean squared error (MSE), root-mean-square error (RMSE), mean absolute percentage error (MAPE) and MAE were used to assess the performances of different prediction models. The values of indexes mentioned-above can be calculated by: where y c (i) is the prediction value of testing dataset at period i, y(i) is the actual value of testing dataset at period i and N is the number of testing dataset. Detailed comparisons of prediction performance of testing dataset for six models are reported in Table 1 , and in which the '-' means that the data are not covered in the references. The data listed in Table 1 indicates that the FOA_GNN model performs much better with the MSE value of 6.33e-005, compared with that obtained by BP, GA-BP, ACGA-BP and GNN (which are 8.8360e-5, 7.6384e-5, 6.5943e-5 and 0.0028, respectively), decreasing by 28.4%, 17.1%, 4% and 97.7%, respectively. The MPE value of FOA_GNN model is 0.0041, compared with that obtained by BP, GA-BP, ACGA-BP, RBF and GNN (which are 0.0482, 0.0367, 0.0323, 0.042 and 0.0888, respectively), decreasing by 91.5%, 88.9%, 87.3%, 90.2% and 95.4%, respectively. The RMSE value of RBF model and GNN model are 0.0092 and 0.0526, and the proposed FOA_GNN model here obtained that of 0.0079, decreasing by 14.1% and 85%. Meanwhile, the same situation also applies to the values of MNE and SSE. Compared with GNN model, the MAPE value and the MAE value were markedly reduced, from 15.64% to 1.99% and from 0.0449 to 0.0065, respectively. All simulation results and corresponding analysis indicates that the GNN network prediction model, which has been optimised by the fruit fly algorithm, has great prediction accuracy and reliability on VAC polymerisation rate. 
Conclusions
From the point of control engineering, the polymerisation process of the VAC is characterised by multivariate, strong coupling, large lag, strong nonlinearity and difficult to be measured online. Some existing optimal control theories and methods are difficult to reliably predict the VAC polymerisation rate. Since grey prediction method can reduce the stochastic degree and random of original data; extended BP neural network has the advantages of self-learning and is very suitable for real-time nonlinear systems. However, the randomness of initial weights and threshold value of GNN not only easily leads to network over-learning, but also easily leads to unreliable predicting ability. So, in this paper, a new method of FOA has been introduced to improve the prediction accuracy of the VAC polymerisation rate by taking advantage of the existing grey prediction theory and the extended BP neural network model. In this paper, FOA is used to construct and adjust dynamically the 'whitening' parameters -'a' and 'b i ' of GNN by utilising the reciprocal of the distance between the individual fruit fly and the origin. This new method can optimise the connection weights and threshold of GNN, and ultimately reserve the optimum individual in the evolution computation process. The FOA_GNN model can effectively avoid the over-fitting phenomenon, enhance the quality of the training sample, and improve the generalisation capability.
Comparing the predictive results of this FOA_GNN model and relevant prediction models mentioned in the references (Huang et al., 2009 (Huang et al., , 2010 Tang, 2008) , the FOA_GNN model gave satisfactory forecasting performances. Obtained by FOA_GNN model, the values of MPE, MNE, SSE, MSE, RMSE, MAPE and MAE are 0.0041, -0.0175, 0.0023, 6.33e-005, 0.0079, 1.99% and 0.0065, respectively, far blow those performance values obtained by the other five models. The results of emulation and field test indicates that the FOA is able to fit and predict the data with high accuracy, and the conclusion of this paper tries to provide a refreshing and effective solution to carry on accurate measuring and online-monitoring of the VAC polymerisation rate, and it also is of great significance to the optimisation control of current industrial production process.
In addition, some relevant parameters of FOA, such as the scale of population size, the setting of the initial location and iteration times, the adjustment of random direction of searching foods and the different choices of concentration judgment function, would affect the searching path, ability and time of fruit flies and eventually affect the predictive results. So, this may be improved in the future research.
