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Abstract
A major uncertainty in weather and climate models lies in the effect of clouds and aerosols.
The IPCC’s Fifth Assessment Report states that while models include more cloud and
aerosol processes, there is still low confidence in the representation and quantification of the
processes in climate models. One way to increase our understanding and representation of
cloud and aerosol properties is by improving retrievals of these properties from our radiation
measurements. The algorithms used for remote sensing from passive satellite instruments are
outdated. For example, all state-of-the-art retrieval algorithms that are in operational use for
retrieving cloud and aerosol properties assume the radiative transfer to be one-dimensional
(1-D). It has become clear that using 1-D radiative transfer is unsuitable for atmospheres
with horizontal heterogeneity, and that algorithms need to be developed to invert satellite
measured radiance with 3-D radiative transfer for improved retrievals of cloud and aerosol
properties.
This thesis will cover the development of a single-scattering 3-D radiative transfer in-
version algorithm. By producing a single-scattering inversion algorithm, we can learn many
lessons and gain insight on how the eventual development for a multiple scattering inversion
model should be approached. The inversion algorithm required the development of a single-
scattering 3-D radiative transfer forward model. Results from the forward model are verified
with the I3RC Monte Carlo model. The inverse problem was approached by way of tomog-
raphy, a method that is commonly found in medical imaging. A non-linear least squares
inversion model was developed to reconstruct the distribution of scattering properties in a
heterogeneous domain. The inverse model produced excellent reconstructions in many cases,
ii
demonstrating the correctness of our formulation. However, due to the ill-posedness of the
inverse problem, the inverse model did not always produce correct results. Future work
should focus on further development of the inverse model by adding constraints.
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To Science!
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Chapter 1
Introduction
1.1 Motivation
A major uncertainty in weather and climate predictions is the effect of clouds and aerosols.
Clouds and aerosols have various positive and negative feedbacks in our climate system and
need to be well understood and modeled in order to produce trustworthy predictions from
our models. The IPCC’s Fifth Assessment Report states that while models include more
cloud and aerosol processes, there is still low confidence in the representation and quantifi-
cation of the processes in climate models. When aerosols and cloud droplets scatter and
absorb radiation in the atmosphere, they can influence how radiation is redirected within
the atmosphere and the amount of solar radiation that reaches the earth. Aerosols and their
interactions with clouds contribute to the largest uncertainty in the total radiative forcing
estimate for climate change [Stocker et al. (2013)]. Many government agencies are interested
in answering many questions with respect to clouds and aerosols. For example, Coffey et al.
(2014) asks, “how do clouds respond to perturbations in aerosol cloud condensation nuclei
and ice nuclei?” “How are natural and anthropogenic aerosols and their impact on the radi-
ation budget . . . changing in response to a warming climate . . . ?” “How are different aerosol
types affecting regional brightening or dimming . . . ?” “What observations and modeling are
required to reduce uncertainty in anthropogenic aerosols . . . ?” Key to improving our under-
standing of cloud and aerosol properties and answering these outstanding questions requires
retrieving better measurements.
NASA has invested a considerable amount of time and money in developing earth ob-
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serving satellites. The Afternoon Constellation (a.k.a. the A-Train), for example, consists of
a group of five satellites in polar orbit around the earth collecting near-simultaneous obser-
vations of a wide variety of parameters that are used to advance our knowledge of the earth.
Satellites can provide us with global data, which is necessary to address the uncertainty
of clouds and aerosols in our weather and climate models. Since the A-train has been put
into motion, many more earth observing satellites have been developed. Even predating the
A-train, the Terra spacecraft was sent into space. On board this satellite is the Multi-angle
Imaging Spectro-Radiometer (MISR) that gives us high resolution multi-angle retrievals in
the near-IR and visible regions of the electromagnetic (EM) spectrum that are sensitive to
clouds and aerosols. While the equipment is already in place to improve measurements of
our atmosphere, the algorithms used for data analysis are becoming outdated. Much less
focus has been assigned to developing better satellite retrieval algorithms.
As an example, a commonly and widely used approximation in atmospheric remote sens-
ing is to simplify the radiative transfer to one-dimension (1-D). This approximation is referred
to as the plane-parallel approximation (PPA) and assumes a horizontally homogeneous at-
mosphere with variations in all parameters only occurring in the vertical, or z-direction.
Even though the atmosphere varies much more in the vertical direction than in the hor-
izontal directions, large errors and biases are introduced into satellite retrievals when the
PPA is used [e.g. Marshak et al. (2006); Wen et al. (2007); Yang and Di Girolamo (2008);
Di Girolamo et al. (2010); Liang and Di Girolamo (2013)]. For example, in Marshak et al.
(2006), they show that the 3-D feature of shadowing causes an overestimate in the effective
radius retrieval from the Moderate Resolution Imaging Specroradiometer (MODIS) when
using 1-D retrieval algorithms. In Yang and Di Girolamo (2008), they show that when us-
ing 1-D retrieval algorithms, the aerosol optical depth bias can reach over 400% and even
produce non-physical results such as negative optical depth values. It has become clear
that using 1-D radiative transfer is an outdated approach for atmospheres with horizontal
heterogeneity, and algorithms need to be developed to retrieve cloud and aerosol properties
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from satellite data with 3-D radiative transfer.
Part of the motivation for using 1-D radiative transfer lies in the fact that 3-D radiative
transfer is computationally expensive and the inversion of the 3-D radiative transfer equation
(RTE) is not straightforward like in the 1-D case. There is no known analytical solution to
the 3-D RTE, therefore we need to develop a discretized inverse solution if we want to include
3-D radiative transfer in our satellite retrieval algorithms. Because using the 3-D RTE in an
inversion algorithm poses many challenges, the problem can be introduced in steps that lead
from the 1-D problem towards a full 3-D solution. A common intermediate step is to first
solve the radiative transfer problem for a single-scattering atmosphere, discover what lessons
can be learned, and use that knowledge as the complexity is increased further to incorporate
multiple scattering. One example in history of this intermediate approach can be seen in the
passive remote sensing of aerosols from space [e.g. Kidder and Haar (1995)]. In this thesis,
we follow this example by providing an analytical forward and numerical inversion solution
to the single-scattering 3-D RTE.
1.2 Outline
This thesis provides a comprehensive description of the forward and inverse theory and
algorithms used for the single-scattering 3-D RTE derived within. Chapter 2 provides some
background for the general radiative transfer problem considered here. In Section 2.1, the
specifics of the radiative transfer problem are described, including some notation and issues
of the inverse problem with ill-posedness. Section 2.2 provides further background on inverse
problems.
An important approach used to develop the RTE used in this thesis is tomography, which
is discussed in the traditional sense in Subsection 2.3.1. This method is commonly found
in radiative transfer used in the medical imaging field. Our tomography based RTE and
inversion is developed by merging the methods used in medical imaging and atmospheric
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remote sensing. Following this introduction to tomography is a history of tomography in
atmospheric remote sensing in Subsection 2.3.2, where we are able to point to the absence
of wide application to scattering atmospheres. Chapter 3 reviews our main influences from
atmospheric science and medical imaging. Section 3.1 reviews the set-up and notation for the
RTE developed in Marshak and Davis (2006), and Section 3.2 reviews the RTE and inversion
provided in Florescu et al. (2009). The formulation of our RTE and how we preceded with
the numerical inversion were influenced by the methods and discussions found in these two
sources.
In Chapter 4, a detailed derivation for the single-scattering RTE we developed is provided
along with numerical validation. Section 4.1 contains the forward analytical solution to the
RTE, and Section 4.2 provides validation for our single-scattering RTE with the numerical
I3RC Monte Carlo model [Pincus and Evans (2009)]. The description of the numerical
forward model can be found in Subsection 4.2.1, with some additional details provided in
Appendix A. Additional figures for the forward model results can be found in Appendices
B, C, D, and E. The inverse solution to our RTE is only done numerically, the details
of which can be found in Chapter 5. This chapter is set up similarly to Chapter 4, with
the analytical description of the inverse problem provided in the first section. Section 5.2
contains two subsections describing the inversion code and the results. Appendix F contains
some additional results from the inverse model. Finally, we provide conclusions in Chapter
6 where we include our thoughts on future work.
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Chapter 2
Background
2.1 Statement of Problem
The IPCC’s Fifth Assessment Report discussed a lack in understanding of clouds and aerosols
in our atmosphere. We already have measurement systems in place that can provide us with
high resolution data, such as MODIS and MISR. The radiance data collected by these
instruments can be used to reveal different properties of our atmosphere, such as aerosol
optical depth and cloud droplet effective radius. The process of manipulating the radiance
data received by the satellites carrying these instruments to produce geophysical properties
can be described by an inverse problem. Many inverse problems have been limited to 1-D
radiative transfer in order to allow a fast and solvable inversion of the RTE. However, by
restricting our radiative transfer to be 1-D, the 3-D distribution of certain properties, such
as the scattering and absorption coefficients, cannot be uncovered. Our goal is to provide
a numerical inversion of the 3-D RTE to solve for the volume scattering coefficients. These
coefficients are one way to describe the scatterers, such as cloud droplets or aerosols, that
are in the atmosphere. Ideally, we could also provide an inversion for the volume absorption
coefficients and properties of the scattering phase function, however for our first attempt
at providing a 3-D inversion, we provide a solution for the scattering coefficient assuming
the absorption coefficients and phase function are known. The addition of the absorption
coefficients and phase function is left under future work. Note, the scattering coefficients
are sometimes referred to as the extinction coefficients. In these cases, we are assuming the
absorption coefficient is zero, making the scattering coefficient equal to the total extinction
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coefficient.
Our starting point for understanding the inversion of the 3-D RTE is to produce a single-
scattering solution. Simply put, given radiance data as measured by a satellite, we want to
solve the single-scattering 3-D RTE for the scattering coefficients of the atmosphere. Let’s
define some notation and variables we will need for this problem. The radiance measured by
a satellite depends on the 3-D position of the measurement, x, and the 2-D direction vector
Ω. We write the radiance and its dependence on these variables as I (x,Ω). The direction
vector Ω is composed of the zenith and azimuth angles, θ and φ respectively. Note, the
radiance as well as most other variables are also dependent on wavelength. However, we
leave off an explicit dependence for simplicity. We can then write the unit of our radiance
as W m−2 µm−1 sr−1, where the micrometer dependence is for wavelength and the sr−1 is for
unit solid angle or steradian. The scattering coefficients that we are interested in uncovering
depend on the position x and are expressed as σs (x). Likewise, the absorption coefficients
are similarly described as σa (x), with the total extinction coefficient σ (x) = σs (x) + σa (x).
These coefficients are a way to describe how much absorption and scattering takes place in
the atmosphere with respect to distance, having the unit m−1. Another variable we will use is
the scattering phase function, or phase function, which depends on the position and direction
vectors. The phase function describes the probability that radiation from one direction will
be scattered into another direction. We write the phase function and its dependent variables
as p (Ω,Ω′), where the first variable describes the new direction the radiance has been
scattered into and the second dependent variable describes the direction the radiance was
originally coming from. The phase function may also be represented with this notation,
p (x,Ω′ → Ω), where the first dependent variable is the position. The expression after the
comma describes that the radiation is coming from the direction Ω′ and scattering into the
direction Ω. For our problems, the radiance I is known and measured, and the scattering
and absorption coefficients and properties of the phase function are unknowns. As previously
stated, we will begin by focusing on retrieving the scattering coefficients given the absorption
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coefficients and phase function. Once this first inverse problem has been solved, we can add
more difficulty by making these properties unknowns as they are in nature.
One common problem that arises in inverse problems is ill-posedness. For an inverse prob-
lem to be well-posed, the problem should have three properties: a solution exists, the solution
is unique, and the solution continuously depends on the data put into the model. If any one
of these conditions is not met, the problem is considered ill-posed. The inversion of the RTE
is unfortunately ill-posed, as will be evident in our results. We have prospect for decreasing
the ill-posedness of the inverse problem by adding box constraints as well as adapting more
complex algorithms, such as the Limited-Memory Broyden-Fletcher-Goldfarb-Shanno algo-
rithm with box constraints (L-BFGS-B) nonlinear optimization methods. Adopting these
methods into our inversion problem is not included in this thesis, but it recommended for
future work.
2.2 Inverse Problems: An Introduction
Inverse problems are commonly encountered when dealing with remotely measured quanti-
ties. Typically, we cannot directly measure the property we want to uncover, so we must use
an inverse problem to derive the property’s value based on what we actually measured. In
atmospheric remote sensing, we often make measurements of the atmosphere and earth from
instruments on an aircraft, the ground, or on a satellite in space. The various instruments
remotely measure radiation at different wavelengths from our atmosphere. Since aerosols
and cloud droplets, as well as other particles and surfaces, scatter and emit different amounts
of radiation at each wavelength, we can derive many properties from measurements in differ-
ent wavelength regions. The difficult part is defining the relationship between the radiation
measured and the property we want to retrieve. Sometimes this must be done empirically,
but for many problems we know the physics that describe the relationship. Although, even
with a physical relationship, the properties we want to retrieve do not usually have a linear
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relationship with the measured radiation. This is why inverse problems in remote sensing
are often difficult and have no analytical solution. So, as Rodgers (2000) puts it, we seek to
find the best representation of the parameters we want to retrieve given the measurements
taken.
Rodgers (2000) gives a great introduction to inverse problems in his book. Here, we will
summarize some key points. As we’ve already discussed, the inverse problem is the task of
solving for some parameter given measurements of a related quantity. In order to develop an
inverse problem, we first need to describe the forward problem, which describes the physics
of our measurement. We will provide a simple example to show how these forward and
inverse problems are formulated.
Suppose we want to retrieve some parameter x with n elements, x1, x2, x3, ..., xn. As
an example, the n elements of the vector x could represent the temperature readings at n
different heights in the atmosphere. The measured quantity which has some mathemati-
cal relationship to x is called the measurement vector y with m elements, y1, y2, y3, ..., ym.
The vector y could represent the radiance measurements at different wavelengths. We can
describe the physical equation relating the measured quantity to the parameters as
y = f (x). (2.1)
Often we need to make an approximation to the detailed physics of the problem F (x),
particularly when there is experimental error  involved, so we can also write
y = F (x) + , (2.2)
and call this our forward model. A forward model is used because many times we do not fully
understand the real physics, or the actual physics is too complicated and approximations
are needed instead. Additionally, often the measurements and parameters are related by a
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continuous function, but the measurements we receive are discrete quantities. Discretizing
the problem comes with some benefits though, including allowing the use of the algebra of
vectors and matrices.
Given a forward model, how do we approach the inverse problem? In many cases, the
forward problem is nonlinear, which makes the inverse problem difficult. However, we can
sometimes take nonlinear problems and linearize them for use in inverse models, such as
the Gauss-Newton approach we take for our RTE in this thesis. For this case, we can
use an iterative technique to solve the inverse problem. Chapter 5 goes into detail on the
Gauss-Newton approach as well as a similar approach, the Levenberg-Marquardt method.
2.3 Tomography
2.3.1 What is tomography?
Dealing with problems in multiple dimensions can introduce new and difficult challenges.
Using multiple dimensions also comes with its own set of time challenges when solving
problems with a computer. Finding a way to simplify the problem without jeopardizing
the accuracy and time effectiveness is not easy to accomplish. A popular method to solve
inverse problems in medical imaging is by using tomography [Littleton and Durizch Littleton
(1996)]. The general idea behind tomography is to break up the 3-D problem into a series of
2-D problems by both probing and making measurements outside of an object from multiple
angles. Given these measurements and an inversion formula, the properties inside of the
object can be reconstructed in all three dimensions.
A more traditional way to set up the tomography problem is displayed in Figure 2.1.
The object is probed by radiation from the point source with a detector on the other side
measuring the radiation that passes through. The source and detector system is then rotated
around the object, shown at times t1, t2, and t3 in Figure 2.1. Additionally, the detector
could be composed such that it receives radiation from multiple angles to provide more
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information. Assuming the object in Figure 2.1 is 3-D, the source and detector system
can be translated into and out of the page to retrieve data from multiple slices of the
object. By putting all the slices of data together and with the correct mathematical tools,
the original object can be reconstructed from the remote measurements. This method of
tomography is sometimes called transmission tomography, because the detector is measuring
the transmitted radiation.
Figure 2.1: A picture demonstrating a generalized tomography problem. The source, rep-
resented by a black dot, is rotated in one direction while the detector, represented by a
bracket, is rotated in the opposite direction. This allows the object to be measured from
different angles, providing more information about the structure of the object.
2.3.2 A History of Tomography in Atmospheric Remote Sensing
One of the first times tomography was used in atmospheric remote sensing was when Henry
Fleming adapted the technique from the medical field [Fleming (1982)]. In his paper, Flem-
ing discusses using emission tomography to produce vertical profiles of temperature and
gaseous constituent density from satellite measurements. Emission tomography is applied
by measuring the naturally emitted radiation of an object from multiple angles. Transmis-
sion tomography, which is used in the medical field, is applied by sending radiation through
an object and measuring the change of radiation at multiple angles around the object. By
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using emitted infrared or microwave radiation instead of transmitted x-ray radiation like
in the medical field, the tomography technique for producing cross-sectional pictures of the
body can be applied to satellite radiance measurements. In the atmosphere, this works by
measuring the thermal emission of the earth and atmosphere with a radiometer on board
an earth orbiting satellite (EOS). Fleming found by using the tomography technique for the
temperature retrieval instead of conventional methods at that time, the accuracy had an
overall average improvement of up to 34% for his study, with accuracy improving with more
view angles. A rather large caveat to Fleming’s study is the state of technology during that
time. There was no existing satellite instrument capable of making the required scans for the
tomographic reconstruction. Also, the computing power needed to produce the tomographic
reconstructions exceeded reasonable costs.
Not long after Fleming published his paper on using tomography with satellite measure-
ments, Weinman (1984) proposed a transmission tomography reconstruction of the extinc-
tion coefficients with measurements taken by lidar. The use of lidars is expensive which
makes them difficult to implement. Additionally, even though we now have lidars in space,
they are not scanning instruments which limits the size and usability of the data sets obtained
from them.
More closely related to the work Fleming did in the early 1980s, Warner et al. published
a couple papers on determining cloud liquid water distributions with the use of emission
tomography [Warner et al. (1985, 1986)]. By scanning a cloud with a pair of ground-based
radiometers and measuring the microwave emission from multiple directions, a mathemat-
ical inversion of the data allowed for the reconstruction of cross-sectional images of the
liquid water distribution. Warner’s study resulted in a reconstructed distribution of com-
puter simulated liquid water with a root mean square error of about 10% of the maximum
value of liquid water concentration present in the cloud [Warner et al. (1985)]. In Warner
et al. (1986), they follow through with a field trial to test their tomographic approach. To
validate their results, they compared the measured brightness temperatures to that which
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they calculated from the reconstructed liquid water field. The mean percentage difference
between the measured and calculated brightness temperatures was between 5.8% and 19%
for the different data sets they had collected. The authors noted that the spatial resolution
of the liquid water distribution they calculated was poor and also discussed the difficulties
they encountered in getting the radiometers located in the correct places for their experi-
ment. Extending their study of emission tomography retrievals, Drake and Warner did a
theoretical study and field test using an airborne microwave radiometer and found simi-
lar accuracy results to the ground-based experiment [Warner and Drake (1988); Drake and
Warner (1988)].
Between the end of the 1980s and the late 2000s, little was published in regards to at-
mospheric problems and emission tomography; just a few short papers including Hoffman
et al. (1989), Koldaev et al. (1990) and Bobylev (1997). The topic has only recently been
delved into by Dong Huang and colleagues at the Brookhaven National Laboratory where
they have published several papers starting in 2008 dealing with cloud tomography. The
first of these papers, Huang et al. (2008a), revisits the emission tomography technique and
offers improvements on the setup of Warner et al. (1985). Huang et al. (2008a) discusses the
ill-posedness of the retrieval problem and offers a truncated singular value decomposition
method to produce more accurate retrievals. They found through a series of sensitivity simu-
lations that the retrieval of the cloud liquid water content (LWC) depends on the microwave
radiometer noise level, the antenna beam width, the total number of scanning angles, the
number of radiometers, the output resolution, the physical arrangement of the radiometers,
and the uncertainty in the ancillary data. As one might expect, using more radiometers,
more scanning angles, reduced beam width, etc., the retrieval problem becomes less ill-posed.
In this study, LWC images were reconstructed to within 5% of the maximum values of LWC
present in the cloud. The authors concluded that the cloud tomography method can add a
great deal of information to existing measurement methods. Huang et al. (2008b) discusses
the role of constraints and uses an iterative algorithm to invert the simulated cloud tomog-
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raphy data from four ground-based microwave radiometers. They add a nonnegativity and
smoothness constraint, which helps find the location and spatial extent of the cloud. By
additionally incorporating a double-side constraint they can improve the retrievals at cloud
edges. Padmanabhan et al. (2009) improve the spatial and temporal coverage of retrieved
3-D water vapor fields by using a network of scanning ground microwave radiometers. Com-
parisons with results from the Weather Research and Forcasting model show the network of
scanning radiometers can retrieve the vapor fields with an accuracy of better than 15%–20%.
In Huang et al. (2010a) and Huang et al. (2010b), they examine the results of a limited
cloud tomography trial during the 2003 Advanced Microwave Scanning Radiometer for EOS
(AMSR-E) campaign over Wasaka Bay of the Sea of Japan. They performed three retrieval
experiments using a constrained inversion algorithm. The third retrieval, which combines
the first two, included data from the Microwave Imaging Radiometer (MIR) and the Passive
Scanning Radiometer (PSR). The combined data includes a nadir view and along-track PSR
scan swaths spanning +−70
◦. After performing the inversion and analyzing the results, Huang
et al. found the results to be consistent between different types of observations. However,
they note that the AMSR-E campaign was not set up specifically for a tomographic retrieval
and that the conditions were not ideal for the tomographic technique. Huang et al. (2010b)
goes into more detail on possible improvements to the mobile cloud tomography method,
finding that the ground based mobile microwave radiometer set-up out-performs an airborne
one in their experiment. This is mostly because the ground-based set-up moves slower
allowing for longer cloud observation time and more scan-to-scan beam overlap, as well as
larger cloud-background brightness temperature contrast.
The fact that the inverse problem for these tomographic reconstructions is highly ill-
posed is mentioned several times throughout the Huang et al. papers from 2008 and 2010.
Zhou et al. (2013) proposes a multi-aircraft flight scheme that can significantly enhance the
well-posedness of the inverse problem and thereby increases the accuracy of the retrieval.
One of the major concerns comes from the retrieval near the boundary of the target area,
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which creates a blind zone that complicates the inversion calculation. Huang et al. (2008a)
chooses to assume that the target area is sufficiently large such that it includes the whole
cloud, while Drake and Warner (1988) assumes that clouds outside the target area are
sufficiently far away. These assumptions limit the usability of cloud tomography. Zhou et al.
(2010) found that by increasing the number of scanning angles, more information about
the lateral boundaries can be used in the LWC retrievals. Since using additional scanning
angles is time consuming and inconvenient for practical use, Zhou et al. (2013) proposes a
new retrieval method with mulit-aircraft flights and compares the results to a single flight
scheme using more scanning angles. The sensitivity studies indicated that the multilevel
flight scheme widens the instrument field of view and significantly improves the accuracy
of the LWC retrievals. Later, Zhou et al. (2014) discusses a fast inversion algorithm based
on the half-V cycle scheme to be used in a multigrid technique. The general idea is to use
the knowledge gained from the coarser grid scales and apply them to the subsequent finer
grid scales. The long runtimes associated with the typical inversion algorithms limit the
applicability of cloud tomography as well as consume computational resources [Zhou et al.
(2014)]. The half-V cycle scheme reduced the runtime by 89%–96.9% while keeping a similar
level of accuracy to the previous inversion techniques.
While these studies on tomography are not directly related to retrieving the scattering
properties of clouds, they all demonstrate ways tomography has been used in atmospheric
remote sensing. Note that none of these studies deal with scattering in the atmosphere, which
is an important phenomena in radiative transfer. Recently, Aides et al. (2013) proposed a
tomography model that does include scattering in the forward and inverse models, as well
as providing a Monte Carlo approach for multiple scattering cases. Although we did not
use Aides et al. (2013) directly, their methods do align fairly close to those presented in
this thesis. The main influence for the radiative transfer problem we developed comes from
radiative transfer problems in the medical imaging field. In Section 3.2, one of the recent
advances in tomographic inverse problems in medical imaging are discussed.
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Another common aspect of the studies mentioned in this section is their use of microwave
radiometers. With the exception of Weinman (1984) that uses transmission tomography
and Aides et al. (2013) that uses visible light, the methods and field experiments all use
or assume ground-based schemes or aircraft schemes that use microwave radiometers. By
taking advantage of the data sets retrieved from the multi-angle instrument MISR on the
Terra satellite, we can use high-resolution data from the near IR and visible regions of the
EM spectrum which are sensitive to clouds and aerosols. For this reason, as well as the
ignorance of scattering, we break away from many of these approaches and take lessons from
the medical imaging field for our 3-D RTE solution and inversion.
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Chapter 3
What has been done?
Before delving into some advances from the medical imaging literature, we first review a
Green function approach described in Marshak and Davis (2006) that shared some similari-
ties to the approach developed in Florescu et al. (2009) from the medical imaging literature.
While no tomographic inversion method is described in Marshak and Davis (2006), their
notation and set-up influenced the way we define the radiative transfer used in this thesis.
3.1 Atmospheric Science: A view from Marshak and
Davis (2006)
We begin by providing some general definitions. The solid angle is an area that an object
subtends on a unit sphere and is given the unit of steradians. Recall that the radiance or
intensity is expressed as I (x,Ω) in W m−2 µm−1 sr−1, where the variable x is the position
vector. The scattering and absorption coefficients depend on the position x and are added
together to give the extinction coefficient σ = σs + σa, with unit m
−1.
The steady-state RTE is expressed as
Ω · ∇I = −σ (x) I (x,Ω) + S (x,Ω) +Q (x,Ω) , (3.1)
where S and Q are source terms. The first term on the right-hand-side is loss due to
extinction along the path. Q is a source term due to emission. S represents scattering into
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the direction Ω and is a source term as well.
S (x,Ω) = σs (x)
∫
4pi
p (Ω,Ω′) I (x,Ω′) dΩ′ (3.2)
Note, p is the scattering phase function and in Equation (3.2) it describes the probability
for radiance along path Ω′ to scatter into the path Ω. The phase function will also depend
on position x, but this dependence is not explicitly written. When integrating the phase
function over all 4pi steradians, it is normalized to one.
∫
4pi
p (Ω,Ω′) dΩ′ = 1 (3.3)
Therefore, if we are using an isotropic phase function, p (Ω,Ω′) = 1/4pi. Physically, S
calculates the contribution of diffusely scattered radiation to I (x,Ω). In other words, given
radiation in direction Ω′ and scattering at position x, S calculates how much radiation will
scatter into direction Ω.
Consider again Equation (3.1). The left-hand-side describes how the radiance I is chang-
ing. There are three was to change I which are loss due to extinction, gain due to emission,
and gain from diffuse scattering. When applying Green function theory to this RTE, Mar-
shak and Davis (2006) assume a 3-D absorbing and scattering medium M bounded by a
non-reflecting and non-emitting boundary ∂M . The volume Green function used for RTE
(3.1), is the radiative response of the medium M at position x in direction Ω to a monodi-
rectional point source located at x′ in M . The point source is defined to continuously emit
photons in direction Ω′. This Green function solves RTE (3.1) with a delta function source
term Q, and homogeneous boundary conditions I (x,Ω) = f (x,Ω), x ∈ ∂M , Ω · n (x) < 0.
Ω · ∇G (x,Ω; x′,Ω′) + σ (x)G (x,Ω; x′,Ω′) (3.4)
= σs (x)
∫
4pi
p (Ω,Ω′′)G
(
x,Ω′′; x′,Ω′
)
dΩ′′ + δ (x− x′) δ (Ω−Ω′)
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Note, the δ functions in Equation (3.4) are Dirac delta-functions. Using operator notation
such that
L = Ω · ∇+ σ (x)− σs (x)
∫
4pi
p (Ω,Ω′) [·] dΩ′, (3.5)
we can simply write Equation (3.4) as LG = δ. So, the solution to the general linear
transport problem LI = Q is I = L−1Q = GQ. In a purely absorbing medium, this Green
function G can be written as
G
(
x,Ω; x′,Ω′
)
=
exp [−τ (x′,x)]
‖x′ − x‖2 δ (Ω
′ −Ω) δ
(
x′ − x
‖x′ − x‖ −Ω
)
, (3.6)
where τ is the optical path defined by
τ (x0,x) =
∫ ‖x−x0‖
0
σ
(
x0 +
x− x0
‖x− x0‖s
)
ds. (3.7)
Marshak and Davis (2006) provide a general solution to Equation (3.1) with an arbitrary
source Q and boundary conditions given by f (xs,Ω) as
I (x,Ω) =
∫
M
∫
4pi
G (x,Ω; x′,Ω′)Q (x′,Ω′) dx′dΩ′ (3.8)
+
∫
xs∈∂M
dS (xS)
∫
n(xS)·Ω<0
GS (x,Ω; xSΩ
′) f (xS,Ω′) dΩ′,
where
GS (x,Ω; xSΩ
′) = |n (xS) ·Ω′|G (x,Ω; xS,Ω′) . (3.9)
The first term is described to be the solution of the 3-D transport equation with source Q
and no incoming radiance, while the second term describes the 3-D radiation field in M
generated by f (x,Ω) distributed over ∂M .
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For the purposes of this thesis, the emission source Q is assumed to be zero making the
first term on the right-hand-side of Equation (3.8) disappear. Even with this assumption,
taking this Green function solution to the RTE and finding an inversion for the extinction
coefficients σ has yet to be analytically solved in the atmospheric radiative transfer liter-
ature. Although, we note that Martin et al. (2014) uses an adjoint approach to solve the
3-D RTE, but there has been no experiment published using their approach. Because of the
many similarities between the atmospheric radiative transfer problem and medical imaging
radiative transfer, there is much insight to be gained for solving this inverse RTE by con-
sulting literature in medical imaging. In the next section, we look at a recent paper from
the medical imaging field that was another significant influence for the development of the
forward and inverse problems we provide in this thesis.
3.2 Medical Imaging: A view from Florescu et al.
(2009)
In the medical imaging community, scattering is very important and is rarely neglected.
The goal is often to reconstruct an object inside of a living organism without contact with
the organism. Often the measurements are made remotely by use of tomography. Florescu
et al. (2009) provide an analytical forward solution and numerical inverse solution to the
single-scattering RTE with a point source. The image reconstruction is done slice by slice,
as in tomographic reconstructions. They use a generalization of the Radon transform, called
the broken-ray transform, to recover the extinction coefficient of an inhomogeneous medium.
Below, a review of the development of the forward and inverse problem in Florescu et al.
(2009) is provided.
We begin by considering light propagating in a random medium with volume M . As-
sume the specific intensity I (x,Ω) obeys the time-independent RTE, where the intensity is
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measured at point x in the direction Ω.
[Ω · ∇+ σa (x) + σs (x)] I (x,Ω) = σs (x)
∫
p (Ω,Ω′) I (x,Ω′) d2Ω′ (3.10)
In Equation (3.10), x ∈ M and σa (x) and σs (x) are the absorption and scattering coeffi-
cients. The scattering phase function p (Ω,Ω′) is normalized to 1 as seen in Equation (3.3)
from Section 3.1. The boundary condition for Equation (3.10) is I (x,Ω) = Iinc (x,Ω) where
Ω · nˆ (x) < 0 and x ∈ ∂M . The outward unit normal to ∂M is nˆ and the incident specific
intensity at the boundary is defined to be Iinc. Florescu et al. (2009) combines the boundary
condition and RTE (3.10) to form the integral equation
I (x,Ω) = Ib (x,Ω) + (3.11)∫
G (x,Ω; x′,Ω′)σs (x′) p (Ω′,Ω′′) I (x′,Ω′′) d
3x′d3Ω′d2Ω′′.
Ib is the unscattered or ballistic contribution to the specific intensity and G is the Green
function for the ballistic RTE (3.12) with the same boundary conditions for Equation (3.10).
Ib decreases due to scattering out of the path and due to absorption, but has no positive
contribution from diffuse scattering into the path.
[Ω · ∇+ σa (x) + σs (x)] Ib (x,Ω) = 0 (3.12)
The authors assume a narrow collimated beam of intensity is incident on the medium at
a point x1 in the direction Ω1 and say that in this case Ib (x,Ω) is given by
Ib (x,Ω) = I0G (x,Ω; x1,Ω1) . (3.13)
20
The ballistic Green function can be defined by the following expressions.
G (x,Ω; x′,Ω′) = g (x,x′) δ
(
Ω′ − x− x
′
|x− x′|
)
δ (Ω−Ω′) (3.14)
g (x,x′) =
1
|x− x′|2 exp
[
−
∫ |x−x′|
0
σ
(
x′ + `
x− x′
|x− x′|
)
d`
]
(3.15)
δ (Ω−Ω′) = δ (ψΩ − ψΩ′) δ (cos θΩ − cos θΩ′) (3.16)
σ = σa + σs (3.17)
Call σ the extinction coefficient. The polar angles, or as we typically name them the zenith
and azimuthal angles are θ and ψ. Ib is actually part of a decomposition of the total intensity
given by I = Ib + Is. Is is the diffuse scattering contribution to the total intensity. Under
the single-scattering approximation, we can write
Is (x,Ω) =
∫
d3x′d2Ω′d2Ω′′G (x,Ω; x′,Ω′)σs (x′) p (Ω′,Ω′′) Ib (x′,Ω′′) . (3.18)
The Ib term describes the drop off of radiance that occurs before the ray is scattered. When
the ray scatters, we need to multiply the the scattering coefficient of the scattering point
and the phase function describing the probability that the ballistic ray will scatter into the
direction under consideration. After the ray scatters, we can treat it as a ballistic ray and
multiply by the ballistic Green function to describe the extinction between the scattering
and detection points.
For this problem, we can treat the domain as a slab of width L, as seen in Figure 3.1.
The incident beam enters on one face of the slab at the point x1 and in the direction of Ω1.
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Figure 3.1: Modified figure for the RTE in Florescu et al. (2009).
We measure the scattered intensity on the same face of the slab, as the case would be in
the atmosphere, but at the point x2 and in the direction Ω2. Since we are measuring the
scattered radiance at a different point and in a different direction, then we know we cannot
measure any ballistic radiance. Therefore, the scattered radiance is also the total radiance
we will measure.
To solve Equation (3.18), we can start by plugging Equation (3.13) in for Ib and by
letting x = x2 and Ω = Ω2.
Is (x2,Ω2) =
∫
d3x′d2Ω′d2Ω′′G (x2,Ω2; x′,Ω′)σs (x′) p (Ω′,Ω′′)
∗ I0G (x′,Ω′′; x1,Ω1) (3.19)
We can further expand Equation(3.18) by plugging in for the ballistic Green functions.
Is (x1,Ω1; x2,Ω2) =
∫
d3x′d2Ω′d2Ω′′ g (x2,x′) δ
(
Ω′ − x2 − x
′
|x2 − x′|
)
δ (Ω2 −Ω′) (3.20)
∗ σs (x′) p (Ω′,Ω′′) I0g (x′,x1) δ
(
Ω1 − x
′ − x1
|x′ − x1|
)
δ (Ω′′ −Ω1)
Integration over the variable Ω′′ is simple due to the presence of the δ function. Addtionally,
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we write x′ as x.
Is (x1,Ω1; x2,Ω2) =
∫
d3x′d2Ω′ g (x2,x) g (x,x1) δ
(
Ω′ − x2 − x|x2 − x|
)
δ (Ω2 −Ω′) (3.21)
∗ σs (x) p (Ω′,Ω1) I0δ
(
Ω1 − x− x1|x− x1|
)
Now, integrate with respect to Ω′ and introduce a new notation: uˆ (x) = x/ |x|.
Is (x1,Ω1; x2,Ω2) =
∫
d3x′ g (x2,x) g (x,x1) δ (Ω2 − uˆ (x2 − x)) (3.22)
∗ σs (x) p (Ω2,Ω1) I0δ (Ω1 − uˆ (x− x1))
In order to move forward, the authors do a change of coordinates from a cartesian based
to a spherical based coordinate system where d3x = X2dXd2Xˆ. Rewriting Equation (3.22)
with the new coordinate system, we get
Is (x1,Ω1; x2,Ω2) =
∫
dXd2Xˆ X2g
(
x2,x1 +XXˆ
)
g
(
x1 +XXˆ,x1
)
(3.23)
∗ δ
(
Ω2 − uˆ
(
x2 − x1 −XXˆ
))
σs
(
x1 +XXˆ
)
p (Ω2,Ω1)
∗ I0δ
(
Ω1 − uˆ
(
x1 +XXˆ− x1
))
.
Note that δ
(
Ω1 − uˆ
(
x1 +XXˆ− x1
))
= δ
(
Ω1 − Xˆ
)
. Integrate over Xˆ and let x2 − x1 =
x21.
Is (x1,Ω1; x2,Ω2) =
∫
dX X2g (x2,x1 +XΩ1) g (x1 +XΩ1,x1)σs (x1 +XΩ1) (3.24)
∗ p (Ω2,Ω1) I0δ (Ω2 − uˆ (x21 −XΩ1))
The final δ function needs to be broken down before we integrate over X. In Florescu et al.
(2009), they suggest working in a reference frame whose z-axis coincides with the source-
detector line, which in this case is the y-axis, or along the line x21. Using this reference
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frame, u = x21 −XΩ1 becomes uˆ = −Ω1. The δ function under consideration can then be
rewritten as δ (Ω2 − uˆ). Florescu et al. (2009) defines
δ (Ω−Ω′) = δ (ψΩ − ψΩ′) δ (cos θΩ − cos θΩ′) (3.25)
Again, θ and ψ are the polar angles of the respective unit vectors. Therefore, we can write
δ (Ω2 − uˆ) = δ (ψΩ2 − ψuˆ) δ (cos θΩ2 − cos θuˆ) . (3.26)
The authors find that δ (ψΩ2 − ψuˆ) = δ (|ψΩ1 − ψΩ2| − pi). This term ensures that Ω1, Ω2,
and x21 are all within the same plane. Next, we need to learn more about u. Recall that
u = x21 −XΩ1. Working in the new reference frame, we can start at the point x21, which
is a length of x21 from the origin. Then, we draw a vector from that point in the −Ω1
direction with a length of X. Figure 3.2 gives a schematic to help visualize these angles and
vectors. The vector u will start at the origin, or point x1 in Figure 3.2, and end at the point
x21−XΩ1. Now, we need to derive an equation for cos θuˆ. Using the law of cosines, we can
write
X2 = x221 + A
2 − 2x21A cos θuˆ,
where A is shown in Figure 3.2. Using another angle and the law of cosines again, we can
eliminate A and solve for cos θuˆ.
A2 = x221 +X
2 − 2Xx21 cos θ1
cos θuˆ =
X2 − x221 − A2
−2x21A
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Figure 3.2: Demonstrating where the vector u and various angles are.
cos θuˆ =
X2 − x221 − x221 −X2 − 2Xx21 cos θ1
−2x21
√
x221 +X
2 − 2Xx21 cos θ1
Simplifying, we get that
cos θuˆ =
x21 −X cos θ1√
x221 − 2x21X cos θ1 +X2
. (3.27)
Next, the authors define f (X) to be the argument of the δ function.
f (X) =
x21 −X cos θ1√
x221 − 2x21X cos θ1 +X2
− cos θ2. (3.28)
For the delta function to be zero, we need to be sure that there are no negative roots for
Equation (3.28). Florescu et al. (2009) found that if θ1 + θ2 ≥ pi then f (X) has no positive
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roots. However, if θ1 + θ2 < pi then f (X) has one positive root, which is when X = L1. In
Figure 3.2, we can see that if uˆ is equal to Ω2, then X has to be of equal length to L1.
The Heaviside step function is used to only allow angles such that θ1 + θ2 < pi. Addi-
tionally, using a property of δ functions we can write
δ (f (X)) = Θ (pi − θ1 − θ2) δ (X − L1)|f ′ (L1)| . (3.29)
Noting that
|f ′ (L1)| = L1 sin
2 (θ1 + θ2)
r21L2
, (3.30)
we can plug all this information into the equation for Is.
Is (x1,Ω1; x2,Ω2) =
∫
dX X2g (x2,x1 +XΩ1) g (x1 +XΩ1,x1)σs (x1 +XΩ1) (3.31)
∗ p (Ω2,Ω1) I0Θ (pi − θ1 − θ2) r21L2δ (X − L1)
L1 sin
2 (θ1 + θ2)
δ (|ψΩ1 − ψΩ2| − pi)
Now, we can integrate over the last variable to get
Is (x1,Ω1; x2,Ω2) =g (x21,x1 + L1Ω1) g (x1 + L1Ω1,x1)σs (x1 + L1Ω1) (3.32)
∗ p (Ω2,Ω1) I0Θ (pi − θ1 − θ2) x21L1L2
sin2 (θ1 + θ2)
δ (|ψΩ1 − ψΩ2| − pi) .
The final step is to plug in for the two g functions. A few equalities that will be helpful to
know are: x1 +L1Ω1 = X21, L1 = |X21 − x1|, and L2 = |x2 −X21|. The two g functions are
g (x2,x1 + L1Ω1) =
1
L22
exp
[
−
∫ L2
0
σ (X21 + `Ω2) d`
]
(3.33)
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and
g (x1 + L1Ω1,x1) =
1
L21
exp
[
−
∫ L1
0
σ (x1 + `Ω1) d`
]
. (3.34)
Finally, if we note that L1 = x21 sin θ2/ sin (θ1 + θ2) and L2 = x21 sin θ1/ sin (θ1 + θ2), we can
write the final equation for Is.
Is (x1,Ω1; x2,Ω2) = exp
[
−
∫ L2
0
σ (X21 + `Ω2) d`
]
(3.35)
∗ exp
[
−
∫ L1
0
σ (x1 + `Ω1) d`
]
σs (X21) p (Ω2,Ω1)
∗ I0Θ (pi − θ1 − θ2) δ (|ψΩ1 − ψΩ2| − pi)
1
x21 sin θ1 sin θ2
This concludes the derivation of the forward problem.
The inversion of Equation (3.35) begins by separating the known and unknown variables.
Assuming the phase function is known and a background scattering coefficient σs is also
known, we can write
φ (x2,Ω2; x1,Ω1) =
∫
BR(x2,Ω2;x1,Ω1)
σ (x (`)) d`− ln
[
σs (X21)
σs
]
. (3.36)
The data function φ is known and is defined by
φ (x2,Ω2; x1,Ω1) = − ln
[
x21 sin θ1 sin θ2
∫
Is (x1,Ω1; x2,Ω2) dψΩ2
I0σsp (Ω2,Ω1)
]
. (3.37)
Florescu et al. (2010) performs a simultaneous reconstruction of the scattering and ab-
sorption coefficients by making use of one angle of incidence and two different detection
angles. Figure 3.3 shows the geometry for an example inverse problem, slightly modified
from Florescu et al. (2010). The scattering point X21 = (y1, z0) is the same for each detec-
tion point. We can write an equation for the difference between the data function at point
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Figure 3.3: Example inverse problem from Florescu et al. (2010).
(2 (y1 − y2) , L) and the data function at point (y2, L).
φ (y2, pi/4; y1, 0)− φ (2y1 − y2,−pi/4 ; y1, 0) =
∫
BR(y2,pi/4;y1,0)
σ (y (`) , z (`)) d` (3.38)
−
∫
BR(2y1−y2,−pi/4;y1,0)
σ (y (`) , z (`)) d`
Since the scattering point is the same for the different detection points, the natural log term
from Equation (3.36) will drop out when we subtract the two data functions. The discrete
analog of Equation (3.38) can be written as
∑
n
Lvnσn = φv. (3.39)
The index v = (y1, y2) defines a pair of rays with the same scattering point. The matrix
elements L(1)vn are the lengths that the first ray crosses in the nth cubic cell, and L(2)vn is defined
similarly for the second ray. The value of the extinction coefficient in the nth cubic cell is σn.
Additionally, the data function is φv = φ
(1)
v −φ(2)v where the data functions correspond to the
first and second rays, respectively. We can solve for σ by using a regularized pseudoinverse
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and using the matrix L with elements Lvn.The operator L is equal to the difference between
the pairs of detected rays, L = L(1) − L(2).
|σ〉 = (L∗L)−1 L∗ |φ〉 (3.40)
Note, here we use the Dirac notation to define the solution to Equation (3.39), which shows
the relationship between the extinction coefficient vector and data function vector. The
regularized pseudoinverse is defined to be
(L∗L)−1 =
∑
n
Θ
(
s2n − 
) |fn〉 〈fn|
s2n
, (3.41)
where  is a small regularization parameter, and |fn〉 and sn are the singular vectors and
singular values of the matrix L. We can solve for σs by using
ln
[
σs (n21)
σs
]
=
∑
n
L(1)vnσn − φ (y2, pi/4; y1, 0) , (3.42)
where n21 is the number of the voxel where the ray scatters.
While this method is fairly robust, it is not directly applicable to the atmospheric ra-
diative transfer problem we are concerned with. At the very beginning of this derivation,
Florescu et al. (2009) use a point source, where we are concerned with a plane source, namely
the sun. Using a plane source adds another integration to Equation (3.18). Looking at Fig-
ure 3.1, the integration would be across the y-axis, over all rays that can be single-scattered
into the direction of the detector. This added complication mildly changes the solution to
the forward problem. The solution for a plane source looks similar to Equation (3.35), but
with an integration over the point x2. So, while the inversion method provided in Florescu
et al. (2009) cannot be applied to our atmospheric remotes sensing problem, its formulation
did impact the way we thought about the problem. In the next section we derive our own
version of the 3-D RTE with the main influences coming from Marshak and Davis (2006)
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and Florescu et al. (2009).
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Chapter 4
Forward Solution
Recall from Section 2.2, we need a physical forward model to describe the relationship
between the measured quantity and the parameters we want to uncover. Here, we provide
the details of the forward problem derivation and forward model development. We also
verify the forward model for a 3-D heterogeneous domain with a Monte Carlo model. It is
important that we develop this forward problem such that is is amenable to our iterative
inversion technique. This led us to using a ray-tracing method that has some similarities to
Florescu et al. (2009), which will be described within the chapter.
4.1 Derivation
Before we begin our derivation, we need to address how single-scattering and tomography
have simplified the derivation of our 3-D RTE. Because we are using a tomography technique,
we are only concerned with one 2-D cross section at a time. Since we can consider these
2-D cross sections independent of one another, our 3-D problem becomes a series of 2-D
problems. Further, by using the single-scattering approximation, we can parameterize the
paths of radiation in each cross section. We do this by what we call a ray-tracing method.
If we approximate the plane source by an infinite number of point sources, we can follow the
paths of radiation, or rays, from each point source through the domain. These simplifications
allow us to use 1-D calculus for easy manipulation of our radiative transfer problem.
The general set-up that we consider can be seen in Figure 4.1. The domain is rectangular
with a planar sun source that fully illuminates the top of the domain (TOD) with irradiance
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Figure 4.1: The general set-up for the forward problem.
F0. The sun source is the only source, so there is no incoming radiance from the bottom
of the domain. We specify the sun angle Ω0 and the view angle Ω. Define an s-coordinate
which follows a line from the point x∂M toward the point x in the direction Ω. Call this
line ` (x∂M ,x). In order for a ray to be single-scattered into the direction Ω and out of the
domain at point x, the ray must scatter on the line ` (x∂M ,x).
We can follow a single incoming ray of radiance into and out of the domain and logically
determine what the RTE should look like at the end of the derivation. The initial ray will
have an initial irradiance and will undergo extinction as it enters the domain and moves
toward the scattering point. When the ray scatters, we need to multiply by a phase function
and the scattering coefficient at the scattering point. After scattering, the ray will undergo
additional extinction before it finally exits the domain. The total radiance measured by
the detector I (x,Ω) can be calculated by summing up all the rays that can contribute to
the radiance leaving at point x. Therefore, we first find the change in radiance for a single
incoming ray which scatters at an arbitrary point along ` (x∂M ,x). Then, we integrate along
` (x∂M ,x) to find what the radiance is after all incoming rays have contributed to the total.
Using Figure 4.1, it is easy to see that any incoming rays that do not scatter on ` (x∂M ,x)
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cannot contribute to the single-scattered radiance leaving at the point x in the direction Ω.
Start with a generic radiative transfer equation.
dI = dIext + dIemit + dIscat (4.1)
The first term on the right-hand-side dIext describes the change in radiance due to extinction
that happens along the path by scattering and absorption. For our problem where we want
to uncover the fine-scale scattering properties of clouds and aerosols, we will assume the
change in radiance due to emittance dIemit is zero. At the visible and near IR wavelengths
where we are sensitive to cloud droplets and aerosols, emission can be neglected. The diffuse
scattering term dIscat describes the change in radiation due to scattering into the direction
of the path.
Notice that when starting from the point x, if we trace back in the negative Ω direction
for a distance of s˜ we will be at the point x−Ωs˜, seen in Figure 4.1. Note that s˜ = s∂M − s.
The change in radiation at the point x−Ωs˜ is described by
dI
ds
= −σ (x−Ωs˜) I (x−Ωs˜,Ω) + S (x−Ωs˜,Ω) . (4.2)
The extinction coefficient is equal to the sum of the scattering and absorption coefficients,
σ = σs + σa. S represents the single-scattering term and is equal to
S (x−Ωs˜,Ω) = σs (x−Ωs˜)
∫
4pi
p (x−Ωs˜,Ω′ → Ω) I ′ (x−Ωs˜,Ω′) dω, (4.3)
where dω = µdµdψ. The azimuthal angle is represented by ψ and the zenith angle is
represented by θ. The cosine of the zenith angle is a commonly used term and is represented
by the character µ. Note the slight notation change for the phase function. In Equation
(4.3), the first argument describes the position in space where the phase function is being
evaluated, and the second argument describes the change in direction from Ω′ to Ω.
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Under the single-scattering approximation, I ′ can only come from one direction, Ω0.
I ′ = I (x−Ωs˜,Ω′) = F0δ (Ω′ → Ω) exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω′s′′) ds′′
]
(4.4)
Physically, we are accounting for the extinction of an incoming ray between the scattering
point and where the incoming ray enters the domain. By starting at x − Ωs˜ and moving
in the negative Ω0 direction for a distance of s˜
µ
µ0
, we will be at the point where the ray
originally entered the domain. Plug S and I ′ into Equation (4.2) and simplify. Note the
presence of the delta function makes the integration trivial.
dI
ds
= −σ (x−Ωs˜) I (x−Ωs˜,Ω) + σs (x−Ωs˜)
4pi
∫
4pi
p (x−Ωs˜,Ω′ → Ω)
∗ F0δ (Ω′ → Ω) exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω′s′′) ds′′
]
dω
dI
ds
+ σ (x−Ωs˜) I (x−Ωs˜,Ω) = σs (x−Ωs˜)
4pi
p (x−Ωs˜,Ω0 → Ω) (4.5)
∗ F0 exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω0s′′) ds′′
]
Use integrating factor exp
[∫ s
0
σ (x−Ω (s∂M − s′)) ds′
]
= exp
[∫ s
0
σ (x−Ωs˜′) ds′] to solve
Equation (4.5).
dI
ds
exp
[∫ s
0
σ (x−Ωs˜′) ds′
]
+ σ (x−Ωs˜) I (x−Ωs˜,Ω)
∗ exp
[∫ s
0
σ (x−Ωs˜′) ds′
]
=
σs (x−Ωs˜)
4pi
F0p (x−Ωs˜,Ω0 → Ω)
∗ exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω0s′′) ds′′
]
exp
[∫ s
0
σ (x−Ωs˜′) ds′
]
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dds
[
I (x−Ωs˜,Ω) exp
[∫ s
0
σ (x−Ωs˜′) ds′
]]
=
σs (x−Ωs˜)
4pi
F0p (x−Ωs˜,Ω0 → Ω)
∗ exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω0s′′) ds′′
]
exp
[∫ s
0
σ (x−Ωs˜′) ds′
]
Integrate from 0 to s∂M .
I (x−Ωs˜,Ω) exp
[∫ s
0
σ (x−Ωs˜′) ds′
]∣∣∣∣s=s∂M
s=0
=
∫ s∂M
0
σs (x−Ωs˜)
4pi
F0 (4.6)
∗ p (x−Ωs˜,Ω0 → Ω) exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω0s′′) ds′′
]
∗ exp
[∫ s
0
σ (x−Ωs˜′) ds′
]
The left-hand-side of Equation (4.6) can be broken down into
I (x−Ω (s∂M − s∂M) ,Ω) exp
[∫ s∂M
0
σ (x−Ω (s∂M − s′)) ds′
]
(4.7)
− I (x−Ω (s∂M − 0) ,Ω) exp
[∫ 0
0
σ (x−Ω (s∂M − s′)) ds′
]
.
Note that I (x−Ω (s∂M − 0) ,Ω) = 0 since there is no incoming radiance from the bottom
of the domain. Bringing the exponential from the left-hand-side over to right-hand-side, we
get our single-scattering forward solution, shown in Equation (4.8).
I (x,Ω) =
∫ s∂M
0
σs (x−Ωs˜)
4pi
F0p (x−Ωs˜,Ω0 → Ω) (4.8)
∗ exp
[
−
∫ s∂M
s
σ (x−Ωs˜′) ds′
]
exp
[
−
∫ s˜ µ
µ0
0
σ ((x−Ωs˜)−Ω0s′′) ds′′
]
ds
One way of checking our solution is to assume the domain is homogeneous and see if Equation
(4.8) simplifies to the 1-D single-scattering solution. First, we can take away any dependence
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on position x.
I (x,Ω) =
F0pσs
4pi
∫ s∂M
0
exp
[
−
∫ s∂M
s
σds′
]
exp
[
−
∫ s˜ µ
µ0
0
σds′′
]
ds
I (x,Ω) =
F0pσs
4pi
∫ s∂M
0
exp [− (s∂M − s)σ] exp
[
−
(
s˜
µ
µ0
− 0
)
σ
]
ds
Recall that s˜ = s∂M − s. Combine the exponentials and plug in for s˜.
I (x,Ω) =
F0pσs
4pi
∫ s∂M
0
exp
[
−
(
s∂M − s+ s˜ µ
µ0
)
σ
]
ds
I (x,Ω) =
F0pσs
4pi
∫ s∂M
0
exp
[
− (s∂M − s)σ
(
1 +
µ
µ0
)]
ds (4.9)
Now, we integrate Equation (4.9).
I (x,Ω) =
F0pσs
4pi
1
σ
1(
1 + µ
µ0
) exp [− (s∂M − s)σ(1 + µ
µ0
)]∣∣∣∣s=s∂M
s=0
I (x,Ω) =
F0pω˜
4pi
µ0
µ0 + µ
[
1− exp
[
−s∂Mσ
(
1 +
µ
µ0
)]]
(4.10)
Note that ω˜ = σs/σ is the single scatter albedo. Equation (4.10) is the simplification of
Equation (4.8) for a homogeneous domain. This is what we would expect to get for a 1-D
single-scattering solution, as found in many radiative transfer textbooks [e.g. Petty (2006)].
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4.2 Numerical Results
4.2.1 Code Description
The forward problem is coded in the fortran language and compiled as a fortran 90 file. The
output is a text file giving the radiance values at the TOD. The type of domain used must
assign extinction values to be homogeneous within a voxel. We chose for the radiance to
be computed at every top TOD voxel corner. Given that we place the source and detector
within a single x-z-plane and the single-scattering assumption, we can infer two important
properties for our problem. First, within a voxel it does not matter what y-position we take
our calculations at. Second, it does matter at which x-position we take our measurement at
within a voxel. In other words, if we take our measurement midway within a voxel instead
of at the corner, the result will be different from the corner measurement.
Development of the forward solver began with rewriting Equation (4.8) in a way that
can be entered into a computer program. Equation (4.11) shows the relationship between
the forward solution and the discretized version, where the optical path is defined as τ such
that τ1 (s) =
∫ s∂M
s
σ (x−Ωs˜′) ds′ and τ2 (s) =
∫ s˜ µ
µ0
0 σ ((x−Ωx˜)−Ω0s′′) ds′′.
I (x,Ω) =
∫ s∂M
0
σs (x−Ωs˜)
4pi
F0p (x−Ωs˜,Ω0 → Ω) exp [−τ1 (s)] exp [−τ2 (s)] ds
≈
m∑
n=1
σs (f (n))
4pi
F0p exp [−τ1 (n)] exp [−τ2 (n)] ∆nd, (4.11)
f (n) represents a function of n that outputs the scattering points for each n. Note that
the dependencies of p have been left off for simplicity in the discretized version. A physical
way to interpret the discretization is to think of the planar sun source as m discrete point
sources. As the distance between each point source ∆nd approaches zero, we arrive back
at the forward solution. From here on, we will use the term ray to describe the paths that
radiation from one individual point source takes.
Starting with the two exponential terms in Equation (4.11), known as the transmittance
37
terms, we go over the most difficult part of the code. The optical paths contained in these
transmittance terms are calculated using a line integral. In order to calculate the line
integral, we need to know the distance each ray travels in each voxel. It is also important
to know exactly which voxel the ray is in so we can multiply the distance by the correct
extinction coefficient. We base most of the calculations off of the exit point, x, which is on
the corner of each TOD voxel when looking at an x-z-plane. Using x as an anchor allows us
to easily calculate all necessary intermediate values to get the optical path. The derivations
for the intermediate values and other formulas related to the forward solver can be found in
Appendix A.
The general calculation for the optical path of one ray will follow these steps:
1. Find the total number of rows and columns the ray will go through in the domain
before and after the ray is scattered.
2. Find the column and row number of the ray’s entrance point in the domain.
3. Record the length the ray will traverse in the first voxel.
4. Record the extinction coefficient of the first voxel.
5. Multiply the values in steps 3 and 4 to get the optical path for that voxel.
6. Determine whether the ray will go through the bottom of the current voxel next or
the side of the current voxel next.
7. Record the length the ray will traverse in the next voxel.
8. Record the extinction coefficient for the voxel in step 7.
9. Multiply the values in steps 7 and 8 and add to the values in step 5 for an intermediate
optical path.
10. Repeat steps 6 through 9 until reaching the scattering voxel.
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Figure 4.2: Demonstrating how rays move through the domain.
This general procedure can be followed for the scattered ray as well, except in that case
we start the calculation at point x and move backwards to the scattering point. Additionally,
when translating along the y-axis, the only change in the problem as a whole is the extinction
coefficient values assigned for that x-z-plane. Therefore, many of the calculations that
happen before the optical path calculation do not need to be repeated for each y, such as
those calculated in steps 1, 2, and 3.
When discretizing the outer integral in Equation (4.8), we must choose a small enough
step size in order to get a reasonable approximation. Using a step size that only allows the
summation of rays coming in from voxel corners results in extremely coarse approximations,
giving only a couple rays contributing to the total radiance at any given point x. We must
consider incoming rays in between voxel corners. The code is set up to automatically sum
rays coming in every meter. The user then has the option to request finer resolution. Figure
4.2 is a simple demonstration of how the rays go through the voxels in an x-z-plane. The
black horizontal and vertical lines form the voxel grid. Adding more rays in between voxel
edges gives the finer resolution we need, as demonstrated by the red arrows in Figure 4.2.
We can also see how different the ray distances are in each voxel and the unique scattering
points that each ray will have.
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Before moving on to the results section, we present some of the limitations of the code.
The math and coding needed to expand the code to encompass more cases is not beyond
that used to write the code in its current state.
1. TOD radiance values are only calculated at the corners of voxels.
2. The problem is set up such that rays are always traveling in the positive x-direction,
except for the special case when the zenith angle is zero, and has a fixed y-component.
This keeps each set of incoming and outgoing rays in a single y-plane, allowing for the
use of tomography. Therefore, the source and detector must be in the same x-z-plane.
This also means that there are no backscattering cases except for nadir sun and view
zenith angles.
3. The first incoming ray which scatters on the bottom of the domain will in most cases
not be a factor of m distance away from the exit point. Therefore, the code does not
take into account the contribution from the incoming ray that hits the point x∂M .
Otherwise, special cases would need to be added for this one ray which ultimately will
not make a large enough contribution to the total radiance for its absence to matter.
4. We assume repeating boundary conditions in our forward model. This allowed for
easy comparison with the I3RC Monte Carlo model. Removing these conditions would
require some big changes, but would not be difficult to derive.
4.2.2 Results
The easiest way to test the accuracy of our forward solver is to test against a homogeneous
domain. When using a homogeneous domain, we can solve the single-scattering RTE an-
alytically and compare against an exact solution. We also used the homogeneous case to
test how many rays are need to get within our desired range of accuracy. There are two
different ways to assign the number of rays used. One way is to go by the total number of
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rays contributing to the radiance at a point x regardless of sun and view angles, and the
other is to calculate the number of rays per meter (rpm). The second way does not keep the
ray number constant for different sun and view angle combinations, however the resolution
of the rays is constant.
We started by looking at the results for a nadir sun and nadir view angle case, called
the nadir-nadir case, as shown in Figure 4.3. The incoming irradiance at the top of the
domain was set to 1 W m−2 µm−1. Looking at the legend in Figure 4.3 first, we can see the
relationship between the total number of rays used and the rpm. For example, if we set the
model to use 1 rpm, that gives a total of 400 rays used for a domain of size 1x1x16 with
each voxel having size 250x250x25 meters. Note, when using a nadir-nadir case, there is no
interaction between the different columns in the domain under single-scattering conditions.
Therefore, only the z component of domain needs to be specified. Now, focusing on what is
plotted in Figure 4.3, we can see it shows the percent error between the exact or analytical
solution, called Exact, and the forward solver solution, called MyRad, for different optical
path values. It is clear that using 8000 total rays or greater produces an error that will
always be below 0.5% for optical depths less than or equal to 25. We chose to use 12000
rays for each of our test angles to secure the desired accuracy we wanted, which is less than
0.5%. Using exactly 12000 rays when the sun and/or view angles are not zero is difficult,
because the distance on the TOD from which rays can enter and be single-scattered changes
as the sun and view angles change. It follows that the relationship between total ray number
and rpm changes as the sun and view angles change. For example, for some view angles,
the TOD distance from which rays enter to be single-scattered may not be divisible by the
chosen rpm. So, when we try to get exactly 12000 rays, we need to use a non-integer number
of rpm. Because it does not make physical sense to use a non-integer number of rays, we
round to the nearest integer to get the number of rpm. Therefore, we will not get exactly
12000 rays. So, we may specify a general range for the number of rays instead of the exact
number for non nadir-nadir cases.
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Figure 4.3: The accuracy of MyRad radiance for different ray counts when sun and view
angles are both zero. We set the absorption coefficient to be equal to zero and the phase
function to be constant and equal to 1.
Figure 4.4 is set up like Figure 4.3 except with the view angle at 20◦. We can see again
that as little as about 8000 rays will still give a magnitude percent error less than 0.5% for
optical depths 25 and less. Notice that when the view angle is 20◦ we needed around 4300
rays to have 30 rpm whereas when the view angle was zero we needed 12000 rays to have 30
rpm.
Appendix B has a series of plots showing the radiance values and percent error for
different homogeneous domains. The sun angle is always zero and the plots show how the
radiance and percent error change with view angles 0◦ through 70◦ incrementing by 10◦. The
different homogeneous domains can be identified by their optical depth given in the title of
each plot. We show how many rpm the forward solver needs to get results within 0.5% of the
analytical solution for each angle combination. Notice that in each percent error plot, the
percent error is extremely low for view angle 0◦, then dramatically increases in magnitude
for view angle 10◦, and then gradually decreases in magnitude as the view angle is increased
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Figure 4.4: The accuracy of MyRad radiance for different ray counts when the sun angle is
zero and the view angle is 20◦. We set the absorption coefficient to be equal to zero and the
phase function to be constant and equal to 1.
further. Figure 4.5 demonstrates this for τ = 1. In order to explain this, we need to go over
the special case when the sun and view angles are zero.
When using the rpm method, as the view angle increases, the distance on the top of
the domain where rays can enter and scatter out at point x increases. Therefore, more rays
contribute to the total radiance as the view angle increases since we are inputting how many
rays enter for each meter of distance on the TOD. When the sun and view angles are zero,
the distance on the top of the domain where rays can enter is just a single point. In this
case, we need to think about the ray number in another way. Instead of counting the rays by
where they enter the domain, we will count the rays by the depth at which they scatter, or
put another way at which point along line ` (x∂M ,x) scattering takes place. As a reference,
Figure 4.1 depicts the line ` (x∂M ,x) for a non-nadir case. For the specific domain we are
using, the depth of the domain is greater than the top of domain distance for small view
angles. Figure 4.6 provides a visual, showing in red the vertical distance for the nadir sun
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Figure 4.5: The sun angle is 0◦. This is the percent error for the forward solver given 5 rpm
and an optical depth of 1.
and nadir view as well as the horizontal x-distance for small view angles. Clearly, we see
that the total ray count for the nadir-nadir case is greater than that for small view angles.
Thus, the percent error for the nadir-nadir case will be much less than for the smaller view
angles.
Appendix C shows results similar to Appendix B but for sun angles 10◦ and 20◦. From
the plots for sun angle 0◦, we can already see that the percent error increases with increasing
optical path. Therefore, for the higher sun angles, we only tested for optical depth 25. There
is no longer a nadir-nadir case, so we don’t see the sudden spike at 10◦. We can also see
that for small view angles, 50 rpm is not dense enough to get the percent error below 0.5%,
however, using 75 rpm does so.
After validating the forward solver results for homogeneous domains, testing on hetero-
geneous domains needed to be done. Daeven Jackson provided the heterogeneous domain
radiance results from the I3RC Monte Carlo model developed by Pincus and Evans (2009).
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Figure 4.6: Comparing ray numbers for a nadir sun and view angle case and a case with
small view angle.
The scene is a large eddy simulation of a stratocumulus cloud field with optical depths rang-
ing from 0 to around 25. We set the incoming irradiance over the TOD to be 1 W m−2 µm−1,
the absorption coefficients to be equal to zero, and the phase function to be constant and
equal to one. The domain characteristics are as follows: 64x64x16 voxels each with a size
55x55x25 meters giving the whole domain a size of 3520x3520x400 meters. Figure 4.7 shows
the optical depth for the heterogeneous domain.
The easiest heterogeneous test to perform is for a nadir-nadir case. We used 50 rpm or
20000 rays for the forward solver. Appendix D shows the single-scattered radiance produced
from the I3RC run and the forward solver, with Figure 4.8 showing the percent error, which
ranges form around −18% to around 3%. We need to keep in mind that the I3RC is a
Monte Carlo code, so there is noise associated with it. However, we know the Monte Carlo
noise associated with the run, as seen in Figure D.3. Since we are not comparing against
an exact solution, we produced a histogram of the TOD percent error in Figure 4.9. The
histogram shows the count of how many TOD radiance values are within certain percent
error bounds. We found that around 66% of the radiance values from the forward solver
are within 1% of having 0% error. The shape we see in Figure 4.9 is what we would expect
with the Monte Carlo noise. In Appendix D, Figures D.4 and D.5 show the Monte Carlo
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Figure 4.7: Optical depth for the heterogeneous domain.
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Figure 4.8: Percent error for forward solver compared to I3RC for nadir sun and view angles.
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Figure 4.9: Histogram of TOD percent error for nadir sun and view angles.
noise and the forward solver’s percent error respectively. The axes have been changed to
only show error above a certain magnitude. Note, the TOD voxels in the forward solver
associated with high percent error are exactly the same TOD voxels where the Monte Carlo
noise is high.
Now, we will test how the forward solver behaves for cases when the view angle is not at
nadir. Comparing the forward solver results to the I3RC for any other case than the nadir-
nadir case is much more difficult. The forward solver provides radiance values leaving the
TOD at a particular point whereas the I3RC gives the average radiance leaving the TOD over
an entire voxel top. For this reason, a direct comparison is difficult given a heterogeneous
domain. Since the I3RC is computing an average radiance over a voxel, we decided that a
good place to start our comparison is to compare the whole TOD average radiance value.
Figure 4.10 compares the average radiance value over the whole TOD from the forward
solver with the I3RC. For this case, the forward solver used around 12000 total rays for each
view angle and the sun angle was held constant at nadir. The percent error, shown in Figure
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Figure 4.10: Average TOD monochromatic radiance for constant nadir sun angle.
0 10 20 30 40 50 60 70−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
View Angle in Degrees
Pe
rc
en
t E
rr
or
Percent Error: 100*(I3RC − MyRad)/I3RC
Figure 4.11: Percent error for average TOD radiance comparison at nadir sun.
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Figure 4.12: Demonstration of why increasing y resolution is futile.
4.11, is generally less than 2% in magnitude. Appendix E has similar figures for sun angles
of 10◦, 20◦, and 30◦, all with around 12000 rays for each case. After looking at the results in
Appendix E for non-nadir sun cases, it is obvious that the percent error is not nearly as good
as for the nadir sun case, and the nadir sun case is not nearly as accurate for non-nadir view
angles. This difference in accuracy comes from the averaging. Again, the I3RC is taking a
domain average over all points whereas the forward solver is averaging over 64x64 points.
As a way to test that this is in fact the cause of the larger percent errors, we increased the
domain resolution by 5 along the x-axis. This gave us a new voxel size of 11x55x25. Figure
4.12 helps to demonstrate this idea. The total area shaded in grey represents the original
domain voxel size. We have divided the voxel by 5 in the x-direction in order to get a better
average radiance. Note that the extinction properties within the 5 new voxels are the same
as the original larger voxel. There is no need to increase the resolution in the y-direction
since the radiance values will not change along the y-direction within a voxel. This is because
the azimuthal angles are set so we can calculate the radiance in an x-z-plane.
We chose to increase the resolution by 5 since that number gave an integer voxel size.
Figures 4.13 and 4.14 show the radiance values and percent error for a domain with 5 times
domain resolution along the x-axis for a sun angle of 10◦. We can see that the average
radiance from the forward solver is significantly closer to the I3RC average, just outside of
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Figure 4.13: Average TOD monochromatic radiance comparison for a 10◦ sun angle of the
I3RC and the forward solver.
the Monte Carlo noise level. For view angles 0◦, 10◦, and 20◦, the forward solver does not
perform as well. In Figures 4.13 and 4.14, we used 50rpm for each view angle, so the total ray
number is significantly less for the smaller view angles. By increasing the total ray number
to be greater than 12000 for 0◦, 10◦, and 20◦, we were able to get more accurate results.
However, the percent error for the 0◦ view angle was still greater than 0.5% in magnitude.
Increasing the ray count did not give better results, which was the exact reason we decided
to try increasing the domain resolution. So, we increased the domain resolution for the 0◦
view angle to be 55 times the original domain resolution, giving a new voxel size of 1x55x25.
Figures 4.15 and 4.16 show the radiance values and percent error with increased ray count
for view angles 10◦ and 20◦ and the further increased resolution for view angle 0◦. We see
that the percent error is always less than 0.5%.
In summary, we derived a tomographic single-scattering forward 3-D RTE. The develop-
ment of the RTE was inspired by the notation and methods used in Florescu et al. (2009)
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Figure 4.14: Percent error between the forward solver and I3RC for a 10◦ sun angle.
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Figure 4.15: Figure 4.13 with increased ray count for view angles 10 and 20, and increased
resolution for view angle 0.
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Figure 4.16: Percent error for Figure 4.15.
and Marshak and Davis (2006). After the RTE was derived for a heterogeneous domain,
we applied homogeneous conditions to check that the RTE simplified to the homogeneous
RTE solution. Then, we developed a forward model in fortran. The forward model was
verified using simple homogeneous domains and a Monte Carlo simulation from the I3RC
model. The homogenous domain results show that our forward model is highly accurate, as
long as we provide enough rays. In most cases, using around 12000 total rays is enough to
reach below 0.5%. For heterogeneous domain comparisons, we used the I3RC model. The
only discrepancies that showed up in our comparisons were where the Monte Carlo noise
is high. Additionally, the forward model presented here saves significant computing time.
Most simulations for all 8 view angles were complete within an hour using a single processor.
The only exceptions being the increased resolution cases that changed the voxel sizes to be
11x55x25 and 1x55x25. For comparison, the Monte Carlo I3RC runs take approximately 5.5
hours on a single processor, or 15 to 20 minutes run in parallel on 20 processors.
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Chapter 5
Inverse Problem
5.1 Derivation
Applying popular inversion techniques from medical imaging or atmospheric radiative trans-
fer to our inverse RTE problem proved to be non-trivial. Most medical imaging tomography
methods use a point source, whereas the problem here has a plane source provided by the
sun. We decided to use an iterative approach that depends on the forward model we devel-
oped. The iterative approach we initially chose was the Gauss-Newton method for solving
nonlinear least-squares problems [Croeze et al. (2012)].
Before we discuss the Gauss-Newton method, we want to explain why we drop the y
dependence for the inverse problem. Because we are looking at 2-D cross sections from
multiple angles and then reconstructing the 2-D distribution, we can consider a single 2-
D cross section for the inverse problem. To obtain multiple 2-D cross sections, which is
needed for the 3-D reconstruction, we can simply apply the inversion to each cross section
individually. Therefore, within this chapter we treat the problem as 2-D and drop the y
dependence.
The Gauss-Newton method is used to fit a set of observations with a model that is non-
linear with respect to a number of unknown parameters, given there are the same number
or more observations than parameters. We solve for the parameters by iterating through a
linear approximation of the model. This method relies on minimizing the sum of squares of
the error term. For our application, the data we use are the radiance values measured by a
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satellite. So, we will call our sum of squares
S =
1
2
nmeas∑
i=1
(
I imeas − I imodel
)2
, (5.1)
where Imeas represents the radiance values collected from a satellite at a set of x positions for
a nview number of view angles, Imodel represents what the forward model outputs for each of
the measurements based on an educated guess for the extinction coefficient parameters, and
nmeas = x · nview. Even though it is not explicitly shown, the measured and model radiance
values depend on the three-dimensional position in space, the sun and view angles, and the
extinction coefficient values throughout space. We will refer to the extinction coefficients as
the model parameters, and the space coordinates and view angles will be the model variables.
The minimum of S will occur when the gradient with respect to the model parameters
is zero. Suppose we have xvox = x · d parameters, which represents a domain with x voxels
in the x direction and d voxels in the z direction. This creates an x by d grid which has an
extinction value associated with each grid cell. We can write the minimization problem as
∂S
∂σj
=
nmeas∑
i=1
ri
∂ri
∂σj
= 0 (5.2)
for j = 1, 2, ..., xvox, where ri = I
i
meas− I imodel represents the residual for the ith measurement
and σj is the j
th extinction coefficient. We use the Jacobian J to represent the matrix of all
gradients of ri.
J (σ) =
[
∂ri
∂σj
]
i=1,...,nmeas; j=1,...,xvox
=

∂r1
∂σ1
· · · ∂r1
∂σj
· · · ∂r1
∂σxvox
...
. . .
...
... · · · ∂ri
∂σj
· · · ...
...
. . .
...
∂rnmeas
∂σ1
· · · ∂rnmeas
∂σj
· · · ∂rnmeas
∂σxvox

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Now, we will need a linear approximation to our model function. We begin by focusing
on I imodel, which is the model radiance for the i
th measurement. Keep in mind that
I imodel = I
i
model (x,Ωsun,Ωview;σ) . (5.3)
The initial guess for the radiance is found by making an initial guess for all the σ values and
then computing the model radiance using that domain. If we let σj ≈ σk+1j = σkj + ∆σj,
where k indicates the iteration number, then the Taylor expansion of I imodel about σ
k can be
written as
I imodel ≈ I imodel
(
σk
)
+
xvox∑
j=1
∂I imodel
(
σk
)
∂σj
(
σj − σkj
)
.
Note that ∂I i/∂σj is simply the ji
th component of the Jacobian.
I imodel ≈ I imodel
(
σk
)
+
xvox∑
j=1
Jji∆σj (5.4)
Next, we need to find the Taylor expansion of ri (σ). Since I
i
meas is a constant, the second
term in the expansion will be identical to that for I imodel.
ri (σ) ≈
(
I imeas − I imodel
(
σk
))
+
(
0−
xvox∑
h=1
Jhi∆σh
)
(5.5)
Using Equation (5.2), we can plug in for ri and get
∂S
∂σj
=
nmeas∑
i=1
[(
∆Iki −
xvox∑
h=1
Jhi∆σh
)
∂ri
∂σj
]
= 0 (5.6)
for j = 1, 2, ..., xvox, where ∆I
k
i = I
i
meas − I imodel
(
σk
)
. Also, note that
∂ri
∂σj
= −Jji (5.7)
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since I imeas is a constant. Rearranging Equation (5.6), we get
nmeas∑
i=1
[(
∆Iki −
xvox∑
h=1
Jhi∆σh
)
(−Jji)
]
= 0
for j = 1, 2, ..., xvox,
nmeas∑
i=1
xvox∑
h=1
JjiJhi∆σh =
nmeas∑
i=1
Jji∆I
k
i
for j = 1, 2, ..., xvox, and using matrix notation
(
JTJ
)
∆σ = JT∆I. (5.8)
We can rearrange Equation (5.8) to solve for ∆σ and form an equation for σk.
σk = σk−1 +
(
JTJ
)−1
JTE (5.9)
In Equation (5.9), E represents the error between the exact radiance measurement and the
radiance calculated in the (k − 1)th iteration. Using this formula, we can adjust the guess
for the extinction coefficient and continue to iterate until we reach a specified error bound
for the radiance.
In addition to Gauss-Newton method, we also used a Levenberg-Marquardt technique.
The Gauss-Newton method ended up being prone to divergence due to the ill-posedness of
our 3-D RTE inverse problem. The Levenberg-Marquardt method can be thought of as a
way to jump between the gradient descent method and Gauss-Newton method, allowing for
more rapid convergence. The gradient descent method has a much slower convergence rate,
but is less prone to large jumps that can lead an iteration away from the minimum. A
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Levenberg-Marquardt iteration looks very similar to the Gauss-Newton,
σk = σk−1 +
(
JTJ + γk−1D
)−1
JTE. (5.10)
In Equation (5.10), we add matrix γk−1D to JTJ , where D is some diagonal matrix, often
chosen to be the identity matrix. The damping parameter γ is chosen at each iteration step
in such a way that helps minimize the square error. There are two options for updating γ.
If the square error increases for step k − 1, increase γ and don’t update σ. If the square
error decreases for step k − 1, decrease γ and update σ [Rodgers (2000)]. There are many
algorithms with different methods for updating γ and different choices for the diagonal
matrix D. In Subsection 5.2.1, we describe a couple Levenberg-Marquardt algorithms we
tested.
5.2 Numerical Results
5.2.1 Code Description
The inversion code is written in the fortran language and compiled as a fortran 90 file,
just like the forward solver. The file contains the iteration process described in Section
5.1, a forward solver subroutine, a subroutine to compute the Jacobian, and a subroutine
that computes a square matrix inverse. We will begin by noting that the forward solver
subroutine is just the forward model we had already developed, described in Subsection
4.2.1, with some minor tweaks that allow us to store information that is now needed to do
the inversion by iteration. The code is described for a 2-D domain in x and z, but can be
easily extended to a third dimension by looping through the y-coordinate as was done in the
forward solver. Therefore, we still require the geometry of the sun and viewing system to be
such that they are both in the same x-z-plane.
An important concept for the inversion code is the stack vectors. Suppose we have a
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domain that is 4 columns by 3 rows. Instead of using an array with 4 columns and 3 rows,
we stack the rows, making an array with 12 columns. So, the first 4 entries of the stack vector
are the first row, the next 4 entries are from the second row, and the last 4 are from the third
row. Using stack vectors like this allows the code to more easily perform the computations
necessary to use the Gauss-Newton iteration technique. The stack vectors are also used for
the measurements. Similar to the stacking described for the 4x3 domain, we can create an
array that has the first x entries at one view angle, the next x entries at another view angle,
and so forth.
In order to do the Gauss-Newton iteration process, we need an initial guess for the
extinction coefficients. As an example, the initial guess could be computed from averaging
all the radiance values and assuming the whole domain is homogenous. Then, we could use
the average radiance value to solve the homogeneous RTE for the first extinction value guess
to plug into our model.
After computing the initial guess for the extinction values, we call the forward solver
subroutine to get the radiance model values, which are just the radiance values computed
with the extinction value guesses. Then, we subtract the model radiance values from the
actual radiance to get the error E. Looking at Equation (5.9), we can see that the only thing
we now need to be able to find our next extinction value σk is the Jacobian. Our values for
σk−1 for this first iteration are the initial values we chose.
Computing the Jacobian poses several difficulties. Let’s take a look at the equation for
the model radiance of the ith measurement I imodel.
I imodel =
Fp
4pi
m∑
n=1
[
σscat (n) exp
(
−
xvox∑
j=1
` (j, n)σ (j)
)
∆n
]
(5.11)
In Equation (5.11), F is the incoming irradiance from the sun source and p is the phase
function. Both of these values are considered as constants here. The summation over n
is for the rays that contribute to the radiance I imodel and m is the total number of rays
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that contribute. For each ray, there is a scattering point where the ray changes direction
towards the position that the ith measurement is begin taken. We need to know exactly
which voxel scattering takes place for each ray so we can use the correct extinction value
σscat (n). The transmittance term is presented in a different way from the previous versions
of this equation. Note that xvox is equal to the total number of voxels in a cross section
of the domain. To compute the extinction we need to know the distance each ray travels
through each voxel. In the forward solver subroutine, we added a variable that records the
length each ray traveled through each voxel. If ray n does not interact with voxel j, then
` (j, n) will be zero and the jth extinction coefficient will not contribute to the transmittance
term for that ray.
Solving the Jacobian matrix requires taking the derivative of Equation (5.11) for each
model guess i with respect to each extinction coefficient σ (j). The size of the Jacobian
will depend on the number of measurements and the size of the domain. However, when
considering each element in the Jacobian matrix, the number of terms added together for
that element depends on the number of rays m. Additionally, if we are taking the derivative
with respect to the same extinction coefficient as σscat (n), we will have a more complicated
derivative that uses the product rule.
The first thing we did to untangle the complicated nature of the Jacobian was to create a
very generic form of Equation (5.11). We wanted to create a form of the RTE that combined
each variation of the σ dependent RTE. For simplicity, we will demonstrate this idea for a
case with 1 ray and 2 voxels.
I imodel =
Fp
4pi
v (i, 1, 1)σ1 exp (− (` (1)σ1 + ` (2)σ2)) ∆n (5.12)
+
Fp
4pi
v (i, 2, 1)σ2 exp (− (` (1)σ1 + ` (2)σ2)) ∆n
The new variable v is determined within the forward solver subroutine. There is a v (i, j, n)
value for each measurement i, voxel j, and ray n. Suppose for measurement i, ray n scatters
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in voxel j. Then, we assign the value of 1 to v (i, j, n). Since v is initially assigned to be a
matrix of zeros and ray n can only scatter once, according to Equation (5.12) , v will only be
nonzero for one of the terms. So, while our new representation of the RTE will have many
extra terms, all but one term will be zero.
We can easily take the derivative of this generic form of the RTE to use for the Jacobian
subroutine. Suppose we want the derivative with respect to σ1.
∂I imodel
∂σ1
=
Fp
4pi
v (i, 1, 1) exp (− (` (1)σ1 + ` (2)σ2)) ∆n (5.13)
+
Fp
4pi
( −1
` (1)
)
v (i, 1, 1)σ1 exp (− (` (1)σ1 + ` (2)σ2)) ∆n
+
Fp
4pi
( −1
` (1)
)
v (i, 2, 1)σ2 exp (− (` (1)σ1 + ` (2)σ2)) ∆n
Group like terms and simplify. Note we use vectors for ` and σ now.
∂I imodel
∂σ1
= Cv (i, 1, n) exp (−`σ) (5.14)
+ C
( −1
` (1)
)
exp (−`σ) [v (i, 1, 1)σ1 + v (i, 2, 1)σ2]
Here C = Fp∆n/4pi. It is easy to see that for any σj and ray n we have
∂I imodel
∂σj
= Cv (i, j, n) exp (−`σ) (5.15)
+ C
( −1
` (j)
)
exp (−`σ)
[
xvox∑
h=1
v (i, h, n)σh
]
.
If ` (j) is zero, then the second term in Equation (5.15) does not exist and we are only left
with Cv (i, j, n) exp (−`σ).
Now, we have the all the information needed to describe how the Jacobian subroutine
works and how the Jacobian itself is calculated. Within the main text of the code, we first
create a do-loop over the extinction coefficient σj that we take the derivative with respect
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to, and then within that do-loop we write another do-loop over the measurements i. The
combination of i and j will tell us which cell of the Jacobian matrix we are solving for. As we
loop over all the extinction coefficients and measurements, we will fill the Jacobian matrix.
Next, we initialize the the Jacobian value of the jith cell to be zero. Consider Equation
(5.15). The only part of the equation that changes with each ray n is the variable v. So,
next we add a do-loop over the rays n. In this do-loop we call the Jacobian subroutine. The
subroutine solves Equation (5.15) for the jith element of the Jacobian for ray n. Back in
the main text of the code, we add together each ray’s contribution to the jith element of the
Jacobian as we loop through the n rays. After the do-loops are all finished, we will have
filled the Jacobian matrix.
The rest of the inversion code is very simple. Now that we have the Jacobian, we can
solve Equation (5.9). The matrix inverse subroutine used to calculate
(
JTJ
)−1
was found
from an online source and uses the Doolittle LU method [Godunov (2009)]. Once σk is found,
we go back and compute a new radiance guess value and repeat the whole process until we
are satisfied with the percent error.
Now that we have formulated the Gauss-Newton inversion code, we will discuss the
addition of the Levenberg-Marquardt method. The algorithms that we tested came from
Gavin (2013). As is typical of Levenberg-Marquardt methods, the user specifies the initial
damping parameter γ seen in Equation (5.10). It should initially be chosen to be fairly large.
We can test several cases and see what an appropriate initial γ value should be. Call the
initial γ value γ0. The first Levenberg-Marquardt method is fairly simple. Given γ0, we can
calculate the next iterate of σ by
σk+1 = σk +
(
JTJ + γ0diag
(
JTJ
))−1
JTE (5.16)
= σk + h1,
where diag (A) produces a diagonal matrix of the diagonal entries of A with dimensions equal
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to A. A subroutine that gives a diagonal matrix was created for this Levenberg-Marquardt
code, but was trivial to produce and the description is left out of the discussion. The
Levenberg-Marquardt version of the inverse code was added to the base Gauss-Newton code.
In other words, we started with the Gauss-Newton code and just added a few adjustments,
starting with replacing Equation (5.9) with Equation (5.10). All that is left is choosing the
manner in which we update the damping parameter for the next iteration. According to the
method from Gavin (2013), we determine the change based off of a metric ρk (h1) for the
kth iteration.
ρk (h1) =
χ2
(
σk
)− χ2 (σk + h1)
hT1 (γ
kh1 + JTE)
(5.17)
In Equation (5.17), we represent the sum of squares by χ2 (σ), which is S in Equation (5.1).
The value of ρk (h1) should be calculated before we make our (k + 1)
th iteration. Therefore,
within a single iteration, we need to make two calculations of χ2, one calculation for σk
and another for σk + h1. Calculating the sum of squares is easily implemented within the
inversion algorithm, because we have already calculated the error E, which contains the
values of I imeas− I imodel for each measurement i. We can simply square the elements of E and
sum up all the squared elements.
Once we have calculated ρk (h1), we must compare its value to a user specified error, .
If ρk (h1) > , then our next iteration σ
k + h1 is sufficiently better than σ
k. So, we update
σk+1 = σk + h1 and set γ
k+1 to be γk/L1, where L1 is specified by the user. If ρ
k (h1) > ,
then we keep σk for our next iteration, but change γk+1 =
(
γk · L2
)
, where L2 is specified
by the user.
Gavin (2013) included a more involved Leveberg-Marquardt algorithm that we also
tested. We will refer to the Levenber-Marquardt method described above as version Lev-
Mar1, and the following algorithm will be called version LevMar2. The first difference comes
in when we define the initial damping parameter γ0. Instead of simply using the user specified
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γ0, we multiply the value by a term dependent on the Jacobian.
γ = γ0 ·max
(
diag
(
JTJ
))
(5.18)
Here, we take the maximum diagonal value of JTJ and multiply by a user specified γ0. The
equation for the next iteration of σ is given by
σk+1 = σk +
(
JTJ + γkI
)−1
JTE (5.19)
= σk + h2,
where I represents the identity matrix. Just as with version LevMar1, we need to describe
how γ should be updated. In order to do this, we introduce a parameter called α and let
Equation (5.20) describe its value.
α =
(
JTE
)T
h2
1
2
(χ2 (σk + h2)− χ2 (σk)) + 2 (JTE)T h2
(5.20)
Using the same formula for ρk (h) as Equation (5.17), we compare ρk (αh2) to a user specified
. If ρk (αh2) > , then we accept the new iteration of σ
k+1 = σk + h2 and assign γ
k+1 as
γk/ (1 + α). On the other hand, if ρk (αh2) < , then we reject the new iteration of σ and
assign
γk+1 = γk +
∣∣χ2 (σk + αh2)− χ2 (σk)∣∣
2α
. (5.21)
Note, all the variables we need to calculate the next iteration of γ and α have already been
determined within the inversion algorithm. Therefore, not much more detail was added to
implement these Levenberg-Marquardt algorithms.
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5.2.2 Results
The best way to initially test our inverse algorithm was to develop a problem that has no
noise due to the rpm chosen. This means, we use the forward model to produce the measured
radiance Imeas with a specified number of rpm. Then, when we use the inverse algorithm to
calculate our model radiance values Imodel we prescribe the same number of rpm. This way,
no errors can be introduced from not having enough rpm. We will first discuss the results
from the Gauss-Newton algorithm. Then, we will briefly discuss the Levenberg-Marquardt
results from LevMar1 and LevMar2.
There are a number of variables that need to be specified for each inverse problem. These
include: the rpm value, sun angle θ0, view angle θ, number of columns x, and number of
rows d. Recall, we are not considering the y dependence as the tomography set-up and
single-scattering approximation allows each cross section to be independent of the other.
In practice, we would assign the iterations to stop once a certain error bound has been
breached. However, we chose to manually specify the number of iterations for these simple
tests to ensure the model does not keep iterating for a case that diverges or converges to a
value above the error bound. Also, in practice we would determine the initial guess for σ
based off of the measurements Imeas. For the purpose of testing the validity of the inversion
algorithm, we decided to use another approach. In most cases, the initial guess for σ is just
1.1 · σ. This allows us to know how close our initial guess is to the actual extinction value,
and then we can determine how close our initial guess needs to be in order for the inverse
algorithm to converge on the σ that minimizes the square error. Additionally, we would not
have percent error curves for the extinction coefficients if real data was being used. For these
test cases, we do provide percent error curves for the extinction coefficients. This helps us
determine how small the radiance error should be in order to get within a certain tolerance
for the extinction coefficient errors.
We began small by testing a domain with 1 row and 1 column, making a 1 m2 pixel, and
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Figure 5.1: Radiance percent error for the Gauss-Newton inverse model. This is for a 1x1
domain with size 1 m2. The sun angle is 30◦ and the view angle is 35◦. The guess we made
was 1.1 · σ and the actual value is σ = 0.01 m−1. Each rpm case was tested completely
separate.
1 rpm. Then, we increased the rpm, keeping all else the same. The results of these tests
can be seen in Figures 5.1 and 5.2. Since we only have one pixel and one view angle, there
is only one measurement, and it is easy to show the results for different rpm cases in one
plot. Note the x-axes. For each case, the model calculated 10 iterations. Some errors were
so small that they are read in as zeros, which is why the plots do not show values for all 10
iterations. The y-axis is on a log scale to better display the different rpm curves. We can
see that for this simple homogeneous case, the inverse model performs very well, converging
to 0% error in less than 10 iterations. We also want to mention all these inverse problem
results use repeating boundary conditions, just as the forward model uses.
As we increase the number of columns of pixels, giving an nx1 domain, the results are very
similar. A couple rpm cases for a 5x1 domain are shown in Appendix F, where convergence
is reached in under 12 iterations. We tested up to 50 columns in the nx1 domains, each case
exhibiting fast convergence.
Figures 5.3 and 5.4 show results for a case with 2 rows and 2 columns. Since we have
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Figure 5.2: Extinction coefficient percent error for the Gauss-Newton inverse model. This
is for a 1x1 domain with size 1 m2. The sun angle is 30◦ and the view angle is 35◦. The
guess we made was 1.1 · σ and the actual value is σ = 0.01 m−1. Each rpm case was tested
completely separate.
0 5 10 15 20 2510
−8
10−6
10−4
10−2
100
102
Radiance Percent Error | 2x2 domain | 20 rpm
Iteration Number
A
bs
ol
ut
e 
V
al
ue
 o
f P
er
ce
nt
 E
rro
r i
n 
%
 
 
Pixel 1, 35o
Pixel 2, 35o
Pixel 1, 40o
Pixel 2, 40o
Figure 5.3: Radiance percent error for the Gauss-Newton inverse model. This is for a 2x2
domain, each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦ and
40◦. The guess we made was 1.1 · σ and the actual values are σ = 0.01, 0.02, 0.03, and
0.015 m−1.
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Figure 5.4: Extinction coefficient percent error for the Gauss-Newton inverse model. This is
for a 2x2 domain, each pixel having size 1 m2. The sun angle is 30◦ and the view angles are
35◦ and 40◦. The guess we made was 1.1 · σ and the actual values are σ = 0.01, 0.02, 0.03,
and 0.015 m−1.
more than 1 row, we need to increase the number of view angles. The number of view
angles must be equal to or greater than the number of rows in order to have the number of
measurements, hence equations, equal the number of unknowns. We can see that we need
to go through more iterations to get convergence to about 0% error, however the number of
iterations is still small. It is important to see that we need to have a smaller radiance error
than the desired extinction coefficient percent error. Many times, the extinction coefficient
percent error is about 10x or more larger than the respective radiance percent error at the
same iteration number.
While these initial results all seem great, when we choose certain rpm values for domains
with more than 1 row, the percent error is prone to tend towards infinity for both the
radiance and extinction coefficient values. A couple examples for these cases are included
in Appendix F. These cases appear because the inversion of our RTE is ill-posed. What we
discovered is the Jacobian values are often very small. When we take the matrix inverse of
JTJ , according to Equation (5.9), the values can become large. If the eigenvalues of JTJ
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Figure 5.5: Radiance percent error for the LevMar1 inverse model. This is for a 2x2 domain
with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦ and
40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.03, and
0.015 m−1.
are nonnegative, this can lead us away from the steepest descent region [Nielsen (1999)].
The Levenberg-Marquardt method is one way to stabilize the solution method. We add a
damping parameter to JTJ that can keep the eigenvalues less than zero and step towards
the direction of steepest descent. Appendix F shows some results from LevMar1. What
we found was this method led to faster convergence in some cases, however, sometimes we
converge to the incorrect values, as seen in Figures 5.5 and 5.6. Similar results were found for
LevMar2, also shown in Appendix F. While the results shown for the Levenberg-Marquardt
algorithms still converge to extinction coefficient values with low percent errors, we did have
some cases that converged to incorrect values much farther away from the actual extinction
coefficient values.
Tables 5.1, 5.2, and 5.3 summarize a broader range of test cases for the inversion al-
gorithms, but do not include an exhaustive list of all the cases that were tested. For all
the cases we did test, there is no pattern for whether a case will converge to the correct
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Figure 5.6: Extinction coefficient percent error for the LevMar1 inverse model. This is for a
2x2 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are
35◦ and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different
color lines represent the percent errors for different pixels. Note we are using repeating
boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.03, and 0.015 m−1.
or incorrect values, or exhibit non-convergence for either the Gauss-Newton or Levenberg-
Marquardt cases. Note, we do not show any results for the LevMar2 code in these tables
because nearly all cases tested converged to the incorrect values. We can see in Table 5.1
that we get convergence to the correct values in all cases except when we increase the ex-
tinction coefficient values. It is not clear why this is the case as of yet. The results for the
3x2 domain show poorer results for the higher extinction values as well. We can see that the
Levenberg-Marquardt algorithms do stop the iterations from non-convergence, but do not
always converge to the correct solution.
We are confident that our implementation for the inverse problem is correct for the basic
Gauss-Newton method. The fickle behavior is due to the degree of ill-posedness for each
case, which appears to get worse as we increase the size of the domain, results of which are
not shown. The Levenberg-Marquardt algorithms were not given as much time to validate
correct implementation, however they do eliminate non-convergence results. This gives us
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rpm 1x1 2x1 10x1 10x1; σ = σ · 10 50x1
1 O O O X O
2 O O O O O
3 O O O O O
4 O O O – O
5 O O O – O
20 O O O – O
29 O O O – O
30 O O O – O
31 O O O – O
50 O O O – O
Table 5.1: X = no convergence. O = convergence to correct values. – = convergence to
wrong values. These are results for the Gauss-Newton algorithm. The domains are nx1 as
indicated in the first row with 1 m2 pixel size and extinction values on the same scale as
previously used, about 10−2, except for the last column in which we multiply the typical
values by 10. The sun angle is constant at 30◦. The guess values are 1.1 ·σ. The view angles
are all the same at 35◦. We tested 10 different rpm values.
hope that we can try adding additional types of constraints in our inversion algorithm to
further stabilize our solutions, which is left under future work.
All in all, we successfully implemented both Gauss-Newton and Levenberg-Marquardt
algorithms to our inverse model and were able to get results for a wide variety of cases. Much
more work is needed in constraining the inverse solution due to the ill-posedness, which is
common in inverse problems. Since this is such a common problem, there is a significant
amount of literature on how to deal with constraining the solution. Our next step is to
try another constrained method which is used in Aides et al. (2013). The methodology
follows very closely to what we chose to do here with the ray-tracing method. In Aides et al.
(2013), an L-BFGS-B technique is used and they show convergent results. Other next steps
include searching other constraint methods as well as verifying the implementation of the
Levenberg-Marquardt algorithms.
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rpm θv = 40,45 θv = 35,40 θv = 20,32,41,53 θv = 20,32,41,53; σ = σ · 10
1 O X O X
2 O X O X
3 O O O O
4 X O O –
5 O O O O
20 O O X X
29 O X X X
30 X X X X
31 X O X X
50 X O O X
Table 5.2: X = no convergence. O = convergence to correct values. – = convergence to
wrong values. These are results for the Gauss-Newton algorithm. The domain is 3x2 with
1 m2 pixel size and extinction values 0.01, 0.02, 0.04, 0.03, 0.015, and 0.01 m−1, except for
the last column in which we multiply these values by 10. The sun angle is constant at 30◦.
The guess values are 1.1 · σ. The view angles are specified for each column and we tested 10
different rpm values.
rpm θv = 40,45 θv = 35,40 θv = 20,32,41,53 θv = 20,32,41,53; σ = σ · 10
1 O – O –
2 O – O –
3 O O O O
4 – O O –
5 O O O –
20 O O – –
29 O – – –
30 – – – –
31 – O – –
50 – O – –
Table 5.3: X = no convergence. O = convergence to correct values. – = convergence to
wrong values. These are results for the LevMar1 algorithm. The domain is 3x2 with 1 m2
pixel size and extinction values 0.01, 0.02, 0.04, 0.03, 0.015, and 0.01 m−1, except for the
last column in which we multiply these values by 10. The sun angle is constant at 30◦. The
guess values are 1.1 · σ. The view angles are specified for each column and we tested 10
different rpm values. We assigned L1 = L2 = 1000, γ0 = 1000 and  = 0.001.
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Chapter 6
Conclusions
The IPCC’s Fifth Assessment Report identifies a lack of confidence in the representation and
quantification of cloud and aerosol processes in climate models. NASA has long recognized
the need for improving our understanding of these processes, as well as our understanding
of other earth properties, and has invested in the development of numerous earth observing
satellites. As we are currently developing the next fleet of satellites to further improve
our measurements, we need to simultaneously be improving our retrieval algorithms. The
state-of-the-art retrieval algorithms used on passive satellite measurements are all currently
using 1-D radiative transfer, which we have seen produces intolerable results [e.g. Marshak
et al. (2006); Wen et al. (2007); Yang and Di Girolamo (2008); Di Girolamo et al. (2010)].
Now is the time to improve our retrieval algorithms so we can make informed decisions on
the design of the instruments placed on future satellites. Our focus has been on improving
the retrieval of aerosol and cloud properties by developing a 3-D RTE inversion algorithm.
Since little has been done to add 3-D radiative transfer in atmospheric remote sensing, our
attempt here is just the beginning of a long-line of work on this problem.
Because there has been little development in 3-D radiative transfer inversions in at-
mospheric remote sensing, we surveyed the field of science to find other fields that may
encounter similar problems. What we found in the medical imaging field was a tomography
method for solving many of the radiative transfer problems. By adopting a tomography
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method, we were able to simplify the 3-D problem into a series of 2-D problems with the
use of multi-angle measurements. Fortunately, the need for multi-angle measurements has
already been addressed and we have about 15 years of multi-angle satellite data from MISR.
However, there has still been little development in using the multi-angle data from MISR
for 3-D reconstructions.
How do we begin to add 3-D radiative transfer to our passive satellite retrieval algorithms?
We need to start small and develop a solid foundation to build on. The way we chose
to do this was by applying a single-scattering approximation to the 3-D RTE. While this
approximation is not valid in most, if any, realistic atmospheres, it is often used to provide
a foundation for a multiple scattering approach.
In this thesis, we have developed a ray-tracing single-scattering 3-D radiative transfer
forward model by use of tomography. The forward model was validated with the I3RC Monte
Carlo model. We chose to use a ray-tracing method in order to easily manipulate the results
for use in an iterative inversion algorithm. The inverse problem requires reconstructing the
3-D distribution of the scattering coefficients for a specified domain size. For the inversion
algorithms, we initially chose to try a simple Gauss-Newton method, but had problems with
convergence due to the ill-posedness of the inverse problem. One way to constrain the inverse
problem is to apply a Levenberg-Marquardt algorithm, which is a slight modification of the
Gauss-Newton method. There are many Levenberg-Marquardt algorithms available, and we
chose two algorithms from Gavin (2013). Both algorithms constrained the problem such
that it always converged, however the results for both algorithms often did not converge
to the correct extinction values. More work needs to be done in order to validate that the
Levenberg-Marquardt algorithms were implemented correctly, but we expect there will still
be a need for more constraints on the problem.
In order to deal with the ill-posedness of the inverse problem, we need to research other
constraint methods besides Levenberg-Marquardt algorithms. As previously mentioned,
Aides et al. (2013) uses an L-BFGS-B algorithm in their paper that uses a similar formulation
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of the problem as is used here. The L-BFGS-B algorithms is one method we think should be
considered. Although, we also recommend researching other ways to deal with ill-posedness
since this is a common problem encountered in inverse problems.
It is important to recall that the scattering coefficients that we are trying to reconstruct
the distribution of are not the only parameters in the 3-D RTE that will be unknown in
a real world problem. We will also need to reconstruct the distribution of the absorption
coefficients, as well as properties of the scattering phase function. Since these parameters
add more unknowns into our inverse problem, it is important to find a well-behaved inversion
algorithm. The added complexity will only increase the ill-posedness of the problem. Also,
we only tested very small domains on our inversion algorithms. For real world application,
we would need to use much larger domains. Again, this will cause more problems with
ill-posedness. Larger domains will also increase the computational demand. Therefore,
the constraints we apply to our inversion algorithm need to be robust for a wide range of
conditions.
After these additions and improvements to our inversion algorithm are implemented,
we can use this inversion model for reconstructions in cloudless atmospheres that are more
likely to follow a single-scattering solution. The methods used here can influence future
work on a multiple-scattering solution as well. The foundation laid here can lead us along
a path toward increasing our confidence in our satellite retrieval algorithms. This will help
us improve our understanding of cloud and aerosol properties, which can help decrease the
uncertainty in our climate models.
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Appendix A
Details on Forward Model
Appendix A contains derivations for intermediate values and other formulas for the forward
solver. We begin with how to calculate xvox. Under the single-scattering approximation,
there is only a finite distance line from where the incoming rays at the TOD can contribute
to the scattered radiance at exit point x. We call this distance xvox, which is derived and
shown schematically in Figure A.1. The length xvox along with the resolution given by the
user are used to calculate the total number of incoming rays that will contribute to the
scattered radiance. The user inputs how many rays per meter should be used. So, the total
number of rays m can be calculated as
m = xvox · rpm, (A.1)
where rpm represents the number of rays per meter.
Beginning at point x, we can consider rays coming in every 1/rpm moving in the −x
direction. As we approach the incoming ray that scatters on the bottom of the domain, it
will most likely not be a factor of 1/rpm away from x. We typically ignore this ray that
scatters on the bottom. This shortens the length along the TOD from which we consider
contributing incoming rays. The new distance is important to know for future variables. We
give the length we subtract from xvox the name xsub. Figure A.2 gives a visual and equation
for xsub. The floor function rounds numbers down to an integer number. The equation is
simply finding the remainder of xvox/rpm.
Now, we have enough information to find which depth each ray scatters at. This helps us
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Figure A.1: Schematic and derivation of xvox. Using the sun and view angles, we can use
the tangent function to calculate the total TOD distance where rays that enter the domain
can be single-scattered into the direction of the detector. Note, θ0 is the sun angle, θ is the
view angle, and d is the depth of the domain.
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Figure A.2: Schematic and derivation of xsub. We want the to consider rays coming in from
the TOD that scatter towards the detector which are all a factor of 1/rpm apart. So, we
calculate a new TOD distance from which rays can contribute to the radiance measured by
the detector. We can calculate the length subtracted from xvox by subtracting the remainder
of xvox/rpm from xvox.
find which row and column scattering takes place, and further helps us to select the correct
extinction coefficient in our calculations. First, we find the depth for the ray that scatters
farthest from the point x. Looking at Figure A.3, consider the small triangle formed by the
dashed line, the scattered ray, and the incoming ray scattering on the bottom of the domain.
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Figure A.3: Schematic for dray. Specifically, we show where the length of h can be found for
the first contributing ray to the scattered radiance measured by the detector.
We know that the top side of the triangle, which is dashed, has length xsub. Using the angles
θ0 and θ, we can apply the law of sines to get
xsub
sin (θ0 + θ)
=
h ∗ cos (θ0)
sin (pi/2− θ) ,
where h is shown in Figure A.3. The equation for the depth of the first incoming ray can
now be found by
dray (1) = d− h
= d− cos (θ0) ∗ xsub ∗ sin (pi/2− θ)
sin (θ0 + θ)
, (A.2)
where d is still used to define the total depth of the domain. Next, to find the value of dray
for all other rays, we use an equation similar to Equation (A.2) except instead of multiplying
by xsub, we use 1/rpm since that will be the distance between all other rays. For cases where
the sun or view angle is at nadir, we can follow similar logic. Instead of using the law of
sines, we can use the pythagorean theorem, because the triangle will be a right triangle. If
the sun and view angles are at nadir, there is no special calculation. Each ray will scatter
1/rpm farther than the previous.
The forward solver uses a do-while-loop to calculate the line integrals for τ1 and τ2 from
Equation (4.11). A do-while-loop will loop through the same calculations until a criterion
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is met. The criterion to terminate the optical path line integrals is to be in the row and
column where scattering takes place. Finding the number of rows a single ray interacts with
nrows is simple. We can just divide the variable dray for the particular ray in consideration
by the voxel depth. Since the ray can scatter within the last voxel, we round up using the
function ceiling.
nrows (i) = ceiling (dray (i) /dvox) (A.3)
We call the length of a voxel in the z direction dvox and use the index i to represent an
arbitrary ray. The scattered ray will be undergoing extinction in the +z direction until it
leaves the TOD. So, the scattered ray must move in the +z direction the same distance that
the incoming ray moved in the −z direction, which means the nrows for the scattered ray
will be exactly the same as for the incoming ray.
Finding a formula for the number of columns a single ray interacts with ncols is much
more difficult. The incoming ray and scattered ray will not necessarily move through the
same number of columns, as it depends on the sun and view angle. Additionally, when
finding nrow we know that every ray will start from the TOD, or at the same row number.
For ncols, the starting column can change, and the rays will not always start on a voxel edge.
In order to count the columns correctly, we need to know the exact x-position the incoming
ray starts at and the exact x-position the ray scatters at. Equations (A.4) and (A.5) give
the formulas for the lengths of xleft and xright shown in Figure A.4. The equations are found
using similar methods as for xvox. Note that wvox is the length of a voxel in the x-direction
and take remainder(x) = x− floor(x).
xleft (i) = remainder
(
(tan (θ0) + tan (θ)) ∗ dray (i)
wvox
)
(A.4)
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Figure A.4: Schematic for xleft and xright. The variable xleft describes the distance from the
right edge of the first voxel a ray enters. The variable xright describes the distance from the
left edge of the voxel a ray scatters in.
xright (i) = remainder
(
tan (θ) ∗ dray (i)
wvox
)
(A.5)
Now that we know exactly where the incoming ray starts within a voxel and where the
ray scatters within a voxel, we can accurately figure out the number of columns the ray
undergoes extinction in. If the value of xleft is zero, then we know that the incoming ray is
on a voxel edge and we don’t need to worry about counting an additional voxel that the ray
only partly goes through. Equation (A.6) is the formula for ncols when xleft is zero. We use
the ceiling function again to include the voxel where the ray scatters at in case it scatters
partially within a voxel.
ncols (i) = ceiling (tan (θ0) · dray (i) /wvox) (A.6)
If xleft is non-zero, then it becomes important to know the value of xright. Depending on the
exact values for these variables, the computer may calculate one less column than is actually
needed. So, we first calculate the value of xright in Equation (A.5). If xright is zero, then
we know that the ray scatters on a voxel edge and we can use Equation (A.6). If xright is
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non-zero, then ncols becomes more complicated. We can first subtract length wvox − xright
from tan (θ0) · dray (i), and then take the ceiling of the resulting distance. Add 1 for the
length in the column we cut off.
ncols (i) = 1 + ceiling
(
tan (θ0) · dray (i)− (wvox − xright)
wvox
)
(A.7)
To find the value of ncols for the scattered ray is much easier since the scattered ray is always
going through point x which is on a voxel edge.
ncols (i) = ceiling
(
tan (θ) · dray (i)
wvox
)
(A.8)
As mentioned before, the exit point x will be used an anchor to determine other variables.
For each x, the exit row rexit will be 1, which is defined to be at the TOD, and cexit is defined
to be the voxel number of x for the xth radiance value. For each x, we need to know which
column each incoming ray begins at cst. We can begin by finding the distance from x each
ray will be by using
(floor (xvox · rpm− (n− 1)))
rpm
,
where n is the ray number, and ray 1 is farthest from x. Now that we have the distance
from the point x, we can divide by wvox to get the number of columns the ray is away from
x. If we then take the ceiling of that value we will have the total number of columns that
the ray is from x. However, we do not need to count the last column since that is the exit
column. Also, note that this calculation is relative to the point x, so our final equation is
cst (i, n) = cexit (i)−
{
ceiling
[(
floor (xvox · rpm− (n− 1))
rpm
)
/wvox
]
− 1
}
. (A.9)
Now that we know which column and row the incoming rays begin at, we can track the
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rays into the domain. We use a simple algorithm to track rays through the domain. Suppose
a ray is entering the domain on a voxel edge for simplicity. If the ray does not enter on a
voxel edge, we already know how far the ray is from an edge and can do a special case of the
general algorithm until the ray terminates or moves right a voxel. The general algorithm
checks to see if the hypotenuse of the right triangle highlighted in red seen in the left panel
of Figure A.5 is larger, smaller, or the same size as the hypotenuse of the right triangle
highlighted in red in the right panel. The triangle in the left panel has adjacent side to angle
θ0 with length dvox. In the right panel, the opposite side to angle θ0 has length wvox. When
comparing the lengths of the hypotenuses we are actually finding whether the ray is going
to move down a voxel or right a voxel. We will always follow the shorter length hypotenuse,
which in this case is related to the right triangle in the left panel. Our ray will move down
a voxel first. After moving down, we now compare the same right triangle in the left panel
with a new triangle, having adjacent side to angle θ0 with length 2 · dvox. In Figure A.5,
we see that the triangle hypotenuse with opposite side wvox is the shorter, meaning the ray
will move into the voxel to the right before moving down another voxel. While comparing
the length of the numerous triangle hypotenuses, the algorithm keeps track of the exact
voxel the ray is in so the correct extinction coefficient can be selected. The algorithm is also
keeping track of the total number of rows and columns the ray has gone through in order
to ensure the algorithm is terminated at the correct time, which is when the ray enters the
voxel that scattering takes place in. All of these values can be tracked because we know the
exact position of the starting ray with respect to x and z.
Recall that for the optical path line integral, we need to know the length the ray moves
through each voxel. The algorithm does this by subtracting the total distance that the
ray had moved in the previous iteration from the total distance in the current iteration.
Additionally, each iteration of the algorithm adds the new optical path value to the previous
one. The last addition to the optical path is from the voxel where scattering takes place.
From the general algorithm, we know the total distance the ray has moved in the domain so
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Figure A.5: Schematic for comparing triangle hypotenuses within the general algorithm.
The scene on the left demonstrates a right triangle whose adjacent side is equal to the depth
of a voxel, dvox. The scene on the right demonstrates a right triangle whose opposite side
is equal to the width of a voxel, wvox. The hypotenuse of the these triangles represents the
path the ray is taking. The hypotenuse with the smaller length helps us determine which
voxel the ray will enter next. These hypotenuses also provide the length the ray is traveling
in each voxel.
far. We also can find the total length the ray moves through the domain by using the correct
value in variable dray. By subtracting these two lengths, we can find the length needed for
the voxel where scattering takes place. This general algorithm is used for each incoming ray
for each x. The scattered ray uses a very similar algorithm, except we start at the point x
and move backwards until the ray reaches the scattering point. So, instead of asking whether
the ray moves down or right, we see if it moves down or left.
The schematics shown for the general algorithm are all shown for a case when θ0 and
θ are both non-zero. All other cases involving one or both angles being zero have slightly
different equations, but the general idea is the same and follows directly from what has
already been described.
After finding the optical paths for each ray, we find the transmittance t using the formula
t = exp (−τ). Using Equation (4.11), we can find the total radiance for a specific x.
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Appendix B
Homogeneous Results for Forward
Model: Part 1
Appendix B contains a series of plots showing the radiance values and percent error for
homogeneous domains. The sun angle is always zero and the plots show how the radiance
and percent error change with view angles 0◦ through 70◦ incrementing by 10◦. The different
homogeneous domains can be identified by their optical depths, given by τ . We show how
many rpm the forward solver needs to get results within 0.5% of the analytical solution.
Note, there is jump in each percent error plot at 10◦. This jump is explained in Section
4.2.2. It essentially comes from having the nadir-nadir case set up differently than non-nadir
view and sun angle cases.
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Figure B.1: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is constant at 0◦. Along the x-axis, the view angle
changes every 10◦. Only 5 rpm are required to get the forward model to be within 0.5%
of the analytical solution at an optical depth of 0.01. Here, the blue line for the analytical
solution and the red line for the forward solver are so close the lines are indistinguishable.
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Figure B.2: Percent error for Figure B.1. The sun angle is constant at 0◦. This is the percent
error for the forward solver given 5 rpm and an optical depth of 0.01.
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Figure B.3: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. Only 5 rpm are required to get the forward
model to be within 0.5% of the analytical solution at an optical depth of 0.1. Here, the blue
line for the analytical solution and the red line for the forward solver are so close the lines
are indistinguishable.
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Figure B.4: Percent error for Figure B.3. The sun angle is 0◦. This is the percent error for
the forward solver given 5 rpm and an optical depth of 0.1
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Figure B.5: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. Only 5 rpm are required to get the forward
model to be within 0.5% of the analytical solution at an optical depth of 1.
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Figure B.6: Percent error for Figure B.5. The sun angle is 0◦. This is the percent error for
the forward solver given 5 rpm and an optical depth of 1.
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Figure B.7: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. 5 rpm is not enough to get the percent error
below 0.5%, but 20 rpm does get the percent error low enough for an optical depth of 5.
88
0 10 20 30 40 50 60 70−1.5
−1
−0.5
0
0.5
View Angle in Degrees
Pe
rc
en
t E
rr
or
Percent Error: 100*(Exact − MyRad)/Exact | τ = 5
 
 
5rpm
20rpm
Figure B.8: Percent error for Figure B.7. The sun angle is 0◦. This is the percent error for
the forward solver given 5 and 20 rpm and an optical depth of 5.
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Figure B.9: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. Neither 5 or 20 rpm are enough to get the
percent error below 0.5%, but 35 rpm does get the percent error low enough for an optical
depth of 10. As the optical depth increases, more rays are needed to get the desired accuracy.
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Figure B.10: Percent error for Figure B.9. The sun angle is 0◦. This is the percent error for
the forward solver given 5, 20, and 35 rpm and an optical depth of 10.
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Figure B.11: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. 50 rpm are needed to get the percent error
low enough for an optical depth of 15.
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Figure B.12: Percent error for Figure B.11. The sun angle is 0◦. This is the percent error
for the forward solver given 20, 35, and 50 rpm and an optical depth of 15.
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Figure B.13: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. 50 rpm are used in this plot with an optical
depth of 20.
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Figure B.14: Percent error for Figure B.13. This is the percent error for the forward solver
given 50 rpm and an optical depth of 20. We can see that the percent error is above 0.5%
for a view angle of 10◦. If we wanted to produce results for a percent error below 0.5%, we
would just need to increase the rpm.
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Figure B.15: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is 0◦. 50 rpm are used in this plot with an optical
depth of 25. This is the largest optical depth considered for any experiments in this thesis.
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Figure B.16: Percent error for Figure B.15. This is the percent error for the forward solver
given 50 rpm and an optical depth of 25.
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Appendix C
Homogeneous Results for Forward
Model: Part 2
Results as in Appendix B but for a sun angle of 10◦ and 20◦. The plots show how the radiance
and percent error change with view angles 0◦ through 70◦ incrementing by 10◦. Since we
saw in Appendix B that the highest optical depths needed the most rpm, we decided to only
test a homogeneous domain with an optical depth of 25. Any homogeneous domain with a
lower optical depth will have at most the percent errors shown for this case. Note, there is
no jump in the percent error plot at a view angle of 10◦. The jump seen in Appendix B is
because of the nadir-nadir case, which is no longer considered here.
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Figure C.1: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is constant at 10◦. Along the x-axis, the view angle
changes every 10◦. 50 rpm are required to get the forward model to be within 0.8% of the
analytical solution at an optical depth of 25.
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Figure C.2: Percent error for Figure C.1. The sun angle is constant at 10◦. This is the
percent error for the forward solver given 50 rpm and an optical depth of 25.
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Figure C.3: Comparing the forward solver radiance results with the analytical solution for
a homogeneous domain. The sun angle is constant at 20◦. Along the x-axis, the view angle
changes every 10◦. 50 rpm are required to get the forward model to be within 0.5% of the
analytical solution at an optical depth of 25.
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Figure C.4: Percent error for Figure C.3. This is the percent error for the forward solver
given 50 rpm and an optical depth of 25.
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Appendix D
Heterogeneous Results for Forward
Model: Part 1
The results from the forward model comparison with the I3RC model are shown in this
appendix. We begin by showing the actual single-scattered radiance for the I3RC run and
the forward model in Figures D.1 and D.2. These two figures match very well. Since the
I3RC model is a Monte Carlo model, there is noise associated with the results we get, which
is shown in Figure D.3. The goal now is to compare the pixels with high Monte Carlo noise
with the pixels with high percent error from the forward model. To do this, we chose to edit
the color bars in the percent error and Monte Carlo noise plots, as shown in Figures D.4
and D.5. For the forward model, we changed the scale such that any pixel with a percent
error better than |5%| is shown in a warm dark red color. So, all of the pixels with percent
error worse than |5%| stand out as the cooler colors. For the Monte Carlo noise, we changed
the scale such that any pixel with noise greater than 4% will be displayed in a warm color.
Now, the errors in Figures D.4 and D.5 stand out and we can see that the pixels with high
percent error from the forward model are exactly the pixels from the I3RC run with larger
errors.
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Figure D.1: I3RC results for a heterogeneous domain with nadir sun and view angles. The
colors are showing the monochromatic single-scattered radiance values in W m−2 µm−1 sr−1.
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Figure D.2: Forward solver results for a heterogeneous domain with nadir sun and view
angles. The colors are showing the monochromatic single-scattered radiance values in
W m−2 µm−1 sr−1.
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Figure D.3: Monte Carlo noise associated with Figure D.1.
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Figure D.4: Percent error for the forward solver only showing percent errors −5% and
smaller. The color scale is changed so that we can easily see the pixels with high absolute
value percent error.
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Figure D.5: Monte Carlo noise as in Figure D.3, but only showing percent errors 4% and
lower. The color scale is changed so that we can easily see the pixels with high error.
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Appendix E
Heterogeneous Results for Forward
Model: Part 2
Recall that the forward solver calculates the TOD radiance at a single point. The I3RC
model, on the other hand, computes the average TOD radiance over every voxel. Therefore,
a direct comparison of the TOD radiance in each pixel is not useful unless we are considering
a nadir-nadir case. Therefore, we decided to compare the average radiance values over the
whole TOD. Comparisons of the average radiance value over the whole TOD for the forward
solver and I3RC model are shown. For each forward solver figure, about 12000 rays were
used at each view angle. The sun angles range from 10◦ to 30◦. We also show the percent
error associated with each average radiance value plot.
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Figure E.1: Average TOD monochromatic radiance comparison for a 10◦ sun angle of the
I3RC and the forward solver. The forward solver uses about 12000 rays.
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Figure E.2: Percent error between the forward solver and I3RC for a 10◦ sun angle.
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Figure E.3: Average TOD monochromatic radiance comparison for a 20◦ sun angle of the
I3RC and the forward solver. The forward solver uses about 12000 rays.
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Figure E.4: Percent error between the forward solver and I3RC for a 20◦ sun angle.
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Figure E.5: Average TOD monochromatic radiance comparison for a 30◦ sun angle of the
I3RC and the forward solver. The forward solver uses about 12000 rays.
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Figure E.6: Percent error between the forward solver and I3RC for a 30◦ sun angle.
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Appendix F
Additional Results for Inverse Model
There are three inversion algorithms we used for the inverse model. One method is the Gauss-
Newton method, and the other two are Levenberg-Marquardt algorithms. Here, we show a
few cases from the Gauss-Newton algorithm that result in fast convergence. However, this
was not always the case, as seen in Figures F.5, F.6, F.7, and F.8. To aid in stabilizing the
solutions, we tested two Levenberg-Marquardt algorithms. We refer to them as LevMar1 and
LevMar2, as described in Subsection 5.2.1. For LevMar1, the results shown have  = 0.01,
L1 = L2 = 1000, and γ0 = 1000. For LevMar2, the results shown have  = 0.001 and
γ0 = 1000. The results for LevMar1 converge for both cases shown, but we see one case is
converging to the correct values, while the other converges to the wrong extinction coefficient
values. Additionally, the results for LevMar2 converge to the incorrect extinction values in
just about every case. The two cases we show here converge to values fairly close to the
actual extinction coefficients. After testing more cases, we found that many times LevMar2
converges to values much farther away from the actual extinction coefficient values.
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Figure F.1: Radiance percent error for the Gauss-Newton inverse model. This is for a 5x1
domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angle is 35◦.
The guess we made was 1.1 · σ. Only 1 rpm was used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.10,
and 0.03 m−1.
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Figure F.2: Extinction coefficient percent error for the Gauss-Newton inverse model. This is
for a 5x1 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angle
is 35◦. The guess we made was 1.1 ·σ. Only 1 rpm was used for this case. The different color
lines represent the percent errors for different pixels. Note we are using repeating boundary
conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.10, and 0.03 m−1.
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Figure F.3: Radiance percent error for the Gauss-Newton inverse model. This is for a
5x1 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angle is
35◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.10,
and 0.03 m−1.
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Figure F.4: Extinction coefficient percent error for the Gauss-Newton inverse model. This is
for a 5x1 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angle
is 35◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for different pixels. Note we are using repeating boundary
conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.10, and 0.03 m−1.
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Figure F.5: Radiance percent error for the Gauss-Newton inverse model. This is for a 2x2
domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦
and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.03, and
0.015 m−1.
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Figure F.6: Extinction coefficient percent error for the Gauss-Newton inverse model. This
is for a 2x2 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view
angles are 35◦ and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case.
The different color lines represent the percent errors for different pixels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.03, and
0.015 m−1.
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Figure F.7: Radiance percent error for the Gauss-Newton inverse model. This is for a 3x2
domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦
and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03,
0.015, and 0.01 m−1.
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Figure F.8: Extinction coefficient percent error for the Gauss-Newton inverse model. This
is for a 3x2 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view
angles are 35◦ and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case.
The different color lines represent the percent errors for different pixels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03,
0.015, and 0.01 m−1.
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Figure F.9: Radiance percent error for the LevMar1 inverse model. This is for a 3x2 domain
with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦ and
40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03,
0.015, and 0.01 m−1.
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Figure F.10: Extinction coefficient percent error for the LevMar1 inverse model. This is for
a 3x2 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are
35◦ and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different
color lines represent the percent errors for different pixels. Note we are using repeating
boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03, 0.015, and
0.01 m−1.
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Figure F.11: Radiance percent error for the LevMar2 inverse model. This is for a 2x2
domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦
and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03,
0.015, and 0.01 m−1.
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Figure F.12: Extinction coefficient percent error for the LevMar2 inverse model. This is for
a 2x2 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are
35◦ and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different
color lines represent the percent errors for different pixels. Note we are using repeating
boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03, 0.015, and
0.01 m−1.
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Figure F.13: Radiance percent error for the LevMar2 inverse model. This is for a 3x2
domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are 35◦
and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different color
lines represent the percent errors for measurements at different voxels. Note we are using
repeating boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03,
0.015, and 0.01 m−1.
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Figure F.14: Extinction coefficient percent error for the LevMar2 inverse model. This is for
a 3x2 domain with each pixel having size 1 m2. The sun angle is 30◦ and the view angles are
35◦ and 40◦. The guess we made was 1.1 · σ. 30 rpm were used for this case. The different
color lines represent the percent errors for different pixels. Note we are using repeating
boundary conditions. The pixel extinction coefficients are: 0.01, 0.02, 0.04, 0.03, 0.015, and
0.01 m−1.
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