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I. INTR~DUCTI~N 
Generalized powers <ix>,” (n = 0, 1, 2,...; q E R, q ‘F - 1) are certain poly- 
nomials in the variable .2: (<x)“, being exactly of degree n) containing q as para- 
meter. For defining these polynomials, we adopt the usual notations for 
q-numbers: 
[n] =q”-‘fq”-“+ *..+q+ 1 (n b 117 
[n]! = [n] [?l - l] ... [2] [l] (n >, lh 
[O]! = I, 
[I i- [k]! :n"" k]! 
?I [kl 1 [nl ! . . . k, = [k,]! ... [k,]! 
Generalized powers are uniquely determined by 
(n 3 k 3 O), 
(4 + k, + a.. + k, = n). 
(1) 
where 
(Throughout this paper, power series generally are considered as formal power 
series.) For q = 1, we have (‘x,,: = x”, so the name “generalized powers” is 
justified. Their definition and a number of properties and applications are due 
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to Olive [4, 51; her notation for lx): is xyp, . However, in these two papers, 
generalized powers are introduced recursively by 
1:) = 1, 
c;, = f E] (c - l>tg, (c = 2, 3,...) 
h=O 
and then this definition is extended to c E iw. Equation (1) occurs as Theorem 
6.2 in [5] and, in fact, characterizes generalized powers. 
In the sequel, we shall keep 4 fixed, and we simply write (:xjn instead of 
<x>:. 
2. THE DELTA OPERATOR OF GENERALIZED POWERS 
In [4, 2.1.5, and Theorem 2.21, Olive showed that 
(x + r>” = j. [J (xi” (YY. 
Therefore, generalized powers (or, more exactly, the 
(n!/[n]!) (x)“) are of binomial type (cf. [3]), i.e., 
polynomials p,(x) = 
P& + Y) = i. (;f) Pk(~4 Pn--k(Y)- 
So the whole machnery of the umbra1 calculus can be applied to generalized 
powers. In the following, we shall undertake a few steps in this direction and we 
then will be able to derive a number of properties of generalized powers as 
instances of some of the theorems of the umbra1 calculus. We use the notation 
and the basic facts of Rota’s theory freely, without explicit mention. For more 
detailed information, consult [3, 6, 71. 
Once polynomials of binomial type are given, the first question is to determine 
their delta operator Q satisfying Qpn = np,-, . We have 
- t” = (e,(t))” =@G(t) 
with 
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(cf. [5, (6.10)]). Rota’s theory tells us that Q is given by G-l(D), where D is th 
ordinary differentiation operator and G-l is the inverse formal power series to G 
I.e., 
G-l(G(t)) = G(G-l(t)) = t. 
So we are left with the task of finding G-l. Since the direct approach fails, w 
use the following method: 
Given a formal power seriesf(t) satisfyingf(0) = 0, f’(0) # 0, we can forr 
the delta operator f(D) and its associated polynomial sequence 
!7&) = go cn& (n = 0, 1, 2 )... ). (2 
Then by a theorem of Rota [3, Corollary 2 to Theorem S] 
j-‘(t) = go 3 tn. 
Moreover, 
So the problem of finding f-l(t) is “reduced)’ to finding the q,,‘s. Althougl 
this may seem more compiicated, it can be the case that the qn’s are more or les 
easily accessible, while an attempt to invert f(t) by straightforward computation 
is not successful. 
We setf(t) = G(t). Applying the umbra1 operator U, defined by U(P) =pn 
to (Z), we get 
since qn, the associated polynomial sequence of G(D), is “inverse” to tb 
sequence p, (cf. [3]). 
So we are done if we express .P by generalized powers. Our starting point i 
(2.2.2) in [4]: 
where 
GENERALIZED POWERS AND h &(t) 517 
We define 
With this definition we have 
(3) 
(4) 
From this we see that in the case 4 = 1, R(n, K) is just the ordinary Stirling 
number S(n, k) of the second kind. Special cases of (3) are: 
R(n, n - 1) = 
n(n - 1) 
VI 
(5) 
(n 2 l), 
R(n, n) = 1 (n 3 Oh 
R(n, k) = 0 (n < k). 
The numbers R(n, k) are not to be confused with the so-called “q-Stirling 
numbers” S,Jn, k) due to Carlitz [I, 21. In the limit 4 --f 1, both R(n, k) and 
&(n, k) coincide with s(n, k). However, R(n, k) and S,(n, k) in fact are different 
generalizations of the usual Stirling numbers of the second kind. To illustrate 
the difference between them we consider the relation 
xn = f S(n, k) (x)~ , 
k=O 
(6) 
which can be taken as a definition for S(n, k). Generalizing the lower factorials 
Wk to 
,(x)~ = x(x - [I]) ... (x - [k - I]) (k > I), 
a(x)0 = 1, 
Eq. (6) leads to a possible definition of the q-Stirling numbers of Carlitz [2, (3.1)], 
xn = f &(n, k) ,(x)~ . 
k=O 
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On the other hand, ordinary powers X” in (6) can be replaced by (scalar multi- 
ples of) generalized powers 
yielding (4): 
In contrast to (5) we have, in particular, 
n-2 
S&l, 2) = c [2]” = ‘;;;ti l = YJ;, :)4” ha 1)1 P=O 
n-1 n-z 
S,(n,n- l)= c [k] = c (n-K- 1)qk ( n 3 1). 
A=1 k=O 
Considering li,‘l/R! = ([n]!/nl) R(n, k) instead of R(n, K) does not change the 
situation much. Also, in this case there is an essential difference from the num- 
bers S&z, K). 
Now let R denote the infinite (lower triangular) matrix with coefficients 
R(n, k), and I the inverse matrix of R with coefficients r(n, k) (these are deter- 
mined by 
and can be computed recursively). For q = 1, ~(71, K) is the Stirling number 
s(n, K) of the first kind. 
From (4) we obtain 
Finally, 
xn = f S(n, k) (z&. ) 
k=O 
so that 
(7) 
.P = i i S(n, k) r(k, 1)p, . 
1=0 k=O 
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Therefore the coefficient of t”/n! in G-‘(t) is 
f S(n, k) r(k, 1). (8) 
k=O 
Now we want to determine an “explicit” form of the numbers r(k, 1). Since 
R(n, n) == 1, R = I + R’, where I is the identity matrix and R’ = R -- I is a 
lower triangular matrix with zeros in the main diagonal. Therefore for each 
pair (n, k), (R’p (n, k) = 0 for m > n - R. So we can use the formula for the 
geometric series to invert R: 
y = R-1 = (I + R’)-1 zz f (-1)“” (R’)“‘. 
VZ=O 
Now 
(R’)” (n, k) = 
L 
WV, , Ld *.. R’(i2 I 2 Wl ,jo) (m 3 1) 
n=,,,,>,,-l,.*.?i,,=k 
or 
(R’P (n, 4 = 1 W, ,jm-d .-* Nil ,jo) (m 3 1). n=3,>...>30=k 
From this we obtain 
Y(0, 1) = 0, 
r(1, 1) = 1, 
(9) 
h-l 
r(k, 1) = 1 (-1)” 1 R(im ,L) 0-m Xi1 ,iJ (k > 1). ,r, =l l=S"<~'.<j,=a 
Combining (9) and (3) we have 
PROPOSITION 1. 
Y(0, 1) = 0, 
Y(l, 1) = I, 
k=l m-1 
r(k, 1) = k! 1 (-I)” c n c 
7,,=1 l=jo<...<jm=k l=O rI+.-.fv, 
VZ>l 
(k > 1). 
(10) 
Kow, by (8) we can state our main result. 
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THEOREM 1. The inverse of the formal power series 
Co (1 - cl)“-’ t” 
G(t) = ‘n e,(t) = zl ,nl n 
is of the form 
where S(n, k) is the Stirling number of the second kind and r(k, 1) is given by (10) in 
Proposition 1. 
Using the same method as for G(t) we also can invert the series g(t) = 
e,(t) - 1: We set Q = g(D); if 
m(t) = f bnkxk 
k=O 
are the associated polynomials for Q, then 
g-‘(t) = i. 5 t”. 
Since g = f 0 G, with f(t) = et - 1, we get rla by umbra1 composition of (x),, 
and q,, , i.e., 
Y, = i S(% 4 qk . 
k=O 
Applying U (U(P) = &) to 
i bnti@ = f s(n, k) qk , 
k=O k=O 
we obtain 
go bnkpl, = i. s(n, k) X+ = (6 . 
So we are done if we express (x)~ by generalized powers. But this is just again 
formula (7), so we finally have 
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THEOREM 2. The inverse of the formal power series 
g(t) = e,(t) - 1 = il & 
is of the form 
g-‘(t) = 2 r(k, 1); ) 
k=O 
where again r(h, 1) is given by (10) in Proposition 1. 
3. MISCELLANEOUS FORMULAS 
3.1. Comparison of coefficients of A+ in 
t P*(X) ___ p = erGw, 
I 
n-0 
n. 
where 
shows 
In our case this gives 
1 . $, 
which is 6.31 of [5]. Setting k = 1, we obtain 
0 $?y = f i R(n, 1) (- 1)Z (I- I)! 
. z=o 
(11) 
(12) 
which is essentially the same as 6.29 resp. 2.14 in [.5]. Substituting (3) in (12);we 
get 
(1 - !I)“-’ = f (-1)’ 
nbl z=o 1 ,,+.“,,,=. W !. LizI! 321 
as a new formula for the coefficients of G(t) = In e&t). 
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3.2. Since thep,‘s are of binomial type we can quickly derive a genera- 
lization of (2.13) in [5] from Proposition 4.3 in [6]: Setting 
P(n, k) = EJ! i: R(n, E) s(l, k) 
n! 
I=0 
(such that (x)” = zb, P(n, K) XL) Rota’s theorem gives 
(13) 
which contains 2.13 in [5] as a special case (forj = 1). 
3.3. From the action of the delta operator Q on p,, we can derive a 
remarkable formula for R and r: Substituting Q = G-l(D) =g-l(A) into 
Qp,, = mp,-r we obtain 
~o~oY 
m-1 
R(m, j) (j), (XL = m c R(m - l,i) (*y)j .
I=0 
After a change of index of summation and comparison of coefficients we have 
mR(m- l,j)= pgo(‘;n) y(n, l)R(m,j+ n) = gj(:j y(k-i I) R(my ‘)’ 
(14) 
3.4. Finally we compute the sum 
to k[J Wk. 
(xz=, [i] ,x)‘i clearly gives ,:s + I)“.) 
We begin by differentiating (e,(l))“+’ with respect to t: 
[(&))“+ll’ = (x + 1) dt)” 4(t), 
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Therefore 
fJ k [f] (xjk = (X + 1)” pi. 
I;=” 
In the general case of a sequence (q,J, of binomial type, a similar computation 
results in 
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