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Abstract—Recently, several coding methods have been proposed
to reduce the high peak-to-mean envelope ratio (PMEPR) of mul-
ticarrier signals. It has also been shown that with probability one,
the PMEPR of any random codeword chosen from a symmetric
quadrature amplitude modulation/phase shift keying (QAM/PSK)
constellation is log for large , where is the number of sub-
carriers. Therefore, the question is how much reduction beyond
log can one asymptotically achieve with coding, and what is the
price in terms of the rate loss? In this paper, by optimally choosing
the sign of each subcarrier, we prove the existence of -ary codes
of constant PMEPR for sufficiently large and with a rate loss of
at most log 2. We also obtain a Varsharmov–Gilbert-type upper
bound on the rate of a code, given its minimum Hamming distance
with constant PMEPR, for large . Since ours is an existence re-
sult, we also study the problem of designing signs for PMEPR re-
duction. Motivated by a derandomization algorithm suggested by
Spencer, we propose a deterministic and efficient algorithm to de-
sign signs such that the PMEPR of the resulting codeword is less
than log for any , where is a constant independent of . For
symmetric -ary constellations, this algorithm constructs a code
with rate 1 log 2 and with PMEPR of log with simple en-
coding and decoding. Simulation results for our algorithm are pre-
sented.
Index Terms—Coding, multicarrier signals, peak-to-mean enve-
lope power ratio (PMEPR), orthogonal frequency division multi-
plexing (OFDM).
I. INTRODUCTION
RECENTLY, there has been considerable interest in usingmulticarrier modulation for high-speed communications
[2]. As wireline applications, we can mention discrete multi-
tone (DMT) in the asymmetric digital subscriber line (ADSL)
and the very high rate digital subscriber line (VDSL). Simi-
larly, orthogonal frequency division multiplexing (OFDM) has
been proposed for different wireless scenarios such as the wire-
less local area network (WLAN) and digital video broadcasting
(DVB) [2].
In this modulation, information is carried on several narrow-
band orthogonal subcarriers, each subcarrier being modulated
by a complex constellation like quadrature amplitude modula-
tion (QAM) or phase shift keying (PSK). A major drawback of
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using several subcarriers is spurious high-amplitude peaks of
the transmitted signal when all of the subcarriers add construc-
tively. To be more specific, considering a multicarrier system
with subcarriers and each subcarrier being modulated by bi-
nary PSK (BPSK) constellation, the worst-case peak-to-mean
envelope power ratio (PMEPR) of this system is as all the
subcarriers add up coherently.
However, several authors noticed that this worst-case PMEPR
rarely occurs [3]–[6]. In fact, for large values of , it has been re-
cently shown that with probability one, the PMEPR of any ran-
domly chosen modulating vector, carved from any symmetric
QAM/PSK constellation, is asymptotically [6]. Therefore,
even though the worst-case PMEPR can be as bad as , in the
probability sense and in the limit, PMEPR behaves as .
Several schemes have been proposed to reduce the high
PMEPR of multicarrier signals including probabilistic methods
(e.g., selective mapping), coding, clipping, and reserved sub-
carriers [5], [7]–[10]. While existing coding methods give a
guarantee on the PMEPR of the system with a large rate hit for
large , probabilistic methods usually improve the statistical
properties of the PMEPR with a little redundancy and using
side information [7], [8]. The basic idea behind the probabilistic
methods is to lower the probability of occurrence of a peak,
and in fact, these methods use the limited redundancy not
to eliminate the peaks but only to make them less frequent.
Therefore, there is no guarantee on the PMEPR similar to the
coding methods.
Recently, Paterson and Tarokh have raised the question of
what the tradeoff is between rate and minimum distance of a
code with bounded PMEPR [8]. It is also proved that the Var-
sharmov–Gilbert upper bound remains the same for spherical
codes with PMEPR less than for large . In [6], based on
the asymptotic analysis of PMEPR, it is further shown that the
PMEPR of spherical codes and symmetric QAM/PSK constel-
lations is . However, without contradicting the result of [6],
there still might be exponentially many codewords with constant
PMEPR, even though the probability of randomly choosing one
of them goes to zero, and therefore, they are rare.
In this paper, we start with addressing the achievable PMEPR
reduction by choosing an optimum sign for each subcarrier.
Based on an elegant result of Spencer on bounded linear forms
[11], we prove that by choosing an optimum sign for each
subcarrier, we can indeed achieve constant (independent of )
bounded PMEPR for sufficiently large . Moreover, we find an
upper bound for the best constant, and we then use this result
and prove the existence of codes carved from a symmetric -ary
constellation with constant bounded PMEPR and rate greater
than . We also derive a Varsharmov–Gilbert upper
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bound on the rate of a code given its minimum Hamming dis-
tance and with constant bounded PMEPR. A scheme with more
degrees of freedom is then considered to reduce the PMEPR at
the price of further reducing the rate of the code. It is also worth
mentioning that this scheme can be interpreted as reducing the
PMEPR by expanding the constellation by a factor of two.
We further look into the design of optimum signs to reduce
the PMEPR. In order to design the signs, we know that any
randomly chosen sign will achieve a PMEPR of in the
probability sense and for large [6]. However, randomized al-
gorithms cannot give a guarantee on PMEPR. Therefore, mo-
tivated by the derandomization algorithm in [1], we propose
a simple algorithm to design signs that guarantees a PMEPR
of for any , where is a constant independent of .
This algorithm in fact constructs a code family with rate loss of
and a PMEPR of less than or equal to by using a
symmetric constellation with alphabets for any . Simulation
results show significant PMEPR reduction compared with the
selective mapping (SLM) method by using Hadamard rows as
random signs. Furthermore, our approach allows us to study the
peak-to-average power ratio in multiple antenna systems em-
ploying linear dispersion (LD) codes [12].
The paper is outlined as follows. Section II introduces our no-
tations and definitions. Section III discusses the peak reduction
methods by choosing an optimum sign for each carrier and elab-
orates the statement of the problem. Furthermore, Section III
reviews the mathematical results on bounded linear forms that
will be used in the paper. Then, in Section IV, we address the
achievable PMEPR reduction by choosing signs where we prove
the existence of codes with constant bounded PMEPR for suf-
ficiently large . Section V addresses the design of such signs
and presents an algorithm to achieve PMEPR of for any
. Section V consequently discusses another application of our
method to the peak to average power ratio reduction in multiple
antenna systems using LD codes. Finally, Section VI concludes
the paper.
II. DEFINITION
Assuming no pulse shaping, we may represent the complex
envelope of a multicarrier signal with subcarriers as
(1)
where is the subchannel spacing, and is the
complex modulating vector with entries from a given complex
constellation . The admissible modulating vectors are called
codewords, and the ensemble of all possible codewords consti-
tute the code . For mathematical convenience, we define the
normalized complex envelope of a multicarrier signal as
(2)
Then, the PMEPR of each codeword in the code family may
be defined as
PMEPR (3)
Similarly, PMEPR is defined as the maximum of (3) over all
codewords in . Clearly, when is a random code such that the
’s are chosen independently from a constellation with average
power , the average power of is . Throughout the
paper, whenever we drop from PMEPR, we mean is the
random code with average power .
We will use the following notation: and represent the
code family and codeword, respectively, denotes the th co-
ordinate of the modulating vector , and is the natural
logarithm. We also define the rate of a code chosen from a
-ary constellation as
(4)
where is the cardinality of the set . Hamming distance is
also defined as the number of coordinates in which two code-
words are different, and consequently, the minimum Hamming
distance of is its minimum over all pairs of codewords [13].
III. PEAK REDUCTION SCHEME AND BOUNDED LINEAR FORMS
In this section, for any codeword , we study
designing optimum signs for each subcarrier in order to reduce
the PMEPR of . We initially motivate and elaborate the state-
ment of the problem, and then, we introduce results on bounded
linear forms that will be used in Sections IV–VI to prove the ex-
istence of codes with high rate and constant bounded PMEPR.
A. Peak Reduction by Choosing Optimum Signs
Given the codeword , we consider the
design of optimum sign for each in
order to minimize the PMEPR of the resulting codeword
. Clearly, the worst-case PMEPR of
a codeword is of the order of . We also know that a
randomly chosen codeword will have a PMEPR of
for large values of [6], and therefore, randomly choosing
signs should work well for large . In fact, randomly choosing
signs has shown to be an effective method of PMEPR reduc-
tion for moderate values of [7]. As an example of similar
techniques, in the selective mapping (SLM) method, there are
statistically independent codewords representing the same
information, and the codeword resulting in the lowest PMEPR
is selected for transmission; therefore, it needs bits of
side information. This approach was first proposed in [14] for
and it is generalized in [3] and [7]. For implementation
purposes, the independent codewords are generated by
element-by-element product of the codeword by pseudo-
random sequences with entries from or ,
for instance, Hadamard vectors or sequences [15].
This raises the question of how much further reduction in
PMEPR we can get by choosing the best sign for each subcarrier.
Moreover, is there any deterministic algorithm to design an op-
timum sign for each subcarrier? Since changing signs does not
affect the average power, we can focus on minimizing the peak
of over the ’s. Here is the statement of the problem:
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Problem Statement: For any given complex vector
, where and , consider the
following minimization problem:
(5)
where , and .
• What is the value of the min–max problem of (5) for any
codeword , where ?
• How much further improvement can we get by considering
more elaborate schemes?
• How can we design the optimum vector efficiently?
The goal of this paper is to address all the above questions,
namely, the first two questions on the achievable PMEPR reduc-
tion is studied in Section IV for sufficiently large , and then in
Section V, we propose an algorithm to design the sign vector to
guarantee the PMEPR of for any .
To answer the above problem, we need the following Lemma.
Lemma 1: Let and be the real and imaginary
parts of respectively. In addition, let for
, where is such that is an integer. Then
Proof: It is shown by Ehlich and Zeller that a real trigono-
metric polynomial with subcarriers satisfies the following in-
equality [16]:
(6)
where the ’s are uniform samples in . It is worth
noting that various versions of the inequality in (6) have ap-
peared in [17] and [18]. Similarly, the same inequality is valid
for the real trigonometric polynomial . Now, considering
that
(7)
the Lemma follows immediately from (6) and (7).
Lemma 1 reformulates the problem in (5) and allows us to
consider the optimum to minimize linear forms con-
structed by and for instead of
minimizing the maximum of over a continuous variable
. Therefore, instead of (5), we may then consider the
following minimization problem:
(8)
where is defined as
Re
Im (9)
where . Of course, the optimization problems in
(8) and (5) are identical in the limit for large . In Section III-B,
we briefly review some results on bounded linear forms that will
be used to solve the problem in (8).
B. Bounded Linear Forms
In what follows, we define bounded linear forms and intro-
duce the result of Spencer [11] on the discrepancy of sets with
two colorings that can be interpreted as bounding linear forms
by using optimum signs.
Definition 1: For any , linear forms in
variables are defined as
(10)
where all are real, and .
Throughout the paper, we assume , and we define
. We quote the following result from [11] to bound
the linear forms assuming in Definition 1.
Theorem 1 (Spencer [11]): Let be linear forms
as defined in Definition 1, where is a constant indepen-
dent of . Then, for sufficiently large values of , there exist
such that
(11)
where is a constant independent of and is bounded by
(12)
Proof: Refer to [11, th. 4 and 7].
Theorem 1 states that there exists a sign vector
that can reduce the maximum of linear forms to
as much as and provides an upper bound for this best
constant . In the Appendix, we obtain tighter bounds for
; for instance, the bound for for in (12) is
improved from 9.15 to 4.03. Fig. 1 compares the upper bound
of derived in Appendix A with (12) for different
values of .
It is also worth mentioning that considering the matrix as
a Hadamard matrix, it is clear that there is no sign vector to fur-
ther reduce the linear forms below . Therefore, an easy lower
bound for in Theorem 1 would be one for any . An-
other implication of this is that Hadamard vectors can be con-
sidered as good candidates for generating pseudorandom sign
vectors for probabilistic methods such as SLM.
Remark 1: Note that each codeword generates a matrix
according to (9). In [11], it is shown that for any ,
hence any codeword , there exist exponentially many vectors
, of them say, such that (11) holds. If one chooses only
one of these vectors, then the rate hit is . However, if we
have the choice of choosing different vectors for each code-
word, this choice will carry information, and therefore, the rate
hit will be . Characterization of will
further reveal the tradeoff between PMEPR and rate. Although
having the option of choosing different vector increases the
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Fig. 1. Upper bounds for K()=p for different values of .
rate, it greatly complicates the encoding and even more so the
decoding, and therefore, we will not consider it further.
IV. CODES WITH CONSTANT PMEPR
In this section, based on the scheme presented in Sec-
tions III-A and the results in B, we address the problem stated
in (5). We study the existence of codes with constant PMEPR
for sufficiently large values of . We first derive a lower bound
on the rate of codes with constant bounded PMEPR, and
then, we obtain a Varsharmov–Gilbert bound for the rate and
minimum distance of such codes. We further reduce the best
achievable constant for PMEPR by choosing the optimum sign
for each subcarrier at the price of reducing the rate by using
a scheme with more degrees of freedom. The next theorem
answers the first question raised in Section III-A.
Theorem 2: For any codeword chosen
from a constellation with maximum and average power
and , respectively, there exists a vector with
such that
PMEPR (13)
for sufficiently large , where , and
is such that is an integer.
Proof: To prove the theorem, we use Lemma 1 and then
Theorem 1 to bound the linear forms in (8). Therefore, setting
, where is as in Lemma 1, we can use The-
orem 1 to get
(14)
Theorem 2 follows by using the definition of PMEPR.
The following Corollary is an immediate consequence of
Theorem 2 and states that there exist exponentially many code-
words with constant bounded PMEPR for any sufficiently
large.
Corollary 1: For any -ary symmetric constellation in which
both and are in the constellation, there exists a code with
rate and with constant PMEPR for any sufficiently
large.
Proof: We first consider half of the points in the constel-
lation by choosing one of each two symmetric points, i.e., or
. We then use Theorem 2 to state the existence of a choice
between any constellation point and its symmetric point such
that the PMEPR of the resulting codeword is less than
(15)
where , , and are as defined in Theorem 2. Therefore,
we have at least codewords with PMEPR less than (15);
thus, .
In the following corollary, we obtain a region for the rate and
minimum Hamming distance of codes with constant PMEPR.
Corollary 2: Let be a symmetric -ary constellation as in
Corollary 1, , , and , if we have
(16)
where is the entropy function. Then asymptotically, there ex-
ists a code of length , with entries from , rate , min-
imum Hamming distance , and constant bounded
PMEPR.
Proof: We first consider one point from every two sym-
metric points of the constellation, and then, we use the Var-
sharmov–Gilbert argument for the -ary constellation to con-
struct a code with rate and minimum Hamming dis-
tance of [13]. Therefore, we can state that if (16) is valid,
then there exists a code of length , with entries from the
-ary constellation, rate , and minimum Hamming distance
.
Now, we construct the code by modifying the code . For
every codeword in , we choose between
and in the constellation in order to minimize the PMEPR,
and clearly, this does not decrease the minimum Hamming dis-
tance of the code from that of . From Theorem 2, we know
that for any codeword in , there exists such a choice that has
PMEPR of less than (15). This completes the proof.
We can also consider more sophisticated modifications to a
codeword, i.e., choosing between four symmetric points with
respect to the imaginary and real axis instead of two, as in The-
orem 2. To clarify the idea, let us assume that and
that ’s and ’s are chosen from , and let
(17)
In this scheme, when we want to transmit the symbol ,
we are allowed to use and independently in order to
reduce the PMEPR. In other words, since this scheme certainly
has more degrees of freedom, we can further reduce the PMEPR
at the price of reducing the number of codewords to for
symmetric constellations with respect to the and axis. The
following Corollary addresses this tradeoff between rate and
PMEPR, which is analogous to Corollary 1 and 2.
2840 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 52, NO. 10, OCTOBER 2004
Corollary 3: For any -ary constellation such that the con-
stellation points are symmetric with respect to both real and
imaginary axes, there exists a code with rate at least
and with constant bounded PMEPR for sufficiently large values
of .
Proof: We prove this along the same line as Corollary 1.
Since, in this case, we have twice as many degrees of freedom,
(14) can be rewritten as
(18)
This can be then optimized over , defined as in Theorem 2, and
therefore, the PMEPR is less than
(19)
Clearly (19) is less than (15), and this scheme can improve the
best achievable constant PMEPR of Corollary 1. On the other
hand, since at each time when we want to choose , we
use any of the four combinations of , and the number
of codewords will be at least ; therefore, the rate should
be greater than .
As shown in Corollary 1, using the optimum signs for each
carrier , we can reduce the PMEPR from to
a constant of (15) by the rate hit of . Another interpreta-
tion of this is that by expanding the constellation by a factor of
2, we can reduce the PMEPR from to a constant for asymp-
totically large values of . By using more degrees of freedom
as in Corollary 3, we can further reduce the constant bound for
PMEPR from (15) to (19) at the price of the same rate hit, i.e.,
. As Fig. 1 suggests, since the upper bound for is
quite close to , further reduction of the PMEPR by using
more degrees of freedom does not seem to be very efficient.
Remark 2: Corollary 1 has an interesting implication for the
PMEPR distribution. Assuming to be a symmetric constella-
tion, it is shown in [19] that if the ’s are independently chosen
from , then the OFDM signal tends to a Gaussian process for
large . Based on this, it is claimed in [19] that the distribution
of the PMEPR can be approximated by
Pr PMEPR (20)
for large and where . However, (20) cannot
be true since it implies that the number of codewords that have
a constant PMEPR of (independent of ) is given by
(21)
which clearly goes to zero as tends to infinity. This contra-
dicts Corollary 1. Therefore, even though the OFDM signal is a
Gaussian process (any finite number of time samples are jointly
Gaussian), this does not say anything about the distribution of
the peak since it involves an infinite number of samples.
V. DESIGN OF SIGNS TO REDUCE THE PMEPR
In this section, we are seeking an answer to the third ques-
tion raised in Section III, namely, the efficient design of signs
to reduce the PMEPR. As mentioned in Section IV, there exist
sign vectors that yield constant bounded PMEPR for sufficiently
large values of . On the other hand, any random sign vector
should have PMEPR of for large values of with prob-
ability one, and therefore, random methods should work well
in the probability sense. In what follows, we propose a deter-
ministic and efficient algorithm that basically derandomizes the
search for the sign vector , and then, we prove that our al-
gorithm guarantees deterministically (not probabilistically) that
the PMEPR is less than for any (not asymptotically).
We again use Lemma 1 to reformulate the problem in (5), and,
instead of designing the vector to minimize the maximum of
over a continuous variable , we find the optimum ’s to
minimize linear forms corresponding to and
for and defined as in (8).
In order to solve (8), we consider a more general setting for
our problem. Let us consider the set of equiprobable vectors
, . Then, for any codeword ,
we define as the event that the th linear form defined in (8)
is greater than . Furthermore, we assume is chosen such that
Pr is less than 1, and therefore, there exists a vector
with the above property. We would like to efficiently find the
vector such that none of the bad events occur.
This problem has been considered in mathematics and is usu-
ally referred to as the derandomization of random algorithms
[1], [20]. In this approach, we assume that we can compute the
conditional probability Pr , and we find the ’s
sequentially. At the th step, given the optimally chosen signs
,1 we choose such that
Pr
Pr
Pr (22)
Due to the above recursive minimization and assuming that
are determined, we can write the inequality
(23), shown at the bottom of the next page. Finally, since
Pr , and after determining each sequentially
according to (22), we will end up with
Pr (24)
Since there is no randomness in the conditional events of (24)
when all the ’s are determined, each Pr is
either one or zero. Therefore, (24) implies that all of the proba-
bilities are zero, and consequently, the resulting vector guar-
antees that none of the events will occur.
The difficulty here is now in the efficient computation of the
conditional probabilities. Instead of using the exact conditional
1We use the superscript star to denote that the  ’s are optimally chosen not
arbitrary.
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probability functions, we can use upper bounds for conditional
probabilities defined as
Pr (25)
if the upper bounds satisfy the following conditions:
(26)
Obviously, by the same reasoning used for the original algo-
rithm, we can use the upper bound to find the vector such
that none of the events occur. Fortunately, as will be proved
in Theorem 3, Chernoff’s bound does the work for us
Pr
(27)
for any and . We will show in the proof of
Theorem 3 that , as defined in (27), satisfies both
conditions in (26). Now, we return to our problem and present
the following algorithm.
Algorithm 1: For any codeword , let be
as in (8), be as in Lemma 1, and . Then, ,
and ’s are recursively determined as
sign
(28)
for , where .
The following Theorem gives the worst-case guarantee on the
PMEPR of the codeword .
Theorem 3: Let be a given codeword,
where , and . In addition, let
, where is determined ac-
cording to Algorithm 1. Then, the PMEPR of the resulting code-
word will be less than ,
where is as in Lemma 1.
Proof: The proof relies on the derandomization method
illustrated before and uses the Chernoff bound to evaluate the
conditional probability distributions. As a first step, we derive
the upper bound for the conditional probability in (25) as
Pr
Pr
Pr
Pr
Pr
(29)
where we used Chernoff’s bound and the fact that
is equiprobable and where is the Chernoff’s
bound coefficient to be optimized. We then show that
the upper bound satisfies the conditions in (26). Using
and using
the definition of , (29) can be written as (30), shown at the
Pr
Pr Pr
Pr Pr
Pr (23)
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bottom of the page, which ensures the second condition in (26)
is satisfied. To verify the first condition, we use the following
inequalities:
where we used for . Now, we
can optimize over to get and setting
, (31) can be written as
Pr
(31)
Therefore, the first condition will be also satisfied. Based on
(22), we can compute in each step given as
sign
(32)
Substituting the definition of in (32),
can be written as in (28). Lemma 1 then completes the
proof by setting the value of and relating PMEPR to the
maximum of linear forms, and it can be easily shown
that the PMEPR of the resulting codeword is less than
, where is as in Lemma
1.
In order to get better insight to the above result, we define
the rate of a -ary code family as in (4). In fact, Theorem
3 implies that by using an optimum sign for each subcarrier,
Fig. 2. PMEPR distributions for n = 64 and for different schemes: SLM with
M = 2, 4, and 8 and using signs based on Algorithm 1 for each subcarrier.
we can construct a code with rate and PMEPR of
for any . The rate and PMEPR of this code is much
higher than those of the previous codes proposed in [8] (and ref-
erences therein) whose PMEPR is and whose rate is
approaching to zero as increases. It is also worth mentioning
that finding optimum signs in the transmitter side can be done
very efficiently, and the decoding is very simple since the de-
coder simply ignores the sign of each subcarrier. On the other
hand, this scheme can be interpreted as a scheme to reduce the
PMEPR by expanding the constellation. For instance, by ex-
panding the number of constellation points by a factor of two
and making it symmetric, the resulting PMEPR can be reduced
from to the order of for any .
A. Simulation Results
In this section, we present simulation results for different con-
stellations, including quadrature phase shift keying and 16QAM
and for and . Fig. 2 shows the actual comple-
mentary cumulative distribution function (CCDF) of PMEPR
(Pr PMEPR and compares it with the PMEPR distribu-
tions after using SLM method by Hadamard vectors as psue-
dorandom sequences for , 4, and 8, i.e., the transmitter
(30)
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Fig. 3. PMEPR distributions for n = 128 and for different schemes: SLM
withM = 2, 4, and 8 and using signs based on Algorithm 1 for each subcarrier.
sends the best codeword out of in terms of PMEPR. Fig. 2
also shows the CCDF of PMEPR after using the signs derived by
Algorithm 1. Clearly, the distribution function improves signif-
icantly. For instance, the probability of having PMEPR of 4.6 is
almost one; however, by using signs based on Algorithm 1, this
probability will go down to .
Fig. 3 compares similar schemes when the number of subcar-
riers is 128. Interestingly, the gain in PMEPR reduction here is
much more. Furthermore, the PMEPR distribution after using
the designed signs for and are very close.
It is also worth noting that the PMEPR drop is much more
abrupt after optimizing the signs. For example, the probability of
having PMEPR greater than 4 is almost one; however, the prob-
ability of having PMEPR greater than 4.8 goes down to .
VI. OTHER APPLICATIONS
Since the results in this paper are more general than just for
multicarrier signals, we can address the PMEPR problem for
non-Harmonic multicarrier signals as a straightforward general-
ization. We can also consider the joint PMEPR and intercarrier
interference (ICI) reduction in OFDM systems that has been re-
cently addressed in [21]. In Section VI-A, we consider the peak
to average power ratio (PAPR) in multiple antenna systems em-
ploying LD codes [12].
A. PAPR in Multiple Antenna Systems Using LD Codes
Another issue of interest is the peak value analysis of the
transmitted signal in multiple antenna systems. We consider LD
codes for two reasons: First, LD codes are very general and in-
cludes many proposed codes, and second, LD codes are linear
as a function of the information symbols, and this allows us to
use our approach to address this problem.
We consider the following systems: Assume and are
the number of transmit and receive antennas and that ’s and
’s are chosen from a constellation. Then, using LD codes, the
transmit matrix over time slots is defined as
(33)
where ’s are constant matrices to be optimized to
achieve capacity and where . Since each
entry of the matrix is the linear combination of indepen-
dent information symbols, , in the worst case, can be in the
order of as all of the terms add up coherently. To mathemat-
ically quantify this effect, we define the peak-to-average power
ratio (PAPR) of the multiple antenna system as
PAPR (34)
since the average transmit power is , i.e.,
, and where
is the information vector that is mapped to the transmit
matrix , as in (33). Similarly, the maximum of PAPR over
all the admissible vectors of is the PAPR of the multiple
antenna system.
To get a better insight on how severe this problem can be for
multiple antenna systems, let the ’s and the ’s be chosen
from a BPSK constellation, and therefore, (33) can be written
as
(35)
where and correspond to the real and imaginary parts of
the matrix . Furthermore, we assume
and
(36)
Clearly, if (36) is not valid, we can simply scale ’s and ’s to
satisfy (36) without affecting the PAPR, as defined in (34). This
assumption simplifies our derivations and makes the result more
clear. Clearly, the worst-case analysis can give us the PAPR of
as all the terms add up constructively. However, the fol-
lowing theorem shows that encountering PAPR of greater than
is highly unlikely as is getting large, and is
a constant.
Lemma 2: Under the assumption of (36) and when the ’s
and ’s are chosen from a BPSK constellation
Pr PAPR
(37)
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Proof: Since ’s and ’s are independent has uniform
distribution over , we can use (35) to write
Pr Pr
(38)
where we used the union bound and Chernoff’s bound for the
first and second inequality. We can now further use the distribu-
tion of ’s and ’s to bound the characteristic function as
(39)
where we used the inequality and (36). There-
fore, (38) can be simplified to
Pr (40)
for any , and similarly, the same inequality holds for .
We can now optimize over to set , and use the
following inequalities to get
Pr Pr
Pr
Pr
The Lemma follows by letting
Lemma 2 states that even though the worst-case PAPR can be
of the order of , it is highly unlikely to encounter peaks greater
than since .
Now, since the problem here again can be reduced to
bounding linear forms, we can follow along the same line as
Section V and show that there exist codes with constant PAPR
by just choosing optimum signs for each and . In this case,
we have a sign vector with elements and linear forms.
We can also use the algorithm in [22] to find the vector by
simply using linear forms corresponding to the real and
imaginary parts of the entries of and signs to be chosen to
reduce .
VII. CONCLUSION
We proved the existence of -ary codes with rate greater than
with constant PMEPR when the number of subcar-
riers is large. In fact, we can achieve this region by using the
optimum sign for each subcarrier to reduce PMEPR. We also ob-
tained a Varsharmov–Gilbert upper bound on the rate of a code
given its minimum Hamming distance with constant PMEPR.
We then considered a scheme to choose between four constel-
lation points (rather than two) to further reduce PMEPR at the
price of reducing the rate. In the second part of the paper, we
considered the design of signs to reduce the PMEPR. We pro-
posed a deterministic algorithm that computes the optimum sign
vector efficiently and guarantees a PMEPR of for any .
This scheme allows us to reduce the PMEPR at the price of ex-
panding the constellation. Simulation results show a large im-
provement in the PMEPR by expanding the constellation by a
factor of 2. Finally, the framework here was used to study the
PAPR of multiple antenna systems employing LD codes.
APPENDIX A
In this Appendix, we obtain a tighter values for than the
bound in Theorem 1. We first quote the following theorem from
[11], which will be used to find better bounds.
Theorem A.1 (Spencer [11]-Theorem 10): Let be linear
forms, as defined in Definition 1. Let , which is an infinite pos-
itive sequence , , and , be given, satisfying
(A.1)
then there exist such that
(A.2)
It is also worth noting that in the proof of the above theorem,
sufficiently large means that
where , , and are as defined in Theorem A.1 [11]. Now, we
can state the following Lemma.
Lemma 3: Let be defined as in Theorem 1. Then, for
any
(A.3)
where .
Proof: As Theorem 1 states, there exists a vector with
entries chosen from such that all linear forms are
bounded by for sufficiently large values of . Now,
to bound the linear forms, we first use Theorem A.1 and then
use Theorem 1 to assign a sign to the remaining coefficients
that were assigned zero by Theorem A.1. Therefore, using the
definition of and triangle inequality, we get
(A.4)
for sufficiently large . From now on, we use Theorem A.1 to
compute in (A.4) as a function of and . As a first step, we
use the inequality for to
choose as a function of as
(A.5)
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where is an upper bound for . Therefore, (A.5) guarantees
the third condition, and we only need to find an upper bound
for and simplify the first condition in (A.1). In Appendix B,
it is further shown that the first and second conditions of (A.1)
imply that
(A.6)
Inserting the upper bound of in (A.5), we deduce that
. Lemma follows by
substituting in (A.4).
We can now numerically compute each by using the
recursion of Lemma 3. For example, for , letting ,
we get
again using the Lemma by
(A.7)
For the last term, we can use the bound in Theorem 1 (i.e.,
), and hence, (A.7) implies that
, which is much better than 9.15, as suggested
by Theorem 1.
APPENDIX B
In this Appendix, for , we simplify the first condition of
(A.1) and reveal the relationship between , , and . The idea
is to show that for , the dominant term is the first term
with in (A.1). As a first step, we assume and
for to satisfy the second condition in (A.1).
Therefore, in the derivation of Lemma 3, we will not optimize
over the values of ’s. Now, inserting the value of ’s in the
first inequality of (A.1), we may write
(B.1)
where we used the fact that , which
follows from . Now, we can further sim-
plify (B.1) by using for to
obtain
(B.2)
where we used and for . The
above summation can be easily worked out by defining
(B.3)
Therefore, (B.2) can be written as
(B.4)
where the second inequality is valid for by differenti-
ating (B.3) and letting in the denominator. For the third
inequality, we can simply observe that the last three terms are
less than , and since for , the
third inequality follows. We can further simplify (B.4) by using
to obtain
(B.5)
which yields (A.6).
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