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Abstract
The CMS detector at the LHC has recorded events from proton-proton collisions,
with muon momenta reaching up to 1.8 TeV in the collected dimuon samples. These
high-momentum muons allow direct access to new regimes in physics beyond the
standard model. Because the physics and reconstruction of these muons are differ-
ent from those of their lower-momentum counterparts, this paper presents for the
first time dedicated studies of efficiencies, momentum assignment, resolution, scale,
and showering of very high momentum muons produced at the LHC. These stud-
ies are performed using the 2016 and 2017 data sets of proton-proton collisions at√
s = 13 TeV with integrated luminosities of 36.3 and 42.1 fb−1, respectively.
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21 Introduction
One of the main tasks of the CMS experiment is to search for new phenomena in proton-proton
(pp) collisions delivered by the CERN LHC. Good identification and precise measurement of
muons, electrons, photons, and jets over a large energy range and at high instantaneous lumi-
nosities are necessary for these searches to be effective. In particular, searches for heavy gauge
bosons such as the Z′ [1, 2] and W′ [3] rely on precise reconstruction of muons up to very high
momentum. With the data recorded from pp collisions in Run 2 at
√
s = 13 TeV, correspond-
ing to integrated luminosities of 36.3 fb−1 in 2016 and 42.1 fb−1 in 2017, the CMS detector has
recorded a sufficiently large sample of higher-energy muons to allow the first detailed studies
of such muons at the LHC, presented here. For some analyses that require an independent
data set with all CMS subdetectors activated, the luminosities recorded are slightly lower with
35.9 fb−1 in 2016 and 41.5 fb−1 in 2017.
Previously published studies of the CMS muon detectors [4] and muon reconstruction [5] were
based on data from pp collisions recorded during Run 1 in 2010 at
√
s = 7 TeV, as well as on
data recorded in 2015 and 2016 at 13 TeV [6]. An extensive description of the performance of the
muon detector and the muon reconstruction software is given in Refs. [4, 5], while Ref. [6] fo-
cuses on significant improvements made to the muon system during the long shutdown period
in 2013–2014 between LHC Runs 1 and 2. These changes resulted in reconstruction software
and the high-level trigger (HLT) that were shown to have similar or better performance than in
2010, despite the higher instantaneous luminosity.
In this paper, we present performance measurements of the muon triggering, reconstruction,
identification, and momentum assignment, for muons with high transverse momentum pT >
200 GeV. Above this threshold, the effects of radiative energy losses in the steel flux-return
yoke of the solenoid due to pair production, bremsstrahlung, and photonuclear interactions, as
well as detector alignment, become significant enough to motivate dedicated studies.
Various sources of high-momentum muons are used to ensure significant and meaningful re-
sults. We include muons from the decays of high-mass off-shell standard model (SM) vector
bosons, denoted as high-mass Drell–Yan events (DY), and muons from the decay of on-shell W
or Z bosons recoiling against jets, denoted as Z (W)+jets events. In addition, we study high-
momentum muons originating from cosmic rays, recorded during both the pp collisions and
dedicated periods with no beam.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the coverage in pseudorapidity η provided by the barrel and endcap de-
tectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid.
Events of interest are selected using a two-tiered trigger system [7]. The first level (L1), com-
posed of custom hardware processors, uses information from the calorimeters and muon de-
tectors to select events at a rate of around 100 kHz within a fixed time interval of less than 4 µs.
The second, high-level trigger (HLT) consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
3around 1 kHz before data storage.
Muons are measured in the range |η| < 2.4 with detection planes made using three technolo-
gies: drift tubes (DTs), cathode strip chambers (CSCs), and resistive plate chambers (RPCs).
The single-muon trigger efficiency with respect to reconstructed muons exceeds 90% over the
full η range with respect to reconstructed muons, and the efficiency to reconstruct and identify
muons that pass the trigger requirements is greater than 96%. Matching muons to tracks mea-
sured in the silicon tracker results in a relative pT resolution of 1% in the barrel and 3% in the
endcaps, for muons with pT up to 100 GeV. The pT resolution in the barrel is better than 7% for
muons with pT up to 1 TeV [6].
At the end of the 2016 LHC running period, an additional pixel layer was added to the tracker;
the HLT sequences were modified to sustain a higher rate due to the increase of the number of
pp interactions in the same or adjacent bunch crossings, referred to as pileup; and the detector
was opened and the alignment conditions were consequently changed. These modifications
could impact several studies performed in this paper; whenever it appears to be the case, it is
explicitly mentioned.
A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [8].
3 Data samples and simulation
The studies described in this paper are mostly based on data recorded using single-muon trig-
gers. In addition, for the trigger studies, we use data samples recorded with single-electron
triggers and missing transverse momentum (pmissT ) triggers, referred to as independent data
sets, since they provide unbiased samples of muons suitable for studies of muon triggers. (We
follow common usage in defining pmissT as the magnitude of the projection onto the plane per-
pendicular to the beam axis of the vector sum of the momenta of all reconstructed objects in
an event.) To maximize the sample size at high momentum, the muon data sets from 2016
and 2017 are merged when the performance under study is independent of the detector and
software changes from one year to another; otherwise, the results are presented for the two
years separately. The results in this paper are obtained from selected data samples consisting
of events with a pair of reconstructed muons, or with a single reconstructed muon for the trig-
ger study using independent data sets; throughout, muon pT > 53 GeV is required, in order
to be above trigger turn-on effects at the trigger threshold of 50 GeV. Further event criteria are
applied, depending on the study, and are described in detail below. Cosmic ray muon data,
recorded in the absence of LHC beams or in gaps between pp collisions, are used to provide
complementary studies on the muon momentum resolution and charge assignment.
The selected data events are compared with simulations from several event generators that
use the Monte Carlo (MC) method. The DY Z/γ? → µ+µ− signal samples are generated
with POWHEG v2 [9–11] at next-to-leading order (NLO) in both QCD and electroweak correc-
tions, and cover a mass range from 50 GeV up to 5 TeV. For the studies that use exclusively
the Z peak (60 < mµµ < 120 GeV) and explore the high-momentum muons produced from
boosted bosons, we use samples enriched in Z +jets generated with MADGRAPH5 aMC@NLO
v2.2.2 [12]. Finally, the W∗ → µν signal samples, used to validate the single-muon trigger
efficiency, are generated at leading-order (LO) with PYTHIA 8.212 (8.230) [13] for 2016 (2017)
studies.
The dominant backgrounds over the full dimuon mass range are, in order of importance, tt ,
4tW, and W W; they are simulated at NLO with POWHEG. The tt cross section is calculated at
next-to-NLO (NNLO) with Top++ v2.0 [14]. Other electroweak backgrounds, such as W Z
and Z Z, are generated with PYTHIA.
For all simulated samples mentioned above, the fragmentation and parton showering is mod-
eled with PYTHIA 8.212 with the CUETP8M1 [15] underlying event tune for the 2016 studies or
with PYTHIA 8.230 with CP5 [16] tune for 2017 studies. The NNPDF3.0 [17] and NNPDF3.1 [18]
parton distribution function sets are used for the 2016 and 2017 samples, respectively. The
simulation of the CMS detector response is based on GEANT4 [19]; the events are then recon-
structed with the same algorithms as used for data. Pileup is also simulated, except for studies
where it is explicitly stated that this is not the case.
4 High-pT muon reconstruction overview
Most of the muons produced in CMS originate in processes such as semileptonic decays of top
quarks or heavy-flavor hadrons, or in leptonic decays of on-shell vector bosons (W, Z). Such
muons typically have pT < 200 GeV, and are referred to as low-pT muons. On the other hand,
high-pT muons are produced in rare processes such as off-shell production of high-mass or on-
shell production of high-pT W ? and Z ?/γ bosons, and could be produced from the decay of
beyond the standard model (BSM) particles with TeV-scale mass (e.g., Z′ or W′ bosons).
Experimentally, the main differences between high- and low-pT muons can be understood as
follows. As the muon momentum increases, the pT resolution of the reconstructed track de-
grades. In the part of the orbit in near-uniform magnetic field B, the measurement of pT de-
pends on B, and the radius of curvature, R, of the track [20]:
pT[GeV] = |0.3B[T]R[m]|. (1)
The magnetic field is monitored with high precision and is roughly uniform at 3.8 T in the
tracker volume inside the solenoid. The radius of curvature is related to the arc length L and
sagitta s of the track via
R[m] ≈ L[m]2/8s[m], (2)
where the approximation is valid for L/R 1. Assigning arithmetic signs consistently to R, s,
and the charge q (in units of proton charge) yields
s[m] ≈ (0.3B[T]L[m]2/8)(q/pT[GeV]) = (0.3BL2/8)κ, (3)
where κ = q/pT is referred to as the (signed) curvature of the muon track. Because s is lin-
early related to the measurement of hit positions in the detector (which have approximately
symmetric uncertainties), the uncertainty in κ (rather than in pT) from the cumulative effect of
hit uncertainties is (approximately) Gaussian. Hence κ is the more natural variable for use in
muon momentum resolution and scale studies, as discussed in Section 6. As the pT increases
and the sagitta in the tracker decreases, the muon momentum measurement can be improved
by using the large BL2 between the tracker and the muon system (and within the muon system),
if the pT is large enough that multiple Coulomb scattering in the calorimeters and in the steel
flux-return yoke of the solenoid does not spoil the measurement. Thus high-pT muon track
reconstruction and muon momentum measurement rely on matching tracks reconstructed in
the inner tracker and the muon system, separated by more than 3 meters and forming a global
track, as explained in Section 4.1. However, because of the smallness of the sagitta (or more
precisely, the generalizations of sagitta in nonuniform B) in the TeV regime, the muon pT res-
olution is sensitive to alignment of the hits used to reconstruct the muon track. The impact of
the detector alignment on the momenta resolution is discussed in Section 6.
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If a muon traveling through the steel of the magnet flux-return yoke has sufficiently large mo-
mentum, radiative energy losses (bremsstrahlung with inner and outer e+e− pair production,
photonuclear interactions) are no longer negligible compared to ionization energy losses. The
muon critical energy for iron, Eironc , at which the ionization energy losses are equal to the sum
of all radiative losses, is around 300 GeV [20]. As a consequence, the main source of energy
loss for muons above Eironc propagating through the steel between the muon subdetectors is
radiative energy losses. This radiation creates cascades of particles (electromagnetic show-
ers) and can lead to extra hits being reconstructed in the muon detectors. These showers can
have a strong impact on the muon performance (i.e., triggering, reconstruction, or pT measure-
ment). The muon showering primarily depends on the total muon momentum, as opposed
to the transverse component that is commonly used in physics analyses. Depending on the
longitudinal component of momentum, muons with pT > 200 GeV can have energies above
Eironc . The potential presence of showers around the muon track is what motivates the choice
of pT > 200 GeV to define a high-pT muon in the paper. Dedicated algorithms for momen-
tum assignment have been developed and are discussed in Section 4.1. In addition, in order to
understand the behavior of high-pT muons and the impact of showering along the CMS detec-
tion sequence, we parameterize the showering and then confront simulation with data on the
various muon performance aspects. This shower tagging is discussed in Section 4.2, whereas
the results of the muon performance as a function of muon showering are shown in Sections 5
and 6.
Some BSM searches, involving high-pT muons, probe processes with small cross sections for
which negligible backgrounds from SM processes are expected. High efficiency for measuring
TeV muons is particularly important for obtaining a high sensitivity in such searches. For ex-
ample, the current upper limit [21] on the product of production cross section and branching
fraction for a Z′ boson with a mass of 2 TeV, σ(Z′)B(Z′ → µµ), is B(10−7) smaller than that
of the SM Z boson, σ(Z)B(Z → µµ). In such analyses, the signal efficiencies are derived with
simulated samples. While the simulations can be validated in some kinematic regions using
Z boson events in data, the lack of signal at higher masses forces the analysis strategy to ex-
trapolate into the highest pT regions. Therefore, it is important to have uniform reconstruction,
identification, and triggering efficiencies as a function of the muon p and pT, and to ensure
that any sensitivity to muon showering is understood. Dedicated high-pT muon identification
criteria have been developed and further improved during LHC Run 2 in order to provide
robustness with increasing muon pT; they are detailed in Section 4.3. The level of agreement
between the performance in data and simulation is quantified in terms of data-to-simulation
efficiency ratios called scale factors (SF).
4.1 Reconstruction
In the standard CMS reconstruction procedure for pp collisions, muon tracks are first recon-
structed independently in the inner tracker and in the muon systems [22]. In the latter, tracks
called “standalone muons” are reconstructed by using information from DT, CSC, and RPC
detectors along a muon trajectory using the Kalman filter technique [23]. In both the barrel and
endcap regions, the muon detectors reside in four “stations”, which are typically separated by
23 to 63 cm of steel. The steel thickness prevents an electromagnetic shower from propagating
across more than one station. Within each station, there are multiple planes of detectors, from
which “hits” are recorded. The hits within a station are combined into local “segments”, which
are in turn combined into standalone muons.
Matching standalone-muon tracks with tracks reconstructed in the inner tracker yields com-
bined tracks referred to as “global muons”. If the momentum, direction, and position in the
6transverse plane of the inner and standalone tracks are compatible, then the global track is fit
by combining hits from the tracker track and standalone-muon track in a common fit.
Global muons are complemented by objects referred to as “tracker muons” that are built by
propagating the inner tracker tracks to the muon system with loose geometrical matching to
DT or CSC segments. If at least one muon segment matches the extrapolated track, the track
is qualified as a tracker muon. Tracker muons have higher efficiency than global muons in
regions of the CMS detector with less instrumentation and for muons with low-pT.
The momentum of a muon reconstructed as a global muon can be extracted from the combined
tracker-plus-standalone trajectory. For high-pT muons, however, extra particles produced in
electromagnetic showers can contaminate the muon detectors, yielding extra reconstructed hits
and segments. These extra segments can be picked up by the trajectory building algorithm
instead of the correct muon track segment, or even make the reconstruction of the muon track
in a chamber impossible. The high-pT case thus requires careful treatment of the information
from the muon system. A set of specially developed TeV-muon track refits has been developed
to address this issue: the “tracker-plus-first-muon-station” (TPFMS) fit, the “Picky” fit, and
the “dynamic truncation” (DYT) fit. The momentum assignment is finally performed by the
“TuneP” algorithm, which chooses the best muon reconstruction among the tracker-only track,
TPFMS, DYT, and Picky fits.
The TPFMS fit is historically the first alternative to the global muon fit (which is based on all the
trajectory measurements). It only uses hits from the tracker and the innermost muon station
containing hits, thus taking advantage of a large BL2, while neglecting the stations that are
farther along the muon’s trajectory, thus reducing potential contamination from showers. Even
with this omission, by making a judicious track-by-track choice between the tracker-only fit and
the TPFMS fit, the resolution at high pT can be improved with respect to both the tracker-only
fit and the global fit [6].
Other strategies for improvement have also been developed. If a shower in one muon station
corrupts the position measurement in that specific station, thus the thickness of the steel layer
will absorb the shower and prevent it from leaking into the next station. Then, in principle, if it
is possible to identify a station where a shower occurs, then it can be discarded from the muon
global fit instead of rejecting most stations, as is done with TPFMS. The Picky algorithm was
developed with this approach in mind. It identifies stations containing showers based on the
hit multiplicity, and for each of them, it imposes extra requirements on hit compatibility with
the muon trajectory. If hits in a station with showering fail these requirements, that station is
removed from the trajectory fit.
The DYT fit approach is based on the observation that in some cases, when a muon loses a large
fraction of its energy, its orbit can change and the segments (or hits) in subsequent stations may
no longer be consistent with the initial trajectory. In other cases, where the energy loss is less
severe, only hits in one station appear incompatible, while the rest of the trajectory is negligibly
changed and can be used in the fit. The DYT algorithm starts from the tracker track and pro-
ceeds outwards, iteratively adding to the fit muon hits compatible with the extrapolated track
trajectory. When incompatible hits are found it ignores them or stops the fit entirely, depending
on the degree of incompatibility.
Thus, the algorithm for choosing between the tracker-only fit and TPFMS has evolved into
a more general algorithm, known as the TuneP algorithm, for choosing among the various
refits on a track-by-track basis. It uses the track fit χ2/dof tail probability and the relative
pT measurement uncertainty σpT /pT, where σpT is the uncertainty in pT, as determined by the
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Kalman filter. The algorithm starts its search for the best track fit choice by initially considering
the Picky hypothesis and comparing its σpT /pT with the value estimated for the corresponding
track but refitted by the DYT algorithm. The refit with the smallest uncertainty in pT is then
compared to the tracker-only fit, and the track with the lower χ2/dof tail probability value is
kept, to be finally compared with the TPFMS refitter algorithm. The final best track is chosen
after the last comparison according to the χ2/dof tail probability. In the rare cases where there
is no convergence in the Picky algorithm refit, or in the other refits tried consecutively, the
global fit is kept.
In cases where the final candidate track has a pT lower than 200 GeV, the tracker-only fit is used.
Figure 1 presents the fractions for each choice of TuneP among DYT, Picky, and any of the other
fits (TPFMS, global, or tracker-only), as a function of the muon pT, separately for the barrel and
endcap regions. The selected muons come from dimuon events and are required to pass the
high-pT identification described in Section 5.1, and to have pT > 200 GeV. To simulate the data
events, we add to DY simulation all the other electroweak processes that arise in data and that
mimic DY events (diboson, tt , single top quark, etc.). We do not add the background from SM
events comprised uniquely of jets produced through the strong interaction, because this back-
ground is negligible above 200 GeV. The simulation reproduces well what is observed in data:
similar fractions in the choice among the refits across the full pT spectrum, with a preference for
Picky in the barrel (≈60%) while similar fractions for DYT and Picky are found in the endcaps
(≈50%). When DYT was first developed, its performance was studied integrated over muon
η and in consequence found to be driven by the endcap region where most of the showering
takes place. The high level of agreement between data and simulation is an indication that the
impact of showering on momentum assignment is well reproduced by simulation.
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Figure 1: Fraction of choices of different refit algorithms chosen by TuneP, comparing
2016+2017 data and DY simulation for five pT ranges and for two η categories: (left) barrel
with |η| < 1.2 and (right) endcap with 1.2 < |η| < 2.4. The central value in each bin is obtained
from the average of the distribution within the bin.
4.2 Muon radiative energy losses: showering
In order to understand the effect of showers on the various aspects of muon reconstruction
and measurements (including triggering) we have developed empirical definitions to identify
(“tag”) and characterize showers in the muon systems. Both data and simulation samples are
8used to converge on this definition of a “shower” and are compared to study the adequacy of
the shower modeling in simulation.
The “extended tag-and-probe” technique (Section 5) is used to study showers in simulated
high-mass DY samples and in dimuon events from the single-muon primary data sets (Sec-
tion 3). Definitions for tags, probes, and dimuon pairs are the same as those used to measure
muon reconstruction efficiency, and are described in detail in Section 5.2. In addition, single-
muon (or antiparallel double-muon) samples uniform in η and p in the range between 5 and
2500 GeV are generated without simulating pileup. In this case, the muon candidates used in
the analysis are required to satisfy only the selection criteria used for probes, except that the
muons are not required to come from the primary vertex, since it is problematic to accurately
reconstruct a vertex with only two tracks that are nearly antiparallel.
The multiplicity of segments reconstructed within a single DT or CSC station can be used as
a proxy to identify showers. The tracker track of the selected probes is extrapolated to the
different station layers of the muon detectors. Segments belonging to the chambers traversed
by the propagated track are counted if they lie within |∆x| < 25 cm from the extrapolated
track position, with ∆x computed in local chamber coordinates and representing the bending
direction of the track. If the extrapolated track crosses a given station layer close to the border
between chambers, or if different chambers overlap, segments satisfying the requirement on ∆x
in all potentially crossed chambers are counted. Finally, the number of track-segment matches,
provided by the tracker muon identification for all the chambers involved in the computation,
is also counted and subtracted from the total sum. The result of this logic is the number of
extra segments (i.e., the number of segments in addition to those belonging to a muon track),
computed independently for each station crossed by a muon. It is referred to as Nseg.
The DT and CSC local reconstruction can generate “ghosts”, i.e., reconstructed tracks with no
corresponding genuine track, in cases of multiple track segments traversing a single chamber.
For example, in the case of DTs, the segment fitting is first performed independently in the
φ and θ views of a chamber and pairs of such “2D segments” are then combined only at a
later step of the segment reconstruction to provide a three-dimensional object. Combinations
are built out of all possible permutations of φ–θ 2D segments, leaving to the standalone track
reconstruction the burden of the disambiguation. A similar phenomenon happens for CSCs,
though with different logic due to a different approach to the segment building.
The value of Nseg above which a station is considered to have a shower was chosen after consid-
ering several possibilities. The probability to have at least one station with a shower increases
with the muon momentum, while for very low momentum it should be close to zero. The slope
of dependence is larger for a looser requirement on Nseg. However, when requiring Nseg ≥ 1,
the shower probability for very low momentum is still≈20–30%, which suggests a large contri-
bution from ghosts. This falls to ≈5–10% for Nseg ≥ 2; consequently, the requirement Nseg ≥ 2
is chosen as the working point for shower tagging, because this is the most sensitive definition
having acceptably small mistagging of showers at low momentum.
The probabilities of finding a shower in each of the four muon stations are computed separately
and are compatible, except in the first muon station in the endcap, where the shower probability
is higher than in the remaining endcap stations by ≈20%. We attribute this to hadronic punch-
through hadrons from other collisions in the bunch crossing, wrongly tagged as muon-induced
showers; this effect is not present in the single-muon simulated sample, which does not include
pileup. For the purpose of the studies in this paper, we use a simple picture with one number
characterizing the probability of tagging a shower in any station. Figure 2 shows the resulting
probability Pshower(p) to tag a shower in at least one of the four muon stations as a function of
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Figure 2: The probability Pshower(p) to tag at least one shower in any of the four stations, as
a function of the incoming muon momentum, for (upper left) DTs; (upper right) CSCs with
muon |η| < 1.8; and (lower) CSCs with muon |η| > 1.8 . Results are evaluated for the shower
tagging definition requiring Nseg ≥ 2. Different colors refer to: data (black), DY simulation
(red), and single muons simulated with a uniform p distribution (blue).
the muon momentum.
Results from data are compared with those from the simulated high-mass DY and single-muon
samples, in the barrel and endcap regions separately. The endcaps are further split above and
below |η| = 1.8 to isolate the forward endcap region that has the highest shower probability.
Below 1000 GeV there is good agreement between data and simulation, thus validating the
modeling of showers in simulation.
4.3 Identification
High-momentum muons are produced in rare processes with low cross sections and back-
grounds. Often in searches the muon identification performance is measured using simulation
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in TeV signal regions that is validated only with extrapolations from measurements at lower
momenta. In order to make this procedure more robust, the muon identification efficiency is
designed to be uniformly high as a function of muon p and pT. For this purpose a dedicated
high-pT muon identification was designed during Run 1 [24] (“Run 1 high-pT ID”), targeting
topologies involving high-pT muons; it was further improved during Run 2 (“Run 2 high-pT
ID”).
In the Run 1 high-pT ID, muons are required to be global muons with at least two segments re-
constructed in two muon stations that match the inner track. This selection suppresses punch-
through and accidental track-to-segment matches. The main source of inefficiency is due to the
gaps between the muon chambers and is more prominent in the barrel region, where CMS has
two pathways (“chimneys”) for services located around |η| = 0.3. In contrast, chambers in the
endcaps overlap with each other, which provides continuous coverage. The main update of this
selection for Run 2 is to consider global muons that have only one segment matching the inner
track, but only when the extrapolation from the tracker muon to the muon system predicts that
they pass through the muon system gaps. In that case, only zero or one segment is expected to
match the inner track. This change in the Run 2 high-pT ID raises the signal efficiency by 1 to
2% at high pT and improves agreement between the data and simulation. The efficiency gain
affects high-pT muons slightly more than lower-pT muons because of a kinematic correlation:
high-pT muons are mostly produced from high-mass states that have low absolute rapidity and
hence their muon decay products are more likely to be in the barrel region.
To guarantee that the muon system information is also used in the final momentum assignment,
the Run 1 high-pT ID requires that at least one valid muon system hit be retained in the global
muon fit, which removes the outlier hits. The global muon valid hit collection is inherited
from the parent standalone muon and the hits are qualified as valid when their addition to
the global muon fit does not degrade the χ2. However, in the presence of showers, the hit
multiplicity increases and the χ2 of the standalone fit gets worse when trying to include them
in the trajectory fit. The TuneP algorithm that has been developed to optimize the muon refit
(Section 4.1) can result in a hit collection used for the final momentum assignment that differs
from the global hits collection; furthermore, if pT < 200 GeV, the TuneP algorithm chooses the
fit using only tracker hits. Hence, the second change from the Run 1 high-pT ID to the Run 2
high-pT ID consists in requiring that either the global muon fit or the fit chosen by TuneP use at
least one valid muon system hit. This change raises the signal efficiency by 1% for muons with
pT > 500 GeV, mostly affecting the endcap region where showering (which scales with p, not
pT) is more abundant.
Figure 3 displays the Run 1 high-pT ID efficiency as a function of muon η and pT, with com-
parison to the Run 2 high-pT ID efficiency. They are obtained from DY simulations and from
dimuon events in data when combining the full 2016 and 2017 data sets. The method to com-
pute these efficiencies as well as more details and results concerning the Run 2 high-pT ID
efficiency are discussed in Section 5.1.
The other selection criteria of the Run 2 high-pT ID are the same as for the Run 1 high-pT ID,
with notably tight requirements on the track part of the global muon. A minimal number of
pixel hits and tracker layers is required in order to ensure that the muon originates from the
center of the primary interaction, to suppress cosmic ray muons and muons produced from me-
son decays in flight, and to ensure good momentum measurement resolution. Finally, a muon
is required to have a reliable pT assignment to perform the analysis; thus only global muons
with a TuneP relative pT measurement uncertainty, σpT /pT, smaller than 30% are considered.
11
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
η
0.92
0.94
0.96
0.98
1
1.02
ID
 E
ffi
cie
nc
y
 ID
T
Data, Run 1 high-p
 ID
T
Drell-Yan simulation, Run 1 high-p
 ID
T
Data, Run 2 high-p
 ID
T
Drell-Yan simulation, Run 2 high-p
CMS  (13 TeV)-12016-2017, 78.4 fb
 > 120 GeV-µ+µm
0.98
0.99
1
M
C
D
at
a
1
1.02
1.04
R
un
 1
R
un
 2
60 100 200 300 400 1000
 (GeV)
T
p
0.94
0.96
0.98
1
1.02
ID
 E
ffi
cie
nc
y
 ID
T
Data, Run 1 high-p
 ID
T
Drell-Yan simulation, Run 1 high-p
 ID
T
Data, Run 2 high-p
 ID
T
Drell-Yan simulation, Run 2 high-p
CMS  (13 TeV)-12016-2017, 78.4 fb
 < 2.4η  > 120 GeV-µ+µm
0.98
0.99
1
M
C
D
at
a
1
1.01
1.02
1.03
R
un
 1
R
un
 2
Figure 3: Comparison between the efficiency of Run 2 and Run 1 high-pT ID, as a function of
(left) η and (right) pT. The efficiencies are obtained from dimuon events with a mass greater
than 120 GeV to further select the high-mass DY process. The top panel shows the data to
simulation efficiency ratio obtained for the Run 1 (blue squares) and for the Run 2 high-pT ID
(black circles). The bottom panel shows the Run 2 to Run 1 high-pT ID efficiency ratio obtained
from the data (black circles) and from simulation (red triangles). The central value in each bin
is obtained from the average of the distribution within the bin.
5 Efficiency measurements
The tag-and-probe method [5] is a standard technique for measuring efficiencies for prompt
muons coming from Z boson decays. The method provides an unbiased estimation of the total
muon efficiency eµ at the various stages of muon trigger, offline muon tracking reconstruction,
and muon identification. Each component of eµ is determined individually and factorized
according to:
eµ = etrackeIDerecoetrig. (4)
The efficiency etrack of the tracker track reconstruction appears independent of the muon mo-
mentum and does not require dedicated study at high momentum [25]. All other components
of eµ rely on the performance of the muon system and can potentially be affected by muon
showering as well as by the biases in the muon system alignment. Such features would lead to
a dependence of efficiency on muon pT and η. The individual components eID, ereco, and etrig
are scrutinized and computed as functions of these kinematic variables in Sections 5.1-5.3, re-
spectively. In addition, in order to understand the impact of muon showering on the efficiency
and to establish if the simulation models data accurately, the various efficiency components are
studied as a function of showering, using the shower tagging method described in Section 4.2.
A slight difference with respect to the usual tag-and-probe method concerns ereco, where the
probe is a tracker muon instead of a track. Starting from a track allows probing of the entire
muon system reconstruction, whereas for the tracker muon requirement, there is already the
assumption that at least two segments are reconstructed in the muon chambers and that they
are aligned with the track. We have checked that this difference has a negligible impact and no
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p dependence. To gain further insight into the combined L1 and HLT efficiency of Section 5.3,
separate L1 efficiency studies are presented in Section 5.4.
In order to compute eµ up to pT of 1 TeV, the standard tag-and-probe method has been aug-
mented. In this “extended tag-and-probe” method, we aim to collect as many prompt high-pT
muons from the DY process as possible with maximal suppression of backgrounds. Therefore,
we do not restrict the invariant mass of the tag and probe muons to the Z boson mass window.
For background rejection, we impose very tight isolation requirements on both tag and probe
muons. The isolation requirements rely exclusively on the energy measured in the tracker, in a
cone centered on the muon track and with a radius ∆R =
√
(∆η)2 + (∆φ)2 smaller than 0.3. No
inputs from the calorimeters are considered in the computation of isolation, to avoid including
radiation emitted by the muon that could bias the shower studies. Only muons with total en-
ergy in the cone smaller than 30 GeV and not more than 5% of their pT are kept. In addition
to the isolation selection, kinematical criteria can be applied, such as requiring back-to-back
events in the transverse plane, or a balance between the pT vectors of the two muons. This last
set of criteria can be used to reduce the background contribution from tt events; when they are
not part of the pair selection, they are at least used to cross-check the results. The tag muon is
required to pass the full Run 2 high-pT ID described in Section 4.3. After applying the probe
selection, which depends on the efficiency under study, no further background subtraction is
needed; the efficiency is calculated by counting passing and failing probe muons.
5.1 High-pT muon identification efficiency
The Run 2 high-pT ID efficiency is measured using the extended tag-and-probe method on
muons that are reconstructed as global muons. The results are presented in Fig. 4 for the com-
bined 2016 and 2017 data sets and for simulated DY samples. The efficiency as a function of
pT is shown separately in four η regions with different detector composition and character-
istics: |η| < 0.9, only composed of DTs; 0.9 < |η| < 1.2, composed of both DTs and CSCs;
1.2 < |η| < 2.1, only composed of CSCs; and 2.1 < |η| < 2.4, the very forward region com-
posed of CSCs but very sensitive to pileup, punch through, and showering.
A very high identification efficiency, mostly above 98%, is found over the full detector accep-
tance. No pT-dependent inefficiency is found for either 2016 or 2017 data. The DY simulation
predicts slightly higher efficiency than observed in data, but the data-to-simulation agreement
is uniform with increasing pT. The “N − 1 efficiencies” for each ID requirement are individu-
ally tested by dividing the number of probe muons passing a given selection criterion by the
number of probe muons passing all other criteria. Figure 5 shows the results for each crite-
rion that are obtained for muon pT > 53 GeV and binned in η. Although the matching criteria
between the muon system segments and the inner tracker part of the global muon were up-
dated between Run 1 and Run 2 (Section 4.3), this selection is still responsible for the slight
discrepancy between simulation and data in the barrel region. In the endcaps (|η| > 1.2), we
observe a slight inefficiency in both 2016 and 2017 data with respect to the rest of the detector
and to simulation, due to the requirement of a valid muon detector hit in the final momentum
fit. Finally, we observe a small efficiency gain in 2017 (+0.5%) with respect to 2016 in the barrel
region, which can be traced back to the tracker part of the muon Run 2 high-pT ID that links
the improvement with the new pixel detector installed in CMS between the 2016 and 2017 data
taking periods.
The Run 2 high-pT ID efficiency is very high and no trend is observed with increasing pT. The
results are also provided as a function of the muon p in Fig. 6. The 2016 and 2017 data sets
are combined in order to reach higher sensitivity. The efficiencies are further split into two
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Figure 4: High-pT ID efficiency for 2016 and 2017 data, and corresponding DY simulation, as
a function of pT for (upper left) |η| < 0.9, (upper right) 0.9 < |η| < 1.2, (lower left) 1.2 <
|η| < 2.1, and (lower right) 2.1 < |η| < 2.4. The black circles represent data; the red triangles
represent DY simulation. The data-to-simulation ratio, also called the data-to-simulation scale
factor (SF), is displayed in the lower panels. The central value in each bin is obtained from the
average of the distribution within the bin.
categories, whether or not a shower is tagged, given a muon. The overlap region (0.9 < |η| <
1.2) is not included, to avoid double counting from CSC and DT segment-overlap that biases
the shower tagging definition. No effect due to showering can be seen in the endcap region
(upper right and lower plots), but a slight decrease in the efficiency of 1% is visible over the full
momentum spectrum in the barrel region (left plot) for muons with an associated shower. This
inefficiency is due to requirements on the matching of the inner track to the segments in the
muon system, which are responsible for most of the inefficiency in the barrel region. In most
of the cases, the muon is failing these identification criteria because it fails to be reconstructed
as a tracker muon, despite the fact that the global reconstruction is successful. It appears likely
that those muons are emitting showers in the calorimeters, which cause a change in trajectory
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Figure 5: The N − 1 efficiencies, for pT > 53 GeV and binned in η, comparison between 2016
and 2017 data sets and for the corresponding DY simulations, for (upper left) |η| < 0.9, (upper
right) 0.9 < |η| < 1.2, (lower left) 1.2 < |η| < 2.1, and (lower right) 2.1 < |η| < 2.4. The black
circles represent 2016 data; the blue squares represent 2017 data. The lower panels display the
ratio of N− 1 efficiencies obtained for each of the criteria, between 2017 and 2016 data sets, and
between data and their corresponding simulations for both years.
before entering the muon system, so that the tracker-track extrapolation does not match the
segments.
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Figure 6: High-pT ID efficiency for 2016+2017 data, and corresponding DY simulation, as a
function of p for (upper left) |η| < 0.9, (upper right) 1.2 < |η| < 2.1, and (lower) 2.1 < |η| < 2.4.
The blue squares show efficiency for muons in data with no showers tagged; the green inverted
triangles show the same for muons in DY simulation. The black circles correspond to muons
in data with at least one shower tag, while the red triangles are the same for muons in DY
simulation. The central value in each bin is obtained from the average of the distribution within
the bin.
5.2 Reconstruction efficiency
The standalone and global muon reconstruction efficiencies are studied as a function of muon
η and p using the extended tag-and-probe method. The selected probe muons are required to
be good quality tracker muons, and the efficiency to reconstruct either standalone or global
16
muons is calculated with respect to these probes. Figure 7 shows the 2016 and 2017 standalone
muon reconstruction efficiency as a function of muon η for muons with pT > 53 GeV. The
efficiency is above 99% in the barrel region and up to |η| = 1.6, both for data and simulation,
and for both data sets. For |η| > 1.6, the simulation does not reproduce the slight inefficiency
observed in data.
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Figure 7: Standalone muon reconstruction efficiency as a function of muon η for the (left) 2016
and (right) 2017 data sets. The blue points represent the data, while the red empty squares
represent the simulation.
To characterize the inefficiency seen in the forward part of the detector and in both data sets,
Fig. 8 shows the standalone muon reconstruction efficiency as a function of p for |η| < 1.6
and for the forward endcaps (1.6 < |η| < 2.4). The measured efficiency in the |η| < 1.6
region is uniform in p up to approximately 2 TeV in both data and simulation. In the region
1.6 < |η| < 2.4, a decreasing trend as a function of p is observed in both data and simulation,
although it is more pronounced in data by approximately 2%. In order to separate out the
possible effect of pileup (in particular since the forward part of the detector suffers from the
dense track activity), Fig. 9 compares the standalone reconstruction efficiency obtained in data
with DY simulation for events with low pileup environment (defined as having less than 15
reconstructed primary vertices) and for events with higher pileup environment. In addition,
since the muons crossing the forward region of the detector have a higher probability to shower
(Fig. 2), the results are then further split between events where at least one shower is tagged
from events without any showering detected.
For the low-pileup environment and events without tagged showers, the efficiency measured
both in simulation and in data is mostly uniform across the momentum spectrum and is almost
100 (99)% in simulation (data). It starts to show a decreasing trend for higher pileup activity
with the efficiency going down to 98 (96)% for muons with momentum of a few TeV in simula-
tion (data). Although the simulation results show a dependence on the level of pileup, they do
not reproduce the data trend when there are more than 15 vertices. When no shower is found,
the decreasing trend seen in simulation, and more pronounced in data, is due to pileup. In
the presence of showers, the inefficiency trend is enhanced in both data and simulation, and
in particular for events inside the high pileup environment, where the lowest efficiency value
is 95 (93)% for muons of few TeV in simulation (data). The data vs. simulation discrepancy
5.2 Reconstruction efficiency 17
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Figure 8: Standalone muon reconstruction efficiency as a function of muon momentum in two
different |η| regions: (left) |η| < 1.6, and (right) forward endcaps from, 1.6 < |η| < 2.4. The
upper row shows the 2016 results, with blue points representing data and red empty squares
representing simulation. The lower row shows the 2017 results. The lower panels of the plots
show the ratio of data to simulation. The central value in each bin is obtained from the average
of the distribution within the bin.
is slightly enhanced in the presence of showering for events recorded in both low- and high-
pileup environments. We conclude that muon showering and dense track activity interfere
within the muon reconstruction, and lead to the momentum dependence of up to 5% in the
inefficiency when both effects are combined.
The scrutiny of DY events from simulation shows that approximately half of the events respon-
sible for the reconstruction inefficiency do have a standalone muon, but it is not associated with
its tracker part. Despite the fact that the tracker part and the standalone muon share common
segments, the extrapolation of the standalone muon to the tracker volume is not succeeding.
Hence the standalone muon and the global muon formed from it (if any) both exist, but the
18
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Figure 9: Standalone muon reconstruction efficiency as a function of muon p for muons with
1.6 < |η| < 2.4. The left plots are for low pileup (up to 15 vertices) while the right plots are
for higher pileup. The upper plots are obtained with events without any showers; the lower
ones contain events with at least one shower. The blue points represent data and the red empty
squares represent simulation. The lower panels of the plots show the ratio of data to simulation.
The central value in each bin is obtained from the average of the distribution within the bin.
momentum assignment is wrong. The other half of the events are again good tracker muons,
with associated muon segments in several muon chambers, but in these cases no standalone
muon is reconstructed. Still, several segments are found across the entire muon system (over
the 4 stations) and they match the tracker part. This observation indicates a reconstruction fail-
ure at the muon system level, namely the inability to reconstruct the standalone trajectory out
of the detected segments.
The global reconstruction efficiency is computed for probe muons that are also standalone
muons and is displayed as a function of the muon momentum in Fig. 10. The results are inte-
grated over muon η but split according to the (left) absence or (right) presence of showers. The
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efficiency is almost 100% over the full momentum spectrum when the events do not contain
showering muons. A slight decreasing trend is observed in the presence of muon showering,
although the global reconstruction efficiency remains greater than 99%.
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Figure 10: Global muon reconstruction efficiency as a function of muon momentum. The left
plot is obtained with events without any showers, while the right one contains events with at
least one shower. The blue points represent data and the red empty squares represent simula-
tion. The lower panels of the plots show the ratio of data to simulation. The central value in
each bin is obtained from the average of the distribution within the bin.
5.3 Combined L1 and HLT efficiency
The overall trigger efficiency (combined L1 and HLT) is measured using the extended tag-and-
probe method, as well as using events selected by a set of triggers without muon requirements.
The events selected in these independent data sets contain a high-energy electron or large pmissT .
This second approach leads to a sample enriched in W +jets and tt events that could be used
to probe muon triggers.
Figure 11 shows the trigger efficiency measurement using the extended tag-and-probe (black),
and independent data set (red) methods as a function of the muon pT for 2016 and 2017 data.
The two methods are compatible with each other, reinforcing the robustness of the results.
The measured trigger efficiency in 2016 and 2017 data shows a slight decreasing trend as a
function of the muon pT with a value of 90 (85)% at 60 GeV (1 TeV). The SF between the trigger
efficiencies in data and simulation ranges between 0.95 and 0.9.
The 2016 and 2017 trigger efficiencies obtained with the extended tag-and-probe method are
computed separately for the barrel and overlap regions, and compared to simulation in Fig. 12.
In both data sets, the efficiency trend as a function of pT is seen in the barrel but even more
pronounced in the overlap region. In the barrel, the ratio of data to simulation is 0.98 (0.97) for
2016 (2017) data and is uniform with pT in both data sets. The residual efficiency dependence
of the results is caused by the L1 component, due to the lower efficiency of the L1 muon trigger
for muons with shower tags, as discussed in Section 5.4. In the overlap region, the inefficiency
trend is much more severe in data than in simulation, and the SF are increasing with pT. They
range from 0.95 at 60 GeV and down to 0.85 GeV in the highest bin in 2016 data (and 0.9 in
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Figure 11: The combined HLT+L1 efficiency with respect to the offline selection, and the ratio
of data to simulation for different methods, as functions of pT, for (left) 2016 data and (right)
2017 data. The red triangles are measured using an independent data set collected with a pmissT
trigger; the black circles are measured by the extended tag-and-probe method in which selected
events have mµµ > 120 GeV. The central value in each bin is obtained from the average of the
distribution within the bin.
2017 data). Hence, though the efficiency trend is visible in both the barrel and overlap regions,
the pT dependence of the SF is coming exclusively from the overlap region. This effect has
been tracked down to the L1 trigger and the causes are attributed to a nonoptimal arbitration
between the DT and CSC segments that are both present in the overlap region. Even though
the muon identification relies equally on CSC and on DT segments, the momentum assignment
will be more accurate if the estimated value comes from the DT. A fix was implemented in 2018
so that the DT estimated muon assignment is used in these cases.
5.4 The L1 trigger efficiency
The L1 component of the overall muon trigger efficiency at high pT is parameterized separately
for the two cases when an associated shower is, or is not, tagged. From Fig. 11, it can be seen
that above the initial turn-on curve, the trigger efficiency is mostly uniform, but appears to be
slowly deteriorating as the muon momentum increases. It is important to quantify the size of
this effect from L1, because it can impact all high-pT physics measurements.
The approach used here relies on assuming that the inefficiency appearing at high pT is due
to showering in the muon detectors, and that the momentum dependence arises because the
probability of showering in a station increases with increasing momentum. That is, the effi-
ciency under study can be parameterized as a function of the number of showers e(Nshower),
which should be independent of the momentum.
The validity of the shower-based approach is verified by studying the L1 muon efficiency as
a function of the number of showers for different muon momentum slices. We observe that,
within a momentum slice, the trigger efficiency does correlate with the number of showers.
Furthermore, the dependence on Nshower is the same or similar across the compared p ranges.
The shower probability shown in Fig. 2 is parameterized as a function of muon momentum as
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Figure 12: The combined HLT+L1 efficiency with respect to the offline selection, and the ratio
of data to simulation, as a function of pT, for (upper) 2016 data and (lower) 2017 data and
simulation. The left plots are for the barrel region and the right plots are for the overlap region.
The red triangles represent the simulation while the black dots are the data. The lower panels
display the ratio of efficiencies in data and simulation. The central value in each bin is obtained
from the average of the distribution within the bin.
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Pshower(p). The parameterization is performed by fitting the distribution in the region up to
1 TeV, separately for the data and for the DY simulation, with a linear function. The upper end
of the range is dictated by the lack of a sufficient number of muons in data above p ≈ 1 TeV.
The L1 efficiency can thus be calculated as a function of p according to:
eL1(p) =
4
∑
Nshower=0
e(Nshower)PNshower(p), (5)
where PNshower(p) is the probability for a muon of momentum p to produce the number of
showers given by Nshower, which can be calculated from Pshower(p) using standard combinato-
rial formulas. The maximum number of showers is 4 since there are 4 muon stations.
We extract e(Nshower) from simulated DY events and from the 2016 and 2017 data sets recorded
with the pmissT trigger. An event selection is applied to remove cosmic ray muons from the data
and to select only well-reconstructed isolated muons passing the high-pT identification criteria.
Regions in the barrel (|η| < 0.9) and endcap (|η| > 1.2) are analyzed separately. The overlap
region where muons can have hits in both DT and CSC is not considered in this study.
For each muon reconstructed offline, the L1 muon candidates close to the extrapolated muon
trajectory are stored. The candidate with the highest pT and in time with the collision is taken
as the L1 candidate assigned to this muon. The L1 efficiency for the muon is defined based on
whether an L1 candidate with pT above the L1 threshold (22 GeV) is found or not.
The final efficiency measurement is extracted from a combination of 2016 and 2017 data sets,
which maximizes the sample size. The resulting L1 efficiency for muons with different numbers
of showers is shown in Table 1.
Table 1: The L1 trigger efficiency for barrel and endcap muons measured as a function of the
number of showers in the muon stations. The endcap was split into near (|η| < 1.8) and far
(|η| > 1.8) sections.
Nshower Barrel L1 efficiency Near endcap L1 efficiency Far endcap L1 efficiency
Data Simulation Data Simulation Data Simulation
0 93.9±0.1% 94.4±0.1% 89.3±0.1% 91.4±0.1% 88.3±0.1% 90.0±0.1%
1 82.2±0.1% 82.7±0.1% 84.9±0.2% 87.2±0.1% 83.5±0.1% 85.9±0.1%
2 67.1±0.7% 67.3±0.3% 78.9±0.5% 81.9±0.3% 77.0±0.2% 79.8±0.3%
3 49.8±3.4% 50.1±1.4% 76.9±2.0% 76.0±1.0% 70.2±0.8% 72.7±0.9%
4 40±15% 36±9% 68±11% 75±5% 63±3% 60±4%
These numbers are combined with the parameterization of the number of showers versus p,
as described above, yielding the L1 efficiency, as a function of p, shown in Fig. 13. The results
shown as a black line in the plot were derived using the shower-based approach described
above, taking both the shower probability and the L1 efficiency from data. The shaded bands
represent the statistical and systematic uncertainties of the shower probability determination.
They are dominated by the small number of events at high momentum, particularly in the bar-
rel region (cf. Fig. 2). The efficiency calculated directly from the data events is shown as black
points. The two methods give comparable results, indicating that the presence of showers con-
tributes to the L1 inefficiency at high momentum. The L1 efficiency measured in the simulated
DY sample is shown for comparison, as blue points and lines. The two methods agree well,
with a decreasing efficiency trend similar to that observed in data.
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Figure 13: The L1 efficiency in three η regions: (upper left) barrel; (upper right) for muon with
1.2 < |η| < 1.8; and (lower) endcap with muon |η| > 1.8. The plots show a comparison
between directly determining the efficiency from simulation (blue dots) and with data (black
triangles) with respect to calculating it from shower multiplicity, both in 2016+2017 combined
data (black line) and 2017 simulation (dashed blue line). The shaded bands include the statisti-
cal uncertainties of the measurements and the systematic uncertainty of the showering proba-
bility determination.
6 Momentum assignment performance
At low and intermediate momenta, below 100 GeV, the muon pT resolution is dominated by
the hits measured in the silicon tracker. In contrast, hits and segments measured in the muon
chambers are significantly affected by multiple scattering of the muon trajectory while passing
through the calorimeters and the flux-return yoke. This multiple scattering is reduced with
increasing momentum, and above 200 GeV the muon chamber measurements start to improve
on the measured pT. The ultimate performance at high pT is then determined by the precision
of the muon chamber measurements and by the alignment of muon chambers relative to each
other and to the inner tracker.
The alignment of the silicon tracker is a challenging task, achieving a statistical accuracy better
than 10 µm on the position of individual detector modules [26, 27]. To these small remaining
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alignment uncertainties one has to add the intrinsic resolution of silicon hits (typical 10–30 µm).
The intrinsic precision of the muon DT chambers in the barrel region and the CSC in the endcap
region, is of the order of 100–200 µm, to which the possible chamber misalignment is added in
quadrature [4].
Until 2015, the CMS muon reconstruction neglected the alignment uncertainties of the muon
chambers, referred to as alignment position errors (APE). Resultant shortcomings were evi-
dent, as observed deviations were larger than expected uncertainties for the muon segment
parameters with respect to the extrapolated track from the inner tracker. The best possible re-
construction for a high-pT muon track can be reached by a correct relative weighting of tracker
and muon detector hits. In the high-momentum regime this balance requires including appro-
priate muon alignment uncertainties in the Kalman filter. From the beginning of Run 2, the
muon reconstruction has been using nonzero muon APEs [28]. Muon APEs have been intro-
duced for local reconstructed segments in each station for all six segment degrees of freedom
(three local positions x, y, and z; and three local angles φx, φy, and φz), chamber-by-chamber,
for both DT and CSC chambers; they are taken as uncorrelated, as a first approximation.
The muon momentum resolution and the closely related charge assignment are studied in de-
tail using simulation in Section 6.1. These studies span the entire momentum spectrum with
high precision and provide estimates of the impact of different detector alignment conditions,
with and without the APEs. The performance of the momentum resolution and scale measure-
ments are then assessed in data from both cosmic ray muons and collisions, and compared to
simulation, in Sections 6.2 and 6.3, respectively.
6.1 Momentum performance in simulation
The momentum resolution of highly energetic muons can be measured in simulated events,
where the true muon momentum is known. The resolution can be extracted from the distribu-
tion of the relative residual in q/p:
Rreco-gen =
(q/p)reco − (q/p)gen
(q/p)gen
, (6)
where q/p is the charge sign divided by the momentum of the muon. The expectations for
various alignment scenarios have been tested in simulation on back-to-back dimuons with dis-
tributions uniform in η, φ, and p, within the range 5 GeV < p < 2.5 TeV. For smaller intervals
of momentum within that range, the standard deviation σ of a fit to a Gaussian function of the
distribution for the TuneP algorithm is shown in Fig. 14, as a function of the momentum. The
performance of the tracker-only fit is also given for comparison.
Startup and asymptotic scenarios with and without the corresponding APEs have been simu-
lated, together with the ideal scenario with no misalignment (APEs set to zero). The startup
scenario corresponds to the preliminary alignment at the beginning of a data-taking period.
The startup performance is expected to be suboptimal, in particular because of alignment after
the opening and closure of the detector during the LHC shutdown periods. The final alignment
of the individual muon chambers (both DT and CSC), also called asymptotic, is determined
starting from the aligned silicon tracker geometry, by extrapolating selected muon tracks from
the inner tracker to the muon chambers [29]. The alignment algorithm can use both cosmic
ray muons and muons from pp collisions, selected with high purity and pT above a minimum
threshold to limit the multiple scattering (pT > 30 GeV for collision muons in 2016 data taking).
Significant improvements are found with the inclusion of APEs in the startup scenario. In the
endcaps, the startup performance is worse than tracker-only, but gets recovered with APEs. In
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Figure 14: Muon momentum resolution (standard deviation σ of the fit of the core distribu-
tions to a Gaussian function) in (left) the barrel region |η| < 0.9 and (right) the endcap region
1.2 < |η| < 2.4, for the TuneP algorithm, as a function of muon momentum, for the various
misalignment scenarios with and without APEs. A comparison with the ideal scenario is also
given. The performance of the tracker-only fit is shown for comparison.
the barrel region, the performance gets closer to asymptotic by including the APEs. Overall,
there are also small improvements for the asymptotic scenario due to the inclusion of APEs.
To further assess the performance of the TuneP algorithm, it is important to study not only
the Gaussian core resolution, but also the tails of the residual distribution that are sensitive to
muon showering. We characterize the tails by the fraction of muons with relative momentum
residual |δk/k| > 20% (with k = q/p), as a function of the muon momentum. The comparisons
of the momentum resolution and the tails between the global muon fit and the TuneP choice are
shown in Fig. 15 for the asymptotic conditions of alignment and APEs. Two cases are defined
by whether or not at least one shower was found in the muon system.
With TuneP, the momentum resolution σ is about 2% for muons with p < 200 GeV in the barrel,
whereas it is slightly above that value in the endcap. At 2 TeV, the resolution reaches about 6%
in the barrel and 8% in the endcap. A clear advantage of the strategy to remove contaminated
muon stations from the trajectory fit is seen by comparing the resolution tails of the global
muon fit and TuneP. The TuneP pT assignment is mostly independent of showering. This does
not come at the expense of the core resolution, which does not degrade with respect to the
global muon fit, but rather is also slightly improved.
Finally, the TuneP momentum assignment provides a reliable determination of the muon charge
sign up to very high momenta. Several studies made on DY and single muon simulations pre-
dict a charge misassignment probability varying from 10−5 to 10−4 for muon momenta from
100 GeV to 2 TeV. Cosmic ray muons can be used to partially validate these probabilities [30].
During Run 2, we collected 20 000 cosmic ray muons crossing the tracker volume of CMS with
pT > 30 GeV. Only one cosmic ray muon appears to have a wrong charge assignment, with
apparent pT = 640 GeV (estimated from the lower CMS hemisphere).
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6.2 Momentum resolution from cosmic ray muons and collision events
In addition to the muons produced from heavy-boson decays, high-pT muons from cosmic ray
interactions and decays in the atmosphere [31] provide an excellent source of clean events that
the CMS detector can measure. As the muons traverse the CMS detector close to vertically, two
reconstructed legs (upper and lower) provide independent measurements of the momentum
for a single physical muon. The muon momentum scale and resolution can then be assessed.
For each selected event, we require two global muons, one in each hemisphere of the detec-
tor, with good tracker track quality to further ensure that the track is crossing well within the
tracker volume, similarly to muons produced in pp collisions.
The two global muon tracks belong to the same cosmic ray muon trajectory and should then
have similar momentum. It is then possible to extract the relative q/pT residual, Rcosmic(q/pT),
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Figure 15: Comparison of the TuneP and global reconstruction algorithms for simulated muons
in the (upper) barrel and (lower) endcap, for the cases with and without the presence of tagged
showers in any muon station. The left plots show the momentum resolution (Gaussian σ); the
right plots show the tail fraction with |δk/k| > 20%, as a function of muon momentum.
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Figure 16: Gaussian σ of fits to q/pT relative residuals for TuneP cosmic ray muons collected in
2016 and 2017 for (left) the barrel (|η| < 1.2) and (right) the endcap (1.2 < |η| < 1.6) regions,
compared to the resolution extracted from DY simulation.
defined as:
Rcosmic(q/pT) =
(q/pT)
Upper − (q/pT)Lower√
2(q/pT)Lower
, (7)
where (q/pT)
Upper and (q/pT)
Lower are the charge sign divided by pT for the upper and the
lower muon tracks, respectively. The factor of
√
2 accounts for the fact that the q/pT measure-
ments of the two tracks are independent.
Figure 16 compares the pT resolution from Rcosmic measured with the cosmic ray muons col-
lected in 2016 and 2017, crossing the barrel (|η| < 1.2) and the endcap (1.2 < |η| < 1.6) re-
gions. The fits use the TuneP algorithm and the resolution obtained from simulated DY events,
Rreco-gen, is defined in Eq. (6). One third of the cosmic ray muon sample was collected dur-
ing collisions using the same single-muon trigger used to record high-momentum muons from
heavy-boson decays in order to guarantee the same detection environment; the remainder was
collected during dedicated cosmic ray muon runs with no LHC beams. The full cosmic ray
muon sample has the same reconstruction procedure as that used for pp collisions. Good
agreement is found between the cosmic ray muon data and the simulated DY events. The
uncertainties in the highest bins are dominated by the small number of cosmic ray muons
recorded (only 247 events with pT > 500 GeV).
The coverage in η is limited with cosmic ray muons, which are predominantly close to vertical.
Hence the momentum resolution performance is measured best for |η| < 1.6. To overcome
this limitation, events in the Z boson peak from pp collisions can be used to assess the dimuon
mass resolution, as a function of the pT of the individual muons in a dimuon pair. The mass
resolution function is the convolution of a Breit–Wigner distribution that models the intrinsic
decay width of the Z boson (both mean and width set to the PDG values [20]) with a double
Crystal Ball function [32, 33] that models the detector effects. The Z boson peak is fit in a mass
range 75 < mµµ < 105 GeV. Each muon in the event is counted separately when filling the
histograms, according to muon pT, so that each event is counted twice. The resulting dimuon
mass resolution as a function of pT is shown in Figs. 17 and 18 for events having both muons in
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Figure 17: Dimuon mass resolution (Gaussian σ), as a function of muon TuneP pT in the BB
category. Each dimuon event is counted twice since each muon (µ+ and µ−) in the event is
filling the histograms. Results for (left) 2016 and (right) 2017 are shown. Data are shown in
black while the resolution obtained from simulation is shown in red. The lower panels of the
plots show the ratio of data to simulation; the blue boxes represent the statistical uncertainties.
The central value in each bin is obtained from the average of the distribution within the bin.
the barrel (BB) or at least one of the two muons in the endcap (BE+EE), respectively. The BE+EE
results are further split to isolate the forward endcap part (at least one of the two muons with
|η| > 1.6) in the lower plot in Fig. 18.
For the BB events, the mass resolution in data agrees with simulation for both 2016 and 2017
data. These results confirm what is observed with cosmic ray muons. Above 300 GeV the
2017 resolution is slightly better than that in 2016. This is due to changes in the muon system
alignment and improved values of APEs. For the BE+EE events, an offset of about 15% can
be seen over the entire pT range in the 2017 data. The discrepancy is localized in the forward
endcap region, as can be seen in the bottom plot of Fig. 18 that restricts the BE+EE category to
events with only one of the two muons with |η| > 1.6. The results are presented as a function
of the leading muon pT; the shift in the resolution between data and simulation is seen only
when the events have at least one high-pT muon. This endcap region is known to have a tracker
alignment bias, as can also be seen in the scale results in Fig. 21.
6.3 Momentum scale from collision events
The scale of the muon pT is sensitive to three effects that can potentially introduce biases: muon
energy losses, detector misalignments, and magnetic field variations. The calibration of the mo-
mentum scale is performed by modifying the curvature of the muon, while taking into account
these three physics effects. The detector alignment biases result in an additive correction kb
(to the (signed) muon curvature κ) that has the same sign for both positively and negatively
charged muons, resulting in an increase in the measured p for one sign charge, and a decrease
in measured p for the other sign. The variations from the magnetic field lead to a multiplicative
correction factor to the curvature. The energy loss is taken into account with an additive term,
that increases the muon momentum independent of the muon charge.
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Figure 18: Dimuon mass resolution (Gaussian σ), as a function of muon TuneP pT in the BE+EE
category. Each dimuon event is counted twice since each muon (µ+ and µ−) in the event is
filling the histograms. Results for (upper left) 2016 and (upper right) 2017 are shown. The
lower plot is for 2017 data where the BE+EE category is defined with at least one of the two
muons with |η| > 1.6. Data are shown in black while the resolution obtained from simulation
is shown in red. The central value in each bin is obtained from the average of the distribution
within the bin.
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For intermediate- and low-pT muons, two different methods are used for Run 2 data to esti-
mate the additive and multiplicative correction factors to the muon curvature. The first method
selects muons from Z boson decays and derives the corrections from the mean value of the dis-
tribution of q/pT, with further tuning performed using the mean of the dimuon invariant mass
spectrum [34]. The second method selects muons from Z boson, J/ψ, and Υ(1S) resonances,
and determines corrections using a Kalman filter. The corrections are provided as a function of
the muon η and φ in both methods and as a function of the muon pT in the second method. In
Run 2 data, the dominant source of scale bias is coming from the detector alignment.
For high-pT muons, the reconstruction of the muon pT relies both on the tracker and on the
muon system inputs. Thus, the derived corrections from the two previous methods that focus
only on the tracker information, are not directly applicable. In addition, the intrinsic alignment
of the muon chambers within the muon system, and their alignment respectively to the tracker,
are sources of potential scale bias. The generalized endpoint (GE) method [6] quantifies biases
in the pT determination relying on muons produced from DY events. The method consists of
comparing the muon curvature distribution between data and simulated events, modifying the
simulated values by a constant additive bias term (kb), such that the distribution is distorted as
κ → κ+ kb. A χ2 test is performed between the curvature distribution in data and in simulation,
as a function of the injected bias kb, in order to find the minimum of the distribution. Such a
distortion reproduces a potential detector alignment bias that changes p in opposite directions
for positively and negatively charged muons. The muon curvature without any additive bias
in simulation is shown in Fig. 19.
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Figure 19: Data to simulation comparison of the curvature distribution in Z → µ+µ− events,
for 2017 data with muon pT > 200 GeV.
The estimated additive biases measured with GE are presented as a function of η and φ, for the
2016 data in Fig. 20 and for the 2017 data in Fig. 21. For each year, the results are obtained using
both the tracker and the TuneP pT assignment. The sample size of high-momentum muons is
limited, but it is visible that the detector parts that are most affected by the misalignment are
the endcaps, in both years, with an estimated bias kb ≈ 0.15/ TeV in 2016 data and a maximum
kb ≈ 0.5/ TeV in 2017 data localized in the forward positive endcap and in a given φ sector
(−60◦ < φ < 60◦). No significant differences are found when comparing the bias values
obtained with TuneP pT and tracker pT. Thus the misalignment is mostly coming from the
tracker component while the muon system alignment does not contribute significantly. The
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local tracker misalignment found in 2017 data is suspected to be caused by radiation effects
that impact the pixel and strip detector calibration throughout the run period. In addition, for
that specific year the alignment procedure was limited by the sample size of muons from Z
decays and from cosmic rays, which are needed to ensure the right muon mixture input when
performing the detector calibration. These results are in agreement with those from Ref. [34].
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
η 
0.8−
0.6−
0.4−
0.2−
0
0.2
0.4
0.6
0.8
 
[1/
Te
V]
b
Ad
di
tiv
e 
k
 (13 TeV)-1                                      2016, 36.3fbCMS 
 > 200 GeV
T
TuneP p° <-60φ< °-180
° <60φ< °-60
° <180φ< °60
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2
η 
0.8−
0.6−
0.4−
0.2−
0
0.2
0.4
0.6
0.8
 
[1/
Te
V]
b
Ad
di
tiv
e 
k
 (13 TeV)-1                                       2016, 36.3fbCMS 
 > 200 GeV
T
Inner p° <-60φ< °-180
° <60φ< °-60
° <180φ< °60
Figure 20: Measurement of the scale bias for muons above 200 GeV with 2016 data. On the left
the pT corresponds to TuneP, while on the right it corresponds to the tracker-only assignment.
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Figure 21: Measurement of the scale bias for muons above 200 GeV with 2017 data. On the left
the pT corresponds to the TuneP, while on the right it corresponds to the tracker-only assign-
ment.
7 Summary
The performance of muon reconstruction, identification, trigger, and momentum assignment
has been studied in a sample enriched in high-momentum muons using proton-proton colli-
sions at
√
s = 13 TeV, collected by the CMS experiment at the LHC in 2016-2017, and corre-
sponding to the integrated luminosity of 78.4 fb−1. Depending on the longitudinal component
of the momentum, muons with transverse momentum pT > 200 GeV can have radiative energy
losses in steel that are no longer negligible compared to ionization energy losses. Dedicated
methods have been developed to study the performance impact of the detector alignment and
32
electromagnetic showers along the muon track. Overall, the measurements are described accu-
rately by the simulation and their reach in momentum is limited by the statistical uncertainties.
The largest discrepancy between data and simulation is found at the trigger level with a 10%
efficiency difference for muons with pT around 1 TeV. Representative figures of merit that il-
lustrate the muon performance at high momentum are listed below.
• The identification efficiency measured in data is >98% over the full pT spectrum,
up to 1000 GeV for a pseudorapidity magnitude |η| < 2.4. No dependence on the
momentum p is observed. The ratio of data to simulation is within 1% of unity for
0 < |η| < 0.9 and 2.1 < |η| < 2.4, and within 0.5% for 0.9 < |η| < 2.1.
• The standalone reconstruction efficiency measured in data is >98% over the full pT
spectrum and up to 1500 GeV for |η| < 1.6. No dependence on the momentum p
is observed. The ratio of data to simulation is uniform and equal to 0.99. In the
forward detector region (|η| > 1.6), an inefficiency trend starting at p = 200 GeV is
observed both in simulation and in data, although it is slightly more pronounced in
the latter. The muon showering and the dense track activities for muon momentum
around 1000 GeV interfere within the muon reconstruction, and lead to a momentum
dependence with up to 5% inefficiency when both effects are combined.
• The total trigger efficiency measured in data shows a decreasing trend from 92% at
pT = 100 GeV down to 80% at pT = 1000 GeV, integrated over muon η. The simula-
tion does not reproduce the severity of the slope and the ratio of data to simulation
deviates from unity at the level of 10%. This discrepancy is driven by the first level
(L1) trigger and is localized in the overlap region (0.9 < |η| < 1.2) because of a
nonideal interplay between DT and CSC signals. This was improved in 2018.
• The L1 efficiency suffers from showering effects. Direct measurements from data
and simulation are compared to a parameterization derived from showering inputs.
The trend as a function of p is reproduced by the parameterization within the uncer-
tainties. The biggest impact of showering is seen in the barrel region (|η| < 0.9), both
in simulation and in data. The simulation does not fully reproduce the slope seen in
data in both barrel and endcap regions, thus indicating a slight underestimation of
the showering effect at L1 in simulation.
• TuneP momentum assignment and performance is robust against the presence of
showers. The simulation reproduces the choice of TuneP among the different TeV
refitters in data.
• The Z boson mass resolution is <3 GeV for events with the leading muon pT up to
450 GeV over the full η range. The Z boson mass resolution is very similar between
simulation and data, except in the endcap region for the 2017 data, where a tracker
alignment bias degrades the resolution by 20% for events with the leading muon pT
above 150 GeV.
• The trajectory curvature bias kb is compatible with zero in the barrel region, but is as
large as 0.5 TeV−1 for |η| > 2.1 in 2017 data.
These results show that the performance of the CMS detector is outstanding for high energy
muons and is largely well described by simulation.
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