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We demonstrate that antiferromagnet–superconductor (AF–S) junctions show qualitatively differ-
ent transport properties than normal metal–superconductor (N–S) and ferromagnet–superconductor
(F–S) junctions. We attribute these transport features to presence of two new scattering processes in
AF–S junctions, i.e., specular reflection of holes and retroreflection of electrons. Using the Blonder-
Tinkham-Klapwijk formalism, we find that the electrical and thermal conductance depend nontriv-
ially on antiferromagnetic exchange strength. Furthermore, we show that the interplay between
the Nel vector direction and the interfacial Rashba spin-orbit coupling leads to a large anisotropic
magnetoresistance. The unusual transport properties make AF–S interfaces unique among the tra-
ditional condensed-matter-system-based superconducting junctions.
Introduction.– Heterostructures composed of supercon-
ductors and nonsuperconducting materials exhibit tech-
nologically relevant quantum phenomena [1–8]. Exam-
ples include superconducting qubits [9–11], microwave
resonators [12], single-photon detectors [13], and AC
Josephson junction lasers [14]. Superconducting het-
erostructures also form the basis for experimental meth-
ods such as point contact spectroscopy [15–17] and scan-
ning tunneling spectroscopy [18, 19], allowing for the de-
termination of the superconducting gap and the investi-
gation of the phase diagram in unconventional supercon-
ductors [20–22].
The simplest superconducting heterostructure is a nor-
mal metal (N)–superconductor (S) junction. The low
bias transport at low temperature is dominated by An-
dreev reflection (AR) [8, 23, 24]. In conventional AR, an
incident electron is retroreflected as a hole of the opposite
spin, and a Cooper pair is transmitted into the S layer.
Since the Cooper pair carries a charge of 2e and zero
heat, AR enhances electrical conductance and suppresses
thermal conductance [25–27]. In a Josephson junction
(S–N–S) [28], AR can occur repeatedly, resulting in An-
dreev bound states that carry a supercurrent across the
junction. Josephson junctions enable technologies such
as electrical and thermal interferometers [29, 30].
The spin dependence of AR at superconducting inter-
faces causes the transport properties to change drasti-
cally when ferromagnetic layers are introduced [31]. The
exchange interaction splits the majority and minority
spin bands in the F layer, which reduces the AR ampli-
tude and consequently the conductance in a Ferromagnet
(F)–S junction [21, 32]. However, the addition of spin-
orbit coupling (SOC) at the interface enables tunable
anisotropic spin-flipped AR, which can increase the elec-
tric and thermal conductance [33–36]. It has been shown
that S–F–S Josephson junctions exhibit spin-triplet pair-
ing, potentially enabling superconducting spin currents
and qubits [2, 3, 37–41]. However, the finite net mag-
netization of ferromagnets in superconducting spintron-
ics presents a significant drawback for applications in
nanoscale devices.
Antiferromagnets (AFs) are magnetically ordered ma-
terials with zero net magnetization and negligible stray
fields, as well as intrinsic high-frequency dynamics. Thus,
AFs are promising candidates for novel high-density and
ultrafast spintronic-based nanodevices [42]. Based on
these characteristics and recent experimental develop-
ments, the emerging field of antiferromagnetic spintronics
has attracted a great deal of interest [43–52]. Addition-
ally, the possible coexistence of antiferromagnetism with
superconductivity [53–55] shows the great potential of
antiferromagnetic materials for application in supercon-
ducting spintronics [31].
It has been theoretically shown that AF–S junctions
exhibit additional scattering processes different from
those in N(F)–S junctions [56]. In Josephson junctions,
these new scattering processes create low-energy bound
states [57] that lead to anomalous phase shifts [58] and
atomic-scale 0−pi transitions [59–62]. On the other hand,
although the existence of Josephson supercurrents in S–
AF–S junctions has been experimentally reported [63–
68], other theoretical predictions have yet to be explored.
To our knowledge, the effect of these additional scatter-
ing processes on the electrical and thermal transport in
AF-S bilayers remains an open question. In this Letter,
we address this issue and point out unique experimental
signatures in the electrical and thermal conductance.
Model.– We consider a collinear and two-sublattice AF
metal on a cubic lattice attached to a conventional s-wave
superconductor. The AF and S are both semi-infinite and
occupies the regions z < 0 and z > 0, respectively.
To investigate the electrical and thermal transport,
we use the Blonder-Tinkham-Klapwijk (BTK) scatter-
ing formalism [25], where the conductances are deter-
mined by the reflection coefficients of the scattering ma-
trix. We obtain the reflection coefficients by solving the
Bogoliubov–de Gennes (BdG) equation.
The BdG Hamiltonian of an AF-S junction in the con-
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2tinuum limit consists of a Hamiltonian for itinerant elec-
trons HK, an antiferromagnetic exchange coupling HAF,
an interfacial barrier potential HI, and a Hamiltonian
modeling the S layer HS,
H = HK +HAF +HI +HS. (1)
We use s, σ, and τ Pauli matrices to denote the spin,
sublattice, and charge degrees of freedom, respectively.
We also define τ±4 = diag(1,±K), where K is the com-
plex conjugate operator, and τ± = (τx ± iτy) /2.
The kinetic term governing the motion of the itinerant
electrons is [48, 69, 70]
HK = γk τz ⊗ σx ⊗ s0 − µ τz ⊗ σ0 ⊗ s0, (2)
where γk = −h¯2/2m
(∇2 + k20) is the kinetic energy,
m is the effective mass of the charge carriers, k0 is
the wavevector at which γk0 = 0, and h¯ is the re-
duced Planck constant. The chemical potential is µ =
µAFΘ(−z) + µSΘ(z), where Θ(·) is the Heaviside step
function.
The s–d exchange interaction between localized antifer-
romagnetic moments and itinerant spins reads [48, 69, 70]
HAF = J τ
−
4 ⊗ σz ⊗ (n · s) , (3)
where J = J0Θ(−z) denotes the s–d interaction strength
and n = (sin θ cosφ, sin θ sinφ, cos θ) is the Nel vector
direction in spherical coordinates.
The interfacial potential is described by,
HI = V τz ⊗ σ0 ⊗ s0 + λR τ+4 ⊗ σx ⊗ [(s× q) · zˆ] , (4)
where V = V0δ(z) is the strength of spin-independent po-
tential barrier and λR = λ0δ(z) is the strength of Rashba
SOC (RSOC) [71] due to the inversion symmetry break-
ing in the z direction. These two terms permit spin-
conserving and spin-flipped reflection processes, respec-
tively.
Finally, we model the S layer using a mean-field BCS
Hamiltonian,
HS = ∆(T ) τ+ ⊗ (σ0 ⊗ isy) + h.c., (5)
where ∆(T ) = ∆0 tanh
(
1.74
√
(Tc/T )− 1
)
Θ(z) is an in-
terpolation formula for the temperature-dependent gap
of an s-wave superconductor with a critical temperature
Tc [72, 73].
To determine the reflection coefficients, we solve the
BdG eigenvalue problem,
Hψ = Eψ, (6)
where ψ is the BdG eigenvector and E is its eigenvalue,
for more details see the Supplemental Material [74].
In our setup, the x and y directions are translation-
ally invariant. Hence, the eigenvector takes the form
ψ = χeiq‖·reiqzz, where q‖ = (qx, qy, 0) is the conserved
component of the wavevector parallel to the interface and
qz is the wavevector component normal to the interface.
The spinor χ is expressed in the following basis [74]:
χ = (Ae↑, Ae↓, Be↑, Be↓, Ah↑, Ah↓, Bh↑, Bh↓) . (7)
Here, A (B), ↑ (↓), and e (h) refer to the sublattice,
spin, and charge degrees of freedom, respectively. Upon
substitution of the eigenvector into Eq. (6) for z < 0, we
find the wavevectors qz = q
±
e(h) in the AF layer,
q±e =
√
k20 − q2‖ ±
2m
h¯2
√
(E + µAF)
2 − J2, (8a)
q±h =
√
k20 − q2‖ ±
2m
h¯2
√
(E − µAF)2 − J2. (8b)
In Fig. 1, we plot the dispersion relations of the AF
layer given in Eq. (8) and identify the possible scattering
processes. In contrast to an N(F)–S junction, an AF–
S junction permits both specular AR and retro normal
reflection (NR) [56–58].
FIG. 1. a) The allowed scattering processes in Eq. (8). Elec-
trons (holes) are drawn as filled (empty) circles. Incoming
(reflected) particles are represented by rightward (leftward)
arrows. b) A sketch of the possible scattering processes that
can occur at an AF–S junction.
In the following, we show how these two new scattering
mechanisms, i.e., retro NR and specular AR, affect the
transport properties of AF–S junctions.
Thermoelectric coefficients.– To study the
(thermo)electric transport properties of the system,
we apply a temperature gradient ∆T and an electric
voltage bias U across the AF–S junction, which induce
a charge (thermal) current IC(Q) of the form:[
IC
IQ
]
=
[
GC LC
GQ LQ
] [
U
∆T
]
. (9)
Here, GC and LC represent the electrical responses, while
GQ and LQ represent the thermal responses. In the BTK
formalism [25, 26, 75], the response functions are given
by
GC =
Ae2
4pi3h¯
X+0,1, LC =
Ae
4pi3h¯
X+1,1, (10)
GQ =
AekB
4pi3h¯
X−1,2, LQ =
AkB
4pi3h¯
X−2,2, (11)
3where A is the interfacial cross section, and we introduce
X±n,m =
∫
dE d2q‖
(E − eU)n (1−Re ±Rh)
4(kBT )m cosh
2 E−eU
2kBT
, (12)
where n,m = {0, 1, 2}. The total reflection probabilities
for electrons (e) and holes (h) are
Re(h) =
∑
s
(
R+e(h),s +R
−
e(h),s
)
. (13)
Here, R±i,s is the reflection probability for particles with
wavevector q±i , where i = e, h and s =↑, ↓ [74]. AR
results in a net charge transfer of 2e, but zero heat trans-
fer [76–78] across the interface; thus, AR increases the
electrical conductance and decreases the thermal conduc-
tance. In the following, we focus on the electrical (GC)
and thermal (LQ) conductance of the junction.
Numerical parameters.– Before presenting our numer-
ical results, it is necessary to introduce our numeri-
cal dimensionless parameters: the spin-independent bar-
rier strength Z = V0m/h¯
2q∗, the Rashba strength λ =
2λ0m/h¯
2q∗, the exchange strength J0/µ, and the tem-
perature T/Tc. Here q
2
∗ = k
2
0 + q
2
F, where q
2
F = 2mµ/h¯
2.
For simplicity, we set µAF = µS = µ and normalize the
electrical and thermal conductance with respect to the
corresponding Sharvin conductance [8]: G˜C = GC/G
Sh
C
and L˜Q = LQ/L
Sh
Q . The Sharvin electrical (thermal)
conductance is the electrical (thermal) conductance eval-
uated in the limit ∆0 = J0 = Z = 0, i.e., the response
functions of a normal metal with perfect transmission:
GShC = e
2q2∗A/4pi
2h¯ and LShQ = Ak
2
BTcq
2
∗/12h¯.
In our calculations, we estimate the effective mass to
be h¯2/2m = 0.5 eV nm2 based on a tight-binding model
with typical material parameters [48, 69, 70]. Further-
more, the superconducting gap ∆0 is several orders of
magnitude smaller than the chemical potential µ. For
concreteness, we set µ = 2 eV and allow the exchange
strength to lie in the interval 0 < J0/µ < 1, where the
system is conducting. As J0/µ→ 1, the AF material be-
comes an insulator, and the transport properties vanish.
We consider the temperature range 0 < T/Tc < 1 so that
superconductivity does not break down.
Calculation of reflection probabilities.– Figure 2 shows
the behavior of the reflection probabilities as functions
of energy for different exchange strengths in both the
transparent (Z = 0) and tunneling (Z  1) regimes in
the absence of RSOC.
For simplicity, we first consider a transparent interface
(Z = 0) and the subgap regime (E < ∆0). In the normal
metal limit (J0 = 0), we find that retro AR is the domi-
nant scattering process [25]. Retro NR and specular AR
increase as the exchange interaction J0 increases. This is
because with the onset of J0, the new scattering channels
associated with the sublattice degrees of freedom become
available. In the supergap regime (E > ∆0), electron-like
and hole-like charge carriers can propagate in the S layer.
FIG. 2. The reflection probabilities as functions of the en-
ergy E/∆, the barrier strength Z, and the exchange strength
J0/µ. The scattering processes associated with R
−
e,h are not
observed at an N(F)–S junction; they are the result of the
additional degrees of freedom in an antiferromagnet.
If the interface is not transparent (Z 6= 0), AR is sup-
pressed while NR is enhanced, because fewer electrons
are allowed to enter the S layer to form Cooper pairs.
Increasing J0 leads to an increase in retro NR and a de-
crease in specular NR, see Fig. 2.
Electrical and thermal conductance.– Now, we numer-
ically compute the electrical and thermal conductance
using Eqs. (10) and (11). In Fig. 3, we plot the zero-
temperature electrical conductance and the thermal con-
ductance as functions of the voltage bias and temper-
ature, respectively, for different exchange and barrier
strengths in the absence of SOC.
FIG. 3. The electrical conductance G˜C and the thermal con-
ductance L˜Q as functions of the dimensionless external bias
eU/∆0 and dimensionless temperature T/Tc, respectively, for
different spin-independent barrier strengths Z and exchange
strengths J0/µ.
First, we focus on the electrical conductance shown in
4Fig. 3. In the absence of a barrier and exchange interac-
tion, the system behaves like a transparent N–S junction.
In this case, each electron incident from the N layer en-
ters the S layer and forms a Cooper pair. This results in
100% retro AR; consequently, the electrical conductance
is G˜C = 2. As the exchange strength increases, retro
NR eventually becomes the dominant scattering process.
Thus, with increasing J0, less charge is in total trans-
ported across the junction, and the electrical conductance
decreases. The total NR is also increased as the barrier
strength Z increases.
In the tunneling limit (Z = 10), there is a sharp peak
in the electrical conductance at eU/∆0 = 1, which origi-
nates from the singularity in the density of states (DOS)
in the S layer.
In contrast to the electrical conductance, the thermal
conductance is suppressed by AR. The physical reason is
that Cooper pairs carry finite charge but zero heat across
the junction. Therefore, for the thermal conductance to
be finite, the temperature must be so high that electron-
like and hole-like particles can be transmitted into the
S layer. Since higher temperatures result in more trans-
mission of particles, the thermal conductance increases
with increasing temperature, as shown in Fig. 3.
In the transparent limit (Z = 0), the retro NR in-
creases with the exchange strength. Since less particles
are transmitted into the S layer, the thermal conductance
decreases with an increasing exchange strength. As the
barrier strength increases, even fewer particles are trans-
mitted into the S layer. In the tunneling limit (Z = 10),
the thermal conductance is strongly suppressed.
Figure 3 shows that in the transparent limit the in-
crease of exchange strength reduces both the electrical
and thermal conductance, while in the tunneling regime,
increases both of them. This behavior occurs due to the
interplay between the exchange interaction and the bar-
rier in the supergap regime (E > ∆0), where tunneling
into the S layer is also allowed. In the tunneling limit, the
exchange interaction enhances the transmission of both
electron-like and hole-like particles into the S layer, con-
sequently increasing the electrical and thermal conduc-
tance.
Next, to compare the AF–S junction with the F–S
junction, we plot the electrical conductance as a function
of the exchange strength in Fig. 4. In the F–S junction,
the electrical conductance decreases linearly with the ex-
change strength, G˜C ≈ 2(1 − J0/µ) [32]. On the other
hand, in the AF-S junction, the relationship between
the electrical conductance and the exchange strength is
more subtle. The electrical conductance decays rapidly
at small J0/µ, is almost constant for intermediate J0/µ,
and decays as J0/µ→ 1. We have checked that these fea-
tures are robust by varying m, µ, and ∆0 within the ex-
perimentally relevant intervals. The inset of Fig. 4 shows
that the electrical conductance decays rapidly with the
exchange strength on an energy scale set by the super-
conducting gap. In the regime where J0  ∆0, the sys-
tem behaves like an N–S junction, such that G˜C = 2. In
the J0 ∼ ∆0 regime, we find that the reflection probabili-
ties become dependent on the angle of incidence [74]. For
electrons close to normal incidence, we find that retro AR
dominates transport. For electrons with an angle of inci-
dence nearly parallel to the interface, we find that retro
AR is suppressed and specular NR is enhanced. This
sudden enhancement of specular NR leads to the sharp
decay of the electrical conductance observed in Fig. 4.
Numerically, we find that G˜c ∼ (J0/∆0)−1.0 [74].
FIG. 4. The zero-temperature electrical conductance G˜C of
the system as a function of the exchange strength J0/µ. The
dash-dotted line represents the electrical conductance of an F–
S junction [32]. The inset shows the behavior of G˜C as a func-
tion of small J0/µ values. The dashed green line represents a
numerical fit of the electrical conductance, G˜C ∼ (J/∆0)−1.0.
In the regime where ∆0  J0  µ, the DOS in the
AF layer is approximately constant, and consequently,
so is the electrical conductance [74]. As J0/µ → 1, the
AF layer starts to behave as an insulator, suppressing all
transport properties.
Anisotropic magnetoresistance.– We have not yet con-
sidered the effect of finite interfacial RSOC, due to the
breaking of the inversion symmetry at the interface. For
finite RSOC, an additional scattering channel is opened
in which spin-flip scattering is allowed. Recently, it has
been found that in F–S junctions, RSOC leads to a large
anisotropic magnetoresistance (AMR) [33], while there is
no AMR in N–S junctions.
In the AF layer, the spin quantization axis is deter-
mined by the Nel vector. Consequently, a finite RSOC
leads to anisotropy in the electrical and thermal conduc-
tance for an AF–S junction. Since we consider only an
interfacial RSOC with an inversion breaking axis in the
z direction, this AMR depends only on the Nel vector’s
polar angle θ.
Figure 5 shows the electrical AMR(θ) = 1−G˜(0)/G˜(θ)
as a function of the Nel vector direction for a fixed RSOC
strength and temperature. We find that the minima and
maxima occur at θ = {0, pi} and θ = pi/2, respectively.
The inset shows that the maximum AMR increase with
λ. The qualitative features of the electrical and ther-
mal AMR is identical. Thus, similar to F–S junctions
and in contrast to N–S junctions, AF–S junctions show a
strong AMR. In an AF–N junction (∆0 → 0), the electri-
5cal (thermal) AMR is approximately 75% smaller (50%
larger) than that in an AF–S junction. The simultaneous
enhancement of the electrical AMR and diminution of the
thermal AMR in an AF–S junction can be attributed to
the finite AR in the presence of the S layer.
FIG. 5. The electrical AMR in an AF–S junction as a func-
tion of the orientation θ of the Nel vector and the exchange
strength J0/µ. The inset show the dependence of the AMR
maxima on the RSOC strength λ.
Concluding remarks.–We demonstrate that the electri-
cal and thermal conductance of AF–S junctions are qual-
itatively different from those of N(F)–S junctions due to
the emergence of two new scattering processes: specular
AR and retro NR. Furthermore, we show that there is a
large AMR in the presence of a finite interfacial RSOC.
Our results reveal that superconducting spintronics
based on antiferromagnetic materials, open up a fascinat-
ing playground for novel physical phenomena. We hope
that this theoretical study will inspire new experimental
work on AF–S heterostructures.
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