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ABSTRACT
Context. Deuteration has been suggested to be a reliable chemical clock of star-forming regions due to its strong dependence on
density and temperature changes during cloud contraction. In particular, the H+3 isotopologues (e.g. ortho-H2D
+) seem to act as good
proxies of the evolutionary stages of the star formation process. While this has been widely explored in low-mass star-forming regions,
in the high-mass counterparts only a few studies have been pursued, and the reliability of deuteration as a chemical clock remains
inconclusive.
Aims. We present a large sample of o-H2D+ observations in high-mass star-forming regions and discuss possible empirical correlations
with relevant physical quantities to assess its role as a chronometer of star-forming regions through different evolutionary stages.
Methods. APEX observations of the ground-state transition of o-H2D+ were analysed in a large sample of high-mass clumps selected
from the ATLASGAL survey at different evolutionary stages. Column densities and beam-averaged abundances of o-H2D+ with
respect to H2, X(o-H2D+) , were obtained by modelling the spectra under the assumption of local thermodynamic equilibrium.
Results. We detect 16 sources in o-H2D+ and find clear correlations between X(o-H2D+) and the clump bolometric luminosity and the
dust temperature, while only a mild correlation is found with the CO-depletion factor. In addition, we see a clear correlation with the
luminosity-to-mass ratio, which is known to trace the evolution of the star formation process. This would indicate that the deuterated
forms of H+3 are more abundant in the very early stages of the star formation process and that deuteration is influenced by the time
evolution of the clumps. In this respect, our findings would suggest that the X(o-H2D+) abundance is mainly affected by the thermal
changes rather than density changes in the gas. We have employed these findings together with observations of H13CO+, DCO+, and
C17O to provide an estimate of the cosmic-ray ionisation rate in a sub-sample of eight clumps based on recent analytical work.
Conclusions. Our study presents the largest sample of o-H2D+ in star-forming regions to date. The results confirm that the deuteration
process is strongly affected by temperature and suggests that o-H2D+ can be considered a reliable chemical clock during the star
formation processes, as proved by its strong temporal dependence.
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1. Introduction
Crucial to the study of star formation is the measurement of
timescales, which may be mass- and density-dependent (e.g.
Urquhart et al. 2018; see also Motte et al. 2018 for a review). The
duration of the star formation process is crucial to distinguishing
between competing theories, which predict a slow or a fast evo-
lution towards the formation of stars (e.g. Mouschovias et al.
2006 and Hartmann et al. 2012), estimating its fundamental en-
ergy budget, and understanding, and thus predicting, its impact
on the chemical enrichment of the interstellar medium (ISM).
Chemistry is a powerful tool for infering how long the star-
forming gas remains dense and cold, and thus is capable of ac-
tually forming stars. In addition, chemical signatures can help to
? Marco Polo fellow – University of Bologna.
characterise evolved sources, due to the change in temperature
and density, and their effects on the chemistry.
In the last few decades, among the chemical processes that
occur under the typical conditions prevalent in Dark Clouds, the
study of freeze-out (e.g. Caselli et al. 1998, Chen et al. 2010,
Hernandez et al. 2011, Giannetti et al. 2014, Feng et al. 2019
and Bovino et al. 2019) and deuterium fractionation processes
(e.g. Millar et al. 1989, Pagani et al. 1992a,b, Ceccarelli et al.
2007, Chen et al. 2010, Sipilä et al. 2010, Fontani et al. 2011,
Kong et al. 2015 and Körtgen et al. 2018) have certainly played
a central role in astrochemical research. Especially during the
first phases of star formation, the volume density of molecular
hydrogen, n(H2), and the temperature of the clouds, T , reach the
ideal conditions (i.e. n(H2) > few ×104 cm−3 and T < 20 K)
to favour freeze-out (or depletion), by which several C-, N-, and
O-bearing species, in particular carbon monoxide (CO), are ef-
ficiently removed from the gas phase and trapped on the surface
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of the dust grains (e.g. Kramer et al. 1999, Bergin et al. 2002,
Caselli et al. 2008, Fontani et al. 2012, Wiles et al. 2016, and
Sabatini et al. 2019; see also Bergin & Tafalla 2007 for a review).
The CO adsorption onto the grain surfaces also favours the pro-
gressive enrichment of deuterium atoms compared to hydrogen
in the molecules, through the deuterium fractionation process
(e.g. Ceccarelli et al. 2014). In this context, the main driver of
deuteration, the trihydrogen cation H+3 , leads to the enrichment
of deuterated molecules like H2D+ and N2D+ in the gas phase
(e.g. Pagani et al. 2009, Vastel et al. 2012, and Caselli et al.
2019).
Using cold-gas chemistry to measure the age of low-mass
cores (i.e. M < 8 M) has been exploited via different tracers
(e.g. via H2D+ by Brünken et al. 2014), while in the high-mass
regime age estimates are much more complex, in particular due
to the uncertainties in the dynamical and chemical initial condi-
tions.
A first attempt to adopt this kind of analysis to the high-
mass regime was carried out by Kong et al. (2016) for cores
of ∼ 15 − 60 M by measuring the deuterium fraction via
N2H+. However, it was shown by Pillai et al. (2012) that this
species may not be ideal for tracing the first stages of the high-
mass star formation process. They obtained maps for part of the
DR21 complex of the ortho−H2D+ JKa,Kc = 110 − 111 (here-
after o-H2D+ ) and N2D+ J = 3 − 2 transitions, observed with
the James Clerk Maxwell Telescope (JCMT; Holland et al. 1999)
and the Submillimiter Array (SMA; Ho et al. 2004), respectively.
The data reveal very extended o-H2D+ emission, in agreement
with the results of Vastel et al. (2006) for the low-mass source
L1544, and that this species mainly traces gas that is not seen
in dust continuum emission or in the interferometric N2D+ data.
H2D+ may thus be sensitive to gas that eludes detection in the
most commonly used tracers, and can represent an even earlier
stage in the process of star formation.
In a pilot study to this work, with the Atacama Pathfinder
EXperiment 12-meter submillimeter telescope (APEX; Güsten
et al. 2006), Giannetti et al. (2019) detected o-H2D+ and N2D+
in three high-mass star-forming clumps for the first time, open-
ing the possibility of investigating their abundance variation in
sources at different evolutionary stages (G351.77–0.51 complex;
e.g. Leurini et al. 2019). They considered sources ranging from a
clump that is still quiescent at 70 µm to one that hosts luminous
young stellar objects (YSOs), adopting the classification from
Giannetti et al. (2014), König et al. (2017), and Urquhart et al.
(2018). Giannetti et al. (2019) observed that the abundance of
N2D+ progressively increases with evolution, showing a differ-
ence of a factor of ∼ 2 between the least and the most evolved
clump. Particularly relevant is also that the o-H2D+ abundance
decreases in the two most evolved clumps (by a factor of ∼ 10),
likely due to the chemical conversion of H2D+ into D2H+ and D+3
(which would also boost the production of N2D+) or to the de-
struction by desorbed CO in the presence of a protostellar object.
Similar results were also reported by Kong et al. (2016), who ob-
tained upper limits for abundances for o-H2D+ of ∼ 10−11 in two
high-mass star-forming regions associated with outflow activity
(see Tan et al. 2016), and high abundances of N2D+, confirm-
ing the fact that N2D+ is forming at later times compared to o-
H2D+ and under different physical conditions.
Attempts to demonstrate this hypothesis have been recently
reported by Miettinen (2020), using APEX observations in three
prestellar and three protostellar cores in Orion-B9. Although ob-
serving a downward trend in o-H2D+ abundance of about a fac-
tor of 4 with evolution, the anti-correlation with N2D+ was not
confirmed. However, as pointed out by the authors, their spatial
offset between the N2D+ and the o-H2D+ observations (∼ 10′′
on average) might be the cause of the observed behaviour (i.e.
the two molecules sample different regions).
With the present work we extend the number of high-mass
star-forming regions with o-H2D+ detections, assembling a sam-
ple of 106 massive clumps selected from several spectral line
surveys carried out on clumps as part of the ATLASGAL survey
(see Sect. 2 for details). Our goal is to test the trend reported
by Giannetti et al. (2019) for o-H2D+, on a sample that could
be statistically representative of regions with ongoing massive
star formation activity in order to exclude possible bias induced
by particular initial chemical conditions that may have affected
previous (much smaller) samples.
This paper has the following structure: we describe the sam-
ple and its selection in Sect. 2. In Sect. 3 we discuss how the
spectra have been obtained and reduced, and we summarise the
physical properties of the sources in our sample. The information
on how the column densities and the dynamical parameters of the
sources have been calculated is presented in Sect. 4. In Sect. 5
we present the comprehensive set of correlations we found be-
tween the o-H2D+ abundance and the other physical quantities,
and we present the new estimates for the cosmic-ray ionisation
rate (CRIR) for hydrogen molecules, based on the same data.
Following the evolutionary stages of massive clumps, in Sect. 6
we discuss how o-H2D+ can be used as a powerful chemical
clock to follow the evolution of high-mass star-forming regions.
Finally, in Sect. 7 we summarise our conclusions.
2. Sample
The APEX Telescope Large Area Survey of the Galaxy (ATLAS-
GAL; Schuller et al. 2009, Csengeri et al. 2014 and Li et al.
2016) provides an ideal basis for detailed studies of large num-
bers of massive clumps in different stages of the evolutionary se-
quence of high-mass star-forming regions (Molinari et al. 2008).
The ATLASGAL Compact Source Catalog has delivered ∼ 104
clumps (e.g. Contreras et al. 2013, Urquhart et al. 2013, and
Csengeri et al. 2014), with reliable estimates of kinematic dis-
tances, masses, luminosities, and dust temperatures and distribu-
tion (Urquhart et al. 2014, Wienen et al. 2015 and Urquhart et al.
2018). The ATLASGAL-TOP100 sample (hereafter TOP100;
see Giannetti et al. 2014) includes 111 clumps; it was selected
from ATLASGAL as a flux-limited sample, using additional in-
frared (IR) criteria in order to include sources in different evo-
lutionary stages (see König et al. 2017). Molecular line surveys
have been carried out on the TOP100 with APEX-12m, Mopra-
22m, and the IRAM-30m single-dish telescopes, between 80 and
345 GHz, covering more than 120 GHz of bandwidth in three
spectral windows1 that contain a multitude of emission lines of
both simple and complex molecules. A detailed analysis of a
small sample of chemical species allowed us to estimate their
excitation parameters, and to derive accurate column densities
(e.g. Giannetti et al. 2014, Csengeri et al. 2016, Giannetti et al.
2017, and Tang et al. 2018). From the analysis of this data set Gi-
annetti et al. (2017) demonstrate that temperature, column den-
sities of several tracers, and H2 volume density increase with
time, as a function of evolutionary class and luminosity-to-mass
ratio (L/M). These trends were interpreted as the signature of
the initial compression phase of the clump material and the pro-
gressive accretion onto the forming YSOs. Therefore, the evo-
lutionary sequence defined for the TOP100 is statistically valid,
1 Not yet completely published.
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Table 1: Summary of the physical properties of the ATLASGAL sources in our sample.
ATLASGAL-ID d DGC Re f f b Tdust ∆Tdustc vlsr Mclump Lbol N(H2) n(H2) Classb,c
(kpc) (kpc) (pc) (K) (K) (km s−1) (102M) (102L) log10(cm−2) log10(cm−3)
G08.71–0.41a 4.8 4.0 1.0 11.8 0.3 39.4 16.6 5.0 22.8 4.0 IRw
G13.18+0.06a 2.4 5.9 0.5 24.2 0.8 49.9 3.7 83.2 22.9 4.3 70w
G14.11–0.57a 2.6 6.9 0.5 22.4 0.8 20.8 3.5 31.8 22.9 4.4 IRw
G14.49–0.14a 3.9 5.4 0.8 12.4 0.4 39.5 19.2 7.5 23.1 4.4 70w
G14.63–0.58a 1.8 6.9 0.4 22.5 0.4 18.5 2.5 27.8 23.0 4.6 IRw
G18.61–0.07a 4.3 5.3 0.7 13.8 0.3 46.6 8.8 5.9 22.8 4.2 IRw
G19.88–0.54a 3.7 5.3 0.6 24.2 1.4 44.9 8.0 124.0 23.1 4.5 IRb
G28.56–0.24a 5.5 4.8 1.3 11.7 0.1 87.3 54.1 17.7 23.1 4.2 IRw
G333.66+0.06a 5.3 4.5 1.1 17.8 0.3 -85.1 14.2 42.7 22.7 3.9 70w
G351.57+0.76a 1.3 7.0 0.3 17.0 0.1 -3.2 1.6 4.3 22.7 4.4 70w
G354.95–0.54a 1.9 7.4 0.4 19.1 1.3 -5.4 1.5 4.8 22.6 4.2 70w
G12.50-0.22b 2.6 5.9 0.4 13.0 0.2 35.5 1.2 1.6 22.8 4.4 70w
G14.23–0.51b 1.5 6.9 0.5 17.2 2.7 19.5 7.2 14.8 23.3 4.8 HII
G15.72–0.59b 1.8 6.6 0.2 12.1 0.5 17.8 1.7 0.3 22.8 4.7 IRw
G316.76-0.01b 2.5 6.7 0.2 18.9 0.4 -39.9 4.7 24.2 23.1 5.0 IRb
G351.77-CL7 1.0 7.4 0.1d 13.0 0.3e -3.2d 1.2 0.2 22.9 5.2 70w
Notes. Physical properties (observed and derived) of our sample. Top row: TOP100 sources; Bottom row: ATLASGAL sources not in the TOP100;
Tdust and Lbol are obtained from a SED fit described in Appendix D in Urquhart et al. 2018, while their uncertainties are derived as discussed in
Sect. 2; Re f f values are evaluated from the dust continuum at 870 µm, while N(H2) and Mclump come from the 870 µm flux peaks and the integrated
flux density over Re f f , respectively; n(H2) values are lower limits derived here as n(H2) = N(H2)/2Re f f ;
(a) d, Mclump, Lbol, and N(H2) from Giannetti et al. (2017); Re f f and Tdust from König et al. (2017); DGC from Urquhart et al. (2018); vlsr from
Giannetti et al. (2014) and derived from the C17O J = 3 − 2; (b) distances, Re f f , vlsr, Mclump, Lbol, N(H2), and classification from Urquhart et al.
(2018): the error associated with N(H2) is 20% for each source; vlsr values are derived from the NH3 (1, 1) data published in Wienen et al. (2012);
(c) Classification scheme from König et al. (2017); (d) Re f f and vlsr are from Leurini et al. (2011); vlsr is derived from the C18O J = 2 − 1; (e) Tdust
standard deviation computed on the clump region defined in Leurini et al. (2019).
and the TOP100 can be considered representative of the Galactic
protocluster population through all the evolutionary stages.
2.1. Observed o-H2D+ sub-sample
In this work, we present new observations of the o-
H2D+ ground-state transition JKa,Kc = 110 − 111, based on two
spectral line surveys of the ATLASGAL sources. The first set
of observations2 is composed of a sample of young massive
clumps, selected from previous observations that showed a high
degree of deuterated ammonia (Wienen et al. 2020, subm.). The
second set of observations were part of a survey of [CI] 3P1 – 3P0
fine structure line at 492 GHz (Lee et al., in prep.) carried out on
the TOP100 sample. These were observed simultaneously with
the dual-band FLASH345/460 GHz receiver on APEX, tuned to
372 GHz to observe the N2H+ J = 4 − 3 molecular line, which
is very close to the o-H2D+ transition. Since the main goal of
that survey was the observation of the [CI] line, the noise levels
were often not adequate for an o-H2D+ detection. For this reason
many of the sources observed in this project were used here to
calculate o-H2D+ detection limits (we postpone further discus-
sions to Sect. 4).
In Table 1, we summarise the physical parameters, for each
clump with detection, from the dust continuum taken from Gi-
annetti et al. (2017), König et al. (2017), and Urquhart et al.
(2018). The heliocentric distances, d, of our sample are taken
from König et al. (2017) and Urquhart et al. (2018), and range
between 1 and 5.5 kpc; the galactocentric radii, DGC , are be-
tween 4.5 and ∼ 7.5 kpc with a mean associated error of 0.3 kpc,
2 Sixteen objects in total, not fully contained in the TOP100.
and are taken from Urquhart et al. (2018) assuming a distance to
the Galactic Center of 8.35 kpc (Reid et al. 2014); the effective
radii, Re f f , range from 0.1 to 1.3 pc; the radial velocities, vlsr,
are taken from Giannetti et al. (2014) and Wienen et al. (2012),
based on the C17O J = 3 − 2 and the NH3 (1, 1) lines, respec-
tively3. We note that a few TOP100 sources show an offset of
∼ 1 km s−1 between the vlsr derived from C17O and the central
velocity of the o-H2D+ lines. However, the vlsr derived from o-
H2D+ are consistent with the values from N2H+ J = 4 − 3 at
∼ 372.672 GHz. Such offsets are potential indications of strong
internal motions driven by contraction, consistent with our find-
ing that these clumps are on the verge of collapse (see Sect. 4.2).
The dust temperatures, Tdust, cover the typical range of val-
ues between ∼ 10 and ∼ 25 K, while ∆Tdust is the error derived
from the covariance matrix of the Spectral Energy Distribution
(SED) fit performed using a Levenberg-Marquardt least-squares
minimisation (see Appendix D in Urquhart et al. 2018). We note
that a wider exploration of the parameter space used to describe
the dust properties, would lead to an error of ∼ 10% in Tdust (e.g.
Schisano et al. 2020).
The SED fit assumes a dust absorption coefficient at 870 µm,
κ870 = 1.85 cm2 g−1, and a dust emissivity index β = 1.75.
The clump masses, Mclump, and bolometric luminosities, Lbol,
are within ∼ 100 − 5400 M and ∼ 10−1 − 104 L, respectively.
The molecular hydrogen column density, N(H2), spans less than
an order of magnitude among the different sources, with values
of log10(N(H2) [cm−2]) between 22.7 and 23.3. The sample in-
cludes clumps associated with all evolutionary classes. We refer
to Giannetti et al. (2017), König et al. (2017), and Urquhart et al.
3 See also the ATLASGAL Database Server at https://atlasgal.
mpifr-bonn.mpg.de/cgi-bin/ATLASGAL_DATABASE.cgi
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Fig. 1: o-H2D+ spectra for half the sources of our sample (cyan). In each panel the source name is shown on the left in red, while the
integrated main-beam temperature,
∫
ch Tmb dυ, and rms (irms) are on the right in black. The green dotted line represents the 1σ noise
levels in Tmb. The frequency and velocity axes are reported and cut around the line, while the intensity axis is fixed to the highest
Tmb detected (observed in G14.23-0.51). The black dashed lines indicate the vlsr of each source derived from the C17O J = 3 − 2
and the NH3 (1, 1) lines (see Table 1). The model obtained with MCWeed is superimposed in red.
(2018) for the details on how each parameter and the relative er-
ror were derived.
Since more than 2/3 of the sample in Table 1 is part of the
TOP100, we employ the evolutionary classes defined in Gian-
netti et al. (2014), Csengeri et al. (2016), and König et al. (2017)
assigned in the TOP100, where four stages were defined: (1)
70w, i.e. 70 µm weak, which represents the earliest stage of
massive-star formation and includes starless or prestellar cores;
(2) IRw, i.e. 24 µm weak, but bright at 70 µm, associated with
sources in an early star formation stage, with clumps likely dom-
inated by cold gas; (3) IRb, bright both at 70 and 24 µm, but
not in radio continuum at 5-9 GHz and associated with the high-
Article number, page 4 of 18
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Fig. 2: Same as Fig. 1, but for the second half of the sample.
mass protostellar stage; (4) HII, as the compact HII region phase,
bright also in radio continuum. We extended the same classifica-
tion to the sources not included in the TOP100 by following the
classes defined in Urquhart et al. (2018) and double-checking the
70 µm and 24 µm maps4,5 according to the TOP100 classifica-
tion: (i) Quiescent → 70w; (ii) Protostellar → IRw; (iii) YSOs
→ IRb; (iv) MSF→ HII.
4 https://atlasgal.mpifr-bonn.mpg.de/cgi-bin/
ATLASGAL_DATABASE.cgi
5 http://www.alienearths.org/glimpse/glimpse.php
3. Observations and data reduction
3.1. o-H2D+ detections
The o-H2D+ JKa,Kc = 110 − 111 spectra (rest frequency 372.4214
GHz; Amano & Hirao 2005) were observed using the on-off
(ONOFF) observing mode with the FLASH+ dual-frequency
MPIfR principal investigator (PI) receiver (Klein et al. 2014),
mounted at the APEX telescope (Güsten et al. 2006).
The complete set of observations consists of 106 sources be-
longing to the ATLASGAL survey. Among them, 99 targets are
Article number, page 5 of 18
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Table 2: Summary of the observations.
Molecules Quantum Frequencies Telescopes Beam FWHM spectral resolution rms noisea Referencesb
numbers (GHz) (arcsec) (km s−1) (K)
o-H2D+ 110 - 111 372.4 APEX 17 0.5-0.6 0.02-0.05 this work
H13CO+ 1-0 86.8 IRAM-30m 24 0.75 0.02 this work
DCO+ 1-0 72.0 IRAM-30m 28 0.75 0.02 this work
C17O (TOP100) 1-0 112.4 IRAM-30m 21 0.5 0.05 [1]
C17O 1-0 112.4 IRAM-30m 21 0.6 0.06 [2]
Notes. (a) The temperatures are reported on the main-beam temperature scale.(b) [1] Giannetti et al. (2014); [2] Csengeri et al. (2016);
also contained in the TOP100 sample, observed in three projects
(IDs: 0101.F-9517, M-097.F-0039-2016, and M-098.F-0013-
2016; PI: F. Wyrowski), from July 2017 to December 2018, with
a total of 11568 spectra (with about 20-30 s of integration time
each). The receiver bandpass is covered with overlapping FFTS
backends of 2.5 GHz widths (Klein et al. 2012), one of them
covering from 372.250 to 374.750 GHz with a native spectral
resolution of 0.038 km s−1 and with final mean system tem-
peratures, Tsys, ranging between ∼ 700 and 1300 K, depending
on the weather conditions. At ∼372 GHz, the APEX telescope
has an effective full width at half maximum (FWHM) beam size
of 16.8”, with a corresponding main-beam efficiency of ∼0.736.
The observations were reduced using a GILDAS class7 Python
interface pipeline.
To discard the low-quality spectra throughout the survey, the
first step of the procedure was to evaluate the Tsys in each spec-
trum. We generated Tsys distributions source-by-source to avoid
possible anomalies between different APEX projects. Only a few
spectra (138 in total) are associated with clear Tsys outliers and
were therefore discarded.
As a second step the main-beam efficiency was applied to
the spectra after setting the reference frequency to 372.421 GHz.
From each spectrum we subtracted a first-order polynomial base-
line around the line, properly masked. In some rare cases, where
a first order was not enough, a second-order (or third-order)
baseline was used. In the last step, all spectra related to each
source were averaged (stitched) with a spectral resolution be-
tween 0.5 and 0.6 km s−1 to reduce the noise, generating one
final spectrum per source.
Despite the relatively high Einstein-A coefficient (i.e.
log10(Aul [s−1])= −3.96; CDMS8; Müller et al. 2001), the
JKa,Kc = 110 − 111 transition of o-H2D+ is usually faint due to the
low relative abundance of this species with respect to H2. Typi-
cal observed abundances range between ∼ 10−10−10−12 in many
low-mass star-forming regions (e.g. Vastel et al. 2006, Harju
et al. 2008, Caselli et al. 2008, Friesen et al. 2010, 2014 and
Miettinen 2020) and few high-mass regime counterparts (e.g.
Harju et al. 2006, Swift 2009, Pillai et al. 2012 and Giannetti
et al. 2019). For this reason, in this work we evaluated the sig-
nificance of each detection considering the integrated signal-to-
noise ratio of the line (iS/N) and taking each line with iS/N >
3 as a detection. For reference, the integrated main-beam tem-
perature,
∫
ch Tmb dυ , and the integrated root mean square noise,
6 http://www.apex-telescope.org/telescope/efficiency/
7 https://www.iram.fr/IRAMFR/GILDAS/
8 Cologne Database for Molecular Spectroscopy (CDMS): https://
cdms.astro.uni-koeln.de/cdms/portal/
irms9, of each line is reported in the spectra shown in Figures 1
and 2.
Sixteen ATLASGAL sources with o-H2D+ detection10 are
reported, 11 of which belong to the TOP100 sample. All the
evolutionary classes are contained in our sample allowing us
to study (within statistical limits) how the o-H2D+ emission
changes through the massive star formation process, and how
these changes correlate with the other observed or derived quan-
tities.
3.2. Additional tracers: H13CO+, DCO+ and C17O
For one-half of the sources with o-H2D+ detection, we collected
further observations of H13CO+, DCO+, and C17O that we em-
ploy to estimate the cosmic-ray ionisation rate (explained in
Sect. 5.2). We simultaneously observed the rotational transition
of both H13CO+ and DCO+ in 30 ATLASGAL sources, using
the Eight MIxer Receiver E90 (EMIR; Carter et al. 2012) at the
IRAM-30m single-dish telescope11 (IRAM project-id 107-15).
From the study of Wienen et al. (2020, subm.), the 30 bright-
est clumps in deuterated ammonia were selected. The receiver
was tuned at 75 GHz, allowing the simultaneous detection of
H13CO+ and DCO+ at 87 and 72 GHz, respectively, in 2 × 8
GHz sidebands with a velocity resolution of 0.75 km s−1. The
sources were observed with an average integration time of ∼ 1 h
in February 2016. The average Tsys are ∼ 130 K for the H13CO+
lines and 210 K for the DCO+ lines. The data were originally
calibrated to antenna temperature, T ∗A, and then converted to Tmb
using the tabulated values for the IRAM-30m forward efficiency,
ηe f f = 0.95, and main-beam efficiency, ηmb = 0.74. The final av-
eraged rms noise was 0.02 K for both lines.
The C17O J = 1 − 0 observations at 112 GHz, were taken
from Giannetti et al. (2014) for the TOP100 sources and from
Csengeri et al. (2016) for the two sources not included in the
TOP100, to which we refer for a full description of the data sets.
The full set of observations used in this work is summarised
in Table 2, where the details on the observed molecules (columns
1-3), the telescope setup used (columns 4-7) and the references
from which the data were selected (column 7) are reported.
9 irms =
√
Nch dυ σ, where Nch is the number of channels included
in the integration, dυ is the velocity resolution, and σ is the rms per
channel.
10 One of them showing a double velocity component.
11 IRAM is supported by INSU/CNRS (France), MPG (Germany), and
IGN (Spain).
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Table 3: Summary of derived properties of the ATLASGAL-sources in our sample.
ATLASGAL-ID L/Ma [ fD]b N(o-H2D+ )c X(o-H2D+) ∆υobsc αd Me
LM−1 (χobsC17O/χ
exp
C17O) log10(cm
−2) log10(N[o-H2D+]/N[H2]) (km s−1)
G08.71–0.41 0.3 8.2 12.7+0.2−0.2 -10.1 ± 0.2 1.0+0.7−0.7 0.1 1.9
G13.18+0.06 22.5 6.6 12.2+0.3−0.3 -10.6 ± 0.3 1.4+1.2−1.0 0.5 1.9
G14.11–0.57 (C1) 9.1 2.1 12.1+0.3−0.3 -10.8 ± 0.3 1.0+0.7−0.7 0.3 1.3
G14.11–0.57 (C2) 9.1 2.1 12.3+0.3−0.3 -10.6 ± 0.3 1.6+1.1−0.9 0.9 2.3
G14.49–0.14 0.4 9.0 13.0+0.1−0.1 -10.1 ± 0.1 2.7+0.9−0.8 0.6 5.4
G14.63–0.58 11.1 2.0 12.4+0.2−0.2 -10.6 ± 0.2 1.7+1.0−0.7 1.0 2.4
G18.61–0.07 0.7 4.2 12.6+0.1−0.1 -10.2 ± 0.1 1.6+0.7−0.6 0.5 3.0
G19.88–0.54 15.5 2.2 12.1+0.3−0.3 -11.0 ± 0.3 1.3+1.0−0.9 0.3 1.7
G28.56–0.24 0.3 6.3 12.7+0.3−0.4 -10.4 ± 0.4 1.0+0.6−0.7 0.1 1.9
G333.66+0.06 3.0 4.0 12.6+0.3−0.4 -10.1 ± 0.4 1.3+1.0−1.0 0.2 2.1
G351.57+0.76 2.7 2.4 12.6+0.2−0.2 -10.1 ± 0.2 1.0+0.5−0.4 0.4 1.5
G354.95–0.54 3.2 3.8 12.7+0.1−0.1 -9.9 ± 0.1 1.2+0.4−0.4 0.8 1.8
G12.50-0.22 1.3 – 12.8+0.1−0.1 -10.0 ± 0.1 1.2+0.4−0.3 1.0 2.2
G14.23–0.51 2.1 – 12.8+0.2−0.2 -10.5 ± 0.2 2.1+0.8−0.8 0.6 3.5
G15.72–0.59 0.2 – 12.8+0.2−0.2 -10.0 ± 0.2 1.9+1.0−1.0 1.0 3.8
G316.76-0.01 5.2 – 12.3+0.2−0.2 -10.8 ± 0.2 1.6+0.6−0.5 0.2 2.5
G351.77-CL7 0.7f 3.4g 12.6+0.1−0.1 -10.3 ± 0.1 1.8+0.6−0.6 0.5 3.5
Notes. Derived properties of our sample. Top panel: TOP100 sources; Bottom panel: ATLASGAL sources not in the TOP100. The symbol “–”
means or that this value is not available from the literature (for fD) or that it could not be calculated (for G14.11-0.57).
(a) data from columns (5) and (6) in Table 1; (b) we associate with the CO depletion factor, fD, a conservative error of 15%, considering recent
results discussed in Sabatini et al. (2019), where we presented a detailed CO-depletion study in a local filament of massive star-forming regions;
(c) computed using MCweeds (Giannetti et al. 2017) assuming Tex = Tdust; (d) virial parameters derived following MacLaren et al. (1988), see
Sect. 4.2; (e) Mach numbers derived following eq. 3 in Sect. 4.2, where m(H2D+) = 6, 692× 10−24 g is the mass of the H2D+ molecule; (f) this value
was calculated from Giannetti et al. (2019) as the integrated values on the APEX-beam at 230 GHz (i.e. 28 arcsec); (g) data from Sabatini et al.
(2019); see their Sect. 4.1 for more details on how this value is computed.
4. Analysis
The spectra for all the sources with a reliable o-H2D+ detection
are presented in Figures 1 and 2, where the 1σ noise level is
indicated by the green dotted line, and the integrated main-beam
temperature and rms of each line are shown for each spectrum.
The o-H2D+ line emission is clearly visible with a single
velocity component in all the sources, with the exception of
G14.11-0.57 (see Fig. 1), which shows two line components sep-
arated by ∼ 2.5 km s−1. Both the components have iS/N 3, and
for this reason in the following analysis they are treated sepa-
rately (i.e. C1 and C2). The average noise of the spectra is almost
constant at ∼ 0.02 − 0.03 K (Tmb-scale) throughout the sample.
In a few cases the noise is slightly higher (i.e. ∼ 0.05 K). The
FWHM line widths are between 1 and 3 km s−1, in agreement
with those reported by Giannetti et al. (2014) and Wienen et al.
(2012) for the C17O J = 3 − 2 and the NH3 (1, 1), respectively.
4.1. Column densities
Column densities are obtained by fitting the observed spectra
by employing MCWeeds (Giannetti et al. 2017), an external in-
terface between Weeds (Maret et al. 2011), simple and fast in
building synthetic spectra assuming LTE, and the Bayesian sta-
tistical models and adaptation algorithms of PyMC (Patil et al.
2010). Model fits are shown in red in Figures 1 and 2. For the
16 sources with an o-H2D+ detection, the results of the fit are
summarised in Table 3, computed assuming that the excitation
temperature of the transition Tex = Tdust (e.g. Giannetti et al.
2019). This assumption implies that the dust and o-H2D+ are
well mixed, which might not be the case for every source as
the average volume densities (see Table 3) are slightly lower
than the o-H2D+ critical density, ncr ∼ 105 cm−3 (e.g. Caselli
et al. 2008 and Vastel et al. 2012). By following Caselli et al.
(2008), who reported excitation temperatures up to 40% lower
than the dust values, we re-performed the column density calcu-
lations taking Tex = 0.6 Tdust. We find that in most of the cases,
the o-H2D+ column densities are well within the uncertainties
reported in Table 3, so that our assumption of Tex = Tdust does
not affect the final results. In this range of temperatures the line
optical depths, τ, computed as in eq. (5) of Caselli et al. (2008),
are . 0.1, implying optically thin regimes.
We also assumed extended emission relative to the FWHM
APEX-beam to compute the column densities, supported by the
results of Pillai et al. (2012), where the emission scale of the
o-H2D+ was observed to be close to the typical clump size. We
note that for all the clumps with a clear o-H2D+ detection, the
angular size corresponding to the effective radii (Re f f ; König
et al. 2017 and Urquhart et al. 2018) is always larger than the
APEX beam sizes, except for G316.76-0.01 (Pillai et al. 2012).
Fits were performed assuming the o-H2D+ molecular line
parameters provided by the CDMS database: an Einstein-A co-
efficient log10(Aul [s−1]) = −3.96, a statistical weight of gul = 9,
an energy gap between the two quantum levels Eul = 17.9 K,
and the partition function, Q(T ) for o-H2D+ in the relevant tem-
perature range [9.375 K: 10.3375, 18.750 K: 12.5068, 37.500 K:
15.5054] (see also Giannetti et al. 2019).
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Throughout the sample the o-H2D+ column density varies by
less than an order of magnitude, from 1.3 × 1012 to 1013 cm−2,
while its abundance X(o-H2D+) = N[o-H2D+]/N[H2] is in the
range ∼ (1–12.6) × 10−11. The abundances were derived with
respect to the H2 column densities reported by Giannetti et al.
(2017) and Urquhart et al. (2018). The final X(o-H2D+) values
are slightly lower than those found in many low-mass pre- and
protostellar regions (e.g. Vastel et al. 2006; Harju et al. 2008;
Caselli et al. 2008; Friesen et al. 2010, 2014; and Miettinen
2020), but in agreement with those derived for the few high-
mass star-forming regions observed by Harju et al. (2006), Pillai
et al. (2012), and Giannetti et al. (2019); the only exception is
the significantly lower values found by Swift (2009), who re-
ports an abundance of ∼ (3 − 5) × 10−13 in the infrared dark
clouds (IRDCs) G030.88+00.13 and G028.53-00.25.
The o-H2D+ detection limits were calculated for sources
with no detection. For each evolutionary class, we selected the
observations with rms within a factor of 2 with respect to the av-
erage noise of the spectra with detection (see Appendix A and
Table A.1 for details). This selection criteria leads to a loss of
44 sources. Each class has a similar number of objects (70w:8,
IRw:16, IRb:9, and HII:13 sources), which makes detection lim-
its comparable through the progressive evolution of the clumps,
with a o-H2D+ detection rate of 47% in 70w, 27% in IRw, 18% in
IRb, and 7% in HII. The detection limits were calculated for each
selected source in order to obtain the column density value that
would correspond to a 3σ detection. The assumptions made for
the column density calculations are the same as for the sources
with detection. We used the typical FWHM line width of 1.5
km s−1, which corresponds to the average value of the detec-
tion sources. We note that this approach provides only qualita-
tive information on the upper limits of column densities of o-
H2D+ throughout the sample as it is mainly influenced by the
quality of observations rather than by the physics of the sources.
Nevertheless, we limit this problem by selecting spectra with
noise levels comparable to those of detected sources. The (upper
limit) relative abundances retrieved in this way are in the range
of the typically observed values.
4.2. Estimates of dynamical quantities
In addition to the N(o-H2D+) value, MCWeeds also provides an
estimate of the FWHMs (∆υobs in Table 3) of each line, allow-
ing us to derive two important dynamical quantities: the virial
parameter, α, and the Mach number, M. The first gives us an
assessment of the dynamical state of each source, hence how
far a source is from virial equilibrium (Chandrasekhar & Fermi
1953), while the second tells us about the turbulence of the gas,
hence whether the clump is supported mainly by dynamical or
by thermal motions.
The estimates of α were made following the classic defini-
tion of Bertoldi & McKee (1992):
α =
Mvir
Mclump
with Mvir = k2
(
Rclump
pc
) (
∆υdyn
km s−1
)2
. (1)
Here Mvir and Mclump are the source virial mass and total mass,
respectively; Rclump is the clump size in parsec, here assumed
equal to the Re f f ; and k2 = 210 for the homogeneous core as-
sumption we made (MacLaren et al. 1988). The line width ∆υdyn
in eq. 1 is the combination of the thermal motions of the parti-
cle of mean mass, ∆υth,〈m〉; the thermal gas motions, ∆υth; and
the observed FWHM. Using the values of ∆υobs in Table 3, we
derived ∆υdyn by following Kauffmann et al. (2013) (see their
Sect.4):
∆υdyn =
√
∆υ2obs + ∆υ
2
th,〈m〉 − ∆υ2th. (2)
The values of α reported in Table 3 suggest that the sam-
ple in this study is heterogeneous, but mainly composed of
marginal to highly unstable sources (α < 1). We also found
agreement with the results of Kauffmann et al. (2013), who dis-
cussed the implications of the low virial parameters estimated
in a large sample of high-mass star-forming regions, finding that
for Mclump & 10 M, α  2 (see their Fig. 1). Such low α values
might be the symptomatic consequence of a rapid collapse.
The Mach number has been computed from the o-H2D+ line
width provided by MCWeeds as
M = σturb
σH2
, (3)
with
σturb =
√
σ2obs − σ2th and σH2 =
∆υth,〈m〉
2
√
2ln2
. (4)
In eq. 4, σobs = ∆υobs/(2
√
2ln2) is the observed velocity dis-
persion of o-H2D+ lines, while σth = [kB Tdust/m(H2D+)]1/2 is
the gas thermal component at Tdust, where kB is the Boltzmann
constant and m(H2D+) is the mass of the H2D+ molecule. The
Mach number range is 1.3 − 5.4, implying supersonic turbulent
motions for the gas involved in all the sources.
5. Results
We have explored possible correlations between the o-H2D+ rel-
ative abundance obtained from our survey and the other phys-
ical quantities in Tables 1 and 3. In the following, we divide
the discussion into three main parts: correlations with (i) the
source parameters, to examine the possible connection between
the amount of o-H2D+ and the quantities that characterise the
clump structures and their distribution in the Galactic plane; (ii)
the evolutionary parameters, to highlight trends during the star
formation process; and (iii) the dynamical parameters, for pos-
sible dependencies on factors such as the concentration and the
turbulence of the gas of the source.
5.1. New correlations with X(o-H2D+)
Figure 3 shows the linear correlations we find between the
log10X(o-H2D
+) and the set of physical quantities of each clump
listed in Tables 1 and 3. Each linear correlation was obtained us-
ing a Bayesian approach relying on Markov chain Monte Carlo
(MCMC) algorithms. While the full description of the method
is left to Appendix B, where we also show an example of the
posterior distributions of the model parameters, in each panel
of Fig. 3 we report the best fit and the models within 3σ. In
addition, to give statistical significance to the correlations, we
performed a Bayesian analysis by fixing the slope of the fitting
function to zero and calculating the Bayes factor B2,1 (see Ta-
ble 4). According to the Jeffreys scale (Jeffreys 1961) ifB2,1 < 1,
there is no statistical evidence to justify the use of a model with
two free parameters (yellow shaded regions in Fig. 3). Alterna-
tively, if B2,1 > 1, a model with two free parameters is justified
and we can consider the correlation reliable (green shaded re-
gions in Fig. 3). We tested the same fit approach on the TOP100
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Fig. 3: Collection of the different correlations between X(o-H2D+) and the quantities summarised in Tables 1 and 3. Grey dots are
associated with each source, while uncertainties are shown as black bars. Orange and green shaded regions are the 3σ results of the
MCMC linear fit respectively for the unreliable (B2,1 < 1) and reliable (B2,1 > 1) correlations we found for the whole sample. Blue
dashed lines represent the fiducial model (i.e. with the highest likelihood among the ones explored by MCMC). The fit parameters
are shown in the caption of each correlation. All plots are in log-linear scale, except for panels (c), (d), (g), and (h) where the axes
are set in log-log scale.
Article number, page 9 of 18
A&A proofs: manuscript no. Sabatini2020_LE
Table 4: Bayes factors, B2,1, found for each correlation in Fig. 3.
The correlations are computed with respect to the abundance of
o-H2D+ derived from the column densities in Tables 1 and 3 (i.e.
N[o-H2D+]/N[H2]).
Panel Correlation with Bayes factors
(a) DGC 5.5 × 10−5
(b) Re f f 1.0 × 10−3
(c) log10(Mclump) 1.0 × 10−3
(d) log10(Lbol) 9.7
(e) log10(Tdust) 4.5
(f) fD 4.1 × 10−4
(g) log10(L/M) 51.1
(h) log10[N(H2)] 1.9 × 104
(i) α 2.4 × 10−1
(l) M 4.5 × 10−5
sub-sample, always finding an agreement with the correlations
shown in Fig. 3. This result excludes possible bias depending on
the sample selection or on the procedures followed to derive the
other values reported in Tables 1 and 3.
In the following paragraphs we discuss each group of corre-
lations, paying particular attention to whether the dependence of
each pair can be physically explained or if it is simply fortuitous.
5.1.1. Source parameters
The dependence of X(o-H2D+) on the physical properties of
clumps does not seem particularly pronounced. In the first three
plots in Fig. 3 (panels a, b, and c), X(o-H2D+) appears roughly
uniform as the other quantities vary. In these cases the correla-
tions we found are in agreement with a purely flat regime, with
small fluctuations of the fiducial models slopes, probably caused
by regions with sparse density of observed points.
Variations in the deuterium abundance with respect to hy-
drogen, [D/H], through the Galactic disk are expected consid-
ering that all deuterium atoms were formed at the birth of the
Universe and then progressively consumed by thermonuclear re-
actions within the stellar cores (e.g. Lubowich et al. 2000 and
Ceccarelli et al. 2014; see also Galli & Palla 2013 for a review).
Following this scenario, [D/H] should vary with location and the
same would be expected for deuterated species. On the other
hand, it is well known that the major boost in deuterium frac-
tionation is driven by the star formation process itself: the tem-
peratures, the global chemistry, and energetics of the stars can
play a central role, (dis-)favouring the deuteration process (e.g.
Caselli et al. 2002; Bacmann et al. 2003; Lis et al. 2006; Pillai
et al. 2012; Ceccarelli et al. 2014 and Giannetti et al. 2019). The
last dependence seems particularly evident in panel (d) of Fig. 3,
which shows that X(o-H2D+) clearly decreases as Lbol rises (i.e.
B2,1  1). The o-H2D+ abundance is found to change by ∼ 0.5
orders of magnitude for a factor of ∼ 4 change in log10(Lbol),
with a fiducial model’s slope of ∼ −0.23.
5.1.2. Evolutionary parameters
Among the quantities we defined as evolutionary tracers we have
included the following: the CO-depletion factor, fD, as the indi-
cator of the depletion degree of each source, and defined as the
ratio of the expected CO abundance with respect to H2 to the
observed value (see Caselli et al. 1999; Fontani et al. 2012); the
dust temperature, which is determined by the activity of the pro-
tostars that are forming in each source; and L/M as the main
indicator for the evolutionary stage of star formation processes
in the high-mass regime (e.g. Saraceno et al. 1996; Molinari
et al. 2008; Körtgen et al. 2017; Urquhart et al. 2018; Giannetti
et al. 2019). The values for each clump are summarised in Ta-
bles 1 and 3. Depletion factors are derived from Giannetti et al.
(2014) and Sabatini et al. (2019) using the C17O column density
distributions generated by taking into account optical depth ef-
fects, while Tdust and L/M values are taken from Giannetti et al.
(2017), König et al. (2017), Urquhart et al. (2018), and Giannetti
et al. (2019) to which we refer for a more detailed discussion of
how these quantities were estimated. Depletion factors are also
the only incomplete values due to the lack of observational data
for the sources not in the TOP100. Therefore, we note that panel
(f) of Fig. 3 is the only one obtained with a reduced number of
data points (i.e. we could not include G12.50-0.22, G14.23–0.51,
G15.72–0.59, G316.76-0.01).
In panel (e) of Fig. 3, X(o-H2D+) correlates with Tdust with
small slopes, changing by ∼ 0.5 orders of magnitude in the range
of Tdust between 12 and 24 K. The fit with the model with two
free parameters is statistically supported by a B2,1 > 1. How-
ever, we note that the scale chosen for the plot and the different
ranges covered by the quantities involved may confuse the in-
terpretation of these correlations, leading one to conclude that
small slopes could mean soft correlation.
The correlation between X(o-H2D+) and fD in Fig. 3 (f) ap-
pears similar to that found for Tdust (i.e. a clear correlation with
a small slope). However, we find that B2,1 < 1, which excludes
any statistical evidence to justify the use of a model with two free
parameters to establish a correlation between X(o-H2D+) and fD.
We note in this case that the reduced number of sources may
complicate the fit with two free parameters, while a correlation
between X(o-H2D+) and fD is expected since the highly CO-
depleted environments are those in which deuteration is favoured
(e.g. Dalgarno & Lepp 1984 and Caselli & Ceccarelli 2012).
The log-lin scale in Fig. 3 (e) and (f) was chosen to allow di-
rect comparison with Caselli et al. (2008), where a survey of
the o-H2D+ towards a sample of 16 low-mass sources - between
starless and protostellar cores - was presented. This study gives
us the opportunity to test the connection between low- and high-
mass star-forming regions, with two samples statistically compa-
rable. Caselli et al. (2008) found a progressively decreasing trend
of X(o-H2D+) at increasing temperatures. Here, we find the same
behaviour even if less pronounced, but supported by an inverse
correlation with fD (even if not statistically confirmed), also in
agreement with Vastel et al. (2006).
We also find a strong anti-correlation (i.e. B2,1  1) of X(o-
H2D+) with L/M; X(o-H2D+) is found to decrease by one order
of magnitude for one order of magnitude change in L/M, with a
slope of −0.37. This confirms the hypothesis outlined by Gian-
netti et al. (2019) that o-H2D+ can be considered a good chem-
ical clock during the star formation process (see Sect. 6.1 for a
detailed discussion).
5.1.3. Dynamical parameters
We analyse here the possible correlations between X(o-
H2D+) and the total H2 column density, the virial parameter, and
the Mach number, which we consider quantities related to the
dynamical stage of the clumps. The correlation we find between
X(o-H2D+) and N(H2), shown in Fig. 3 (h), suggests that an in-
creased density could also play a relevant role in the deuteration
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process. The o-H2D+ abundance is found to change by one or-
der of magnitude for less than one order of magnitude change in
log10[N(H2)], with a fiducial model slope of ∼ −1.06. Frequent
collisions are expected in denser environments (i.e. fast chemi-
cal kinetics) that would accelerate the formation of o-H2D+. On
the other hand, when moving to a denser environment, the con-
version of H2D+ in heavier isotopologues (D2H+ and D+3 ) or the
deuterium transfer from H2D+ to other chemical species (e.g. N2
and CO) can also be boosted, as suggested by Giannetti et al.
(2019) .
The last two panels of Fig. 3, (i) and (l), present the correla-
tions with α andM calculated from the o-H2D+ detected lines,
as described in Sect. 4.2. Although the virial parameter and the
Mach number depend on quantities for which a correlation with
X(o-H2D+) was established, such as the line FWHM, on which
both Mvir and σν depend, or the dust temperature, we do not
find any particularly relevant trend with X(o-H2D+) . We find
that X(o-H2D+) does not show a significant variation with α and
M, which means that the slopes are in agreement (within the
uncertainties) with zero in these log-linear plots.
To summarise, we find strong correlations between X(o-
H2D+) and different physical quantities of the clumps, some ex-
pected and others less trivial. In Fig. 3 the correlations with
B2,1 > 1 are highlighted in green. To avoid any possible bias
we repeated the MCMC fit approach looking for correlations
with the o-H2D+ column densities, and we found that only the
correlation between N(o-H2D+) and N(H2) is not confirmed. All
the other parameters in which a correlation is confirmed for both
X(o-H2D+) and N(o-H2D+) are more or less directly connected
to the evolution of the clumps. We conclude that the deuterium
fractionation seems to be driven more by a temporal evolution
than by a dynamical evolution of the star-forming regions, once
the minimum physical conditions required to boost deuteration
are fulfilled (i.e. cold, dense, and highly CO-depleted regions).
5.2. Estimates of the CRIR
Recently, a new way to estimate the cosmic-ray ionisation rate
(CRIR) of hydrogen molecules, ζ2, was presented by Bovino
et al. (2020), based on H2D+ and other H+3 isotopologues. Our
survey provides the opportunity to test, for the first time, this
new method on a large sample of massive star-forming regions
with simultaneous detections of o-H2D+ , DCO+, H13CO+, and
C17O. According to Bovino et al. (2020) the CRIR can be ob-
tained from
ζ2 = α¯ k
H+3
CO
χ(CO) N(H+3 )
`
, (5)
where α¯ = 0.77 is the correction factor that takes into account
the errors due to approximations in the method (see Bovino et al.
2020, for details); kH
+
3
CO is the rate at which CO destroys H
+
3 ; ` is
the path length over which the column densities are estimated;
and χ(CO) is the relative abundance of CO with respect to H2,
which we derive by the simple formula:
χ(CO) = φ18/17
N(C17O)
N(H2)
[16O]
[18O]
. (6)
Here φ18/17 is the isotopic ratio of [18O]/[17O] = 4.16 adopted
from Wouterloot et al. (2008). For the TOP100 sources, the C17O
column densities were taken from Giannetti et al. (2014), while
for ATLASGAL sources not contained in the TOP100 we used
the data described by Csengeri et al. (2016) (bold values in Ta-
ble 5).
In eq. 5 N(H+3 ) is the column density of H
+
3 derived from
the o-H2D+ and the HCO+ deuterium fractionation, RD, that
we calculate from the DCO+ and H13CO+ column densities re-
ported in Table 5. Column densities were derived consistently
with the procedure employed for o-H2D+ (i.e. using MCWeeds
and by considering how the 12C/13C ratio varies as a function
of DGC; see discussion in Giannetti et al. 2014): [12C]/[13C] =
6.1+1.1−1.8 DGC + 14.3
+7.7
−7.2. Since the real size of the region asso-
ciated with the o-H2D+ emission is unknown, we assume three
multiples of Re f f as representative cases to calculate ζ2: (a)
` = 0.5Re f f , which approximately covers a range of ` compara-
ble with the mean core size associated with the o-H2D+ emission
reported by Pillai et al. (2012) (i.e. ∼0.2 pc); (b) ` = Re f f and (c)
` = 2Re f f , which implicitly means that the o-H2D+ is emitting
on the full clump size defined at 870 µm.
Our estimates of ζ2 are summarised in Table 5. In Fig. 4 we
present these results arranged, from left to right, according to
the evolutionary stage of each source. The blue line represents
the mean value of ζ2 = 2.5 × 10−17s−1 for ` = Re f f , while the
Table 5: Summary of the quantities to calculate the CRIR.
ATLASGAL-IDa N(C17O)a χ(CO)a N(H13CO+) N(DCO+) RD ζA2 ζ
ref
2 ζ
B
2
` = 0.5Re f f ` = Re f f ` = 2Re f f
log10(cm−2) (10−5) log10(cm−2) log10(cm−2) (10−17 [s−1]) (10−17 [s−1]) (10−17 [s−1])
G13.18+0.06 15.5 8.0 13.6±0.1 12.4±0.2 0.002±0.001 6.92 3.46 1.73
G14.11–0.57 15.7 11.5 13.8±0.1 13.6±0.1 0.011±0.004 3.18 1.59 0.80
G14.23–0.51 15.7 4.6 14.0±0.1 13.8±0.1 0.011±0.004 3.67 1.84 0.92
G14.49–0.14 15.6 4.7 13.3±0.1 13.0±0.1 0.011±0.003 6.68 3.34 1.67
G14.63–0.58 15.5 5.8 13.6±0.1 12.8±0.1 0.003±0.001 11.62 5.81 2.91
G15.72–0.59 15.6 11.1 13.2±0.1 13.2±0.1 0.018±0.006 3.06 1.53 0.77
G18.61–0.07 15.3 4.6 13.5±0.1 12.9±0.1 0.005±0.002 1.33 0.67 0.34
G19.88–0.54 15.7 5.8 13.8±0.1 13.2±0.1 0.005±0.002 3.00 1.50 0.75
Notes. ζ2 values are calculated following the recent results of Bovino et al. (2020) and assuming three values of ` in eq. 5; (a) data and calculations
from Giannetti et al. (2014). We assumed a constant [18O]/[17O] = 4.16, as in Wouterloot et al. (2008). Values in boldface were taken from Csengeri
et al. (2016) .
Article number, page 11 of 18
A&A proofs: manuscript no. Sabatini2020_LE
Fig. 4: Estimates of the CRIR of hydrogen molecules, ζ2, derived
for a sub-sample of sources for which H2D+, DCO+, H13CO+,
and C17O observations are available, and assuming ` = Re f f
in eq. 5, representing our reference case (dots). The sources are
arranged from left to right following their evolutionary phase
(bottom left legend). The bars associated with each point repre-
sent the variability of our results with ` (i.e. ` = 0.5Re f f and
` = 2Re f f for the upper and lower limit, respectively). The blue
line is our mean value for ζ2 for the reference case, while the blue
shaded area is its variability with `. The orange line and shaded
area represents the estimates of van der Tak & van Dishoeck
(2000), obtained by converting the CRIR for hydrogen atom, ζH,
via ζ2 = 2.3 × ζH. The green line is the recent upper limit for
L1544 reported by Ivlev et al. (2019).
blue shaded area is its variation with `. It is worth noting that
the range of values spans more or less an order of magnitude,
which is in line with typical errors reported from models (see
e.g. Padovani et al. 2018 and reference therein). We compare this
result with recent estimates from Ivlev et al. (2019), who derive
an upper limit of ζ2 ∼ 10−16s−1 from a self-consistent model for
the equilibrium gas temperature and size-dependent dust tem-
perature in the prestellar core L1544. A second comparison is
made with the estimate obtained by van der Tak & van Dishoeck
(2000) in a sample of seven young massive stars using models
based on H13CO+ observations. They found an average value of
ζ2 ∼ (6.0 ± 1.8) × 10−17s−1. Looking at our reference case, most
of the sources show values lower than the average obtained by
van der Tak & van Dishoeck (2000).
The analysis we report has the advantage of being model-
independent, but it is purely qualitative, first because the method
proposed in Bovino et al. (2020) includes strong approximations,
and second because its validity has been shown for very small
regions (i.e. R = `/2 ≤ 0.05 pc, where R is the distance from the
centre of the clump). However, as the error here is driven by the
uncertainties in the column density calculations, we can consider
the CRIR estimates valid and robust within the variability shown
by the different `. In addition, this represents the only viable and
model-independent way to estimate the CRIR in dense regions.
Figure 5 shows how the cosmic-ray ionisation rate varies as
a function of N(H2) for a sample of low- and high-mass star-
forming regions. Considering the associated uncertainties, the
data cover a range of ζ2 between ∼ 3 × 10−18 and ∼ 10−15 s−1,
while the molecular hydrogen column densities are in the range
Fig. 5: ζ2 variation as a function of N(H2). Circles refer to our es-
timates of ζ2 in high-mass star-forming regions in different evo-
lutionary stages (same colour-coding as in Fig. 4). Yellow stars
show the estimates of Caselli et al. (1998) for a large sample
of low-mass cores, while diamonds represent high-mass cores
(cyan from de Boisanger et al. 1996; red from van der Tak &
van Dishoeck 2000 (T&D00) for ζ2 estimates and from van der
Tak et al. 2000 and Doty et al. 2002 for N(H2) values; blue
from Hezareh et al. 2008; magenta from Morales Ortiz et al.
2014). Dashed lines show the models discussed in Padovani et al.
(2018) assuming different slopes for the CR proton spectrum.
Different levels of transparency have been used to separate what
we considered outliers (pale color) from the other estimates (full
colour). This plot was readapted from Padovani et al. (2009).
∼ (0.4 − 80) × 1022 cm−2. The yellow stars are the ζ2 values
computed in low-mass cores from Caselli et al. (1998), while
the values for N(H2) are taken from Butner et al. (1995). Dia-
monds indicate massive protostellar envelopes (see the caption).
The circles represent the estimates obtained in this work for the
reference ` (same colour-coding as in Fig. 4). The dashed lines
are the models discussed in Padovani et al. (2018), considering a
single cosmic-ray (CR) electron spectrum and two different CR
proton spectra, namely model L (in blue) and model H (in or-
ange), and depending on the slope of the CR proton spectrum
(see also Ivlev et al. 2015 for more details about the CR spec-
trum model).
The distribution of ζ2 in Fig. 5, and in particular that of the
full-coloured data points, seems to suggest the general trend
where the CRIR decreases while the H2 column density in-
creases. We note that the estimates of ζ2 in high-mass star-
forming regions are smaller by a factor of ∼ 3−4 with respect to
their low-mass counterparts, which is in agreement with the fact
that IRDCs are usually much denser compared to the low-mass
regime. Our estimates fall between the two models of Padovani
et al. (2018), while a small sub-sample of low-mass cores (∼ 1/3
of the total sample) and a few high-mass star-forming regions
find agreement with the model with lower CR proton energy.
The apparent bimodality (yellow and pale yellow stars in Fig.
5) in the low-mass regime can be explained by the different fD
values assumed by Caselli et al. (1998) to estimate ζ2. Here, by
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Fig. 6: ζ2 variation as a function of DGC for the high-mass cores
shown in Fig. 5. Circles refer to our estimates of ζ2 in high-
mass star-forming regions in different evolutionary stages (see
legend). The same colour-coding as in Fig. 5 is assumed for dia-
monds. The galactocentric radii are taken from Table 1 (circles),
van der Tak & van Dishoeck (2000) (red), Morales Ortiz et al.
2014 (magenta), Winkel et al. 2017 (blue), Spina et al. 2017, and
Yan et al. 2019 (cyan). DCG are scaled assuming a distance to the
Galactic Center of 8.35 kpc.
following Padovani et al. (2009), we report the best ζ2 estimates
from Caselli et al. (1998), obtained from HC3N/CO data assum-
ing fD = 3 − 5. In particular, values of ζ2 around ∼ 10−16 s−1 are
produced by both of the fD values, while those around ∼ 10−17
s−1 correspond to fD = 3. On the other hand, the morphology of
the magnetic field lines can also play a major role in determining
the CRIR. Padovani & Galli (2011) and Padovani et al. (2013)
have shown that even in high-density regions, if the magnetic
field lines are very concentrated around the accreting protostar,
ζ2 can be reduced by up to a factor of 10 or more.
Finally, in Fig. 6 we report the cosmic ray ionisation rate as
a function of the galactocentric distances for different high-mass
star-forming clumps. We found that there is no significant varia-
tion of ζ2 with DCG for distances between 4.7 and 11.2 kpc. This
result is in agreement with those of Indriolo et al. (2015), sug-
gesting that the CRIR is uniform for sources located at distances
above 5 kpc from the Galactic centre. Therefore, the observed
spread in Fig. 5 could be the signature of local effects, for in-
stance different magnetic field topology of each source.
6. Discussion
6.1. o-H2D+ as an evolutionary tracer for massive clumps
Figure 7 shows the abundance of o-H2D+ as a function of the
evolutionary class of the TOP100 clumps (red markers and error-
bars). To mitigate the possible bias caused by extreme sources
with peculiar initial conditions, and to make our result as gen-
eral as possible, we report the median X(o-H2D+) values for each
evolutionary class. X(o-H2D+) varies by more than one order
of magnitude between the least evolved and the most advanced
stage of evolution, suggesting that the deuterium fractionation of
H+3 is favoured during the initial phases of star formation, while
its chemical products, in this case o-H2D+, slowly disappear as
massive clumps evolve. We repeated this procedure for the de-
tection limits discussed in Sect. 4 to exclude possible sensitivity
effects. The results are reported in Fig. 7 as grey markers. It is
clear that the trend mentioned above holds: o-H2D+ decreases as
the evolution progresses.
Fig. 7: Average X(o-H2D+) abundance as a function of the evo-
lutionary classes in our sample. Blue markers indicate the re-
cent estimates of Giannetti et al. (2019), while the red and
grey ones indicate the mean of detection and the median X(o-
H2D+) derived from detection limits, respectively. Uncertainties
are derived as mean and median as well, considering the errors
on the individual source.
Between the two solutions, we found a discrepancy (always
in agreement within the error bars) of at most a factor of 6, which
is expected if we consider the different noise levels of the spectra.
The trend found in Fig. 7 is a different manifestation of the result
already shown in panel (g) of Fig. 3, where the evolution of the
clumps is indicated by a progressive increase of the luminosity-
to-mass ratio (e.g. Saraceno et al. 1996; Molinari et al. 2008)
and X(o-H2D+) shows the same decreasing behaviour passing
from the lowest to the highest L/M values (i.e. from less to more
evolved sources). The same result also emerges from Fig. 3 (d)
since the bolometric luminosity traces the evolution of clumps
if we assume that during the star formation process the clump
mass stays constant. This latter assumption seems reliable as
X(o-H2D+) correlates with all the other evolutionary indicators,
while no correlation was found between X(o-H2D+) and Mclump
(Fig. 3c), in agreement with the results of König et al. (2017)
and Urquhart et al. (2018), who find no trend in the clump mass
between the evolutionary classes.
We compared the results found in Fig. 7 with those of Gi-
annetti et al. (2019), where the same clear downward trend
was observed in the X(o-H2D+) of three massive clumps asso-
ciated with different evolutionary stages and harboured in the
IRDC G351.77–0.51. Although less pronounced, similar results
were recently reported by Miettinen (2020) for three prestellar
and three protostellar low-mass cores in Orion-B9. In the less
evolved sources with detection (i.e. 70w and IRw), the agree-
ment with Giannetti et al. (2019) is within the associated error
limits, while comparing our IRb detection with the upper limit
provided by Giannetti et al. (2019), we found X(o-H2D+) higher
by a factor of ∼5, which might depend on different initial con-
ditions (both physical and chemical). These results confirm that
through the evolutionary sequence of massive star-forming re-
gions a general downward trend for o-H2D+ is clearly observable
with upper limits associated with the HII class. The same trend
is also visible if the average abundances reported by Miettinen
(2020) are considered.
Figure 7 suggests that the observed X(o-H2D+) trend is not
influenced by the nature of the samples as a similar behaviour
has been reported both within the same star formation complex
(Giannetti et al. 2019) and within a heterogeneous sample (this
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work). Our new confirmation of the same trend is completely
independent from the initial chemical conditions of the ISM in
which the star-forming complexes were formed and from any
particular or stochastic episodes during the star formation pro-
cess (i.e. possible outflows or different mass accretion rates).
6.2. o-H2D+ in a broader scenario of star formation
The fact that o-H2D+ can be considered a valid chemical clock
for the star formation process is a consequence of how strongly
its chemistry is affected by changes in density and temperature
during cloud contraction. The star formation process is conven-
tionally assumed to start in starless or prestellar cores, that are
dense, n(H2) ∼ 104-105 cm−3, and cold, T < 20 K, clouds of
gas and dust in which gravitational collapse has not yet neces-
sarily started (e.g. Bergin & Tafalla 2007). In these dense re-
gions dust extinction becomes higher than ∼10 mag, preventing
molecules from being photodissociated or photoionised by UV
photons, and the only way to form positive ions is through cos-
mic ray-induced chemical processes. An example of this process
is the formation of H+3 , the molecular precursor of H2D
+, pro-
duced by the interactions of a CR particle (c.r.) that ionises an
H2 molecule, and followed by a fast charge exchange reaction
with H2:
H2 + c.r.→ H+2 + e−, (7)
H+2 + H2 → H+3 + H. (8)
The efficiency of H+3 production in reaction (8) only depends on
the CRIR. The deuterium fractionation can then continue with
the formation of H2D+ via the proton-transfer reaction:
H+3 + HD
 H2D
+ + H2 + ∆E. (9)
This reaction is exothermic in the forward direction unless there
is a substantial fraction of o-H2 (e.g. Gerlich et al. 2002), with
a released energy ∆E that depends on the H+3 and H2D
+ isomer
states involved (e.g. Hugo et al. 2007). In addition, for temper-
atures below 20 K, the reaction tends to favour the formation of
the ortho state of H2D+ compared to its para form, as demon-
strated by Pagani et al. (1992a). The thermal state of the clump
represents a crucial parameter to understand the evolution of o-
H2D+ along the different evolutionary classes.
According to Urquhart et al. (2018), each evolutionary class
of the ATLASGAL survey shows a clear separation in tempera-
ture that increases from ∼10 to ∼40 K, in line with the expected
evolutionary sequence. The same behaviour was also noted in the
TOP100, a further confirmation of the statistical relevance of this
flux-limited sub-sample as representative of the whole ATLAS-
GAL (e.g. König et al. 2017). Urquhart et al. (2018) also pointed
to positive strong correlations that link the gas temperature of the
clumps to their embedded massive protostar luminosity or to the
luminosity-to-mass ratio of each clump. Our results resemble a
similar evolutionary behaviour in the X(o-H2D+) -Tdust correla-
tion reported in panel (e) of Fig. 3, where it is visible that higher
values of X(o-H2D+) are reached in colder environments, while
as Tdust increases, X(o-H2D+) become progressively lower. The
temperature is also directly responsible for the evolution of CO
in these regions. Low concentrations of CO molecules in the gas
phase have been observed in cold environments (e.g. Roberts &
Millar 2000; Bacmann et al. 2003; Ceccarelli et al. 2014), and
correlations of the CO abundance with the evolutionary stages
have been reported in the low-mass regime (e.g. Caselli et al.
1998; Bacmann et al. 2002). The same behaviour was also con-
firmed in high-mass star-forming regions, where fD was found to
decrease with the increase of L/M, as the indirect confirmation
that the clumps become warmer with time (see Giannetti et al.
2014, 2017).
In highly CO-depleted environments the formation of H2D+
is made more efficient by two events. On the one hand, the
H+3 reservoir is kept available for reaction (9) as the following
proton-transfer reaction is slowed down:
H+3 + CO→ HCO+ + H2. (10)
On the other hand, due to the same effect, H2D+ is pre-
vented from reacting with CO and, to a lesser extent, with N2
(which normally depletes slowly) to form DCO+ and N2D+,
remaining abundant and observable in gas phase. The fD-
X(o-H2D+) correlation shown in Fig. 3 (f), qualitatively sup-
ports this scenario. We note that in this case the highest X(o-
H2D+) correspond to the highest fD values, with an opposite
trend respect to what is found for Tdust. This anti-correlation is
expected as cold (and dense) environments are those in which
CO-depletion is boosted (e.g. Kramer et al. 1999; Caselli et al.
1999; Crapsi et al. 2005; Fontani et al. 2012; Wiles et al. 2016;
Sabatini et al. 2019).
It is also clear, from the obtained results, that the answer to
how (and if) the observed X(o-H2D+) are linked to the clumps’
dynamical picture across their evolution is far from being ex-
haustive. In agreement with the results of König et al. (2017), we
do not find any evident trend of α andMwith the variation of the
evolutionary stage in the TOP100 sources. We only note that for
the entire sample α is found to be . 1, which indicates dynam-
ically unstable sources and very fast collapses (see Kauffmann
et al. 2013 for a more detailed description). Interestingly, similar
results have been obtained by numerical simulations (Körtgen
et al. 2017, 2018) in which the influence of dynamical param-
eters like the Mach number (M), the magnetic field magnitude
and distribution, and the cloud gas surface density have been
shown to affect the results much less than the time evolution of
the clumps. This prevents us from determining whether the cor-
relations found in panels (i) and (l) of Fig. 3 support the scenario
in which X(o-H2D+) and the clumps’ dynamical quantities are
not empirically correlated, and the possibility that our sample
may be affected by some type of selection bias. However, the
latter is not supported by the other correlations we report, while
it is more likely that the link between the emitting region as-
sociated with o-H2D+ and the clump dynamics is not so trivial.
In addition, we should also consider that the H2D+ velocity dis-
persion cannot give us full information on the clump dynamics
because close to the centre of the clumps it is quickly replaced by
N2D+ or D2H+ or destroyed by the presence of freshly desorbed
CO. High spectral resolution observations are necessary in order
to estimate with sufficient accuracy the line FWHMs, and con-
sequently α andM, together with high spatial resolution (< 0.2
pc; e.g. Pillai et al. 2012), to be able to distinguish the dynamics
of the sub-clumps associated with the o-H2D+ emission.
Overall, our results suggest that the o-H2D+ evolution fol-
lows the physical conditions associated with the different evolu-
tionary stages: high abundances in the cold starless or prestel-
lar stages (70w and IRw), and a clear decrease while the evo-
lution of the protostellar object proceeds from its young phases
to more evolved situations, including HII regions. This is in par-
ticular confirmed by the correlations reported in Fig. 3, which
support the scenario in which deuteration proceeds faster in the
first stages favoured by a high degree of CO freeze-out and drops
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at later stages mainly due to the increase in temperature induced
by the presence of a luminous YSO and the subsequent release
of CO back into gas-phase.
7. Summary and conclusions
With the aim of confirming that o-H2D+ can be used as a chem-
ical clock to follow the evolution of massive clumps, in this
work we presented the first survey of o-H2D+ in high-mass star-
forming regions. We collected more than ∼ 104 spectra in 106
sources of the ATLASGAL-survey and almost entirely belong-
ing to the TOP100 sample. We found 16 sources with reliable
detections of o-H2D+ (with iS/N 3), from which we retrieved
column densities and relative abundances of o-H2D+ with re-
spect to H2 by fitting the line profiles under the assumption of
LTE. From the line fit outputs, we also calculated the dynamical
parameters of each clump (see Tables 1 and 3). The results of
this work can be summarised as follows:
1. We confirm, also in the high-mass regime of star formation,
the empirical correlation between X(o-H2D+) and Tdust, and
we find new correlations with Lbol and L/M. X(o-H2D+) has
been found to correlate also with N(H2), but we interpret this
result as less relevant for the H+3 deuterium fractionation pro-
cess since it is not supported by an evident correlation with
N(o-H2D+), which instead has been found with fD and with
all the other quantities connected to the evolutionary stage
of the clump(s). It is likely that a denser clump might have
already enabled the conversion of o-H2D+ into other deuter-
ated species (e.g. D2H+ and N2D+) due to fast kinetics, with
the effect of reducing the abundance of o-H2D+.
2. From the additional detections of DCO+, H13CO+, and C17O
available in our sample, we have added six new estimates
of ζ2 in massive star-forming regions by following the an-
alytical formulae recently reported by Bovino et al. (2020).
We find a variation in the estimated ζ2 with the H2 column
density. Nevertheless, while being connected to the mor-
phology of the magnetic field lines of each source, as dis-
cussed by Padovani et al. (2018), we did not find any sig-
nature that the ζ2 can be interpreted as an evolutionary in-
dicator of the star formation activity. We estimate a mean
ζ2 = 2.5×10−17 s−1, assuming that the region associated with
the o-H2D+ emission is comparable to the clump’s effective
radius in Table 1.
3. We confirm that X(o-H2D+) shows a general downward trend
with massive clumps evolution, as pointed out by Giannetti
et al. (2019). We extend this trend to the most advanced
phases of HII regions through upper limit estimations. This
new result, together with that of Giannetti et al. (2019), es-
tablish the role of this tracer as a chemical clock, and pro-
vides a useful reference for future observations of o-H2D+ in
massive star-forming regions.
4. We note that the connection between X(o-H2D+) and the dy-
namical parameters of clumps is not as evident as in the case
of other quantities linked to the evolution of the clumps (e.g.
L/M). This result is in agreement with the findings reported
by Körtgen et al. (2017) and Bovino et al. (2019) suggest-
ing that the deuterium fractionation of H+3 seems to be driven
more by the thermal than by the dynamical evolution of the
high-mass star-forming regions. It is also true that the whole
process depends on the balance between the density distribu-
tion and the thermal evolution as very dense fragments will
provide a larger degree of CO freeze-out with consequent
larger deuterium fractionation (see Bovino et al. 2019).
In this context, it could be interesting to verify the anti-
correlation between o-H2D+ and N2D+ pointed out by Giannetti
et al. (2019) in the IRDC G351.77–0.51, which has not yet been
confirmed for the low-mass regime (Miettinen 2020). This chal-
lenging goal, if confirmed and supported by a detailed descrip-
tion of a chemical model in a sample of independent sources,
would provide an additional tool to follow the star formation
process, especially in the case of the high-mass regime.
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Appendix A: Details on the o-H2D+ detection limits
In this section we report the details of the sources used to cal-
culate upper limits for the o-H2D+ detection limits, following
the procedure described in Sect. 4.1. All data related to those
sources are summarised in Table A.1. Columns 2, 3, and 7 re-
spectively give Tdust, N(H2), and the evolutionary class; the data
are from Giannetti et al. (2017) and Urquhart et al. (2018) (see
Tables 1 and 3). In column 4 we report the average rms noise
of each spectrum provided by GILDAS-class, while columns 5
and 6 respectively give N(o-H2D+ ) and X(o-H2D+) upper limits
(derived as in Sect. 4.1). The resulting median X(o-H2D+) upper
limits for each evolutionary class are shown as grey markers in
Fig. 7.
Appendix B: Details on linear fit
Each data set comprises N measurements D ≡ {xk, δxk, yk, δyk},
with k = 1, ...,N. Each point k of a data set corresponds to a
different massive star-forming region of the ATLASGAL sur-
vey; xk and yk are the quantities over which we look for a lin-
ear correlation, while δxk and δyk are the corresponding errors.
We test our data sets against linear correlations of the form
y = mx + q, where m and q are, respectively, the slope and the
normalisation. In our specific case we always consider the yk
as measures of log10X(o-H2D
+) , while the xk can be the tar-
get’s galactocentric radius, DGC; effective radius, Reff ; clump
total mass, log10 Mclump; bolometric luminosity, log10 Lbol; dust
temperature, Tdust; CO-depletion factor, fD; H2 column density,
log10 H2; luminosity-to-mass ratio, log10 L/M; virial factor, α; or
the Mach number,M (see Tables 1 and 3 and Sect. 2).
We assume that the errors δxk and δyk follow a Gaussian dis-
tribution and we define the model’s likelihood lnL(θ|D), defined
by the parameters θ ≡ {m, q}, given the dataD
lnL ≡ 1
2
N∑
k=1
[
−
(yk − mxk − q
σk
)2
− ln(2piσ2k)
]
, (B.1)
where σ =
√
m2δx2k + δy
2
k .
We rely on a Bayesian approach and we run a parameter
space search using a Markov Chain Monte Carlo (MCMC) algo-
rithm, using uninformative flat priors over the models’ free pa-
rameters. For each correlation, we run ten chains, each evolved
for 10000 steps, using a classical Metropolis-Hasting sampler
to sample from the posterior (Metropolis et al. 1953 and Hast-
ings 1970). All the chains converge quickly towards the highest
probability region of the parameter space and we eliminate, as
a conservative choice, the first 3000 steps from each chain, con-
sidered to be a reliable burn-in. The remaining steps are used to
compute the posterior distribution over the model’s free param-
eters. We test the correlations we obtain from the MCMC also
considering smaller burn-in and we note that our results do not
depend significantly on this choice as long as we eliminate at
least the first 1000 steps.
To test the performances of our models in fitting data, for
each correlation we evaluate the Bayesian evidence E, defined
as the average of the likelihood (eq. B.1) under the considered
priors. Specifically,
E =
∫
L(θ|D)P(θ) dθ, (B.2)
where P denotes the priors that we used. Afterwards, we com-
pute the Bayesian evidence after fitting each data set with a
Fig. B.1: Example of one- and two-dimensional marginalized
posterior distributions of the free parameters in our model. The
black curves in the two-dimensional distribution correspond to
regions enclosing 68%, 95%, and 99.7% of the total prob-
ability, while the black vertical lines in the one-dimensional
marginalised distributions correspond to the 16th, 50th, and 84th
percentiles, used to estimate the uncertainties on the models’ pa-
rameters.
model where the slope has been fixed to zero. In M1 and M2,
which are respectively the models with m = 0 and the general
model with two free parameters, the Bayes factor,
B2,1 = E2E1 , (B.3)
describes whether M1 provides a better description of the data
than M2 (B2,1 < 1), or the other way around (B2,1 > 1). The
Bayesian evidence is computed using the software package Py-
MultiNest (Buchner et al. 2014), as implemented in its publicly
available version.
Figure B.1 shows an example of the posterior distribution
obtained for each correlation. The black curves in the two-
dimensional distributions indicate regions enclosing 68%, 95%,
and 99.7% of the total probability (i.e. 1σ, 2σ, and 3σ, re-
spectively). The black vertical lines in the one-dimensional
marginalised distributions instead indicate the 16th, 50th, and
84th percentiles, used to estimate the 1σ error bars. To de-
rive the 2σ error bars we use instead the interval between the
5th and 95th percentiles of the corresponding one-dimensional
marginalised posterior distributions.
Article number, page 17 of 18
A&A proofs: manuscript no. Sabatini2020_LE
Table A.1: Summary of the ATLASGAL sources used to compute the o-H2D+ detection limits.
ATLASGAL-ID Tdust N(H2) rms noisec N(o-H2D+ )d X(o-H2D+) d Class
(K) log10(cm−2) (K) log10(cm−2) log10(N[o-H2D+]/N[H2])
G30.85-0.08a 16.7 22.72 0.07 < 12.77 < −9.95 ± 0.14 70w
G320.88-0.40a 16.8 22.69 0.09 < 12.86 < −9.83 ± 0.13 70w
G337.28+0.01a 10.7 22.92 0.09 < 13.07 < −9.86 ± 0.12 70w
G338.07+0.01a 18.5 22.51 0.07 < 12.75 < −9.76 ± 0.15 70w
G338.78+0.48a 12.2 22.85 0.07 < 12.90 < −9.95 ± 0.13 70w
G351.13+0.77a 18.6 22.49 0.06 < 12.69 < −9.80 ± 0.14 70w
G351.57+0.76a 17.0 22.67 0.03 < 12.40 < −10.27 ± 0.14 70w
G353.42-0.08a 17.1 22.38 0.04 < 12.49 < −9.89 ± 0.14 70w
G08.68-0.37a 24.2 22.94 0.07 < 12.67 < −10.27 ± 0.16 IRw
G10.45-0.02a 20.7 22.70 0.05 < 12.58 < −10.12 ± 0.15 IRw
G18.73-0.23a 21.9 22.90 0.06 < 12.66 < −10.24 ± 0.15 IRw
G18.89-0.47a 14.4 23.17 0.02 < 12.25 < −10.92 ± 0.13 IRw
G23.21-0.38a 22.1 23.20 0.03 < 12.36 < −10.84 ± 0.15 IRw
G24.63+0.17a 18.1 22.57 0.06 < 12.71 < −9.86 ± 0.14 IRw
G317.87-0.15a 19.3 23.03 0.06 < 12.68 < −10.35 ± 0.14 IRw
G318.78-0.14a 24.9 22.60 0.07 < 12.68 < −9.92 ± 0.15 IRw
G331.71+0.60a 21.0 22.88 0.05 < 12.56 < −10.32 ± 0.15 IRw
G335.79+0.17a 24.7 23.18 0.06 < 12.61 < −10.57 ± 0.16 IRw
G337.26-0.10a 21.7 22.72 0.06 < 12.62 < −10.10 ± 0.16 IRw
G338.92+0.56a 24.2 23.48 0.07 < 12.68 < −10.80 ± 0.16 IRw
G340.78-0.10a 26.2 22.82 0.08 < 12.70 < −10.12 ± 0.16 IRw
G342.48+0.18a 23.6 22.82 0.05 < 12.50 < −10.32 ± 0.16 IRw
G343.75-0.16a 24.3 23.30 0.06 < 12.57 < −10.73 ± 0.16 IRw
G351.45+0.66a 21.4 23.88 0.03 < 12.34 < −11.54 ± 0.16 IRw
G19.88-0.54a 24.2 23.12 0.03 < 12.30 < −10.82 ± 0.16 IRb
G34.41+0.23a 26.1 23.25 0.05 < 12.50 < −10.75 ± 0.16 IRb
G37.55+0.20a 28.4 22.73 0.05 < 12.50 < −10.23 ± 0.16 IRb
G53.14+0.07a 25.4 22.90 0.04 < 12.42 < −10.48 ± 0.16 IRb
G332.09-0.42a 30.8 22.94 0.05 < 12.46 < −10.48 ± 0.16 IRb
G333.31+0.11a 25.9 22.76 0.04 < 12.44 < −10.32 ± 0.16 IRb
G341.22-0.21a 27.0 22.86 0.06 < 12.55 < −10.31 ± 0.16 IRb
G351.16+0.70a 21.9 23.67 0.06 < 12.62 < −11.05 ± 0.15 IRb
G351.25+0.67a 32.5 23.34 0.06 < 12.56 < −10.78 ± 0.16 IRb
G10.62-0.38a 34.5 23.57 0.08 < 12.67 < −10.90 ± 0.17 HII
G12.81-0.20a 35.1 23.56 0.07 < 12.60 < −10.96 ± 0.17 HII
G14.33-0.64b 21.6 23.51 0.06 < 12.65 < −10.86 ± 0.15 HII
G31.41+0.31a 26.3 23.57 0.06 < 12.62 < −10.95 ± 0.16 HII
G34.26+0.15a 31.0 23.85 0.07 < 12.66 < −11.19 ± 0.16 HII
G34.40+0.23a 22.8 23.11 0.06 < 12.63 < −10.48 ± 0.15 HII
G330.95-0.18a 33.0 23.76 0.04 < 12.37 < −11.39 ± 0.16 HII
G333.13-0.43a 35.2 23.40 0.05 < 12.50 < −10.90 ± 0.16 HII
G333.28-0.39a 30.4 23.24 0.05 < 12.51 < −10.73 ± 0.16 HII
G333.60-0.21a 41.1 23.49 0.07 < 12.60 < −10.89 ± 0.17 HII
G337.40-0.40a 31.8 23.36 0.07 < 12.70 < −10.65 ± 0.16 HII
G337.70-0.02a 25.6 23.35 0.08 < 12.66 < −10.70 ± 0.16 HII
G343.13-0.06a 30.9 23.39 0.05 < 12.48 < −10.91 ± 0.16 HII
Notes. Derived physical properties of the sample of massive clumps used to derive the o-H2D+ detection limits described in Sect. 4.1. The sources
are separated, from top to bottom, into their evolutionary classes. The error associated with N(H2) is 20% for each source;
(a) Tdust, N(H2), and Class from Giannetti et al. (2017); (b) Tdust, N(H2), and Class from Urquhart et al. (2018); (c) The temperatures are reported on
the main-beam temperature scale; (d) derived in this work.
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