Abstract. In this paper we will prove the coexistence of unbounded solutions and periodic solutions for the asymmetric oscillator
Introduction
Let us consider a particle of mass m = 1 attached to two springs with Hooke's constants ω [13] .
The same equation had been studied by Fučik [8] and Dancer [4] in their investigation of boundary value problems. After these works, the Dirichlet, Neumann and periodic problems for (1.1) have been the subject of several papers [9] , [10] , [12] and the references therein. Now let us review some results on the periodic problem for (1.1). They can be seen as a sort of Fredholm Alternative for the asymmetric oscillator. In the space of parameters (a, b) ∈ R 2 + , define the family of curves
These curves are similar to hyperbolae, and the intersection of each of them with the diagonal a = b is the point (n 2 , n 2 ). These points are in the periodic spectrum of harmonic oscillators. The role played by the set {n 2 : n ∈ N} in the periodic linear problem is now played by Σ = ∞ n=1 C n in the asymmetric oscillator. Namely, if (a, b) ∈ Σ, then Eq.(1.1) has a 2π-periodic solution for each f ∈ L 1 (R/2πZ); if (a, b) ∈ Σ, then there exists a function f ∈ L 1 (R/2πZ) such that Eq.(1.1) has no 2π-periodic solutions. We refer to [3] , [6] , [13] for more details.
Recently, the bounded or unbounded motions for the asymmetric oscillator (1.1) was considered by Ortega [1] , [17] , [19] and Liu [16] . The existence of bounded or unbounded solutions for the asymmetric oscillator (1.1) with the resonant case
n ∈ Q essentially depends on the oscillatory property of the function Φ p (θ) which relates to the autonomous system
and the 2π-periodic external forcing p, and which is given by
where C(t) is the solution of (1.2) with the initial condition x(0) = 1,ẋ(0) = 0. That is, if the function Φ p (θ) has no zeros, all solutions of (1.1) are bounded; if all zeros of Φ p (θ) are nondegenerate, all solutions of (1.1) with large initial conditions are unbounded. Moreover, when (a, b) ∈ Σ, the results of Dancer imply the existence of a periodic solution. In consequence, there exists a function f ∈ L 1 (R/2πZ) such that Eq.(1.1) has unbounded solutions, and also periodic solutions. This is a genuine nonlinear phenomenon. In the nonresonant case
p(t)dt = 0 guarantees the boundedness of (1.1); see [19] . More recently, the problem of boundedness of all solutions for the following nonconservative systemẍ
had been studied in [11] with n ∈ N. In [20] , Wang had studied the unboundedness of solutions forẍ + f (x)ẋ + ax
in the nonresonant case. In [15] , the first author had investigated the problem of boundedness and unboundedness of all solutions for the nonlinear oscillator
in the resonant case. The boundedness of all solutions for Eq.(1.3) in the nonresonant case was discussed in another paper [14] . In this paper we study the coexistence of unbounded solutions and periodic solutions for the asymmetric oscillator
under the nonresonant condition
and ϕ(t, x) is 2π−periodic in the first variable and bounded.
We suppose that (H1) lim
Now we are ready to state our main results. 
with large initial conditions are unbounded. We also point out that in order to obtain the boundedness of all solutions for Eq.(1.3), we have to assume that f is even, which implies that f (+∞) = f (−∞); see Theorem 1.1 in [14] . For example, all solutions of the equation
is sharp in determining the boundedness of all solutions for Eq.(1.3).
The rest of the paper is organized as follows. In Section 2 we deal with unbounded motions of the planar mappings and give the proof of Theorem 1.1 in Section 3.
Unbounded motions of the planar mapping
The proof of our main result will be a consequence of the application of the abstract results due to Wang [20] , concerning the dynamics of a class of planar mappings. In order to state these propositions, we need some preliminaries.
For any σ > 0, let us define
Moreover, we assume that P : E σ → R 2 is a one-to-one and continuous mapping of the form (2.1)
H and G are continuous functions, which are 2π-periodic in θ and satisfy
uniformly with respect to θ ∈ R as r → +∞. Let us take (θ 0 , r 0 ) ∈ E σ , and denote by {(θ n , r n )} the orbit of the mapping P through the point (θ 0 , r 0 ). That is to say, (θ n+1 , r n+1 ) = P (θ n , r n ).
The following abstract results taken from [20] will be applied to prove our main theorem. 
Proposition 2.1. Assume that the conditions (2.2), (2.3) hold and

Proposition 2.2. Assume that the conditions (2.2), (2.3) hold and
The proof of the main result
In this section, at first we introduce action-angle variables for Eq. (1.4) . Secondly, we will give an expression for the Poincaré map of Eq.(1.4) under action-angle variables. Finally the proof of Theorem 1.1 will be given.
Action-angle variables.
In order to apply the propositions we will take P as the Poincaré map associated to Eq.(1.4). Therefore, some asymptotic estimates on this map will be needed. To this end, first we consider the piecewise linear equation
and denote by C(t) the solution satisfying the initial condition
It is easy to see that C(t) is a τ -periodic function with τ
which is given by
The derivative of C(t) will be denoted by S(t) =Ċ(t). Obviously C(t) and S(t) satisfy the following properties: (i) C(t + τ ) = C(t), S(t + τ ) = S(t) and
C(0) = 1, S(0) = 0. (ii) C(t) ∈ C 2 (R), S(t) ∈ C 1 (
R). (iii)Ċ(t) = S(t),Ṡ(t) = −(aC
We introduce the canonical change of variables
where ω = 2π τ and γ = 2ω a with I > 0 and θ ∈ R. We observe that the pair (θ, I) represents the action-angle variables associated to the unperturbed equation
An expression for the Poincaré map of (1.4).
We only deal with the case f (+∞) < f(−∞); the case f (−∞) < f(+∞) is completely analogous. Without loss of generality we may assume that f (+∞) < 0 < f(−∞). In fact, taking some constant d satisfying f (+∞) < d < f(−∞), we consider the following equation:
which is just Eq.(1.4). Set
Thenf (x) andφ(t, x) still satisfy all the conditions in the Theorem 1.1, and f (+∞) < 0 <f (−∞). Now consider the equivalent system of Eq.(3.1)
Under action-angle transformation, Eq.(3.1) becomes
Denote by (θ(t; θ 0 , I 0 ), I(t; θ 0 , I 0 )) the solution of (3. From the second equality of (3.2), we get that
It follows from (3.3) that (3.4) and the first equality of (3.2) we know that 
Similarly, substituting (3.4) and (3.5) into the first equality of (3.2), we obtain that for all t ∈ [0, 2π],
Therefore we have 
