Abstract. This paper is devoted to the study of the separability problem in the field of Quantum information theory. We deal mainly with the bipartite finite dimensional case and with two types of matrices, one of them being the PPT matrices (see definitions 2.1 and 2.2). We proved that many results holds for both types. If these matrices have specific Hermitian Schmidt decompositions then the matrices are separable in a very strong sense (see theorem 2.7 and corollary 2.8). We proved that both types have what we call split decompositions (see theorem 2.10 and 2.11).
Introduction
The Separability Problem is a well established problem in the field of Quantum Information Theory by its importance and difficulty. Its aim is to find a criterion to distinguish the separable states from the entangled states (see definition 4.1). In this paper we deal only with the bipartite finite dimensional case, therefore the states are elements in M k ⊗ M m , which can be interpreted as matrices in M km via the Kronecker product (see notation at the end of this introduction).
This problem was completely solved by Horodecki in the space M 2 ⊗ M m for m = 2 or 3, by the so-called PPT criterion (see [9] ). This criterion states that a matrix A = The general case, even the finite dimensional case, still is a great challenge. Algorithms were developed to solve the separability problem, but it is known that this problem is NP-hard (see [6] ).
Therefore any restriction of the problem to a smaller set of matrices is, certainly, important. For example, Peres in [14] was the first to notice the importance of the PPT property which was later proved to be necessary and sufficient for separability in M 2 ⊗ M m for m = 2 or 3, in [9] .
Another remarkable reduction was obtained in [12] for the positive definite case in M k ⊗ M m . The authors proved that to find the separable positive definite Hermitian matrices we only need to distinguish the separable matrices among the positive definite matrices of the following type:
where tr(E i ) = tr(F i ) = 0, {E 1 , ..., E l }, {F 1 , ..., F l } are orthonomal sets of Hermitian matrices with respect to the trace inner product and a i ∈ R.
They also obtained a remarkable reduction of the separability problem in M 2 ⊗ M 2 for the general case, not only for the positive definite case. They showed that, in order to solved it, it suffices to discover which matrices from the following family of matrices are separable.
where d 2 , d 3 , d 4 ∈ R and γ 2 , γ 3 , γ 4 are the matrices of the Pauli's basis of M 2 different from the Id.
They proved that a matrix in this family is separable if and only if is PPT, and if and only if |d 2 | + |d 3 | + |d 4 | ≤ 1. This is a second proof of the PPT criterion in M 2 ⊗ M 2 .
Another interesting kind of reduction is based on the concept of irreducible state developed (and defined) in [1] , [3] . The authors of these papers noticed that the separability problem can be reduced to the set of irreducible states (see corollary 16 in [1] ) and the states do not need to be positive definite. But in this paper there is no description of irreducible states. It is not possible to ensure if a state is irreducible or not with the ideas of these papers. Thus, this reduction is quite different from the reduction mentioned in the previous paragraph, since we do not have a description of the set of matrices where the separability problem was reduced.
Our paper is an effort to generalize the result obtained in [12] for the general case (positive semidefinite case), using a weaker concept of irreducible matrix (see definition 3.1).
We defined SPC matrices and our main results concern SPC matrices and PPT matrices (see definitions 2.1 and 2.2). We started to prove in section 2 that many results holds for both types. For example, if these matrices have specific Hermitian Schmidt decompositions then these matrices are separable in a very strong sense (see theorem 2.7 and corollary 2.8). We proved that both types have what we call split decompositions (see theorem 2.10 and 2.11).
These theorems together with the notion of weak irreducible matrix, in section 3, imply that these matrices are weak irreducible or a sum of weak irreducible matrices of the same type (see theorem 3.7) and the separability problem for these types of matrices can be reduced to the set of weak irreducible matrices with the same type (see proposition 4.3) . Notice that since a necessary condition for separability is to be PPT, we obtained quite a general reduction.
In a different manner as that of the papers [1] and [3] and similarly to the paper [12] , we can provide a complete description of the set where we reduced the separability problem, in our case the set of weak irreducible SPC/PPT matrices (see theorem 3.4). We discovered a condition based on the format of the Hermitian Schmdit decomposition of a positive semidefinite matrix that is sufficient for weak irreducibility(see theorem 3.2). However, if the matrix is SPC or PPT, then the condition is also necessary (see theorem 3.4) . It is interesting to notice that the family of positive definite matrices in the reduction obtained in [12] are all weak irreducible, because of corollary 3.9 and also because satisfy the condition in theorem 3.2.
In section 4, we showed that every positive semidefinite Hermitian matrix with tensor rank 2 has minimal separable decomposition, therefore it is separable (we made an application of this minimality to prove a similar result for the multipartite case, see theorem 4.8). We shall use this result in section 5 to obtain two sharp inequalities that provide separability for SPC/PPT matrices. Again, since a necessary condition for separability is to be PPT, we obtained quite a general inequality. These inequalities are generalizations of the inequality |d 2 | + |d 3 | + |d 4 | ≤ 1 mentioned before.
Finally, in our preliminary results, we explict some ideas that are recurrent is this paper. A recurrent need is the use of what we call * − product. Quite a few times, we shall use some properties of this * − product, for example, the * − product of two positive semidefinite Hermitian matrices is also a positive semidefinite Hermitian matrix. We shall also use the minimal Hermitian decomposition and the Hermitan Schmidt decomposition of a Hermitian matrix, because these decompositions simplify our calculations, but they are also important for the description of weak irreducible matrices as mentioned before. For this purpose, we wrote quick subsections about these decompositions. In these subsections, we brought to the attention of the reader a somewhat old result (theorem 1.19) and the definitions of the supports of a Hermitian matrix (see definition 1.27), these two results are employed several times. We tried to leave this paper self-contained, thus many of these preliminary results are, therefore, not original.
Notation:
The tensor product space of the vector spaces V, W over the field C will be denoted by V ⊗ W . We identify the tensor produt space C n ⊗ C k with C nk and the tensor product space of complex matrices M k ⊗ M m with M km , via Kronecker product. These identifications allow us to write (v ⊗ w)(r ⊗ s) t = vr t ⊗ ws t , where v ⊗ w is a column and (v ⊗ w) t its transpose. Therefore if v, w ∈ C n ⊗ C m we have vw t ∈ M n ⊗ M m . The trace of a matrix A is denoted by tr(A) and A t is the transpose of A.
Preliminary Results
We start this section with a subsection about the * − product in C n ⊗ C m and in M n ⊗ M m . These two products are examples of a common construction in tensor product spaces. If we consider a ⊗ b and c ⊗ d, we can define a product a ⊗ b × c ⊗ d = f (b, c) a ⊗ d, where f is a bilinear functional. From here, we can define for arbitrary tensors by means of distributivity.
The first product is like the matrix product but for tensors in C n ⊗ C m . The second one is a generalization of the Schur product.
These products are very useful for research, notice how easily proposition 1.17 and lemma 2.9 were obtained. Actually, everytime we needed an argument about completely positive maps, we replaced it by a multiplication for a suitable positive semidefinite matrix.
Then we discuss some types of Hermitian decompositions: The minimal Hermitian decomposition and the Hermitian Schmidt decomposition. These decompositions simplify our calculations with the * − product in M n ⊗ M m but they are also important for another reason. We actually obtained a description of weak irreducible matrices, a concept that were exploited in section 3, based on the format of the Hermitian Schimidt decompositions of the matrices involved (see theorem 3.4).
1.1. The Generalized Schur Product: * − product.
For the sake of completeness, in this subsection we proved that * −product is distributive, associative, has an identity element and is well defined. This identity element plays an important role in Choi's theorem (see proposition 1.17).
Proposition 1.2. Let {e i |1 ≤ i ≤ m} be the canonical basis of C m and {v i |1 ≤ i ≤ m} any other orthonormal basis of C m . We then have:
Notice also that T (AB) = T (A) * T (B). Therefore T (B) = T (IdB) = T (Id) * T (B) = u * T (B), and item 2 is proved.
Proposition 1.4. Let v, w ∈ C n ⊗ C m and r, s ∈ C m ⊗ C k . The * − product of the rank 1 matrices vw t and rs t is vw t * rs t = (v * r)(w * s) t .
Proof. Let {e i |1 ≤ i ≤ m} be the canonical basis of C m . Write
Proposition 1.5. Let u be the vector defined in proposition 1.2. The rank one matrix uu t is the identity in M m ⊗ M m with respect to the * − product.
Proof. Notice that u = u. This proposition follows directly from propositions 1.2 and 1.4.
It is easy to notice that the * − product in M n ⊗ M m is distributive, to prove the associativity of this product we use the following familiar maps.
The next proposition connects these maps to the * − product and shows that all decompositions used for A or B to compute A * B provide the same A * B (therefore this product is well defined).
. But A * B is also equal to
, where uu t is the matrix of proposition 1.5.
is the inverse of Jamiolkowski's isomorphism [11] .
The proof of G A * B (X) = G B (G A (X) t ) is analogous.
Corollary 1.12. The * − product is associative.
1.2.
Interesting Consequences of * −Product.
The next proposition and its corollary shows that the * − product of two positive semidefinite Hermitian matrices is a positive semidefinite Hermitian matrix. This fact is used many times in this article.
Proof. Let {e i |1 ≤ i ≤ m} be the canonical basis for C m . We can
e j e t s ⊗ w j w s t .
Corollary 1.14. If A ∈ M n ⊗ M m and B ∈ M m ⊗ M l are positive semidefinite Hermitian matrices then A * B is also.
Proof. By hypothesis A = i v i v i t and B = j w j w j t , for v i ∈ C n ⊗ C m and w j ∈ C m ⊗ C l . Therefore Proof. The matrix uu t from proposition 1.5 is Hermitian and positive semidefinite. Thus, A * uu t = A must be Hermitian and positive semidefinite.
An easy consequence of this proposition is the characterization of all completely positive maps, obtained in [4] . Proof. Let A = T ⊗ Id(uu t ) = m i,j=1 T (e i e t j ) ⊗ e i e t j . Now
T (e i e Notice that
. Thus T is completely positive if and only if A * B is a positive semidefinite Hermitian matrix for every positive semidefinite Hermitian matrix B. Therefore A must be a positive semidefinite Hermitian matrix (by proposition 1.15).
Minimal Hermitian Decomposition.
In this subsection we present some definitions and give a quick proof (alternative proof) of the fact that every Hermitian matrix has a minimal Hermitian decomposition, this result can also be found in [5] . Based on this result, in the next subsection, we also give a quick proof (alternative proof) that every Hermitian matrix has a Hermitian Schmidt decomposition, this result can also be found in [7] . These decompositions simplify the calculations with * − product and in section 3, theorem 3.4, we give a complete description of the weak irreducible SPC/PPT matrices based on a property of their Hermitian Schmidt decompositions.
Here, and from now on, the subspace generated by {m 1 , ..., m t } will be denoted by (m 1 , ..., m t ). Definition 1.18. Let r ∈ V ⊗ W . The tensor rank of r is 1, if r = v ⊗ w and r = 0. The tensor rank of r is the minimal number of tensors with tensor rank 1 that can be added to form r. Theorem 1.19. Let V and W be vector spaces over the field F and let v i , r j ∈ V and w i , s j ∈ W , for
Proof. See reference [13] .
If {v 1 , ..., v n } and {w 1 , ..., w n } are linear independent sets then k ≥ n. So the tensor rank of
A i ⊗B i of a matrix A, is said to be a minimal decomposition, if {A 1 , ..., A n } and {B 1 , ..., B n } are linear independent sets. This nomenclature is justified by corollary 1.20. Every Hermitian matrix has a minimal Hermitian decomposition. This result was proved in [5] but, here below, we present a quick proof for the convenience of the reader. 
Notice that i(
is also Hermitian as a difference of two Hermitian matrices. We obtain i(
, which is a Hermitian decomposition for A. Lemma 1.24. Let A be a Hermitian matrix and {A 1 , ..., A n } be a linear independent set of Hermitian
Hermitian matrices. Therefore we got a smaller Hermitian decomposition for A. Repeat the argument until you find a minimal Hermitian decomposition.
Hermitian Schmidt Decomposition.
If you consider the inner product in M m as C, D = trace(CD * ), we can define a Schmidt decomposition of a matrix A km×km .
Hermitian Schmidt decomposition of A. Notice that every Schmidt decomposition is minimal.
Next we present a quick proof of the existence of such decomposition for every Hermitian matrix in M k ⊗ M m for the convenience of the reader, another proof can be found in [7] . First we need to define the supports of a matrix. The definition of the supports was used many times in this paper.
Define the supports of A as supp 1 (A) = the real subspace generated by the Hermitian matrices A 1 , ..., A n , supp 2 (A) = the real subspace generated by the Hermitian matrices B 1 , ..., B n .
Notice that the matrices in supp 1 (A) and supp 2 (A) are Hermitians. These supports do not depend on the minimal Hermitian decomposition of A, because of theorem 1.19 and lemma 1.24. 
Proof. tr(F
If we restrict the domain and the codomain of F A and G A to the supports of A,
these maps become real linear tranformations. The inner product restricted to the set of Hermitian matrices is only the trace, therefore by lemma 1.28, these are now adjoints maps. 
Thus, there exists an orthonormal basis for supp 1 (A), formed by eigenvectors of F A • G A . Let this basis be γ = {γ 1 , ..., γ n }.
Thus
|δn| is a Hermitian Schmidt decomposition of A.
Remark 1.31.
This proof is analogous to the proof of SVD decomposition of a linear transformation (see page 204, reference [15] ), although SVD decomposition does not garantee the hermiticity of the decomposition.
Split Decompositions for SPC and PPT Matrices
We begin this section defining SPC and PPT matrices considered in the main theorems of this paper. Then we prove some results that holds for both types. Actually, some theorems concerning PPT matrices are consequences of the theorems obtained for SPC matrices.
The main results of this section are theorems 2.7 and corollary 2.8, theorems 2.10 and 2.11. The first two results actually show that under certain hypothesis on the Hermitian Schmidt decomposition, the SPC/PPT matrices are separable in a very strong sense (see definition 4.1). The last two results are called the split decompositions of the SPC/PPT matrices.
In section 3, we continue to obtain theorems that holds for both types concerning the weak irreducible property and we noticed that SPC/PPT matrices that have trivial split decomposition are in fact weak irreducible.
In our final result (in section 5), we provide a sharp inequalities that provide separability for SPC/PPT matrices. Since a necessary condition for separability of a matrix A is to be PPT, we obtain quite a general result.
Definition 2.1. (SPC matrices)Let A ∈ M k ⊗ M k be a positive semidefinite Hermitian matrix. We say that A is symmetric with positive coefficients or simply SPC, if A has the following Hermitian Schmidt decomposition:
still is a positive semidefinite Hermitian matrix.
To obtain our first theorem regarding SPC matrices (theorem 2.7), we need the following lemmas.
If for some j, the matrices γ j and δ j are positive semidefinite then
Proof. Let w ∈ ker(δ j ) and let i a i v i v i t be a spectral decomposition of γ j . Thus a i > 0. Notice that tr(A(γ j ⊗ ww t )) = λ j tr(δ j ww t ) = 0, therefore
Since a i > 0 and
Now the eigenvectors of γ j associated to the eigenvalues a i > 0, i.e., the vectors
To obtain ker(γ j ) ⊗ ℑ(γ j ) ⊂ ker(A), the argument is analogous.
If for some γ j in the Hermitian Schmidt decomposition of A, γ j is a positive semidefinite Hermitian matrix and if (1) r ∈ ℑ(γ j ) and s ∈ ker(γ j ) or (2) r ∈ ker(γ j ) and s ∈ ℑ(γ j ) then tr(γ i (rs t )) = 0 for every 1 ≤ i ≤ n.
Now since γ j is a positive semidefinite Hermitian matrix, by lemma 2.3, r ⊗ s ∈ ker(A).
Since λ i > 0 and tr(γ i rs t )tr(γ i rs t ) ≥ 0 we obtain tr(γ i rs t ) = 0. For r ∈ ker(γ j ) and s ∈ ℑ(γ j ) the proof is analogous.
where the vectors r m form an orthonormal basis of ℑ(γ j ) and the vectors s l form an orthonormal basis of ker(γ j ).
Next, by item 2 of lemma 2.4, tr(γ i s l r m t ) = 0 for every m and l, since s l ∈ ker(γ j ) and r m ∈ ℑ(γ j ) and γ j is positive semidefinite.
So V 1 γ i V 2 = 0 for every i and thus (
Lemma 2.6. Let γ, B be Hermitian matrices in M k , γ positive semidefinite and B = 0. Suppose that ℑ(B) ⊂ ℑ(γ) and B is not a multiple of γ. Then, there exists λ ∈ R such that γ − λB is positive semidefinite, non-null and 0 = x ∈ ker(γ − λB) ∩ ℑ(γ).
Proof. Let R ∈ M k be an invertible matrix such that
Since ℑ(B) ⊂ ℑ(γ). We obtain
λ be the eigenvalue of B with the biggest absolute value. Therefore Id − λ B is positive semidefinite with non-null kernel. Then
Since R(γ − λB)R * is positive semidefinite then γ − λB is too. Therefore exist a λ ∈ R such that γ −λB is positive semidefinite and 0 = x ∈ ker(γ −λB)∩ℑ(γ).
First Results for SPC and PPT Matrices.
Our first theorem regarding SPC matrices is the following one.
a) The proof will be done by induction on the tensor rank of A.
If A = γ 1 ⊗ γ 1 is positive semidefinite then it is obvious that γ 1 or −γ 1 is positive semidefinite, but A = γ 1 ⊗ γ 1 = −γ 1 ⊗ −γ 1 , and we are done. Suppose n bigger than 1.
tr(γ i )tr(γ i ) = 0 and since A is positive semidefinite, we obtain A = 0. This is a contradiction.
Since
.. + γ n ⊗ γ n . Now to simplify the notation, we may assume without loss of generality, that A = n i=1 γ i ⊗ γ i with γ 1 positive semidefinite.
Our aim now is to write A = A 1 + A 2 , where A 1 and A 2 have the same type of A, but both with smaller tensor rank and use induction on the tensor rank. Next we split the proof in two cases:
Under this hypothesis ker(γ 1 ) = 0. Let V 1 ∈ M k be the Hermitian projection onto ℑ(γ 1 ) and V 2 ∈ M k be the Hermitian projection onto ker(γ 1 ), therefore
, which is a contradiction with the hypothesis of this case. Thus, (
Let us write A = A 1 + A 2 , where
. . , δ r be an orthonormal basis of supp 1 (A 1 ) and ǫ 1 , . . . , ǫ s be an orthonormal basis of
Recall that both A i = 0 then r + s = n and r < n and s < n. Thus A 1 and A 2 are positive semidefinite Hermitian matrices with Hermitian Schmidt decompositions similar to A, but with smaller tensor rank. Second Case: For every i, ℑ(γ i ) ⊂ ℑ(γ 1 ).
Recall that γ 1 is positive semidefinite. Since ℑ(γ 2 ) ⊂ ℑ(γ 1 ), there exists λ ∈ R such that γ 1 −λγ 2 still is positive semidefinite with 0 = v ∈ ℑ(γ 1 ) ∩ ker(γ 1 − λγ 2 ), by lemma 2.6. Let
Let {δ 1 , . . . , δ n } be an orthonormal basis of supp 1 (A) containing
. Since γ i are orthonormal tr(γ i vv t ) = 0 for every i, so tr(γ 1 vv t ) = 0, but this is not possible since γ 1 is positive semidefinite and 0 = v ∈ ℑ(γ 1 ). Thus, exists i > 1 such that ℑ(δ i ) is not contained in ℑ(δ 1 ).
By the first case we can write A = A 1 + A 2 , with the same type of A, but both with smaller tensor rank. Let us now use induction on the tensor rank.
This induction proves the existence of this Hermitian Schmidt decomposition for A. Let us now prove the uniqueness of this decomposition.
Suppose that A has another Hermitian Schmidt decomposition, A = n i=1 δ i ⊗δ i , such that δ 1 , ..., δ n are positive semidefinite. Again, we obtain
Our first theorem regarding PPT matrices is the following corollary.
i is positive semidefinite for 1 ≤ i ≤ n. Now notice that supp 1 (A * B) = supp 1 (A) and {γ ′ 1 , ..., γ ′ n } is an orthonormal basis of supp 1 (A * B) = supp 1 (A).
Therefore
are also orthonormal because the adjoints maps of the remark 1.29 (for this A) :
Thus G A is an isometry and since {γ ′ 1 , ..., γ ′ n } are orthonormal the matrices
Finally the Hermitian Schmidt decomposition required for A, in this corollary, is
For the uniqueness of such decomposition, notice that the decomposition of A * B,
, is unique by item b of theorem 2.7. Therefore {γ ′ 1 , ..., γ ′ n } is an orthonormal basis of supp 1 (A * B) = supp 1 (A) such that all matrices are positive semidefinite.
Suppose {γ ′′ 1 , ..., γ ′′ n } is another orthonormal basis of supp 1 (A * B) = supp 1 (A), such that all matrices are positive semidefinite, then
is another Hermitian Schmidt decomposition of A * B such that all matrices are positive semidefinite, which is absurd.
Therefore {γ ′ 1 , ..., γ ′ n } is the only orthonormal basis of supp 1 (A) such that all matrices are positive semidefinite and
is the only Hermitian Schmidt decomposition announced in this corollary.
Lemma 2.9. Let A ∈ M k ⊗ M m be a positive semidefinite Hermitian matrix. Let
is also a positive semidefinite Hermitian matrix.
) 2 γ i ⊗ γ t i is a positive semidefinite Hermitian matrix by corollary 1.14.
The * − product of B * C by itself, l times, remains positive semidefinite and since 0 <
still is positive semidefinite (the set of positive semidefinite Hermitian matrices is closed!). Thus 
and 
A and G A have the same eigenvectors which implies that all Hermitian Schmidt decompositions of A have the same SPC type (See theorem 1.30 for more details).
Next, since
. Thus, the sum of the Hermitian Schmidt decompositions of (
Theorem 2.11. (Split Decomposition for PPT matrices) Let
Proof. a) By lemma 2.9, D = s i=1 γ i ⊗ δ i is positive semidefinite. Now since A is PPT then A t 1 = n i=1 λ i γ t i ⊗ δ i is positive semidefinite. Then by lemma 2.9, 
Since A is PPT then A t 1 is a positive semidefinite Hermitian matrix. Notice that
Finally, from equation 3, we get
is also positive semidefinite, and thus, (
A Description of Weak Irreducible SPC or PPT Matrices
The aim of this section is to continue to prove theorems about SPC/PPT matrices, but first we need the definition of weak irreducible matrix. This definition is a weaker version of the concept of irreducible state recently defined in [3] . As we can see in the last line of table I of the paper just cited, the matrix Id ⊗ Id is not an irreducible state, but in our definition this matrix will be and every irreducible matrix in their sense is irreducible in our sense. Thus, the restriction we impose on a matrix to be irreducible is weaker than the restriction that the authors of [3] imposed.
Two important theorems proved in this section are theorems 3.2 and 3.4. These theorems provide a description of all weak irreducible SPC/PPT matrices. This description is related to the format of their Hermitian Schmidt decompositions.
A relevant fact about this weak irreducible property is that the authors of [12] reduced the positive definite case of the separability problem to a certain standard type of matrices, as described in our introduction. These positive definite matrices with the standard type are all weak irreducible and this fact can be noticed using corollary 3.9. Actually, these matrices satisfy the condition in theorem 3.2 to be weak irreducible.
We also proved in this section that the SPC/PPT matrices are weak irreducible or sum of weak irreducible matrices of the same type. The importance of this kind of theorem for the separability problem was noticed by the authors of [1] in their Corollary 16. There they noticed that the separability problem can be reduced to the set of irreducible matrices.
For the sake of completeness we shall also show in the next section that the separability problem can be reduced to the set of weak irreducible matrices and let us not forget that we have a complete description of all weak irreducible SPC/PPT matrices (theorem 3.4). This reduction and this description of weak irreducible matrices can be seen as a generalization of the result obtained in [12] , for the positive definite case, described in the previous paragraphs and in the introduction. Following this idea we could, in section 5, provide sharp inequalities for separability of weak irreducible SPC/PPT matrices. Recall that a necessary condition for separability of a matrix is to be PPT. Therefore we obtained quite general results.
In the last result of this section we proved that if the tensor rank or the rank of a matrix is big enough then the matrix must be weak irreducible.
Let A ∈ M k ⊗ M m be a positive semidefinite Hermitian matrix. We say that A is weak irreducible if the equality A = 
Proof. Suppose A satifies these three conditions above, recall that λ 2 i are the non null eigenvalues of the self-adjoint map F A • G A : supp 1 (A) → supp 2 (A) and γ i are corresponding eigenvectors.
Let
Consider the maps F B : supp 2 (A) → supp 1 (A) and G B : supp 1 (A) → supp 2 (A), for B ∈ {A, A 1 , A 2 }. Notice that we are using different domain and codomain when B = A 1 and A 2 (see definition 1.6 and remark 1.29).
Notice that
, for 1 ≤ i ≤ 2 and i = j. Therefore, the non null eigenvalues of F A • G A are the non null eigenvalues of
Since the multiplicity of λ 2 1 is 1 then γ 1 is an eigenvector of
Finally by our assumption, for every 1 ≤ i ≤ n, we know that
Remark 3.3. The converse of this theorem is false. For example, let v = λ 1 e 1 ⊗e 1 +λ 2 e 2 ⊗e 2 ∈ C k ⊗C k , where e 1 and e 2 are the first two vectors in the canonical basis of C k and λ 1 > λ 2 > 0. Let A = vv t . Since A has rank 1 then A is obviously weak irreducible. Now a Hermitian Schmidt decomposition of
, γ 4 = e 2 e t 2 . Notice that λ 2 1 > λ 1 λ 2 > λ 2 2 , but ℑ(γ i ) is not contained in ℑ(γ 1 ). Thus, the converse of theorem 3.2 is not true in general, but if the matrix is SPC or PPT then the converse is true. Proof. If A satisfies the three conditions, we saw that A is weak irreducible in theorem 3.2. Now suppose A is weak irreducible PPT matrix, let us prove that A satifies the three conditions of theorem 3.2.
Suppose λ 1 = . . . = λ s and s > 1. Consider the notation of theorem 2.11. By item b) of theorem 2.11,
where V 2 is the Hermitian projection onto ℑ(γ ′ 1 ) ⊥ and W 2 is the Hermitian projection onto ℑ(δ ′ 1 ) ⊥ . Again, by the same reasoning as above we obtain A = (
Thus, for every γ i ∈ supp 1 (A) and
. Thus, A satisfies the three conditions of theorem 3.2. Now the proof for SPC matrices is the same, we just need to use theorem 2.10 instead of 2.11 and
In the proof of the previous theorem we saw that if A is weak irreducible then the split decomposition of A is A = (V 1 ⊗ W 1 )A(V 1 ⊗ W 1 ). Actually, we also saw the converse, because if A = (V 1 ⊗ W 1 )A(V 1 ⊗ W 1 ) then we saw that λ 1 > λ 2 and for every γ i ∈ supp 1 (A) and δ i ∈ supp 2 (A) we have ℑ(γ i ) ⊂ ℑ(γ 1 ) and ℑ(δ i ) ⊂ ℑ(δ 1 ). Thus, A satisfies the three conditions of theorem 3.2 and A is weak irreducible. Thus, A is weak irreducible if and only if its split decomposition is A = (
Theorem 3.6. Let A be the SPC matrix of theorem 2.10. The matrices (V j ⊗ V j )A(V j ⊗ V j ) of the split decomposition of A (equation (1)) for 1 ≤ j ≤ s are weak irreducible. Let A be the PPT matrix of theorem 2.11. The matrices (V j ⊗ W j )A(V j ⊗ W j ) of the split decomposition of A (equation (2)) for 1 ≤ j ≤ s are weak irreducible.
Proof. Let us prove this theorem only for PPT matrices. The proof for SPC matrices is similar.
Using the same notation as in theorem 2.11, A has the following Hermitian Schmidt decomposition:
Recall that in the Hermitian Schmidt decomposition of A, we have
has a Hermitian Schmidt decomposition with the term λ 1 γ ′ i ⊗ δ ′ i , for 1 ≤ i ≤ s. Now if we have ǫ 1 = λ 1 then A would have a Hermitian Schmidt decomposition with more than s numbers λ 1 , but this is impossible. Therefore
Finally, as we saw above
Corollary 3.7. Every SPC or PPT matrix A is weak irreducible or a sum of weak irreducible matrices of the same type.
Proof. Consider a PPT matrix A. By the last theorem we only need to deal with (V s+1 ⊗W s+1 )A(V s+1 ⊗ W s+1 ) in the split decomposition of a PPT matrix A (equation 2).
If A has tensor rank 1 then A satisfies trivially the three conditions of theorem 3.2, therefore A is weak irreducible.
Suppose A has tensor rank bigger than 1 and consider its split decomposition (equation (2)).
for t = 1, 2 and for every 1 ≤ i = j ≤ s + 1 since V j V i = 0 and W j W i = 0. Thus, the tensor rank of A is the sum of the tensor rank of each of these (
is also PPT as explained in theorem 2.11. Thus, by induction on the tensor rank, the matrix (V s+1 ⊗ W s+1 )A(V s+1 ⊗ W s+1 ) is weak irreducible or a sum of weak irreducible PPT matrices.
The proof is similar for SPC matrices. Now in the final result of this section we prove that if a matrix has full tensor rank or full rank then the matrix is weak irreducible.
Theorem 3.9. Let A ∈ M k ⊗ M m be a positive semidefinite Hermitian matrix which is not weak irreducible then
) and V i , W i are described in definition 3.1 and A 1 , A 2 = 0. Let k i and m i be the rank of V i and W i , respectively, for 1 ≤ i ≤ 2, and recall that k 1 + k 2 = k and m 1 + m 2 = m. Notice that A i can be embedded in M k i ⊗ M m i then the tensor rank of A i is smaller or equal to min{k 2 i , m 2 i } and rank(A i ) ≤ k i m i . As pointed out in the proof of theorem 3.7, we have tensor rank(A) = tensor rank(A 1 ) + tensor rank(A 2 ).
Thus, tensor rank(A)
By lemma 3.8, the result follows. 
The Separability Problem
The separability problem, in finite dimension, is the problem of distinguishing the separable matrices among the positive semidefinite Hermitian matrices or, equivalently, it is the problem of discovering whether a given matrix is separable or not. It is a central problem in the field of Quantum Information Theory.
We start this section defining the separable matrices and for the sake of completeness we proved that it is sufficient to distinguish the separable matrices among the weak irreducible matrices in order to solve completely the separability problem. Actually, we proved that to solve the separability problem for SPC or PPT matrices, we must do it only for weak irreducible matrices of the same type. Just notice that a necessary condition for separability is to be PPT (see proposition 4.3 and corollary 4.4). The authors of [1] have already noticed that the reduction to their irreducible matrices was possible (see [1] , corollary 16).
The main result of this section is that every positive semidefinite Hermitian matrix in M k ⊗ M m with tensor rank 2 has a minimal separable decomposition in M k ⊗ M m (Theorem 4.7). Therefore is separable. The separable decomposition of a tensor rank 2 matrix might be a known fact since it is simpler to be proved, but we believe that the minimality of the separable decomposition might be new, since the only proof we know is based on the concept of weak irreducible matrix and this concept was defined based on the concept of irreducible states, which was only defined recently in [3] .
Notice that the minimality is something very important to extend this theorem to
We will need theorem 4.7 in our final section. There we find sharp inequalities that provide separability for weak irreducible SPC/PPT matrices. To distinguish the separable matrices among the SPC/PPT matrices, we only need to do it among the matrices which are also weak irreducible.
Proof. Let A be a PPT matrix. The proof for SPC matrices is similar. If A is weak irreducible then we must solve the separability problem for a weak irreducible PPT matrix.
Suppose A is not weak irreducible. By remark 3.5, the split decomposition of A has more then one term. We saw in theorem 2.11 that each term is also PPT, but these terms have smaller tensor rank because their supports are perpendicular. It is obvious that a matrix A is separable if and only if each term in its split decomposition is separable (see theorem 2.11). Then the result follows by induction on the tensor rank, just notice that matrices with tensor rank 1 satisfy trivially the three conditions to be weak irreducible.
Corollary 4.4.
A complete solution for the separability problem is obtained distinguishing the separable matrices among the weak irreducible matrices.
Proof. Notice that the PPT property is necessary for the separability of A. Therefore we need to distinguish the separable matrices among the PPT matrices. Use now the previous proposition.
Minimal Separability of Tensor Rank 2 Matrices.
Now to obtain our sharp inequalities that provide separability in the next section, we need some theorems concerning the separability of positive semidefinite Hermitian matrices with tensor rank 2 (in M k ⊗ M m ). We provide these theorems as the final part of this section. Proof. Choose λ ∈ R such that C 1 − λC 2 is positive semidefinite, with 0 = v ∈ ker(C 1 − λC 2 ) ∩ ℑ(C 1 ) (lemma 2.6). Notice that λ = 0.
. Thus, by corollary 1.14, tr(C 2 vv t )(D 2 + λD 1 ) is positive semidefinite.
Notice that 0 = tr(C 1 vv t ) λ = tr(C 2 vv t ), since v ∈ ℑ(C 1 ) and C 1 is positive semidefinite. Now let
Notice that α 1 , β 2 are positive semidefinite and β 1 is positive semidefinite such that ℑ(β 2 ) ⊂ ℑ(β 1 ) and
Now find a real number ǫ such that β 1 − ǫβ 2 is positive semidefinite and has 0 = w ∈ ker(β 1 − ǫβ 2 ) ∩ ℑ(β 1 ) (lemma 2.6). Notice that ǫ = 0. Therefore
Since tr((β 1 − ǫβ 2 )ww t ) = 0 then A * ww t ⊗ Id = tr(β 2 ww t )(α 2 + ǫα 1 ) ⊗ Id. Thus, by corollary 1.14, tr(β 2 ww t )(α 2 + ǫα 1 ) is positive semidefinite.
Note also that 0 = tr(β 1 ww t ) ǫ = tr(β 2 ww t ), since β 1 is positive semidefinite and w ∈ ℑ(β 1 ). Since tr(β 2 ww t ) > 0, by the positive semidefiniteness of β 2 , we obtain the following minimal separable decomposition for A:
. Let ǫ > 0 and define
Notice that A(ǫ) has tensor rank at most two. If the tensor rank is one then A(ǫ) is separable, therefore PPT. If the tensor rank is two then A(ǫ) has a minimal Hermitian decomposition with ℑ(C 2 ) ⊂ ℑ(C 1 + ǫId) and ℑ(D 2 ) ⊂ ℑ(D 1 + ǫId), thus, by lemma 4.5, A(ǫ) is also separable and PPT.
Thus, (·) t ⊗ Id(A) = lim ǫ→0+ (·) t ⊗ Id(A(ǫ)) is positive semidefinite. Therefore A is PPT. A has a minimal separable decomposition by theorem 2.8. Now let us suppose λ 1 > λ 2 . Since A is PPT, by item a) of theorem 2.11, we know that
, by theorem 3.4 and by lemma 4.5 A has a minimal separable decomposition in M k ⊗ M m . Now suppose that A is not weak irreducible.
As pointed out in the proof of theorem 3.7, we have tensor rank(A) = tensor rank(A 1 ) + tensor rank(A 2 ). Therefore 2 = tensor rank(A 1 ) + tensor rank(A 2 ) and tensor rank(A i ) = 1.
However, both A 1 , A 2 are positive semidefinite with tensor rank 1. So A has a minimal separable decomposition.
In the following corollary we can see how important the minimal separable decomposition of a positive semidefinite Hermitian matrix in M k ⊗ M m is, with tensor rank 2, to extend the same result for M k 1 ⊗ . . . ⊗ M kn . By theorem 1.19, item a), E 1 and E 2 are linear combinations of A 2 ⊗. . .⊗A n and B 2 ⊗. . .⊗B n . Thus, E 1 and E 2 are positive semidefinite hermitan matrices with tensor rank at most 2 in M k 2 ⊗ . . . ⊗ M kn . Therefore by induction on n the result follows.
Sharp Inequalities for Separability
In this section we provide sharp inequalities that ensure separability for SPC/PPTmatrices. We also proved that in some sense these inequalities are sharp.
An Inequality for separability of SPC matrices.
Since we have reduced the separability problem for SPC matrices to the set of weak irreducibe matrices (proposition 4.3), we only need to provide a sharp inequality for SPC matrices which are weak irreducible. The idea is to use this inequality in each term of the split decomposition in order to obtain an inequality for an arbitrary SPC matrix.
Recall that we know the format of the Hermitian Schmidt decomposition for a weak irreducible SPC matrices (theorem 3.4). Thus, to prove that 1 2µ (γ 1 ⊗ γ 1 ) + γ i ⊗ γ i is positive semidefinite is sufficient to prove that the minimal eigenvalue of γ i ⊗ γ i is greater or equal to − 1 2 . If γ i is positive semidefinite or negative semidefinite then γ i ⊗ γ i is positive semidefinite and the minimal eigenvalue is greater or equal to 0. Thus, suppose that γ i has positive and negative eigenvalues.
Let a 1 , . . . , a k be the eigenvalues of γ i . Since γ i is normalized a 2 1 + . . . + a 2 k = 1. We know that these are real numbers and we know that the minimal eigenvalue of γ i ⊗ γ i is the product of the maximal eigenvalue (which is positive) by the minimal (which is negative). Suppose it is a 1 a 2 .
Thus, we want to minimize the quadratic form f : R k → R, f (a 1 , . . . , a k ) = a 1 a 2 , subject to the restriction a 2 1 + . . . + a 2 k = 1. We know that this minimal value is the minimal eigenvalue of the real symmetric matrix associated to the quadratic form which is − 
An Inequality for separability of PPT matrices.
Again, we only need to provide a sharp inequality for weak irreducible PPT matrices. Then we can use this inequality in each term of the split decomposition in order to obtain an inequality for an arbitrary PPT matrix.
Recall that a necessary condition for separability of any matrix is to be PPT, then we actually obtained a sharp inequality for separability.
Again, recall that we know the format of the Hermitian Schmidt decomposition of the weak irreducible PPT matrices (theorem 3.4). Let us prove that the first inequality, in theorem 5.2 is sharp, comparing it to an inequality proved in [12] . Let γ 1 , γ 2 , γ 3 , γ 4 be the orthonormal Pauli's basis of M 2 , where
Id.
