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Abstract
The savanna biome is characterised by a continuous vegetation cover, comprised of herbaceous
and woody plants. The coexistence of species in arid savannas, where water availability is the
main limiting resource for plant growth, provides an apparent contradiction to the classical prin-
ciple of competitive exclusion. Previous theoretical work using nonspatial models has focussed
on the development of an understanding of coexistence mechanisms through the consideration of
resource niche separation and ecosystem disturbances. In this paper, we propose that a spatial
self-organisation principle, caused by a positive feedback between local vegetation growth and
water redistribution, is sufficient for species coexistence in savanna ecosystems. We propose a
spatiotemporal ecohydrological model of partial differential equations, based on the Klausmeier
reaction-advection-diffusion model for vegetation patterns, to investigate the effects of spatial
interactions on species coexistence on sloped terrain. Our results suggest that species coexist-
ence is a possible model outcome, if a balance is kept between the species’ average fitness (a
measure of a species’ competitive abilities in a spatially uniform setting) and their colonisation
abilities. Spatial heterogeneities in resource availability are utilised by the superior coloniser
(grasses), before it is outcompeted by the species of higher average fitness (trees). A stability
analysis of the spatially nonuniform coexistence solutions further suggests that grasses act as
ecosystem engineers and facilitate the formation of a continuous tree cover for precipitation
levels unable to support a uniform tree density in the absence of a grass species.
Keywords: vegetation patterns; periodic travelling waves; wavetrains; pattern formation; ecosys-
tem engineering; banded vegetation; tiger bush; reaction-advection-diffusion; spectral stability;
1 Introduction
Savannas are characterised by the coexistence of herbaceous vegetation (grasses) and woody plant
types (shrubs and trees) [65]. They are a dominating feature of many geographical regions world-
wide, occupying over one eighth of the global land surface [65, 64]. Savannas stretch across a wide
range of different climate zones, and in particular different aridity zones. If the total precipitation
volume in savannas is low, they are referred to as water-limited or (semi-)arid savannas [62].
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The coexistence of grass and trees in arid savannas, in which water is the main limiting resource
for vegetation growth, has been of particular interest for many decades (see [100] for a review
of mathematical models on the subject), as it provides an apparent contradiction to the classical
competitive exclusion principle, which states that under competition for the same limiting resource
only one species can survive (e.g. [37]). In broad terms, two different mechanisms that facilitate the
coexistence of species in savannas have been established using mathematical modelling: resource
niche differentiation and environmental disturbances. The former is based on Walter’s hypothesis
[95], which assumes niche differentiation into different root zones. According to this hypothesis,
trees have exclusive access to water in deeper soil layers, while grasses are more efficient in their
water uptake in the topsoil layer. Early modelling approaches used Walter’s hypothesis to provide
an explanation for the coexistence of grasses and trees in savannas [93, 92, 94].
However, empirical studies later suggested that Walter’s hypothesis does not always hold in sa-
vannas so that it cannot be regarded as a universal mechanism responsible for species coexistence in
water-limited ecosystems [66, 51, 8]. Modelling efforts consequently shifted towards other mechan-
isms, such as disturbances due to fires (e.g. [82, 7]), disturbances due to grazing and browsing (e.g.
[63, 84]), asymmetric competitive effects that trees impose on grass (e.g. [87]), different competitive
abilities of trees in different life stages [27, 4], or a combination thereof. The main characteristics
in which existing models of the savanna biome differ are their representation of the state variables,
water dynamics and disturbance occurrences. Many models (e.g. [88]) represent the plant state
variables as area fraction covers, following the early model by Tilman [87]. However, to account for
the fact that plant types are typically not mutually exclusive, other modelling frameworks (e.g. [6])
characterise plant variables by the plants’ biomass per unit area. The model by Tilman and many
of its extensions incorporate the plant species’ competition for water implicitly, but extensions (e.g.
[1]) consider water dynamics explicitly in an ecohydrological framework. The occurrence of fire or
grazing/browsing disturbances is described either in a probabilistic (e.g. [25]) or a deterministic
sense. Models assuming the latter either provide a time-continuous (e.g. [101]), a time-discrete
([36]) or a time-impulsive ([85, 86, 99, 98]) description of the ecosystem dynamics.
Existing models describing savannas mostly use systems of ordinary differential equations or
impulsive differential equations, with the spatiotemporal model for tree cover in mesic savannas by
Martinez-Garcia et al. [46] being a notable exception. Such models are nonspatial and do not take
into account any spatial effects that affect the plant populations. However, spatial self-organisation
of plants into patterns of alternating patches of high biomass and bare soil are known to be an
essential element in the survival of plants in drylands [21, 90]. The formation of patterns is usually
induced by a positive feedback between local vegetation growth and water redistribution, caused,
for example, by the formation of infiltration-inhibiting soil crusts that induce overland water flow
towards existing biomass patches [49, 59]. A very common type of patterned vegetation is stripes
that occur on sloped ground (up to 2% gradient) parallel to the terrain contours [90]. Similar to
savanna ecosystems, coexistence of trees and grasses (on the level of single vegetation patches) also
occurs in patterned vegetation [24, 67]. In striped vegetation, grass species are usually observed
to dominate the uphill region of a stripe, while woody vegetation is more dominant towards the
centre and downslope end of a stripe [67, 24].
Spatially explicit mathematical modelling using partial differential equations (PDEs) has ex-
plored different mechanisms that enable species coexistence in patterned ecosystems of dryland
vegetation. For example, if a pattern-forming species and a non-pattern forming (in the absence
of any competitors) species are considered, the pattern-forming species can act as an ecosystem
engineer by altering the environmental conditions (in particular the availability of water) and thus
facilitate coexistence with a non-pattern-forming species superior in its water uptake and dispersal
capabilities [5, 53]. A different mechanism that provides a possible explanation for the stability
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of coexistence patterns is the plant species’ adaptation to different soil moisture levels, using the
stabilising effect of resource niche differentiation, similar to the early savanna models based on
Walter’s hypothesis [13, 89]. Coexistence of species in patterned form may not necessarily be ob-
served as a stable solution of the system, but can also as a long transient, often referred to as a
metastable state [32, 30]. Such metastable patterns occur if the facilitative effects that cause the
formation of patterns occur on a much shorter timescale than the competitive effects that yield the
eventual extinction of the inferior species. In-phase spatial patterns are not the only context in
which coexistence of plant species in patterned form is studied in mathematical models of dryland
ecosystems. Alternatively, coexistence of species can occur through the existence of a multitude
of localised patterns of one species in an otherwise uniform solution of a competitor (homoclinic
snaking) [42] in a model that assumes a trade-off between root and shoot growth and the associated
competition for water and light.
Most models describing species coexistence in dryland ecosystems are extensions of either the
Gilad et al. model [33, 34] or the Klausmeier model [41], which are both phenomenological single-
species models that capture the formation of vegetation patterns in water-limited ecosystems. The
latter in particular stands out due to its deliberately basic description of the plant-water dynamics
and thus provides an excellent framework for mathematical analysis and model extensions (e.g.
[3, 9, 15, 16, 30, 29, 45, 69, 68, 70, 72, 74, 75, 76, 78, 79, 80, 81, 97, 96, 89]). Other modelling
frameworks that address the dynamics of vegetation patterns exist (see [10, 47] for reviews), but,
to the best of our knowledge, have not been utilised to address species coexistence.
In this paper, we introduce a spatially explicit ecohydrological PDE model to investigate the
role of spatial self-organisation principles in the stable coexistence of trees and grasses on sloped
terrain in savannas (Sec. 2). To solely focus on the effects of spatial heterogeneities caused by
a pattern formation feedback, we deliberately assume that both species only differ in their basic
parameters, but not in any of their functional responses. We base our model on the Klausmeier
model for vegetation patterns and find stable solutions of the multispecies model in which both
species coexist, representing a savanna biome. More precisely, these stable solutions are periodic
in space, but, unlike in the single-species Klausmeier model, plant densities in the troughs of the
pattern are not close to zero. Instead, both plant densities oscillate between two non-zero values. In
Sec. 3 we perform a bifurcation analysis of the model to disentangle the origins of the coexistence
state and establish key conditions required for the existence of coexistence patterns. We augment
our results on pattern existence by an analysis of their stability in Sec. 4 and address the phase
difference between the oscillations in both plant densities in Sec. 5. Our analysis is restricted to
a one-dimensional space domain which is assumed to represent a sloped terrain, as the inclusion
of a term describing the flow of water in the downhill direction facilitates the application of a
numerical continuation method to study pattern existence and stability. We briefly comment on
model solutions on a flat spatial domain in Sec. 6 and discuss the relevance and implications of our
results. Sec. 7 provides an outline of the numerical continuation methods used in our bifurcation
and stability analysis.
2 The model
In this section, we present the modelling framework used in this paper to study the coexistence of
plant species in water-deprived ecosystems. Our model is based on the reaction-advection-diffusion
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model by Klausmeier [41], which in nondimensional form reads
∂u
∂t
=
plant growth︷︸︸︷
u2w −
plant loss︷︸︸︷
Bu +
plant dispersal︷︸︸︷
∂2u
∂x2
, (2.1a)
∂w
∂t
= A︸︷︷︸
rainfall
− w︸︷︷︸
evaporation and
transpiration
− u2w︸︷︷︸
water uptake
by plants
+ ν
∂w
∂x︸ ︷︷ ︸
water flow
downhill
+ d
∂2w
∂x2︸ ︷︷ ︸
water
diffusion
. (2.1b)
The density u(x, t) denotes the dry biomass per unit area, and w(x, t) quantifies the mass of water
per unit area at time t > 0 at a space point x ∈ R on a one-dimensional infinite spatial domain, on
which x increases in the uphill direction if the terrain is considered to be sloped. It is assumed that
rainfall is continuous and that both biomass density and water density decay due to plant mortality
and water transpiration and evaporation, respectively, at constant rates. The nonlinearity in the
terms describing water consumption by plants and the consequential increase in biomass accounts
for part of the positive feedback between local vegetation growth and the redistribution of water.
Water uptake is the product of the consumer density (u), the resource density (w) and a term
that accounts for the infiltration of water into soil layers where roots are present (u). The latter’s
dependence on the biomass density stems from the plants’ infiltration-enhancing soil modifications
and the formation of soil crusts in regions of low biomass. Both densities undergo diffusion and
water flow in the downhill direction is modelled by an advection term, if the model is considered
on sloped terrain. Diffusion of water was not part of Klausmeier’s original model, but is a well-
established addition to account for water flow on flat terrain (e.g. [39, 81, 91, 102]). The parameters
A, B, ν and d are combinations of several dimensional parameters, but represent precipitation,
plant mortality rate, the speed of water flow downhill and the ratio of the diffusion coefficients,
respectively.
In a previous paper [30], we have extended the single-species Klausmeier model (2.1) by separ-
ating the biomass density u into two species, u1 and u2 with differing growth and mortality rates,
diffusion coefficients and water infiltration enhancement strengths. In this paper, we follow a sim-
ilar approach and analyse the two-species model, which, after a suitable nondimensionalisation (see
[30]1), is
∂u1
∂t
=
plant growth︷ ︸︸ ︷
wu1 (u1 +Hu2)−
plant
mortality︷ ︸︸ ︷
B1u1 +
plant dispersal︷ ︸︸ ︷
∂2u1
∂x2
, (2.2a)
∂u2
∂t
=
plant growth︷ ︸︸ ︷
Fwu2 (u1 +Hu2)−
plant
mortality︷ ︸︸ ︷
B2u2 +
plant dispersal︷ ︸︸ ︷
D
∂2u2
∂x2
, (2.2b)
∂w
∂t
= A︸︷︷︸
rainfall
− w︸︷︷︸
evaporation and
transpiration
−w (u1 + u2) (u1 +Hu2)︸ ︷︷ ︸
water uptake by plants
+ ν
∂w
∂x︸ ︷︷ ︸
water flow
downhill
+ d
∂2w
∂x2︸ ︷︷ ︸
water
diffusion
. (2.2c)
As in (2.1), ui(x, t), i = 1, 2 and w(x, t) denote the respective plant densities and the water density
at time t > 0 and point x ∈ R, where the space coordinate increases in the uphill direction of
1The advection parameter ν is not given in the nondimensionalisation in [30], but ν = ν˜(k1k2)
−1/2, where ν˜, k1 and
k2 are dimensional parameters describing water flow speed, diffusion of species u1 and water evaporation rate,
respectively.
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the sloped terrain. The modelling assumptions are identical to those in the single-species model,
i.e. all three densities diffuse, where the nondimensional diffusion coefficients D and d are ratios
of the respective dimensional diffusion coefficient and the diffusion coefficient of species u1; water
flows downhill; plant loss of both species occurs at constant rates Bi; evaporation and transpiration
effects reduce the water density at a constant rate; and precipitation continuously supplies the
system with water at a constant rate, represented by the nondimensional precipitation parameter
A. The water uptake term is composed of the total consumer density (u1 + u2), the resource
density (w), and the enhancement of water infiltration caused by plants (u1 +Hu2). The constant
H accounts for the unequally strong effects of different plant species on the soil’s permeability.
Plant growth of species u1 directly corresponds to the resource consumption by u1 and thus occurs
at rate w(u1+Hu2). Similarly, the biomass of species u2 increases at rate Fw(u1+Hu2), where F
is the ratio of the species’ water to biomass conversion coefficients. The multispecies model (2.2)
is a simple extension of the single-species Klausmeier model (2.1). The plant species only differ in
their parameters, with all functional responses being identical. In particular, each species satisfies
the single-species model (2.1) in the absence of its competitor.
While the multispecies model (2.2) is similar to the model analysed in our previous paper [30],
the results presented in this paper address a solution type with applications to a fundamentally
different ecosystem. In [30], we focussed on species coexistence in vegetation patterns, which
are characterised by a mosaic of colonised ground and bare soil. In this context, we found that
coexistence can occur as a metastable state, that is an inherently unstable state which appears as
a long transient in the system. The novelty of the work presented in this paper is twofold. Firstly,
we address the effect of spatial interactions on species coexistence in savannas, an ecosystem in
which plant cover is continuous, but not necessarily uniform. With the notable exception of [46],
spatial effects on savanna ecosystems have not been considered in mathematical models before.
Secondly, we are able to show that, unlike in the context of patterned vegetation considered in
[30], coexistence states of the multispecies model (2.2) that represent a savanna biome are stable
solutions.
The model introduced in [30] further includes an asymmetric direct competition term through
which one species increases the mortality rate of its competitor (e.g. due to shading). However,
the inclusion of such a direct competition term in either or both of the equations does not yield
any qualitative differences in the results on species coexistence presented in this paper (but may,
in general, add to the richness of solution types in the system). Quantitative effects of direct
interspecific competition include changes to the notion of the local average fitness of a species, but
in the interest of providing a basic representation of the self-organisation principle as a coexistence
mechanism, we do not consider any direct interaction between the plant species in (2.2). Instead,
the two plant species only compete indirectly through the depletion of the limiting resource.
The main focus of this paper is a description of coexistence of grass and trees or shrubs in
water-deprived ecosystems. Thus, we henceforth consider u1 to be a herbaceous species and u2
to be of woody type. This assumption allows for qualitative statements on the parameters in the
system. For example, mortality rates can be inferred from the lifespan of a species. The difference
in the typical lifespans of grasses and trees yields that grasses die at a faster rate (B1 > B2) [1].
Similarly, plant growth parameters can be deduced from the time necessary for a plant population
to reach its equilibrium density. Grasses require significantly shorter periods to attain steady steady
state biomass levels than trees, which suggests that grasses are superior in their water-to-biomass
conversion (F < 1) [1]. If other system parameters are known, the strength of a plant species’
enhancement of water infiltration into the soil can be estimated from its equilibrium density [41].
As steady state biomass densities for tree species are in general much higher than those of grass
species in dryland ecosystems, this yields that grasses cause a larger increase in soil permeability
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per unit biomass than trees (H < 1) [48]. The plant species’ diffusion coefficients relate the spatial
spread of vegetation with time. The longer generation time of trees suggests slower dispersal of
trees (D < 1).
All our parameter estimates are based on previous modelling studies (e.g. [41, 81]), as there
is a lack of empirical data that would allow for an accurate parameter estimation. However, all
our assumptions on parameter differences between tree and grass species are in agreement with
parameter estimates in previous multispecies models (e.g. [5, 34]). Unless otherwise stated, we set
B1 = 0.45, B2 = 0.0486, D = 0.109, F = 0.109, H = 0.109, ν = 50 and d = 500.
3 Existence and onset of patterns in which species coexistence occurs
In this section, we discuss the existence of solutions of (2.2) in which both species coexist. Such
solutions are periodic travelling waves, i.e. spatially periodic solutions that move in the uphill
direction of the domain at a constant speed. Numerical continuation shows that the branches of
periodic travelling waves, in which both plant species are strictly positive, terminate at a single-
species pattern at either end. The key ingredient in understanding the onset and existence of
coexistence states is information on the single-species patterns’ stability. An investigation of the
essential spectrum of the single-species pattern reveals that bifurcations to coexistence states occur
as a single-species pattern loses/gains stability to the introduction of its competitor.
3.1 Stability of spatially uniform equilibria
The starting point of our bifurcation analysis is the equilibrium states in a spatially uniform setting.
Depending on the level of precipitation, the multispecies model (2.2) has up to five spatially uniform
steady states: a trivial desert steady state (0, 0, wD) = (0, 0, A) which exists and is stable in
the whole parameter space; a pair of single-species grass equilibria (uG,±1 , 0, w
G,±) that exist for
sufficiently high rainfall volumes A > AGmin; and a pair of single-species tree states (0, u
T,±
2 , w
T,±)
that exist for A > ATmin. In both cases, the pair of single-species equilibria meet in a fold at
their respective existence thresholds, and the lower branches, here denoted by a minus sign in the
superscripts, are unstable. The remaining single-species grass equilibrium (uG,+1 , 0, w
G,+) is linearly
stable to spatially uniform perturbations if B2 − FB1 > 0 and B1 < 2, while the tree steady state
(0, uT,+2 , w
T,+) is linearly stable to spatially homogeneous perturbations if B2 − FB1 < 0 and
B2 < 2. [30]. Parameter estimates consistently imply that plant mortality is sufficiently low to
assume Bi < 2, i = 1, 2.
These two stability criteria emphasise the critical role of the quantity B2 − FB1 in the system,
as B2 − FB1 = 0 is a separatrix of the stability regions of the single species equilibria in the
spatially uniform setting. We thus refer to B2 − FB1 as the average fitness difference between
the two species, because its sign determines the single-species state to which the system converges
in the absence of any spatial interactions (provided the precipitation level A is sufficiently high).
In dimensional parameters, the average fitness of a species in the model is the ratio between its
water-to-biomass conversion capabilities (growth rate) and its mortality rate [30].
3.2 Single-species patterns
If spatial interactions are included, the multispecies model (2.2) admits single-species patterns that
move in the uphill direction of the domain at a constant speed. Such regularly patterned solutions
moving through the spatial domain are classified as periodic travelling waves, an important solution
type for reaction-advection-diffusion equations and other partial differential equations. Periodic
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travelling waves can be represented by a single variable z = x−ct only, where c ∈ R is the migration
speed of the periodic solution, and u1(x, t) = U1(z), u2(x, t) = U2(z) and w(x, t) = W (z). This
coordinate transformation reduces the PDE system (2.2) to the corresponding travelling wave ODE
system
WU1 (U1 +HU2)−B1U1 + c
dU1
dz
+
d2U1
dz2
= 0, (3.1a)
FWU2 (U1 +HU2)−B2U2 +
dU2
dz
+D
d2U2
dz2
= 0, (3.1b)
A−W −W (U1 + U2) (U1 +HU2) + (c+ ν)
dW
dz
+ d
d2W
dz2
= 0. (3.1c)
Patterned solutions of the PDE system (2.2) correspond to limit cycles of (3.1). In the PDE
setting of (2.2), we would typically investigate the interval of a given control parameter, here the
precipitation parameter A, in which patterned solution exist. Moreover, the transformation to the
comoving frame introduces an additional parameter: the migration speed c. If a patterned solution
of (2.2) exist for a given set of the PDE parameters, limit cycles of (3.1) exist for a range of values
of the migration speed c. We thus need to consider a pattern forming region in the (A, c) parameter
plane, instead of an interval of A only.
The existence of single-species patterns is examined using the numerical continuation software
AUTO-07p [26] and form part of the bifurcation diagrams visualised in Fig. 3.3. In particular, since
the multispecies model (2.2) reduces to the single-species Klausmeier model (2.1) in the absence
of one of the species, the bifurcation structure of the system’s single-species states is identical to
that of the single-species Klausmeier model. More precisely, the pair of spatially uniform single-
species grass equilibria (u1
G,±, 0, wG,±) meet in a fold. In the spatial model, the branch stable to
spatially uniform perturbations loses its stability at a Turing-Hopf bifurcation. This is the onset
locus of the single-species pattern. A multitude of stable and unstable patterned states at different
wavelengths and migration speeds exist (only one solution branch is shown in the bifurcation
diagrams 3.3), which all originate at a Hopf-bifurcation and terminate in a homoclinic orbit as the
control parameter A is decreased [78]. Due to the symmetry in the model, identical considerations
hold true for the single-species tree states.
3.3 Multispecies patterns
Even though there is no spatially uniform equilibrium in which both plant species coexist, numerical
simulations of the full system (Fig. 3.1) suggest the existence of stable patterned solutions of (2.2) in
which species coexistence occurs. Such solutions also move in the uphill direction, but are distinctly
different from the single-species patterns that occur in both the single-species Klausmeier model
(2.1) and the multispecies model (2.2). In single-species patterned solutions, the plant density
oscillates between a high level of biomass and a biomass level close to zero (Fig. 4.1 (a) and (b)).
Ecologically, such solutions represent a transect of a striped vegetation pattern in which patches
of high biomass alternate with regions of bare soil. By contrast, in the multispecies patterns, both
plant densities oscillate between two nonzero levels (Fig. 3.1 and Fig. 4.1 (c) and (d)). In this
solution type, there are no patches devoid of biomass, as occurs in a savanna ecosystem.
3.3.1 Onset of multispecies patterns
Branches of single-species periodic travelling waves originate from bifurcations of the spatially
uniform equilibria. Further bifurcations may occur along those solution branches, and these are the
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Figure 3.1: Numerical simulation of the multispecies model. This figure shows a typical patterned
solution of (2.2) in which both species coexist. The red, blue and yellow vertical lines indicate the
location of local minima of the grass density u1, the tree density u2 and the total plant density
u1+u2 respectively, and highlight that the total plant density and the water density are antiphase,
as well as the existence of a phase difference between the plant patterns. The solution is obtained
through a numerical simulations with precipitation parameter A = 4.5.
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origin of other solution branches in which both plant species coexist (with non-negative densities)
in a patterned state. An insight into the onset of these coexistence patterns is gained through a
stability analysis of the single-species patterns in both the single-species Klausmeier model (2.1)
and the multispecies model (2.2). The stability of a periodic travelling wave can be determined
through a calculation of its essential spectrum.
The essential spectrum S ⊂ C of a periodic travelling wave solution determines the leading order
behaviour of small perturbations to the periodic travelling wave. Since periodic travelling waves
are translation invariant, the origin is always part of the essential spectrum. Hence, the origin
is excluded from the following definition of stability. If the essential spectrum lies entirely in the
ℜ(λ) < 0, λ ∈ C half-plane, then the periodic travelling wave is spectrally stable, otherwise it is
spectrally unstable. The essential spectrum can be calculated using the numerical continuation
method by Rademacher et al. [56] and we provide a brief outline of how the method is applied to
(3.1) in Sec. 7.
To understand the onset of coexistence patterns, the essential spectrum of a given pattern in the
single-species Klausmeier model (2.1) is compared with that of the same single-species solution of
the multispecies model (2.2) (Fig. 3.2). The spectrum of the pattern in the multispecies model
includes additional components that describe the behaviour of perturbations in the plant type
absent in the single species pattern. The bifurcation to the coexistence patterns occurs where the
single species pattern loses stability to the introduction of the competitor species. This does not
necessarily correspond to a stability change of the single species pattern, since it may be unstable
in the single-species model either side of the bifurcation. In more formal words, if S1 denotes the
spectrum of a single-species pattern in the single-species model (2.1) (Fig. 3.2a) and S2 denotes the
spectrum of the same solution in the multispecies model (2.2) (Fig. 3.2b), then S1 ⊂ S2 and the
bifurcation to the coexistence pattern occurs as max{ℜ(λ) : λ ∈ S2 \S1} = 0, i.e. as S2 \S1 crosses
the imaginary axis ℜ(λ) = 0 (Fig. 3.2c). Due to the symmetry in the model, these considerations
hold for both species in the model.
The coexistence solution branches either connect both single-species solution branches or connect
two bifurcations along the same single-species pattern branch. However, coexistence patterns do
not originate or terminate at these bifurcations. Instead, the plant density which is zero at the
bifurcation changes its sign and the coexistence solution branch continues beyond the bifurcation
but is biologically irrelevant (not shown in Fig. 3.3). We henceforth use coexistence pattern to
describe those with positive densities in both species only, and with a slight abuse of terminology
refer to the branching points along the single species pattern solution branches as their origins or
termini. The exception to the considerations detailed above is large migration speeds c, for which
only one of the single-species pattern exists. In this case, the branch of patterned coexistence
solutions terminates in a homoclinic orbit.
3.3.2 Existence of multispecies patterns
A critical requirement for the existence of coexistence patterns is a sufficiently slow (compared
to its competitor) growth rate of the species with superior average fitness. If B2 − FB1 < 0 (u2
has higher average fitness) then coexistence patterns only occur if F is below a critical threshold
Fexist. A second significant change of the bifurcation structure occurs at F = Fsplit < Fexist,
at which the precipitation interval in which coexistence patterns occur is split into two disjoint
intervals. Assuming that the average fitness difference B2 − FB1 and the migration speed c are
kept constant, changes to the system’s bifurcation structure under increases in F (and associated
decreases in B2) can be characterised as follows (Fig. 3.3):
F ≪ Fsplit: For sufficiently small F , there is only one branch of periodic travelling waves in which
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Figure 3.2: Spectra of single-species patterns. The visualisations in (a) and (b) compare the spec-
trum of a patterned solution in the single-species Klausmeier model to that of the identical periodic
travelling wave in the multispecies model. The pattern’s spectrum in the single-species model is
a subset of its the pattern’s spectrum in the multispecies model, as the latter contains additional
components corresponding to perturbations in the plant density absent in the single species pat-
tern. In (c), the spectra of a single-species pattern in the multispecies model is shown around the
origin for different values of the precipitation parameter A (either side of and at the bifurcation
to the multispecies pattern) to visualise that the bifurcation to coexistence patterns occurs as the
single-species loses/gains stability to the introduction of a second species.
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both species coexist, which connects branching points on either branch of the single species
patterns (Fig. 3.3 (a)).
F ≈ Fsplit and F < Fsplit: As the growth rate ratio F is gradually increased, a second pair of
branching points moves along each of the single species pattern branches from the homo-
clinic solution towards the Turing-Hopf bifurcation and a second branch of coexistence
patterns connects both branching points (Fig. 3.3 (b)).
Fsplit < F < Fexist: A further increase of F causes a significant change in the bifurcation structure.
At the critical threshold F = Fsplit both coexistence solution branches coincide for some
precipitation level. For F > Fsplit the origins and termini of the solution branches are
exchanged and each solution branch connects both branching points on the same single
species pattern branch (Fig. 3.3 (c)). This breaks up the existence interval of the coex-
istence solutions into the union of two disjoint intervals.
F ≈ Fexist and F < Fexist: Further increases of F increase the gap between the existence intervals
and consequently reduce the size of the existence region (Fig. 3.3 (d)). Increases in F also
reduce the distance between both branching points along the single species branch, until
they meet in a fold at a threshold F = F
(i)
exist, i = 1, 2, where F
(1)
exist and F
(2)
exist may differ
and depend on other parameters in the model, in particular the diffusion rate ratio D.
F > Fexist: For F > F
(i)
exist, no branching points along the respective single species pattern branch
exist. For the species of inferior average fitness (u1) this is due to the instability of
the single-species pattern to the introduction of the second species u2 caused by the
combination of the competitor’s higher average fitness and sufficiently fast growth rate.
In terms of the essential spectrum, this is characterised by the subset S2\S1 of the essential
spectrum of the single-species pattern, which always extends into the ℜ(λ) > 0 half-plane,
i.e. max{ℜ(λ) : λ ∈ S2 \ S1} > 0 along the whole solution branch if F > F
(1)
exist. Vice
versa, max{ℜ(λ) : λ ∈ S2 \ S1} < 0 for the species of higher average fitness (u2) along the
branch of single species pattern, if F > F
(2)
exist, corresponding to the pattern’s stability to
the introduction of u1. Thus, patterned solutions in which both species coexist cease to
occur at F = Fexist := max{F
(i)
exist}. The level of Fexist depends on the dispersal behaviour
of both plant species and increases monotonically with |log(D)|. In particular, if D = 1,
i.e. the species’ diffusion coefficients are equal, Fexist = F
(1)
exist = F
(2)
exist = 1 and coexistence
patterns cease to occur if both species growth rates are equal.
The crucial role of the balance between the average fitness difference B2 − FB1 and the growth
rate ratio F is further emphasised by an analysis of the bifurcation structure under changes to the
average fitness difference if the growth rate ratio F is fixed. If B2 − FB1 < 0 and F is sufficiently
small, i.e. u2 has superior average fitness but a slower growth rate than u1, then coexistence
pattern occur, as outlined above (Fig. 3.5 (a)). If the average fitness is gradually increased, the
branching points, at which the coexistence patterns originate, move along the single species branch
towards the Turing-Hopf bifurcation and cease to exist at B2 − FB1 = 0 (Fig. 3.5 (b)). Hence, no
coexistence patterns occur if the faster growing species has superior average fitness (Fig. 3.5 (c)).
In terms of the essential spectrum of the single-species pattern, this is because S2 \ S1 does not
extend into the ℜ(λ) > 0 half-plane for any precipitation levels. This corresponds to the pattern’s
stability to the introduction of a competitor with slower growth rate and inferior average fitness.
Moreover, the amplitudes of all densities in the coexistence pattern tend to zero as B2−FB1 → 0.
In other words, the coexistence pattern approaches a spatially uniform state as the average fitness
difference tends to zero. If a coexistence pattern is a stable solution of (2.2) for B2 − FB1 (but
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(a)
(b)
(c)
(d)
Figure 3.3: Bifurcation diagrams under varying growth rate ratio F and constant average fitness.
The full figure caption and legend are displayed overleaf.
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Figure 3.3 (cont.): Overleaf, bifurcation diagrams for a number of
different values of F and B2, keeping the average fitness difference
B2 − FB1 < 0 constant, are shown. For sufficiently small F , i.e.
a sufficiently slow growth rate of the species of higher average fit-
ness, only one branch of coexistence patterns occurs (a). Increases
in F cause the appearance of a second branch (b), before the the
precipitation interval in which patterns exist is split into two (c).
Further increases of F reduce the size of the parameter region in
which coexistence patterns occur (d), before the coexistence state
ceases to exist as F passes through a critical threshold (not shown).
Solution branches of patterned states are only shown for fixed mi-
gration speed c = 0.15 and no stability information is shown. The
chosen values of the growth rate ratio F are F = 0.109 (in (a)),
F = 0.73 (in (b)), F = 0.7543 (in (c)) and F = 0.9 (in (d)). Note
the difference to the bifurcation diagrams presented in Fig. 3.4, in
which only B2 is varied and the average fitness difference undergoes
changes.
see Sec. 4 for more details on stability), then it automatically loses its stability at B2 − FB1 = 0
as no coexistence equilibrium state is admitted for B2 − FB1 > 0. The further evolution of such
a solution as B2 − FB1 > 0 was addressed in a previous paper [30] for a slightly different model.
Those differences (flat ground instead of sloped terrain and an additional term accounting for
an asymmetric interspecific competition), however, do not qualitatively affect the relevant results
presented here. If the average fitness difference B2 − FB1 > 0 remains sufficiently small, then
coexistence of both plant species occurs as a metastable state. A metastable solution is a long
transient state which eventually converges to a stable single-species state. Hence, a coexistence
solution of (2.2) remains in a coexistence state for a significant amount of time after it ceases to
exist at B2 − FB1 = 0, provided that B2 − FB1 ≪ 1 (see Fig. 3.4).
4 Stability of coexistence pattern
The analysis presented in the previous section provides an insight into the existence of patterned
coexistence solutions of (2.2). Ecologically, however, it is key to gain an understanding of the
stability of such solutions. In Sec. 3, we investigated pattern onset and existence for fixed mi-
gration speed c. In this section, however, we present stability (and existence) results in the whole
(A, c) plane to gain a comprehensive understanding of a pattern’s behaviour under changes of the
precipitation parameter A.
The (in)stability of a pattern with given precipitation level A and migration speed c can be
determined through a calculation of its essential spectrum. To avoid the computationally expensive
calculation of a large number of essential spectra on a fine grid in the (A, c) parameter plane, an
extension of the numerical continuation method by Rademacher et al. [56, 73] can be used to trace
stability boundaries in parameter space (see Sec. 7 and [56, 73] for more details). Stability changes
of periodic travelling waves under variations of either the PDE parameters or the migration speed c
can be classified into two types [57]. A stability change of Eckhaus (sideband) type is characterised
by a sign change of the curvature of the spectrum at the origin, which is always part of the spectrum
due to translation invariance of periodic travelling waves. If instead a pair of folds in the essential
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Figure 3.4: Behaviour of a solution as the average fitness difference changes its sign. This illustration
shows the decrease in solution amplitudes of a patterned solution of (2.2) in which both species
coexist, as the average fitness difference B2 − FB1 gradually tends to zero from below. At B2 −
FB1 = 0 the solution loses its stability, but no rapid regime shift to a stable single-species state
occurs. Instead, both species continue to coexist in a spatially uniform metastable state. The
precipitation parameter used in the simulation is A = 4.5. The average fitness difference is changed
by variations in B2 only.
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Figure 3.5: Bifurcation diagrams under changing average fitness difference. Bifurcation diagrams for
different values of the average fitness differenceB2−FB1 are shown. As the average fitness difference
increases, the origin of coexistence patterns moves along the single species pattern branches towards
the Hopf bifurcation at which the single-species pattern originate. No coexistence pattern occur
for B2−FB1 > 0. The average fitness difference is varied by changes in B2. Plant mortality of the
tree species is B2 = 0.0486 (in (a)), B2 = 0.04904 (in (b)) and B2 = 0.04906 (in (c)). The legend of
Fig. 3.3 applies. Note the difference to the bifurcation diagrams shown in Fig. 3.3, in which both
F and B2 are varied to keep the average fitness difference constant.
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spectrum crosses the imaginary axis with nonzero real imaginary part, then the stability change is
said to be of Hopf type. Tracing both Eckhaus and Hopf stability boundaries allows us to create
a map of stability in the (A, c) plane, often referred to as the Busse balloon [12]. Such a Busse
balloon for the coexistence patterns in (2.2) is shown in Fig. 4.2, where it is embedded into the
solution type’s existence region. The boundaries for pattern existence in the (A, c) are also obtained
by numerical continuations of pattern onset loci and folds along the solution branches. Note that
due to the existence of folds in the solution branches of coexistence patterns, an (A, c) pair does
not necessarily uniquely define a member of the coexistence pattern solution family. However, our
stability analysis indicates that if more than one periodic travelling wave solution of (2.2) exists
for a given (A, c) pair, then only a maximum of one of the solutions is stable. For simplicity, we
make no distinction between (A, c) pairs that uniquely define a stable pattern and parameter values
for which additional unstable patterns exist in our definition of the Busse balloon. Hence, a pair
(A, c) is a member of the stability region in the visualisations (Fig. 4.2 and 4.3), even if additional
unstable patterns exist.
A crucial ecological aspect of patterned solutions of (2.2) is their behaviour as they become
unstable due to changes in precipitation. To gain some information on the evolution of a solu-
tion under changing rainfall, it is instructive to superimpose wavelength contours on the stability
diagram (Fig. 4.2). Given a stable pattern with given wavelength L, the solution follows the
wavelength contour if the precipitation parameter is varied, until it reaches a stability boundary.
Unlike in previous work on pattern stability in ecological systems [9, 19], we do not observe any
qualitative differences between the effects of an instability caused by crossing an Eckhaus bound-
ary and a destabilisation that occurs after a stability boundary of Hopf type is crossed. As the
stability boundary is crossed, a new wavelength is selected. Significantly, wavelength selection for
the coexistence patterns differs from that of both single species patterns. In the case of a single-
species solution, a decrease of precipitation across a stability boundary causes a switch to a higher
wavelength pattern, increasing the size of the gaps of bare ground between the vegetation stripes
(Fig. 4.1(a) and (c)). Conversely, a destabilisation of a coexistence pattern due to decreasing pre-
cipitation causes the selection of a shorter wavelength pattern (Fig. 4.1(b) and (d)). To understand
this difference, it is worth recalling a key difference between the two solution types. The troughs of
single species patterns in (2.2) attain values close to ui = 0 and represent alternating areas of high
biomass and bare ground regions, while the coexistence patterned solutions oscillate between two
nonzero biomass levels, corresponding to a savanna-like state. The selection of a smaller wavelength
in the coexistence pattern for decreasing precipitation is associated with a simultaneous decrease of
the relative pattern amplitude (max ui −minui)/‖ui‖, i = 1, 2 in both species. A reduction in the
relative amplitude allows for a compensation of the higher density of vegetation peaks associated
with a shorter wavelength to achieve the overall reduction in biomass caused by a decrease in the
rainfall parameter A.
A second key difference between coexistence and single-species patterns in the system is the
patterns’ migration speed close to stability boundaries for decreasing precipitation A. Single-species
patterns experience a decrease in their migration speed c before a destabilisation due to decreasing
rainfall occurs. This behaviour is an example of a warning sign of an imminent deterioration of the
ecosystem that may be used in predicting regime shifts towards desert in water limited ecosystems
[20, 35, 43, 18, 58, 60]. Such a reduction in uphill movement is not in general observed for patterned
solutions in which both species coexist. Depending on a pattern’s wavelength, its migration speed
may be increasing or decreasing as the wavelength contour passes through a stability boundary and
no clear parametric trends of the uphill movement of the pattern close to a wavelength change can
be deduced.
A further significant result obtained from a comparison of stability regions for the three patterned
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Figure 4.1: Wavelength changes due to decreasing precipitation. Single-species patterns ((a) and
(c)) and multispecies patterns ((b) and (d)) are shown for different precipitation levels to visualise
the difference in the wavelength selection at destabilisations due to decreasing rainfall. The first
row shows stable patterns for A = 5. As A is gradually decreased to A = 4, both patterns lose their
stability. The single-species pattern ((a) and (c)) selects a solution of higher wavelength, while the
multispecies pattern ((b) and (d)) assumes a pattern of lower wavelength.
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solution types in (2.2) is that key features of the coexistence pattern, such as its wavelength and
migration speed, are dominated by and very similar to those of the single-species pattern of the
species with faster growth rate (Fig. 4.3). Moreover, if F is sufficiently small, i.e. the species with
higher average fitness is growing sufficiently slowly, the Busse balloon of the coexistence patterns
and the single-species patterns of the fast-growing species do not overlap, as coexistence patterns
are stable for precipitation levels that are higher than those in which the single-species patterns
are stable. By contrast, the rainfall levels in which both the coexistence patterns and the single-
species patterns of the slow growing species are stable overlap. An important implication of this
is a facilitative effect of the fast growing species on the species with a slower growth rate. More
precisely, there exist precipitation levels in which, in the absence of a second species, the slow
growing species assumes a patterned state with u2 close to zero in the troughs of the pattern,
but in which also coexistence patterns are stable. Hence, while minu2 ≪ ‖u2‖ in the absence of
a competitor, minu2 ≈ ‖u2‖ if a faster growing species is present in the system. Thus, u2 can
attain relatively high densities throughout the whole domain, if it coexists with a faster growing
species, instead of appearing as an oscillation between a high density and a biomass level close to
zero. This facilitative effect is a case of ecosystem engineering, a term coined to describe changes
to environmental conditions caused by a species that creates a habitat for other species [38].
5 Phase difference
A striking feature of periodic travelling wave solutions of (2.2) in which both species coexist (see
e.g. Fig. 3.1) is a slight phase difference between the oscillations of the two plant species. All model
parameters affect the slight shift in the solution profile, but the ratio of the plant species’ diffusion
coefficients D is found to play the most significant role, as it determines which plant species has
higher biomass in the uphill direction.
In the one-species Klausmeier model, the plant density and water density of a patterned solution
are typically antiphase (i.e. the peaks in the plant density are at the same locations as the troughs
of the water density and vice versa) [70, 40]. Similarly, in the multispecies model (2.2), the total
plant density u1+u2 and the water density w are also antiphase. The two components of the total
plant density (i.e. the grass density u1 and the tree density u2), however, are slightly out of phase.
In the solution shown in Fig. 3.1, for example, local maxima of the grass density u1 are located a
short distance in the uphill direction (increasing x) away from the corresponding local maxima in
the tree density u2.
Numerical continuation can be used to obtain an insight into the effects of variations in the
PDE parameters on the phase difference (Fig. 5.1). Changes in parameters can have large effects
on the period of the patterned solution. We therefore consider the relative phase difference φ :=
(argmax(u1) − argmax(u2))/L, where the maxima are taken over one period 0 < x < L, instead
of the absolute distance between the two maxima. The tracking of the relative phase difference
in solutions obtained through numerical continuation shows that the diffusion coefficient D, which
describes the ratio of the two plant species’ diffusion coefficients, has the most significant effect
on the phase difference between the species. If the phase difference φ is defined as above, then it
decreases monotonically with increasing D. In particular, it changes its sign close to D = 1. In
other words, if both plant species have similar diffusion coefficients, then their phase difference is
small. Note that φ = 0 does not necessarily occur at D = 1, as other model parameters affect the
phase difference. The sign change of φ corresponds to a change in the species which leads the uphill
movement of the pattern. Neglecting the phase difference’s behaviour in the immediate vicinity of
D = 1, it can be summarised that over one period, the faster dispersing species’ maximum and
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Figure 4.2: Existence and stability of coexistence patterns. The Busse balloon (parameter region
of stable patterns) of patterned solutions of (2.2) in which both species coexist is shown embedded
in the existence regions of such solutions in the (A, c) parameter plane. Existence and stability
boundaries are computed using the numerical continuation methods outlined in Sec. 7. Wavelength
contours are visualised using black solid lines. Note that stability boundaries may extend into
regions that are neither marked as stable nor unstable, since biologically irrelevant coexistence
patterns with negative densities occur outside the shaded parameter region.
19
Figure 4.3: Busse balloons of patterns in the system. This figure visualises the Busse balloons
(regions of stable patterns) for the coexistence patterns and both single species patterns that occur
as solutions of (2.2). Wavelength contours are given as solid lines, and their colour indicates the
solution type they represent. Solid lines correspond to stable solutions (inside the respective Busse
balloon), dashed lines to unstable patterns.
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10-1 Figure 5.1: Phase difference between the plant
species. This figure visualises the absolute value
of the relative phase difference in coexistence
solutions of (2.2) under changes to the diffusion
coefficient D, obtained through numerical con-
tinuation. The colours indicate the sign of φ,
which changes at D ≈ 1, i.e. when the spe-
cies’ dispersal behaviour is similar. Note the
logarithmic scale. The precipitation parameter
is A = 4.5 and the migration speed is set to
c = 0.15.
minimum is located a small distance ahead in the uphill direction of the spatial domain.
6 Discussion
Previous modelling of the savanna biome using nonspatial ODE and impulsive differential equa-
tions models (see [100] for a review) has successfully identified a range of different mechanisms that
stabilise species coexistence based on key differences between grasses and trees. Examples include
disturbances that affect species asymmetrically, such as different functional responses in the de-
scription of grazing and browsing [84] or variations in the species’ susceptibility to fires [101]; an
age structure of trees with different competitive abilities of tree seedlings and adult trees [4, 27]; or
resource niche separation [92]. Model results presented in this paper suggest that the consideration
of spatial interactions in savanna ecosystems can provide an alternative mechanism for species co-
existence, as spatial self-organisation principles can facilitate the stable coexistence of grasses and
trees in savannas. The novelty of the tree-grass coexistence in model solutions presented in this
paper is that both species considered in our multispecies model (2.2) differ only in basic parameters,
such as growth rate and mortality rate, and, in particular, satisfy the same single-species model
(2.1) for their respective parameter sets.
Solutions of (2.2) in which both species coexist occur, provided that the species with inferior
average fitness has a sufficiently large growth rate (Sec. 3). The average fitness difference B2−FB1
between the species only depends on the species’ growth and mortality rates and determines the
system’s behaviour in a spatially uniform setting. In particular, B2−FB1 = 0 separates the disjoint
stability regions of the system’s spatially uniform single-species equilibria. The consideration of
spatial interactions enables species coexistence as it allows for the capture of effects caused by a
positive feedback between local vegetation growth and water redistribution. Patterns of biomass
and water densities in the multispecies model (2.2) and the single-species Klausmeier model (2.1)
are antiphase (i.e. high water densities in regions of low biomass densities and vice versa). This is
due to the depletion of water in regions of high biomass due to the nonlinear dependence of water
uptake on the plant densities. The species with faster growth rate (but inferior average fitness)
can utilise the higher resource densities in regions of lower biomass through a fast increase in its
density in such regions. In the long term, however, it is outcompeted by the species of higher
average fitness. This balance between local facilitation by the species of higher average fitness
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and the fast colonisation ability of the species with larger growth rate creates a balance in which
coexistence of both species is possible.
This result is at odds with those by Durrett and Levin [28], who show that the interplay of
local competitiveness and dispersal behaviour it is not sufficient to explain species coexistence in
a general competition model, even though it has significant effects on the asymptotic behaviour
of the system. A crucial difference between the model by Durrett and Levin and our multispecies
ecohydrological model (2.2) is the lack of spatial self-organisation principles in the former. Indeed,
if the pattern-inducing feedback is removed from (2.2), i.e. the infiltration enhancement terms
(u2 + Hu2) are set to unity, no species coexistence occurs in the model. This further emphasises
that stable coexistence of the two species is indeed enabled by the spatial heterogeneity in the
environmental conditions (water density), which is itself caused by the positive feedback between
local plant growth and water redistribution towards high density biomass patches.
The model presented in this paper can capture two distinct spatially nonuniform outcomes.
Single-species patterns of either species are stable solutions of the system and resemble bands
of vegetation that alternate with stripes of bare soil on sloped terrain. In terms of the biomass
density, the plant density oscillates between a high level and a level close to zero. By contrast, the
second stable patterned solution type features oscillations of both plant species between two non-
zero biomass levels. This resembles a savanna state, as plant cover is continuous and no regions
of bare soil exist. For typical parameter values of a grass species u1 and a tree species u2, the
precipitation intervals of stable single-species tree patterns and stable savanna solutions overlap
(Fig. 4.3). This results in the existence of precipitation volumes in which grasses have a local
facilitative effect on trees. Under such rainfall regimes and in the absence of a grass species, trees
can only attain a patterned state in which tree density oscillates between a high level of biomass
and biomass level close to zero. However, if additionally a grass species is considered in the system,
trees can coexist with grasses in the whole space domain without the troughs of the oscillations
being close to zero. While the total tree biomass decreases if trees coexist with grass, grasses have
local facilitative effects on trees as they cause local increases in the tree density. Facilitation occurs
due to improvements in environmental conditions. Grasses increase water infiltration into the soil
and thus increase resource availability which is utilised by trees, if they are the superior species in
a spatially uniform setting. This type of facilitation due to alterations in environmental conditions
is referred to as ecosystem engineering [38]. It is well documented in both empirical (e.g. [55, 52])
and modelling studies (e.g. [32, 50]) that trees can act as ecosystem engineers and facilitate the
growth of grass in their vicinity. Our model results suggest that grasses may act as ecosystem
engineers too, a mechanism that was established to be the driving force of species coexistence in a
model for dryland vegetation patterns by Baudena and Rietkerk [5] and backed up by field studies
[2, 44].
The plant species’ diffusion coefficients ratio D has a significant influence on the coexistence
solution dynamics. In particular, it quantitatively affects the size of the parameter region giving
species coexistence (Sec. 3). If both species diffuse at the same rate (D = 1), then coexistence
patterns occur if the species with superior average fitness has a slower growth rate. In this case,
the inferiority of one species’ competitive abilities is balanced by its advantage in its colonisation
abilities. The requirement of this crucial balance for species coexistence has already been noted in
the early savanna model by Tilman [87]. However, in any nonspatial model, spatial spread cannot
be distinguished from local growth in the description of a species’ colonisation abilities. In the PDE
model in this paper, a comparison of local growth rates is only equivalent to a comparison of the
plant species’ colonisation abilities if the plant species do not differ in their diffusion coefficients.
If, however, the inferior competitor in the spatially uniform setting diffuses at a faster rate, then
higher growth rates of the superior species are tolerated. Similarly, coexistence patterns also occur
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if the species of higher average fitness is also superior in its spatial spread, provided that its local
growth rate is sufficiently small.
In the context of species coexistence in vegetation patterns, Nathan et al. [53] found that under
the assumption that two species decay at an equal rate, coexistence requires a species that is
superior in both its competitive (defined by plant growth only) and dispersal abilities, due to a
trade-off between spatial spread and local growth. Our results on pattern existence attempt to
bridge a gap between the apparent mismatch between the predictions by Tilman [87] and Nathan
et al. [53]. We emphasise that it is essential to consider spatiotemporal models that consider growth
and death of plants separately, to gain an understanding of species coexistence. Our results show
that, in this case, the complex system dynamics enable species coexistence in different parameter
regimes that cover the predictions by both Tilman [87] and Nathan et al. [53]. In particular, the
spatial self-organisation of plants that induces a nonlinear description of biomass growth, renders
it insufficient to consider a plant species’ competitive ability by one parameter only. The use of the
notion of the average fitness of a plant species, comparing its growth rate to its mortality rate, as
a measure of its competitive abilities instead, allows to overcome the proposed trade-off between
spatial dispersal and local plant growth and enables coexistence of species if the superior competitor
diffuses at a slower rate.
Coexistence of species as a model outcome is not limited to the parameter regions discussed above.
If no solution with species coexistence occurs in the model, coexistence can occur as a long transient
state (towards a stable single-species state), provided that the average fitness difference between
the two species is sufficiently small (Fig. 3.4). We have discussed the concept of metastability as a
coexistence mechanism in a previous paper [30], using a model very similar to the multispecies model
considered in this paper. The differences between the two models do, however, not qualitatively
affect the metastability property. Metastability is characterised by the small (but positive) growth
rates of perturbations to a single-species equilibrium that becomes unstable as a competitor is
introduced. The size of the growth rate is controlled by the average fitness difference between both
species and thus coexistence can occur as a long transient state if the species’ competitive abilities
are similar, even if coexistence is unstable.
The metastability property is a feature of the spatially uniform model and thus independent of
the slope parameter ν [30]. Hence, metastable coexistence also occurs in the system if the terrain
is assumed to be flat. The analysis of the stable coexistence states in Sec. 3-5, however, is only
valid on a sloped terrain, as the application of the numerical continuation techniques used in the
bifurcation and stability analyses rely on the advection term in the equation for the water dynamics.
Numerical integration of the PDE system, however, shows that a gradual decrease of the slope
parameter to ν = 0 does not qualitatively change the behaviour of a stable coexistence state (in
particular the phase difference between the total plant density and the water density). By contrast,
PDE simulations starting from a randomly perturbed uniform state with the slope parameter fixed
to ν = 0 yield coexistence solutions in which the pattern wavelength changes frequently. While
there is a clear indication that coexistence of species is a potential model outcome on flat ground,
the investigation of the system dynamics would require an application of different analytical tools,
which is beyond the scope of this paper.
A distinctive feature of spatially nonuniform solutions of out model is a slight phase difference
between both species (Sec. 5). Such phase differences have been recorded in empirical studies
on species coexistence in vegetation bands of semi-arid ecosystems, with grasses reported to be
the dominant species in the uphill regions of a stripe, while trees were observed to attain their
maximum densities in the central regions of a stripe [24]. Our model is unable to reproduce stable
solutions that represent species coexistence in vegetation bands, but nevertheless predicts a phase
difference between the two species coexisting in a spatially non-uniform savanna state. In particular,
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in the context of coexistence of grasses and trees (grasses disperse faster than trees), our analysis
suggests that the biomass peaks of the herbaceous species are located in the upward direction of
the biomass peaks of the woody species. While we are not aware of any data on species-specific
biomass distribution in savanna ecosystems, this finding agrees with the empirical data that is
available for banded vegetation patterns. [24]. In our model, we describe plant spread by diffusion,
which is a local mode of dispersal derived from a random walk, and characterise differences in
the plant species dispersal behaviour by different diffusion coefficients only. In reality, however,
nonlocal processes affect seed dispersal (e.g. [11]). Effects of nonlocal plant dispersal on vegetation
in semi-arid environments has previously been studied in single-species models [29, 9, 54]. A similar
approach could be used in an extension of the multispecies model presented in this paper to gain
more information on the biomass distribution of both species across a single vegetation stripe.
In this paper, we investigated the facilitative effects of spatial heterogeneities on species coexist-
ence in arid savannas. However, we restricted the extent of spatial heterogeneities to those in the
availability of resources caused by a self-organisation principle in the plant populations. In doing
so, we neglected potential heterogeneities in the topography of the spatial domain, which may have
a significant influence on the ecosystem dynamics [31]. In particular, topographic nonuniformity
may alter the dynamics of water flow and thus increase the heterogeneity in the resource availabil-
ity. Such a promotion of resource niche creation could be exploited in a future model extension to
extend the theory on the facilitative effects of spatial interactions in patterned vegetation and arid
savannas.
The work presented in this paper not only suggests a novel mechanism for species coexistence
in savannas, but also provides insights into other properties of the ecosystem dynamics, such as
the slow uphill movement of biomass peaks or the slight phase shift in the species distribution, as
discussed above. To test these hypotheses, a comparison with empirical data would be desirable.
However, data acquisition for dryland ecosystems is notoriously difficult. Some relevant types of
data on dryland ecosystems are available. In particular, Deblauwe et al. [22] were able to estimate
the uphill movement of vegetation stripes by comparing recent satellite images with those taken
by spy satellites in the 1960’s, but this relied on the clear contrast between vegetation and bare
ground - changes in vegetation type within savannas are much more difficult to detect. Data on
precipitation (both current and historical [77]) and on elevation (and hence slope) [83] are also
available. But these are insufficient to provide an effective empirical test of model (2.2). However,
advances in technologies (e.g. image processing) may in the future be utilised to extract more data
from satellite images to estimate ecosystem properties of savannas, such as species composition or
biomass densities, over large spatial scales.
The study of facilitation between species and mechanisms that promote coexistence is wide-
spread across ecology. In particular, spatial self-organisation has been established as a key element
promoting species coexistence in a variety of ecosystems. For example, self-organisation of a mac-
rophyte species in streams enhances environmental conditions through deflection of water and thus
facilitates other species through a reduction in environmental stress [17]. Similarly, self-organised
shellfish reefs (in particular mussel beds) are shown to cause a significant increase in species rich-
ness and diversity [14]. A detailed understanding of facilitative mechanisms caused by spatial
self-organisation principles is therefore relevant not only in the vegetation dynamics of semi-arid
environments, but also in a wide range of other ecosystems, as it can provide valuable information
for restoration and conservation efforts [17].
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7 Methods of calculating pattern existence and stability
In this section we outline the numerical continuation method by Rademacher et al. [56] to calculate
the essential spectrum of a periodic travelling wave and trace stability boundaries of periodic
travelling waves in a parameter plane, which we utilised in our bifurcation and stability analysis
in Sec. 3 and 4. We provide an overview of the implementation of the method to (2.2), but refer
the reader to [56, 71, 73] for full details. The method described below is implemented using the
numerical continuation software AUTO-07p [26].
7.1 Single-species pattern existence
Single-species patterns of both the multispecies model (2.2) and the single-species Klausmeier model
(2.1) originate at a Hopf bifurcation and terminate in a homoclinic orbit. Numerical continuation
of the Hopf locus in the (A, c) parameter plane is straightforward. The homoclinic orbits, yielding
the lower bounds on the precipitation parameter A for pattern existence, may also be calculated by
means of numerical continuation. In this context, however, it suffices to approximate homoclinic
orbits by periodic travelling waves of large period L. Up to some constants in the equilibria and
the parameter bounds, identical considerations hold for the second plant species u2, due to the
symmetry in the model.
7.2 Calculation of the essential spectrum
The starting point for the calculation of the essential spectrum of a patterned solution of (2.2) is
the travelling wave system (3.1), i.e.
f (U1, U2,W ) + c
dU1
dz
+
d2U1
dz2
= 0, (7.1a)
g (U1, U2,W ) +
dU2
dz
+D
d2U2
dz2
= 0, (7.1b)
h (U1, U2,W ) + (c+ ν)
dW
dz
+ d
d2W
dz2
= 0, (7.1c)
where
f (U1, U2,W ) =WU1 (U1 +HU2)−B1U1,
g (U1, U2,W ) = FWU2 (U1 +HU2)−B2U2,
h (U1, U2,W ) = A−W −W (U1 + U2) (U1 +HU2) .
To determine the essential spectrum, it is further convenient to rewrite the PDE system (2.2) in
terms of z and t. Denoting û1(z, t) = u1(x, t), û2(z, t) = u2(x, t) and ŵ(z, t) = w(x, t) thus yields
∂û1
∂t
= f (û1, û2, ŵ) + c
∂û1
∂z
+
∂2û1
∂z2
, (7.2a)
∂û2
∂t
= g (û1, û2, ŵ) +
∂û2
dz
+D
∂2û2
∂z2
, (7.2b)
∂ŵ
∂t
= h (û1, û2, ŵ) + (c+ ν)
∂ŵ
∂z
+ d
∂2ŵ
∂z2
. (7.2c)
Given a periodic travelling wave solution V (z) = (U1(z), U2(z),W (z)) of (7.2) (i.e. a triplet
(U1(z), U2(z),W (z)) that satisfies (7.1)), its stability is determined by the behaviour of small per-
turbations to the periodic travelling wave. Under the assumptions that temporal perturbations
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to V (z) are proportional to exp(λt), λ ∈ C, i.e. setting v̂(z, t) = V (z) + exp(λt)V˜ (z), and lin-
earising (7.2) about the travelling wave solution V (z) yields that the leading order behaviour of
perturbations is determined by the eigenvalue problem
λV˜ (z) = JV˜ (z) + cV˜ ′(z), (7.3)
where the prime denotes differentiation with respect to z and J is the Jacobian of the right hand
side of (7.2) with respect to v̂ and its derivatives, i.e.
J =


∂f
∂û1
+ c
d
dz
+
d2
dz2
∂f
∂û2
∂f
∂ŵ
∂g
∂û1
∂g
∂û2
+ c
d
dz
+D
d2
dz2
∂g
∂ŵ
∂h
∂û1
∂h
∂û2
∂h
∂ŵ
+ (c+ ν)
d
dz
+ d
d2
dz2


,
evaluated at the periodic travelling wave solution V .
The eigenvalue problem (7.3) is formulated over one period L of the travelling wave solution V (z)
and needs to be equipped with boundary conditions. By definition, V (0) = V (L). The eigenfunction
V˜ (z), however, is not necessarily periodic. The amplitude of V˜ (z) needs to be conserved to prevent
growth to ±∞, but phase shifts are admissible. An appropriate boundary condition thus is
V˜ (0) = V˜ (L)eγi, (7.4)
for γ ∈ R which can be derived using Floquet theory [56, 23, 61].
The spectral stability of periodic travelling wave solutions V can then be determined by finding
the set of eigenvalues λ for which the eigenvalue problem (7.3) with boundary condition (7.4) has
a nontrivial solution. To do this, it suffices to find the essential spectrum of the periodic travelling
wave, as the point spectrum is always empty [61].
The calculation of the essential spectrum is performed in two stages. First, the special (and
simpler) case of periodic boundary conditions (i.e. γ = 0) is considered. This simplification allows
for a transformation of the eigenvalue problem (7.3) into a matrix eigenvalue problem by discretising
the domain and approximating the derivatives through finite differences. The matrix eigenvalue
problem can be solved by standard means and provides a starting point for a numerical continuation
in γ to complete the computation of the essential spectrum.
To implement the numerical continuation, it is convenient to rewrite the eigenvalue problem (7.3)
as the first order system
˜˜
V (z)′ = (Y (z) + λX)
˜˜
V (z),
˜˜
V (0) =
˜˜
V (L)eiγ ,
where
Y (z) =


0 1 0 0 0 0
−
∂f
∂U1
−c −
∂f
∂U2
0 −
∂f
∂W
0
0 0 0 1 0 0
−
1
D
∂g
∂U1
0 −
1
D
∂g
∂U2
−
c
D
−
1
D
∂g
∂W
0
0 0 0 0 0 1
−
1
d
∂h
∂U1
0 −
1
d
∂h
∂U2
0 −
1
d
∂h
∂W
−
c+ ν
d


,
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evaluated at the periodic travelling wave solution V and
X =


0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0
1
D
0 0 0
0 0 0 0 0 0
0 0 0 0
1
d
0


.
The boundary condition is transformed into a periodic boundary condition by setting
˜˜
V (z) =
exp(iγz/L)α(z). Together with the normalisation z = Lξ of the domain, this yields
α′(ξ) = (L (Y (ξ) + λX)− iγI)α(ξ), α(0) = α(1), (7.5)
where I is the identity matrix. Implementation in AUTO requires separation of real and imaginary
parts of (7.5). This yields
ℜ(α)′ = (L (Y + ℜ(λ)X))ℜ(α) + (γI − Lℑ(λ)X)ℑ(α), (7.6a)
ℑ(α)′ = (L (Y + ℜ(λ)X))ℑ(α) + (−γI + Lℑ(λ)X)ℜ(α), (7.6b)
ℜ(α(0)) = ℜ(α(1)), ℑ(α(0)) = ℑ(α(1)). (7.6c)
The eigenvalue problem (7.5) is not sufficient to uniquely determine the eigenfunctions α. The
periodic boundary conditions allow for arbitrary phase shifts. Thus, (7.5) is supplemented with the
phase fixing condition
ℑ (〈αold, α〉) =
∫ 1
0
(ℜ (αold) · ℑ(α)−ℑ (αold) · ℜ(α)) dξ = 0, (7.7)
where αold is the eigenfunction α at any previous step of the numerical continuation or the initial
eigenfunction from which the continuation is started, and the inner product is defined by
〈α1, α2〉 =
∫ 1
0
α1 · α
∗
2dξ,
where the asterisk denotes the complex conjugation. Further, the eigenfunction is normalised by
imposing the integral condition
〈α,α〉 =
∫ 1
0
(ℜ(α) · ℜ(α) + ℑ(α) · ℑ(α)) dξ = 1. (7.8)
Similar to the phase fixing condition (7.7) for the eigenfunction α, also the periodic travelling wave
solution V = (U1, U
′
1, U2, U
′
2,W,W
′) of (7.1) with periodic boundary conditions requires a phase
fixing condition to prevent arbitrary translations in z. The appropriate integral condition is∫ 1
0
V ′old · (Vold − V ) dz = 0. (7.9)
Given a solution of the eigenvalue problem (7.3) with periodic boundary conditions (i.e. γ = 0),
the full essential spectrum can then be found by continuing the travelling wave equation (7.1) with
periodic boundary conditions and the eigenfunction equation (7.6) with the integral constraints
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(7.7), (7.8) and (7.9), starting from each of the eigenvalues λ and corresponding eigenfunctions α
obtained from the matrix eigenvalue problem for γ = 0. The principal continuation parameter is
0 < γ < 2pi, while ℜ(λ), ℑ(λ) and L are chosen as secondary continuation parameters. In practise,
not the whole essential spectrum needs to be computed to determine the spectral stability of a given
periodic travelling wave solution. It is sufficient to perform the numerical continuation starting only
from the, say 20, largest eigenvalues obtained form the matrix eigenvalue problem for γ = 0.
7.3 Numerical continuation of stability boundaries
The method described in the previous section allows for the calculation of the essential spectrum
of a periodic travelling wave solution for a set of given parameters. The algorithm can further be
extended to trace stability boundaries of periodic travelling waves in a parameter plane, such as
(A, c). Full details of this algorithm are found in [56, 73].
To locate and trace stability boundaries, derivatives of the eigenfunctions α with respect to γ
are required. Implicit differentiation of (7.5) with respect to γ gives
α′γ = (L (Y + λX)− iγI)αγ + (LλγX − iI)α, αγ(0) = αγ(1), (7.10)
where the prime denotes derivatives with respect to ξ and the subscript γ derivatives with respect
to γ. Further implicit differentiation yields
α′γγ = (L (Y + λX)− iγI)αγγ + 2 (LλγX − iI)αγ + LλγγXα, αγγ(0) = αγγ(1). (7.11)
As previously discussed, implementation in AUTO requires separation of real and imaginary parts.
This yields
ℜ
(
α′γ
)
= L (Y + ℜ(λ)X)ℜ (αγ) + (−Lℑ(λ)X + γI)ℑ (αγ)
+ Lℜ (λγ)Xℜ(α) + (−Lℑ (λγ)X + I)ℑ(α),
(7.12a)
ℑ
(
α′γ
)
= (Lℑ(λ)X − γI)ℜ (αγ) + L (Y + ℜ(λ)X)ℑ (αγ)
+ (Lℑ (λγ)X − I)ℜ(α) + Lℜ (λγ)Xℑ(α),
(7.12b)
ℜ (αγ(0)) = ℜ (αγ(1)) , ℑ (αγ(0)) = ℑ (αγ(1)) , (7.12c)
and
ℜ
(
α′γγ
)
= L (Y + ℜ(λX))ℜ (αγγ) + (−Lℑ(λ)X + γI)ℑ (αγγ)
+ 2Lℜ (λγ)Xℜ (αγ) + 2 (−Lℑ (λγ)X + I)ℑ (αγ)
+ Lℜ (λγγ)Xℜ(α) − Lℑ (λγγ)Xℑ(α),
(7.13a)
ℑ
(
α′γγ
)
= (Lℑ(λ)X − γI)ℜ (αγγ) + L (Y + ℜ(λX))ℑ (αγγ)
+ 2 (Lℑ (λγ)X − I)ℜ (αγ) + 2Lℜ (λγ)Xℑ (αγ)
+ Lℑ (λγγ)Xℜ(α) + Lℜ (λγγ)Xℑ(α),
(7.13b)
ℜ (αγγ(0)) = ℜ (αγγ(1)) , ℑ (αγγ) = ℑ (αγγ(1)) , (7.13c)
respectively.
Equations (7.10) and (7.11) cannot determine the derivatives αγ and αγγ uniquely, as they may
contain components in the nullspace of (7.5). Hence, they are equipped with integral conditions
given by
〈α,αγ〉 = 0 (7.14)
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and
〈α,αγγ 〉 = 0 (7.15)
A stability change of Eckhaus (sideband) type is detected through a numerical continuation of
the travelling wave equation (7.1), the eigenfunction equation (7.6), the imaginary part of the
eigenvalue equation differentiated with respect to γ (7.12b) and the real part of the eigenvalue
equation differentiated twice with respect to γ (7.13a) with the corresponding boundary and integral
conditions. The continuation is started at the eigenvalue λ = 0 and its corresponding eigenfunction
obtained from the matrix eigenvalue problem that is solved in the initial stage of the algorithm.
The principal continuation parameter is the migration speed c (or the PDE parameter A), and the
five secondary continuation parameters must include ℜ(λγγ). If a locus with ℜ(λγγ) = 0 is found, a
stability change of Eckhaus type is detected. The secondary continuation parameter ℜ(λγγ) is then
replaced by the PDE parameter A (or the migration speed c) to trace out the stability boundary
in the (A, c) parameter plane.
The continuation of a stability change of Hopf type follows the same idea, but contains some
caveats. First, a fold in the spectrum is detected by a numerical continuation of the travelling
wave equation (7.1), the eigenfunction equation (7.6) and both the real and imaginary parts of the
eigenvalue equation differentiated with respect to γ (7.12) with the corresponding boundary and
integral conditions. The spectrum may contain many folds, but only the fold with largest real part is
of interest and the continuation must start sufficiently close to that fold. The principal continuation
parameter is γ and the five secondary continuation parameters must include ℜ(λγ). A fold in the
spectrum is located, when a zero of ℜ(λγ) is found. The zero of ℜ(λγ) is subsequently fixed and the
migration speed c (or the PDE parameter A) is then chosen as the principal continuation parameter.
The equations are continued in this parameter until a zero of ℜ(λ), which needs to be one of the
secondary continuation parameters, is found. This corresponds to a stability change of Hopf type.
Finally, ℜ(λ) is replaced as a secondary continuation parameter by the PDE parameter A (or the
migration speed c) to trace out the locus of the stability change of Hopf type in the (A, c) plane.
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