Abstract: Aiming at the existing problems of the current methods in the area of guidance instrumentation error separation, such as the multicollinearity impact, the large noise effect and the low accuracy of separation results, a brand new algorithm is proposed. Firstly, basing on the advantage of wavelet analysis on disposing signals, data de-nosing is carried out; secondly, using the feature of recursive extended least square (RELS) method that the noise sequence is considered as the identification object to separate the instrumentation error. The simulation results show that, the proposed method not only can decrease the impact of noise but also can improve the accuracy of the estimation of error coefficients.
Introduction
Briefly speaking, guidance instrumentation error is the impact miss caused by the imperfection of the guidance equipment. The existing data shows that, the error of inertial platform is the primary error source which can account for about 70% -80% [1] of all the instrumentation error. The instrumentation error separation is the basement to guarantee the missile hit accuracy. Comparing with the ground calibration test, the driving level of each error coefficient is uneven during the flight of missiles. So how to choose an appropriate method to separate the instrumentation error is of vital importance.
The main traditional methods include the least square method 、 the principal component analysis and so on. These methods have the shortage that can be seriously affected by the multicollinearity. The separation results are not good enough. To improve the accuracy of separation, the wavelet analysis and the recursive extended least square method are applied to the instrumentation error separation.
The wavelet analysis is widely used in the field of engineering after being explained from the engineering standpoint by Mallat [2] and Daubechies in the 1990s. The wavelet analysis is an ideal signal analysis tool [3] , especially in the de-nosing aspect. Huang [4] applied the wavelet analysis to the real-time de-nosing of the fibre optic gyro of the floating inertial platform. The effect is better compared with the least mean square adaptive filtering.
The RELS can be regarded as the simple extension of the regular least square and is based on the recursive least square (RLS). The noise sequence is considered as the identification object in the RELS [5] . And as a result, the dimensions of the parameter vector and the data vector are extended. RELS has a very good convergence [6] .
On the basis of the wavelet analysis and RELS, a brand new algorithm to separate the instrumentation error is proposed in this paper. The system model of the instrumentation error separation is built on the basis of the relationship between the instrumentation error coefficient and the velocity error which is the difference between the telemetric data and tracking data. The error of the telemetric data is small enough to ignore. So the telemetric data is considered as error-free.
Gyro models adopted in this paper are shown as: 
Where:
, ,
The drift angular velocity of the X-gyro 、Y-gyro and Z-gyro；
The bias of the gyros along the x、y、z axis;
The first-order terms of the X-gyro along its input axis、output axis and spin axis;
The first-order terms of the Y-gyro along its input axis、spin axis and output axis;
The first-order terms of the Z-gyro along its input axis、spin axis and output axis;
The second-order terms of the gyros;
The specific force measured by the accelerometer on the platform. Put Eq. (1) into matrix form: 
The measuring error of accelerometers; 
The cross-order terms of the accelerometers.
Put Eq. (3) into matrix form: 
The 1-by-7 matrix of which every element is 0; 
The specific force error caused by the instrumentation error can be written as:
Where: δW  : The specific force error; p W  : The specific force measured by the accelerometer on the platform; a W  : The true specific force without any error;
The coordinate transformation matrices caused by the rotation about the x、y and z axis; Because of the bias angles of the gyros are small enough, so 3
written as:
Substituting Eq. (6) 
Substituting Eq. (2) 
The instrumentation error separation model of the apparent velocity can be obtained by integrating Eq. (8):
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Introduction of Wavelet Analysis
The wavelet analysis is a flexible tool to dispose signals. It has the character of good localization quality. At low frequency part, the wavelet has higher frequency resolution and lower time resolution. On the contrary, at high frequency part, the wavelet has lower frequency resolution and higher time resolution. And as a result of this quality, the wavelet analysis is an ideal tool to dispose signals.
De-nosing is an important application of the wavelet. A sequence of data signals with a certain length can be divided into a series of wavelet coefficients by the Mallat Algorithm (also called the Pyramid Algorithm). Redundant information of the original signals has been reduced in these wavelet coefficients. Combining with the threshold, the purpose of de-noising can be achieved.
The Pyramid Algorithm is derived basing on the hypothesis that the length of the signal is infinite. But actually, all the signals are finite. So a part of the filter must be cut off to adapt to the finite sequence of signal in order to realize the wavelet decomposition. So, here comes the problem called boundary effect that there is a big error between the processed signal and the origin signal. To solve the boundary effect, the boundary extension is used to increase the length of the signal and to guarantee the accurate reconstruction of the signal. The frequently used extension methods are: (L is the length of the signal)
A. Zero extension. Zero extension is the simplest method. That is considering every element beyond the boundary is zero. This is equivalent to truncation of the wavelet filter.
B. Periodical extension. This kind of extension is equivalent to connect the signal head to tail. 
C. Symmetrical periodic extension with boundary point as the center. This kind of extension is equivalent to fold the signal symmetrically at the boundary point.
When L is an even number: 
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The shortage of the zero extension is there might be a large step change if the difference between the boundary value and zero is very big. As a result, high-frequency component is introduced into this local part. When the difference between the head and tail of the signal is big, the same problem exists in the periodical extension. The symmetrical periodic extension with boundary point as the center is chosen here to avoid the periodical abrupt change and to eliminate the difference of the boundary value [4] .
The main de-noising methods using wavelet are: wavelet reduction based on modulus maximum and nonlinear wavelet transformation threshold de-noising, etc. The wavelet threshold de-noising is adopted in this paper. Usually the wavelet threshold de-noising methods include: soft threshold、 hard threshold and forced wavelet de-noising:
A. The soft threshold method is comparing the wavelet coefficients with the threshold at first. Then set the wavelet coefficients which are smaller than the threshold to zero. And for those bigger than the threshold, set them to the difference with the threshold.
B. The difference of hard threshold compared with the soft threshold is when the wavelet coefficient is bigger than the threshold, it remains unchanged.
C. The forced wavelet de-noising method is setting all the high-frequency coefficients to zero compulsorily.
Introduction of RELS
As shown in Figure 2 The algorithm of the recursive extended least square is as follows:
( 
The forecast of the current measurement based on the former measurement;
The prediction error, also known as the new information; K: the gain matrix.
The basic thoughts of the RLS can be concluded as [8] : the current estimation is equal to the former estimation plus the corrected items. That is the new estimation is corrected by the new measurement based on the old estimation. On the basis of RLS, the RELS takes the noise estimation to replace the noise itself. And the noise sequence is regarded as the identification object to extend the state vector.
Simulation Results
To stress the better results of the RELS, compare the results to LS. Add white noise whose standard deviation is 0.1 m/s. The initial value 6 0 37 37 10 P I × = ⋅ . Use the RELS (method 1) to separate the instrumentation error. The comparison of the RELS and the LS (method 2) is shown in Tab. 1. The residual errors of the velocity are shown in Figure 3 and Figure 4 . In Figure 3 , the residual errors of velocity in x、y and z directions are within 0.5 0.5 1 ± ± ± 、 、 m/s respectively. From Figure  4 it can be seen that, the residual errors of velocity in x、y and z directions are all within 0.05 ± m/s. Remarkably， the residual errors of method 2 are much smaller than method 1. That is to say, fitting result of method 2 is more accurate. The contrast of the residual errors firmly proves the proposed algorithm is correct and effective.
Conclusion
A new algorithm is put forward creatively aiming at the shortage of the existing instrumentation error separation methods. At first, the de-noising of data is carried out by using the wavelet analysis. And then, the RELS is used to separate the error coefficients. The theoretical guidance is provided for the engineering application.
There are some advantages of the proposed algorithm. Firstly, comparing with the direct separation of the traditional methods, the noise influence has been reduced by wavelet de-noising.
Secondly, the estimation results are closer to the true value by identifying the noise sequence and replacing the noise itself with the estimation value. So the estimation accuracy is improved a lot.
