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Einleitung
Iteration von Polynomen ist ein Spezialfall der Iteration rationaler Funk-
tionen. Diese wurden erstmals um 1920 systematisch von Pierre Fatou
(in [FAT]) und Gaston Julia (in [JUL]) untersucht. Sie haben unabha¨ngig
voneinander die Riemansche Zahlenkugel in zwei Mengen zerlegt, welche
heute nach ihnen benannt sind. Die Fatoumenge einer rationalen Funk-
tion f besteht aus all den Punkten, in denen die Menge {fn} in einer
Umgebung eine normale Familie im Sinne Montels bildet. Die Juliamen-
ge ist ihr Komplement. Das lokale dynamische Verhalten von f ist in
der Fatoumenge stabil, das heißt unanfa¨llig gegen kleine Sto¨rungen. In
der Juliamenge ist es nicht stabil. Die von Fatou und Cremer stammen-
de vollsta¨ndige Klassifizierung der stabilen Gebiete schloß Sullivan (in
[SULL]) ab, indem er bewies, dass keine wandernden Gebiete existieren.
Etwa zur gleichen Zeit untersuchten Douady und Hubbard (siehe zum
Beispiel [DH1]) die quadratische Familie, dass heißt Polynome der Form
P (z) = z2 + c. Viele ihrer Ideen und Methoden dienten als Motivation
und Werkzeuge fu¨r diese Arbeit.
Wir untersuchen die Iteration symmetrischer Polynome P beliebigen
Grades gro¨ßer gleich 2. Unter einem symmetrischen Polynom verstehen
wir ein Polynom, dessen Julia- und Fatoumenge invariant unter Drehun-
gen eines fest vorgebenen Winkels (genauer: invariant unter Multipli-
kation mit einer Einheitswurzel) ist. Fu¨r festen Winkel ist es mo¨glich,
solche Polynome als eine sogenannte Ein-Parameter-Familie, a¨hnlich der
quadratischen Familie {z2 + c}c∈C, aufzufassen. Ziel dieser Arbeit ist es
sowohl die Dynamik dieser speziellen Polynome fu¨r einen festen Para-
meter, als auch das Verhalten bei A¨nderung des Parameters, mo¨glichst
gut zu verstehen. Dies begru¨ndet die Organisation dieser Arbeit.
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Im ersten Kapitel werden wir eine (kurze) Einfu¨hrung in die Theorie der
Iteration von Polynomen geben. Dabei beschra¨nken wir uns ausschließ-
lich auf Ergebnisse und Methoden, wie sie in dieser Arbeit beno¨tigt
werden. Sie stellt einen Ausschnitt der Theorie der Iteration rationa-
ler Funktion dar.
Im zweiten Kapitel untersuchen wir die dynamischen Eigenschaften ei-
nes symmetrischen Polynoms P . Wir nutzen die Symmetrie, um die Dy-
namik genauer zu beschreiben. Das Hauptergebnis des zweiten Kapitel
ist die Beschreibung der Juliamenge der Poylnome (beliebig hohen Gra-
des). Wir zeigen, dass unter gewissen Vorausetzungen die Juliamenge von
P aus Juliamengen quadratischer Polynome zusammengesetzt ist. Dazu
konstruieren wir eine Jordankurve Γ, die einen geeigneten Teil der Julia-
menge umfasst. Eine Kombination aus einer Drehung und einer Iterierten
von P besitzt ein Urbild γ von Γ, welches kompakt im Innengebiet von Γ
enthalten ist. Der Abbildungsgrad dieser zusammengesetzen Abbildung
eingeschra¨nkt auf das Innengebiet von γ ist 2, so dass diese Funktion
dort eine polynoma¨hnliche Abbildung vom Grad 2 ist. Insbesondere ist
die aufgefu¨llte Juliamenge hybrid a¨quivalent (das heißt, unter einer qua-
sikonformen Abbildung konjugiert) zu der aufgefu¨llten Juliamenge eines
quadratischen Polynoms.
Im dritten Kapitel untersuchen wir den sogenannten Connectedness Lo-
cus Cd, der als Analogon zur Mandelbrot-Menge gesehen werden kann.
Das sind all die Parameter c, fu¨r die die Juliamenge von P topologisch zu-
sammenha¨ngend ist. Durch die Zweiteilung in zusammenha¨ngende und
nicht zusammenha¨ngende Parameter entsteht eine a¨usserst interessannte
Menge, die genauer untersucht wird. Wir zeigen, dass Cd kompakt und
zusammenha¨ngend ist. Zweiteres ist eines der Hauptergebnisse dieses
Kapitels. Dazu konstruieren wir eine eigentliche Abbildung des Außen-
gebietes von C auf das Außengebiet des abgeschlossenen Einheitskreises.
Wir bestimmen den Abbildungsgrad (im Fall der Mandelbrotmenge ist
diese Abbildung konform) und erhalten mit Hilfe von Symmetrieu¨berle-
gungen den Zusammenhang von Cd.
Im folgenden Abschnitt untersuchen wir die hyperbolischen Komponen-
ten von Cd. Das sind Zusammenhangskomponenten des Inneren von Cd,
in welchen die Dynamik von P sich bei A¨nderungen des Parameters in-
nerhalb dieser Komponenten stabil verha¨lt. Wir parametrisieren diese
durch die sogenannte Multiplikatorabbildung. Im letzten Abschnitt von
Einleitung Seite 3
Kapitel 3 konstruieren wir die Greensche Funktion des Außengebietes
von Cd durch einen approximativen Prozeß.
Kapitel 1
Einfu¨hrung in die
Iteration von Polynomen
In diesem Kapitel werden wir eine U¨bersicht u¨ber die Theorie der Iterati-
on von Polynomen geben, so weit wir sie in dieser Arbeit verwenden. Die
Darstellung ist kurz und bei weitem nicht vollsta¨ndig. Iteration von Poly-
nomen ist ein Spezialfall der Iteration von rationalen Funktion. Wir ver-
zichten auf Ergebnisse, die ausschließlich rationale Funktionen betreffen,
und werden uns auf Ergebnisse konzentrieren, die wir im weiteren Ver-
lauf dieser Arbeit beno¨tigen werden. Leser, die an ausfu¨hrlicheren und
weitergehenden Darstellungen u¨ber Iteration interessiert sind, werden
auf die Bu¨cher [STEIN], [BEA] und [CARL] verwiesen. Informationen
u¨ber quasikonforme Abbildungen finden sich in [LEH]. Die Ergebnisse
und Methoden der quasikonformen Chirurgie und der polynoma¨hnlichen
Abbildungen stammen aus den Arbeiten [SHI] und [DH3].
1.1 Eigentliche Abbildungen
Zwei Gebiete G,H werden durch die analytische Abbildung ϕ eigentlich
aufeinander abgebildet, wenn jedes w ∈ H unter ϕ genau k ∈ N Urbilder
(mit Vielfachheit) hat. Die Zahl k wird auch (topologischer) Grad von
ϕ genannt. Wir werden in diesem Fall die Notation
ϕ : G k:1−−→ H
4
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verwenden. Eine a¨quivalente Charakterisierung ist, dass der Rand von G
auf den Rand von H abgebildet wird, in dem Sinne, dass zu jeder Folge
(zn) ⊂ G mit zn → z0 ∈ ∂G fu¨r n → ∞ auch alle Ha¨ufungspunke von
{ϕ(zn) : n ∈ N} im Rand von H enthalten sind.
Fu¨r eigentliche Abbildungen gilt die Formel von Riemann-Hurwitz. Sie
stellt einen Zusammenhang zwischen den Zusammenhangszahlen m,n
von G,H, dem Abbildunggrad k von ϕ und den r in G enthaltenen
kritischen Punkten von ϕ dar. Sie lautet
(m− 2) = k(n− 2) + r.
1.2 Iteration von Polynomen
Es sei P : Ĉ→ Ĉ ein Polynom vom Grad d ≥ 2. Unter der Iteriertenfolge
Pn mit n ∈ N verstehen wir die rekursiv definierte Folge
P 0 = id und Pn = Pn−1 ◦ P.
Ein Punkt z ∈ Ĉ heißt normal (im Sinne Montels), falls eine Umgebung
U von z existiert, in der die Iteriertenfolge Pn eine lokal gleichma¨ßig
konvergente Teilfolge (mo¨glicherweise gegen unendlich) besitzt. Mit die-
ser Eigenschaft ko¨nnen wir die Zahlenkugel Ĉ in die Juliamenge J und
Fatoumenge F aufteilen
F := {z ∈ Ĉ : z ist normal} und J := Ĉ \ F .
Die Fatoumenge ist stets offen und (speziell bei Polynomen) nie leer.
Sie besteht aus einer, zwei oder unendlich vielen Zusammenhangskom-
ponenten. Diese werden stabile Gebiete genannt. Ein stabiles Gebiet V
ist einfach oder unendlichfach zusammenha¨ngend und wird eigentlich auf
ein stabiles Gebiet W = P (V ) abgebildet.
Die Juliamenge ist ebenfalls nie leer, und sie stimmt mit der Menge ihrer
Ha¨ufungspunkte u¨berein. Somit ist sie eine perfekte Menge.
Die Julia- und Fatoumenge ist vorwa¨rts und ru¨ckwa¨rts invariant unter
P , das heißt, es gilt
J = P (J ) = P−1(J ) und F = P (F) = P−1(F).
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Insbesondere ko¨nnen wir P durch Pn ersetzen, ohne die Fatou- oder Ju-
liamenge zu a¨ndern.
Ein Fixgebiet V einer Iterierten P k ist ein stabiles Gebiet, fu¨r welches
P k(V ) = V gilt. Ist k minimal, so heißt V periodisch mit Zykella¨nge
k. Dies bedeutet, dass es k disjunkte Gebiete V = V0, . . . , Vk−1 gibt,
mit P (Vj) = Vj+1, wobei die Indizes modulo k gerechnet werden. Diese
Gebiete werden eigentlich aufeinander abgebildet.
Seit dem no wandering domain theorem von Sullivan (in [SULL]) sind
die stabilen Gebiete vollsta¨ndig klassifiziert. Sullivan bewies, dass jedes
stabile Gebiet nach endlich vielen Iterationen schließlich auf ein periodi-
sches Gebiet abgebildet wird. Es gibt also keine wandernden Gebiete.
Mit jedem periodischen Zykel von Gebieten V0, . . . , Vl−1 ist auch ein
Zykel {z0, . . . , zk−1} von Punkten assoziiert, die Fixpunkte von P k sind.
Es gilt P (zj) = zj+1 (Indizes modulo k). Der Multiplikator λ eines Zykel
ist durch
λ :=
(
P k
)′
(z0)
(unabha¨ngig von der Wahl des Zykelpunktes) definiert. Dies bedeutet,
dass man nicht zwischen einem Zykel von P und einem Fixpunkt von
P k zu unterscheiden braucht. Der Punkt z = ∞ nimmt bei Polynomen
eine Sonderrolle ein, da er stets Fixpunkt ist. Um den Multiplikator λ∞
von ∞ zu bestimmen, wird zuna¨chst mit 1
z
konjugiert. Damit gilt
λ∞ =
d
dz
1
P ( 1z )
|z=0 = 0.
Der Punkt∞ ist somit nicht nur Fixpunkt, sondern er ist auch kritischer
Punkt von P . Ein Fixpunkt (oder Zykel) heißt
superattraktiv,
attraktiv,
neutral,
abstoßend ,
 falls

λ = 0.
0 < |λ| < 1.
|λ| = 1.
|λ| > 1.
Der Punkt ∞ ist also stets ein superattraktiver Fixpunkt eines Poly-
noms. Ist ein Fixpunkt neutral, so wird eine weitere Unterscheidung
getroffen. Er heißt Leau-Punkt, falls λ eine Einheitswurzel ist. Er heißt
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Siegel-Punkt, falls z0 ∈ F und er heißt Cremer-Punkt, falls z0 ∈ J und
λ keine Einheitswurzel ist.
Es ist nun mo¨glich alle stabilen Gebiete zu klassifizieren. Da keine wan-
dernden Gebiete existieren, wird jedes stabile Gebiet V nach endlichen
vielen Schritten in ein Gebietszykel {V0, V1 = P (V0), . . . , Vk−1 = P k−1(V )}
mit P k(Vj) = Vj abgebildet. Es ist also ausreichend alle Fixgebiete (das
heißt P (V ) = V ) zu beschreiben (ersetze im Fall eines periodischen
Gebietes P durch P k). Bei Polynomen wird zwischen vier Fixgebieten
unterschieden. Es gibt drei verschiedene sogenannte Fatougebiete und
ein Rotationsgebiet. Ein Fixgebiet V heißt
1. Bo¨ttchergebiet, falls es einen superattraktiven Fixpunkt entha¨lt,
2. Schro¨dergebiet, falls es einen attraktiven Fixpunkt entha¨lt,
3. Leaugebiet, falls ein Fixpunkt mit Multiplikator λ = 1 im Rand
von V enthalten ist und
4. Siegelscheibe, falls es einen neutralen Fixpunkt entha¨lt.
Die obige (von Fatou und Cremer stammende) Klassifikation ist vollsta¨ndig.
Die ersten drei Gebiete heißen Fatougebiete. Das vierte heißt Rotations-
gebiet.
An den kritischen Punkten eines Polynoms ist es mo¨glich wesentliche
dynamischen Eigenschaften abzulesen. So entha¨lt ein Fatougebiet eines
(super-) attraktiven Fixpunktes sowie ein Leaugebiet stets (mindestens)
einen kritischen Punkt, wa¨hrend der Rand einer Siegelscheibe, fu¨r einen
geeigneten kritischen Punkt ζ, in der Menge {Pn(ζ) : n ∈ N0} enthalten
ist. Wenn wir sagen, dass ein Fixpunkt z0 (oder Zykel) einen kritischen
Punkt ζ anzieht, so heißt das, dass lim
n→∞P
n(ζ) = z0 ( lim
n→∞P
kn(ζ) = z0)
gilt.
Sind alle kritischen Punkte von P in der Fatoumenge enthalten und wer-
den von (super-)attraktiven Zykeln angezogen, so heißt P hyperbolisch.
In diesem Fall ist die Juliamenge eine Kurve und hat Lebesguemaß 0.
Da bei jedem Polynom der Punkt z =∞ ein superattraktiver Fixpunkt
ist, gibt es stets ein Bo¨ttchergebiet um z =∞. Dieses Gebiet spielt eine
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besondere Rolle. Es wird mit A∞ bezeichnet und auch das Außengebiet
genannt. Es gilt
1. A∞ = {z ∈ Ĉ : Pn(z)→∞ fu¨r n→∞},
2. J = ∂A∞,
3. das Gebiet A∞ ist genau dann einfach zusammenha¨ngend, falls
kein (endlicher) kritischer Punkt von P in A∞ enthalten ist,
4. ist wenigstens ein (endlicher) kritischer Punkt in A∞ enthalten, so
ist A∞ unendlichfach zusammenha¨ngend,
5. sind alle kritischen Punkte in A∞ enthalten, so ist J total unzu-
sammenha¨ngend (also eine Cantor-Menge) und
6. das Komplement von A∞ wird aufgefu¨llte Juliamenge genannt und
mitK bezeichnet. Es giltK = {z ∈ C : (Pn(z)) ist beschra¨nkt fu¨r n→
∞}.
In A∞ kann die Greensche Funktion mit Pol in ∞ erkla¨rt werden. Das
ist eine harmonische Funktion G in A∞, fu¨r die G(z)→ 0 fu¨r z → ∂A∞
und G(z) = log |z|+O(1) bei∞ gilt. Sie kann auf K als subhyperbolische
Funktion durch 0 fortgesetzt werden.
Die Gleichung
ϕ ◦ P = (ϕ)d (1.1)
heißt Bo¨ttcher-Funktionalgleichung. Sie besitzt in einer geeigneten Um-
gebung U von ∞ eine konforme Lo¨sung. Dies besagt, dass sich bei ∞
das Polynom wie zd verha¨lt. Durch die Normierung ϕ(z) = z + O(1)
bei ∞ ist sie eindeutig bestimmt und kann durch (1.1) sukzessive in das
Urbild U ′ von U unter P fortgesetzt werden, welches U entha¨lt, solange
kein endlicher kritischer Punkt von P in diesen Urbildern enthalten ist.
Sie existiert in A∞, falls alle endlichen kritischen Punkte in K enthalten
sind. In diesem Fall ist A∞ einfach zusammenha¨ngend, und es gilt fu¨r
die Greensche Funktion
G(z) = log |ϕ(z)|.
Aus der Funktionalgleichung folgt fu¨r z ∈ A∞
G(P (z)) = dG(z).
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Weiter bildet ϕ die Menge A∞ genau dann konform auf das A¨ußere
des Kreises Kr(0) mit Radius r = |ad| 11−d ab, falls A∞ einfach zusam-
menha¨ngend ist.
1.3 External Rays
Es sei K ⊂ C eine kompakte und zusammenha¨ngende Menge, deren
Komplement einfach zusammenha¨ngend ist. In diesem Fall existert eine
konforme Abbildung ϕ mit
ϕ : Ĉ \K → Ĉ \ D.
Fu¨r ein t ∈ [0, 1) ist die Menge {r exp(2piit) : 1 < r < ∞} ein radialer
Strahl. Ein external Ray fu¨r die Menge K ist das Urbild dieser Menge
unter ϕ
Rt := ϕ−1 ({r exp(2piit) : 1 < r <∞}) .
Der Begriff external Ray oder in gleicher Bedeutung Strahl wird, abha¨ngig
davon, welcher Ausdruck geeigneter fu¨r die Lesbarkeit des Textes er-
scheint, verwendet werden.
Ein Strahl landet in z ∈ ∂K, falls der Grenzwert
lim
r→1
ϕ−1(r exp 2piit)
existiert.
Ab jetzt seien die Polynome P durch ad = 1 normiert mit einfach
zusammenha¨ngendem Außengebiet A(∞). Die Riemann-Abbildung ϕ :
A(∞)→ Cˆ\D sei bei Unendlich durch ϕ(z) = z+α0+α1
z
+. . . normiert.
Die aufgefu¨llte Juliamenge K ist dann kompakt und zusammenha¨ngend.
Ist zusa¨tzlich J eine Kurve, so landet nach dem Satz von Carathe´odory
jeder Strahl. Ein Kriterium unter obigen Voraussetzungen (J zusam-
menha¨ngend), wann die Juliamenge eine Kurve ist, findet sich in [MAT]:
Die Juliamenge ist sicher dann eine Kurve, wenn
{Pn(ζ) : ζ ∈ J und P ′(ζ) = 0 mit n ∈ N}
endlich ist.
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Dies ist sicher dann der Fall, wenn jeder endliche kritische Punkt von ei-
nem (super-) attraktivem endlichen Zykel angezogen wird, aber ebenso,
wenn alle in der Juliamenge enthaltenen kritischen Punkte pra¨periodisch
sind.
Mit obiger Normierung stimmt ϕmit der Bo¨ttcherabbildung u¨berein, das
heißt, das in Cˆ\K die Konjugation ϕ◦P = (ϕ)d gilt. Fu¨r die external Rays
folgt aus dieser Konjugation, dass P einen external Ray wieder auf einen
external Ray abbildet. Es gilt P (Rt) = Rdt, wobei der Index modulo 1
gerechnet wird. Ein external Ray ist periodisch, falls Pn(Rt) = Rt gilt,
also genau dann, wenn t = dnt mod 1 ist. Das Abbildungsverhalten der
Strahlen durch das Polynom wird durch die Abbildung
σ : [0, 1)→ [0, 1) mit σ(t) = dt mod 1
beschrieben.
Douady und Hubbard (in [DH2a] und [DH2b]) (siehe [MIL] fu¨r eine Zu-
sammenfassung der Ergebnisse) bewiesen, dass jeder periodische Strahl
in einem parabolischen oder abstoßenden Punkt eines Zykels landet.
Genauso landet in jedem parabolischen und abstoßendem periodischen
Punkt ein periodischer Strahl. Dabei ist die Periode des Punkt-Zykels
ein Teiler der Periode des Strahl-Zykels.
Goldberg und Milnor (in [GM]) folgend, ist der Typ T eines Fixpunktes
z0 die Menge aller Winkel t (T = {θ0, . . . , θm−1} ⊂ [0, 1)), so dass Rt in
z0 landet. Da die Winkel mit den Strahlen identifiziert werden ko¨nnen
und ein in z0 landender Strahl auf einen in z0 landenden Strahl abgebil-
det wird, gilt σ(θj) ∈ T fu¨r 0 ≤ j < m. So bilden die Winkel also Zykel.
Es ist mo¨glich, dass in T verschiedene Zykel enthalten sind, die dann
allerdings die gleiche La¨nge besitzen.
Die Vereinigung der m Strahlen, die in z0 landen, vereinigt mit {z0}
definiert m (abgeschlossene) Sektoren S0, . . . , Sm−1 sowie m Interval-
le I0, . . . , Im−1 ⊂ [0, 1) mit Ij = [θj , θj+1] (Indizes modulo m). Dabei
wird das Intervall [0, 1) mit dem Kreis S1 identifiziert, um dem Intervall
Im−1 = [θm−1, θ0] gerecht zu werden. Die La¨nge l eines Intervalls ist
l(Ij) = θj+1−θj , falls 0 ≤ j ≤ m−2 und l(Im−1) = 1−θm−1+θ0 sonst.
Die Summe aller Intervallla¨ngen ist 1. Goldberg und Milnor (ebenfalls
in [GM]) bewiesen unter anderem
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Satz 1.3.1 Es sei n die Anzahl der kritischen Punkte von P , die in Sj
enthalten sind. Dann gilt:
a) Fu¨r n = 0 bildet P einen Sektor Sj homo¨omorph auf einen Sektor
Sk ab. Genauso wird das Intervall Ij durch σ homo¨omorph auf ein
Intervall Ik abgebildet. Es gilt l(Ik) = dl(Ij).
b) Ist n > 0, dann gilt P (Sj) = C und l(σ(Ij)) = l(Ik) + n. Dabei
ist Ik das Intervall [σ(θj), σ(θj+1)]. Jedes t ∈ Ik hat genau n + 1
Urbilder in Ij.
1.4 Quasikonforme Abbildungen und qua-
sikonforme Chirurgie
Quasikonforme Abbildungen werden in der Iterationstheorie verwendet,
um etwas zu tun, was eigentlich unmo¨glich ist. In manchen Situatio-
nen ist es hilfreich, zwei analytische Funktionen zu verkleben. Aufgrund
des Identita¨tssatzes ist dies (es sei denn, sie sind identisch) eigentlich
unmo¨glich. Was hilft, ist die folgende (kurz skizzierte) Methode, die in
der Literatur unter dem Namen quasikonforme Chirurgie bekannt ist.
Sie wurde erfolgreich von Douady und Hubbard entwickelt und ist von
Shishikura in [SHI] verwendet und formalisiert worden, um zum Beispiel
eine scharfe Abscha¨tzung fu¨r die maximale Anzahl nicht abstoßender
Zykel bei rationalen Funktionen zu finden.
Gegeben seien zwei rationale Funktion f und g. Sie sind auf zwei dis-
junkten Gebieten definiert, die durch einen (nicht trivialen) topologi-
schen Kreisring getrennt sind. Nun verklebt man diese Funktionen hin-
reichend glatt und erha¨lt somit eine Funktion, die nicht mehr holomorph
ist. Unter passenden Voraussetzungen existiert ein quasikonformer Ko-
ordinatenwechsel, so dass die konjugierte Funktion analytisch ist und
Eigenschaften von f und g erhalten hat.
Eine quasikonforme Abbildung eines Gebietes G ⊂ Ĉ auf G′ ⊂ Ĉ ist ein
orientierungserhaltender Homo¨omorphismus f : G → G′ mit folgenden
Eigenschaften. Die Abbildung f ist ACL (absolut stetig auf Geraden)
auf fast allen Geraden, die parallel zu den Achsen sind. Weiter existiert
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eine messbare Abbildung (der Beltrami-Koeffizient) µ : G→ C, mit
µ =
∂z
∂z
und ‖µ‖ ≤ k < 1 fast u¨berall.
Dabei ist ∂z durch
∂zf =
1
2
(∂xf − i∂yf)
und ∂z durch
∂zf =
1
2
(∂xf + i∂yf)
erkla¨rt. Es gilt dann wegen der Cauchy-Riemann Differentialgleichungen,
dass f genau dann holomorph in einem Gebiet G ist, falls dort ∂zf = 0
ist.
Eine quasikonforme Abbildung ist durch eine geeignete Normierung ein-
deutig bestimmt. Eine mo¨gliche (und in dieser Arbeit angewandte) Nor-
mierung fu¨r eine quasikonforme Abbildung f : C → C lautet f(0) = 0
und f(z) = z + o(1) fu¨r z →∞.
Es ist K =
k + 1
k − 1 ein Maß fu¨r die Verzerrung von f . Eine konforme
Abbildung bildet (infinitesimal) kleine Kreise auf kleine Kreise ab. Eine
(glatte) quasikonforme Abbildung bildet kleine Kreise auf kleine Ellipsen
ab, wobei K das (maximale) Verha¨ltnis der Halbachsen begrenzt. Eine
quasiregula¨re Abbildung ist eine Abbildung, die lokal als Verknu¨pfung
einer quasikonformen und einer analytischen Funktion dargestellt wer-
den kann. Eine Variante von Shishikuras qc-Lemma (welches als Zusam-
menfassung der Methode der quasikonformen Chirurgie gesehen werden
kann) ist der folgenden Satz.
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Satz 1.4.1 Es sei g : Ĉ → Ĉ eine quasiregula¨re Abbildung und E ⊂ C
eine offene Menge. Es sei Φ : E → E′ eine quasikonforme Abbildung
und fu¨r ein festes N ≥ 0 gelte
1. g(E) ⊂ E,
2. Φ ◦ g ◦ Φ−1 ist auf E′ analytisch,
3. ∂zg = 0 fast u¨berall auf Ĉ \ g−N (E).
Dann existiert eine quasikonforme Abbildung ϕ : Ĉ→ Ĉ, so dass ϕ ◦ g ◦
ϕ−1 eine rationale Funktion ist. Weiter ist ϕ ◦Φ−1 in E′ analytisch und
∂zϕ = 0 fast u¨berall in
⋃
n∈N0
g−n(E).
Eine Anwendung (siehe [SHI]) des qc-Lemmas ist der folgende Abschnitt.
1.5 Polynoma¨hnliche Abbildungen
In [DH3] fu¨hrten Douady und Hubbard die Idee der polynoma¨hnlichen
Abbildungen ein. Sie beobachteten, dass sich Funktionen, eingeschra¨nkt
auf geeignete Teilmengen ihres Definitionsbereiches, oft wie ein Polynom
bestimmten Grades verhalten.
Es seien U, V ⊂ C einfach zusammenha¨ngende Gebiete mit hinreichend
glatten Ra¨ndern (genauer: diese mu¨ssen Nullmengen in C sein) und
U ⊂ V . Eine polynoma¨hnliche Abbildung (f, U, V ) vom Grad k ist eine
eigentliche Abbildung f : U k:1−−→ V . Wenn Verwechslungen auszuschlie-
ßen sind, wird das Tripel (f, U, V ) durch f abgeku¨rzt.
Die aufgefu¨llte Juliamenge von f ist K :=
∞⋂
n=1
f−n(V ). Dies sind die
Punkte in U , die unter Iteration mit f die Menge U nicht verlassen. Die
Juliamenge ist dann ∂K.
Polynoma¨hnliche Abbildungen besitzen sehr nu¨tzliche Eigenschaften. So
gilt folgender von Doaudy und Hubbard stammender Satz, der auch den
Namen von (f, U, V ) rechtfertigt.
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Satz 1.5.1 Es sei (f, U, V ) eine polynoma¨hnliche Abbildung vom Grad
d ≥ 2. Dann existiert ein Polynom P vom Grad d und eine quasikonfor-
me Abbildung Φ : C→ C mit
Φ ◦ P (z) = P ◦ Φ(z) fu¨r z ∈ U.
Dabei gilt
∂Φ
∂z
= 0 im Inneren von K(f), das heißt, Φ ist dort konform.
Funktionen f und P aus obigem Satz heißen hybrid a¨quivalent. Der Satz
besagt, dass eine polynoma¨hnliche Abbildung stets hybrid a¨quivalent zu
einem Polynom gleichen Grades ist. Wesentliche dynamische Eigenschaf-
ten bleiben erhalten. So gilt Φ(J (P )) = J (f) und Φ(K(P )) = K(f) und
K(f) ist genau dann zusammenha¨ngend, wenn
{fn(ζ) : n ∈ N und ζ kritischer Punkt von f} ⊂ K(f)
gilt.
Eine Mo¨glichkeit diese Methode anzuwenden ist sich ein geeignetes Ge-
biet V vorzugeben und eine Urbildkomponente V unter einer analyti-
schen Abbildung (z.B. einem Polynom) zu betrachten. Die Schwierigkeit
liegt dann in der Regel darin zu zeigen (bzw. V geeignet zu wa¨hlen),
dass U ⊂ V gilt.
Kapitel 2
Die Dynamische Ebene
Wir werden die Iteration symmetrischer Polynome untersuchen, also sol-
cher Polynome, deren Juliamenge unter Wirkung der Gruppe
Σd = {ωz : ωd = 1}
invariant ist. Das heißt, fu¨r ω ∈ Σd gilt ω ◦ P = P ◦ ω oder
P (ωz) = ωP (z) (2.1)
fu¨r z ∈ C. Fu¨r die Julia- und Fatoumenge folgt F = ωF und J = ωJ .
Aus (2.1) folgt fu¨r eine d-te Einheitswurzel ω
n∑
k=0
ωkakz
k =
n∑
k=0
ωakz
k.
Somit ist ak 6= 0 genau dann, wenn k = 1 + sd (fu¨r s ∈ N0) gilt. Um
eine Darstellung fu¨r P zu erhalten, normieren wir die Leitkoeffizienten
der Polynome zu 1 und wa¨hlen fu¨r P den kleinstmo¨glichen Grad (gro¨ßer
1). Es ergibt sich als Darstellung
Pc(z) = z(zd − c) (2.2)
fu¨r ein geeignetes c ∈ C. Der Grad von Pc ist d+ 1.
Fu¨r festes c ∈ C fassen wir nun einige grundlegende Eigenschaften der
Polynome Pc zusammen.
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2.1 Erste Eigenschaften
Elementares Rechnen liefert die folgenden Eigenschaften. Die Fixpunkte
von Pc sind 0,∞ und die d-ten Wurzeln aus 1+ c. Die kritischen Punkte
sind Lo¨sungen der Gleichung zd =
c
d+ 1
und werden mit ζj := ωjζ
(oder auch ζc, falls wir die Abha¨ngigkeit vom Parameter betonen wollen)
bezeichnet. Fu¨r die Multiplikatoren der Fixpunkte gilt
λ0 = P ′c(0) = −c und λk = P ′c(zk) = d+ 1 + cd. (2.3)
Die dynamischen Eigenschaften eines Polynoms ha¨ngen wesentlich von
den kritischen Punkten ab. Wir werden diese genauer untersuchen.
Lemma 2.1.1 Es sei ζ ein endlicher kritischer Punkt von Pc. Dann
existieren von ζ unabha¨ngige Polynome Qn mit Pnc (ζ) = ζQn(c).
Fu¨r die Polynome Qn gilt
dn := degQn =
n−1∑
j=0
(d+ 1)j =
1
d
((d+ 1)n − 1)
mit Leitkoeffizient
an =
(−d)(d+1)n−1
(d+ 1)dn
.
Beweis: Wir definieren die Polynome rekursiv durch
Q1(c) =
c
d+ 1
− c und Qn+1(c) = c
d+ 1
(Qn(c))d+1 − cQn(c).
Dann gilt (Induktionsanfang) Pc(ζ) = ζQ1(c) und (Induktionsschritt)
Pn+1(ζ) = P (ζQn(c))
= (ζQn(c))d+1 − cζQn(c)
= ζQn+1(c).
Aus der rekursiven Definition von Qn folgt, dass dn der Rekursion
d1 = degQ1 = 1 und dn+1 = dn(d+ 1) + 1
genu¨gt. Der Induktionsanfang ist erfu¨llt. Der Induktionsschritt ist
dn+1 = dn(d+ 1) + 1 =
n∑
j=0
(d+ 1)j =
(d+ 1)n+1 − 1
d+ 1− 1 .
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Dabei wurde die geometrische Summenformel verwendet. Die Aussage
u¨ber den Leitkoeffizienten an folgt aus der Rekursionsgleichung der Po-
lynome und ebenfalls mit Induktion. Der Leitkoeffizient von Q1 ist
−d
d+ 1
und es gilt an+1 =
(an)d+1
d+ 1
. Das heißt, der Exponent im Nenner erfu¨llt
genau die Rekursionsgleichung von dn, der Exponent im Za¨hler wird je-
weils mit d+ 1 multipliziert. 2
Der erste Teil des Lemma bedeutet, dass das Verhalten der kritischen
Punkte unter Iteration unabha¨ngig von der Wahl des kritischen Punktes
ist. Ist beispielsweise ein endlicher kritischer Punkt in A(∞) enthalten,
so sind alle kritischen Punkte in A(∞) enthalten. Insbesondere ist der
Orbit aller endlichen kritischen Punktes beschra¨nkt, wenn der Orbit ei-
nes endlichen kritischen Punkte beschra¨nkt ist.
Die Juliamenge eines Polynoms ist zusammenha¨ngend oder besteht aus
unendlich vielen Zusammenhangskomponenten. Ist sie nicht zusammen-
ha¨ngend, so kann sie aus unendlich vielen nicht degenerierten Zusammen-
hangskomponenten bestehen (Ein solches Beispiel findet man in [BEA],
Seite 261). Letzteres ist fu¨r Pc ausgeschlossen.
Korollar 2.1.2 Die Juliamenge J (Pc) ist entweder zusammenha¨ngend
oder eine Cantormenge.
Beweis: Nach Lemma 2.1.1 liegen entweder alle kritischen Punkte in
A(∞) oder der Orbit aller endlichen kritischen Punkte ist beschra¨nkt.
Im ersten Fall ist die Juliamenge eine Cantormenge, im zweiten Fall zu-
sammenha¨ngend. 2
Lemma 2.1.3 Fu¨r c ∈ C gilt J (Pc) ⊂ Kr(0) mit r = d
√
1 + |c|.
Beweis: Es sei z ∈ C mit |z| > r. Dann gilt
|Pc(z)| > |z|(|1 + |c|| − |c|) = |z|.
Somit ist z ∈ A(∞). 2
Im Falle c > 0 ist d
√
1 + c ∈ J , da er ein abstoßender Fixpunkt ist (Es
gilt P ′
(
d
√
1 + c
)
= d + 1 + cd > 1). Dies zeigt, dass der Radius r aus
obigem Lemma im allgemeinen nicht verbessert werden kann.
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Satz 2.1.4 Fu¨r j = 0, . . . , d − 1 seien ζj die (endlichen) kritischen
Punkte. Es wird genau dann ein kritischer Punkt ζj von einem Zykel
angezogen, wenn alle kritischen Punkte von einem Zykel (nicht notwen-
digerweise der gleiche Zykel) angezogen werden. Insbesondere haben alle
attraktiven/parabolischen Zykel die gleiche La¨nge.
Beweis: Wir nehmen an, dass ζ0 von einem Zykel der La¨nge m ange-
zogen wird. Somit konvergiert die Iteriertenfolge Pnmc (ζ0) gegen einen
Punkt z0 des Zykels. Wegen Lemma 2.1.1 gilt Pnmc (ζj) = ζjQnm(c) fu¨r
j = 0 . . . d − 1, wobei die Polynome Qn unabha¨ngig von den kritischen
Punkten sind. Fu¨r n → ∞ konvergiert Qnm(ζ0) gegen z0
ζ0
. Fu¨r jeden
kritischen Punkt gilt
Pnmc (ζj) = ζjQnm(c)→
ζj
ζ0
z0 fu¨r n→∞.
Aus Pc
(
ζj
ζ0
z0
)
=
ζj
ζ0
Pc(z0) folgt, dass Pmc
(
ζj
ζ0
z0
)
=
ζj
ζ0
z0 gilt und da-
mit Punkt eines Zykels der La¨nge kleiner gleichm ist, der einen kritschen
Punkt anzieht. Zu zeigen ist noch, dass die La¨nge des Zykels genau m
ist. Angenommen, sie ist es nicht. Dann existiert ein l mit 1 ≤ l ≤ m− 1
mit P lc
(
ζj
ζ0
z0
)
=
ζj
ζ0
z0. Es folgt P lc(z0) = z0, was der Voraussetzung
widerspricht. 2
Lemma 2.1.5 Zieht ein attraktiver oder parabolischer Zykel k kritische
Punkte an, so zieht jeder attraktive oder parabolische Zykel k kritische
Punkte an.
Beweis: Dies folgt aus Formel (2.1) und Satz 2.1.4. Denn zieht ein Zykel
die k kritischen Punkte ζj (j = 0 . . . k − 1) an, so zieht der mit ω ∈ Σd
gedrehte Zykel (nicht notwendigerweise verschieden) genau die k kriti-
schen Punkte ωζj an.
Da durch Multiplikation mit einer Einheitswurzel alle endlichen kriti-
schen Punkte betrachtet werden, kann es auch keine weiteren attraktiven
oder parabolische Zykel geben. 2
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Lemma 2.1.6 Es sei c ∈ C so gewa¨hlt, dass
1. 0 abstoßender oder parabolischer Fixpunkt ist, und
2. ein attraktiver/parabolischer Zykel existiert, der kritische Punkte
anzieht.
Dann entha¨lt jedes Fatougebiet maximal einen kritischen Punkt.
Ist 0 ein attraktiver Fixpunkt, so entha¨lt das Fatougebiet, welches 0
entha¨lt, auch alle kritischen Punkte von Pc.
Beweis: Nach Voraussetzung existiert ein Fatougebiet, welches einen
kritischen Punkt entha¨lt. Damit sind alle kritischen Punkte in F ent-
halten. Da O abstoßender oder parabolischer Fixpunkt ist, landet in 0
mindestens ein external Ray. Aufgrund der Symmetrie landen dann min-
destens d (symmetrische) external Rays in 0. Diese trennen die kritschen
Punkte (ebenfalls symmetrisch) voneinander. Das heißt, dass K \ {0} in
mindestens d Komponenten zerfa¨llt, in denen jeweils maximal ein kriti-
scher Punkt enthalten ist.
Die letzte Aussage folgt aus Satz 2.1.4 und der Tatsache, dass das Fa-
tougebiet, welches 0 entha¨lt, und die kritischen Punkte die gleiche Sym-
metrie respektieren. 2
Satz 2.1.7 Das Polynom Pc habe einen Zykel der La¨nge m, der nicht
aus der 0 besteht und der k kritische Punkte anzieht. Es sei n die Anzahl
der verschiedenen Zykel von Pc, die kritische Punkte anziehen. Dann gilt:
nk = d und k teilt m.
Beweis: Die erste Gleichung folgt aus der Tatsache, dass es genau d
(endliche) kritische Punkte gibt und dass nach Lemma 2.1.5 keine wei-
teren Zykel existieren, die kritische Punkte anziehen ko¨nnten.
Die Gesamtzahl der stabilen Gebiete U , die einen Zykelpunkt enthalten,
ist nm. Da die Fatoumenge invariant unter Drehungen mit ω ∈ Σd ist,
ist ωU ebenfalls ein Zykelgebiet. Es sei V ein weiteres solches Gebiet mit
V 6= ωU . Falls ein solches Gebiet V existiert, fu¨hrt die Symmetrie aber
auf genau d neue Gebiete. Insgesamt existieren nm solche Gebiete und
es gilt somit d|nm.
Da d = nk ist, teilt nk auch nm. Dies beweist k|m. 2
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Abbildung 2.1: Gelbe Punkte entsprechen den Zykelpunkten, weiße den
kritischen Punkten. Die stabilen Gebiete, die der gelb markierte Zykel
anzieht, sind farbig gekennzeichnet.
Beispiel 2.1 Wir betrachten ein Beispiel (Abbildung 2.1). Es sei d = 4
und c = 1, 375125 + i0, 216722. Mit den Bezeichnungen aus Satz 2.1.7
gilt dann m = 6 und n = 2. Es gibt 4 kritische Punkte, 2 attraktive Zykel
der La¨nge 6 (damit 12 Zykelgebiete) und jeder Zykel zieht 2 kritische
Punkte an. Der zweite (gedrehte) Zykel besteht aus den symmetrischen
schwarz gefa¨rbten Gebieten.
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Wir beweisen nun, dass sich die Symmetrie der Polynome auch in der
Bo¨ttcherfunktion widerspiegelt. Diese Aussage werden wir sowohl in Zu-
sammenhang mit der dynamischen Ebene als auch mit der Parametere-
bene beno¨tigen.
Lemma 2.1.8 Es sei ω ∈ Σd und ϕ die (eindeutige) Bo¨ttcherfunktion
zum Polynom Pc mit Normierung ϕ ∼ z fu¨r z →∞. Dann gilt
ϕ(ωz) = ωϕ(z). (2.4)
Beweis: Die Funktion ϕ erfu¨llt die Bo¨ttcherfunktionalgleichung, das
heißt fu¨r ϕ gilt
(ϕ(z))d+1 = Pc(ϕ(z)) und ϕ(z) ∼ z bei ∞.
Wir definieren Ψ durch Ψ(z) = ω−1ϕ(ωz). Dann gilt
(Ψ(z))d+1 = ω−1(ϕ(ωz))d+1
= ω−1Pc(ϕ(ωz))
= Pc(Ψ(z)).
Also erfu¨llt Ψ die Bo¨ttcherfunktionalgleichung. Zudem gilt Ψ ∼ z bei∞.
Damit gilt ϕ = Ψ und die Behauptung. 2
2.2 Konjugation
Wir konjugieren Pc mit zd. Dadurch lo¨sen wir die Symmetrien, so dass
nur noch ein freier kritischer Punkt (mit Vielfacheit 1) existiert. Einem
attraktiven Zykel in der konjugierten Ebene entsprechen dann mo¨gli-
cherweise mehrere attraktive Zykel in der urspru¨nglichen dynamischen
Ebene. Die Zykella¨nge kann sich ebenfalls vera¨ndern, allerdings nicht
beliebig. Sie muss gewissen Teilbarkeitsrelationen genu¨gen.
Durch die Gleichung
fc ◦ q = q ◦ Pc (2.5)
wird mit q(z) = zd eine Funktion fc erkla¨rt, die wegen
(Pc(z))d = zd
(
zd − c)d = q(z)(q(z)− c)d
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der Darstellung fc(z) = z(z − c)d genu¨gt. Elementares Rechnen liefert
folgende Eigenschaften u¨ber fc.
Lemma 2.2.1 Die Fixpunkte von fc sind z = 0 und zj = c + ωj (mit
ωj ∈ Σd). Die endlichen kritischen Punkte sind c ((d-1)-fach) und c
d+ 1
.
Der Orbit unter Iteration mit fc von c ist c
fc→ 0 fc→ 0 . . . . Der kritische
Punkt
c
d+ 1
ist frei und bestimmt somit die Dynamik.
Diese neue Darstellung erweist sich als nu¨tzlich um die hyberbolischen
Komponenten des Connectedness Locus in Kapitel 3.3 zu beschreiben.
Wir untersuchen nun den Zusammenhang zwischen den konjugierten
Ebenen.
Satz 2.2.2 Die Juliamenge J (Pc) ist genau dann zusammenha¨ngend,
wenn die Juliamenge J (fc) zusammenha¨ngend ist. Weiter gilt z ∈ AP (∞)
genau dann, wenn q(z) ∈ Af (∞) ist. Insbesondere folgt q(J (Pc)) =
J (fc).
Beweis: Aus (2.5) folgt
fnc
(
c
d+ 1
)
= fnc (q(ζj)) = q ◦ Pnc (ζj).
Somit ist der Orbit des freien kritischen Punktes von fc genau dann be-
schra¨nkt, wenn der Orbit eines kritischen Punktes von Pc beschra¨nkt ist.
Ist z ∈ AP (∞), so gilt Pnc (z) → ∞ fu¨r n → ∞. Damit gilt auch q ◦
Pnc (z)→∞ fu¨r n→∞. Aufgrund der Konjugation (2.5) gilt fnc (q(z))→
∞.
Angenommen, es existiert ein z ∈ Af (∞), so dass q−1(z) 6⊂ AP (∞) ist.
Dann folgt ebenfalls aus (2.5), dass z 6∈ Af (∞). Dies ist ein Widerspruch.
2
Beispiel 2.2 In Abbildung 2.2 betrachten wir den gleichen Parameter
wie in Beispiel 2.1. Die attraktiven Zykel werden u¨bereinander geschoben.
Aus zwei attraktiven Zykeln der La¨nge 6 wird einer der La¨nge 3. Es
existiert kein weiterer attraktiver Zykel. Der freie (einfache) kritische
Punkt ist markiert.
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Abbildung 2.2: In der urspru¨ngli-
chen Ebene:Pc
Abbildung 2.3: In der konjugierten
Ebene:fc
Satz 2.2.3 Es sei z0 ein Zykelpunkt eines attraktiven oder parabolischen
Zykels der La¨nge m. Der Zykel ziehe k kritische Punkte an. Dann ist zd0
ein Zykelpunkt von fc eines attraktiven oder parabolischen Zykels der
La¨nge
m
k
.
Beweis: Nach Voraussetzung gilt Pmc (z0) = z0. Aus (3.4) folgt
fmc ◦ q(z0) = q ◦ Pmc (z0) = q(z0).
Also ist q(z0) = zd0 ein Zykelpunkt eines Zykels von fc der La¨nge n ≤ m.
Es seien ζ1, . . . , ζk die k kritischen Punkte von Pc, die der attraktive oder
parabolische Zykel anzieht. Es ist ζ = q(ζj) =
c
d+ 1
fu¨r j = 1, . . . , k der
kritische Punkt von fc, der vom Zykel angezogen wird. Unter q werden
die stabilen Gebiete von Pc auf die stabilen Gebiete von fc abgebil-
det. Das heißt, jedes Fatougebiet von Pc, welches einen kritischen Punkt
entha¨lt (und nur diese!), werden auf das Fatougebiet von fc abgebildet,
welches ζ entha¨lt. Folglich ist
m
k
die La¨nge des Zykels von fc. 2
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2.3 Polynoma¨hnliche Abbildungen
In diesem Abschnitt zeigen wir, wie J (Pc) aus Juliamengen von quadra-
tischen Polynomen zusammengesetzt ist. Damit gilt ab jetzt d > 1, da
fu¨r den Fall d = 1 nichts zu zeigen ist.
Eine Jordankurve γ zerlegt die komplexe Ebene in zwei Zusammenhangs-
komponenten. Wir bezeichnen mit int γ die beschra¨nkte offene Kompo-
nente.
Satz 2.3.1 Es sei |c| > 1 (das heißt, 0 ist abstoßender Fixpunkt von
Pc), alle kritischen Punkte seien in beschra¨nkten stabilen Gebieten ent-
halten und die Juliamenge sei eine Kurve. Dann existieren analytische
Jordankurven γ, Γ und ein Polynom P˜ mit:
1. γ ⊂ int Γ,
2. P˜ (γ) = Γ und
3. P˜ : int γ 2:1→ int Γ.
Insbesondere ist
(
P˜ , int γ, int Γ
)
eine polynoma¨hnliche Abbildung vom
Grad 2 und hybrid a¨quivalent zu einem quadratischen Polynom.
Der Beweis dieses Satzes wird sich u¨ber den Rest des Kapitels erstrecken.
Er gliedert sich wie folgt. Zuna¨chst definieren wir die Abbildung P˜ als
Kombination aus einer Iterierten von Pc und einer Drehung, die in Zu-
sammenhang zur Symmetrie der Polynome steht. Anschließend konstru-
ieren wir Γ. Dies ist ein recht technischer Prozess mit vielen Bezeich-
nungen. Wir verweisen auf Abbildung 2.3 fu¨r eine schematische Darstel-
lung von Γ und auf Abbildung 2.3 fu¨r eine schematische Darstellung des
Satzes. Danach wa¨hlen wir das richtige Urbild γ von Γ unter P˜ . Die
Innengebiete werden dann eigentlich aufeinander abgebildet, und wir
bestimmen den Abbildungsgrad. Dann nutzen wir die Eigenschaften der
Kurven, um zu zeigen, dass das Innengebiet von γ kompakt im Innenge-
biet von Γ enthalten ist. Diese Kurven sind allerdings nicht analytisch.
Im letzten Schritt stellen wir die Analytizita¨t mit Hilfe eines Approxi-
mationsarguments her.
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Abbildung 2.4: schematisches Dar-
stellung von Satz 2.3.1
Um P˜ zu definieren, bedarf es ei-
niger Vorbereitungen. Da 0 ein
abstoßender Fixpunkt ist, landet
mindestens ein external Ray in 0.
Aufgrund der Symmetrie ist die
Anzahl der in 0 landenden Strah-
len ein Vielfaches von d. Es sei-
en Rj die ld (mit l ∈ N) external
Rays (der Lesbarkeit halber iden-
tifizieren wir die Landewinkel mit
ihren Indizes: Rθ0 = R0), die in 0
landen. Wir fixieren einen endli-
chen kritischen Punkt ζ von Pc.
Es seien R0 und R1 die Strah-
len, die den kritischen Punkt ζ
von den u¨brigen endlichen kriti-
schen Punkten trennen. Es sei k
die kleinste natu¨rliche Zahl, so dass ein Winkel α ∈ [0, 2pi) existiert
mit eidα = 1 und eiαP kc (R0) = R0 (α respektiert die Symmetrie
von Pc. Mo¨glicherweise existiert ein identischer Strahlen P b(R0) mit
b ∈ N, der aber nicht durch Symmetrie mit R0 assoziert ist, das heißt
P b(R0) = eiα˜R0 und eidα˜ 6= 1. Da wir die Symmetrie beno¨tigen, mu¨ssen
wir die Wahl von α einschra¨nken).
Lemma 2.3.2 Die obige Konfiguration existiert.
Beweis: Das Polynom Pc bildet den in 0 landenden Strahl R0 auf einen
in 0 landenden Strahl R′ ab. Wir pru¨fen, ob wir diesen Strahl unter
Beru¨cksichtigung der Symmetrie der Juliamenge auf R0 drehen ko¨nnen.
Falls ja, dann sind α und k gefunden. Falls nicht, wenden wir Pc erneut
auf R′ an. Wegen [GM] bildet Pc nach endlich vielen Iterationen R0 auf
R0 ab. In diesem Falle setzen wir α = 0. 2
Wir ko¨nnen jetzt die Abbildung P˜ definieren. Der Vorteil von P˜ ist,
dass wir die Juliamenge nicht vera¨ndern, allerdings die Kombinatorik
der external Rays. Alle in 0 landenden Strahlen (z.B. R0) sind jetzt
Fixstrahlen, da (ebenfalls [GM]) alle Winkel in T dieselbe Periode haben.
Vorher konnten sie periodisch sein, so haben in Beispiel 2.1 die in 0
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landenden Strahlen die Periode 2. Dort ist α = pi und k = 1.
Definition 2.3.3 Wir definieren P˜ durch
P˜ (z) := eiαP kc (z). (2.6)
Insbesondere ist k in dem Sinne minimal gewa¨hlt, dass k die kleinste
natu¨rliche Zahl ist, so dass P k(R0) ∪ {0} ∪ P k(R1) einen endlichen kri-
tischen Punkt von Pc von den anderen endlichen kritischen Punkten
trennt.
Das folgende Lemma stellt eine weitere Eigenschaft von P˜ dar. Die Ab-
bildung u¨berdeckt (nicht als eigentliche Abbildung!) einen Sektor, der
einen kritischen Punkt entha¨lt, doppelt.
Lemma 2.3.4 In G existiert je genau ein Urbildstrahl unter P˜ von R0
und R1.
Beweis: Die Abbildung P˜ ist durch P˜ (z) = eiαP kc (z) definiert. Wir
suchen also Urbilder von e−iαR0 (genauso R1) unter P kc , die in G ent-
halten sind. Dazu sei T = {θ0, . . . , θm−1} der Typ des Fixpunktes 0.
Ohne Einschra¨nkung wa¨hlen wir R0 = Rθ0 . Es entspricht G dem Sektor
S0. Dem Strahl e−iαR0 entspricht der Winkel θj = dkθ0 mod 1. Auf-
grund der Symmetrie entha¨lt der Sektor Sj (genau wie der Sektor S0),
der mit dem Intervall Ij = [θj , θj+1] assoziert ist, genau einen kritischen
Punkt von Pc. Ist k = 1, so entha¨lt S0 wegen Satz 1.3.1 genau 2 Urbilder
jedes Winkels aus Sj . Der Winkel θj hat θ0 und einen weiteren Winkel
ϑ ∈ (θ0, θ1) (nicht θ1, denn dθ1 mod 1 = θj+1) als Urbild. Dem Winkel
ϑ entspricht der gesuchte Urbildstrahl.
Ist k > 1, so entha¨lt der dem Intervall [dk−1θ0, dk−1θ1] assozierte Sektor
keinen kritischen Punkt von Pc, da k nach Definition minimal gewa¨hlt
ist. Das Intervall wird also homo¨omorph auf Ij abgebildet. Dies gilt suk-
zessive fu¨r alle, außer dem ersten Intervall. Das einzige Intervall, welches
nicht homo¨omorph abgbildet wird, ist I0, und obige Argumentation ist
anwendbar. 2
Die Urbildstrahlen landen notwendigerweise in einer Nullstelle von P˜ ,
welche in G enthalten ist.
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Nun werden wir die Kurve Γ definieren. Dazu sei ε > 0 so klein, dass
der Kreis K2ε(0) = {z ∈ C : |z| < 2ε} keinen kritischen Punkt von P˜
entha¨lt (insbesondere ist K2ε(0) in einem Gebiet enthalten, in dem eine
konforme Umkehrfunktion von P˜ existiert). Es sei δ = maxG|Kε(0), wo-
bei G die Greensche Funktion des Außengebietes sei (mit Pol in ∞ und
auf der aufgefu¨llten Juliamenge K = K(Pc) durch 0 fortgesetzt).
Die Menge K\{0} zerfa¨llt in ld Zusammenhangskomponenten Kj . Diese
nummerieren wir (mathematisch postiv), so dass Rj∪{0}∪Rj+1 (Indizes
mod ld) die Komponente Kj von den anderen Komponenten trennt. Es
ist dann ζ ∈ K0.
Es sei Rj die Zusammenhangskomponente von A(∞) ∩ {z ∈ C : |z| <
2ε}, deren Schnitt mit Rj nicht leer ist. Wir definieren die Menge K als
Zusammenhangskomponente von Kε(0) \ {R0 ∪ K0 ∪R1}. Deren End-
punkte erfu¨llen z0 ∈ Kld−1 und z1 ∈ K1 (im Fall d = 2 ist Kld−1 = K1
mo¨glich). Insbesondere ist kein Punkt von K in R0 enthalten.
Nach Voraussetzung ist die Juliamenge eine Kurve. In z0 und in z1 landen
demnach external Rays. Es seien S0 und S1 Teilstu¨cke dieser landenden
Strahlen, welche z0 bzw. z1 und die Niveaulinie Nδ := {z ∈ C : G(z) =
2δ} verbinden. Die Schnittpunkte der Strahlen mit Nδ sind eindeutig.
Es sei ϕ : Ĉ \ K → Ĉ \ D die Bo¨ttcherabbildung. Damit definieren wir
N ⊂ Nδ durch
N = {z ∈ Nδ : Argϕ(S0) ≤ Argϕ(z) ≤ Argϕ(S1)} .
Definition 2.3.5 Mit den obigen Bezeichnungen sei
Γ := K ∪ S1 ∪N ∪ S2
und γ die Zusammenhangskomponente des Urbildes von Γ unter P˜c,
welches K ins Innengebiet von Kε abbildet (Abbildung 2.3).
Offenbar ist Γ eine Jordankurve, die keinen kritischen Wert von P˜c
entha¨lt. Damit ist auch γ eine geschlossene Jordankurve. Noch sind zwei
Dinge zu zeigen. Zum Einen werden wir zeigen, dass Γ und γ keinen
Schnittpunkt haben. Des Weiteren sind die Kurven Γ und γ nicht analy-
tisch. Wir werden die beiden Kurven anschließend durch geeignete ana-
lytische Approximationen ersetzen.
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N
R1
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K
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Abbildung 2.5: Schematische Darstellung von Γ. Das gru¨ne Kreuz
symbolisiert die aufgefu¨llte Juliamenge K.
Lemma 2.3.6 Die Abbildung P˜ ist eine eigentliche Abbildung vom Grad
2 von int γ auf int Γ.
Beweis: Nach Konstruktion ist P˜ eigentlich. Wie im Beweis von Lemma
2.3.4 untersuchen wir zuna¨chst den Fall k = 1. In int γ hat P nach Kon-
struktion genau einen kritischen Punkt. Ist k > 1, so entha¨lt P l(int γ)
fu¨r 1 ≤ l < k keinen kritischen Punkt von P . 2
Lemma 2.3.7 Es gilt Γ ∩ γ = ∅.
Beweis: Angenommen, es existiert z′ ∈ Γ∩γ. Nach Konstruktion gilt fu¨r
die Greensche Funktion G|Γ ≤ 2δ. Fu¨r γ bedeutet dies G|γ ≤ 2δ(d+ 1)k <
δ, da d ≥ 2 und k ≥ 1. Insgesamt folgt G(z′) < δ < 2δ, damit ist z′ 6∈ N .
Insbesondere ist z′ in der Komponente der durch R0∪{0}∪R1 zerlegten
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Ebene enthalten, die nicht K0 entha¨lt.
Es sei g die in einer Umgebung von 0 definierte Umkehrabbildung von P˜ ,
die 0 auf 0 abbildet. Da 0 attraktiver Fixpunkt fu¨r g ist, gilt g(K)∩K =
∅.
Die Strahlstu¨cke S0 und S1 ko¨nnen sich nicht mit ihren Urbildern unter
P˜ schneiden, da sie nicht Teilstu¨cke von Fixstrahlen sind.
Was bleibt zu untersuchen: (Wir betrachten jeweils die Urbilder, die in
γ enthalten sind.)
1. Ein Urbild von N ko¨nnte S0 oder S1 schneiden.
2. Ein Urbild von N oder ein Urbild von S0 oder S1 ko¨nnte K schnei-
den.
3. Ein Urbild von K ko¨nnte S0 oder S1 schneiden.
Es sei N˜ = N ∪ S0 ∪ S1. Diese Kurve verbindet z0 mit z1. Betrachte
N˜ in Bo¨ttcherkoordinaten. Es sei G das Gebiet aus Lemma 2.3.4. Es
R0
R1
N˜
Abbildung 2.6: N˜ in Bo¨ttcherkoordina-
ten.
Seite 30 Dynamik
entha¨lt nach Lemma 2.3.4 je ein Urbild R′0 von R0 und R
′
1 von R1 (mit
Rj 6= R′j), die in der in G enthaltenden Nullstelle landen. Da P˜ orien-
tierungserhaltend ist, gilt fu¨r die Argumente (ArgRt = Arg z = t mit
z ∈ ϕ(Rt) beliebig, ϕ die Bo¨ttcherabbildung) in Bo¨ttcherkoordinaten:
ArgR0 < ArgR′0 < ArgR
′
1 < ArgR1.
Hierbei verstehen wir a < b < c in R/Z so, dass b zwischen (bzgl. mathe-
matisch positiver Richtung) a und c liegt. Also existieren zwei disjunkte
Urbilder von N˜ , die zu γ geho¨ren. Das Urbild eines Bogens (in Bo¨ttcher-
koordinaten) N schneidet die Strahlen R′0 und R1 oder R0 und R
′
1.
Diese Urbilder sind im Innengebiet der geschlossenen Kurve (in Bo¨tt-
cherkoordinaten)
N˜ ∪ {|z| = 1 : ArgS0 ≤ z ≤ ArgS1}
enthalten. Falls dies nicht so wa¨re, dann existierte ein Schnittpunkt s
(ohne Einschra¨nkung s ∈ S1) von S1 mit einem Urbild von N . Fu¨r die
Argumente gilt:
ArgR1 < ArgS1 < ArgS′1
und entsprechend fu¨r das Bild unter σ (insbesondere fu¨r N):
ArgR1 < (d+ 1)k ArgS1 mod 1 < ArgS1.
Dann wa¨re N aber ein Vollkreis, weil die La¨nge des Bildintervalls unter
σ kleiner als die La¨nge des urspru¨nglichen Intervalls wa¨re. Dies ist ein
Widerspruch und zeigt Punkt 1.
Die zu γ geho¨renden Urbilder von N˜ sind in A(∞) enthalten. Nach Kon-
struktion sind alle in A∞ enthaltenden Komponeten von K nicht in R0
enthalten. In Bo¨ttcherkoordinaten betrachtet liegen sie im Außengebiet
der Kurve
N˜ ∪ {|z| = 1 : ArgS0 ≤ z ≤ ArgS1}.
Folglich kann es keinen Schnittpunkt zwischen Urbildern vonN , S0 oder S1
und dem Kreissegment K geben, was Punkt 2 zeigt.
Fu¨r die MengenRj (j = 0, 1) und die Funktion g (in einer Umgebung um
0, dieK2ε(0) entha¨lt, definierte Umkehrfunktion von P˜ ) gilt g(Rj) ⊂ Rj ,
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da die Strahlen, die in 0 landen, unter P˜ und damit auch unter g fix sind.
Deshalb gilt
g(K) ∩ S0 = ∅ und g(K) ∩ S1 = ∅,
weil Sj ⊂ Rj . Dies zeigt Punkt 3. 2
Lemma 2.3.8 Es seien Γ und γ wie in Definition 2.3.5. Dann existieren
analytische Jordankurven γ′ und Γ′ mit
P˜ : int γ′ 2:1→ int Γ′
und γ′ ∩ Γ′ = ∅.
Beweis: Es sei ϕ die Riemannabbildung, die int Γ konform auf D abbil-
det und fu¨r die ϕ(0) = 0 gilt. Fu¨r hinreichend kleines ε > 0 ist
Γ′ := ϕ−1({|z| = 1− ε})
eine analytische Jordankurve mit analytischem Urbild γ′ unter P˜ , so
dass die Aussagen aus Lemma 2.3.4 gelten. 2
Abbildung 2.7: Das Polynom 5ten
Grades.
Abbildung 2.8: Das Polynom 2ten
Grades
Die obigen Aussagen beweisen Satz 2.1.7. Das heißt, die Abbildung P˜
ist eine polynoma¨hnliche Abbildung zwischen den Innengebieten von γ
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und Γ. Betrachten wir die aufgefu¨llte Juliamenge der polynoma¨hnlichen
Abbildung K =
⋂
n∈N
P˜−n(int γ) oder die Juliamenge, als ihr Rand, so
ist diese konjugiert zu der (aufgefu¨llten) Juliamenge eines quadratischen
Polynoms.
Die von uns zu dem Beweis von Satz 2.3.1 angewandte Methode kann als
Variation der Methode der Renormalisierung verstanden werden (siehe
[McM2]). Im Gegensatz dazu betrachten wir nicht ausschließlich Iterier-
te, sondern nutzen noch die Symmetrien der Familie Pc aus.
Kapitel 3
Die Parameterebene
3.1 Einleitung
Nachdem wir im vorigen Kapitel die Dynamik eines hyperbolischen Poly-
noms Pc fu¨r ein festes c beschrieben haben, werden wir in diesem Kapitel
untersuchen, wie sich die Juliamenge vera¨ndert, wenn wir den Parame-
ter c varieren. Wir teilen die Parameterebene in Parameter, in denen die
Juliamenge zusammenha¨ngend ist und in solche, in denen sie nicht zu-
sammenha¨ngend ist, ein. Auf diese Weise erhalten wir den so genannten
Connectedness Locus. Im quadratischen Fall (d = 1) wird diese Menge
auch Mandelbrotmenge genannt. Wesentliche Eigenschaften dieser Men-
ge gehen auf systematische Untersuchungen von Douady und Hubbard
(vgl. [DH1]) zuru¨ck. Einige ihrer Ideen werden wir u¨bertragen.
Definition 3.1.1 Es sei d ∈ N. Wir definieren die Menge Cd ⊂ C als
die Menge aller Parameter c ∈ C, so dass die Juliamenge J (Pc) zusam-
menha¨ngend ist.
Mit den Bezeichnungen und der Aussage von Lemma 2.1.1 (ζQn(c) =
Pnc (ζ) fu¨r einen kritischen Punkt ζ) erhalten wir die folgende Charakte-
risierung von Cd:
Folgerung 3.1.2 Es gilt c ∈ Cd genau dann, wenn die Menge
{Qn(c) : n ∈ N}
beschra¨nkt ist
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Wir untersuchen die Menge Cd auf Symmetrien. Auch hier sind die Po-
lynome Qn nu¨tzlich, um die Aussagen zu beweisen. Wie im vorherigen
Abschnitt bezeichne Σd die Menge {ωz : ωd = 1}.
Lemma 3.1.3 Fu¨r jedes d ∈ N ist Cd symmetrisch zur reellen Achse.
Fu¨r die Menge Cd gilt ωCd = Cd fu¨r ω ∈ Σd. Fu¨r jedes d gilt D ⊂ Cd.
Beweis: Die erste Aussage folgt aus der Tatsache, dass Qn ein Polynom
mit reellen Koeffizienten ist. Deshalb gilt |Qn(z)| = |Qn(z)| = |Qn(z)|.
Aus der Darstellung der Qn folgt Qn(ωc) = ωQn(c). Damit gilt
|Qn(c)| = |ωQn(c)| = |Qn(ωc)|.
Insbesondere gilt c ∈ Cd genau dann, wenn ωc ∈ Cd ist.
Wegen (2.3) werden fu¨r |c| < 1 alle kritischen Punkte von dem attrak-
tiven Fixpunkt 0 angezogen. Insbesondere ist ihr Orbit beschra¨nkt und
damit ist D ⊂ Cd 2
Folgerung 3.1.2 ko¨nnen wir noch einen quantitativen Charakter geben,
der insbesondere eine Schranke zum Erstellen von Bildern am Computer
durch escape-time-Algorithmen liefert.
Lemma 3.1.4 Es sei c ∈ C und d ∈ N. Ist |c| > 6, dann ist c 6∈ Cd.
Insbesondere gilt
Cd = {c ∈ C : |Qn(c)| ≤ 6 fu¨r alle n ∈ N}.
Beweis: Wir nutzen die in Lemma 2.1.1 definierten Polynome Qn und
zeigen, dass fu¨r |c| > 6 die Abscha¨tzung |Qn(c)| ≥ 3n gilt.
Da d ≥ 1 ist, gilt (Induktionsanfang)
|Q1(c)| = d
d+ 1
|c| ≥ 1
2
· 6 = 31.
Weiter gilt (Induktionsschritt)
|Qn+1(c)| = 1
d+ 1
|cQn(c)||(Qn(c))d − 1|
≥ 1
d+ 1
6 · 3n(3dn − 1)
≥ 3n+1.
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Fu¨r |c| < 1 gilt stets c ∈ Cd nach Lemma 3.1.3. Sei also |c| ≥ 1. Gilt fu¨r
n ∈ N und c ∈ C, dass |Qn(c)| > 6 ist, so folgt aus der rekursiven Defini-
tion der Qn und der obigen Induktion, dass die Menge {Qn(c) : n ∈ N}
unbeschra¨nkt ist. Nach Folgerung 3.1.2 zeigt dies die Darstellung. 2
Abbildung 3.1: Connectedness Locus fu¨r d = 3, 4, 5, 6.
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3.2 Topologie der Menge Cd
In diesem Abschnitt werden wir topologische Eigenschaften der Men-
ge Cd studieren. Wir werden zeigen (vgl. Mandelbrotmenge), dass fu¨r
jedes d ∈ N die Menge Cd eine kompakte und zusammenha¨ngende Men-
ge ist. Hierfu¨r modifizieren wir den Beweis von Douady und Hubbard,
den sie fu¨r die Mandelbrotmenge entwickelt haben. Sie konstruieren ei-
ne Funktion, die das A¨ußere der Mandelbrotmenge auf das A¨ußere des
Einheitskreises konform abbildet.
Satz 3.2.1 Es sei d ∈ N. Dann gilt
1. Cd ist kompakt, und
2. Cˆ\Cd ist ein Gebiet.
Beweis: Wegen Lemma 3.1.4 ist noch zu zeigen, dass die Menge Cd
abgeschlossen ist. Dies gilt, da
Cd = {c ∈ C : |Qn(c)| ≤ 6 fu¨r alle n ∈ N}
=
⋂
n∈N
{c ∈ C : |Qn(c)| ≤ 6}.
Damit ist Cd kompakt.
Falls Cˆ\Cd nicht zusammenha¨ngend ist, existiert eine beschra¨nkte Zu-
sammenhangskomponente U von Cˆ\Cd. Fu¨r ζ ∈ ∂U ⊂ Cd gilt aufgrund
von Lemma 3.1.4 dann |Qn(ζ)| < 6 fu¨r alle n ∈ N. Aufgrund des Maxi-
mumprinzips gilt dann auch |Qn(u)| < 6 fu¨r alle u ∈ U und n ∈ N. Das
hieße aber U ⊂ Cd, was ein Widerspruch ist. 2
Wir zeigen jetzt, dass die Mengen Cd zusammenha¨ngend sind, indem wir
den Douady-Hubbard Beweis fu¨r die klassische Mandelbrotmenge modi-
fizieren. Um eine einfache Parametrisierung fu¨r die kritischen Punkte zu
erlangen, betrachten wir bis zum Ende dieses Abschnitts Polynome, die
durch die Formel
zd+1 − cdz
definiert werden. Der Lesbarkeit halber werden wir ebenfalls die Bezeich-
nung Pc wa¨hlen. Ohne Beweis fassen wir die folgenden Eigenschaften
zusammen.
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Satz 3.2.2 Die endlichen kritischen Punkte von zd+1− cdz erfu¨llen die
Gleichung zd =
cd
d+ 1
. Der Orbit eines kritischen Punktes unter Itera-
tion ist genau dann beschra¨nkt, wenn der Orbit aller kritischen Punkte
beschra¨nkt ist.
Fu¨r einen kritischen Punkt ζ gilt Pnc (ζ) = ζQn(c
d) mit den in Lemma
2.1.1 definierten Polynomen Qn.
Die Symmetrie der Mengen Cd (nicht der Juliamengen) hat sich jetzt
vera¨ndert. War sie vorher invariant unter Multiplikation mit ω ∈ Σd, so
ist sie nun invarinat unter Multiplikation mit ω ∈ Σd2 (siehe Abbildung
3.2).
Lemma 3.2.3 Fu¨r ω ∈ Σd2 gilt ωCd = Cd.
Beweis: Es sei c ∈ Cd und ω ∈ Σd2 . Dann gilt ωd ∈ Σd und damit
Pωc(ζ) = Qn
(
(ωc)d
)
= ωdQn(cd).
Die Behauptung folgt wie in Lemma 3.1.3. 2
Abbildung 3.2: Connectedness Locus fu¨r d = 3 bzgl. z(zd− c) (linkes
Bild) und bzgl. z(zd − cd) (rechtes Bild).
Wir werden nun die eingangs besprochene Abbildung erkla¨ren. Dazu
beno¨tigen wir die Bo¨ttcherfunktion ϕc, die in einer Umgebung von Un-
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endlich die Lo¨sung der Bo¨ttcher-Funktionalgleichung
ϕc ◦ Pc ◦ ϕ−1c (z) = zd+1 (3.1)
ist. Sie ist durch lim
z→∞
ϕc(Pc(z))
zd+1
= 1 normiert. Die Funktion ϕ ist mit
diesen Vorausetzungen eindeutig bestimmt und in den Variablen z (in
einer von c abha¨ngigen Umgebung von Unendlich) und c (in ganz C, da
Pc holomorph in C von c abha¨ngt) holomorph.
Definition 3.2.4 Es sei Φ : Ĉ\Cd → Ĉ durch
Φ(c) = ϕc(Pc(ζc))
definiert. Dabei parametrisiert ζc = c
d
√
1
d+ 1
einen kritischen Punkt.
Als erstes zeigen wir, dass die Funktion Φ wohldefiniert ist.
Lemma 3.2.5 In Ĉ \ Cd ist Φ wohldefiniert.
Beweis: Es sei r > 0 so groß gewa¨hlt, dass ϕc in D0 = {z ∈ C : |z| > r}
existiert. Wir definieren rekursiv das Gebiet Dn als die Komponente von
P−1c (Dn−1), die Dn−1 entha¨lt. Aus der Riemann-Hurwitz-Formel folgt,
dass die Gebiete Dn einfach zusammenha¨ngend sind, solange kein kriti-
scher Punkt in Dn enthalten ist. Wir wa¨hlen n0 als die gro¨ßte natu¨rliche
Zahl, so dass das Gebiet Dn0 noch einfach zusammenha¨ngend ist:
n0 := max{n ∈ N : ζc 6∈ Dn}.
In D0 ist ϕc definiert. Mit (3.1) setzen wir ϕc durch
ϕc(z) = d+1
√
ϕc(Pc(z)) (3.2)
sukzessive nach Dn0 fort. Da Pc(ζc) ∈ Dn0 gilt, ist Φ fu¨r c 6∈ Cd wohlde-
finiert. 2
Lemma 3.2.6 Die Funktion Φ ist eine eigentliche Abbildung von Ĉ\Cd
auf Ĉ \ D.
Die Parameterebene Seite 39
Beweis: Wir zeigen, dass fu¨r c ∈ Ĉ \ Cd und c → ∂Cd auch Φ(c) → ∂D
gilt. Dazu wa¨hlen wir die Zahl r aus Lemma 3.2.5 so groß, dass |ϕc(z)| >
1 in D0 ist. Aus (3.2) folgt |Φ(c)| > 1 fu¨r c ∈ Ĉ \ Cd.
Fu¨r c0 ∈ ∂Cd (r hinreichend groß) ist Pc0(D0) ⊂ D0. Wa¨hle ein δ > 0,
so dass fu¨r |c− c0| < δ auch Pc(D0) ⊂ D0 gilt. Es sei
Mc := max{|ϕc(z)| : z ∈ D0 \ Pc(D0)}
und
M := sup{Mc : |c− c0| < δ} > 1. (3.3)
Fu¨r hinreichend kleines δ ist M endlich. Fu¨r c 6∈ Cd definieren wir k(c)
durch
k(c) = min{k ∈ N0 : P kc (ζc) ∈ D0}. (3.4)
Falls c → ∂Cd, folgt auch k(c) → ∞. Denn angenommen nicht, dann
existiert eine Folge (cj) und ein k0 ∈ Nmit cj → c0 ∈ ∂Cd und k(cj) ≤ k0.
Somit ist P k0cj (ζcj ) ∈ D0 fu¨r alle j ∈ N. Nach Grenzu¨bergang (j → ∞)
folgt P k0c0 (ζc0) ∈ D0, was hieße, dass der Orbit dieses kritischen Punktes
unbeschra¨nkt ist. Damit wa¨re c0 6∈ Cd, was ein Widerspruch ist.
Aufgrund der Bo¨ttcher-Funktionalgleichung gilt
Φ(c) = (d+1)
k
√
ϕc(P kc (ζc)).
Da P k(c)c (ζc) ∈ D0 \ Pc(D0) ist, folgt mit (3.3), (3.4)
1 < |Φ(c)| = (d+1)k(c)
√
|ϕc(P k(c)c (ζc))|
≤ (d+1)k(c)
√
M.
Aus k(c)→∞ fu¨r c→ ∂Cd folgt die Behauptung. 2
Im Folgenden bestimmen wir den Abbildungsgrad der Abbildung Φ.
Lemma 3.2.7 Es sei ϕn(z) = (d+1)
n
√
Pc(z) die n-te Approximation an
die Bo¨ttcher-Funktion. Dann gilt fu¨r |z| ≥ 2|c| mit
en =
(d+ 1)n − 1
d(d+ 1)n−1
∼ 1 + 1
d
(fu¨r n→∞)
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die Abscha¨tzung
|ϕn(z)| ≤ |z|
(
1 +
1
d(2d − 1)
)en
.
Inbesondere ist fu¨r |z| ≥ 2|c|
|ϕc(z)| = lim
n→∞ |ϕn(z)| ≤ |z|2
(d+1)/d ≤ 4|z|.
Beweis: Fu¨r |z| < 1 folgt die Reihenentwicklung von
d+1
√
1− z =
∞∑
k=0
(−1)k
( 1
d+1
k
)
zk
aus der Binomischen Reihe. Fu¨r die Koeffizienten gilt∣∣∣∣(−1)k( 1d+1k
)∣∣∣∣ =
∣∣∣∣∣ 1d+11
∣∣∣∣∣
∣∣∣∣∣ 1d+1 − 12
∣∣∣∣∣ · · ·
∣∣∣∣∣ 1d+1 − k + 1k
∣∣∣∣∣
≤ 1
d+ 1
.
Wir nutzen die rekursive Darstellung
ϕ1(z) = d+1
√
Pc(z) und ϕn+1(z) = d+1
√
ϕn(Pc(z)). (3.5)
Wegen der obigen Abscha¨tzung der Koeffizienten und unter der Voraus-
setzung |z| > 2|c| gilt fu¨r n = 1 (Induktionsanfang)
ϕ1(z) = |z|
∣∣∣∣∣ d+1
√
1− c
d
zd
∣∣∣∣∣
≤ |z|
(
1 +
∣∣∣∣ 1d+ 1
∣∣∣∣ ∣∣∣ cz ∣∣∣d +
∣∣∣∣ 1d+ 1
∣∣∣∣ ∣∣∣ cz ∣∣∣2d . . .
)
≤ |z|
(
1 +
∞∑
k=1
1
d2kd
)
= |z|
(
1 +
1
d(2d − 1)
)e1
.
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Weiter gilt fu¨r n ∈ N (Induktionsschritt)
|ϕn+1(z)| =
∣∣∣ d+1√ϕn(Pc(z))∣∣∣
≤ d+1
√
|Pc(z)|
(
1 +
1
d(2d − 1)
)en
= |z|
(
1 +
1
d(2d − 1)
) en
d+1
d+1
√∣∣∣∣1− cdzd
∣∣∣∣
≤ |z|
(
1 +
1
d(2d − 1)
) en
d+1
(
1 +
1
d(2d − 1)
)
= |z|
(
1 +
1
d(2d − 1)
)en+1
.
Die Behauptung folgt nun aus lim
n→∞ en =
d+ 1
d
. 2
Lemma 3.2.8 Fu¨r die Entwicklung und Abscha¨tzung der Koeffizienten
von ϕc gilt
1. ϕc(z) = z +
a1
zd−1
+
a2
z2d−1
+ . . . = z
(
1 +
a1
zd
+
a2
z2d
+ . . .
)
und
2. |an| ≤ 4|2c|nd.
Beweis:
1. Fu¨r die Bo¨ttcherfunktion gilt die Entwicklung
ϕc(z) = z + a0 +
a1
z
+ . . . .
Nach Lemma 2.1.8 ist ϕc(ωz) = ωϕc(z) mit ω ∈ Σd. Aus 1
ωd−1
= ω und
einem Koeffizientenvergleich folgt die Behauptung.
2. Mit 1. gilt
znd−2ϕc(z) = znd−1 + a1z(n−1)d−1 + . . .+ anz−1 + . . . .
Integrieren wir nun u¨ber einen Kreis mit Radius 2|c|, so gilt fu¨r die
Koeffizienten
an =
1
2pii
∫
|z|=2|c|
znd−2ϕc(z)dz.
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Aus Lemma 3.2.7 folgt schließlich die Behauptung
|an| ≤ 12pi 2pi · 2|c||2c|
nd−2 max
|z|=2|c|
|ϕc(z)| ≤ 4|c|nd.
2
In Lemma 3.2.6 hatten wir gezeigt, dass Φ eine eigentliche Abbildung ist.
Mit den obigen Vorbereitungen sind wir in der Lage den Abbildungsgrad
von Φ zu bestimmen, in dem wir sie bei ∞ auswerten.
Lemma 3.2.9 Die Abbildung
Φ : Ĉ \ Cd → Ĉ \ D (3.6)
ist eine eigentliche Abbildung vom Grad d+ 1.
Beweis: Fu¨r den kritischen Wert
ωc = Pc(ζc) = cd+1
d
√
1
d+ 1
−d
d+ 1
gilt fu¨r hinreichend große c die Abscha¨tzung
|ωc| = |c|d+1 d
(d+ 1)1+
1
d︸ ︷︷ ︸
:=Kd
≥ 2|c|.
In ϕc eingesetzt bedeutet dies (vgl. Lemma 3.2.8) fu¨r die Entwicklung
von Φ
Φ(c) = −Kdcd+1 +
∞∑
n=1
an(c)
c(d+1)(nd−1)(−Kd)nd−1
fu¨r von c abha¨ngige Koeffizienten an. Wir scha¨tzen diese Koeffizienten
ab, um zu zeigen, dass sie keinen Einfluss auf die Ordnung der Polstelle
bei ∞ haben, die durch den Summanden −Kdcd+1 erzeugt wird. Aus
Lemma 3.2.8 und der Generalvoraussetzung d ≥ 2 folgt∣∣∣∣ an(c)c(d+1)(nd−1)(−Kd)nd−1
∣∣∣∣ ≤ ∣∣∣∣ K(2c)ndc(d+1)(nd−1)(−Kd)nd−1
∣∣∣∣
≤ K
(
1
|c|d
)n
.
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Das bedeutet, dass die Funktion einen (d+1)-fachen Pol bei∞ hat. Mit
Lemma 3.2.6 folgt die Behauptung. 2
Wir zeigen nun, dass wie bei der Mandelbrotmenge auch die Menge Cd
zusammenha¨ngend ist.
Satz 3.2.10 Fu¨r jedes d ∈ N ist Cd zusammenha¨ngend.
Beweis: Fu¨r den Fall d = 1 ist nichts zu zeigen. Fu¨r d > 1 ist der Abbil-
dungsgrad nach Lemma 3.2.9 von Φ gleich d+1. Aus Φ : Ĉ \ Cd → Ĉ \D
folgt, dass Cd aus maximal d+ 1 disjunkten Zusammenhangskomponen-
ten besteht.
Nach Lemma 3.1.3 gilt D ⊂ Cd. Es bezeichne C0 die Zusammenhangs-
komponente, die D entha¨lt. Nehmen wir an, dass es mindestens eine
weitere Zusammenhangskomponente C1 von Cd existiert. Nach Lemma
3.2.3 ist Cd symmetrisch. Genauer gilt ωCd = Cd fu¨r ω ∈ Σd2 . Von C1
existieren also entweder insgesamt d2 symmetrische Komponenten, oder
C1 ist invariant unter Drehungen mit dem Winkel α =
2pi
d2
. Ersteres be-
deutet aber, dass mindestens d2 + 1 Zusammenhangskomponenten exi-
stieren, was ein Widerspruch (d > 1) ist. Das Zweite bedeutet, dass C1
ein Kreisring ist. Auch das ist ein Widerspruch, weil nach Satz 3.2.1
Ĉ \ Cd zusammenha¨ngend ist. 2
3.3 Die Parametrisierung der hyberbolischen
Komponenten
Das na¨chste Lemma trifft eine strukturelle Aussage u¨ber den Connected-
ness Locus. Wir lassen den Beweis aus, da er unvera¨ndert aus [CARL]
(Seite 127) u¨bernommen werden kann.
Lemma 3.3.1 Fu¨r c0 ∈ Cd habe das Polynom Pc0 einen (super-)attraktiven
Zykel der La¨nge m. Dann ist c0 ∈ C◦d . Es sei H die Zusammenhangs-
komponente von C◦d , die c0 entha¨lt. Dann hat Pc fu¨r alle c ∈ H einen
(super-) attraktiven Zykel (z1(c), . . . , zm(c)) der La¨nge m. Die Abbildung
c 7−→ zj(c) ha¨ngt analytisch von c ab.
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Mit Lemma 3.3.1 ko¨nnen wir jetzt erkla¨ren, was wir unter einer hyper-
bolischen Komponente verstehen. Der Name rechtfertigt sich aus der
Tatsache, dass fu¨r jeden Parameter c aus einer solchen Komponente Pc
ein hyperbolisches Polynom ist.
Definition 3.3.2 Die ZusammenhangskomponentenH aus Lemma 3.3.1
heißen die hyperbolischen Komponenten von Cd. Wir nennen c ∈ H einen
hyperbolischen Parameter.
Lemma 3.3.3 Es sei H wie in Lemma 3.3.1. Dann ist H einfach zu-
sammenha¨ngend.
Beweis: Die Polynome Qn aus Lemma 2.1.1 beschreiben die Iteration
des kritischen Punktes. Fu¨r sie gilt |Qn(c)| ≤ 6 auf dem Rand jeder hy-
berbolischen Komponente H. Falls H nicht einfach zusammenha¨ngend
ist, so folgt aufgrund des Maximumprinzips |Qn(c)| ≤ 6 auch fu¨r jede be-
schra¨nkte Komplementa¨rkomponente von H. Das ist ein Widerspruch. 2
Es sei c ein hyberbolischer Parameter und {z0 . . . , zm−1} ein attraktiver
Zykel. Wir definieren die Multiplikatorabbildung ρ : H → C durch
ρ(c) = (Pmc )
′(z0(c)). (3.7)
Aufgrund von Satz 2.1.4 ist die Definition der hyperbolischen Kompo-
nenten unabha¨ngig von der Wahl des Zykels (da auch mehrere attraktive
Zykel fu¨r einen Parameter c auftreten ko¨nnen). Dies gilt zuna¨chst nicht
fu¨r die Multiplikatorabbildung. Sie scheint abha¨ngig von der Wahl des
speziellen Zykels zu sein. Allerdings gilt das folgende Lemma.
Lemma 3.3.4 Die Multiplikatorabbildung ist wohldefiniert.
Beweis: Zu zeigen ist, dass ρ nicht von der Wahl des Zykels abha¨ngt. Da-
zu seien c ein hyperbolischer Parameter und {z0, . . . , zm−1} und {w0, . . . , wm−1}
zwei verschiedene attraktive Zyklen von Pc. Ohne Einschra¨nkung (Zykel
sind symmetrisch und fu¨r den Multiplikator ist es unerheblich, welcher
Zykelpunkt ausgewa¨hlt wird) sei z0 = e2pii
j
dw0 fu¨r ein 1 ≤ j ≤ d− 1. Es
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gilt
(Pmc )
′(z0) =
m−1∏
j=0
P ′c(zj)
=
m−1∏
j=0
P ′c(wj)
= (Pmc )
′(w0),
da wegen P ′c(z) = (d+ 1)zd − c auch P ′c(zj) = P ′c(wj) ist. 2
Lemma 3.3.5 Die Multiplikatorabbildung ρ bildet eine hyberbolische Kom-
ponente eigentlich auf den Einheitskreis ab.
Beweis: Es sei H eine hyperbolische Komponente und {z0, . . . , zm−1}
ein attraktiver Zykel der La¨nge m. Wir wenden den Satz u¨ber implizite
Funktionen auf
Pnc (z)− z = 0 mit (Pnc )′ (z0(c))− 1 6= 0
an. Lokal existiert also eine analytische Funktion c 7→ z(c), die einen
Parameter c auf einen Zykelpunkt abbildet (vgl. Lemma 3.3.1). Dort,
wo (Pnc )
′ (z) 6= 1 ist, ist die Multiplikatorabbildung ρ als analytische
Funktion erkla¨rt. Fu¨r c ∈ H ist z(c) wegen Lemma 3.3.1 Punkt eines
attraktiven Zykels. Folglich ist |ρ(c)| < 1 fu¨r c ∈ H.
Die Singularita¨ten von ρ sind die endlich vielen c mit ρ(c) = 1. Fu¨r
c ∈ ∂H ist |ρ(c)| = 1. Denn angenommen nicht, dann existiert eine Um-
gebung U eines Randpunktes mit |ρ(c)| < 1 fu¨r c ∈ U , was U ⊂ Cd
und insbesondere U ⊂ H hieße. Folglich wird H von ρ eigentlich auf D
abgebildet, und der Rand von H ist eine algebraische Kurve. 2
Um den Abbildungsgrad zu bestimmen, ist es nu¨tzlich, die Polynome Pc
durch q(z) = zd zu konjugieren, wie wir es in Kapitel 2.2 beschrieben
haben. Wir erhalten Polynome fc mit fc(z) = z(z − c)d. Der Connec-
tedness Locus und die hyperbolischen Komponenten bleiben in diesem
Fall (als geometrische Punktmengen) nach Satz 2.2.2 die gleichen. Die
Multiplikatorabbildung vera¨ndert sich, steht aber in einem engen Zu-
sammenhang (siehe Satz 3.3.9) mit der Multiplikatorabbildung fu¨r die
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Familie {Pc}. Um zu unterscheiden, werden wir ab jetzt die Notation ρP
und ρf verwenden.
Das folgende Lemma folgt aus Satz 2.2.2, und die Aussagen gelten analog
zu Lemma 3.3.1 und Lemma 3.3.5.
Lemma 3.3.6 Es sei fc wie in Lemma 2.2.1. Dann ist Cd gerade der
Connectedness Locus der Familie {fc}, also die Menge der Parameter, so
dass J (fc) zusammenha¨ngend ist. Ist H eine hyperbolische Komponente
bezu¨glich der Familie {Pc}, so ist H auch eine hyperbolische Komponente
bezu¨glich der Familie {fc} (Zykella¨ngen stimmen im allgemeinen nicht
u¨berein). Durch
ρf (c) := (fmc )
′(z0(c))
wird die Multiplikatorabbildung definiert. Sie bildet H eigentlich auf den
Einheitskreis ab.
Satz 3.3.7 Der Abbildungsgrad der Multiplikatorabbildung ρf ist entwe-
der
• d, falls H = D, oder
• 1 sonst.
Beweis: Es sei c ∈ D. Dann gilt
|f ′c(0)| =
∣∣(−1)dcd∣∣ = ∣∣cd∣∣ < 1.
Das heißt, dass 0 attraktiver Fixpunkt ist mit ρf (c) = (−1)dcd. Insbe-
sondere ist der Abbildungsgrad der Multiplikatorabbildung d.
Es seiH 6= D eine hyperbolische Komponente und c ∈ H mit attraktivem
Zykel {z0, . . . , zm−1} der La¨nge m. Es seien U0, . . . , Um−1 die Fatoukom-
ponenten, die die Zykelpunkte enthalten. Wir wa¨hlen die Indizes so, dass
zj ∈ Uj , fu¨r j = 0, . . . ,m − 1 gilt. Weiter sei der freie kritische Punkt
c
d+ 1
∈ U0. Damit ist
fc : U0
2:1−→ U1 und fc : Uj 1:1−→ Uj+1 mit j = 1, . . . ,m.
Es sei ϕ die Riemann-Abbildung, die die Fatouomponente U0 konform
auf den Einheitskreis abbildet, wobei sie durch ϕ(z0) = 0 normiert sei.
Damit ist
ϕ ◦ fmc ◦ ϕ−1
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fu¨r α ∈ R ein Blaschke-Produkt vom Grad 2, welches 0 fixiert:
Bλ(z) := ϕ ◦ fmc ◦ ϕ−1(z) = eiαz
z + λ
1 + λz
fu¨r |z| < 1. (3.8)
Fu¨r die Multiplikatorabbildung gilt
ρf (c) = B′λ(0) = e
iαλ. (3.9)
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B−1λ (∂∆r)
∆r
ϕ
ϕ−1
2:1 U1
Um−1
1:1
A0
fc
fc
U0
ϕ−1(∆r)
D
1:1 fm−2c
Abbildung 3.3: Zykel und Konjugation
Wir werden (3.9) jetzt umkehren, um zu zeigen, dass die Abbildung ρ
konform ist. Das heißt, fu¨r vorgebenes λ ∈ D suchen wir mittels quasi-
konformer Chirurgie ein Polynom aus der Familie {fc} mit attraktiven
Zykel und λ als Multiplikator des Zykels. Diese Zuordnung wird stetig
sein. Daraus werden wir folgern, dass ρ umkehrbar und insbesondere
Seite 48 Die Parameterebene
eine konforme Abbildung ist. Die Idee dazu ist, das Polynom fc au-
ßerhalb der Fatoukomponente, die den freien kritischen Punkt entha¨lt,
unvera¨ndert zu lassen. Innerhalb dieser Komponente behalten wir den
Zykelpunkt bei, a¨ndern aber seinen Multiplikator zu λ. Der Zykel ist
damit weiterhin ein (super-)attraktiver Zykel gleicher La¨nge mit neu-
em Multiplikator. Dadurch entsteht lokal eine andere Abbildung, die wir
quasiregula¨r an die urspru¨ngliche Abbildung fc ankleben werden.
Dazu sei zu vorgebenem λ ∈ D ein 1 > ε > 0 so groß gewa¨hlt, dass
|λ| < 1− ε ist. Weiter sei 1− ε < r < 1 so groß, dass der kritische Punkt√
1− |λ|2 − 1
λ
∈ D
von Bλ in ∆r := {z ∈ C : |z| < r} enthalten ist. Damit ist B−1λ (∂∆r)
eine Jordankuve mit
B−1λ (∂∆r) ⊂ {z ∈ C : r < |z| < 1}.
Wir setzen A0 := U0 ∩ f−mc (ϕ−1(∆r)) (siehe Abbildung 3.3). Es gilt
ϕ−1(∆r) ⊂ A0 und fmc : A0 2:1−→ ϕ−1(∆r).
Die Abbildung ϕλ : A0 → B−1λ (∆r) sei eine Abbildung mit folgenden
Eigenschaften:
• Auf ∂A0 gelte Bλ ◦ ϕλ = ϕ ◦ fmc , wobei der Zweig der Umkehr-
funktion von Bλ so gewa¨hlt wird (in Abha¨ngigkeit von λ), dass ϕλ
stetig in λ ist.
• Auf ϕ−1(∆r) sei ϕλ = ϕ.
• Auf A0 \ϕ−1(∆r) setzen wir ϕλ als quasikonforme Abbildung fort,
so dass diese stetig von λ abha¨ngt.
Dass dies mo¨glich ist, zeigen wir in Lemma 3.3.8. Auf diese Weise er-
halten wir eine quasikonforme Abbildung ϕλ : A0 → B−1λ (δr), die stetig
auf dem Rand von A0 ist. Diese Abbildung verwenden wir jetzt, um eine
weitere Abbildung zu erkla¨ren, die wie fc aussieht, aber einen von uns
vorgegebenen Multiplikator besitzt. Dazu sei gλ : C→ C durch
gλ(z) =
{
fc(z) , z ∈ C \A0(
f−m+1c ◦ ϕ−1 ◦Bλ ◦ ϕλ
)
(z) , z ∈ A0
(3.10)
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definiert. Wir wa¨hlen fu¨r f−m+1c immer die eindeutige Umkehrfunktion,
so dass A0 in U1 abgebildet wird. Die Funktion gλ ist quasiregula¨r und
ha¨ngt stetig von λ ab. Sie ist analytisch in C \ A0 und in ϕ−1(∆r) und
der Kreisring A0 \ ϕ−1(∆r) ist nicht trivial. Fu¨r z ∈ A0 \ ϕ−1(∆r) gilt
wegen (3.10)
gmλ (z) = f
m−1
c
(
f−m+1c ◦ ϕ−1 ◦Bλ ◦ ϕλ
)
(z)
= ϕ−1 ◦Bλ ◦ ϕλ(z)︸ ︷︷ ︸
∈∆r
∈ ϕ−1(∆r).
Dies bedeutet, dass dieser Kreisring unter Iteration nur einmal getroffen
wird, dass also gmλ
(
A0 \ ϕ−1(∆r)
)
∩A0 \ ϕ−1(∆r) = ∅ gilt. Folglich ist
das qc-Lemma von Shishikura (siehe Abschnitt 1.4) mit E = A0 und
Φ = ϕλ anwendbar: Es existiert eine quasikonforme Abbildung Ψλ mit
Fλ = Ψλ ◦ gλ ◦Ψ−1λ . (3.11)
Die Abbildung Fλ ist eine analytische Funktion auf C. Wir normieren
die Abbildung Ψλ so, dass
Ψλ(0) = 0 und Ψλ(z) = z + o(1) fu¨r z →∞
gilt. Dadurch ist Ψλ eindeutig bestimmt. Die Funktion Fλ verha¨lt sich
bei unendlich wie Ψλ ◦ fc(z) ◦Ψ−1λ ∼ zd+1. Also ist Fλ ein Polynom vom
Grad d+ 1.
Wir fassen einige Fakten zusammen:
• Es existiert ein (d − 1)-facher kritischer Punkt k(λ) ∈ C von Fλ,
da fc einen (d− 1)-fachen kritischen Punkt besitzt.
• Fλ(0) = Ψλ ◦ gλ ◦Ψ−1λ (0) = Ψλ(0) = 0
• Fu¨r z →∞ gilt Fλ(z) = zd+1 + o(1).
Da Fλ ein Polynom vom Grad d+1 ist, folgt aus den obigen Eigenschaften
die Darstellung
Fλ(z) = z(z − k(λ))d = fk(λ)(z).
Seite 50 Die Parameterebene
Es geho¨rt Fλ also wieder zur urspru¨nglichen Familie. Wir untersuchen
weiter, wie die Abbildung k : λ 7→ k(λ) von λ abha¨ngt. Es ha¨ngt gλ
stetig von λ ab, und daher folgt aus Shishikuras qc-Lemma, dass Ψλ
auch stetig von λ abha¨ngt. Fu¨r c 6= 0 gilt Ψλ(c) 6= 0. Wegen c /∈ A0 (c ist
kritischer Punkt, der unter fc stets in den Fixpunkt 0 abgebildet wird)
gilt gλ(c) = fc(c) = 0. Damit folgt aus
Ψλ(c) (Ψλ(c)− k(λ))d =
(
fk(λ) ◦Ψλ
)
(c)
= (Ψλ ◦ gλ) (c)
= Ψλ(fc(c))
= 0,
dass k(λ) = Ψλ(c) ist (c 6∈ A0). Insbesondere ha¨ngt k stetig von λ ab.
Die dynamischen Eigenschaften haben sich von gλ auf fk(λ) u¨bertra-
gen. Denn es gilt fmk(λ)(z) = z genau dann, wenn g
m
λ (w) = w mit w =
Ψ−1λ (z). Wir berechnen den Multiplikator des Zykels von fk(λ). Dabei
sei z0 ein Zykelpunkt von fk(λ) und w0 = Ψ−1λ (z0). Wir erhalten nach
Kettenregel(
fmk(λ)
)′
(z0) = Ψ′λ
(
gmλ
(
Ψ−1(z0)
)) (gmλ )′ (Ψ−1λ (z0))
Ψ′λ
(
Ψ−1λ (z0)
)
=
Ψ′λ
(
Ψ−1λ (z0)
)
Ψ′λ
(
Ψ−1λ (z0)
) (gmλ )′ (Ψ−1λ (z0))
= (gmλ )
′ (w0).
Nach Konstruktion ist der Multiplikator des attraktiven Zykels von gλ
gerade λ. Fu¨r die Multiplikatorabbildung folgt die bemerkenswerte For-
mel
ρf (k(λ)) = λ.
Wir wissen jetzt, dass
1. ρf : H −→ D eigentlich abbildet, und
2. k : D −→ H stetig ist.
Behauptung: In D existiert eine Umkehrfunktion ρ−1f von ρf .
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Beweis: Es sei λ ∈ D beliebig. Wir wa¨hlen eine offene Umgebung U ⊂ H
von k(λ). Es sei V die Komponente des Urbilds von U unter k, die λ
entha¨lt. Da k stetig ist, ist sie offen. In V definieren wir (formal) ρ−1f :
V → U durch ρ−1f (λ) = k(λ). Dann gilt ρf (ρ−1f (λ)) = ρf (k(λ)) = λ, was
die Behauptung beweist.
Wie in Satz 3.2.1 folgt aus dem Maximumsprinzip, dass jede hyperboli-
sche Komponente H einfach zusammenha¨ngend ist. Das heißt, die Mul-
tiplikatorabbildung ist eine eigentliche Abbildung eines einfach zusam-
menha¨ngenden Gebietes auf den Einheitskreis und ist in jedem Punkt
λ ∈ D umkehrbar. Also ist ρf konform. 2
Lemma 3.3.8 Mit den Bezeichnungen aus dem Beweis von Satz 3.3.7
existiert eine quasikonforme Abbildung ϕλ mit ϕλ : A0 → B−1λ (∆r).
Beweis: Auf ∂ϕ−1(∆r) und ∂A0 sind die Randwerte vorgegeben. Wir
konstruieren einen orientierungserhaltenen Diffeomorphismus von A0 \
ϕ−1(∆r) auf B−1λ (∆r) \∆r, der eine stetige Fortsetzung von ϕ ist und
auf ∂A0 die vorgegebenen Randwerte annimmt.
Dazu sei Φ eine konforme Abbildung mit
Φ : A0 \ ϕ−1(∆r)→ {z ∈ C : 1 < |z| < R}
und Φλ eine konforme Abbildung
Φλ : B−1λ (∆r) \∆r → {z ∈ C : 1 < |z| < Rλ}.
Da die Ra¨nder der Kreisringe aus analytischen Jordankurven bestehen,
ko¨nnen wir aufgrund des Spiegelungprinzips die Abbildungen konform
u¨ber sie hinaus fortsetzen. Insbesondere sind die Abbildungen Φ und Φλ
auf den Ra¨ndern der Kreisringe definiert.
Fu¨r z = reiα ∈ {z ∈ C : 1 < |z| < R} definieren wir ϕ˜λ durch
ϕ˜λ(z) = rρ exp i
(
r − 1
R− 1α2 +
R− r
R− 1α1
)
.
Dabei ist α1 = ArgΨλ(ϕ(Φ−1(eiα))) und α2 = ArgΦλ(ϕλ(Φ−1(Reiα))
(ϕλ ist auf dem Rand von A0 vorgegeben) sowie ρ =
logRλ
logR
. Die Ab-
bildung ϕ˜λ ist nach Konstruktion im Kreisring {z ∈ C : 1 < |z| < R}
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Abbildung 3.4: Schematische Darstellung. Auf dem roten Bereich ist die
Abbildung konform. Im gru¨nen Bereich wird sie durch ϕ˜λ quasikonform
verklebt.
eine C∞-Abbildung, injektiv und, da die Randwerte durch orientierungs-
erhaltende Abbildungen vorgeben wurden, orientierungserhaltend. Nun
erkla¨ren wir ϕλ fu¨r z ∈ A0 durch
ϕλ(z) =
{
ϕ(z) , z ∈ ϕ−1(∆r)
Φ−1λ (ϕ˜λ(Φ(z))) , z ∈ A0 \ ϕ−1(∆r).
Die Abbildung ϕλ ist stetig, injektiv und orientierungserhaltend. Weiter
ist sie fast u¨berall C∞, da ∂ϕ−1(∆r) eine analytische Kurve (und damit
eine Nullmenge in C ist) ist. Die Abbildung ϕ˜λ kann durch Spiegelung an
den Kreisen quasikonform fortgesetzt werden. Insbesondere ist dadurch
der Beltrami-Koeffizient von ϕ˜λ in {z ∈ C : 1 < |z| < R} durch eine
Konstante beschra¨nkt. Also ist ϕλ eine quasikonforme Abbildung in A0.
2
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Satz 3.3.9 Es seien Pc das Polynom aus (2.2) und fc das durch (2.5)
konjugierte Polynom. Weiter sei H 6= D eine hyberbolische Komponen-
te. Fu¨r c ∈ H sei k die Anzahl der kritischen Punkte von Pc, die ein
attraktiver Zykel anzieht. Dann gilt fu¨r die Multiplikatorabbildungen ρP
und ρf
ρP = (ρf )
k
.
Beweis: Es sei {z1, . . . , zm} ein attraktiver Zykel der La¨nge m von Pc.
Aus der Konjugation (2.5)
(Pc(z))
d = fc
(
zd
)
folgt sofort
(Pmc (z))
d = fmc
(
zd
)
(3.12)
und damit
zd1 = (P
m
c (z1))
d = fmc
(
zd1
)
.
Aus Satz 2.2.3 folgt, dass {zd1 , . . . , zdm} ein Zykel der La¨nge n =
m
k
von
fc ist. Differenzieren nach z von (3.12) liefert
d (Pmc (z))
d−1 (Pmc )
′ (z) = dzd−1 (fmc )
′ (zd).
Setzen wir nun z = z1, so folgt
ρP (c)
(Pmc (z1))
d−1
zd−11
=
nk∏
j=1
f ′c(z
d
j ).
Insgesamt folgt
ρP (c) =
 n∏
j=1
f ′c(z
d
j )
k = (ρf (c))k .
2
Fu¨r eine hyperbolische Komponente H 6= D gilt ρf : H 1:1−−→ D wegen
Satz 3.3.7. Deshalb existiert genau ein c0 ∈ H, so dass fc0 einen supe-
rattraktiven Zykel besitzt. Somit ist aber auch ρP (c) = 0 genau dann,
wenn c = c0 ist.
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Korollar 3.3.10 Es seien die Bezeichnungen wie in Satz 3.3.9. Die
Multiplikatorabbildung ρP ist eine eigentliche Abbildung vom Grad k auf
den Einheitskreis. In jeder hyberbolischen Komponente gibt es genau ein
c, so dass der attraktive Zykel superattraktiv ist.
Wie im Falle der klassischen Mandelbrotmenge oder anderer Ein-Parameter-
Familien wissen wir nicht, ob die Vereinigung aller hyperbolischen Kom-
ponenten genau das Innere des Connectedness Locus ist. In der Arbeit
[McM1] bewies McMullen, dass, falls die Bifurkationsmenge (in unserem
Fall ist die Bifurkationsmenge ∂Cd) nicht leer ist, dann sind quasikonfor-
me Kopien vom Rand der Mandelbrotmenge (genauer: die Bifurkations-
mengen der Familien {zn + c} mit n ≥ 2 fest) in der Bifurkationsmenge
enthalten. Diese liegen sogar dicht im Rand. Da die Bifurkationsmenge
von {Pc} nicht leer ist, sind auch hier solche Kopien enthalten. Die obi-
gen Abbildungen sind Ausschnittsvergo¨ßerungen (jeweils etwa um den
Faktor 106) von C3 und C4, die diese Aussage verdeutlichen.
In dieser Arbeit wurde ebenfalls bewiesen (dies war allerdings ein schon
bekanntes Ergebnis), dass die Hausdorffdimension einer nicht leeren Bi-
furkationsmenge immer maximal ist. Das heißt, dass die Hausdorffdi-
mension von ∂Cd gerade 2 ist.
3.4 Die Greensche Funktion von Cˆ\Cd
In Satz 3.2.10 haben wir gezeigt, dass C \ Cd einfach zusammenha¨ngend
ist. Also existiert die Riemannabbildung ϕ : C \ Cd 1:1−−→ C \
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overlineID (bei ∞ durch ϕ(z) ∼ z normiert). Die Greensche Funktion
von C \ Cd mit Pol in ∞ ist dann durch G(c) = log |ϕ(c)| gegeben.
Da wir keine Entwicklung fu¨r ϕ kennen, werden wir in diesem Abschnitt
einen alternativen Beweis fu¨r die Existenz von G angeben. Als weitere
Anwendung bestimmen wir die logarithmische Kapazita¨t von Cd.
Zuna¨chst scho¨pfen wir das Gebiet C \ Cd aus.
Lemma 3.4.1 Fu¨r die Polynome Qn aus Lemma 2.1.1 sei An := {c ∈
C : |Qn(c)| > 6}. Dann gilt
1. Fu¨r jedes n ∈ N ist An ein Gebiet,
2. An ⊂ An+1, und
3. Cˆ\Cd =
⋃
n∈N
An.
Beweis: Offenbar ist An offen. Wie in Satz 3.2.1 folgt aus dem Maxi-
mumprinzip der Zusammenhang von An.
Es sei c ∈ An. Dann ist aufgrund der Definition von An auch |Qn(c)| ≥ 6
(Induktionsanfang). Es folgt (Induktionsschritt)
|Qn+1(c)| = 1
d+ 1
|cQn(c)|
∣∣(Qn(c))d − 1∣∣
>
1
d+ 1
|Qn(c)|
∣∣(Qn(c))d − 1∣∣
≥ 66
d − 1
d+ 1
≥ 6.
Somit ist 2. gezeigt.
Damit ist An ⊂ Cˆ\Cd. Falls c ∈ C\Cd ist, folgt |Qj(c)| → ∞ fu¨r j →∞.
Also existiert ein n ∈ N mit c ∈ An. 2
Mit den Polynomen Qn erhalten wir nun fu¨r jedes An eine Darstellung
ihrer Greenschen Funktion. Ab jetzt setzen wir die Greenschen Funk-
tionen stets durch 0 in Ĉ \ An fort. Die Folge dieser Funktionen ist
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gleichma¨ßig konvergent. Die Greensche Funktion von C ⊂ Cd ist dann
die Grenzfunktion dieser Folge.
Im Folgenden werden wir wieder von den in Lemma 2.1.1 definierten
Polynomen Qn Gebrauch machen.
Lemma 3.4.2 Die Greensche Funktion gn fu¨r An mit Pol in ∞ ist
durch
gn(c) =
1
dn
log
∣∣∣∣Qn(c)6
∣∣∣∣
gegeben, wobei dn = degQn ist.
Beweis: i) Die Funktion gn ist harmonisch in An, da Qn 6= 0 in An ist.
ii) Wir zeigen, dass gn(c)− log(c) fu¨r c→∞ beschra¨nkt ist. Aus
gn(c)− log |c| = 1
dn
(
log
∣∣∣∣Qn(c)6
∣∣∣∣− dn log |c|)
=
1
dn
(
log
∣∣∣∣Qn(c)|c|dn
∣∣∣∣− log 6)
=
1
dn
(
log
∣∣∣∣adncdn + · · ·+ a0|c|dn
∣∣∣∣− log 6)
folgt lim
c→∞(gn(c)− log |c|) =
1
dn
(
log
|an|
6
)
.
iii) Da |Qn(c)| in C stetig ist, folgt lim
c→∂An
|Qn(c)| = 6, also insbesondere
gn(c)→ 0 fu¨r c ∈ An und c→ ∂An. 2
Lemma 3.4.3 Die Folge (gn) konvergiert lokal gleichma¨ßig in C\Cd.
Beweis:Wir untersuchen zuna¨chst die Differenzen gn+1−gn. Fu¨r c ∈ An
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gilt
gn+1(c)− gn(c) = 1
dn+1
log
∣∣∣∣Qn+1(c)6
∣∣∣∣− 1dn log
∣∣∣∣Qn(c)6
∣∣∣∣
=
1
dn+1
log
(∣∣c(Qn(c))d+1 − cQn(c)∣∣
d+ 1
6d+
1
dn
|(Qn(c))d+1+ 1dn |
)
≤ 1
dn+1
log
((
|c|
d+ 1
|Qn(c)|− 1dn + |c||Qn(c)|d+ 1dn
)
6d+1
)
≤ 1
dn+1
log
(( |c|
6(d+ 1)
+
|c|
6d+1
)
6d+1
)
︸ ︷︷ ︸
:= C
wobei C eine von n unabha¨ngige Konstante ist. Aus der geometrischen
Summenformel folgt nun
∞∑
k=0
gn+k+1(c)− gn+k(c) ≤
∞∑
k=0
C
dn+k+1
≤ C
∞∑
k=0
1
(d+ 1)n+k
=
C
(d+ 1)n−1d
.
Fu¨r eine beliebige kompakte Menge K ⊂ C \ Cd existiert wegen Lemma
3.4.1 ein n ∈ N mit K ⊂ An. Fu¨r c ∈ K gilt dann
g(c) = lim
N→∞
(
gn+1(c) +
N∑
k=1
gn+k+1(c)− gn+k(c)
)
≤ 1
dn+1
log
∣∣∣∣Qn−1(c)6
∣∣∣∣+ C(d+ 1)n−1d
≤ logMK
dn+1
+
C
(d+ 1)n−1d
mit MK = max{|Qn+1(c)| : c ∈ K}. Also konvergiert die Folge (gn)
gleichma¨ßig auf jeder kompakten Teilmenge K. Insbesondere ist sie lo-
kal gleichma¨ßig konvergent in Ĉ. 2
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Satz 3.4.4 Die durch G(c) = lim
n→∞ gn(c) definierte Funktion G ist die
Greensche Funktion von Cˆ\Cd mit Pol in ∞.
Beweis: Aufgrund des Maximumprinzips gilt gn < gn+1. Mit Lemma
3.4.2, Lemma 3.4.3 und dem Harnackschen Prinzip (siehe [AHL]) ist g
entweder harmonisch oder konstant unendlich.
Wir zeigen, dass g(c) → 0 fu¨r c → ∂Cˆ\Cd gilt. Damit ist dann g 6= ∞,
und der Satz ist bewiesen.
Es sei n(c) := max{n ∈ N : c 6∈ An}. Wegen An ⊂ An+1 (Lemma 3.4.1)
gilt n(c) → ∞ fu¨r c → ∂Cˆ\Cd. Fu¨r c ∈ Cˆ\Cd und |c| < 6 mit n = n(c)
gilt |Qn(c)| ≤ 6 < |Qn+1(c)| und die Abscha¨tzung
|Qn+1(c)| ≤
∣∣∣∣ cd+ 1(Qn(c))d
∣∣∣∣+ |cQn(c)| ≤ 1d+ 16d+1 + 62 =: K.
Wie im Beweis von Lemma 3.4.3 gilt
g(c) = gn+1(c) +
∞∑
k=1
(gn+k+1(c)− gn+k(c))
≤ 1
dn+1
log
∣∣∣∣K6
∣∣∣∣+ Cd(d+ 1)n−1 .
Fu¨r c→ ∂Cd gilt nun n→∞. Aus Lemma 2.1.1 folgt die Behauptung. 2
Satz 3.4.5 Die Robinsche Konstante von Cˆ\Cd ist γ = − log d
d+ 1
. Die
logarithmische Kapazita¨t ist Cap Cd = d 1d+1 .
Beweis: Die Robinsche Konstante fu¨r An ist durch
γn = lim
c→∞
1
dn
log
∣∣∣∣Qn(c)6
∣∣∣∣− log(c) = 1dn log |an|6
gegeben, wobei Qn(c) = ancdn+· · · ist. Da die Folge gn lokal gleichma¨ßig
gegen G konvergiert, gilt
γ = lim
n→∞ γn
=
d
d+ 1
log d− log d.
Es gilt Cap Cd = e−γ . 2
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