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Abstract
In this paper, the problem of when the subdirect sum of two strictly diagonally dominant P-matrices
is a strictly diagonally dominant P-matrix is studied. In particular, it is shown that the subdirect sum of
overlapping principal submatrices of strictly diagonally dominant P-matrices is a strictly diagonally dom-
inant P-matrix. It is also established that the 2-subdirect sum of two totally nonnegative matrices is a
totally nonnegative matrix under some conditions. It is obtained that a partial totally nonnegative matrix,
whose graph of the specified entries is a monotonically labeled 2-chordal graph, has a totally nonnegative
completion. Finally, a positive answer to the question (IV) in Fallat and Johnson [S.M. Fallat, C.R. Johnson,
Sub-direct sums and positivity classes of matrices, Linear Algebra Appl. 288 (1999) 149–173] is given for
P0-matrices.
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1. Introduction
Subdirect sums of matrices, introduced by Fallat and Johnson [3], are generalizations of the
usual sum of matrices. Suppose that A =
[
A11 A12
A21 A22
]
∈ Mm(C) and B =
[
B22 B23
B32 B33
]
∈ Mn(C),
in which A22, B22 ∈ Mk(C) for some k  min(m, n), then
C =
⎡
⎣A11 A12 0A21 A22 + B22 B23
0 B32 B33
⎤
⎦
is called the k-subdirect sum of A and B and is denoted by A ⊕k B. The notion of subdirect sums
arises naturally in a variety of ways, such as in matrix completion [1,2], overlapping subdomains
in domain decomposition methods [7,8], etc.
It is shown [3] that the k-subdirect sum of positive definite matrices or of symmetric M-
matrices is positive definite matrix or symmetric M-matrix, respectively. It is also known [3]
that the 1-subdirect sum of totally nonnegative matrices, or of P -matrices, or of P0-matrices,
is a totally nonnegative matrix or a P -matrix or a P0-matrix, respectively. Subsequently, Bru et
al. [5,6] obtained that the k-subdirect sum of nonsingular M-matrices, or of the inverses of M-
matrices, or of S-strictly diagonally dominant matrices is a nonsingular M-matrix, or the inverse
of an M-matrix or an S-strictly diagonally dominant matrix, respectively.
Fallat and Johnson have shown [3] that the 2-subdirect sum of two P -matrices or totally
nonnegative matrices may not be a P -matrix or a totally nonnegative matrix in the general case
and have not resolved question (IV) for the class of P0-matrices (see the discussion preceding
Section 5 in Ref. [3]).
In this paper, we show that for a subclass of P -matrices (strictly diagonally dominant P -
matrices), the k-subdirect sum of such matrices belongs to the same class, and also obtain that
under some conditions the 2-subdirect sum of totally nonnegative matrices is a totally nonnegative
matrix. Finally, we consider k-subdirect sums of P0-matrices. A positive answer to the question
(IV) in Fallat and Johnson [3] is given.
2. Notions
The following introduction can be found, e.g., in [6].
Let A and B be two square matrices of orders m and n, respectively, and let k be an integer
such that 1  k  min(m, n). Let A and B be partitioned into 2 × 2 blocks as follows:
A =
[
A11 A12
A21 A22
]
, B =
[
B22 B23
B32 B33
]
, (2.1)
where A22 and B22 are square matrices of order k. Following [3], we call the following square
matrix of order m + n − k:
C =
⎡
⎣A11 A12 0A21 A22 + B22 B23
0 B32 B33
⎤
⎦ ,
the k-subdirect sum of A and B, denoted by A ⊕k B.
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It is easy to express each element of C in terms of those A and B. To this end, let us define the
following index sets:
S1 = {1, 2, . . . , t},
S2 = {t + 1, t + 2, . . . , m},
S3 = {m + 1,m + 2, . . . , t + n},
(2.2)
where t = m − k. Clearly, the index set of A is S1 ∪ S2. For simplicity, it is assumed that the
index set of B is S2 ∪ S3.
Write C = (cij ). Then the entries of the subdirect sum are shown
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11 · · · a1,t+1 · · · a1,m · · · 0
... · · · ... · · · ... · · · ...
at+1,1 · · · at+1,t+1 + bt+1,t+1 · · · at+1,m + bt+1,m · · · bt+1,t+n
... · · · ... · · · ... · · · ...
am,1 · · · am,t+1 + bm,t+1 · · · am,m + bm,m · · · bm,t+n
... · · · ... · · · ... · · · ...
0 · · · bt+n,t+1 · · · bt+n,m · · · bt+n,t+n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(2.3)
For A = (aij ) ∈ Mn(C), let
Ri(A) =
n∑
j=1
j /=i
|aij |, i = 1, . . . , n.
Consider the index sets Si (i = 1, 2, 3) defined in (2.2). Then we have the following relations:
Ri(C) = Ri(A), i ∈ S1,
Ri(C) =
t∑
j=1
|aij | +
t+n∑
j=m+1
|bij | +
m∑
j=t+1
j /=i
|aij + bij |, i ∈ S2,
Ri(C) = Ri(B), i ∈ S3.
3. Subdirect sums of strictly diagonally dominant P-matrices
For A ∈ Mn(C), let α, β be subsets of {1, 2, . . . , n}. We denote by A[α|β] (A(α|β)) the
submatrix of A lying in (deleting) the rows indicated by α and the columns indicated by β. We
also write A[α|β) for the submatrix of A whose row indices are in α while whose column indices
are in the complement of β. A(α|β] is defined similarly. If α = β, the submatrix A[α|α] (A(α|α))
is abbreviated to A[α](A(α)).
A real n × n matrix A is called a P0matrix (see [4]) if det A[α]  0, for all nonempty α ⊆
{1, 2, . . . , n}. We say that A is a Pmatrix if det A[α] > 0, for all nonempty α ⊆ {1, 2, . . . , n}.
Obviously, the main diagonal entries of a P -matrix are positive.
Let A = (aij ) ∈ Mn(C). A is said to be strictly diagonally dominant if |aii | > Ri(A) for
i = 1, . . . , n.
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Theorem 3.1 [9]. Let A = (aij ) ∈ Mn(C) be strictly diagonally dominant. Then
(1) A is invertible.
(2) If all main diagonal entries of A are positive, then all eigenvalues of A have positive real
parts.
Theorem 3.2 [6]. Let A and B be two square matrices of orders m and n, respectively, and let
k be an integer such that 1  k  min(m, n). Let A and B be partitioned as in (2.1). If A and
B are strictly diagonally dominant and all diagonal entries of A22 and B22 are positive, then the
k-subdirect sum C = A ⊕k B is strictly diagonally dominant, and therefore nonsingular.
Theorem 3.3. Let A and B be strictly diagonally dominant P -matrices of orders m and n,
respectively, and let k be an integer such that 1  k  min(m, n), and let the sets S1, S2, S3 be
defined as in (2.2). Let A and B be partitioned as in (2.1). Then the k-subdirect sum C = A ⊕k B
is a strictly diagonally dominant P -matrix.
Proof. By Theorem 3.2, C is a strictly diagonally dominant matrix. To prove that C is a P -matrix,
it is enough to show det C[α] > 0, for all α ⊆ S1 ∪ S2 ∪ S3. The principal submatrix C[α] is
strictly diagonally dominant matrix with positive diagonal, and by Theorem 3.1 all eigenvalues
of C[α] has positive real part and so det C[α] > 0. Thus C is a strictly diagonally dominant
P -matrix. 
Example 3.4 [3]. Let
A =
⎡
⎣ 2 −1 −1−1 5 0
−1 −9 5
⎤
⎦ , B =
⎡
⎣ 5 −9 −10 5 −1
−1 −1 2
⎤
⎦ .
Obviously, A and B are not strictly diagonally dominant matrices and are P -matrices, while
C = A ⊕2 B =
⎡
⎢⎢⎣
2 −1 −1 0
−1 10 −9 −1
−1 −9 10 −1
0 −1 −1 2
⎤
⎥⎥⎦
is not a P -matrix.
Example 3.5. The matrix
C =
⎡
⎢⎢⎣
4 −2 −1 0
−0.5 6 −5 −0.2
−1 −4 13 0
0 −2 −0.5 6
⎤
⎥⎥⎦
is a strictly diagonally dominant P -matrix. Note that C = A ⊕2 B where
A =
⎡
⎣ 4 −2 −1−0.5 2 −3
−1 −1 11
⎤
⎦ and B =
⎡
⎣ 4 −2 −0.2−3 2 0
−2 0.5 6
⎤
⎦
are not strictly diagonally dominant. Thus, the conditions of Theorem 3.3 are not necessary.
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Remark 3.6. More generally, if A1, A2, A3, . . . , Ap+1 are strictly diagonally dominant P -matri-
ces, then the p-fold subdirect sum C = A1 ⊕k1 A2 ⊕k2 A3 ⊕k3 · · · ⊕kp Ap+1 is also a strictly
diagonally dominant P -matrix.
We now consider the case of square matrices A and B of orders m and n, respectively, which
are principal submatrices of a given strictly diagonally dominant P -matrix, and such that they
have a common block. This situation, as well as a more general case outlined in Corollary 3.8
later in this section, appears in many variants of additive Schwarz preconditioning, e.g. [7,8,10].
Corollary 3.7. Let
M =
⎡
⎣M11 M12 M13M21 M22 M23
M31 M32 M33
⎤
⎦
be a strictly diagonally dominant P -matrix of order m + n − k and with M22 a square matrix of
order k. Let us consider two principal submatrices of M, namely
A =
[
M11 M12
M21 M22
]
, B =
[
M22 M23
M32 M33
]
.
The k-subdirect sum of A and B is a strictly diagonally dominant P -matrix.
This result can be extended to the subdirect sums of overlapping submatrices of a given strictly
diagonally dominant P -matrix M . To this end, we consider principal submatrices of the form
M[S] of M , where S = {i, i + 1, i + 2, . . . , j} for some i  j . According to [5], such principal
submatrices are called principal consecutive submatrices.
Corollary 3.8. Let M be a strictly diagonally dominant P -matrix, let Ai = M[Si], i = 1, . . . , p,
be principal consecutive submatrices of M. Then the subdirect sum C = A1 ⊕k1 A2 ⊕k2 A3 ⊕k3· · · ⊕kp−1 Ap is a strictly diagonally dominant P -matrix.
Example 3.9. Let
M =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 0.2 0.16 0.1 0.06 0.048
0.8 4 0.8 0.5 0.3 0.24
0.4 0.5 3 0.5 0.3 0.24
0.32 0.4 0.6 5 0.4 0.32
0.32 0.4 0.6 0.8 4 0.8
0.064 0.08 0.12 0.16 0.2 1
⎤
⎥⎥⎥⎥⎥⎥⎦
be a strictly diagonally dominant P -matrix. We will consider the following overlapping blocks:
A1 = M[{1, 2, 3, 4}] =
⎡
⎢⎢⎣
2 0.2 0.16 0.1
0.8 4 0.8 0.5
0.4 0.5 3 0.5
0.32 0.4 0.6 5,
⎤
⎥⎥⎦ ,
A2 = M[{2, 3, 4, 5}] =
⎡
⎢⎢⎣
4 0.8 0.5 0.3
0.5 3 0.5 0.3
0.4 0.6 5 0.4
0.4 0.6 0.8 4
⎤
⎥⎥⎦ ,
T.-Z. Huang et al. / Linear Algebra and its Applications 429 (2008) 1730–1743 1735
A3 = M[{4, 5, 6}] =
⎡
⎣ 5 0.4 0.320.8 4 0.8
0.16 0.2 1
⎤
⎦ .
Then the 3-subdirect sum
A1 ⊕3 A2 =
⎡
⎢⎢⎢⎢⎣
2 0.2 0.16 0.1 0
0.8 8 1.6 1 0.3
0.4 1 6 1 0.3
0.32 0.8 1.2 10 0.4
0 0.4 0.6 0.8 4
⎤
⎥⎥⎥⎥⎦
is a strictly diagonally dominant P -matrix, and
C = A1 ⊕3 A2 ⊕2 A3 =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 0.2 0.16 0.1 0 0
0.8 8 0.16 1 0.3 0
0.4 1 6 1 0.3 0
0.32 0.8 1.2 15 0.8 0.32
0 0.4 0.6 1.6 8 0.8
0 0 0 0.16 0.2 1
⎤
⎥⎥⎥⎥⎥⎥⎦
is also a strictly diagonally dominant P -matrix.
4. 2-Subdirect sum of totally nonnegative matrices
A real n × n matrix A is a totally nonnegative (TN) matrix if det A[α|β]  0, for all α, β ⊆
{1, 2, . . . , n} such that |α| = |β|, where the cardinality of α is denoted by |α|. In particularly, this
implies that aij  0, i, j ∈ {1, 2 . . . , n}.
In [3], Fallat and Johnson have obtained that the 1-subdirect sum of two TN matrices is a TN
matrix. In this section, we will show that the 2-subdirect sum of two TN matrices under some
conditions is also a TN matrix.
Lemma 4.1 [11]. Suppose that A is an n × n real matrix. If A has a p × q submatrix of zeros,
then A is singular whenever p + q  n + 1.
Theorem 4.2. Let A and B be two TN matrices of orders m and n, respectively, and let k = 2,
and A and B be partitioned as in (2.1). Suppose that C = A ⊕2 B, whose entries are as in (2.3)
satisfies the following two conditions:
(I) am,j = 0 for j = 1, 2, . . . , m − 2 and bm−1,j = 0 for j = m + 1,m + 2, . . . , n + m −
2; ai,m = 0 for i = 1, 2, . . . , m − 2 and bi,m−1 = 0 for i = m + 1,m + 2, . . . , n + m − 2, and
(II) am−1,m−1  k1am,m−1, k1amm  am−1,m, bm−1,m−1  k1bm,m−1, k1bmm  bm−1,m
for some k1  0.
Then the 2-subdirect sum C = A ⊕2 B is a TN matrix.
Proof. To prove that C is a TN matrix, we shall prove det C[α|β]  0.
Let α, β ⊆ {1, . . . , m + n − 2} be such that |α| = |β|, let α1 = α ∩ {1, . . . , m − 2}, β1 = β ∩
{1, . . . , m − 2}, α2 = α ∩ {m + 1, . . . , n + m − 2}, β2 = β ∩ {m + 1, . . . , n + m − 2}. Firstly,
we assume α1, α2, β1 and β2 are all nonempty. Obviously, if |α| = |β| = 1, det C[α|β]  0.
Therefore, we consider α, β such that |α| = |β| > 1.
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We will consider the following cases:
Case 1. {m − 1,m}  α, {m − 1,m}  β:
Case 1.1: α = α1 ∪ α2, β = β1 ∪ β2.
C[α|β] =
[
A11[α1|β1] 0
0 B33[α2|β2]
]
.
Case 1.1.1: |α1| = |β1|.
det C[α|β] = det A11[α1|β1] det B33[α2|β2]  0.
Case 1.1.2: |α1| /= |β1|.
Without loss of generality, assume |α1| > |β1| (the case |α1| < |β1| follows by symmetry).
Then A[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| +
1 = |β| + 1, hence det C[α|β] = 0 according to Lemma 4.1.
Case 1.2: α = α1 ∪ α2 ∪ {m − 1}, β = β1 ∪ β2 ∪ {m − 1}.
C[α|β] =
⎡
⎣ A11[α1|β1] A12[α1|{m − 1}] 0A21[{m − 1}|β1] am−1,m−1 + bm−1,m−1 B23[{m − 1}|β2]
0 B32[α2|{m − 1}] B33[α2|β2]
⎤
⎦ .
Case 1.2.1: |α1| = |β1|.
C[α|β] is the 1-subdirect sum of two TN matrices, so C[α|β] is a TN matrix ([3]) and thus
det C[α|β]  0.
Case 1.2.2: |α1|  |β1| + 2.
Then A[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| +
|β2| + 1 + 1 = |β| + 1, hence det C[α|β] = 0 by Lemma 4.1.
Case 1.2.3: |α1| = |β1| + 1.
According to the condition (I), B23[{m − 1}|β2] = 0, then
det C[α|β] = det A[α1|β1 ∪ {m − 1}] det B[α2 ∪ {m − 1}|β2] = 0,
where A[α1|β1 ∪ {m − 1}] and B[α2 ∪ {m − 1}|β2] are square matrices.
Case 1.2.4: |β1|  |α1| + 2.
This is a symmetric case to Case 1.2.2 and therefore we obtain the result in analogous way.
Case 1.2.5: |β1| = |α1| + 1.
This case is symmetric to Case 1.2.3 and therefore we obtain the result in analogous way.
Case 1.3: α = α1 ∪ α2 ∪ {m − 1}, β = β1 ∪ β2 ∪ {m}.
Case 1.4: α = α1 ∪ α2 ∪ {m}, β = β1 ∪ β2 ∪ {m − 1}.
Case 1.5: α = α1 ∪ α2 ∪ {m}, β = β1 ∪ β2 ∪ {m}.
In analogous way to Case 1.2, we can obtain det C[α|β]  0 for Cases 1.3, 1.4, 1.5.
Case 1.6: α = α1 ∪ α2 ∪ {m − 1}, β = β1 ∪ β2.
C[α|β] =
⎡
⎣ A11[α1|β1] 0A21[{m − 1}|β1] B23[{m − 1}|β2]
0 B33[α2|β2]
⎤
⎦ .
Case 1.6.1: |β1| = |α1|.
According to the condition (I), B23[{m − 1}|β2] = 0, then
det C[α|β] = det A11[α1|β1] det B[α2 ∪ {m − 1}|β2] = 0,
where A[α1|β1]and B[α2 ∪ {m − 1}|β2] are square matrices.
Case 1.6.2: |β1| = |α1| + 1.
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det C[α|β] = det A[α1 ∪ {m − 1}|β1] det B33[α2|β2]  0,
where A[α1 ∪ {m − 1}|β1] and B[α2|β2] are square matrices.
Case 1.6.3: |β1|  |α1| + 2.
C[α|β] has a zero submatrix of size |α2| × |β1|. Furthermore, |α2| + |β1|  |α1| + |α2| + 1 +
1 = |α| + 1, and hence, det C[α|β] = 0 according to Lemma 4.1.
Case 1.6.4: |α1|  |β1| + 1.
C[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| + 1 =
|β| + 1, and hence, det C[α|β] = 0 according to Lemma 4.1.
Case 1.7: α = α1 ∪ α2, β = β1 ∪ β2 ∪ {m − 1}.
This case is symmetric to Case 1.6 and therefore we obtain the result in analogous way.
Case 1.8: α = α1 ∪ α2 ∪ {m}, β = β1 ∪ β2.
C[α|β] =
⎡
⎣ A11[α1|β1] 0A21[{m}|β1] B23[{m}|β2]
0 B33[α2|β2]
⎤
⎦ .
Case 1.8.1: |β1| = |α1|.
det C[α|β] = det A11[α1|β1] det B[α2 ∪ {m}|β2]  0,
where A[α1|β1] and B[α2 ∪ {m}|β2] are square matrices.
Case 1.8.2: |β1| = |α1| + 1.
According to the condition (I), A21[{m}|β1] = 0, then
det C[α|β] = det A[α1 ∪ {m}|β1] det B33[α2|β2] = 0,
where A[α1 ∪ {m}|β1] and B33[α2|β2] are square matrices.
Case 1.8.3: |β1|  |α1| + 2.
C[α|β] has a zero submatrix of size |α2| × |β1|. Furthermore, |α2| + |β1|  |α1| + |α2| + 1 +
1 = |α| + 1, and hence, det C[α|β] = 0 according to Lemma 4.1.
Case 1.8.4: |α1|  |β1| + 1.
C[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| + 1 =
|β| + 1, and hence, det C[α|β] = 0 according to Lemma 4.1.
Case 1.9: α = α1 ∪ α2, β = β1 ∪ β2 ∪ {m − 1}.
This case is symmetric to Case 1.8 and therefore we obtain the result in analogous way.
Case 2. {m − 1,m} ⊆ α, {m − 1,m}β:
Case 2.1: α = α1 ∪ α2 ∪ {m − 1,m}, β = β1 ∪ β2.
C[α|β] =
⎡
⎣ A11[α1|β1] 0A21[{m − 1,m}|β1] B23[{m − 1,m}|β2]
0 B33[α2|β2]
⎤
⎦ .
Case 2.1.1: |α1| = |β1|.
According to the condition (I), B23[{m − 1}|β2] = 0, then
det C[α|β] = det A11[α1|β1] det B[α2 ∪ {m − 1,m}|β2] = 0,
where A[α1|β1] and B[α2 ∪ {m − 1,m}|β2] are square matrices.
Case 2.1.2: |α1| > |β1|.
C[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| + 1 =
|β| + 1. Hence, det C[α|β] = 0 by Lemma 4.1.
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Case 2.1.3: |β1|  |α1| + 3.
C[α|β] has a zero submatrix of size |α2| × |β1|. Furthermore, |α2| + |β1|  |α1| + |α2| + 2 +
1 = |α| + 1. Hence, det C[α|β] = 0 by Lemma 4.1.
Case 2.1.4: |β1| = |α1| + 2.
According to the condition (I), A21[{m}|β1] = 0, then
det C[α|β] = det A[α1 ∪ {m − 1,m}|β1] det B[α2|β2] = 0,
where A[α1 ∪ {m − 1,m}|β1] and B[α2|β2] are square matrices.
Case 2.1.5: |β1| = |α1| + 1.
According to the condition (I), we can obtain
det C[α|β] = det A[α1 ∪ {m − 1}|β1] det B[α2 ∪ {m}|β2]  0,
where A[α1 ∪ {m − 1}|β1] and B[α2 ∪ {m}|β2] are square matrices.
Case 2.2: α = α1 ∪ α2 ∪ {m − 1,m}, β = β1 ∪ β2 ∪ {m − 1}.
C[α|β] =
⎡
⎢⎢⎣
A11[α1|β1] A12[α1|{m − 1}] 0
A21[{m − 1}|β1] am−1,m−1 + bm−1,m−1 B23[{m − 1}|β2]
A21[{m}|β1] am,m−1 + bm,m−1 B23[{m}|β2]
0 B32[α2|{m − 1}] B33[α2|β2]
⎤
⎥⎥⎦ .
Case 2.2.1: |α1|  |β1| + 2.
C[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| + 1 +
1 = |β| + 1. Hence, det C[α|β] = 0 by Lemma 4.1.
Case 2.2.2: |α1| = |β1| + 1.
According to the condition (I), B23[{m − 1}|β2] = 0, then
det C[α|β] = det A[α1|β1 ∪ {m − 1}] det B[α2 ∪ {m − 1,m}|β2] = 0,
where A[α1|β1 ∪ {m − 1}] and B[α2 ∪ {m − 1,m}|β2] are square matrices.
Case 2.2.3: |α1| = |β1|.
By applying the conditions (I), we obtain
det C[α|β] = det B[α2 ∪ {m}|β2] det
[
A11[α1|β1] A12[α1|{m}]
A21[{m − 1}|β1] am−1,m−1 + bm−1,m−1
]
 0,
where A11[α1|β1] and B[α2 ∪ {m}|β2] are square matrices.
Case 2.2.4: |β1|  |α1| + 3.
C[α|β] has a zero submatrix of size |α2| × |β1|. Furthermore, |α2| + |β1|  |α1| + |α2| + 2 +
1 = |α| + 1, and hence, det C[α|β] = 0 according to Lemma 4.1.
Case 2.2.5: |β1| = |α1| + 2.
According to the condition (I), A21[{m}|β1] = 0, then
det C[α|β] = det A[α1 ∪ {m − 1,m}|β1] det B[α2|β2 ∪ {m − 1}] = 0,
where A[α1 ∪ {m − 1,m}|β1] and B[α2|β2 ∪ {m − 1}] are square matrices.
Case 2.2.6: |β1| = |α1| + 1.
By applying the condition (I), we obtain
det C[α|β] = det A[α1 ∪ {m − 1}|β1] det
[
am,m−1 + bm,m−1 B23[{m}|β2]
B32[α2|{m − 1}] B33[α2|β2]
]
 0,
where A[α1 ∪ {m − 1}|β1] and B33[α2|β2] are square matrices.
Case 2.3: α = α1 ∪ α2 ∪ {m − 1,m}, β = β1 ∪ β2 ∪ {m}.
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This case can be done similarly as in Case 2.2.
Case 3. {m − 1,m}α, {m − 1,m} ⊆ β.
Case 3.1: α = α1 ∪ α2, β = β1 ∪ β2 ∪ {m − 1,m}.
This case is symmetric to Case 2.1.
Case 3.2: α = α1 ∪ α2 ∪ {m − 1}, β = β1 ∪ β2 ∪ {m − 1,m}.
C[α|β] =
⎡
⎣ A11[α1|β1] A12[α1|{m − 1}] A12[α1|{m}] 0A21[{m − 1}|β1] am−1,m−1 +bm−1,m−1 am−1,m +bm−1,m B23[{m − 1|β2]
0 B32[α2|{m − 1}] B32[α2|{m}] B33[α2|β2]
⎤
⎦ .
Case 3.2.1: |α1|  |β1| + 3.
C[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| + 2 +
1 = |β| + 1. Hence, det C[α|β] = 0 according to Lemma 4.1.
Case 3.2.2: |α1| = |β1| + 2.
According to the condition (I), B23[{m − 1}|β2] = 0, then
det C[α|β] = det A[α1|β1 ∪ {m − 1,m}] det B[α2 ∪ {m − 1}|β2] = 0,
where A[α1|β1 ∪ {m − 1,m}] and B[α2 ∪ {m}|β2] are square matrices.
Case 3.2.3: |α1| = |β1| + 1.
By applying the conditions (I), we can obtain
det C[α|β] = det A[α1|β1 ∪ {m − 1}] det
[
am−1,m + bm−1,m 0
B32[α2|{m}] B33[α2|β2]
]
 0,
where A[α1|β1 ∪ {m − 1}] and B33[α2|β2] are square matrices.
Case 3.2.4: |α1| = |β1|.
By applying the conditions (I), we can obtain
det C[α|β] = det B[α2|β2 ∪ {m}] det
[
A11[α1|β1] A12[α1|{m − 1}]
A21[{m − 1}|β1] am−1,m−1 + bm−1,m−1
]
 0,
where A11[α1|β1] and B[α2|β2 ∪ {m}] are square matrices.
Case 3.2.5: |β1|  |α1| + 2.
C[α|β] has a zero submatrix of size |α2| × |β1|. Furthermore, |α2| + |β1|  |α1| + |α2| + 1 +
1 = |α| + 1. Hence det C[α|β] = 0 according to Lemma 4.1.
Case 3.2.6: |β1| = |α1| + 1.
det C[α|β] = det A[α1 ∪ {m − 1}|β1] det B[α2|β2 ∪ {m − 1,m}]  0,
where A[α1 ∪ {m − 1}|β1] and B[α2|β2 ∪ {m − 1,m}] are square matrices.
Case 3.3: α = α1 ∪ α2 ∪ {m}, β = β1 ∪ β2 ∪ {m − 1,m}.
This is symmetric to Case 3.2.
Case 4. α = α1 ∪ α2 ∪ {m − 1,m}, β = β1 ∪ β2 ∪ {m − 1,m}:
C[α|β] =
⎡
⎣ A11[α1|β1] A12[α1|{m − 1,m}] 0A21[{m − 1,m}|β1] A22 + B22 B23[{m − 1,m}|β2]
0 B32[α2|{m − 1,m}] B33[α2|β2]
⎤
⎦ .
Case 4.1: |α1|  |β1| + 3.
C[α|β] has a zero submatrix of size |α1| × |β2|. Furthermore, |α1| + |β2|  |β1| + |β2| + 2 +
1 = |β| + 1, and hence, det C[α|β] = 0 according to Lemma 4.1.
Case 4.2: |α1| = |β1| + 2.
According to the condition (I), B23[{m − 1}|β2] = 0, then
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det C[α|β] = det A[α1|β1 ∪ {m − 1,m}] det B[α2 ∪ {m − 1,m}|β2] = 0,
where A[α1|β1 ∪ {m − 1,m}] and B[α2 ∪ {m − 1,m}|β2] are square matrices.
Case 4.3: |α1| = |β1| + 1.
By applying the condition (I), we can obtain
det C[α|β] = det A[α1|β1 ∪ {m − 1}] det
[
am−1,m + bm−1,m 0
B[α2 ∪ {m}|{m}] B[α2 ∪ {m}|β2]
]
 0,
where A[α1|β1 ∪ {m − 1}] and B[α2 ∪ {m}|β2] are square matrices.
Case 4.4: |α1| = |β1|.
According to the condition (I), we can get
det C[α|β] = det
[
A11[α1|β1] A12[α1|{m − 1}]
A21[{m − 1}|β1] am−1,m−1 + bm−1,m−1
]
× det
[
am−1,m + bm−1,m 0
B[α2 ∪ {m}|{m}] B[α2 ∪ {m}|β2]
]
 0.
In analogous way to Cases 4.1–4.3, respectively, we obtain the result analyzing the subcases
Case 4.5: |β1|  |α1| + 3.
Case 4.6: |β1| = |α1| + 2.
Case 4.7: |β1| = |α1| + 1.
For the above Cases 1, 2, 3 and 4, if any of α1, α2, β1 and β2 is empty, it is easy to verify
det C[α|β]  0 by applying the conditions (I) and (II).
By the above discussion, we have obtained det C[α|β]  0. 
In [12], the monotonically labeled k-chordal graphs were introduced, and the totally positive
(TP) completion problem was solved for monotonically labeled 1-chordal graph. According to
Theorem 4.2, we may obtain the TN completion for monotonically labeled 2-chordal graph.
Corollary 4.3. Let
A =
⎡
⎣A11 A12 X13A21 A22 A23
X31 A32 A33
⎤
⎦ .
be an (m + n − 2) × (m + n − 2) partial TN matrix whose specified entries is a monotonically
labeled 2-chordal graph with two cliques, where A11, A12, A21, A22, A23, A32, A33 denote the
totally specified blocks such that
[
A11 A12
A21 1/2A22
]
,
[
1/2A22 A23
A32 A33
]
, A22 have sizes m × m, n × n,
and 2 × 2, respectively, and X13, X31 denote the totally unspecified blocks. We assume that[
A11 A12
A21 1/2A22
]
and
[
1/2A22 A23
A32 A33
]
are TN matrices where the entries of A12, A32, A21 and A23
satisfy the condition (I) of Theorem 4.2, and the entries of A22 satisfy the condition (II) of Theorem
4.2. Then the completion of A
Ac =
⎡
⎣A11 A12 0A21 A22 A23
0 A32 A33
⎤
⎦
is a totally nonnegative matrix.
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5. A remark on subdirect sums of P0-matrices
For P0-matrices, Fallat and Johnson [3] proposed the following question:
If
C =
⎡
⎣C11 C12 0C21 C22 C23
0 C32 C33
⎤
⎦
is a P0-matrix, may C be written as C = A ⊕k B, such that A and B are both P0-matrices
when C22 is k-by-k? (see the discussion preceding Section 5 in Ref. [3]). In this section, we give
a positive answer to this question.
Lemma 5.1. Let A be a P0-matrix. Then B = A + diag(0, . . . , 0, ti , 0, . . . , 0) is also a P0-
matrix, for ti  0, i ∈ {1, 2, . . . , n}.
Proof. Since A is a P0-matrix and B({i}) = A({i}), then the principal minors of B({i}) are
nonnegative. To show that B is a P0-matrix it is enough to show det B[α ∪ {i}]  0, for each
α ⊆ {1, 2, . . . , n}. By calculation,
det B[α ∪ {i}] = det A[α] + ti det A[α − {i}]  0.
This completes the proof. 
Lemma 5.1′. Let A be a P0-matrix. Then B = A + diag(t1, t2, . . . , tn) is also a P0-matrix, for
ti  0, i ∈ {1, 2, . . . , n}.
Proof. Repeated applications of Lemma 5.1 yield the desired result. 
Note that the following Lemma 5.2 establishes a relationship between P -matrices and P0-
matrices.
Lemma 5.2. Let A ∈ Mn(R).A is a P0-matrix if and only if B = A + diag(t1, t2, . . . , tn) is a
P -matrix for all sufficiently small ti > 0, i ∈ {1, 2, . . . , n}.
Proof. Suppose A is P0-matrix, to show that B is a P -matrix, it is enough to show det B[α] > 0
for all α ⊆ {1, 2, . . . , n}, where α = {j1, j2, . . . , jm},m  n.
The proof will use induction on |α|. This result holds when α = {j1}. If α = {j1, j2}, we have
det B[α] = det(A[α] + diag(tj1 , tj2))
= det
[
aj1j1 aj1j2
aj2j1 aj2j2 + tj2
]
+ det
[
tj1 aj1j2
0 aj2j2 + tj2
]
> 0.
Now assume the result is true for all α = {j1, j2, . . . , jk}, k ∈ {1, 2, . . . , m − 1}. In the following,
consider α = {j1, j2, . . . , jm−1, jm}, then
det B[α] = det
[
B[α − {jm}] A[α − {jm}|{jm}]
A[{jm}|α − {jm}] ajmjm + tjm
]
= det
[
B[α − {jm}] A[α − {jm}|{jm}]
A[{jm}|α − {jm}] ajmjm
]
+ tjm det B[α − {jm}] > 0,
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where the last inequality holds because
det
[
B[α − {jm}] A[α − {jm}|{jm}]
A[{jm}|α − {jm}] ajmjm
]
 0 (By Lemma 5.1′)
and det B[α − {jm}] > 0 from our assumption. Thus B is a P -matrix.
Conversely, suppose that B = A + diag(t1, t2, . . . , tn) is a P -matrix for ti > 0, i ∈
{1, 2, . . . , n}. Since t1, t2, . . . , tn > 0, we may assume that t = t1a1 =
t2
a2
= · · · = tn
an
, where
a1, a2, . . . , an are positive real numbers. For all α ⊆ {1, 2, . . . , n}, α = {j1, j2, . . . , jm},m  n,
we have
B[α] = A[α] + diag(tj1 , tj2 , . . . , tjm) = A[α] + t · diag(aj1 , aj2 , · · · , ajm).
Expansion of det B[α] as a polynomial in t gives a polynomial of degree m whose constant term
equals to det A[α]. Since det B[α] > 0, let t → 0, we have
lim
t→0 det B[α] = det A[α]  0.
Therefore, A is a P0-matrix. This completes the proof. 
Theorem 5.3. Let
C =
⎡
⎣C11 C12 0C21 C22 C23
0 C32 C33
⎤
⎦ ∈ Mn(R),
where C11 and C33 are square, and C22 is k × k. If C is a P0-matrix, then C can be written as
C = A ⊕k B such that A and B are both P0-matrices.
Proof. Suppose that C is a P0-matrix. Let C11 be m × m and C33 be r × r . Applying Lemma
5.2, we have, for any sufficient small t > 0,
C˜ = C + tIn =
⎡
⎣C11 + tIm C12 0C21 C22 + tIk C23
0 C32 C33 + tIr
⎤
⎦
is a P -matrix, where In denotes the n × n identity matrix.
In accordance with the proof of Theorem 4.5 in [3], there exist real numbers 0  a  1 and
0  b  1 such that
C˜ = A˜ ⊕k B˜,
in which A˜ and B˜ are both P -matrices, for
A˜ = A′ +
[
0 0
0 lS
]
=
⎡
⎣C11 + tIm C12(φ|{k}) C12(φ|{k}]C21({k}|φ) A′22 + atIk−1 C22({k}|{k}]
C21[{k}|φ) 0 α′ + bt
⎤
⎦+ [0 00 lS
]
and
B˜ = B ′ +
[
l(−S) 0
0 0
]
=
⎡
⎣B ′22 + (1 − a)tIk−1 0 C23({k}|φ)C22[{k}|{k}) β ′ + (1 − b)t C23[{k}|φ)
C32(φ|{k}) C32(φ|{k}] C33 + tIr
⎤
⎦+ [l(−S) 00 0
]
,
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where S is a fixed nonzero k × k skew-symmetric matrix with all off-diagonal entries nonzero in
the last row and column and all other off-diagonal entries zero, l is a sufficiently large positive
real number, and
C22({k}) = A′22 + B ′22, C22[{k}] = α′ + β ′.
Also by Lemma 5.2, we have
A =
{
A′ +
[
0 0
0 lS
]}
t=0
and B =
{
B ′ +
[
l(−S) 0
0 0
]}
t=0
are both P0-matrices. Furthermore, C = A ⊕k B. This completes the proof. 
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