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Abstract
A sequence of tensor-valued measures of certain singular spaces (e.g., subanalytic or convex sets) is constructed. The first
three terms can be interpreted as scalar curvature, Einstein tensor and (modified) Riemann tensor. It is shown that these measures
are independent of the ambient space, i.e., they are intrinsic. In contrast to this, there exists no intrinsic tensor-valued measure
corresponding to the Ricci tensor.
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1. Introduction
Let X ⊂ RN be a compact subset admitting a normal cycle X˜ in the sense of [14]. For instance, X may be
subanalytic, convex or a submanifold. It is known that there exist curvature measures associated to X, called Lipschitz–
Killing measures [7,14]. One of these curvatures can be interpreted as scalar curvature measure of X [3,4].
The aim of the present paper is to generalize curvature tensors, like Ricci and Riemann tensor, to sets with normal
cycle. To this end, we construct a sequence of canonical tensor-valued measures related to X. If X is a submanifold,
then two of these measures correspond to the Einstein tensor E = s2g − ric and to a modification Rˆ = R − ric · g +
s
4g · g of the Riemann tensor. We show that the total Einstein measure of a convex set is a linear combination of
Alesker’s invariants. Our tensor-valued measures admit geometric representations in the subanalytic case, relating
them to density and mean curvature of strata.
What makes these measures particularly interesting is their intrinsic behaviour. We will show that one can associate
geometrically meaningful tensor-valued distributions to a singular subspace X of an arbitrary oriented Riemannian
manifold (M,g). The main result states roughly that the curvature tensors of X only depend on X, but not on the
ambient space (M,g). More precisely, if (M,g) is a submanifold of (M ′, g′), then the curvature tensors with respect
to the embedding of X in M and with respect to the embedding of X in M ′ agree.
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the Ricci tensor. In the smooth case, the knowledge of Einstein tensor and scalar curvature implies the knowledge
of the Ricci tensor. In the singular case, scalar curvature and metric tensor only exist as tensor-valued measures, and
there is no good way to multiply them.
2. Notations
We denote by sn the volume of the n-dimensional unit sphere. We will need the equation
(1)
π
2∫
0
cos(φ)m sin(φ)n dφ = sm+n+1
smsn
.
The Kulkarni–Nomizu product of two symmetric bilinear forms h and g on some vector space V is the tensor
h · g ∈ Sym2 Λ2V ∗ defined by
h · g(x, y, v,w) := h(x, v)g(y,w)+ h(y,w)g(x, v)− h(x,w)g(y, v)− h(y, v)g(x,w)
for all x, y, v,w ∈ V . The Kulkarni–Nomizu product extends to a product on ⊕k Sym2 ΛkV ∗, see Definition A.3.
The Riemann tensor of a Riemannian manifold is denoted by R, the Ricci tensor by ric and the scalar curvature
by s. We set E := s2g − ric the Einstein tensor and call Rˆ := R − ric · g + s4g · g the modified Riemann tensor. The
volume element of (M,g) is denoted by μg (or just μ).
Let v be a normal vector field defined on a neighbourhood of x ∈ M , where M ⊂ (M˜, g) is a submanifold. We
denote by lv(X,Y ) := 〈D˜Xv,Y 〉, X,Y ∈ TxM the second fundamental form in direction v. It is a symmetric bilinear
form which depends only on the value of v at x.
We use standard notation from Geometric Measure Theory, as in [12]. In particular, [[X]] denotes the current
integration over the oriented submanifold X. Push-forward of a normal current T and pull-back of a differential form
Φ under a smooth map H will be denoted by H∗T and H ∗Φ , respectively. The sphere bundle of a Riemannian
manifold (M,g) will be denoted by π :SM → M .
Let SN denote the set of permutations of {1, . . . ,N} and sgn(π) the sign of a permutation.
To shorten notation, we will write dxi1...ik instead of dxi1 ∧ · · · ∧ dxik and similarly for y. Also, for vectors
ei1, . . . , eik we abbreviate ei1...ik := ei1 ∧ · · · ∧ eik .
3. Tensor-valued invariants in the Euclidean case
Let SRN ⊂ RN × RN be the unit tangent bundle of RN . Using standard coordinates (x1, . . . , xN , y1, . . . , yN) on
RN × RN ,
SRN =
{
(x1, . . . , xN , y1, . . . , yN):
N∑
i=1
y2i = 1
}
.
Suppose that X ⊂ RN is compact and admits a normal cycle. By this we mean that there exists an integral (N −1)-
cycle X˜ on SRN which vanishes on the canonical 1-form α =∑Ni=1 yi dxi and which reflects geometric properties
of X. For instance, if X is convex (or more generally of positive reach), subanalytic (or more generally definable in
some o-minimal structure) or a Lipschitz submanifold of bounded curvature, then X admits a canonical normal cycle
X˜ [7,14,17,20]. The flat norm on the space of currents on SRN induces a metric on the space of compact sets with
normal cycle. We call this the flat metric.
The aim of this section is to define canonical tensor-valued measures related to X by integrating tensor-valued
differential forms over X˜.
Let ei , i = 1, . . . ,N , be the standard base of RN and define for 0 d  k N − 1 the following (N − 1)-form on
SRN with values in ⊗2dRN :
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∑
s1,...,sd=1,...,N
π∈SN
sgn(π)yπ(N) dxs1...sdπ(d+1)...π(k) ∧ dyπ(k+1)...π(N−1)
⊗ es1 ⊗ · · · ⊗ esd ⊗ eπ(1) ⊗ · · · ⊗ eπ(d).
The constant is given by
CN,k,d := (−1)
N+1
sN−k−1(k − d)!d!(N − k − 1)! .
It can be checked (compare Theorem 3.1(c)) that the form is independent of the choice of the coordinates, as long
as e1, . . . , eN form a positively oriented base.
Let X be a compact subset of RN admitting a normal cycle X˜. Define measures Λk,d on RN with values in
⊗2d(RN) by setting for 0 d  k N − 1
Λk,d(X,B) = X˜π−1B(Φk,d) ∈ ⊗2d(RN) ∀B ⊂ RN Borel.
Here π :SRN = RN × SN−1 → RN is projection on the first factor. If X is a compact set which is either of positive
reach, definable in some o-minimal structure or a Lipschitz submanifold of bounded curvature, then the properties of
the normal cycle imply that Λk,d(X,−) is concentrated on X. We also set Λk,d(X) := Λk,d(X,X).
If 0 d  k = N we define
ΛN,d(X,B) := volN(X ∩B)
N∑
s1,...,sd=1
(es1 ∧ · · · ∧ esd )⊗ (es1 ∧ · · · ∧ esd ).
The case d = 0 is well known, Λk,0(X,−) is the kth Lipschitz–Killing measure of X [7,14].
Theorem 3.1. Let X ⊂ RN be compact and suppose that X admits a normal cycle X˜. Let B ⊂ RN be a Borel set.
Then
(a) Valuation property:
Λk,d(X1,B)+Λk,d(X2,B) = Λk,d(X1 ∩X2,B)+Λk,d(X1 ∪X2,B);
(b) Translation invariance: Λk,d(X + t,B + t) = Λk,d(X,B) for all t ∈ RN ;
(c) Rotation covariance:
Λk,d(ρX,ρB) = ρΛk,d(X,B)
for all ρ ∈ SO(N);
(d) Continuity: If Xi → X in the flat metric, then Λk,d(Xi,−) converges weakly to Λk,d(X,−);
(e) Homogeneity: Let λ > 0. Then Λk,d(λX,λB) = λkΛk,d(X,B);
(f) Let trd,2d :⊗2dRN → ⊗2d−2RN , d  1, denote contraction of the d th and the 2d th coordinate. Then
trd,2d Λk,d(X,B) = k − d + 1
d
Λk,d−1(X,B);
(g) Λk,d(X,B) ∈ Sym2 ΛdRd .
Proof. If k = N , then all properties are immediate. Let us assume k < N .
(a) The valuation property follows from X˜1 + X˜2 = X˜1 ∩X2 + X˜1 ∪X2.
(b) The forms Φk,d are invariant under the contactomorphism φ :SRN → SRN given by (x1, . . . , xN , y1, . . . , yN) →
(x1 + t1, . . . , xN + tN , y1, . . . , yN). It follows that Λk,d(X + t,B + t) = X˜ + t(1φπ−1B ∧Φk,d) = φ∗X˜(φ−1∗1π−1B ∧
Φk,d) = X˜(1π−1B ∧Φk,d) = Λk,d(X,B).
(c) ρ induces a contactomorphism ρ˜ :SRN → SRN , (x, y) → (ρx,ρy) and ρ˜X = ρ˜∗X˜.
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Φk,d = CN,k,d
∑
π∈SN
sgn(π)yπ(N) d˜xπ(1)...π(d) ∧ dxπ(d+1)...π(k) ∧ dyπ(k+1)...π(N−1).
If ρ is given by the matrix (ρij )Ni,j=1, then ρ˜∗ d˜xi =
∑N
j=1 ρijρ ◦ d˜xj . Since also ρ˜∗ dxi =
∑N
j=1 ρij dxj , ρ˜∗ dyi =∑N
j=1 ρij dyj , we get ρ˜∗Φk,d = ρ ◦ Φk,d . It follows that Λk,d(ρX,ρB) = ρ˜X(1π−1ρB ∧ Φk,d) = X˜(ρ˜∗1π−1ρB ∧
ρ˜∗Φk,d) = X˜(1π−1B ∧ ρ ◦Φk,d) = ρX˜(1π−1B ∧Φk,d) = ρΛk,d(X,B).
(d) The map X → X˜ is, by definition, continuous, and the statement follows.
(e) Let φλ :SRN → SRN , (x, y) → (λx, y). Then φλ is a contactomorphism and λ˜X = (φλ)∗X˜. The statement
now follows from φ∗λΦk,d = λkΦk,d .
(f) Obvious.
(g) Let I be the ideal generated by α and dα. Since X˜α = X˜dα = 0 for normal cycles, it suffices to show that
Φk,d has, modulo I , values in Sym2 ΛdRN . It is clear by inspecting the form Φk,d that its values are in ΛdRN ⊗
ΛdRN . By SO(N)-covariance, it is enough to show that the values of Φk,d at the point y = (0, . . . ,0,1) are in
Sym2 ΛdRN . Note that, at that point, α = dxN and ∑N−1s=1 dys ∧ dxs = dα − dyN ∧ α ∈ I .
Define for i1, . . . , ik; j1, . . . , jN−k−1; k1, . . . , kd; l1, . . . , ld ∈ {1, . . . ,N − 1}
A(i1, . . . , ik; j1, . . . , jN−k−1; k1, . . . , kd; l1, . . . , ld)
:=
∑
π∈SN−1
sgn(π)dxπ(i1)...π(ik) ∧ dyπ(j1)...π(jN−k−1) ⊗ eπ(k1)...π(kd ) ⊗ eπ(l1)...π(ld ).
Define for 0 j  d
Aj := A(1, . . . , j,N − d + j, . . . ,N − 1, d + 1, . . . , k; k + 1, . . . ,N − 1;
1, . . . , j,N − d + j, . . . ,N − 1;1, . . . , d).
By using symmetry properties and performing several changes of variables in SN−1, we see that Φk,d is a linear
combination of A0, . . . ,Ad . It is therefore enough to show that each Aj is symmetric modulo I . If N − d + j  k,
then Aj = 0. Let us now suppose that N − d + j > k.
Define for 0 l  d − j
Aj,l := A(1, . . . , j,N − d + j, . . . ,N − 1, d + 1, . . . , k; k + 1, . . . ,N − 1;
1, . . . , j + l,N − d + j + l, . . . ,N − 1;
1, . . . , j,N − d + j, . . . ,N − d + j + l − 1, j + l + 1, . . . , d).
Then Aj is symmetric modulo I if and only if Aj,0 ≡ Aj,d−j mod I .
For 0 l  d − j − 1, there are terms dxπ(N−d+j+l) and dyπ(N−d+j+l) in Aj,l . If we replace π(N − d + j + l)
in both terms by π(i) and sum over all i = 1, . . . ,N − 1, we get an element in I . The terms for i ∈ {1, . . . , j, d +
1, . . . ,N − 1} \ {N − d + j + l} vanish trivially.
The terms for i = j + 1, . . . , j + l and i = N − d + j + l are all equal to Aj,l , whereas the terms for i = j + l +
1, . . . , d are all equal to −Aj,l+1. Therefore (l + 1)Aj,l ≡ (d − j − l)Aj,l+1 mod I . We deduce that(
d − j
l
)
Aj,l ≡
(
d − j
l + 1
)
Aj,l+1 mod I, l = 0, . . . , d − j − 1,
and thus Aj,0 ≡ Aj,d−j mod I . 
4. Comparison with Alesker invariants
In the following, the symmetric product of two vectors e and f in RN will be denoted by ef Sym2 RN .
Define the (N − 1)-form Φ ′ on SRN with values in Sym2 RN byk,1
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(−1)N+1
sN−k−1(k − 1)!(N − k − 1)!
N∑
s=1
∑
π∈SN
sgn(π)yπ(N) dxsπ(2)...π(k) ∧ dyπ(k+1)...π(N−1)eseπ(1).
By Theorem 3.1(g), Φk,1 ≡ Φ ′k,1 mod I .
Define (N − 1)-forms on SRN with values in Sym2 RN by
Ψ1 := Φk,0 ⊗ (e21 + · · · + e2N) for k = 1, . . . ,N − 1,
Ψ2 := Φk,0 ⊗ (y1e1 + · · · + yNeN)2 for k = 1, . . . ,N − 1,
Ψ3 := 1
sN−k−1k!(N − k − 1)!
N∑
s=1
∑
π∈SN
sgn(π)yπ(N)ys dxπ(1)...π(k) ∧ dyπ(k+1)...π(N−2)eseπ(N−1)
for k = 1, . . . ,N − 2, Ψ3 := 0 for k = N − 1,
Ψ4 := (−1)
N+1
sN−k−1k!(N − k − 1)!
N∑
s=1
∑
π∈SN
sgn(π)yπ(N)ys dxπ(2)...π(k) ∧ dyπ(k+1)...π(N−1)eπ(1)es
for k = 1, . . . ,N − 1.
Lemma 4.1.
Φ ′k,1 − (N − k − 1) dΨ3 = Ψ1 − (N − k)Ψ2 + (N − k)α ∧Ψ4.
Proof. All the forms involved are SO(N)-equivariant Sym2 RN -valued forms. It thus suffices to verify the equation
at y = (0, . . . ,0,1), which is a lengthy, but simple counting of terms. 
Theorem 4.2. If X ⊂ RN admits a normal cycle X˜ and 1 k N − 1, then
Λk,1(X) = X˜(Ψ1)− (N − k)X˜(Ψ2).
Proof. Since Λk,1(X) = X˜(Φk,1) = X˜(Φ ′k,1), the equation follows from the above lemma and ∂X˜ = X˜α = 0. 
The theorem (at least for X = K convex) also follows by a recent result of Alesker [2] which is based on [1]. He
studied the space of all translation invariant, rotation covariant continuous valuations (on compact convex sets K)
with values in Sym2 RN . His theorem implies that the subspace consisting of valuations which are homogeneous of
degree k is generated by K → K˜(Ψ1) and K → K˜(Ψ2). Since Λk,1 is such a valuation, it is a linear combination of
these two basic valuations and the constants can be easily computed by plugging in examples.
We remark that this is a global result. The corresponding measures are different, as can be seen on easy examples.
The reason is that K˜(dΨ3) = 0 only globally, but in general K˜B(dΨ3) = 0 for a Borel set B . Since we are interested
in curvature measures and not only in global curvatures, we have to use the differential form Φk,1 instead of the linear
combination of Ψ1 and Ψ2.
5. Submanifolds, subanalytic sets and polyhedral surfaces
5.1. Submanifolds
Let (M,g) be a Riemannian manifold with scalar curvature s, Einstein tensor E and modified Riemann tensor Rˆ.
Using the Riemannian metric, we can define the dual (2,0)-tensor E# and the dual (4,0)-tensor Rˆ# on M .
Theorem 5.1. Let M ⊂ RN be a compact n-dimensional submanifold and B ⊂ RN a Borel subset. Then
(a) Λn−2,0(M,B) = 14π
∫
M∩B sμg if n 2;
(b) Λn−2,1(M,B) = 12π
∫
M∩B E
#μg if n 3;
(c) Λn−2,2(M,B) = 14π
∫
M∩B Rˆ
#μg if n 4.
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Remark.
• The first equality is well known, compare [3]. We could also continue, but there is not much additional information
in the following terms. For instance, Λn−2,3 is related to the (0,6)-tensor R · g − 12 ric · g · g + s12g · g · g (see
Definition A.3 for the definition of the Kulkarni–Nomizu product ·).
• The trace of the Einstein tensor is n−22 s, the trace of Rˆ is tr2,4 Rˆ = (n − 3)E. Furthermore, both tensor fields are
divergence free: δE = δRˆ = 0. These equations are easily obtained by taking traces of the differential Bianchi
identity. It would be interesting to know if this reflects properties of the forms Φk,d and if a similar equation
holds true for all Λk,d . Furthermore, E vanishes if n = 2 and Rˆ vanishes if n 3. It seems that, in contrast to the
Einstein tensor (which appears in Hilbert’s variational formula for the total scalar curvature), the tensor Rˆ has no
clear geometrical meaning and that it was not yet studied in Riemannian geometry.
• Hilbert’s variational formula relates scalar curvature and Einstein tensor of a Riemannian manifold. A generaliza-
tion of this formula, relating Λk,0 and Λk,1 for 1 k N is proved in [5].
Example. Let M := Sn ⊂ Rn+1. Since the sectional curvature of M is 1, we get s = n(n − 1), ric = (n − 1)g,
R = 12g · g. It follows E =
(
n−1
2
)
g and Rˆ = (n−2)(n−3)4 g · g. At v ∈ Sn, we therefore have
E# =
(
n− 1
2
)
g# =
(
n− 1
2
)( n+1∑
s=1
e2s − v2
)
.
Theorem 5.1 implies that, for B ⊂ Sn Borel,
Λn−2,1(Sn,B) = 12π
(
n− 1
2
) ∫
Sn∩B
(
n+1∑
s=1
e2s − v2
)
dv ∈ Sym2 Rn+1.
In particular,
Λn−2,1(Sn) = n(n− 1)(n− 2)sn4π(n+ 1)
n+1∑
s=1
e2s .
Similarly,
Λn−2,2(Sn,B) = (n− 2)(n− 3)16π
∫
Sn∩B
(
n+1∑
i,j=1
(ei ∧ ej )2 − 2
n+1∑
j=1
(v ∧ ej )2
)
dv ∈ Sym2 Λ2Rn+1.
5.2. Subanalytic spaces
Let X ⊂ RN be compact subanalytic of dimension n. We fix a tame stratification in the sense of [8]. For a stratum
Y of codimension 2, set ηY :Y → R, x → 12 + (−1)n χlok(X,x)2 − θ(X,x), where χlok(X,x) denotes the local Euler
characteristic and θ(X,x) the n-dimensional density of X at x [3]. Let gY denote the restriction of g to Y and let
HdimYY denote the dimY -dimensional Hausdorff measure on a stratum Y . The trace of a bilinear form (with respect to
the given Riemannian metric on a stratum) is denoted by tr.
Let α(x, v) be the normal Morse index of the stratified set X at x ∈ X in direction v (see [16] for stratified Morse
theory and [8] for this special situation).
On a stratum Y of codimension 1, we define the outward normal vector w by setting
w(x) := 2π
sN−n+1
∫
(TxY )⊥∩SN−1
α(x, v)v dv ∈ RN.
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factor is chosen in such a way that for manifolds with boundary, one gets the usual outward unit normal vector. In
general, w(x) is not of unit length. We denote by l = lY = lw the second fundamental form of Y in direction w.
Let Ti be a map which associates to each i-dimensional stratum Y a tensor field on Y . For instance, s (scalar
curvature on n-dimensional strata), l (second fundamental form on (n − 1)-dimensional strata in direction of their
outward normal vectors) and η (modified density function on (n− 2)-dimensional strata) are such maps, from which
we can build other ones by taking traces and by multiplying with the metric tensor.
We say that a tensor-valued measure Λ(X,−) is represented by the (n+ 1)-tuple (T0, T1, . . . , Tn) if
Λ(X,B) =
n∑
i=0
∑
Y, dimY=i
∫
Y∩B
Ti(Y ) dHdimYY for all Borel subsets B ⊂ RN.
Theorem 5.2. Let X be a compact subanalytic set of dimension n <N with a fixed tame stratification. Then
(a) For n 2, Λn−2,0(X,−) is represented by(
0, . . . ,0, η,
1
2π
tr l,
1
4π
s
)
.
(b) For n 3, Λn−2,1(X,−) is represented by(
0, . . . ,0, η · g#, 1
2π
(tr l · g − l)#, 1
2π
E#
)
.
(c) For n 4, Λn−2,2(X,−) is represented by(
0, . . . ,0,
1
4
η(g · g)#, 1
8π
(tr l · g · g − 2l · g)#, 1
4π
Rˆ#
)
.
Proof. The proof is similar to the one of Theorem 5.1. Each stratum of X is a submanifold and we can proceed
as before. However, when integrating over the normal bundle of such a stratum, we have to take care of the index
α(x, v). One also has to use the equation 1
sN−n+1
∫
(TxY )⊥∩SN−1 α(x, v) dv = η(x) for x ∈ Y , where Y is a stratum of
codimension 2 [3]. We leave the details to the reader. 
5.3. Polyhedral submanifolds
Definition 5.3.
• The Einstein measure of a closed smooth submanifold X ⊂ RN is the Sym2 RN -valued measure given by
E(X,B) :=
∫
X∩B
E# dμg
for all Borel sets B ⊂ RN .
• The Einstein measure of a closed polyhedral submanifold X ⊂ RN of dimension 3  n < N is the Sym2 RN -
valued measure defined by
E(X,B) := 2π
∑
Y,dimY=n−2
∫
Y∩B
(
1 − θ(X,x))g#Y dHn−2Y (x)
for all Borel sets B ⊂ RN . Here Y runs over all (n − 2)-dimensional faces of X and θ(X,x) is the density of X
at x.
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rems 5.1(b) and 5.2(b), the Einstein measure of a smooth or polyhedral submanifold X is the same as 2πΛn−2,1(X,−),
but the above expressions are more explicit.
The fatness of a k-simplex Y with vertices v0, . . . , vk is defined as
Hk(Y )
maxi =j |vi − vj |k .
The fatness of a triangulated piecewise linear space is the minimum of the fatnesses of the simplexes of the trian-
gulation. Finally, the fatness of a piecewise linear space is the supremum over the fatnesses of all its triangulations
(compare [13]).
Let M be a compact smooth submanifold of RN . Then M has positive reach, i.e., there exists r > 0 such that for
all x ∈ RN with d(x,M) < r there exists a unique ξ(x) ∈ M with |x − ξ(x)| = d(x,M).
Corollary 5.4. Let M ⊂ RN be a compact smooth submanifold of dimension 3 n < N and X1,X2, . . . a sequence
of n-dimensional polyhedral submanifolds such that
(a) Xi converges for i → ∞ to M in the Hausdorff topology;
(b) the fatness of Xi remains bounded from below by some constant c > 0;
(c) Xi is closely inscribed in M , i.e., all vertices of Xi are on M , Xi is contained in the domain of ξ and ξ |Xi is
one-to-one.
Then the Einstein measure of Xi converges weakly to the Einstein measure of X.
Proof. By the Main Theorem of [13], the normal cycles X˜i converge in the flat topology to M˜ . Now apply Theo-
rem 3.1(d). 
The analogous statement for the modified Riemann tensor can also be shown with the same proof.
A similar theorem, but concerning intrinsic approximations (i.e., the lengths of the edges are induced by geodesic
distances on M), is known for Lipschitz–Killing measures [9]. In the case N = 3, the Einstein measure was also
considered in [11], where applications of the piecewise linear approximation of the Einstein measure in computational
geometry are presented.
6. Distributional invariants on Riemannian manifolds
6.1. Lifts of 1-forms to TM and SM
We refer to [19] for lifts of 1-forms.
Given a connection on a manifold M of dimension N , there exists a natural map p∗ :T TM → TM , defined as
follows. Let X ∈ T(x0,y0)TM be represented by a curve (x(t), y(t)) in TM with x(0) = x0, y(0) = y0. Then y is a
vector field along x and p∗X := Ddt y(0) ∈ Tx0M .
In coordinates, we get the following expression. Let x1, . . . , xN be a coordinate chart for an open neighbour-
hood U ⊂ M of x0. Then there are induced coordinates (x1, . . . , xN , y1, . . . , yN) on π−1U ⊂ TM . The point
(x1, . . . , xN , y1, . . . , yN) corresponds to the vector
∑N
i=1 yi ∂∂xi |x ∈ TxM , where x = (x1, . . . , xN).
If X =∑Ni=1(ai ∂∂xi + bi ∂∂yi ), then
p∗X =
N∑
i=1
(
bi +
N∑
k,j=1
ykajΓ
i
jk
)
∂
∂xi
,
where Γ ijk are the Christoffel symbols of the connection.
Let ω be a 1-form on M . Define the horizontal lift ωh of ω by setting
ωh(X) := ω(p∗X) ∀X ∈ T TM.
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ωh =
N∑
k,i,j=1
ykΓ
j
ikωj dxi +
N∑
i=1
ωi dyi.
Next, the projection π :TM → M induces a map π∗ :T TM → TM . The vector with coordinates (a1, . . . , aN ,
b1, . . . , bN) is mapped to the vector with coordinates (a1, . . . , aN).
Define the vertical lift of a 1-form ω on M by
ωv(X) := π∗ω(X) = ω(π∗X) ∀X ∈ T TM.
If ω =∑Ni=1 ωi dxi , then (in the induced coordinates (x1, . . . , xN , y1, . . . , yN)) ωv =∑Ni=1 ωi dxi .
We remark that horizontal and vertical lifts of ω to the point (x, y) only depend on ω|x . Given a 2-form Ω on M ,
we also set Ωv := π∗Ω .
In the following, (M,g) will be a closed oriented Riemannian manifold with its Levi-Civita connection. Then SM
is a submanifold of TM , and we can pull-back the horizontal and the vertical lift of a 1-form on M to a 1-form on
SM .
Example. Let M = RN with the Euclidean metric and the Levi-Civita connection. TRN can be identified with
RN × RN and we use canonical coordinates (x1, . . . , xN , y1, . . . , yN). Let X =∑Nj=1(aj ∂∂xj + bj ∂∂yj ) be a tangent
vector in TRN . Then p∗X =∑j bj ∂∂xj and π∗X =∑j aj ∂∂xj . It follows dxhi (X) = dxi(p∗X) = bi = dyi(X). There-
fore dxhi = dyi .
Similarly, dxvi (X) = dxi(
∑
j aj
∂
∂xj
) = ai = dxi(X), hence dxvi = dxi .
6.2. Definition of Φk,d and φk,d
Given a closed oriented Riemannian manifold (M,g) of dimension N , we want to construct ⊗2dTM-valued
(N − 1)-forms Φk,d on SM generalizing the forms of Section 3.
Let (x, v) ∈ SM . In order to define Φk,d |(x,v), we fix an orthonormal base e1, . . . , eN of TxM . Let σi ,
i = 1, . . . ,N , be the dual base of 1-forms on TxM and Ωij , i, j = 1, . . . ,N , the curvature 2-forms (i.e., Ωij (X,Y ) =
R(ei, ej ,X,Y ),X,Y ∈ TxM). For 0 d  k N − 1 set
Φk,d |(x,v) := (−1)N+1
N∑
s1,...,sd=1
∑
i=k,k+2,...
CN,i,k,d
×
∑
π∈SN
sgn(π)〈v, eπ(N)〉σvs1...sdπ(d+1)...π(k) ∧ σhπ(k+1)...π(N+k−i−1) ∧Ωvπ(N+k−i)...π(N−1)
⊗ es1 ⊗ · · · ⊗ esd ⊗ eπ(1) ⊗ · · · ⊗ eπ(d)
with the constant given by
(2)CN,i,k,d := 2
i−k+2
2
si−ksN−i−1(i − k)!(N − i − 1)!(k − d)!d! .
It is easy to check that Φk,d |(x,v) does not depend on the choice of the orthonormal base e1, . . . , eN . We thus have
defined a form Φk,d on SM .
Example. Suppose (M,g) = (RN,geukl). We choose for e1, . . . , eN the standard base of RN . Then σi = dxi ,
σhi = dyi , σvi = dxi and 〈v, eπ(N)〉 = yπ(N). Since R ≡ 0, the above form and the form Φk,d of Section 3 are equal.
In the general case, the σh-part measures (via second fundamental form and Gauss equation) the difference of the
curvature of a singular set and that of the ambient space. In the whole sum, the terms corresponding to the curvature
of the ambient space cancel out and what remains is the curvature of the singular space.
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φk,d := CN,k,d
N∑
s1,...,sd=1
∑
π∈SN
sgn(π)σs1...sdπ(d+1)...π(k) ∧Ωπ(k+1)...π(N) ⊗ es1 ⊗ · · · esd ⊗ eπ(1) ⊗ · · · ⊗ eπ(d)
with
(3)CN,k,d := 2
N−k+2
2
sN−kd!(k − d)!(N − k)! .
If k ≡ N(2), we set φk,d := 0.
6.3. Distributional invariants Λk,d
In Section 3, we constructed tensor-valued measures based on integration of the forms Φk,d . The situation for
arbitrary oriented Riemannian manifolds is a bit more complicated. Instead of working with measures, it will be better
to work with distributions.
Let X be a compact set with normal cycle X˜ on SM and let T ∈ Γ (⊗2dT ∗M). Then we can pointwise apply T to
Φk,d to get a real-valued (N − 1)-form 〈Φk,d, T 〉 on SM . In the same way, 〈φk,d , T 〉 is a real-valued N -form on M ,
which can be integrated over X.
For 0 d  k N we define
Λk,d(X,T ) :=
∫
X
〈φk,d , T 〉dμg +X˜
(〈Φk,d, T 〉)︸ ︷︷ ︸
only if k<N
∈ R.
Topologizing ⊗2dT ∗M analogously to the space of differential forms (compare [12, 4.1]), we get that Λk,d(X,−) ∈
(⊗2dT ∗M)∗, the space of ⊗2dTM-valued distributions on M . Changing the orientation of M does not alter these
distributions, so we could extend the definition even to non-oriented manifolds. For simplicity, we will restrict to the
oriented case.
To justify the same notation Λk,d for the tensor-valued measures in the Euclidean case and the tensor-valued
distributions in the Riemannian case, we compare them in the case M = RN .
If k < N then φk,d ≡ 0, since R ≡ 0. For k = N we obtain
φN,d = 1
d!(N − d)!
N∑
s1,...,sd=1
∑
π∈SN
sgn(π)σs1...sdπ(d+1)...π(N) ⊗ es1 ⊗ · · · ⊗ esd ⊗ eπ(1) ⊗ · · · ⊗ eπ(d)
= 1
(N − d)!
∑
π∈SN
sgn(π)σπ(1)...π(N)︸ ︷︷ ︸
μg
⊗(eπ(1) ∧ · · · ∧ eπ(d))⊗ (eπ(1) ∧ · · · ∧ eπ(d))
= μg ⊗
N∑
s1,...,sd=1
(es1 ∧ · · · ∧ esd )⊗ (es1 ∧ · · · ∧ esd ).
We conclude that
Λk,d(X,T ) =
∫
RN
〈
T ,dΛk,d(X,−)
〉
,
where on the left-hand side, Λk,d is the tensor-valued distribution on RN , whereas on the right-hand side, Λk,d is the
tensor-valued measure on RN .
As in the Euclidean case, we have the following.
Proposition 6.1. Let X ⊂ M be a compact set admitting a normal cycle. Then Λk,d(X,−) is a Sym2 ΛdTM-valued
distribution.
The proof will be reduced to the Euclidean situation. We postpone it to the end of Section 7.1.
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Theorem 7.1. Let τ : (M,g) → (M ′, g′) be an isometric embedding of oriented Riemannian manifolds. Suppose that
X ⊂ M is a compact subset admitting a normal cycle. Let T ′ ∈ Γ (⊗2dT ∗M ′) and T := τ ∗T ′ its restriction to M .
Then for 0 d  k N
(4)Λk,d(X,T ) = Λk,d
(
τ(X),T ′
)
.
We split the proof in several parts. First of all, it will be convenient to replace the tensor-valued forms Φk,d and
φk,d by tensor-valued double forms Ψk,d and ψk,d . Then we show how the normal cycles of X with respect to the
embeddings in M and in M ′ are related. A longer computation, whose basic ingredients are Gauss equation and Weyl
lemma, then shows equality (4).
Since the forms Φk,d and φk,d are intrinsically defined in Riemannian terms, Eq. (4) is trivial if dimM = dimM ′.
From now on we suppose that N = dimM <N ′ = dimM ′.
7.1. Rewriting Φk,d
Let π :SM → M be the canonical projection. Set
D˜p,d,q := Γ
(
ΛpT ∗SM ⊗ π∗(⊗2dTM)⊗ π∗ΛqT ∗M).
Elements in D˜p,d,q are, roughly speaking, double forms on SM with values in ⊗2dTM .
On Λ∗T ∗M we have the wedge product and on ⊕d ⊗2d TM = ⊕d(⊗dTM⊗⊗dTM), there is a product induced by
the tensor product of each factor (e.g., the product of e1 ⊗e2 and e′1 ⊗e′2 is not e1 ⊗e2 ⊗e′1 ⊗e′2, but e1 ⊗e′1 ⊗e2 ⊗e′2).
Given ω ∈ D˜p,d,q and ω′ ∈ D˜p′,d ′,q ′ , we can thus form their product ω ∧ω′ ∈ D˜p+p′,d+d ′,q+q ′ . Note that
(5)ω ∧ω′ = (−1)pp′+qq ′ω′ ∧ω.
In particular, the product is commutative if p = q,p′ = q ′ and we write ωω′ instead of ω ∧ω′ in this case.
We will define several canonical elements in these spaces. For this, we fix a point (x, v) ∈ SM and an orthonormal
base e1, . . . , eN of TxM with the dual base of 1-forms σ1, . . . , σN .
We define at a point (x, v) ∈ SM
gver|(x,v) :=
N∑
i=1
σvi ⊗ 1 ⊗ σi, g˜ver|(x,v) :=
N∑
s,i=1
σvs ⊗ es ⊗ ei ⊗ σi,
ghor|(x,v) :=
N∑
i=1
σhi ⊗ 1 ⊗ σi, Rver|(x,v) :=
N∑
i,j=1
Ωvij ⊗ 1 ⊗ σi,j ,
V˜ |(x,v) :=
N∑
i=1
〈ei, v〉 ⊗ 1 ⊗ σi.
The definitions do not depend on the choice of the orthogonal base and thus we get elements gver, ghor ∈ D˜1,0,1,
g˜ver ∈ D˜1,1,1, Rver ∈ D˜2,0,2 and V˜ ∈ D˜0,0,1.
Note that gver, ghor, Rver, g˜ver commute pairwise, but multiplication with V˜ does not commute with these forms.
The form Φk,d belongs to Γ (ΛN−1T ∗SM ⊗ π∗(⊗2dTM)). The volume element μg defines a canonical element
of Γ (π∗(ΛNT ∗M)). At the point (x, v), μg is given by σ1 ∧ · · · ∧ σN .
We define
Ψk,d := Φk,d ⊗μg ∈ D˜N−1,d,N
and claim that
Ψk,d =
∑
i=k,k+2,...
CN,i,k,d V˜ ∧ (g˜ver)d(gver)k−d(ghor)N−i−1(Rver) i−k2
with CN,i,k,d given by (2).
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V˜ ∧ (g˜ver)d(gver)k−d(ghor)N−i−1(Rver) i−k2
=
N∑
s2,...,sd+1=1
N∑
i1,...,iN=1
〈ei1, v〉σvs2...sd+1id+2...ik+1 ∧ σhik+2...iN+k−i ∧ΩviN+k−i+1...iN
⊗ es2 · · · esd+1 ⊗ ei2 · · · eid+1 ⊗ σi1...iN
=
N∑
s2,...,sd+1=1
∑
π∈SN
sgn(π)〈eπ(1), v〉σvs2...sd+1π(d+2)...π(k+1) ∧ σhπ(k+2)...π(N+k−i)
∧Ωvπ(N+k−i+1)...π(N) ⊗ es2 · · · esd+1 ⊗ eπ(2) · · · eπ(d+1) ⊗ σ1...N
= (−1)N+1
N∑
s1,...,sd=1
∑
π∈SN
sgn(π)〈eπ(N), v〉σvs1...sdπ(d+1)...π(k) ∧ σhπ(k+1)...π(N+k−i−1)
∧Ωvπ(N+k−i)...π(N−1) ⊗ es1 · · · esd ⊗ eπ(1) · · · eπ(d) ⊗μg.
7.2. Rewriting φk,d
We can also give a similar expression for φk,d . To this end, we consider the space Dp,d,q := Γ (ΛpT ∗M ⊗
⊗2dTM ⊗ΛqT ∗M) of ⊗2dTM-valued double forms on M .
Since φk,d ∈ Γ (ΛNT ∗M ⊗Λ2dTM), ψk,d := φk,d ⊗μg ∈ DN,d,N .
At a point x ∈ M , we choose an orthonormal frame e1, . . . , eN and set g := ∑Ni=1 σi ⊗ 1 ⊗ σi ∈ D1,0,1, R :=∑N
i,j=1 Ωi,j ⊗ 1 ⊗ σi,j ∈ D2,0,2. We define g˜ by
g˜ :=
N∑
s,i=1
σs ⊗ es ⊗ ei ⊗ σi ∈ D1,1,1.
Similarly as before, we get a product structure and
ψk,d =
{
CN,k,d · g˜dgk−dR N−k2 , k ≡ N(2),
0, k ≡ N(2),
where CN,k,d is given in Eq. (3).
7.3. Relation between normal cycles
In the following, we will prove the theorem in the case M ′ = RN ′ . The general case follows by applying this case to
the embeddings X ⊂ M ⊂ RN ′′ and X ⊂ M ′ ⊂ RN ′′ , where M ′ ⊂ RN ′′ is an isometric embedding in some Euclidean
space (since the statement is local, we can assume that such an embedding of M ′ exists).
Objects associated to M ′ will be marked by a prime (e.g., Ψ ′k,d ), whereas objects associated to M will be denoted
without prime (Ψk,d ).
Since R′ = 0, the expression for Ψ ′k,d reduces to
Ψ ′k,d =
1
sN ′−k−1d!(k − d)!(N ′ − k − 1)! V˜
′ ∧ ((g˜′)ver)d((g′)ver)k−d((g′)hor)N ′−k−1.
Since everything is a local computation, we can assume that there exists an orthonormal base of vector fields
e1, . . . , eN , eN+1, . . . , eN ′ along M such that e1, . . . , eN span TxM for each x ∈ M (and then eN+1, . . . , eN ′ span the
normal space (TxM)⊥ ⊂ TxM ′ for each x ∈ M). Let σi , i = 1, . . . ,N ′, denote the dual 1-forms with respect to g′. We
set μnor := σN+1 ∧ · · ·∧σN ′ and write μ˜nor := 1⊗ 1⊗μnor for both the corresponding element in D˜0,0,N ′−N and that
in D0,0,N ′−N .
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F :M × SN ′−N−1 → SM ′,
(x, t) → (x, tN+1eN+1 + · · · + tN ′eN ′︸ ︷︷ ︸
=:v′
)
and
H :SM ×
[
0,
π
2
]
× SN ′−N−1 → SM ′,
(x, v),φ, t → (x, cosφv + sinφv′).
Then
τ˜X = (−1)NF∗
([[X]] × [[SN ′−N−1]])+H∗(X˜ × [[0, π2
]]
× [[SN ′−N−1]]).
It is therefore enough to show that
∫
SN
′−N−1
F ∗Ψ ′k,d
︸ ︷︷ ︸
=:π∗Ψ ′k,d
= (−1)Nψk,d ∧ μ˜nor,
∫
SN
′−N−1
π
2∫
0
H ∗Ψ ′k,d
︸ ︷︷ ︸
=:Π∗Ψ ′k,d
= Ψk,d ∧ μ˜nor.
Here integration and pull-back are applied to the first factor only.
We write lv′,j , j = 1, . . . ,N , for the 1-form given by lv′,j (u) = lv′(ej , u), u ∈ TxM , and define
Lv′ :=
N∑
j=1
lv′,j ⊗ 1 ⊗ σj ∈ D1,0,1,
Lverv′ :=
N∑
j=1
lvv′,j ⊗ 1 ⊗ σj ∈ D˜1,0,1.
7.4. Computation of π∗Ψ ′k,d
We easily get the following
F ∗(g′)ver = g,
F ∗(g˜′)ver = g˜ +
N∑
s=1
N ′∑
i=N+1
σs ⊗ es ⊗ ei ⊗ σi,
F ∗V˜ ′ =
N ′∑
i=N+1
ti ⊗ 1 ⊗ σi,
F ∗(σ ′j )h = −lv,j for j = 1, . . . ,N,
F ∗(σ ′j )h = dtj + γj for j = N + 1, . . . ,N ′.
Here the γj are some 1-forms on X (they will cancel out below).
We write
F ∗(g′hor)N ′−k−1 =
(
N∑
j=1
F ∗(σ ′j )h ⊗ 1 ⊗ σj +
N ′∑
j=N+1
F ∗(σ ′j )h ⊗ 1 ⊗ σj
)N ′−k−1
=
N ′−k−1∑ (N ′ − k − 1
r
)
(−Lv′)N ′−k−r−1 ∧
(
N ′∑
(dtj + γj )⊗ 1 ⊗ σj
)r
.r=0 j=N+1
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From
F ∗V˜ ′ ∧
(
N ′∑
j=N+1
dtj ⊗ 1 ⊗ σj
)N ′−N−1
= (N ′ −N − 1)!
N ′∑
j=N+1
(−1)j−N−1tj dtN+1 ∧ · · · ∧ d̂tj ∧ · · · ∧ dtN ′ ⊗ 1 ⊗μnor
= (N ′ −N − 1)!dt ⊗ 1 ⊗μnor ∈ DN ′−N−1,0,N ′−N
we deduce, using Eq. (5), that in the case k ≡ N(2)
π∗Ψ ′k,d
=
∫
SN
′−N−1
F ∗Ψ ′k,d
= (−1)
N
sN ′−k−1d!(k − d)!(N ′ − k − 1)!
∫
SN
′−N−1
g˜dgk−d ∧
(
N ′ − k − 1
N ′ −N − 1
)
LN−k
v′ (N
′ −N − 1)!(dt ⊗ 1 ⊗μnor)
(A.1)= 2
N−k+2
2 (−1)N
d!(k − d)!(N − k)!sN−k g˜
dgk−dR
N−k
2 ∧ μ˜nor
= (−1)Nψk,d ∧ μ˜nor
and also π∗Ψ ′k,d = 0 = ψk,d ∧ μ˜nor if k ≡ N(2).
7.5. Computation of Π∗Ψ ′k,d
We obtain the following:
H ∗V˜ ′ = cos(φ)
N∑
j=1
〈ej , v〉 ⊗ 1 ⊗ σj + sin(φ)
N ′∑
j=N+1
tj ⊗ 1 ⊗ σj
= cos(φ)V˜ + sin(φ)
N ′∑
j=N+1
tj ⊗ 1 ⊗ σj .
From H ∗(σ ′j )v = σvj , j = 1,2, . . . ,N , and H ∗(σ ′j )v = 0, j = N + 1, . . . ,N ′, we get
H ∗(g′)ver = gver,
H ∗(g˜′)ver = g˜ver +
∑
s=1,...,N
i=N+1,...,N ′
σvs ⊗ es ⊗ ei ⊗ σi.
A bit more complicated is the treatment of the g′hor-term. First
H ∗(σ ′j )h =
{
cosφσhj − sinφlv′,j − sinφ〈ej , v〉dφ, 1 j N,
cosφtj dφ + sinφdtj + γj , N < j N ′,
where γj , j = N + 1, . . . ,N ′, are 1-forms on SM .
From
H ∗(g′hor)N ′−k−1 =
(
N∑
H ∗(σ ′j )h ⊗ 1 ⊗ σj +
N ′∑
H ∗(σ ′j )h ⊗ 1 ⊗ σj
)N ′−k−1
j=1 j=N+1
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N ′−k−1∑
r=0
(
N ′ − k − 1
r
)( N∑
j=1
(
cosφghor − sinφLv′ − sinφ(dφ ⊗ 1 ⊗ 1)∧ V˜
))N ′−k−r−1
×
(
N ′∑
j=N+1
(cosφtj dφ + sinφ dtj + γj )⊗ 1 ⊗ σj
)r
and a counting of terms, we get that the only component of H ∗Ψ ′k,d of degree (N − 1,1,N ′ −N − 1) is given by
(sinφ)N ′−N−1
sN ′−k−1d!(k − d)!(N − k − 1)!
× V˜ ∧ (g˜ver)d(gver)k−d(cos(φ)ghor − sin(φ)Lv′)N−k−1 ∧ ((dφ ∧ dt)⊗ 1 ⊗μnor).
Indeed, only the cases r = N ′ −N and r = N ′ −N − 1 yield non-zero components of degree (N − 1,1,N ′ −N − 1).
The first case gives the above term multiplied by cos(φ)2 and the second case gives the above term multiplied by
sin(φ)2.
We therefore obtain
Π∗Ψ ′k,d =
1
sN ′−k−1d!(k − d)!(N − k − 1)!
∫
SN
′−N−1
π
2∫
0
(sinφ)N
′−N−1V˜ ∧ (g˜ver)d(gver)k−d
× (cosφghor − sinφLv′)N−k−1 ∧
(
(dφ ∧ dt)⊗ 1 ⊗μnor
)
(1)=
∑
r=0,1,...,N−k−1
(−1)r
sN−k−r−1sN ′−N+r−1d!(k − d)!(N − k − 1)!
×
(
N − k − 1
r
) ∫
SN
′−N−1
V˜ ∧ (g˜ver)d(gver)k−d ∧ (ghor)N−k−r−1Lrv′ ∧ (dt ⊗ 1 ⊗μnor).
Weyl’s Lemma A.1 together with Gauss equation (A.2) yields
Π∗Ψ ′k,d =
∑
r=0,2,...
2
r+2
2
sN−k−r−1srd!(k − d)!(N − k − r − 1)!r!
× V˜ ∧ (g˜ver)d(gver)k−d(ghor)N−k−r−1(Rver) r2 ∧ μ˜nor
i:=k+r=
∑
i=k,k+2,...
2
i−k+2
2
sN−i−1si−kd!(k − d)!(N − i − 1)!(i − k)!
× V˜ ∧ (g˜ver)d(gver)k−d(ghor)N−i−1(Rver) i−k2 ∧ μ˜nor = Ψk,d ∧ μ˜nor.
The proof of Theorem 7.1 is now complete. 
7.6. Proof of Proposition 6.1 and Theorem 5.1
Proof of Proposition 6.1. The statement is a local one. We can therefore suppose that there exists an isometric
embedding τ :M → RN ′ for some N ′. By Theorem 3.1(g) we get that the values of Λk,d(τX,−) are in Sym2 ΛdRN ′ .
Now the statement follows from Theorem 7.1 and the fact that ⊗2dT τ :⊗2dTM → ⊗2dTRN ′ is injective. 
Proof of Theorem 5.1. Let τ : M → RN be a compact submanifold. Trivially, M ⊂ M and we can compute the
invariants of M with respect to this embedding instead of that in RN . Note that, with respect to this embedding,
M˜ = 0.
Let T be a smooth function (resp. 2-tensor, 4-tensor) on RN . Then
Λn−2,i (τM,T ) = Λn−2,i (M, τ ∗T ) = [[M]]
(〈T ,φn−2,i〉), i = 0,1,2.
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Theorem 5.1. 
8. A remark on Ricci curvature
Resuming what we have already proved, the Einstein measure Λ := 2πΛn−2,1, n 3, has the following properties.
(a) If X ⊂ RN is a compact n-dimensional submanifold then Λ(X) = ∫
X
E#μg .
(b) If Xi ⊂ RN , i = 1,2, . . . , converges to X in the flat metric (i.e., the normal cycle of Xi converges to the normal
cycle of X in the flat topology), then Λ(Xi) → Λ(X).
(c) If V ⊂ RN is a linear subspace with X ⊂ V , then Λ(X) ∈ V ⊗ V .
The first line expresses that Λ generalizes the Einstein tensor, the second property is continuity and the last one
follows from the intrinsic character of Λ.
An analogous result with Einstein tensor replaced by Ricci tensor is not possible, as the next proposition shows.
Proposition 8.1. There is no invariant Λric satisfying (b) and (c) with Λric(X) =
∫
X
ric#μg for all compact n-
dimensional submanifolds X ⊂ RN (n 3).
In the proposition, we do not assume that Λ comes from the contraction of a universal form with the normal cycle
(but the continuity in the flat metric is crucial in the proof).
Proof. Suppose Λric exists. Then Λ′ := Λn−2,1 + Λric satisfies (b) and (c) and Λ′(X) = 12
∫
X
sg#μg for compact
n-dimensional submanifolds X.
The rescalings λX, tend for λ → 0 in the flat topology to the 1-point space {0}, counted with multiplicity χ(X).
This follows easily from the homotopy formula for currents.
Let V be an N -dimensional Euclidean vector space containing a compact two-dimensional submanifold X of Euler
characteristic equal to 1 (e.g., X = RP 2). In the flat metric, λX converges to the one point set {0}.
Let W be an N ′-dimensional Euclidean vector space and Y ⊂ W a compact (n− 2)-dimensional submanifold. We
identify W with {0}×W ⊂ V ×W . Then λX×Y → Y as λ → 0 and therefore, by (b) and (c), limλ→0 Λ′((λX)×Y) =
Λ′(Y ) ∈ W ⊗W .
From sλX×Y (λx, y) = sλX(λx)+ sY (y) (x ∈ X,y ∈ Y) and gλX×Y = gλX ⊕ gY we deduce that
2Λ′(λX × Y) =
∫
λX×Y
sλX×Y g#λX×YμλX×Y
= vol(Y )
∫
λX
sλXg
#
λXμλX︸ ︷︷ ︸
∈V⊗V
+
∫
λX
sλXμλX
︸ ︷︷ ︸
∈R
∫
Y
g#YμY︸ ︷︷ ︸
∈W⊗W
+
∫
λX
g#λXμλX︸ ︷︷ ︸
CΛ2,1(λX)→0
∫
Y
sYμY
︸ ︷︷ ︸
∈R
+vol(λX)
∫
Y
sY g
#
YμY︸ ︷︷ ︸
∈W⊗W
.
The third summand tends to 0 as λ → 0, since Λ2,1(λX) = λ2Λ2,1(X) by homogeneity. By Gauss–Bonnet, the
trace of the first summand is non-zero and independent of λ, namely 8π vol(Y )χ(X) = 8π vol(Y ). The whole sum
tends therefore to some element of (V ×W)⊗(V ×W) with a non-vanishing component in V ⊗V . Contradiction. 
Proposition 8.1 shows that there is no good definition of the Ricci tensor of, say, subanalytic sets. Also there can be
no good notion of Riemann tensor, since taking its trace would yield a Ricci tensor. But the notion of Ricci curvature
bounds still makes sense. Such curvature bounds are introduced in [6] and it is shown that they are natural with respect
to the inner metric of the subanalytic set. Also for geodesic metric spaces one can define lower Ricci curvature bounds,
see [10] for more on this subject.
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Let V and W be finite dimensional vector spaces. The wedge products on Λ∗V ∗ and on Λ∗W ∗ induce a commu-
tative product on ⊕k(ΛkV ∗ ⊗ΛkW ∗).
With this multiplication, we can easily state and prove the following extension of the classical Weyl lemma.
Proposition A.1 (Weyl’s Lemma [18]). Let λm ∈ V ∗ ⊗ W ∗,m = 1, . . . , p, and set Λ := ∑pm=1(λm)2 ∈ Λ2V ∗ ⊗
Λ2W ∗. Let α ∈ ⊕k(ΛkV ∗ ⊗ΛkW ∗). Then∫
Sp−1
(t1λ1 + · · · + tpλp)a0α dt =
{ 2sp+a0−1
sa0
Λ
a0
2 α if a0 ≡ 0(2),
0 if a0 ≡ 1(2).
Proof. The proof goes by induction on p, the case p = 1 being trivial. Let us assume Weyl’s lemma is true with p−1
replacing p, p  2. For odd a0, the integrand is also odd and the integral trivially vanishes. Let us therefore suppose
that a0 ≡ 0(2).
Write t = (t1, . . . , tp) ∈ Sp−1 as t = (cos(φ)(t ′1, . . . , t ′p−1), sin(φ)) with t ′ ∈ Sp−2, φ ∈ [−π2 , π2 ]. Then dt =
(cos(φ))p−2 dt ′ dφ. Set Λ′ :=∑p−1m=1(λm)2. Then, using s2m = 2(4π)mm!(2m)! and induction hypothesis, we obtain∫
Sp−1
(t1λ1 + · · · + tpλp)a0α dt
=
∫
Sp−2
π
2∫
− π2
(
cos(φ)t ′1λ1 + · · · + cos(φ)t ′p−1λp−1 + sin(φ)λp
)a0 · α cos(φ)p−2 dt ′ dφ
(1)=
a0∑
d=0
∫
Sp−2
2sp+a0−1
sd+p−2sa0−d
(
a0
d
)
(t ′1λ1 + · · · + t ′p−1λp−1)d(λp)a0−dα dt ′
=
a0∑
d=0,2,...
4sp+a0−1
sa0−dsd
(
a0
d
)
(Λ′)
d
2 (λp)
a0−dα = 2sp+a0−1
sa0
a0∑
d=0,2,...
(
a0/2
d/2
)
(Λ′)
d
2 (λp)
a0−dα
= 2sp+a0−1
sa0
Λ
a0
2 α. 
Weyl’s lemma will be used in connection with the classical Gauss equation. In our notation, this equation is partic-
ularly simple.
Proposition A.2 (Gauss equation). Let τ :X ↪→ M be an n-dimensional submanifold of the N -dimensional Rie-
mannian manifold M , n < N . Let v1, . . . , vN−n be an orthogonal base of (TpX)⊥,p ∈ X. Let lvm ∈ T ∗pX ⊗ T ∗pX
denote the second fundamental form in direction vm,m = 1, . . . ,N − n. Then
N−n∑
m=1
l2vm = 2RXp − 2τ ∗RMp ,
where RXp ∈ Λ2T ∗pX ⊗Λ2T ∗pX denotes the Riemann tensor of X at p ∈ X.
Proof. Compare [15, p. 220]. 
Definition A.3. Let S ∈ Sym2 ΛkV ∗ ⊂ ΛkV ∗ ⊗ ΛkV ∗ and T ∈ Sym2 ΛlV ∗ ⊂ ΛlV ∗ ⊗ ΛlV ∗. Then ST ∈
Sym2 Λk+lV ∗ (with multiplication as above) is called Kulkarni–Nomizu product of S and T .
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