We present robust algorithms which combine global motion compensation and motion adaption for deinterlacing in the presence of both dominant motion, such as camera zoom, pan or jitter, and local motion, such as object motion. The dominant motion is modeled by a global a ne warping, and estimated by a gradient-based estimation method. Two alternative algorithms are proposed for compensation of the dominant motion: a bilinear interpolation based on the a ne model, and a projections onto convex sets (POCS) based method that takes into account blurring in the image formation. It is important to note that the latter must be used if the blurring is severe enough to act as an anti-alias lter, which imposes an irreversible limit on the resolution improvement ability of any motion-compensated lter. Global motion-compensated images are then input to a motion-adaptive lter to detect and correct for those pixels where there exists local motion. A dynamic thresholding for motion detection is presented, with weighted directional-ltering for regions where motion is detected, to obtain the best results. Experimental results with application to obtaining high quality stills from video camcorders demonstrate the e ectiveness of the proposed methods.
I. Introduction
The recent availability of video frame grabbing hardware has allowed video signals to appear on a variety of new platforms, such as multi-media computers and video printing systems. These new platforms have generated a desire in the user to view and print video signals in a di erent mode than was originally intended: as still images. The interlaced video standard, while ne for displaying moving pictures, is ine ective for displaying stills since only one half the information needed to display an image is acquired at a single time. As a result, video must be deinterlaced before it can be viewed as a sequence of stills. The deinterlacing process, which refers to forming frames from elds, is complicated by the possibility that motion can change the scene contents from eld to eld. Relative motion between elds can be caused by movement of objects in the scene relative to the camera, or by camera changes such as pan, zoom and jitter. Existing deinterlacing methods can be roughly separated into 3 basic categories: (i) intra eld techniques, (ii) motion adaptive techniques, and (iii) motion compensated techniques. Intra eld techniques involve using data from only a single eld, to produce a frame. Motion adaptive methods use an adaption to motion, which can be based on explicit motion detection, or on nonlinear median ltering operations, while motion compensated techniques use motion estimation, and interpolate along the motion trajectory.
Of the intra eld techniques developed for deinterlacing, the most rudimentary is to simply repeat each line in a single eld twice. Other techniques for intra eld deinterlacing involve some combination of interpolation, which may be space varying, and nonlinear ltering operations such as median ltering. Simple linear vertical interpolation, ltering along the left-right and right-left diagonals, and median ltering among a missing pixel's four nearest neighbors are some methods investigated by Renfors et. al. in 1] . Filtering along diagonal lines is shown to be e ective when there is a diagonally oriented edge present, but can create artifacts when the edge is not diagonal. A method which determines edge directions and interpolates along those directions has been proposed by Isnardi 2] , where it is shown that aliasing present in vertical interpolation can be substantially reduced. Martinez and Lim 3] further re ne this idea of contour adaptive interpolation by proposing to detect the direction of a contour by using an optical ow formulation where a Taylor series expansion is applied to the lines above and below a given missing line. Other contour preserving intra eld methods can be found in 4], 5], 6]. While these methods produce quality results in the regions where the contours can be estimated correctly, the missing lines can fool the contour estimation in regions of high spatial frequency because of the aliasing due to undersampling in the vertical direction. These incorrect estimations result in objectionable artifacts in the deinterlaced image. Doyle and Looymans 7] and Salonen and Kalli 8] have both proposed methods of dealing with this problem.
Motion adaptive interpolation can potentially yield results superior to intra eld interpolation, since novel information existing in neighboring elds can be utilized. Due to the nature of interlaced elds, when there is no motion present two elds can be \merged" to form a frame. Motion adaption refers to deciding whether or not motion exists at a given spatial location, and accordingly copying the appropriate pixel from a neighboring eld (merging) or using intra eld interpolation. Previously, motion adaption has been accomplished through median ltering operations 7], and explicitly detecting motion by comparing pixels in neighboring elds 2], 5], 9]. The comparison based motion detection methods will compute a summed absolute di erence (SAD) of pixel values over co-located regions about a pixel of interest in two elds, and then apply a threshold to this result to classify the pixel as stationary or moving. These algorithms are vulnerable to failures in regions where ne detail moves with or over a uniform background, and this problem has been addressed in 10], 11], 12], 13]. The obvious limiting factor of motion adaptive methods is that merging can not be used in regions of motion. When there exists dominant motion, such as camera zoom, pan, or jitter, motion is expected to be detected everywhere, thus no improvement can be gained by motion adaption. This problem can be overcome by using motion compensated techniques.
Motion compensated deinterlacing involves rst estimating motion trajectories, and then ltering along them. Motion can either be modeled and estimated globally, as in 14], to compensate for the dominant motion only, or can be estimated separately for each pixel, by techniques such as hierarchical block matching 15]. Motion trajectory ltering can either ignore the degradations that occur during the image acquisition process such as focus blur, motion blur and noise, or attempt to model and remove them. Among the algorithms that ignore imaging degradations, Yamaguchi et. al. 16 ] o er a lter that uses pixels from neighboring frames in combination with a local motion estimator, whereas Wang et. al. 17] propose a recursive trajectory lter. For designing nite impulse response motion trajectory lters, frequency domain analysis has been used for the case of global translational constant velocity motion by Girod 18] , and the case of global translational accelerated motion has been covered by Patti . Although global motion compensated lters fail in regions where there exists local motion, pixelwise motion-compensated lters are generally not su ciently robust due to unavoidable errors in motion estimation. This observation is the main motivation for the present paper.
In this paper, we propose a robust global-motion compensation method followed by motion adaptive ltering to account for those pixels where globalmotion compensation fails. A dynamic thresholding for detecting residual (non-compensated) motion in the globally motion compensated images is presented, with weighted directional-ltering for regions where motion is detected, to obtain the best results. Two alternative global motion compensated lters are proposed: i) a simple a ne/bilinear warping algorithm which ignores imaging degradations, and ii) a more sophisticated projections onto convex sets (POCS) based method which takes image blurring into account. It is especially important to note that the second algorithm must be used in those cases where the blurring in image acquisition is severe enough to act as a crude anti-alias lter, which imposes an irreversible limit on the resolution improvement ability of any motion compensated lter. Because video cameras are usually used in a constant recording mode, there will often be panning or zooming e ects present in the interlaced elds. Additionally, camcorders and other popular hand-held consumer cameras will inevitably contain jitter e ects. The algorithms presented in this paper address all these practical cases in a robust and e cient fashion. Experiments are carried out on digitized video captured using a handheld camcorder to demonstrate this fact.
II. Dominant-Motion Compensated Adaptive Deinterlacing
The deinterlacing algorithm we propose utilizes motion compensation, and special attention is directed towards producing a robust algorithm in the sense that artifacts generated by motion estimation/compensation failures should be minimized. The challenge for robustness in the case of algorithms that estimate local motion, thus allowing for independent object motions, is not to create artifacts at motion boundaries. This problem is very di cult to solve in a robust manner without an excessive amount of processing, and is especially di cult in creating high-quality stills from video, since small artifacts can be eye catching. When the motion is modeled globally, using models such as a ne or perspective, the challenge is not to produce artifacts when the actual motion deviates from the model. Our strategy will be to meet this challenge, and we refer to the motion eld estimate obtained on the basis of a global model as the dominant motion.
We pause now to establish the notation used throughout this paper. A continuous spatio-temporal video signal is denoted f c (x; y; t). Discrete versions of the continuous signal, sampled on progressive and interlaced lattices 23], are denoted by F(m; n; k) and f(m; n; k) respectively. Therefore, progressively sampled video relates to the continuous video as F(m; n; k) = f ; (2) where the symbol % denotes a sign sensitive modulo operation. Often, the three consecutive video elds f(m; n; k), f(m; n; k + 1), and f(m; n; k + 2) will be of special interest; these will be referred to using the shorthand notation f 0 , f 1 , and f 2 respectively. F 0 , F 1 , and F 2 carry similar meaning. The algorithm takes the three successive elds f 0 , f 1 , and f 2 as inputs, and deinterlaces eld f 0 using three stages: (i) motion compensated ltering, (ii) adaptive motion detection, and (iii) motion adaptive ltering (see Fig. 1 ). A frequency domain motivation for this approach is provided in Appendix. We choose to process three elds since our experiments have demonstrated that two elds can not reliably be used to produce an improvement over using a single eld. In the motion compensation stage, motion compensated ltering is carried out to globally compensate for the dominant motion estimated over a user speci ed region of interest (ROI), to produce the motion compensated elds f MC 1 and f MC 2 . These elds are motion compensated in the sense that if f 0 , f MC 1 , and f MC 2 are played on an interlaced monitor as three consecutive elds, the dominant motion would be removed. Because our goal is to create a still image from moving video, the algorithm must at least be interactive enough to allow a user to choose a eld of interest from video, and hence we do not view user selection of a ROI as a requirement that limits the usefulness of the algorithm. The ROI should be chosen to represent a region in f 0 where there is global motion. Note that it is indeed possible to choose the ROI as the entire eld 14], but this is at the cost of increased computation. The adaptive motion detection stage follows, where motion detection is performed to detect regions of video moving with motions that are di erent from the dominant motion compensated for in the previous stage. This stage exploits the fact that when only a single dominant motion is present, f 0 and f MC 2 should be nearly identical. The proposed motion detector uses thresholding, and is adaptive in the sense that the thresholding operation adapts to the scene contents. The output of the motion detection stage is a binary motion/no motion decision map, which is used in the last processing stage, motion adaptive ltering. In the remainder of this section, each of these three stages is described in detail.
A. Dominant-Motion Compensated Filtering
The motion compensation stage begins by taking the input elds f 0 , f 1 , and f 2 , and estimating the corresponding frames F 0 , F 1 , and F 2 , using intraeld, vertical linear interpolation. These estimates are denoted byF L 0 ,F L 1 , andF L 2 . This is depicted in the block diagram of Fig. 2 
. Motion is then es
Note that we do not assume constant velocity, linear-trajectory motion, because the linear motion assumption would be violated when the dominant motion is caused by camera jitter. The global motion is modeled using an a ne transformation relating the frames aŝ 24 ] which enforces a continuous optical ow constraint, and solves a least squares problem expressed in terms of the Taylor series expansion of the video signal f(x; y; t). In this method, the frameŝ F L 0 ,F L 1 , andF L 2 should be pre-blurred substantially since spatial derivatives must be estimated. Additionally, because the Taylor series expansion assumes a small motion, the algorithm is used iteratively 24].
Given the motion parameter sets c 1 1 ? c 1 6 and c 2 1 ? c 2 6 denoted by P 1 and P 2 respectively in Fig.   2 , motion trajectory ltering is used to compute the motion compensated elds f MC 1 and f MC 2 . For this ltering step, we propose two options. The rst is used only to remove the aliasing caused by undersampling in the vertical dimension, and does not model or attempt to remove degradations occurring during image acquisition. This form of ltering is attractive since it requires very little processing time. However, if the blurring incurred during acquisition is large enough to act as an anti-aliasing lter relative to single eld sampling, then the blur must be removed to improve on the results obtained using simple bilinear intra-eld interpolation. Therefore, the second trajectory lter is a POCS based method that models focus blur, blur due to the physical size of a sensor element, and motion blur due to a non-zero aperture time. The POCS based method is discussed in detail in 22] in the context of high resolution image reconstruction, and will not be discussed here.
The non-model based trajectory lter is enclosed in the dotted outline of Fig. 2 2 , and the odds to f MC 1 . The spatial and temporal averaging can be motivated by well known Fourier analysis (see Appendix), which indicates that to ideally remove aliasing in the case of constant velocity motion, the trajectory lter should consist of the cascade of an ideal spatial lowpass lter (LPF) and an ideal LPF applied along the motion trajectory 19], 18]. The bilinear interpolation used to createF W 1 0 andF W 2 0 is our spatial LPF. This is far from ideal; however the ideal lter is a theoretical construct which assumes that spatial bandlimits are known. Because the actual bandlimiting for images that contain multiple objects separated by boundaries is not predictable, we feel that bilinear ltering is adequate. In addition, an ideal lter applied along the motion trajectory would require an in nite number of input elds, which is obviously impossible. Because of this, we choose simple averaging of only the image data from motion compensated frames. We have thus used some insights gained from Fourier analysis, but deviated where it seems reasonable.
The model based POCS trajectory lter we propose to use 22] can replace those elements of Fig.  2 enclosed by the dotted outline. In this case, because the restoration should also a ect the even lines ofF MC 0 , the eld f 0 is also used in the ltering process (we assume, without loss of generality, that f 0 , f 1 and f 2 denote even, odd and even elds respectively). The property of this algorithm that makes it unique for the application to interlaced video is that it only uses information from the input elds f 0 , f 1 , and f 2 during the restoration process, and does not use the interpolated lines ofF L 0 ,F L 1 andF L 2 . In fact, in this case these lines are only used to estimate the motion parameters P 1 and P 2 .
B. Local Motion Detection via Adaptive Thresholding
Because the motion detectors described in this section are applied to video elds that have already been compensated for the global motion, the motion detected is due to local motion. The motion detection strategy we employ is to compute the SAD over appropriate regions in two selected elds, and then apply a thresholding scheme. Two aspects of motion detection that are pertinent here are eld usage and threshold setting. We proceed with the development of adaptive threshold motion detection by rst reviewing the eld usage aspect of motion detection, and pointing out impediments to robustness when using these methods 10], 12]. The cases of two, three, and four eld motion detection will be covered. As this review motivates the need for an adaptive threshold motion detector, we then proceed with a description of the proposed motion detection scheme.
2-Field Detection
Motion detection with only two elds is accomplished by computing the SAD over an appropriate window in two consecutive elds, and then thresholding to make a motion/no motion decision. Because consecutive elds of interlaced video have a vertical o set, there are no co-located pairs of pixels in consecutive elds to use in the comparison, which means that no pairs of pixels should necessarily have the same value if there is no motion present. As a result, comparisons must be carried out with o sets of a single vertical line, or line averaging must be used to rst estimate co-located lines for comparison. In either case, any region containing high vertical spatial frequency components will be falsely classi ed as having motion. In fact, in many cases the SAD value result-ing from static areas of high vertical spatial frequency content is higher than the value obtained in the presence of motion.
3-Field Detection
By using 3 elds for deinterlacing, the 2-eld detection problems can be ameliorated. In 3-eld motion detection, elds of the same polarity (i.e. even elds possess the even numbered lines in a progressive grid, and odd elds possess the odds) are compared by computing the SAD over co-located windows centered at the pixel where motion is being detected. For example, consider the case where k is even, and we would like to determine if pixel F(m; n; k), where n is odd, is a motion pixel. Then if we denote the SAD value for pixel F(m; n; k) as S k (m; n),a 3x3 window centered about the pixel F(m; n; k) yields (4) where the term (n ? 1)=2 is used to convert from progressive to interlaced coordinates. The value S k (n 1 ; n 2 ) can then be thresholded to determine if there is motion at F(m; n; k).
There are, however, artifacts a ecting the robustness of 3-eld motion detection methods. These artifacts are caused by small patterns moving with high velocity. Some scenarios where this occurs are when small objects move with high velocity, and when small patterns set in a background of uniform intensity (such as regions containing text) move with high velocity. A pictorial depiction of these scenarios is provided in Fig. 3 where the shaded object is moving to the right in successive elds. The center of the boxed region corresponds to the position where motion is being detected. It is evident from the gure that due to the uniform background, a SAD comparison between the boxed regions in elds k and k + 2 will incorrectly classify that pixel as belonging to a static region. As a result of this misclassi cation, a motion adaptive algorithm will use merging at this location, thus producing an artifact within the deinterlaced image (we demonstrate this phenomenon in Section 3).
4-Field Detection
A 4-eld approach to alleviating the 3-eld motion detection robustness problem is realized by additionally comparing the boxed regions in elds k + 1 and k + 3 of Fig. 3 . In 4-eld motion detection, the binary results of the comparisons between even-even and odd-odd polarity elds are passed through a logical \or" operation. Therefore, if motion is detected in either pair of elds, the pixel is given a motion tag. Although this method is e ective, the no motion constraint is enforced more rigorously than is needed, since we only really need to know that no motion exists between f 0 and f 1 , and not all the way through f 3 .
3-Field Adaptive Threshold Detection
The use of motion detection in Fig. 1 is unique, since it applies to elds that have been motion compensated, and as a result, previous motion detection algorithms are not e ective for this application. We have seen that a 4-eld approach can be e ective, however in the presence of camera motion this would require estimating and compensating for motion in the additional eld f 3 , thus adding to the computational burden of the overall algorithm. It is desirable then, to solve the problem by only using 3-elds. To begin, we again note that as a result of the motion compensation step, the dominant motion has already been removed, and motion detection applied between the elds f 0 and f MC 2 will be detecting the motion in objects moving di erently from the dominant motion. Because of the global motion assumption made during ltering along the motion trajectory during the motion compensation stage, there will actually be a motion \ghost" present in the eld f MC 2 . This situation is depicted in Fig. 4 . The ghosting has the desirable e ect of allowing a 3-eld method to detect rapidly moving small detail/objects while only comparing a single pair of elds, since the ghost will be present for motion detection. However, the intensity di erence between the background and the ghost is now reduced by a factor of two, due to averaging, compared to the intensity di erence between the object itself and the background. Thus, a small threshold is required for detection of motion. The problem now is that if the comparison threshold is set too low, motion will be falsely detected around sharp stationary edges. To clarify this point, stationary, in this context, means pixels moving with global motion that has already been compensated for. Since the global motion compensation is never actually perfect (or at least this occurs very rarely), the problem is the motion compensation error that is detected as motion. There are times, however when the motion compensation error is lower than the intra-eld interpolation error, and as a result the motion compensated estimate of the stationary edge is superior. To address this problem, we propose using adaptive thresholding.
The following two observations constrain the design of the adaptive thresholding scheme. First, the motion detection errors will give rise to artifacts, and these will be most noticeable in image regions of low local variance. Therefore, in regions of low variance, the comparison threshold used in motion detection should be low, especially for accurate detection of ghosts. Second, in regions of high variance, artifacts due to motion detection will be less noticeable. Additionally, when compared to deinterlacing via an intra eld technique, it is in the regions of higher variance that motion compensated ltering will produce the greatest increase in resolution, and the greatest reduction in aliasing. Therefore, in regions of higher variance the motion detection threshold should be high. This will also provide an implicit tolerance to errors in dominant-motion estimation in such regions. The proposed motion detection algorithm depicted in Fig. 5 has these properties.
In reference to Fig. 5 , the rst step in the motion detection algorithm is to locally estimate a sample standard deviation of eld f 0 at every pixel, which produces an image of standard deviation values. To spatially adapt the threshold to the standard deviation image, and remove dependence on abnormally high values for standard deviation, the standard deviation image is dynamically quantized into four levels using the well known k-means algorithm 25]. The four level standard deviation image output from the k-means process is then used to scale a user specied maximum threshold, or select the threshold from a set of four predetermined threshold values. The regions of the highest quantized standard deviation will use the speci ed maximum threshold, and as the standard deviation decreases in the remaining three quantization levels, so does the threshold. This results in four thresholds that adapt to regions of lower and higher variance. The new thresholds are applied to the image of SAD values computed between f 0 and f MC 2 , to produce the output motion detection map. By using this motion detection technique, the small detail artifacts discussed previously can be avoided. It is interesting to note that this method is applicable even when there is no dominant motion. In this case f MC 2 , the processed eld input to the motion detector, can be computed by bypassing the dominantmotion estimation and bilinear warping functions indicated in Fig. 2 .
One nal note is that when the POCS based motion trajectory lter is used to compute f MC 2 , this eld must be re-blurred for making SAD comparisons with f 0 , since f 0 has not been deblurred.
C. Local-Motion Adaptive Filtering
The motion adaptive ltering stage of the proposed deinterlacing algorithm lls in the nal deinterlaced imageF 0 . For the even lines, in the case where the non-model based motion trajectory lter is used in the motion compensation stage, the lines of f 0 are copied to form the even lines ofF 0 . When a model based motion trajectory lter is used, the lines of f MC 2 are used where there is no motion present, since these have been deblurred. For the odd lines ofF 0 , the motion map from the motion detection stage is used to decide whether to replace the missing lines in f 0 by merging lines from f MC 1 (non-motion pixels), or by using intra eld interpolation (motion pixels). The intra eld interpolation algorithm we propose is the directional interpolation proposed by Isnardi 2] , with the addition of a new mechanism for reducing artifacts at areas where contours are not correctly identi ed.
A straightforward method of detecting the direction of a contour is to compare the SAD over windows which pivot about the pixel to be interpolated. As an example, consider the case where k is even, and the pixel F(m; n; k) needs to be estimated at an odd value of n, using only the interlaced eld from time k. Then, a three pixel by one line window would produce a SAD for the direction j, denoted by D(m; n) j , as ?f p (n 1 ? j +`; (n + 1)=2; k)j: (5) The values of D j (m; n) are computed for some predetermined range of slopes j = ? ; . . .; , and the direction j over which D j (m; n) is a minimum is the slope chosen for directional interpolation. To test for fractional slopes, the image lines can be upsampled in the horizontal direction, and the algorithm can be applied to the upsampled image. In our experience, checking for slopes -2.0, -1.5, -1.0, -0.5, 0.0, 0.5, 1.0, 1.5, 2.0 is satisfactory.
When the slope j is not correctly estimated, artifacts will result. These artifacts occur in regions of ne detail where a well de ned contour does not exist, because the SAD values for each test window pair are resulting in values that are random. As such, the directional choice becomes random. A remedy for this problem is to detect the presence of a well-de ned contour, and only use directional interpolation when such a contour is found. A simple but e ective means of performing this task is to scale the SAD value for the vertical direction, D 0 (m; n), by a factor between 0 and 1, so that the decision is biased towards using vertical linear interpolation. Then, if there is no wellde ned contour, vertical linear interpolation is used, but if there is, directional interpolation is used. It has been experimentally determined that the multiplying factor of 0:6 yields a good compromise between detecting the presence of a well de ned contour, and providing a satisfactory estimate of the contour direction. The e ect of this technique is demonstrated in the next section.
III. Results and Discussion
Two video sequences have been captured for testing the deinterlacing algorithms presented in this paper, by connecting the S-video output of a hand-held camcorder to a video digitizer. The camcorder is equipped with a stabilization feature, and it is active during the acquisition. The scene in the rst test sequence contains a collection of stationary objects, with a toy train carrying a cardboard poster and moving across the foreground. This scene contains global camera motion caused by jitter, even though the operator is attempting to hold the camera still.
It is used to demonstrate the various motion detection and interpolation features of the algorithm. The second test sequence is of a stationary scene containing a collection of objects, and the motion is due to camera zoom. This sequence contains enough focus blurring to necessitate processing with a model based motion trajectory lter, and is used to demonstrate the improvements possible when such lters are used.
The captured images are are red, green, and blue color images, and the images were converted to luminance chrominance format before processing. The algorithms are applied to the luminance channel of the image. For the lower bandwidth chrominance channels, simply using intra eld bilinear interpolation proved to be adequate.
Camera Jitter Sequence
The rst two elds, f 0 and f 1 , of the camera jitter sequence are shown merged in Fig. 6 . Merged elds are used to provide a feel for the inter-eld motion, and the eld f 0 will be deinterlaced in the ensuing experiments. The result of using intra eld vertical linear interpolation for deinterlacing is shown in Fig.  7 (this is also the frameF L 0 from Fig. 2 ). The aliasing e ect is evident in many regions of higher frequency content in the gure, such as around the text \...ED BY THE" at the borders of the square regions of uniform color in the color patch chart, and at the diagonal lines at both the top and bottom of the picture.
The next deinterlacing result, shown in Fig. 8 , is generated with the contour adaptive intra-eld method described for use in the motion adaptive ltering part of the overall deinterlacing algorithm. For this image, the search window size used for computing the term D j (m; n), de ned in (5), is 7x3, the maximum slope value j is 2, slopes are considered at a fractional accuracy of 0.5, and the vertical weighting factor of 0.6 is used. This set of parameters proved to be applicable over a large variety of scene content. The image shown in Fig. 8 demonstrates that the aliasing due to bilinear interpolation has been greatly reduced along some of the solid edges, but there are still some problems in the text. As a demonstration of the artifacts that occur when the direction of a contour is not properly estimated, the image to the left in Fig. 9 shows a region of the text magni ed by a factor of two. The image to the right in the same gure shows the result when the contour adaptive method does not use the proposed weighting factor (i.e. the method proposed by Isnardi 2] ). We observe that the weighting factor has suppressed the artifacts, but not completely eliminated them. We now direct our attention to the proposed motion compensated method for the case where only a constant threshold is used for local motion detection. The aliasing will be more signi cantly reduced for objects moving with the dominant motion, however the challenge in this this case is not to produce artifacts in regions where objects move independently. To demonstrate this, we compute the images f MC 1 and f MC 2 (see Fig. 1 ), and then show the deinterlacing results using di erent threshold values. For the motion estimation step, the user speci ed ROI is taken to be a 160x160 region located in approximately the center of frameF L 0 (see Fig. 2 ). The results of deinterlacing using thresholds of 20, 14, and 4 are depicted in Figs. 10, 11 , and 12 respectively. For the interpolation in regions of local motion, we use vertical linear interpolation so it will be more obvious where the motion detector is failing and aliasing appears. When a threshold of 20 is used, it is evident that aliasing in regions undergoing the dominant motion is reduced e ectively when compared to the bilinear interpolation result of Fig. 7 , however severe artifacts have been created in the poster attached to the moving train bearing the phrase \poetry in motion" in di erent font sizes (adjacent to the vertical text). To reduce these artifacts, a lower threshold must be used for motion detection. The deinterlaced image in Fig. 11 , computed with a threshold of 14, shows a reduction of the artifacts, but they are clearly still present. By further reducing the threshold to 4, the artifacts are removed, but at the expense of false motion detections that cause the aliasing problems to return.
To combine the best aspects of each separate threshold, we now apply the proposed adaptive threshold motion detection method. We use a maximum threshold of 20, scaled such that the four thresholds used for the corresponding four levels of standard deviation determined by k-means are 20, 14, 12, and 4. To form the comparison with the previous results, vertical interpolation is the intra-eld interpolation method used for regions where local motion is detected. The result is shown in Fig. 13 . This image contains the desired aliasing reduction in regions undergoing the dominant motion caused by camera jitter, and the artifacts previously seen in regions of the \poetry in motion" text are suppressed. To further demonstrate the e ects of the proposed adaptive threshold motion detection scheme, Fig. 14 contains the motion detection maps produced while obtaining the images in Figs. 10, 11, 12 and 13 . From the top left section of Fig. 14, it is evident that using a global threshold of 20 detects motion at the moving train and poster, but only in the moving areas possessing strong edges. The detection at the poster is not complete enough to remove the artifacts around the moving \poetry in motion" text. The motion detection map at the top right section of Fig. 14 , generated using a global threshold of 14, shows motion being detected in more of the moving areas, but motion is still not detected su ciently enough to avoid the artifacts in the \poetry in motion" text. From the bottom left in Fig. 14, generated using a global threshold of 4, it is evident that good local motion detection occurs at the moving portions of the scene, but at the cost of severe false detections around stationary edges where there was only dominant motion. The motion detection map at the lower right in Fig. 14 is the result of applying the adaptive thresholding method. This map is su ciently full in the areas where there is local motion to avoid artifacts. Although there are some spurious false detections around stationary image edges, these are actually occuring just on the very periphery of the edge, where aliasing caused by interpolating is minimal.
An interesting comparison can be made between the images obtained using the proposed contour adaptive intra-eld method (an extension of Isnardi's work 2]) shown in Fig. 8 , and the adaptive threshold motion detection method shown in Fig. 13 . The adaptive threshold result more e ectively removes the aliasing around the text \...NATED BY THE" and in the smaller text directly below. However, the contour adaptive method more e ectively removes aliasing on the diagonal bars at the lower left portion of the image. The moving toy train also contains less aliasing along some of the more diagonal lines. For the toy train, the result using the adaptive thresholding technique is using bilinear interpolation in motion areas in Fig. 13 , instead of the contour adaptive technique. This was done to make possible aliasing e ects caused by incorrect local motion detection more obvious, thus more rigorously testing the motion detection scheme. The contrast at the train, however, is low enough that motion is not correctly detected at the lines, so that using the contour adaptive scheme would not show much improvement in this case.
For the case of the diagonal bars at the lower left in Figures 8 and 13 , there is no local motion, so this comparison is between the contour adaptive method, and the motion compensation performed to remove dominant motion. The motion compensation has reduced aliasing present in the bilinearly interpolated image (Fig. 7) , but has not performed as well as the contour adaptive method. The reason is that the bars happen to be at an angle which is exactly checked and interpolated along in the contour adaptive case. In regions where the angle isn't quite so fortuitous, such as along the contours in the color chart (above the train) or along the bars on the lower right, the motion compensated result is superior.
In general, the parameters used here have been effective over most of the deinterlaced image. We have applied these parameters to a number of acquired images and obtained satisfactory results.
Camera Zoom Sequence
The zoom video sequence is now used to demonstrate the use of a model based motion trajectory lter when blurring is large enough to act as an antialiasing lter relative to the single eld sampling periods. Fields f 0 and f 1 of the zoom video sequence are shown merged in Fig. 15 , where the merged image gives a feel for the rate of zoom. The result obtained by applying the proposed method using non-model based trajectory ltering is shown in Fig. 16 . This image appears blurred, and in this case the blurring is severe enough that there is no perceptible di erence between this image and the result of deinterlacing via intra-eld vertical interpolation. To improve this image, the model based trajectory lter must be used. Without rigorously measuring the blur function, we assume the blur is described by a separable two-dimensional Gaussian function with unity variance. The Gaussian assumption is found to be robust in many practical applications. By applying the POCS based algorithm, the result shown in Fig. 17 is generated. It is clear from this result that to gain a performance advantage when using motion compensated ltering for blurred images, the proposed system with the model based POCS method should be used.
IV. Conclusion
This paper has addressed the problem of robust deinterlacing for creating high quality still images from interlaced video. We have presented a new method for motion compensated deinterlacing that combines a motion trajectory lter for removing dominant motion modeled by an a ne transformation, with motion detection to remove artifacts caused by independently moving objects. The motion detection method employs a novel adaptive thresholding scheme that simultaneously suppresses aliasing artifacts and artifacts caused by independently moving objects: a task we demonstrate is not possible using a constant threshold for the motion detection. In regions where independent object motion is detected, a robust contour adaptive intra-eld method for deinterlacing is presented. Lastly, a modi cation of this algorithm capable of processing video where the limiting factor is blur, instead of aliasing, is provided. This appendix provides a frequency domain motivation for using motion adaptive and motion compensated ltering. It illustrates the drawbacks of using intra eld interpolation in terms of frequency domain aliasing for the case of global constant velocity motion. Although this case is too limiting to be considered practical, it leads to straightforward frequency domain interpretations which are helpful for qualitatively understanding the e ects of ltering along more complex trajectories (see 19] for the extension to accelerated motion paths). We begin with a review of the Fourier spectrum of global constant velocity video signals, which transforms a function of the spatial-temporal (ST) variables (x; y; t) into a function of the spatio-temporal frequencies ( x ; y ; t ). Then, intra eld spatial interpolation is analyzed, followed by analysis of merging and motion compensated linear shift invariant (LSI) ltering. For the sake of the ensuing discussion, the horizontal dimension spatial variable will be omitted in the lter analysis, by considering projections into the y t plane.
Continuous Spectrum
Let f c (x; y; t) denote a spatio-temporal signal with continuous spatial and temporal variables. If we assume that the temporal variation of this signal is only caused by a global motion of its content with constant velocity (v x ; v y ), i.e., 
LSI Intra eld Filtering
The e ects of LSI ltering for deinterlacing in the frequency domain are depicted in Fig. 18 , for the case of global constant velocity motion. To the left in the gure is the Fourier transform of the interlaced signal, where the shaded region represents the support for a ST intra eld LPF in the form of w(y) (t), where the spatial response w(y) used to generate the gure is that of an ideal LPF. The result of this ltering operation and then resampling on the progressive lattice is shown to the right in the gure. Note that resampling is conceptually necessary since the ltering operation occurs in the continuous domain. This ltering result has two de ciencies. First, the aliasing evident in the gure will cause a staircasing e ect along non-vertical contours, and second, the spatial bandwidth has been truncated, which will result in blurring. By allowing more spatial bandwidth to pass through the lter, the aliasing e ect will increase, so the interlaced signal can never be perfectly reconstructed using LSI intra eld interpolation.
Merging
Merging (sometimes referred to as interleaving) is a deinterlacing technique that uses temporal information by forming the missing lines in a frame by copying the lines from the previous or next elds. The lter that accomplishes merging is, p(y; t) = (y; t) + (y) (t + T);
P( y ; t ) = 2cos( t T)e j2 t T 2 ; where T is the eld time sampling period. The e ect of this lter is depicted in Fig. 19 , where the frequency domain interpretation of merging is given. At the left is the Fourier transform of an interlaced scene with global constant velocity motion. This signal can be converted to a progressive format by eradicating the circled replicas in the frequency domain. Also shown in the gure, is the magnitude of the merging lter frequency response. If the velocity in the vertical direction is zero, merging will perfectly deinterlace the signal since the lter response has zeroes at odd multiples of 1 2T . For non-zero velocities, aliasing that becomes more severe as the velocity increases will result. The aliased portions of the spectrum will also have a change in the phase term, since the phase of the signal will be changed everywhere but the horizontal lines at t = m 1 T , where m is any integer. It is evident that merging is the optimal choice for deinterlacing when no motion is present, but produces artifacts that increase in severity as the veloc-ity of motion increases. Therefore, the velocity determines whether intra eld interpolation or merging will produce less severe artifacts, and a motion adaptive technique that adapts to the presence or absence of motion is desirable.
Motion Compensated Filtering
To deinterlace the signal used in analyzing the previous cases without introducing artifacts, motion compensated ltering must be used 19]. The frequency response of an ideal LPF applied along the motion trajectory, in cascade with an ideal spatial LPF, is depicted as the shaded region in Fig. 20 . To the right in the same gure, the deinterlacing result after the ltered signal has been resampled on a progressive grid is shown. Note that there is no aliasing or blurring due to a spatial bandwidth reduction in this result. In practice then, we should expect to retain the greatest resolution by ltering along the motion trajectory. It is also noteworthy that due to the well known impulse sifting properties, implementing this lter on sampled data will result is a discrete lter, even though the analysis is carried out in the continuous domain. In a practical sense, this analysis then tells us that to ll in the missing pixels for deinterlacing, the lter should average the intensities of points lying along the motion trajectory, whose values are themselves obtained by spatial interpolation. . At left is a magni ed region of eld f 0 deinterlaced via contour adaptive intra-eld interpolation using a 0.6 vertical weighting factor. At right is the result using no weighting factor. 
