Training Restricted Boltzmann Machines with Binary Synapses using the
  Bayesian Learning Rule by Meng, Xiangming
ar
X
iv
:2
00
7.
04
67
6v
1 
 [c
s.L
G]
  9
 Ju
l 2
02
0
Training Restricted Boltzmann Machines with Binary
Synapses using the Bayesian Learning Rule
Xiangming Meng∗
Institute for Physics of Intelligence
The University of Tokyo
Tokyo, Japan
meng@g.ecc.u-tokyo.ac.jp
Abstract
Restricted Boltzmann machines (RBMs) with low-precision synapses are much
appealing with high energy efficiency. However, training RBMs with binary
synapses is challenging due to the discrete nature of synapses. Recently Huang
(2019) proposed one efficient method to train RBMs with binary synapses by us-
ing a combination of gradient ascent and the message passing algorithm under the
variational inference framework. However, additional heuristic clipping operation
is needed. In this technical note, inspired from Huang (2019) , we propose one
alternative optimization method using the Bayesian learning rule, which is one
natural gradient variational inference method. As opposed to Huang (2019), we
update the natural parameters of the variational symmetric Bernoulli distribution
rather than the expectation parameters. Since the natural parameters take values
in the entire real domain, no additional clipping is needed. Interestingly, the al-
gorithm in Huang (2019) could be viewed as one first-order approximation of the
proposed algorithm, which justifies its efficacy with heuristic clipping.
1 Problem Formulation
Restricted Boltzmann machines (RBMs) with low-precision discrete synapses are much appealing
due to high energy efficiency. However, compared to full-precision RBMs, they are more difficult
to train, which is essentially a discrete optimization problem. In a recent paper Huang (2019), the
author addressed the problem of training RBMs with binary synaptic connections. The problem is
formulated as follows. Consider RBMs where the random visible variables v = {v1, ..., vN} and
hidden variables h = {h1, ..., hM} only take binary values {−1,+1}. Then the joint distribution of
this RBM model is given by the Gibbs distribution
p (v,h) =
1
Z
e−βE(v,h), (1)
whereZ is the normalization constant, β is the temperature value, andE (v,h) is the energy function
defined as
E (v,h) = −
M∑
µ=1
N∑
i=1
wµihµvi −
N∑
i=1
bivi −
M∑
µ=1
cµhµ. (2)
For simplicity and without loss of generality, assume a simple case where the biases bi = 0, i =
1...N and cµ = 0, µ = 1...M . The marginal distribution of v could be obtained by marginalizing
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out the hidden states h
p (v) =
1
Z (W)
M∏
µ=1
cosh (βXµ) (3)
Xµ ≡ 1√
N
N∑
i=1
wµivi =
1√
N
w
T
µv (4)
where wTµ is the µ-th row of the synaptic connection matrix W, Xµ is the receptive field of the
µ-th hidden neuron, and Z (W) =
∑
v
∏M
µ=1 cosh (βXµ) is the partition function depending on
the synaptic connection matrixW.
When we haveD input data samplesD = {va}Da=1 which are weakly-correlated, then the likelihood
distribution of data could be written as
p (D |W) =
D∏
a=1
1
Z (W)
M∏
µ=1
cosh
(
βXaµ
)
, (5)
where Xaµ is the receptive field of the µ-th hidden neuron for the a-th data sample va. From the
Bayesian perspective, suppose that the prior distribution ofW is p0 (W), according to Bayes’ rule,
the posterior distribution could be obtained as
p (W | D) = p (D |W) p0 (W)
p (D)
, (6)
where p (D) =
∑
W
p (D |W) p0 (W) is the partition function of the posterior and also known as
the marginal data likelihood.
The goal of training RBMs with binary synapses is to learn the synaptic connection matrixW from
the observed data samples D = {va}Da=1, subject to the discrete constraint that each element wµi
in W also takes binary value, i.e., wµi ∈ {−1,+1}. If the posterior distribution p (W | D) could
be computed, then the learning problem is solved. However, exact computation of p (W | D) is
intractable.
For RBMs with full-precision synaptic connections, some classical training methods have been pro-
posed such as the contrastive divergence (CD) algorithm Hinton (2002). However, in the case of
RBMs with binary synaptic connections, it is essentially a challenging discrete optimization prob-
lem. As a result, the previous full-precision learning algorithms such as CD could not be used due
to the discrete nature of the synapses.
2 Review of Huang’s Method in Huang (2019)
Recently, Huang (2019) addressed this challenging problem using a combination of gradient ascent
2 and the message passing algorithm under the variational inference (VI) framework. Specifically,
instead of computing the posterior directly, VI tries to find an approximate distribution qλ (W) that
maximizes a lower bound of the log marginal likelihood log p (D), which is called the evidence
lower bound (ELBO), i.e.,
L (qλ) = Eqλ(W) [log p (D |W)]−KL (qλ (W) ‖ p0 (W)) , (7)
where KL (q ‖ p) = Eq
[
log qp
]
is the Kullback-Leibler (KL) divergence and p0 (W) is the prior
distribution which is assumed to be factorized as
p0 (W) =
M∏
µ=1
N∏
i=1
[
1 +mµi
2
δ (wµi = 1) +
1−mµi
2
δ (wµi = −1)
]
, (8)
wheremµi is the prior mean of wµi and also controls the probability p(wµi = +1) = (1 +mµi)/2.
In practice, it is usually assumed that mµi = 0 when no informative prior information is available
about the synapses. Alternatively, L (qλ) in (7) could be rewritten as
L (qλ) = log p (D)−KL (qλ (W) ‖ p (W | D)) , (9)
2It could be also equivalently understood as minimizing the negative ELBO using gradient descent (GD).
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so that L (qλ) ≤ log p (D) and maximizing L (qλ) is equivalent to minimizing the KL divergence
KL (qλ (W) ‖ p (W | D)). Hence, the problem of posterior inference problem in (6) is transformed
to the optimization of L (qλ) with respect to (w.r.t.) the variational parameters λ of qλ (W), which
is the core of VI.
To model the binary synaptic connections weights W, in Huang (2019) the variational distribution
qλ (W) is chosen to be a mean-filed symmetric Bernoulli distribution
qλ (W) =
M∏
µ=1
N∏
i=1
[
1 + ηµi
2
δ (wµi = 1) +
1− ηµi
2
δ (wµi = −1)
]
, (10)
where ηµi ∈ [−1, 1] is the posterior mean ofwµi and it controls the probability of the value of binary
synaptic connection wµi ∈ {−1,+1}, i.e., the probability of wµi = 1 is 1+ηµi2 while the probability
of wµi = −1 is 1−ηµi2 .
Then, Huang (2019) uses gradient ascent to update the variational parameters ηµi, i.e., in the t-th
iteration, each parameter ηµi is updated as
ηt+1µi = η
t
µi + α∇ηµiL (qλt) , (11)
which seems easy to implement as long as the gradient term ∇ηµiL (qλt) is obtained. However, in
contrast to the case of supervised learning, it is far from trivial to obtain the gradient ∇ηµiL (qλt).
To be clear, according to (7), the gradient consists of two terms
∇ηµiL (qλt) = ∇ηµiEqλ(W) [log p (D |W)]−∇ηµiKL (qλ (W) ‖ p0 (W)) . (12)
The gradient of the KL regularization term could be easily computed as
∇ηµiKL (qλ (W) ‖ p0 (W)) = −
∑
x=±1
x
2
(
log
1 + xmµi
1 + xηµi
− 1
)
. (13)
However, the gradient of the expected log-likelihood term is intractable as it involves the computa-
tion of another log partition function logZ (W), i.e.,
∇ηµiEqλt (W) [log p (D |W)] = ∇ηµiEqλt (W)
[
D∑
a=1
M∑
µ=1
log cosh
(
βXaµ
)−D logZ (W)
]
. (14)
To address this problem, Huang (2019) leverages the message passing algorithm to obtain an ap-
proximation of the log partition function. Specifically, as seen in (4), each Xaµ is a sum of a large
number of nearly independent random variables and hence, by the central limit theorem, follows a
Gaussian distributionN (Xaµ;Gaµ,Ξ2µ), where the mean and variance are defined as
Gaµ =
1√
N
N∑
i=1
ηµiv
a
i , (15)
Ξ2µ =
1
N
N∑
i=1
(
1− η2µi
)
, (16)
As a result, similar to the local reparameterization trick Kingma et al. (2015), the expected log-
likelihood could be approximated using the Monte-Carlo estimation
Eq
λt (W)
[
D∑
a=1
M∑
µ=1
log cosh
(
βXaµ
)−D logZ (W)
]
≈ 1
S1
∑
a,µ,s
log cosh
(
βGaµ + βΞµz
s
µ
)− D
S2
∑
s
log
∑
σ
∏
cosh
(
βGµ + βΞµz
s
µ
)
, (17)
where zsµ are samples drawn from standard normal distribution, and S1 and S2 are the number
of samples used to estimate different terms of the expected log-likelihood, respectively. However,
3
even with MC sampling, the computation of expected log-likelihood is still difficult due to the ex-
istence log
∑
v
∏
cosh
(
βGµ + βΞµz
s
µ
)
. Interestingly. as pointed out in Huang (2019), the term
log
∑
v
∏
cosh
(
βGµ + βΞµz
s
µ
)
corresponds to the log partition function of an equivalent RBM
whose synaptic connections are ηµi/
√
N and biases of hidden neurons are Ξµz
s
µ. As a result, the
log
∑
v
∏
cosh
(
βGµ + βΞµz
s
µ
)
could be efficiently computed by resorting to the message passing
algorithm. To this end, denote by mi→µ the messages from visible neuron to hidden neuron and
uµ→i the message from hidden neuron to the visible neuron, respectively, then the message passing
equation reads
mi→µ = tanh

 ∑
v∈∂i\µ
uv→i

 , (18)
uµ→i = tanh−1
(
tanh (βχµ→i + βHµ) tanh
(
β
ηµi√
N
))
, (19)
where
χµ→i ≡ 1√
N
∑
j∈∂µ\i
ηµjmj→µ, (20)
Hµ ≡ Ξµzsµ. (21)
After a few iterations, the log partition function logZ (W) could be obtained approximately and
thus the gradient of expected log-likelihood in (17) w.r.t. η could be approximated as (Huang, 2019)
∇ηµiEqλt (W) [log p (D |W)]
≈ β
S1
√
N
∑
a,s
vai tanh
(
βGaµ + βΞµz
s
µ
)− β2ηµi
S1N
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)]
− Dβ
S2
√
N
∑
s
[
Cµi −
ηµiz
s
µ√
NΞµ
mˆµ
]
, (22)
where
mi = tanh

∑
µ∈∂i
uµ→i

 (23)
mˆµ =
∫
Dz tanh
(
βχ˜µ + βHµ + βΛ˜µz
)
(24)
Cµi = mˆµmi + β
ηµi√
N
(
1−m2i
)
Bµ (25)
Bµ = 1−
∫
Dz tanh2
(
βχ˜µ + βHµ + βΛ˜µz
)
(26)
andDz ≡ e−z2/2/√2pidz, χ˜µ ≡ 1√N
∑
j∈∂µ ηµimi, and Λ˜µ ≡ 1N
∑
i∈∂µ η
2
µi
(
1−m2i
)
.
Finally, the update equation in Huang (2019) for the variational parameters ηµi is
ηt+1µi =η
t
µi + α
∑
x=±1
x
2
(
log
1 + xmµi
1 + xηµi
− 1
)
+ α
β
S1
√
N
∑
a,s
vai tanh
(
βGaµ + βΞµz
s
µ
)
− αβ
2ηµi
S1N
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)]− α Dβ
S2
√
N
∑
s
[
Cµi −
ηµiz
s
µ√
NΞµ
mˆµ
]
. (27)
Since ηµi ∈ [−1, 1], the update in (27) could not guarantee such constraint. As a result, similar to
Baldassi et al. (2018), a heuristic clipping operation is introduced in Huang (2019), which forces the
ηtµi = 1 when η
t
µi > 1 and η
t
µi = −1 when ηtµi < −1. This trick is heuristic and but works well
empirically. One natural question is that: are any principled explanations for the heuristic clipping
operation? Or are there any other algorithms without such clipping operation?
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3 Training RBMs with Binary Synapses using the Bayesian Learning Rule
In this section, we propose one alternative method to train RBMs with binary synaptic connections
using the Bayesian Learning Rule Khan & Lin (2017), which is obtained by optimizing the varia-
tional objective by using natural gradient descent Amari (1998); Hoffman et al. (2013); Khan & Lin
(2017). As demonstrated in Khan & Rue (2019), the Bayesian learning rule can be used to derive
and justify many existing learning-algorithms in fields such as optimization, Bayesian statistics, ma-
chine learning and deep learning. Note that recently the Bayesian learning rule has been applied
in Meng et al. (2020) to train binary neural networks for supervised learning. Therefore, this note
could be viewed as an extension of Meng et al. (2020) to the case of unsupervised learning 3.
Specifically, to optimize the variational objective in (7), the Bayesian learning rule Khan & Rue
(2019) considers a class of minimal exponential family distribution
qλ (W) := h (λ) exp
[
λTφ(W) −A(λ)
]
(28)
where λ is the natural parameter, φ(W) is the vector of sufficient statistics, A(λ) is the log-partition
function, and h (W) is the base measure. When the prior distribution p0(W) follows the same
distribution as qλ (W) in (28), and the base measure h(W) = 1, the Bayesian learning uses the
following update of the natural parameter Khan & Rue (2019)
λ← (1− α)λ + α{∇ηEqλ(W) [log p (D |W)] + λ0} , (29)
where α is the learning rate, η is the expectation parameter of qλ (W), and λ0 is the natural param-
eter of the prior distribution p0(W). The main idea is to update the natural parameters using the
natural gradient. Below we briefly show how to obtain the Bayesian learning rule; for more details,
please refer to Khan & Rue (2019); Khan & Lin (2017).
To apply the Bayesian learning rule, the posterior approximation qλ (W) is also chosen to be the
fully factorized symmetric Bernoulli distribution in (10), which is in fact belonging to the minimal
exponential family distribution. In particular, qλ (W) in (10) could be reformulated as follows
qλ (W) =
M∏
µ=1
N∏
i=1
(
1 + ηµi
2
) 1+wµi
2
(
1− ηµi
2
) 1−wµi
2
=
M∏
µ=1
N∏
i=1
exp
{
wµi
2
log
(
1 + ηµi
1− ηµi
)
+
1
2
log
(
1− η2µi
4
)}
(30)
=
M∏
µ=1
N∏
i=1
exp {λµiφ (wµi)−A (λµi)} (31)
≡
M∏
µ=1
N∏
i=1
qλµi (wµi) , (32)
where the natural parameter λµi, sufficient statistics φ (wµi) , log partition function A (λµi) , and
the associated expectation parameter ηµi = Eqλµi (wµi) [φ (wµi)] are as follows
λµi ≡ 1
2
log
(
1 + ηµi
1− ηµi
)
(33)
φ (wµi) ≡ wµi (34)
A (λµi) ≡ −1
2
log
(
1− η2µi
4
)
(35)
ηµi ≡ tanh (λµi) . (36)
As a result, instead of optimizing the expectation parameters ηµi using gradient ascent in (11) as
Huang (2019), we could update the natural parameters λµi using the Bayesian learning rule in (29).
3However, despite using the same Bayesian learning rule, the resultant algorithm for unsupervised learning
in this note is quite different from that in Meng et al. (2020) for supervised learning.
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Interestingly, as shown in (29), although the natural parameters λµi are updated, the gradient is
computed w.r.t. the expectation parameters ηµi = tanh (λµi), which is already obtained in (22).
When the prior p0 (W) is set to be the form in (8), each element of the natural parameters λ0 could
be written as
λ0µi ≡
1
2
log
(
1 +mµi
1−mµi
)
. (37)
Therefore, substituting (22) into (29), the natural parameters λµi could be updated as
λt+1µi =λ
t
µi + α
(
λ0µi − λtµi
)
+ α
β
S1
√
N
∑
a,s
vai tanh
(
βGaµ + βΞµz
s
µ
)
− αβ
2ηtµi
S1N
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)]− α Dβ
S2
√
N
∑
s
[Cµi −
ηtµiz
s
µ√
NΞµ
mˆµ]. (38)
It is easy to verify that
λ0µi − λtµi =
∑
x=±1
x
2
(
log
1 + xmµi
1 + xηµi
− 1
)
. (39)
Note that there is no need in (38) to explicitly compute the right hand side term of (39), which is
different from (27). The resultant algorithm to train RBMs with binary synaptic connections with
(38) is termed as Bayesian Binary RBMs (BayesBRBM). Note that in BayesBRBM, the update
formula (38) is similar to (27) used in Huang (2019). However, there are two fundamental differ-
ences. First, BayesBRBM updates the natural parameters λµi of the symmetric Bernoulli distribu-
tion while Huang (2019) updates the expectation parameters ηµi. One direct advantage is that since
λµi ∈ (−∞,+∞), no additional clipping operation is needed as Huang (2019). Second, although
the update equations (38) and (27) appear the same, they actually correspond to two fundamentally
different optimization methods: the former uses natural gradient ascent while the latter uses gradient
ascent.
Interestingly, the algorithm in Huang (2019) could be viewed as one kind of first-order approxima-
tion of BayesBRBM. Specifically, using first-order Taylor expansion, the expectation parameters ηµi
could be approximated as
ηµi = tanh (λµi) ≈ λµi. (40)
Using the first-order approximation (40), the update equation in (38) is approximated as
λt+1µi =λ
t
µi + α
∑
x=±1
x
2
(
log
1 + xmµi
1 + xλµi
− 1
)
+ α
β
S1
√
N
∑
a,s
vai tanh
(
βGaµ + βΞµz
s
µ
)
− αβ
2λtµi
S1N
∑
a,s
[
1− tanh2 (βGaµ + βΞµzsµ)]− α Dβ
S2
√
N
∑
s
[Cµi −
λtµiz
s
µ√
NΞµ
mˆµ], (41)
where the relation in (39) is explicitly substituted for ease of comparison. It could be seen that the
update formula in (41) has exactly the same form as (27) except the exchange of variables between
λµi and ηµi. Since ηµi ∈ [−1,+1], using first-order approximation (40), the values λµi should also
be constrained into the range [−1,+1] by using clipping, which is exactly the algorithm in Huang
(2019). As a result, the proposed algorithm provides a different perspective on Huang (2019) which
justifies its efficacy with heuristic clipping.
4 Summary
In this technical note, building on the work in Huang (2019), we propose one optimization method
called BayesBRBM (Bayesian Binary RBM) to train RBM with binary Synapses using the Bayesian
learning rule. As opposed to Huang (2019), no additional clipping operation is needed for Bayes-
BRBM. Interestingly, the method in Huang (2019) could be viewed as a first-order approximation
of BayesBRBM, which provides an alternative perspective and justifies its efficacy with heuristic
clipping. One possible future work is to extend it to deep RBMs with binary synapses and make
some detailed comparison of the two algorithms.
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Appendix
In this appendix, we briefly introduce the Bayesian learning rule. please refer to Khan & Rue (2019);
Khan & Lin (2017) for more details. According to the definition of natural gradient ascent, the
update equation follows
λt+1 = λt + αF
(
λt
)−1∇λL (qλt) = λt + α∇˜λL (qλt) , (42)
where ∇˜λL (qλt) = F
(
λt
)−1∇λL (qλt) denotes the natural gradient of L (qλt) with respect to
(w.r.t) λ at λ = λt, where ∇λL (qt) is the gradient of L (q) w.r.t λ at λ = λt and F (λt) is the
Fisher information matrix (FIM)
F (λ) ≡ Eq(w)
[
∇λ log qλ (W)∇λ log qλ (W)T
]
. (43)
As a result, to update natural parameters using the natural gradient we need to compute the inverse
FIM, which is intractable in general. Fortunately, for minimal exponential family distribution q (W)
in (28), there exists a concise result since F
(
λt
)−1∇λL (qλt) = ∇ηL (qλt) where η is the expec-
tation parameter of exponential family distribution qλ (W). As a result, ∇˜λL (qλt) = ∇ηL (qλt)
so that the natural gradient update in (42) could be equivalently written as
λt+1 = λt + α∇µL (qλt) , (44)
where, from the definition of L (qλ) in (7), there is
∇ηL (qλt) = ∇ηEq
λt (W)
[log p (D |W)]− (λt − λ0) . (45)
Substituting (45) into (44) leads to the Bayesian learning rule in (29).
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