This paper introduces a methodology for the automatic loading of metadata and open access scientific articles, spread out in scientific journals in Institutional Digital Repositories (IDRs), obtained through information's extraction from the researchers curricula. A further objective is to help the institution for planning the costs required to support the growth of their digital environment considering the scientific data that would be stored in it. The aggregation of scientific production in a single institutional digital environment allows institutions to generate internal indicators of scientific and technological production, conduct studies through the application of data mining tools as well as support the implementation of management policies. For the purpose of implementation, a set of components was developed for collecting scientific articles free of all restrictions on access.
INTRODUCTION
High education institutions are responsible for the majority of the scientific production in the form of published journal articles, reports, conference papers and so forth.
Although academic institutions are the major scientific knowledge producers, the tasks of aggregating and quantifying the knowledge produced by their researchers is a difficult task (Setenareski et al., 2016) . Therefore, setting specific criteria for planning and distributing resources to encourage scientific production by their faculties become a relevant goal.
Another issue for the institutions is monitoring their intellectual productivity through indicators, and the proper planning of the archiving and preservation process of digital materials over the long term. This situation takes place due to the lack of a tool that effectively determines the costs of implementation and maintenance of their digital environments.
Digital Libraries, that are incontestably relevant nowadays, are responsible for aggregating, selecting, structuring, offering access, interpreting, distributing, and preserving items of intellectual resources of an institution; hence, these components are financially accessible to the community (Langiano, 2005) . In addition, by increasing access to research results of an institution, Digital Libraries benefit professionals and students who use their resources in teaching and learning tasks.
The results of the knowledge produced in the form of scientific articles by an institution are published in scientific journals, which are considered the fastest and most affordable way to disseminate scientific information, the findings of research work and what these works represent to the community (Brofman, 2012) . Nevertheless, digital libraries fail in harvesting, selection and aggregation of items of scientific production published in periodical journals. For instance, many of them focus solely on providing the scientific production of their educational programs in the form of monographs, theses and dissertations.
There are many methods to populate IDRs, such as self-submission and semi-automated mechanisms. Another form is harvesting by OAI-PMH (available at: http://www.openarchives.org/pmh/), a protocol created to promote interoperability between libraries and digital repositories as an effort to improve access to e-print archives in order to increase the availability of scholar communication. However, all of them require the involvement of the authors and/or the library staff.
OAI-PMH defines which criteria must be met to facilitate the efficient dissemination of content in digital environments. In its context, there are two types of providers which require both the publishers and digital repositories to support it and have it enabled:
• data providers -which are repositories that expose their structured metadata according to OAI-PMH and;
via OAI-PMH to harvest the available metadata.
Regarding this scenario, the fact that scientific production of institutional articles end up scattered in scientific journals consists a serious problem. In this sense, access and identification of this scientific knowledge by the community (and even by the institution itself that produced it) is often hampered. Likewise, institutions also lack information about how much of the teaching staff is aware of the availability of their science production free of all restrictions on access. Moreover, another difficulty is identifying open access articles when this information is not found on metadata.
In the field of scientific publication, open access means publications on the Internet that allow reading, copying, distribution or re-use for lawful purposes without technical, financial or legal barriers-as well as guaranteeing the author's moral and patrimonial rights (Open Society Institute, 2002) . The philosophy behind open access is a trend that has been observed in recent years towards the use of tools, strategies and methodologies to communicate new scientific research.
In this context, this article proposes a methodology for loading open access articles on digital repositories obtained through information extraction from curricula of an institution's researchers.
Brazilian researchers have their scientific production registered at an academic national database, the Lattes Platform (available at: http://lattes.cnpq.br/).
For implementation purposes, a study divided into 4 parts was realized: (1) gathering and processing of metadata from a researchers' curricula database; (2) development of a script for collecting open access scientific articles; (3) selection of a software for loading and converting metadata to the Dublin Core format; and (4) populating a digital repository by importing the acquired data. For this study purposes, the IDR of a Brazilian institution was used.
This work is organized as follows: the second section talks about metadata, its characteristics and importance in indexing digital objects in digital environments; persistent identifiers like DOIs and handles, their uses and finalities for preservation of digital objects on the long term are contextualized in the third section; the fourth section brings the concepts about Digital Libraries, such as their history, importance and characteristics; the fifth section describes the proposed method and analyzes its application; and, finally, the main points of this paper are summarized and suggestions for future works are presented in the conclusion.
METADATA
Metadata are information related to a stored resource, either physical or not, that not only identify and describe it, but also document its behavior, function and use, as well as its relationship to other digital objects and how it should be managed. "Metadata are structured in the form of text and keywords and generally contain direct information, such as author name, creation date, subject, but can also be complex and harder to define, as the opinion consensus of various people on the same book" (Langiano, 2005) . Thus, metadata prove to be essential to facilitate discovery of relevant content in digital libraries.
Furthermore, an item or object available in digital media should survive the successive generations of hardware and software. Given such complexity and the importance in designing digital objects' metadata, a study was proposed to categorize them into five types (Baca, 1998) :
• "Administrative: used in the management and administration of information resources, such as version control and copyright information;
• Technical: related to the operation or behavior of system metadata, for example, scanning processes;
• Descriptive: used to describe and identify resource information, for example, specialized indexes and search aids;
• Preservation: related to the preservation of information resources, for example, policies relating to the backup of digital objects;
• Use: related to the level and type of use of information resources." In this article, descriptive metadata are used for identification of bibliographic content of scientific works.
Metadata Schema
Metadata schemas are sets of elements, designed for a specific purpose that are used to describe an information resource. The elements' definitions or meanings are known as the schema's semantics, and the values of a given element are its contents. Metadata schemas generally specify the names of elements and the corresponding semantics (Sayão, 2007b) . Metadata should be carefully planned and support interoperability with other digital libraries, hence facilitating the location and use of digital objects. Metadata schemas and metadata standards exist to enable the effective sharing of resources between institutions and users.
Dublin Core -DC
Dublin Core is a metadata schema proposed in 1995 to promote metadata interoperability (DCMI, 2012) . Dublin Core uses "a set of simple but effective elements that describe a wide variety of network resources" and "whose semantics were established by an international consensus of professionals from various disciplines such as library science, computing, text markup, community museums and other related fields" (LARA, 2002) . This metadata schema uses fifteen descriptive elements standardized by technical vocabularies and specifications maintained by the Dublin Core Metadata Initiative (DCMI, 2012) . Dublin Core is the metadata schema adopted by the analyzed IDR.
The Dublin Core elements are identified as "dc" and have a single value. Since each element has unlimited occurrence, qualifiers are used in order to distinguish the value of each occasion, which may have an identifier called "schema" or "modifier" (Alves and Souza, 2007) according to the syntax: dc.element.qualifier as shown in Figure 1 . Although this schema provides an element for identifying rights, it is not commonly included in article's metadata. 
Metadata and Interoperability
The information of digital objects stored in Digital Libraries or Repositories is called "content" and is divided into data and metadata. While the first corresponds to the generic term that describes the information in digital format, the second is data about the data itself (Langiano, 2005) . Metadata, if carefully constructed, bring several advantages for users of digital libraries, since a standardized representation of the available information resources in electronic form provides a broad and accurate access to the content stored in these environments.
Provided that digital objects must survive successive generations of hardware, software and systems, metadata prove to be vital by allowing them to exist independently of the system in use for storage and search. In this sense, metadata are essentially technical, descriptive and should be preserved in order to document the creation and maintenance of a digital object, as well as its availability and relationships with other objects. For digital objects to remain accessible and intelligible over time, the transportation and preservation of their metadata must be possible (Baca, 1998) . To facilitate the search and access to the digital objects' contents, a metadata schema is selected to describe the various existing types of contents (e.g. videos, sounds, images, texts, websites, etc.) according to the library or repository's purpose.
Metadata Harvesting
Several studies on the creation and updating of digital environments, as well as best practices to be followed by institutions, are found in literature (Ramos et al., 2012) . Institutional digital environments promote and contribute to the dissemination of scientific production, once they are one of the tools that guarantee the visibility of the institution and its researchers. Therefore, they should always be available and constantly updated. Thus, for the success of a digital library, the effective interaction between the development and maintenance team and the staff responsible for its archives is a relevant issue (Leite, 2009 ). The digital repositories analyzed for this work are populated by the forms below:
Automation by OAI-PMH
The use of the OAI-PMH for automatic update of metadata in digital libraries is based on the metadata extraction from national and international databases, and faces the lack of standards for extraction of open access scientific publications' metadata. Furthermore, just the scientific articles found in these databases (whether open access or not), that meet the database's specific guidelines, are sufficient to make the locating of all articles produced by an institution be ineffective.
Automation by Self-submission
The libraries and IDRs identified in this study use the self-submission process to collect their scientific production. Self-submission offers, in some specific cases, support from a library team or customized tools for metadata retrieval, beyond the indispensable par-ticipation of authors for gathering information about the licensing of the scientific production involved.
Out of the 1,000 top institutional repositories ranked by Webometrics (available at: http://repositories.webometrics.info/) in the second half of 2014, 887 have scientific articles, 103 have only monographs, dissertations and theses and 10 were unavailable. From the 887 that have scientific articles: 764 use the process of direct selfsubmission; 17 use self-submission with supporting tools for metadata retrieval; 32 have submissions made by the library after receiving data and metadata sent by the authors; 27 have self-submission made by the authors with the support of a library; 16 have automated collection by OAI-PMH; and, in one of them, a library staff identifies the scientific production from the authors' email addresses and later requests them to submit the publication in the institution's digital library.
The aggregation of scientific literature in a single institutional digital environment allows the institution to develop internal indicators of scientific and technological production, carry out research by applying data mining tools, and support the implementation of management policies.
PERSISTENT IDENTIFIERS
The archiving and preservation of digital materials over the long term is a difficult and expensive task that requires substantial resources and institutional commitment (NISO, 2007) . In the mid 1990s, with the World Wide Web's popularization, there were persistent identifiers that corresponded to unique identification elements added to digital objects, which, regardless of their location or format, ensured that they were accessible in the long term, despite physical and technological changes (Sayão, 2007a) . Persistent identifiers are typically found as URNs (Uniform Resource Name), URCs (Uniform Resource Characteristics), and URLs (Uniform Resource Locators), among others (Sollins and Masinter, 1994) .
The Handle System
The Handle System R ⃝ persistent identifier was developed in 1994 by the Corporation for National Research Initiatives (CNRI) in the United States. It is a component of the digital objects architecture, which provides a safe, efficient and extensible resolution to unique and persistent identifiers. Resolution services are the mechanisms by which a particular persistent identifier is linked to an URL where the digital object is stored.
Digital Object Identifier -DOI
DOI (Digital Object Identifier) was presented for the first time at the Frankfurt Book Fair in 1997, and, a little further in the same year the International DOI Foundation (IDF) was created to manage the system. The DOI is a proprietary implementation of the Handle System, originated from a joint initiative of three trade associations in the book industry (International Publishers Association; International Association of Scientific, Technical and Medical Publishers; and Association of American Publishers). It emerged as a generic framework for the content ID management through digital networks (International DOI Foundation, 2015). Since then, DOIs have been used to assign and disseminate information on intellectual property rights to the digital objects (Sayão, 2007a) .
For the correct location of a digital object using DOI, a minimum of structured metadata, such as bibliographic and commercial information, should exist. Metadata assigned to a digital object give the user the assurance that the resource found is effectively what he or she is looking for. The data model used by a DOI identifier provides a contextual metadata system that supports interoperability between different existing metadata schemas in a digital environment. This model consists of an interoperable data dictionary plus an underlying structure for applications.
DIGITAL LIBRARIES
The materials or digital objects available in a digital library may derive from digital copies of existing materials in physical media (for instance, books, prints, manuscripts, etc.) and/or from objects existing only in digital media, such as digital photos, e-books, videos and others.
Aiming at a reliable digital preservation process, it is important that, in addition to using rigorous scientific methodology for the generation of knowledge, the results obtained by the academic and scientific research of an institution are disseminated in open access digital repositories linked to a persistent identifier. As a matter of fact, persistent identifier is a unique name for a digital object that is independent of its location or format, ensuring that the object is accessible independent of physical and technological changes (Sayão, 2007a) .
The adoption of IDRs by universities and research centers promotes an increase in the visibility and competitiveness of these institutions, which in its way, contributes to scientific development (Leite, 2009) .
Institutional repositories can belong to universities, laboratories and research institutes, whereas the thematic repositories are arranged by knowledge area without institutional boundaries. The adoption of digital repositories, when well planned and properly implemented, promotes "increased visibility of research results, the researcher and of the institution itself" (Leite, 2009 ). IDRs, a fundamental element of today's digital libraries, have been heavily used to promote scientific production from research and teaching activities (Leite, 2009) .
ARCHITECTURE
The objective of this study was to develop a set of components for metadata harvesting and classification of open access scientific articles in an IDR. The queries used DOI identifiers to retrieve information from the publication, since this is the unique permanent identifier to recover an article in the online environment. DOIs have been obtained from the researchers' curricula from an institution.
The Lattes Platform
The Lattes Platform "is the experience of CNPq in integrating databases of résumés, research groups and institutions into a single information system" (Plataforma Lattes, 1999) .
Currently, teachers and researchers from Brazilian institutions who produce scientific work and participate in governmental programs such as the Coordination for the Improvement of Higher Education Personnel (Capes) (available at: http://www.capes.gov.br/) and the National Council for Scientific and Technological Development (CNPq) (available at: http://cnpq.br/pagina-inicial) are advised to inform their scientific productions on this database. Furthermore, it is possible for an educational institution to access the scientific production of its faculties through the "Lattes Extractor" system.
The data extraction is provided via XML files containing all the institution's scientific production registered on the platform, by research groups, teachers, researchers and students.
Proposal
Each article is processed by the components in the system and assigned to a specific stage from -1 to 5, as shown in Thenceforth, the metadata of each DOI is requested from the dx.doi.org resolver, as shown in Figure 4 . In this step the DOIs are also validated, being stored with stage 1; invalid DOIs are assigned for deletion with stage -1. Thereafter, the sets of metadata retrieved from the Lattes and DOI bases are merged, with DOI metadata taking precedence and being marked as stage 2.
According to the site SHERPA/RoMEO (available at: http://www.sherpa.ac.uk/romeo/), an initiative for In the case of production restricted to the institution at stage 2, there was a query to institutional staff database. Similar names are resolved by an algorithm for homonyms that compares initials in the author's name:
• "MARCIO SANTOS SILVA", "M SANTOS SILVA", "MARCIO S SILVA", "MARCIO SILVA", "M S SILVA", e "M SILVA";
• "MAURICIO SILVA" e "M SILVA". Given the example above, articles authored as "M SILVA" would be discarded, since the author's name is ambiguous. In this step, articles with ISSN, produced by an institutional author throughout his or her permanence at the institution and that can be published according to the open access movement, are set up as stage 3.
Hereafter, all articles that can be published in digital repositories are set as stage 4.
In order to obtain the articles' full text as PDF, algorithms to search the periodical's HTML pages were developed. Then, the articles' PDFs are stored in a database. In this scenario, some difficulties emerged: while some periodicals allow the access to the PDF only by the DOIs, others have locks by robots against harvesting or other reasons. For each difficulty, a specific algorithm was developed.
The articles' PDFs available for storage according to the open access movement were stored in database with stage 5.
Once the metadata and PDFs have been selected, a directory structure in the Simple Archive Format Finally, the selected articles' PDFs and their respective metadata were stored at the IDR.
Case Study and Analysis
The analyzed repository, part of the Digital Libraries of the Federal University of Paraná, in Brazil, was established in 2004 using the DSpace platform. This digital environment presents collections of different types of scientific output, such as theses, monographs and dissertations, among others. However, the repository currently does not include scientific articles.
Since an article can be referenced by more than one curriculum, these references were unified by their DOIs (Figure 7) , when available. In the tag "Published Article" from Lattes Platform's XML, 1,295 occurrences were obtained, which resulted in 34,441 references to scientific articles. From these references, 8,969 were classified with DOI attribute, 6,891 with unique DOIs and, after DOI's resolver submission, 6,777 with valid DOI identifier.
The valid DOIs referenced 36,463 authors, of whom 8,907 were researchers from the analyzed institution.
Of the 2,783 ISSNs found, 545 (19.6%) belong to open access periodicals, 2,029 (42.9%) belong to non open access periodicals and 209 (7.5%) are not listed at SHERPA/RoMEO.
Of the 6,777 articles with valid DOI, 2,253 allow archiving in digital repositories and 4,438 were produced by the institution's researchers. 1,572 articles meet both criteria and can be archived at the Institutional Digital Repository. This scenario is illustrated by Figure 8 . In order to ensure the identification of only the scientific production of the university's faculties, but also considering the possible production of a professor currently inactive but engaged in another institution, cross-references were made between the information available on the Lattes Platform and the institution's administrative database, which resulted in 1,241 classified professors.
Afterwards, the metadata of articles by selected professionals were retrieved from CrossRef (available at: http://crossref.org/), a registry authority for DOIs, by a script, which found 2,293 journals. The metadata were stored in a relational database.
It was necessary to check the license under which the articles were produced. This was accomplished by querying the publishing journal's ISSN on SHERPA/RoMEO.
The article metadata obtained and stored in the database were cross-referenced with the list of open access journals, resulting in 2,287 articles published under open access and whose published version could be redistributed by the institution's digital libraries. Figure 9 shows the selective process of the scientific production of articles classified for importation in the digital repository. Once a scientific article available under open access is identified, its metadata plus a specific metadata item, which indicates the license under which the article is available, are collected and stored in a database allowing the identification of these items in a digital repository. The purpose of such action was to add the data for subsequent metadata transference according to the Dublin Core metadata format, as it is the schema adopted by the IDR that is object of this study.
The diagram in Figure 10 shows the flow and the entities and decisions involved. The process of automated loading followed these steps: (1) creation of a community called "Scientific Production"; (2) creation of a sub-community called "Articles" and; (3) population of the data and metadata.
Result Analysis
Scientific publications stem from research projects. They "aim to disseminate scientific research to the community in order to allow others to use it and evaluate it in other views" (Brofman, 2012) .
Although the authors of scientific works are asked to provide their work in a standardized electronic format on at least one open access repository by the Berlin Declaration (MPG, 2003) , it is still clear the lack of awareness by many of the authors related to this topic. This research identified that 35.4% of the institution's scientific production were produced in open access format.
CONCLUSION
The adoption of IDRs promotes the dissemination of technical and scientific content produced by an institution and culturally enrich those who benefit from it. Aggregation of scientific production in one location enables access to a great amount of information and, therefore, encourages the transfer of knowledge. This work also demonstrated how important it is for the university staff to own and maintain their data updated in a curricula database, as well as properly inform the DOIs associated with their publications, since this is the only permanent identifier of an article for recovery in the web. Moreover, it was shown that the institution could plan the costs required to maintain its digital environment by determining the volume of scientific production to be stored in its digital library. In this scenario, the institution would also be able to measure the real impact produced by their academic community.
This study aimed at developing a set of components for collection and classification of metadata of scientific articles produced under open access in an IDR without assigning to their researchers the task of keeping their curricula data up to date in curricula database. Thus, other kinds of scientific production would be worth being classified and aggregated in the Digital Library in future developments, such as the classification and selection of metadata of: (1) scientific events; (2) university extension activities.
