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I. INTRODUCTION AND NOTATION 
In this paper we shall study the distribution of the characteristic exponents 
for equations of the form 
2(t) = u.x(t - A) + q(t) x(t) (l-1) 
where q(t) = XT--, q, exp(;it) is a real valued function with a continuous 
second order derivative and is periodic of period T = 2~. The constants a, 
d > 0, and T are all real numbers. The case m which d and T are rationally 
related has been considered in earlier papers [7], [lo]. In Section 2 we shall 
obtain estimates for d(h), as given by (2.16), along certain lines in the complex 
plane. Let N(M) denote the number of roots of the equation a(x) = 0 which 
have real parts equal to or greater than M. Here roots of multiplicity r are 
counted Y times. Then in Section 3 we show that there exists a decreasing 
sequence {b,} of real numbers, lim b, = -to, such that the number of character- 
istic exponents of (1.1) with real parts equal to or greater than b, is just N(b,). 
Here exponents corresponding to invariant spaces of dimension Y are counted Y 
times. This result is established by first obtaining in Theorem 3.2 a representa- 
tion result for the Green’s function G(t, s). As in earlier papers for higher order 
equations [3] one may then extend the representation result to general solutions 
and establish the statement concerning characteristic exponents. The argument 
in Section 3 proceeds by considering equation (1 .l) as a perturbation of the 
equation 
L(x(t)) FCC Lqt) - u.x(t - A) -- q&t) _-: 0 (l-2) 
by the term 
W4) = -(q(t) - 90) 44. (1.3) 
Fmally in Section 4 we show that under appropriate assumptions on p the 
equation 
2(t) == p(t) x(t - 3) + r(t) r(t) (1.4) 
may be reduced by a change of variable to an equation of the form (1. I). 
* This research was supported by Natronal Science Foundation Grant GP28392. 
389 
OO22-247X/79/080389-10$02.OO/O 
CopyrIght 0 1979 by Academic Press, Inc. 
AU rights of reproduction many form reserved. 
J. C. LILLO 
II. ESTIMATES FOR d(h) 
We first note that the change of variable a = h - q0 takes d(h) into ,3(z) = 
z - be-dz where b = UCQoA. Thus we shall first obtain our basic estimates for 
tw * 
THEOREM 2.1. Given any R > 0 there exists a decreasing sequence of real 
numbers {u,}, lim a, = -co, such that for any integer n, 1 n 1 > 0, and for all 
z E Z(a,) = (2 [ Re z = a,> Olte has 
I B(z + in> /WI > R. Gw 
We first recall several known results and prove Lemma 2.1 which we shall use 
in proving Theorem 2.1. As in Bellman and Cooke [l], a simple calculation 
gives that the zeros z = u + iv of p(z), f or z su 1 1 ffi ciently large and v > 0, may 
be written z(K) = u(K) + iv(K) where 
u(k) = -{ln r(K) - ln I b I + WI ln k/k la)>/4 
v(k) = r(k) - On r(k) - ln I b IllGW9) + WI In k/k 1% 
(2.2) 
r(k) = 4k + CW (2.3) 
Here C, = 0 or 1 as b > 0 or b < 0, and k is a large positive integer. We also 
introduce 
T(k) = y(k) - On y(k) - In I b IWrW (2.4) 
u(k) = min(j 27’(k) - n / , I T(k) + T(k + 1) - n I), (2.5) 
where the minimum is over all positive integers n. If one defines b(k) = 
[u(k) + u(k + I)]/2 th en it follows from the results of Bellman and Cooke [I], 
that there exists 0 < M < 1 and 0 < Kr such that for all k > Kr and x E Z(b(k)) 
one has 
I /WI > M(min(lz - z(k)1 + 1, I z - z(k)1 + 1). (2.6) 
Furthermore, for any E > 0, there exist K(E) and M(E) > 0 such that if 2 denotes 
the zeros of b(z) and Re 2: < ---K(e) then 
I P(z)l > Mb) m=(lz I , I exp(-.W) if 2 # qz 4, (2.7) 
I /WI > W4 I z I if 2 E qz, 4, (2.8) 
where S(Z, E) = {z / I z - p I < E for some p E Z}. We also note that since 
note that since P/A and 1 are not rationally related one has that for any M > 0 
there exists 6(M) > 0 such that 
ljr/d--1 >6(M) (2.9) 
for all pairs of integers (j, k) such that 0 < / j 1 + 1 k I < M. 
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We now prove the following result. 
LEMMA 2.1. For any R > 0 there exist c0 > 0, posittoe integers K,(E) for 
0 < E < Eg ,and an integer R, > 0 such thatfor any 0 < E < Q, and k > K,(E) if 
z E I(b(k)) and Re z > 0 then for any integer n, / rz 1 > 0, either 
and 
z E S(Z, c) (2.10) 
max(I z - z(k)1 , 1 z + in - Z(K)]) < R, (2.11) 
or else 
I B(z + 4 B(z)I > R. (2.12) 
Proof of Lemma 2.1. We assume that (2.12) does not hold. Given R we 
select R, so that M2R, > R where M is as in (2.6). Then by (2.6) since Re z > 0 
we have that 1 z - z(k)\ < R, and either I x + in - z(k)/ < R, or 
1 z + in - H(K)] < R, . W e now set E,, = 6(4R,)/8 and show that we may not 
have ) z + zn - z(k)\ < RI if K,(E) > K1 is selected so that 
M(E) u(K~(E)) M > R. (2.13) 
Here KY1 may be selected using (2.9), the definition of c0 , and (2.2), so that if 
z E qz, E), E < Eo , and 1 z + in - z(k)1 < R, then one has that x + in $ 
S(Z, co). But then from (2.13) and (2.6) we would obtain a contradiction to the 
assumption that (2.12) does not hold. This completes the proof of our lemma. 
We shall now prove Theorem 2.1. We consider the sequence {a(k)). Now 
either there exists an Ed > 0 and an H > 0 such that for all values of k > H 
44 > 52 
or else there exists a sequence {k,) such that 
(2.14) 
lim a@,) = 0. 
z-t,= 
(2.15) 
If (2.14) holds then in Lemma 2.1 select E = min(E,/8, l O) and assume the 
constants &(E) exceed H. It then follows that (2.12) holds or else (2.10) and 
(2.11) hold. But from (2.10) (2.11) and (2.2) it follows that there is a K4 > K(F) 
such that for k > K4 one has z -t in $ S(Z, l ). But in this case the inequality 
(2.1) follows from (2.13) for all lines z = Z(b(K)) where k 3 K4. Thus the 
sequence a3 = b(K, + j), j > 0, satisfies the condition of our theorem. We 
next consider the case in which (2.15) holds. We denote by S(E, z(k), L) those 
components of S(z, l ) which are at a distance of at most L from z(k). Let 
h = max[3R, , 3R,/(2~) + l] and consider the sequence of lines Z(b( j)) where 
j = k, + h for i = 1,2,.... Now we select c1 < 6(2h)/12 and K3 > K*(Q) so 
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large that 1 v(K) - y(k)1 < n/2 f or all values of k > Ks - 2h. Then it follows 
from (2.2) and (2.15) that if z E S(er , z(j), R,) n Z@(j)) there is a translate 
x + in which is in S(2~r , %(j - h), RI). Since 3~~ < a(%)/4 it then follows for 
any m > 0 that z + im $ S(E~ , s(j), RI) and so (2.12) is satisfied. Thus in this 
case we may take for the sequence {a,} the sequence {b(& + h)}. This completes 
the proof of Theorem 2.1. 
In view of our earlier remarks we have for 
d(h) = h - a exp(-Ah) - pa (2.16) 
the following corollary of Theorem 2.1. 
COROLLARY 2.1. Given any R > 0 there exists a decreasing sequence of real 
numbers {b,), lim b, = -co, such that 
1 d(h + in) d(h)1 > R (2.17) 
for any integer n, 1 n 1 > 0, andfor all h E I(!+) and j = 1,2 ,.... 
We select b, so that 6, - 2 lies to the right of all the zeros of d(h). Then 
setting d,(h) = l/A(X) we have, from Corollary 2.1 and the results of Bellman 
and Cooke [l], that there exists a sequence {AI,}, of positive constants, such that 
for all A E Z(6,) 
do(A) < J4/l A I j = 0, 1, 2 ,.... (2.18) 
Corresponding to the perturbation (1.3) we define the operator 
D*(f) = C q3 exp(--ij)f(h - zj). 
3fO 
(2.19) 
Then for i > 1 we define 
48 = do@) D”(4-,(U- (2.20) 
For any j > 0 we denote the line integral 1/(2ri) $$z by sb, and the integral 
sb, - Sb, by s3 . For any f we denote 2n=i sb, If (z)l 1 dz 1 by 11 f [I3 . Then from 
(2.18), (2.20), and choosing b, sufficiently large, it follows that there exists N, , 
j = 0, 1,2 ,..., such that 
II 4 II d N, 3 (2.21) 
I Mo(4l Q N, for all h E 1(6,), (2.22) 
II I 4W2 IL < Nj . (2.23) 
We set Q = Gxo I q3 I and then from (2.20) and (2.17) we have the estimates 
I 4+2(4I G (Q”/Wl4~)l for all X E Z(b,) and n > 0. (2.24) 
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Thus it follows that for j > 0 and n > 0 
II An+2 IL G (QW II An 113 , 
II A zn+l IL G (Q2/W N, 9 
II A m+z 113 G (QW)” N . 




III. REPRESENTATION RESULTS 
Once one has obtained the estimates of Section 2, the representation results 
can be obtained by modifying arguments which have appeared in earlier papers. 
Thus in this section we shall in several cases indicate the general outline of the 
proof and refer the reader to the appropriate papers for a more detailed argu- 
ment. 
Let G(t, s), called the Greens function, denote the solution of (1.1) for t > s, 
which satisfies the conditions G(t, s) = 0 for t < s and G(s+, s) - G(s-, s) = 1. 
For bj as defined in Corollary 2.1 and for i >, 0 we define 
G(t, 0, i, 0,2) = j exp(Xt) A,(X) dh, 
“a 
(3.1) 
G(t, 0, i, j, 1) = 1 exp(ht) A,(X) dX, 
3 
G(t, 0, i,j, 2) = 1 exp(At) A,(h) dh. 
“j 
(3.2) 
Forj> 1 weset 
G(t, O,j, 1) = f G(t, 0, i,j, 1) 
a=0 
(3.3) 
G(t, 0, j, 2) = 5 G(t, 0, i,j, 2). 
a=0 
Now we select R so large that (Q2/R) < & and let the sequence {b,} be defined as 
in Corollary 2.1. The value of b, is selected as indicated prior to (2.21). We then 
have the following result. 
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THEOREM 3.1. For any j 2 1 the Greens function G(t, 0) for (1 .l) may be 
written in the form 
G(t, 0) = G(t, OJ, 1) + G(t, O,j, 3, (3.4) 
where G(t, 0, j, 1) is a solution of (1.1) fm all values oft and G(t, 0, j, 2) is a solution 
of (1.1) fOY t > 0. 
Proof. Since A(h) h as only a finite number of zeros to the right of b, , for 
any j, it follows that G(t, 0, 0, j, 1) satisfies 
LG(t, 0, 0, j, 1) = 0 (3.5) 
for all values oft and G(t, 0, 0, j, 2) satisfies this equation for t > 0. From (2.23) 
and (2.21) it follows from [2], [8], [IO], [5] for almost all values of t, 
that Jr,, exp(ht) M,(X) dh is the derivative of G(t, 0, 1, j, 2) and so 
LG(t, 0, 1, j, 2) = D(G(t, 0, 0, j, 2)) (3.6) 
for almost all t > 0. Since G(t, 0, 1, j, 2) and D(G(t, 0, 0, j, 2)) are continuous for 
all t > 0 and the solution of (3.6) is unique we have that G(t, 0, 1, j, 2) satisfies 
(3.6) for all t > 0. Similarly it follows from (2.23) that 
Wt, 0, 1, j, 1) = D(G(t, O,O, j, 1)) (3.7) 
for almost all t. Again the continuity of G(t, 0, 1, j, 1) along with the uniqueness 
of the solution of (3.7) allows one to conclude that (3.7) holds for all values of t. 
From the estimates (2.21)-(2.27) it follows as in [4] that for all values of t, 
j> 1, 2 22, that 
LG(t, 0, i, j, 2) = DG(t, 0, i - 1, j, 2), (3.8) 
LG(t, 0, i, j, 1) = DG(t, 0, i - 1, j, 1). (3.9) 
Then from the fact (Q2/R) < a, and the resulting uniform convergence, we have 
that 
LG(t, 0, j, 2) = DG(t, 0, j, 2) for t 3 0, (3.10) 
LG(t, 0, j, 1) = DG(t, O,j, 1) for all t. (3.11) 
This completes the proof of Theorem 3.1. 
Having obtained a decomposition result for G(t, 0) one may extend this 
result to G(t, s) by noting that G(t + s, s) for equation (1.1) is just G(t, 0) for 
this equation where the function q(t) has been replaced by q(t + s). Or one may 
obtain the result directly by introducing [4], [6] 
A&, 3 = exp(-4 48, (3.12) 
Ads,4 = 444 D*&,(s, 4) fori> 1. (3.13) 
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Then one sets 
G(t, s, i, 0,2) = s exp(ht) A&, A) dA, 
bo 
G(t, s, i, j, 1) = / exp(ht) d,(s, A) dh, 
3 
G(t, s, i, j, 2) = / exp(At) d,(s, A) dA 
b, 
(3.14) 
forj > 1. 
(3.15) 
Andforja 1 
G(t, s, j, 1) = c G(t, s, i, j, 11, 
a=0 
(3.16) 
G(t, s, j, 2) = f G(t , s, i, j, 2). 
t=O 
Then one obtains as in [4], [6] not only an extension of Theorem 3.1 but the 
added information that the two functions given in (3.16) are also solutions of 
the adjoint equation (3.18) relative to the variable s. Thus one obtains the 
following result. 
THEOREM 3.2. For any j 3 1 the Greens function G(t, s) for (1.1) may be 
written in the form 
G(t, s) = G(t, s, j, 1) + G(t, s, j, 21, (3.17) 
where G(t, s, j, 1) is a solution of (1.1) us a function oft and a solution of (3.18) us a 
functzon of s for all values of t and s. While G(t, s, j, 2) is a solution of (1.1) as a 
function oft and a solution of (3.18) as a function of sfor all t > s. 
We next introduce the adjoint equation and associated inner product. 
j(s) = -4s + 4 - Q(S)Y(S), 




where f E C[-A, 0] and d E CIO, A]. 
Using this inner product along with the fact that G(t, s) is the Greens func- 
tion [7] one obtains directly from Theorem 3.2 that any solution x(t, 0, 5) of 
equation (1 .I) has a representation of the form 
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where 
4) = EL G(t, -9 i, I)], 
xc&> = [L G(t, -,i 31. 
(3.21) 
The difficulty here is that it is not clear that this is the standard representation 
that one usually obtains by the projection onto the invariant subspaces of the 
compact operator [3], [B] associated with equation (1.1). The arguments which 
were used to obtain this result for perturbations of nth order equations [4] 
can be extended to equation (1.1). This is done by extending the results of 
Theorem 3.2 to the equation 
Lx = uDx for 0 < u < $. (3.22) 
One then shows, as in Theorem 3.2 of [4], that there is an Hs > 0 such that for 
j 3 H3 and 0 < u < 3 the lines Z(b,) may not contain any characteristic expo- 
nents of equation (3.22). But then, as in Section 4 of [4], it follows that for 
j>HsandO<u<$ 
&.?A) 
G(t, s, u, y, 1) = 1 Xz(t, u) Yz(s, 4, (3.23) 
I=1 
where the X3(t, u) are eigensolutions of (3.22) whose characteristic exponents 
have real parts greater than 6, . Here the Yl(s, U) are eigensolutions of the adjoint 
equation for (3.22), whose characteristic exponents as s tends to -CO have real 
parts greater than b, . Furthermore the X3(t, u) and Yr(s, U) may be selected so 
that for all I and j 
[-q-, u), Yd-, 4 = 4I - (3.24) 
As in [4], one may also show that for Y > H3 and 0 6 u < 8 
YZ(Y, u) = N(b,). (3.25) 
Thus if we denote X3(t, 1) by X3(t) and Yr(t, 1) by Y2(t) we obtain, as in [4], 
the following result. 
THEOREM 3.3. There exists H, > 0 such that for any j > H3 , any solution x 
of (1.1) my for t > 0 be written 
N(b,) 
x(t) = 1 d’,(t) + 44 , 4, 
Z=O 
where 
I x(b, , t>l = O(expWh 
aL = [x, YJ for all values of 1 < N(b,). 
(3.27) 
(3.28) 
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Finally we note that while the above theorem extends the projection results 
of our earlier work it does not 
i? 
rovide the information concerning the con- 
vergence of the partial sums alar” a&t) as j-+ cc which was obtained in [4]. 
In fact the results of Zverkin [lo] suggest that the infinite series may very well 
diverge. 
IV. A CHANGE OF VARIABLES 
In this section we note that in certain cases an equation of the form 
9.(t) = r(t) x(t) + p(t) x(t - Ll) (4.1) 
may be reduced by a change of variables to an equation of the form (1.1). Here 
we shall assume that I, p are periodic of period 277 and d is not rationally related 
to 277. Thus for any nonzero integer j 
u(j) = 2(1 - cos jd) f 0 (4.2) 
and we have the following definition. 
We say that p E H if p(t) # 0 for t E [0,27;] and if In / p(t)1 = C a, sin jt + 
b, cos jt has the property that for some c > 0 
(I a, I + I 4 I)/4 j) = O( id-'). (4.3) 
Let p”[O, 2~1 denote the set of periodic functions with period 271 and possessing 
n continuous derivatives. We then have the following result. 
THEOREM 4.1. If p E H and r E~~[O, 27~1 then there exists a change of variable 
y(t) = e?rp[h(t)] x(t) which reduces equation (4.1) to an equation of thefmm (1.1). 
Proof. Under the indicated change of variable (4.1) takes the form 
O(t) - VG) + w r(t) + [PWI P(Oll 
x exp[h(t) - h(t - A) + In I p(t)\] y(t - 4. 
(4.4) 
Since p E H it follows that the equation 
h(t) - h(t - 0) + In 1 p(t)\ = 1/(27r) I’” In 1 p(s)\ ds (4.5) 
0 
has a unique solution h E~~[O, 2?r] and our result follows. 
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