This paper presents an a-posteriori goal-oriented error analysis for a numerical approximation of the steady Boltzmann equation based on a moment-system approximation in velocity dependence and a discontinuous Galerkin finite-element (DGFE) approximation in position dependence. We derive computable error estimates and bounds for general target functionals of solutions of the steady Boltzmann equation based on the DGFE moment approximation. The a-posteriori error estimates and bounds are used to guide a model adaptive algorithm for optimal approximations of the goal functional in question. We present results for one-dimensional heat transfer and shock structure problems where the moment model order is refined locally in space for optimal approximation of the heat flux.
Introduction
The Boltzmann equation provides a description of the molecular dynamics of fluid flows based on their one-particle phase-space distribution. The Boltzmann equation encapsulates all conventional macroscopic flow models in the sense that its limit solutions correspond to solutions of the compressible Euler and NavierStokes equations [1, 2] , the incompressible Euler and Navier-Stokes equations [3, 4] , the incompressible Stokes equations [5] and the incompressible Navier-Stokes-Fourier system [6] ; see [7] for an overview. Fluid flow problems generally exhibit locally varying deviations from a continuum description. Therefore, the Boltzmann equation is uniquely suited to describe flows with varying rarefaction regimes. Applications in which rarefaction effects play a significant role are multitudinous, including gas flow problems involving large mean free paths in high-altitude flows and hypobaric applications such as chemical vapor deposition; see [8, 9] and references therein for further examples. Moreover, the perpetual trend toward miniaturization in science and technology renders accurate descriptions of fluid flows in the transitional molecular/continuum regime of fundamental technological relevance, for instance, in nanoscale applications, micro-channel flows refer to [34] for application of goal-oriented model adaptivity to heterogeneous materials, to [35] for goaloriented atomistic/continuum adaptivity in solid materials, and to [36] for goal-oriented adaptivity between the Stokes equations and the Navier-Stokes equations. The Galerkin form of moment methods enables the construction of accurate a-posteriori error estimates, while the hierarchical structure provides an intrinsic mode of refinement. In principle, the error estimate can serve to guide simultaneous (anisotropic) mesh and moment refinement. If the adaptive strategy is restricted to moment refinement only, i.e. the finite-element approximation in position dependence is fixed, the adaptive procedure can be viewed as a goal-oriented model-adaptive strategy [37] that adapts between the models in the moment-system hierarchy to construct an optimal approximation to the goal function in question.
The purpose of this paper is to derive a-posteriori error estimates, measured in terms of a certain target functional, for a position-velocity Galerkin approximation of the steady Boltzmann equation. The Galerkin approximation is based on a moment-system approximation in velocity dependence and a discontinuous Galerkin finite element (DGFE) approximation in position dependence. We propose a goal-adaptive refinement procedure that locally adapts the order of the moment system to locally resolve rarefaction effects corresponding to their contribution to the error in the quantity of interest. By only targeting regions with the largest contributions to the error the model adaptive strategy yields an approximation that is quasi-optimal for the goal-functional.
The proposed adaptive moment method can alternatively be classified as a heterogeneous multiscale method of type A; see [38] . Multiscale methods of type A introduce a decomposition of the spatial domain into a subset where a macroscopic (or coarse, simple) model suffices, and a complementary subset where a microscopic (or fine, sophisticated) description is required. The proposed adaptive moment method introduces an element-wise domain decomposition strategy where, locally, different levels of the moment hierarchy are used to approximate the solution to the Boltzmann equation. The goal-adaptive algorithm provides an automated strategy for model refinement such that an optimal approximation of the solution of the Boltzmann equation is obtained for the goal functional under consideration.
The remainder of this paper is organized as follows. Section 2 surveys standard structural properties of the Boltzmann equation that are retained in the moment-system approximation. Section 3 introduces the Galerkin approximation of the stationary Boltzmann equation. We will present the moment system as a Galerkin approximation, in velocity dependence, of the Boltzmann equation in renormalized form. In space dependence we discretize the Boltzmann equation using the discontinuous Galerkin finite-element method.
Section 4 presents the derivation of a-posteriori error estimates for the DGFE moment approximation. In Section 5 we devise an adaptive algorithm for the steady DGFE moment method that exploits inter-element cancellation errors. In Section 6 we apply the adaptive algorithm to the heat transfer and shock structure Riemann problems [39, 40] . Finally, Section 7 presents a concluding discussion.
The Boltzmann equation
Consider a monatomic gas contained in a fixed spatial domain Ω ⊂ R D . Kinetic theory describes the state of such a gas by a non-negative (phase-space) density f = f (t, x, v) over the single-particle phase space Ω × R D . The evolution of f is considered to be governed by the Boltzmann equation,
where the summation convention applies to repeated indices and the collision operator f → C(f ) acts only on the v = (v 1 , . . . , v D ) dependence of f locally at each (t, x). The collision operator is assumed to possess certain conservation, symmetry and dissipation properties, viz., conservation of mass, momentum and energy, Galilean invariance and dissipation of appropriate entropy functionals. Moreover, it is assumed that the collision operator exhibits certain positivity properties. These fundamental properties of the collision operator have been treated in detail in [22, 24] and are merely repeated here for completeness and coherence.
To elaborate the conservation properties of the collision operator, let · denote integration in the velocity dependence of any scalar, vector or matrix valued measurable function over D-dimensional Lebesgue measure.
where
) denotes the domain of C, which we consider to be a subset of the almost everywhere nonnegative Lebesgue integrable functions on R D . Equation (2) associates a scalar conservation law with each collision invariant:
We insist that {1, v 1 , . . . , v D , |v| 2 } are collision invariants of C and that the span of this set contains all collision invariants, i.e.
The moments f , v i f and |v| 2 f , correspond to the mass-density, the (components of) momentum-density and the energy-density, respectively. Accordingly, the conservation law (3) implies that (1) conserves mass, momentum and energy.
The assumed symmetry properties of the collision operator pertain to commutation with translational and rotational transformations. In particular, for all vectors u ∈ R D and all orthogonal tensors O :
by:
with O * the Euclidean adjoint of O. Note that the above transformations act on the v-dependence only. It is assumed that C possesses the following symmetries:
The symmetries (7) imply that (1) complies with Galilean invariance, i.e. if f (t, x, v) satisfies the Boltzmann equation (1), then for arbitrary u ∈ R D and arbitrary orthogonal O :
The entropy dissipation property of C is considered in the extended setting of [21, Sec. 7] , from which we derive the following definition: a convex function η :
with η (f ) the derivative of η(f ), and if for every f ∈ D(C) the following equivalences hold:
Relation (8) implies that C dissipates the local entropy density η(·) , which leads to an abstraction of Boltzmann's H-theorem for (1), asserting that solutions of the Boltzmann equation (1) satisfy the local entropy-dissipation law:
The functions η(f ) , v i η(f ) and η (f ) C(f ) are referred to as entropy density, entropy flux and entropydissipation rate, respectively. The first equivalence in (9) characterizes local equilibria of C by vanishing entropy dissipation, while the second equivalence indicates the form of such local equilibria. For spatially homogeneous initial data, f 0 , equations (8) and (9) suggest that equilibrium solutions, f eq , of (1) are determined by:
Equation (11) identifies equilibria as minimizers 1 of the entropy, subject to the constraint that the invariant moments are identical to the invariant moments of the initial distribution.
The standard definition of entropy corresponds to a density f → f log f +f α where α ∈ I is any collision invariant. The corresponding local equilibria of C(f ) defined by (9) are characterized by Maxwellians M, i.e.
distributions of the form
for some ( , u, T ) ∈ R >0 × R D × R >0 and a certain gas constant R ∈ R >0 .
We admit distributions that vanish on sets with nonzero measure. To accommodate such distributions, we introduce an auxiliary non-negativity condition on the collision operator, in addition to (8) and (9) . The non-negativity condition insists that C(f ) cannot be negative on zero sets of f :
where supp c (f ) denotes the zero set of f , i.e. the complement in R D of the closed support of f . Condition (13) encodes that the collision operator cannot create locally negative distributions. It can be verified that (13) holds for a wide range of collision operators, including the BGK operator [41] , the multi-scale generalization of the BGK operator introduced in [21] , and all collision operators that are characterized by a (non-negative) collision kernel.
Galerkin approximation of the Boltzmann equation
In this section we derive a position-velocity Galerkin approximation for the steady Boltzmann equation in renormalized form. The Galerkin approximation is based on a moment-system approximation in velocity dependence and a discontinuous Galerkin approximation in position dependence. The moment system approximation and its equivalence to a Galerkin approximation have been presented in [22, 24] and are repeated here for completeness. For the space DGFE moment approximation we will use the numerical flux derived in [24] . Although we restrict ourselves to steady problems in this work, for transparency, we present the moment formulation in the time-dependent setting.
Velocity discretization using moment-system hierarchies
Our semi-discretization of the Boltzmann equation with respect to the velocity dependence is based on velocity moments of the one-particle marginal. These velocity moments are defined over R D , and therefore we regard finite dimensional approximations of f (t, x, v) in (1) 
represent a corresponding basis. We consider the renormalization map β : M → F , where
The moment system can then be written in the Galerkin form:
where 
see [22, 24] for more details.
We consider a family of renormalization maps and corresponding entropy functions according to
where (·)
N is a positive integer and B is some suitable background distribution; see also [22] . One can infer that indeed β −1 (·) = η (·) and that η is strictly convex on R >0 . The entropy function in (17) corresponds to a relative entropy associated with a ϕ-divergence [42] with respect to the background measure B. In particular, it holds that η(f ) = B ϕ(f /B) with ϕ according to:
The renormalization map g → β(g) corresponds to a divergence-based moment-closure relation in the sense that it associates the following distribution with a given moment vector µ ∈ R M :
i.e. the closure relation minimizes the divergence-based relative entropy subject to the constraint that its moments coincide with the given moments µ. It was shown in [22] that the renormalization map (17) engenders well-posed moment systems. (8) and (9) for a meaningful class of collision operators subject to (13) . In [22] it is has been shown that the class of admissible collision operators includes the BGK operator [41] and the multi-scale generalization of the BGK operator in [21] .
Remark. Adoption of a ϕ-divergence-based entropy stipulates that this entropy satisfies
Remark. It is noteworthy that in the limit N → ∞, the renormalization map and corresponding entropy in (17) recover Levermore's moment-closure relation [21] , viz. B exp(g), and the Kullback-Leibler divergence [43] relative to B, viz. f log(f /B) , respectively; see [22] for more details.
The DGFE moment approximation
For the semi-discretization of (15) with respect to the position dependence, we consider the discontinuous Galerkin finite-element method [44] . Henceforth we restrict ourselves to the stationary problem corresponding to (15 
and by
Let us note that for simplicity we have assumed that the dimension of the moment space
is uniform on T h . However, this assumption is non-essential and can be dismissed straightforwardly, i.e.
the (dimension of the) moment space can be selected element-wise. This in fact provides the basis for the model-adaptive strategy in Section 5, which assigns different moment orders M κ to the elements κ ∈ T h .
To facilitate the presentation of the DGFE formulation, we introduce some further notational conventions. where ν e = n| e . For all interior edges, let κ e ± ∈ T h be the two elements adjacent to the edge e such that the orientation of ν e ± = ±ν e is exterior to κ e ± . We define the edge-wise jump operator according to:
For any h ∈ H, we indicate by
where v + and v − refer to the restriction of the traces of v| κ+ and v| κ− to e. To derive the DGFE formulation of the closed moment system (15), we note that for any
Using the product rule and integration by parts, (23) can be reformulated in weak form. The left member of (23) can be recast into
where in the second equality β(g) is replaced by anyβ(g; v ν ) in compliance with the consistency condition:
Implicit in the identity in (24) is the assumption that β is sufficiently smooth within the elements to permit integration by parts and define traces on ∂κ. 
with
The DGFE discretization of (15) is obtained by replacing g in (26) by an approximation g
according to:
The edge distributionsβ in (27) must be constructed such that the consistency condition (25) holds and that the formulation (29) is stable in some appropriate sense. We select the upwind edge distribution [24] :
In [24] it was shown that for suitable collision operators, (30) leads to an entropy stable formulation.
Goal-oriented a-posteriori error estimation
If interest is restricted to a particular functional of the solution of (1), the combined hierarchical and Galerkin structure of (29) may be used to derive an estimate of the error in the approximation of the goal functional. In this section we will derive a computable a-posteriori goal-oriented error estimate for (29) . We first present a formulation of the linearization of the DGFE moment system (29) , which then serves as a basis for a computable a-posteriori error estimate in dual-weighted-residual (DWR) form [28] .
We restrict ourselves to estimation of the modeling error that is incurred by limiting the dimension of the moment approximation in velocity dependence. We take the vantage point that the finite-element approximation space in position dependence V h,p (Ω) in (29) is fixed and that M belongs to a nested sequence of moment spaces
where V corresponds to a suitable closed normed vector space, and such that the sequence M k is asymptotically dense in V , i.e. for all g ∈ V and all > 0 there exists (29) is well posed if M is replaced by V and denoting the corresponding solution by g h,p
V , we are concerned with the error
according to (29) for some finite-dimensional moment space M ⊂ V .
The considered error estimate is based on linearization of (29) at the approximation g h,p
M . We denote by
the Fréchet derivatives of the semi-linear forms a and s, respectively, with (·) * the topological dual of (·). In particular, it holds that:
M satisfies:
* is the residual functional according to:
and
We denote the Fréchet derivative of the target functional under consideration by J :
where  Ω : R → R and  ∂Ω : R → R are (possibly nonlinear) functions then
To derive an estimate of the error in the target functional associated with the approximation g
The dual solution z in (37) serves to construct an estimate of the error in the goal functional in dual-weightedresidual form [28] according to:
as δg L ∞ (Ω,V ) → 0. The second identity in (38) follows from (37) . The third identity follows from (33).
The DWR error estimate is obtained by ignoring the o( δg L ∞ (Ω,V ) ) terms in the final expression in (38) .
To elucidate the error estimate according to (38) , we note that (37) can be regarded as an approximation to the mean-value linearized dual problem:
For the mean-value linearized dual solution according to (39) , the following (exact) error representation holds:
However, the mean-value linearized dual problem (39) depends on g h,p V and, accordingly, Equation (41) does not provide a computable a-posteriori estimate. In the error estimate (38), the mean-value linearized dual problem has been replaced by the linearized dual problem (37) , at the expense of a linearization error
In practice, the dual problem (37) cannot be solved exactly and must again be approximated by a finite-element/moment approximation. By the Galerkin orthogonality property of g Remark. Implicit to the error representation in (38) is the assumption that the nonlinear primal problem (29) and the linearized dual problem (37) [25] . In particular, the linearized system corresponds to a Friedrichs system [48] . Accordingly, the linearization of (29) 
Goal-oriented adaptive algorithm
The computable error estimate (38) can be used to direct an adaptive algorithm following the standard SEMR (Solve → Estimate → Mark → Refine) process; see for instance [53, 54, 55] . The marking step comprises a decomposition of the error estimate (38) into local element-wise contributions, and a subsequent marking of elements that provide the dominant contributions to the error. To enhance the efficiency of the adaptive algorithm, we consider a marking strategy that accounts for cancellation effects. The refinement process consists in locally raising the number of moments in the elements that have been marked for refinement. By repeated application of SEMR, the adaptive algorithm aims to adapt the number of moments locally in each element to obtain an optimal approximation to the quantity of interest.
By virtue of the local nature of the discontinous Galerkin approximation in position dependence, the element-wise decomposition of the error estimate according to the ultimate expression in (38) is straightfor-ward. Denoting by {Λ κ,i (x, v)} a basis of the approximation space V h,p (Ω, M * ) for the dual solution such that the support of each function Λ κ,i is confined to the element κ ∈ T h , it holds that
where I κ is an index set corresponding to element κ ∈ T h and σ κ,i are the weights of z h,p M * relative to {Λ κ,i (x, v)}. Indeed, the error contributions {ζ κ } are directly associated with the elements.
Conventionally, to mark elements for refinement an upper bound for the error estimate (38) is constructed based on the absolute value of ζ κ and the triangle inequality:
see, for instance, [27, 32, 33] . Elements are then marked for refinement according to their contribution |ζ κ | to the upper bound, e.g., following the Dörfler marking strategy [53] , which selects a minimal set of elements
for some c ∈ (0, 1]. However, previous work for first order hyperbolic systems [27, 32] suggests that the upper bound provided by the triangle inequality may not be sharp due to the loss of inter-element cancellations.
In this work we aim to exploit such cancellation errors. To that end, we decompose T h according to the sign of the local error indicators ζ κ relative to the error estimate κ∈T h ζ κ according to
That is, the elements in T h + (resp. T h − ) are those whose local error contribution increases (resp. decreases) | κ∈T h ζ κ |. We propose to mark a minimal set of elements T
for some c ∈ (0, 1]. To elucidate the manner in which this approach accounts for inter-element cancellations, we note that the proposed marking strategy in (47) may be equivalently understood as selecting elements in T 
it holds that
Hence, the aggregated error contributions of the elements in T The SEMR algorithm based on (47) is summarized in Algorithm 1. One first defines a sequence of moment spaces {M r } r∈Z ≥0 and {M r * } r∈Z ≥0 for the primal and dual problems, respectively. It must hold that M r * ⊃ M r to avoid that the error estimate vanishes due to Galerkin orthogonality; see Section 4.
Next, the element-wise hierarchical rank of the moment-system approximation is initialized at the basic level r κ = 0. In the iterative process, one first constructs the (possibly non-uniform) approximation spaces for the primal and dual problem, viz.
and likewise for the dual problem, and then solves the nonlinear primal problem (29) and the linearized dual problem (42) for the approximate primal and dual solutions. Based on the approximate dual solution and the residual corresponding to the approximate primal solution, the error contributions ζ κ can be computed and the error estimate est can be assembled. If the estimate satisfies the prescribed tolerance, then the algorithm terminates. Otherwise, the algorithm proceeds by marking a minimal set of elements T h * following the Dörfler marking with cancellations in (47) . In these marked elements, the approximation is refined by incrementing the hierarchical rank of the moment approximation.
It is noteworthy that the adaptive algorithm admits a reinterpretation as a type-A heterogeneous multiscale method (HMM) [38] . Multiscale methods of type A introduce a decomposition of the spatial domain into a region where a microscopic description based on a sophisticated model is required, and a comple- solve nonlinear primal problem (29) for g
solve linearized dual problem (42) for z
determine element-wise error indicators ζκ according to (43) 9:
determine error estimate est = κ∈T h ζκ estimate 10: if est < tol then 11: break 12:
mark a minimal subset of elements T h * according to (47) mark 14: for κ ∈ T h * do 15: rκ ← rκ + 1 refine 
Numerical Results
To illustrate the properties of the proposed goal-oriented model-adaptive strategy in section 5 for the discontinuous Galerkin finite-element moment method (29), we present numerical experiments for heat transfer and shock-structure problems in one dimension; see, for example, [56] .
The problem specification and moment-system approximation must be completed first by specifying the collision operator and closure relation. We restrict ourselves here to the standard BGK collision operator [41] , viz.
where M f denotes the local equilibrium Maxwellian (12) having the same invariant moments as f and τ −1 is a relaxation rate. We adopt the relaxation parameter in accordance with the hard-sphere collision process of Bird [17] τ = (5λ/16)(2πρ/p)
with λ the mean free path. We consider discontinuous Galerkin finite-element approximation spaces of polynomial degree p = 0, i.e. element-wise constant approximations in position dependence. To solve the DGFE approximation (29) we use a Newton procedure based on the linearized DGFE approximation in (33) .
To illustrate the usefulness of the adaptive procedure in capturing non-equilibrium flow phenomena, in the sequel, the goal-oriented adaptive algorithm considers the average of the heat flux
as the quantity of interest. In all cases we choose a greedy refinement strategy and set the refinement fraction in (47) to c = 1, i.e. all elements that remain after cancellations have been accounted for are refined.
Heat Transfer Problem
The first test case pertains to the so-called heat transfer problem [56] . This test case is set on a unit inter-
val Ω = (0, 1). We consider full accommodation boundary conditions at the left and right boundaries of the domain, with boundary data corresponding to uniform Maxwellian distributions with different temperatures:
The left and right boundary densities, ρ ht l and ρ ht r , respectively, are determined from the mass impermeability condition:
Condition (55) imposes that the entering and exiting mass fluxes on ∂Ω cancel.
For this problem we consider the renormalization map (17) with N = 1. Note that for any N > 0, the resulting moment-system is non-linear due to the non-linearity of the collision operator (51) and the non-linearity of the renormalization map (17) . We consider a spatially non-uniform background distribution
It is noteworthy that ρ ht (x) and θ ht (x) can be conceived of as continuum approximations satisfying [57] : Comparison of the upper bounds in Figure 1 confirms that the proposed upper bound in (49) is sharper than the standard triangle inequality (44) , which illustrates the effect of cancellations. In particular, the deviation between the bounds becomes more pronounced as the approximation is refined and the number of 
with the interpolation function
Let us mention that the interpolation function in (61) has been chosen such that for x = −40λ (resp. x = 40λ) it holds that X(x) is close to 0 (resp. close to 1), but it is otherwise arbitrary. The background distribution B ss (x, v) is understood as a local Maxwellian approximation of a distribution that interpolates the boundary data (59) using the interpolation function X(x), similar to the so-called Mott-Smith approximation [59, 58] .
The adaptive algorithm is initiated with a spatially uniform moment approximation of degree M κ = 4.
The linearized dual problem is approximated using a moment approximation that is refined by locally raising the order to M κ * = M κ + 4. In this case we opt to apply M κ * = M κ + 4 instead of M κ * = M κ + 2 to improve the accuracy of the error estimate. The dual solution exhibits non-smooth behavior near the boundaries and, accordingly, insufficient resolution in velocity dependence leads to an inferior error estimate. We consider the shock structure problem with Mach number Ma = 1.4 and mean free path λ = 3.67×10 −3 .
The computational domain is covered with a uniform mesh of 1250 elements. Figure 4 shows the error The right panel presents results for the goal-adaptive approximation. Figure 4 shows that for the shock structure problem, uniform refinement requires more than 7500 additional degrees of freedom to reduce the relative error to 10 −7 . The adaptive strategy only requires 616 additional degrees of freedom to reach the same relative error. The results reaffirm that significant gains in efficiency can be obtained by means of the goal-adaptive refinement strategy. It may be noted that for the considered shock-structure test case, the conventional error bound derived from the triangle inequality (44) is very loose, while the bound (49) that accounts for cancellations is sharp relative to the error estimate.
The final spatial distribution of the moment orders generated by the goal-adaptive algorithm is displayed in Figure 5 . One can observe that the goal-adaptive algorithm introduces most of the moment refinements near the boundaries and, in particular, near the right boundary.
To elucidate the refinement pattern, the top and bottom panels in Figure 6 display the approximation of the primal solution and of the dual solution, respectively, in the final step of the adaptive algorithm. Figure 6 indicates that the distribution β(g h,p {Mκ} ) exhibits non-equilibrium behavior in the neighborhood of the shock which is located near the center of the domain. At further distances from the shock, including the vicinity of the boundary, the distribution is close to equilibrium. The dual solution on the other hand manifests boundary layers near the left and right 
Each σ κ,i represents the corresponding weight of the approximate dual solution. Let us note that in Figure 7 we have omitted the terms of order ≤ 4 because Res[g M ](Λ κ,i ) and the dual coefficients σ κ,i and summation within each element yields the element-wise error indicators ζ κ as depicted in Figure 8 . Figure 8 indicates that despite the fact that non-equilibrium effects are most prominent in the center of the domain near the shock, the largest contribution to the error in the goal quantity originates near the boundaries. The elements in the vicinity of the boundary thus qualify for refinement. The red interval in Figure 8 indicates the region that is marked for refinement after cancellations have been accounted for.
Conclusion
In this work we introduced a new goal-oriented a-posteriori error analysis and an adaptive-refinement strategy for numerical approximation of the steady Boltzmann equation. The approximation is based on a combination of moment-system approximation in velocity dependence and discontinuous-Galerkin finiteelement approximation in spatial dependence. We considered a moment-closure relation derived from the The goal-oriented a-posteriori error estimate that we considered is of the usual dual-weighted residual form, furnished with a linearized dual problem. By virtue of the selected upwind-distribution-based numerical flux, the prerequisite linearization is straightforward independent of the moment order. To enhance the efficiency of the adaptive algorithm, we introduced a marking strategy that accounts for cancellations of error contributions between elements, as opposed to the conventional marking strategies based on error bounds derived from the triangle inequality. The refinement strategy in the adaptive algorithm is based on local, element-wise increments of the moment-system order. The proposed adaptive strategy for the Boltzmann equation exploits the Galerkin form of the DGFE moment method and the hierarchical character of the moment-system approximation.
We presented numerical results for two one-dimensional test cases, viz. a heat-transfer and a shockstructure problem. For these test cases we considered a goal functional corresponding to the heat flux. We generally observed good agreement between the goal-oriented error estimate and the actual error. Moreover, the proposed upper bound that accounts for cancellations was found to be sharp relative to the error estimate, in contrast to the standard triangle-inequality-based bound. The numerical results demonstrate that the goaladaptive refinement procedure provides a highly efficient approximation of the quantity of interest, relative
to uniform moment refinement.
The proposed adaptive moment method can be interpreted as a heterogeneous multiscale method (HMM) of type A that introduces a domain decomposition into regions where models of different levels of sophistication are applied, where the various models corresponding to different members of the moment-system hierarchy. The goal-oriented adaptive-refinement strategy performs the domain decomposition and the selection of the local models in a fully automated and optimal manner.
