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Abstract
Stochastic dynamical systems arise naturally across nearly all areas of science
and engineering. Typically, a dynamical system model is based on some prior
knowledge about the underlying dynamics of interest in which probabilistic
features are used to quantify and propagate uncertainties associated with the
initial conditions, external excitations, etc. From a probabilistic modeling
standing point, two broad classes of methods exist, i.e. macro-scale methods
and micro-scale methods. Classically, macro-scale methods such as statistical
moments-based strategies are usually too coarse to capture the multi-mode
shape or tails of a non-Gaussian distribution. Micro-scale methods such as
random samples-based approaches, on the other hand, become computation-
ally very challenging in dealing with high-dimensional stochastic systems. In
view of these potential limitations, a meso-scale scheme is proposed here that
utilizes a meso-scale statistical structure to describe the dynamical evolution
from a probabilistic perspective. The significance of this statistical structure
is two-fold. First, it can be tailored to any arbitrary random space. Second,
it not only maintains the probability evolution around sample trajectories
but also requires fewer meso-scale components than the micro-scale samples.
To demonstrate the efficacy of the proposed meso-scale scheme, a set of ex-
amples of increasing complexity are provided. Connections to the benchmark
stochastic models as conservative and Markov models along with practical
implementation guidelines are presented.
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1. Introduction
To accurately capture the dynamical behavior of dynamical systems, it
is essential for one to assess the effects of the input uncertainties on model
predictions [1, 2]. To introduce the methodology, consider a continuous dy-
namical system evolving on a smooth manifold:
dx(t)
dt
= fθ(x, t) (1)
where the underlying dynamical system x evolves in a complete metric
space with a countable dense set X , vector θ ∈ Θ defines the model param-
eters, t is the temporal index, and f(·) is a Lipschitz vector field [3].
From a dynamical evolution perspective, the state xt+1 is uniquely deter-
mined by the state xt and possibly some noise following the ergodic theory
[4]. The discrete-time dynamics can be defined as:
xk+1 = F (xk) = xk +
∫ (k+1)∆t
k∆t
f(x(τ))dτ (2)
where F(·) : X → X is a smooth diffeomorphism 1 that maps the state
xk to xk+1. In this case, all uncertainty in the system originates from the
uncertainty in the initial system state x(t = 0) [4, 5].
This study assumes that Eq. (2) is configured with a random initial state
with known joint probability density function p(x0). The goal here is to
carry out uncertainty quantification and propagation by means of proba-
bility density function (PDF). Therefore, the solution scheme requires the
reformulation of the governing equations from ordinary/partial differential
equations (ODEs/PDEs) to its stochastic format [6, 7]. Several approaches
have been developed in the past few decades, which can be classified into two
main categories: macro-scale methods and micro-scale methods.
1An invertible function that maps one differentiable manifold to another in such a way
that both the function and its inverse are smooth.
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1.1. Macro-scale evolution
Macro-scale methods focus on the computation of the distribution param-
eters, for instance, mean µ and standard deviation σ in the case of normal
distribution [8, 9]. In practice, an analytical expression in terms of a general
probability evolution equation is available only for limited linear systems,
where the task of tracking the evolution of the PDF can be accomplished
using homogeneity and additivity properties. Specifically, if the input PDF
is Gaussian, the evolution of probability can be hereby represented by a
sequence of Gaussian density functions with a shifted center and scaled vari-
ation. Similar analytical expressions for nonlinear systems may be obtained
via linearization, whereas these methods are very effective if only the second-
order statistics of the probability evolution is of interest. For a more general
and highly nonlinear system, macro-scale methods have difficulty in describ-
ing the multi-mode shape or tails of a non-Gaussian distribution [10, 11].
1.2. Micro-scale trajectory
Micro-scale methods resort to a set of random realizations of the un-
certain inputs using Monte Carlo (MC) sampling, or collocation points. In
particular, collocation based methods use a grid of points for which PDFs
are obtained through finite difference (FD) or finite element methods (FEM)
[7, 8, 12]. The global PDF then results from a mixture of these PDFs. In-
terpolation functions are used to describe the PDF of any arbitrary point
in space and time, which allows the description of the probability densities
at any arbitrary points in addition to the interpolation ones. However, it
should be noted that FD and FEM may encounter challenges when applied
to high-dimensional random space since their integral domain is not tailored
to the random space. By contrast, MC methods use the ensemble of inde-
pendent sample trajectories to represent the evolution of probability, where
the PDF at any time is approximated by a set of discrete probabilities at
sample points [13]. MC therefore disregards information given by the PDF
around particular samples, or, in other words, it assumes the region of a
sample to be homogeneous. Therefore, in order to minimize the error in
the representation of the real PDF, MC has to employ a large number of
samples to fill the random space, or to keep the region of each sample as
small as possible. Considering the computational cost of examining a great
number of samples, possible remedy strategies include (a) constructing an
easy-to-evaluate surrogate/emulator that is trained using a small number of
propagated data [14, 15, 16]; (b) utilizing advanced sampling strategies such
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as importance sampling, adaptive sampling, etc, to generate high-quality
samples [17, 18, 19]; and (c) performing the prescreening of the most influ-
ential variables by global sensitivity analysis techniques [20, 21].
1.3. Meso-scale parcel
In this study, a generalized perspective regarding the investigation of the
dynamical evolution of the PDF of interest is introduced following the sem-
inal works presented in [22, 23]. Viewed from this perspective, the PDF
of the input uncertainties are modeled by a mixture of Gaussians [24, 25].
Characterization of each component of the mixture includes the computa-
tion of the mean and covariance, and an active learning method is hereby
proposed to accelerate the parameter estimation, where the means of these
Gaussian components are directly estimated by a low-discrepancy sequence
or a clustering algorithm [13, 26, 27], and the optimal covariances are ob-
tained through a complexity-reduced expectation maximization (EM) algo-
rithm [28, 29]. Next, the evolution of each Gaussian component is expressed
in a convolution format that produces an evolutionary kernel [30, 31]. The
integral can be efficiently solved by the third-degree spherical-radial cuba-
ture rule [32, 33]. Finally, by assembling the resolved integral results of each
component provides the evolutionary PDF of interest.
Compared to the aforementioned macro-scale evolution and micro-scale
trajectory, this meso-scale parcel scheme has two advantages. First, mixture
modeling can provide asymptotically converged approximations to a given
arbitrary probability distribution [24, 27]. Second, the computational com-
plexity of tracking the evolution of the PDF of interest is much lower than
the sampling-based methods where the number of samples required by the
MC method in order to adequately estimate the PDF increases significantly
[12, 13]. Moreover, meso-scale parcel is an effective alternative at an in-
termediate scale to the macro-/micro-scale methods, where the macro-scale
evolution can be regarded as a special case of the meso-scale representa-
tion, in which the statistical structure only contains one component, and the
micro-scale trajectory can be cast in the meso-scale format with as many
components as the number of samples and Dirac delta function as an indi-
cator. Fig. 1 gives a graphic illustration of these three perspectives.
The paper is organized as follows. Section 2 provides the definition of
the problems of interest. Section 3 gives the computational guidelines of
the proposed meso-scale scheme. Section 4 interprets the meso-scale uncer-
tainty propagation of two special cases: conservative and Markov models.
4
Section 5 provides examples of application to demonstrate the effectiveness
of the proposed meso-scale based method. Finally, conclusion is drawn in
macro-scale evolution
meso-scale parcel
micro-scale sample trajectory
time t1
Figure 1: Probability evolution from a macro-, meso-, and micro-scale perspective.
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Section 6 with some discussion on the relative advantages and limitations of
the proposed scheme, and potential future works.
2. Methodology: a meso-scale probability evolution scheme
For notational brevity, let us formulate a stochastic dynamical system in
a general model form [3]:
xt =M(θ, t) (3)
where θ = [θ1, θ2, . . . , θq] ∈ Rq is an input random vector and xt =
[x1, x2, . . . , xn] ∈ Rn represents the corresponding output at time instance t,
which also is a random vector.
The goal is to obtain the evolutionary PDF of x. Hence, a governing
equation with respect to the instantaneous PDF p(x, t) should first be derived
[30]. In the case of continuous random variables, such PDF can be written
in a convolution form as [6]:
p (xt) = (g ? h)(t) =
∫
Ωt
g(t− τ)h(τ)dτ (4)
Solving Eq. (4) in the context of the physical model stated in Eq. (3)
using the principle of probability preservation gives the integral expression
of the instantaneous PDF in the random input space:
p (xt) =
∫
Ωθ
δ [xt −M(θ, t)] p(θ)dθ (5)
where δ(·) is the Kronecker delta function and p(θ) is the joint PDF
describing the input uncertainties, which assumed to be available in this
work.
The main point is to find a computationally efficient representation of p(θ)
to compute the evolutionary PDF of x. This naturally leads to a geometric
segmentation, and mixture modeling that learns a probabilistic model by
assuming the data are generated from a mixture of distributions is adopted
here [24, 27]. Hence, p(θ) is approximated through a convex combination of
a series of weighted base distributions as:
p (θ) =
K∑
k=1
pik κk (θ) (6)
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with pik denoting the weighting factor for the k
th base distribution. Ad-
ditionally, equality along with box constraints of pik are imposed as:
K∑
k=1
pik = 1 where (0 6 pik 6 1) (7)
In practice, normal or multivariate normal distribution function is exten-
sively used as Gaussian mixture model (GMM) is capable of approximating
any arbitrary density function when sufficient base terms have been included
[28, 29]. Accordingly, Eq. (6) can be rewritten as:
p (θ) =
K∑
k=1
pikN (θ|µk,Σk) (8)
Henceforth, the rest work is to use optimization methods to identify the
parameters {µk,Σk}Kk=1 and substitute optimized parameters to Eq. (5) to
compute the instantaneous PDF:
p (xt) =
K∑
k=1
pikKk (xt) where Kk =
∫
Ωθ
δ [xt −M(θ, t)]Nk (θ) dθ (9)
3. Computational algorithms and implementation details
The computational algorithm of the proposed meso-scale scheme contains
two major steps. First, one has to determine the weight, location, and scale of
each meso-scale component. Second, the optimized meso-scale components
are integrated into a single kernel by Eq. (9). To ensure the precision of
the constructed kernel regarding describing the dynamical behaviors, the
number of the component PDFs has to be sufficiently large [25, 27]. As a
result, effective optimization of model parameters is a prerequisite in this case
as conventional algorithms such as expectation-maximization by definition
involve the optimization of a larger number of parameters [28, 29].
To reduce the computational complexity, weighting factors are assumed to
be homogeneous, that is, K in Eq. (6) is assumed sufficiently large, and hence
we have pik =
1
K
(k = 1, . . . , K). Next, the locations {µk}Kk=1 can be directly
determined by either a low-discrepancy sequence or clustering algorithms
(Section 3.1), and the only parameters that needed to be optimized at this
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stage are {σk}Kk=1 and evaluation of this reduced model can be efficiently
completed by any standard optimization algorithm (Section 3.2). Moreover,
spherical-radial integration is introduced to compute the evolutionary kernel,
where a third-degree spherical-radial cubature rule is adopted for efficient
numerical integration (Section 3.3).
3.1. Determination of the representative points
To illustrate the connections between location parameters and tessella-
tion/cluster centroids, let us consider an open set Ωθ ⊆ Rq. The sub-domain
set {Vk}Kk=1 is called a tessellation of Ωθ if Vi ∩ Vj = ∅ for i 6= j and
∪Kk=1Vk = Ωθ. Each is Vk assigned to a point θk. The representative point
set (or rep-point set for brevity) P = {θk}Kk=1 corresponds to a tessellation
of Ωθ and also provides a candidate for {µθk}Kk=1. The task of finding P can
be approximately performed by finding the best partition of Ωθ [24, 27]. A
measure of the quality of the partition can be given by the quadrature error
that is defined as [34]:
E(θ) =
∥∥∥∥∥
∫
Ωθ
p(θ)dθ −
N∑
k=1
pikp (θk)
∥∥∥∥∥ ≤ L
K∑
k=1
∫
Vk
‖θ − θk‖ dθ (10)
where || · || denotes a general norm and L is a Lipschitz constant. If
measured through information discrepancy using entropy theory, the quality
of partition stated in Eq. (10) can be reformulated as:
DF(P) = sup
θ∈Ωθ
∣∣∣∣∣ 1K
K∑
k=1
I{θk ≤ θ} − F(θ)
∣∣∣∣∣ (11)
where F(θ) is the cumulative distribution function (CDF) of θ and I(·) is
the indicator function. This F -discrepancy coincides with the Kolmogorov-
Smirnov distance [35]. Hence, P can be determined in two ways: through a
low discrepancy sequence by minimizing the F -discrepancy (Section 3.1.1), or
through clustering points by minimizing the quadrature error (Section 3.1.2).
Fig. 2 provides a graphic illustration of these two approaches.
3.1.1. Low-discrepancy sequence approach
The concept of low discrepancy sequence (LDS) is central to the quasi-
Monte Carlo method (QMC) and to the number theoretic method (NTM)
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Approach 2: clustering analysis
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Figure 2: Illustration of using low discrepancy sequences and clustering methods to com-
pute representative points.
[13, 26, 35]. An LDS is basically a uniformly distributed point set U =
{µk}ki=k generated in a unit hypercube Cq = [0, 1]q, where q is the dimension
of the input random space. The rep-point set P for distributions different
from the uniform can be obtained via transformation as:
P = T (U) (12)
where T (·) is a transformation function. Several effective LDSs, e.g. the
good lattice point set (GLP), good point set (GP), Halton sequence, Haber
sequence, Hammersley sequence, Faure sequence, Sobol sequence, etc, have
been shown to provide lower F -discrepancies than random point sets [17,
20, 21, 26]. T (·) may be simply taken as the inverse of the CDF of θ,
that is T (·) = F−1(·). Generally, F−1(θ) has independent marginal, i.e.
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F−1(θ) = F−1(θ1, θ2, . . . , θq) = Πqi=1F−1(θi). Therefore,
θi = [F−1(µ1),F−1(µ2), . . . ,F−1(µq)] (13)
where the F -discrepancy of P concerning F(θ) is the same as the one for
F(µ). Techniques for generating P for elliptically contoured and multivari-
ate Liouville distributions can be found in the literature [36]. In particular,
for a multivariate standard Gaussian distribution, the Box-Muller transfor-
mation provides a good alternative to the method based on the inverse of
the CDF. Then, P can be taken as the means of the components of a GMM,
i.e. {µ̂θK}KK=1 = P . An advantage of this manipulation is that the rep-point
set transformed from an LDS can make the components distributed more
uniformly than a random point set. A GLP set on C2 is shown in Fig. 2.
(a.1), its transformation to a Gaussian distribution is shown in Fig. 2. (a.2),
and the corresponding voronoi tessellation is provided in Fig. 2. (a.3).
3.1.2. Clustering analysis approach
While the transformation of an LDS usually suits independent random
variables, clustering methods provide an approach for dependent random
variables [27]. In essence, clustering methods aim to minimize the last term
of Eq. (10) instead of minimizing the F -discrepancy [28, 29]. For example, for
the K-means clustering algorithm, this minimization is equivalent to seeking
the mass centroid of Vk, i.e.
θk =
∫
Vk
θp(θ)dθ∫
Vk
p(θ)dθ
(14)
and it can be implemented as follows: (1) Initialize the cluster centers
P = {θi}Ni=1 from p(θ) by randomly sampling from p(θ); (2) Randomly
sample an auxiliary point set {θ′j}Mj=1 from p(θ), where M  N ; (3) Assign
θ
′
1,θ
′
2, . . . ,θ
′
M respectively to their nearest cluster centers based on the Eule-
rian distance; (4) Update each center θi with the mean of the auxiliary points
assigned to it; (5) Repeat step (3) and (4) until P no longer changes. The
second row of Fig. 2 graphically illustrates the connection between cluster
centroids and the proposed meso-scale statistical structures.
3.2. Determination of the Gaussian components
With computed location parameters, the approximation capability of the
constructed mixture model is primarily determined by the complexity of the
10
selected kernel [24, 27]. There are three types of kernels, namely, homoge-
neous kernel, inscribed kernel, and adaptive kernel. Fig. 3 gives a summary
of these kernels.
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Figure 3: Illustration of the homogeneous kernel, inscribed kernel, and adaptive kernel.
To demonstrate the influences that model configuration has on the ap-
proximation capability, we resort to the concept of Gaussian complexity,
which is defined as [37]:
G(T ) := E sup
t∈T
1
n
n∑
i=1
ξiti (15)
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where ξ1, ξ2, . . . , ξn are independent standard Gaussian random variables
and T ⊆ Rn represents the set of interest.
According to [37], the approximation space of interest to us is a function
f(·) takes values of order O(n) and whose Lipschitz constant is Lip = O(1). It
is clear that such functions trivially have complexity at most O(n). Hence,
the kernel type and kernel numbers are the most important factors that
should be addressed in the implementation. Fig. 4 graphically illustrates the
influences of these two factors. Note that each circle represents a Gaussian
component, for instance, homogeneous kernels indicate the same variance has
been assigned. Also, the heatmap comparison is based on the complexity of
the configured model using Eq. (15).
(a.1) homogeneous kernel (a.2) adaptive kernel (a.3) augmented adaptive kernel
(b.1) 100 kernels (b.2) 300 kernels (b.3) 900 kernels
A. Illustration of the approximation results via di↵erent types of kernels
B. Illustration of the approximation results via di↵erent numbers of augmented adaptive kernels
Figure 4: Illustration of the approximation results via different kernels and different num-
ber of kernels.
For numerical implementation, the optimal set of {µk}ki=k is assumed
given by P . The optimal set of {Σk}ki=k can be determined by the EM al-
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gorithm. It should be observed that EM could be used to determine all the
parameters, including the weights {ωk}ki=k, means {µk}ki=k and covariances
{Σk}ki=k [28, 29]. However, as anticipated, in this case {ωk}ki=k and {µk}ki=k
are determined in advance, therefore significantly reducing the complexity of
the optimization problem and allowing the use of more kernels. The corre-
sponding EM algorithm can be implemented according to the steps stated in
Appendix A.
3.3. Determination of the evolutionary kernels
Similarly to what is done in macro-scale methods, the second-order statis-
tics can be used to describe each evolutionary kernel given by Eq. (9). Specif-
ically, the objective is the estimation of the first two statistical moments of
the system states xt, i.e., the mean
µk(xt) =
∫
Ωθ
M(θ, t)Nk (θ) dθ ≈
N∑
i=1
pii,kM(θi,k, t) (16)
and the variance
σk(xt) =
∫
Ωθ
[xt − µk(xt)] [xt − µk(xt)]T Nk (θ) dθ
≈
N∑
i=1
pii,k [M(θi,k, t)− µk(xt)] [M(θi,k, t)− µk(xt)]T
(17)
where N denotes the number of auxiliary points assigned to the kth evo-
lutionary kernel and θi,k denotes the j
th auxiliary point with weight pii,k for
Kk(xt).
The auxiliary points can be chosen from an LDS, a random point set, a
sigma-point set or a cubature point set [35]. A Gaussian cubature point set
is favorable here since the integrand Nk (θ) is a Gaussian density function.
A Gaussian density function has a symmetric and radial shape. This feature
facilitates efficient integration rules [32, 33]. Explicitly, an integral with the
integrand of the form
I(f) =
∫
D
f(x)w(x)dx (18)
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where f(·) is some arbitrary nonlinear function, D ⊆ Rn denotes the re-
gion of integration, and w(x) is the known weighting function can be trans-
formed into a spherical-radial integration. Therefore, Eq. (16) can be ex-
pressed as: ∫
Ωθ
M(θ)e−θT θdθ ≈
Ms∑
p=1
Mr∑
q=1
aqbpM (rqsp) (19)
with
θ = rs and sTs = 1 (20)
where Ms × Mr represents the number of cubature points used in the
spherical-radial cubature, while aq and bp are constants to be determined
[32, 33]. If N (θ) has mean µθ and covariance Σθ, the above integral can be
further simplified to:∫
Ωθ
M(θ)N (θ) dθ = 1√
piq
∫
Ωθ
M(
√
2Σθθ + µθ)e
−θT θdθ (21)
Through a third-degree spherical-radial cubature rule with µθ = 0 and
covariance Σθ = I, Eq. (21) writes as:∫
Ωθ
M(θ)N (θ) dθ =
2q∑
j=1
γjM(ξj) (22)
with
Mr = 1 and Ms = 2q and γj =
1
2q
and ξj =
√
qx1y (23)
Note j = 1, 2, . . . , 2q where q represents the dimension of the input ran-
dom space and x1y denotes the vector:
x1y = [0, 0, . . . , hj, . . . , 0, 0] (24)
where jth component h = 1 or h = −1. A comparison of Eq. (22) with
Eq. (16) and Eq. (17) yields:
N = 2q and pii,k =
1
2q
and θi,k =
√
Σθkξi + µθk (25)
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Substituting these back into Eq. (16) and Eq. (17) allows the determi-
nation of the kth evolutionary kernel. The global probability evolution is
obtained by assembling all the evolutionary kernels. Fig. 5. (a) illustrates a
2-dimensional cubature point set of a component PDF. The rep-points and
their corresponding cubature points of a GMM of the bivariate Gaussian
PDF are shown in Fig. 5. (b).
Figure 5: Illustration of the rep-points and the auxiliary cubature points.
4. Meso-scale perspective of two classical typologies of probability
evolution
4.1. Meso-scale scheme for conservative models
A conservative model places the randomness of a stochastic system in an
augmented random initial condition. Particularly, random model parameters
Y (t) = [Y1(t), Y2(t), . . . , Ym(t)] can be written in a state space where Y (t)
is derived from a random initial condition Y (t0) via deterministic dynamics
[6, 7]. The random excitations W (t) = [W1(t),W2(t), . . . ,Wv(t)] can also be
written in a state space by a series expansion, where the random coefficients
are regarded as random initial conditions and the deterministic basis func-
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tions are regarded as deterministic dynamics [8, 12]. Thus, Y (t), W (t), and
X(t) can be assembled and formulated in an augmented state as:
Z(t) = [Y (t),W (t),X(t)]T (26)
with random initial condition
Z(t0) = Z0 = [Y 0,W 0,X0]
T (27)
It is understood that a dynamic stochastic system with given states
(Eq. (26)) and initial conditions (Eq. (27)) can be expressed in a Lagrangian
differential format [38]:{
Z˙(t) = gaug (Z0, t)
Z(t) = haug (Z0, t)
;Z (t0) = Z0 =
[
X0
Y 0
]
(28)
where gaug and haug are respectively the augmented velocity function and
state function of initial condition Z0.
To compute the probability evolution of a conservative model from a
meso-scale perspective (Eq. (6)), the input PDF is expressed as:
p (Zt0) =
N∑
i=1
κ(i)aug (Zt0)ω
(i)
aug (29)
Correspondingly, the evolutionary PDF is derived in a similar manner to
Eq. (9) and it writes as:
p
(
Ztj
)
=
N∑
i=1
ω(i)augK(i)aug
(
Ztj
)
(30)
where
K(i)aug
(
Ztj
)
=
∫
Ωaug,t0
p
(
Ztj |Zt0
)
κ(i)aug (Zt0) dZt0 (31)
Using the third-order Gaussian cubature rule [32], the ith evolutionary
kernel is represented with mean
µ(i)
(
Ztj
) ≈ 1
N (i)
N(i)∑
k=1
haug
(
Z
(i,k)
t0 , tj − t0
)
(32)
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and covariance
Σ(i)
(
Ztj
) ≈ 1
N (i)
N(i)∑
k=1
L
(i,k)
aug,tjL
(i,k)
aug,tj
T
(33)
where
L
(i,k)
aug,tj = haug
(
Z
(i,k)
t0 , tj − t0
)
− µ(i) (Ztj) (34)
Remark (1). In the view of state-space modeling, meso-scale scheme deals
with conservative models as a nonlinear filter, i.e. cubature Kalman filter
(CKF). The multi-dimensional integrals involved in the time(predictive den-
sity) and measurement(posterior density) Bayesian updating of the CKF are
efficiently addressed via the cubature rule. Such a derivative-free method
broadens the applicability of the proposed meso-scale scheme [31, 32, 33].
4.2. Meso-scale scheme for Markov models
The second type of model that is closely connected to the proposed meso-
scale scheme is the Markov model [38]. By definition, Markov models posit
that the randomness of a stochastic system is injected sequentially by random
excitations. The initial condition may also be random. Usually, a Markov
model is written as
dX t = G (X t, t) dt+ A (X t, t) dBt
X t =X0 +
∫ t
t0
G (Xs, s) ds+
∫ t
t0
A (Xs, s) dBs
(35)
where dBt dentoes the random excitation. It is a Wiener process with
mean µ(dBt) = 0 and covariance Σ(dBt) = Ddt. Moreover, such a Wiener
process holds:
W t =
dBt
dt
(36)
In a similar manner(Eq. (6)), the input PDF is p
(
X tj−1
)
and it is ex-
pressed by the meso-scale representation:
p
(
X tj−1
)
=
N∑
i=1
ω(i)K(i) (X tj) (37)
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Accordingly, the probability evolution is:
K(i) (X tj) = ∫
Ωtj−1
p
(
Xtj |Xtj−1
)
κ(i)
(
Xtj−1
)
dXtj−1 (38)
Combine Eq. (9) and Eq. (35), Eq. (38) can be further expressed as:
K(i) (X tj) = ∫
Ωtj−1
{∫
Ωtj−1
δ
[
X tj −X(i)tj −
∫ tj
tj−1
G (Xs, s) ds−
∫ tj
tj−1
A (Xs, s) dB
(i)
S
]
p (ws) dws
}
× p(Xtj−1)dXtj−1
(39)
where Ωtj−1:tj denotes the integral domain, including infinite time slices
from tj−1 to tj. With the derivative-free discretization, the second-order
statistics become:
µ(i)
(
Xtj
) ≈ 1
N (i)
N
(i)
j∑
k=1
[
X
(i,k)
tj−1 +
∫ tj
tj−1
G (Xs, s) ds+
∫ tj
tj−1
A (Xs, s) dB
(i,k)
s
]
(40)
and
Σ(i)
(
Xtj
) ≈ 1
N (i)
N
(i)
j∑
k=1
L
(i,k)
tj L
(i,k)
tj
T
(41)
where
L
(i,k)
tj =
[
X
(i,k)
tj−1 +
∫ tj
tj−1
G (Xs, s) ds+
∫ tj
tj−1
A (Xs, s) dB
(i,k)
s − µ(i)
(
Xtj
)]
(42)
Remark (2). Note that the integral domain is not Ωtj−1 but Ωtj−1 × Ωtj−1:tj ,
which is time-varying. Therefore, a new GMM should be constructed for
p(X tj−1 ,ωtj−1:s) as each random excitation ωs is injected [37]. Considering
that W tj−1:tj is an additive noise and independent of X tj−1 , a GMM can be
initially constructed for p(X tj−1) and then updated according to W tj−1:tj .
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However, instead of constructing a series of new GMMs between time tj−1
and tj, a simpler alternative method can be followed [36]. The computational
details are given in Appendix B.
5. Numerical examples
On the basis of aforementioned fundamentals, four examples have been
presented here, some of which have been used by others to illustrate various
features of the response. The example built upon the first one addressing
a linear transformation followed by a nonlinear transformation, a Duffing
oscillator and a nonlinear system with uncertain parameters under random
excitation.
5.1. Example I: Linear Transformation
Let us consider a linear transformation like:
x1 = F1(θ) = 3θ1 + 5θ2
x2 = F2(θ) = θ1 + 2θ2
(43)
where θ ∼ N (θ) with mean µ =
[
0
0
]
and Σ =
[
1 0
0 1
]
. This linear
transformation converts an uncorrelated Gaussian distribution into a corre-
lated one. The inverse of Eq. (43) gives:
θ1 = 2x1 − 5x2
θ2 = −x1 + 3x2
(44)
The Jacobian of the transformation is |J | =
[
2 −5
−1 3
]
and the evolu-
tionary PDF is:
p(X) = |J |p(θ) = 1
2pi
e−
1
2
(θ21+θ
2
2) =
1
2pi
e−
1
2 [(2x1−5x2)2+(−x1+3x2)2] (45)
Here we use a Good lattice points (GLP) set with 89 points to determine
the mean of the GMM for p(θ). Each evolutionary kernel is calculated via a
third-order Gaussian cubature rule. The analytical and meso-scale solutions
of p(X) are shown in Fig. 6.(a) and (b) respectively. Fig. 6.(c) plots them
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together to give a better comparison. In addition, the Kernel density estima-
tion (KDE) solution for p(X) based on quasi monte carlo (QMC) with the
same GLP set is also calculated, as shown in Fig. 6.(d). The KDE solution is
obtained by minimizing MSE with Gaussian kernel density functions. Note
that the KDE solution shows a false multi-modal nature. A possible reason
is that this micro-scale method loses partial information of p(θ) around each
particular point of the GLP set, and fails to record its evolution, which is
thus not exactly reflected in the KDE solution. By contrast, the proposed
meso-scale method maintains the information on the PDF and can record
the evolution precisely.
5.2. Example II: Nonlinear Transformation
In this example, we consider the nonlinear transformation:
x1 = F1(θ) =
√
θ21 + θ
2
2
x2 = F2(θ) = θ1
(46)
where the input uncertainties θ = [θ1, θ2] take the same distribution
stated in the previous example. By inverting Eq. (46) two real roots for
|x2| < |x1| can be found, as:
θ1 = x1
θ2 =
√
x21 + x
2
2
(47)
The Jacobian |J | in this case has the same value for both roots:
|J | = x1√
x21 − x22
(48)
Therefore, the nonlinearly transformed probability distribution can be
expressed as:
p(x) = |J |p(θ) =
{
1
pi
x1√
x21−x22
e−
1
2
x21 if x1 > 0 and |x2| < x1
0 else
(49)
Similarly, GLP set and third-order Gaussian cubature rule are used to de-
termine p(x). The analytical and meso-scale solutions are shown in Fig. 7.(a)
and (b) respectively, where the size of the mesh is 0.05×0.05. Fig. 7.(c) gives
a contour plot and Fig. 7.(d) shows a KDE solution, where the bandwidth
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(d) KDE solution
Figure 6: Example I: summary of results.
of the kernel-smoothing window is set to 0.8. In can be observed that a false
single-mode PDF rather than the exact double-mode one is computed via the
normal Kernel smoothing function while meso-scale method have successfully
identified the existence of two extreme regions.
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(d) KDE solution
Figure 7: Example II: summary of results.
5.3. Example III: Duffing Oscillator
Consider a Duffing oscillator subjected to a Gaussian white noise excita-
tion, governed by equation [39, 40]:
X˙1 = X2
X˙2 = W (t)− 2ζω0X2 − ω20γX1 − ω20X31
(50)
where the nominal parameters are ζ = 0.2, ω0 = 1.0,  = 0.10, and
γ = −1.0. The initial condition X0 is a Gaussian random vector with mean
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and covariance:
µ (X0) =
[
0
0
]
; Σ (X0) =
[
0.5 0
0 0.5
]
(51)
The analytical solution of the stationary PDF is given by:
p(x) =
1
47.9724
√
2pi
e
x21
2
−x
4
1
40
−x
2
2
2 (52)
This example has been studied in the past using finite element method,
which showed a distinct advantage over Monte Carlo simulation in problems
of small dimension like this one. Here this problem has been revisited using
the meso-scale based methodology. The initial PDF p(X t0) = p(X0) is
constructed by GMM with 350 component PDFs, and then updated at each
time step (0.015 seconds). Fig. 8 shows the sampling trajectories of the
PDF from a meso-/micro-scale perspective. The computational algorithm
provided in the Appendix B is used to calculate the influence from W (t).
Therefore, the total number of simulations is 4 = 1400, where 4 is the number
of cubature points for each evolutionary kernel (See Fig. 5 for details). The
total number is lower than the usual number of nodes in a finite element
method.
Figure 8: Probability density function evolution results.
As time progresses, p(X t approaches a stationary PDF, whose meso-scale
solution is depicted in Fig. 9. (c). Meanwhile, the meso-scale approximation
of the input uncertainties are described Fig. 9. (a). Differences between the
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analytical expression and the meso-scale solutions are provided for compari-
son. The results suggest a good match between the two solutions. Further-
more, it can be observed that the error distribution reflects the locations of
the adopted meso-scale components. The maximum error is in a relatively
small range, demonstrating the effectiveness of the proposed PDF evolution
modeling scheme.
Figure 9: Meso-scale approximations of the input and stationary PDF.
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5.4. Example IV: Nonlinear Structure with Uncertain Parameters Subjected
to Random Excitation
In the last example, let us consider a 10-story 2-bay uncertain shear frame
subjected to random ground motion [6]. The lumped masses, m1,m2, . . . ,m10,
are listed in Table 1:
m1 m2 m3 m4 m5 m6 m7 m8 m9 m10
0.5 1.1 1.1 1 1 1.1 1.3 1.2 1.2 1.2
Table 1: The lumped masses of the structure (×105kg).
Meanwhile, other structural characteristics are given as: h = 4m,h
′
=
3m; column square cross-section with dimension S = 500mm × 500mm;
beams with infinite stiffness. The damping matrix is C = aM + bK, where
M and K are respectively the mass matrix and the initial stiffness matrix.
Assume a = 0.01 and b = 0.005. The Bouc-Wen model is used to model the
restoring force as:
RT (x, z) = akx+ (1− α)kz (53)
where k is the initial stiffness; x is the inter-story drift and z is the
hysteretic component satisfying:
z˙ = Ax˙− β|x˙||z|n−1z − γx˙|z|n (54)
in which the parameters take the value α = 0.01, A = 1.2, β = 1.4,
γ = 0.2, and n = 1. The initial Youngs modulus E is an uncertain parameter.
The random ground motion is represented by a randomly scaled El Centro
record with peak ground acceleration (PGA) as the random variable. The
total probabilistic information is listed in Table 2.
Parameter Distribution Mean C.O.V.
E Normal 3.0× 1010 Pa 0.1
PGA Normal 2.0m/s2 0.1
Table 2: The probabilistic information of the random parameters.
As previously discussed in Section 4.1, this system can be recast into a
conservative model by placing the total random variables in an augmented
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random initial condition. For comparison, the meso-scale method and QMC
are used to compute the probability evolution. The second-order statis-
tics of the top floor displacement calculated by both methods are shown
in Fig. 10.(b) and (c). Note that both methods give similar second-order
statistics. In addition, the meso-scale method can also provide the evolution
of probability as shown in Fig. 10.(d), which is not given by QMC.
(a) problem statement
Figure 10: Example IV: summary of results.
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6. Concluding remarks
In this paper, the probability evolution has been investigated from a meso-
scale perspective. The proposed scheme is able not only to maintain the
information concerning the PDF with an equivalent statistical structure but
also to track the evolution of this statistical structure. This is accomplished
by utilizing a Gaussian mixture model (GMM) for the representation of the
input PDF, and solving a series of mixtures of Gaussian integrals for the
probability evolution. We have demonstrated that such meso-scale computa-
tion frees the macro-scale methods from the limitations of the second-order
statistics and enhancing the expressibility of micro-scale methods by main-
taining the PDFs around samples. Furthermore, the connection between the
proposed meso-scale scheme to the standard conservative and Markov models
has been established in the context of stochastic modeling. The third-degree
spherical-radial cubature rule is introduced to further reduce the number of
parameters that are involved in the optimization of GMM. The efficacy of
the meso-scale method is verified by several examples. In summary, the pro-
vided results have demonstrated the merit of the proposed method and a
new meso-scale perspective regarding examining the probability evolution it
offers.
For the further extensions to this work, future studies may address issues
as: (1) generalizing the method to the probabilistic regime, i.e. incorporating
the Bayesian framework into the current scheme; (2) scaling the uncertainty
quantification process to an ultra high-dimensional stochastic process via
the adoption of deep latent space model, variational autoencoder (VAE),
generative adversarial networks (GANs), etc; and (3) applying the method
to a broader range of different types of engineering problems.
Acknowledgement
This research has been supported in part by the National Science Foun-
dation under Grant Agreement No. 1520817 and No. 1612843. A. Kareem
gratefully acknowledges the financial support of Robert M Moran professor-
ship.
References
[1] A. Der Kiureghian, O. Ditlevsen, Aleatory or epistemic? does it matter?,
Structural safety 31 (2) (2009) 105–112.
27
[2] J. C. Helton, Quantification of margins and uncertainties: Conceptual
and computational basis, Reliability Engineering & System Safety 96 (9)
(2011) 976–1013.
[3] S. Strogatz, Nonlinear dynamics and chaos: with applications to physics,
biology, chemistry, and engineering (studies in nonlinearity).
[4] D. Giannakis, Data-driven spectral decomposition and forecasting of er-
godic dynamical systems, Applied and Computational Harmonic Anal-
ysis 47 (2) (2019) 338–396.
[5] H. Arbabi, I. Mezic, Ergodic theory, dynamic mode decomposition, and
computation of spectral properties of the koopman operator, SIAM Jour-
nal on Applied Dynamical Systems 16 (4) (2017) 2096–2126.
[6] J. Li, J. Chen, Stochastic dynamics of structures, John Wiley & Sons,
2009.
[7] R. G. Ghanem, P. D. Spanos, Stochastic finite elements: a spectral
approach, Courier Corporation, 2003.
[8] R. E. Melchers, A. T. Beck, Structural reliability analysis and prediction,
John Wiley & Sons, 2018.
[9] Y. M. Low, A new distribution for fitting four moments and its appli-
cations to reliability analysis, Structural Safety 42 (2013) 12–25.
[10] N. J. Cook, on the gaussian-exponential mixture model for pressure
coefficients, Journal of Wind Engineering and Industrial Aerodynamics
153 (2016) 71–77.
[11] A. Kareem, Numerical simulation of wind effects: a probabilistic per-
spective, Journal of Wind Engineering and Industrial Aerodynamics
96 (10-11) (2008) 1472–1497.
[12] D. Xiu, G. E. Karniadakis, The wiener–askey polynomial chaos for
stochastic differential equations, SIAM journal on scientific computing
24 (2) (2002) 619–644.
[13] C. Robert, G. Casella, Monte Carlo statistical methods, Springer Science
& Business Media, 2013.
28
[14] M. R. Rajashekhar, B. R. Ellingwood, A new look at the response surface
approach for reliability analysis, Structural safety 12 (3) (1993) 205–220.
[15] X. Luo, A. Kareem, Bayesian deep learning with hierarchical prior: Pre-
dictions from limited and noisy data, Structural Safety 84 (2020) 101918.
[16] X. Luo, A. Kareem, Deep convolutional neural networks for uncertainty
propagation in random fields, Computer-Aided Civil and Infrastructure
Engineering 34 (12) (2019) 1043–1054.
[17] J. Nie, B. R. Ellingwood, A new directional simulation method for sys-
tem reliability. part i: application of deterministic point sets, Probabilis-
tic Engineering Mechanics 19 (4) (2004) 425–436.
[18] S.-K. Au, J. L. Beck, Estimation of small failure probabilities in high
dimensions by subset simulation, Probabilistic engineering mechanics
16 (4) (2001) 263–277.
[19] I. Papaioannou, W. Betz, K. Zwirglmaier, D. Straub, Mcmc algorithms
for subset simulation, Probabilistic Engineering Mechanics 41 (2015)
89–103.
[20] B. Sudret, Global sensitivity analysis using polynomial chaos expan-
sions, Reliability engineering & system safety 93 (7) (2008) 964–979.
[21] P. Wei, Z. Lu, J. Song, Variable importance analysis: a comprehensive
review, Reliability Engineering & System Safety 142 (2015) 399–432.
[22] C. Yin, A. Kareem, Probability advection for stochastic dynamic system.
part i: Theory., in: ICOSSAR 2013, 2013.
[23] C. Yin, A. Kareem, Probability advection for stochastic dynamic system.
part ii: The evolutionary characteristic kernel method., in: ICOSSAR
2013, 2013.
[24] C. M. Bishop, Pattern recognition and machine learning, springer, 2006.
[25] N. Kurtz, J. Song, Cross-entropy-based adaptive importance sampling
using gaussian mixture, Structural Safety 42 (2013) 35–44.
29
[26] H. Zhang, H. Dai, M. Beer, W. Wang, Structural reliability analysis
on the basis of small samples: an interval quasi-monte carlo method,
Mechanical Systems and Signal Processing 37 (1-2) (2013) 137–151.
[27] L. Kaufman, P. J. Rousseeuw, Finding groups in data: an introduction
to cluster analysis, Vol. 344, John Wiley & Sons, 2009.
[28] A. P. Dempster, N. M. Laird, D. B. Rubin, Maximum likelihood from
incomplete data via the em algorithm, Journal of the Royal Statistical
Society: Series B (Methodological) 39 (1) (1977) 1–22.
[29] G. J. McLachlan, T. Krishnan, The EM algorithm and extensions, Vol.
382, John Wiley & Sons, 2007.
[30] J. Li, J. Chen, Probability density evolution method for dynamic re-
sponse analysis of structures with uncertain parameters, Computational
Mechanics 34 (5) (2004) 400–409.
[31] E. A. Wan, R. Van Der Merwe, The unscented kalman filter for nonlinear
estimation, in: Proceedings of the IEEE 2000 Adaptive Systems for
Signal Processing, Communications, and Control Symposium (Cat. No.
00EX373), Ieee, 2000, pp. 153–158.
[32] I. Arasaratnam, S. Haykin, Cubature kalman filters, IEEE Transactions
on automatic control 54 (6) (2009) 1254–1269.
[33] B. Jia, M. Xin, Y. Cheng, High-degree cubature kalman filter, Auto-
matica 49 (2) (2013) 510–518.
[34] Q. Du, V. Faber, M. Gunzburger, Centroidal voronoi tessellations: Ap-
plications and algorithms, SIAM review 41 (4) (1999) 637–676.
[35] J. Illian, A. Penttinen, H. Stoyan, D. Stoyan, Statistical analysis and
modelling of spatial point patterns, Vol. 70, John Wiley & Sons, 2008.
[36] K. W. Fang, Symmetric multivariate and related distributions, CRC
Press, 2018.
[37] R. Eldan, Gaussian-width gradient complexity, reverse log-sobolev in-
equalities and nonlinear large deviations, Geometric and Functional
Analysis 28 (6) (2018) 1548–1596.
30
[38] M. Grigoriu, Stochastic calculus: applications in science and engineer-
ing, Springer Science & Business Media, 2013.
[39] T. Caughey, Nonlinear theory of random vibrations, in: Advances in
applied mechanics, Vol. 11, Elsevier, 1971, pp. 209–253.
[40] L. Bergman, B. Spencer, Robust numerical solution of the transient
fokker-planck equation for nonlinear dynamical systems, in: Nonlinear
Stochastic Mechanics, Springer, 1992, pp. 49–60.
A. Expectation-maximization algorithm for covariances computa-
tion
Expectation-maximization (EM) algorithm is closely related to the max-
imum likelihood estimation (MLE) that is an effective approach that under-
lies many machine learning algorithms. The EM algorithm performs MLE
for learning parameters in probabilistic models with latent variables. With
determined {ωk}ki=k and {µk}ki=k (See Section 3.2), using EM algorithm to
optimize {Σk}ki=k can be summarized to six steps:
1 Initialize the set {µˆk}Kk=1 as P .
1.1 If P is an LDS, then randomly choose an initial set {Σk}Kk=1 and
an auxiliary point set {θ′j}Mj=1, where M  K.
1.2 P is a cluster set, then set the initial value of Σk as:
Σk =
1
Ni
Ni∑
j=1
(θ(k,j) − µk)(θ(k,j) − µk)T (A.1)
where {θ(k,j)}Nij=1 is the auxiliary point set assigned to the kth
cluster, with
∑N
k=1Nk = M .
2 Estimate the log likelihood:
ln p (θk|Σθk) =
K∑
k=1
ln
[
M∑
j=1
1
K
Nk
(
θ′j|Σθk
)]
(A.2)
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3 Evaluate the responsibilities (expectation step):
λ(k,j) =
Nk
(
θ′j|Σθk
)∑K
k=1Nk
(
θ′j|Σθk
) (A.3)
4 Re-estimate the following parameters (maximization step):
Σ
(k)
θ =
1
βk
M∑
j=1
λ(k,j)(θ
′
(k,j) − µk)(θ
′
(k,j) − µk)T (A.4)
where βk =
∑M
j=1 λ(k,j). Then re-estimate the log likelihood with the
Σ
(k)
θ given by Eq. (A.4).
5 Check for convergence for either the parameters or the log likelihood.
6 If not converged, repeat steps 2 ∼ 5; if converged, set
{
Σˆ
(k)
θ
}K
k=1
={
Σ
(k)
θ
}K
k=1
.
B. Computational procedures for Markov models
The overall updating scheme for computing the first two statistical mo-
ments can be summarized to two steps.
1 Rewrite the mean of the ith evolutionary kernel (Eq. (40)) as:
µ(i)
(
Xtj
) ≈ 1
N (i)
N(i)∑
k=1
[
x
(i,k)
tj−1 +
∫ tj
tj−1
G (xs, s) ds+
∫ tj
tj−1
A (xs, s) dBs
]
=
1
N (i)
N(i)∑
k=1
[
x
(i,k)
tj−1 +
∫ tj
tj−1
G (xs, s) ds
]
(B.1)
and L
(i,k)
tj (Eq. (42)) as:
L
(i,k)
tj =
[
x
(i,k)
tj−1 +
∫ tj
tj−1
G (xs, s) ds− µ(i)
(
Xtj
)]
+
∫ tj
tj−1
A (xs, s) dB
(i,k)
s
(B.2)
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Then, we have:
(i)∑(
Xtj
) ≈ 1
N (i)
N(i)∑
k=1
[
L
(i,k)
x,tj L
(i,k)T
x,tj + L
(i,k)
B,tj
L
(i,k)T
B,tj
]
(B.3)
where
L
(i,k)
x,tj = x
(i,k)
tj−1 +
∫ tj
tj−1
G (xs, s) ds− µ(i)
(
Xtj
)
(B.4)
and
L
(i,k)
B,tj
=
∫ tj
tj−1
A (xs, s) dB
(i,k)
s (B.5)
The above equations indicate that Wtj−1:tj affects the covariance of each
evolutionary kernel without causing any influence to its mean.
2 Utilize the samples of the additive noise to estimate the updated values
of the mean and covariance of each evolutionary kernel:
µ(i)
(
X tj
) ≈ 1
N (i)
N(i)∑
k=1
{
1
NB
NB∑
l=1
[
x
(i,k)
tj−1 +
∫ tj
tj−1
G (xs, s) ds+
∫ tj
tj−1
A (xs, s) dB
(l)
s
]}
(B.6)
and
L
(i,k)
tj =
1
NB
NB∑
l=1
[
x
(i,k)
tj−1 +
∫ tj
tj−1
G (xs, s) ds+
∫ tj
tj−1
A (xs, s) dB
(l)
s − µ(i)
(
X tj
)]
(B.7)
where NB represents the number of samples of the additive noise. This
estimation can be made through the Monte Carlo simulation. Since
only
∫ tj
tj−1
A (xs, s) dB
(l)
s needs to be calculated, this would not require
a significant computational effort.
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