We establish a large deviation principle for a reflected Poisson driven SDE. Our motivation is to study in a forthcoming paper the problem of exit of such a process from the basin of attraction of a locally stable equilibrium associated with its law of large numbers. Two examples are described in which we verify the assumptions that we make to establish the large deviation principle.
Introduction
Consider a compartmental model for an infectious disease which takes the form of the Poisson driven SDE Z N,z (t) :
where N is the total size of the population that is assumed to be constant, k is the number of possible types of transitions for a given individual, the d components of Z N,z (t) denotewith b(z) = k j=1 β j (z)h j . We have established in [13] a large deviation principle for the solution of such an SDE.
Our aim in this paper is to establish a large deviation principle for a similar Poisson driven SDE, which is reflected in the interior of some subset O of A. Indeed, let us look at the literature on the exit problem from a domain O of a dynamical system with a small Brownian perturbation. We note that most authors assume that the dynamical system crosses ∂O non-tangentially i.e. n(z), b(z) < 0, for all z ∈ ∂O where n(z) is the unit outward normal to ∂O at z. On the other hand, Day in [1] considers the case of a "characteristic boundary", i.e. where the dynamical system which begins at a point on the boundary remains there, in other words n(z), b(z) = 0 for all z ∈ ∂O. For instance, O might be the basin of attraction of a locally stable equilibrium of the ODE (2) . In order to study the limit as N → ∞ of the exit law of a small Brownian perturbation of the solution of (2) from O, he needs first to study the large deviation of a reflected SDE.
Similarly, we want to study in a forthcoming publication the large deviation of the exit law of a solution of (1) through a characteristic boundary of a stable domain of its law of large numbers limits Y z (t). Our motivation is the study of the most probable trajectory of Z N,z (t) when exiting the basin of attraction of an endemic situation, which is a locally stable equilibrium of the deterministic model (2) .
The proof of the large deviation principle for the reflecting Poisson driven SDE follows the same steps as the proof of the large deviation principle for the original Poisson driven SDE defined by (1) , but the arguments are modified when necessary. The paper is organized as follows. The reflected Poisson driven SDE is defined in section 2. The law of large numbers for that reflected SDE is established in section 3. Some preliminary results towards the large deviation are established in section 4. The lower bound is established in section 5, and the upper bound in section 6. Finally, in section 7, we show that our assumptions are satisfied in two examples of epidemics models which we have in mind among the possible applications of our results.
The reflected Poisson driven SDE
We will need to consider in this paper the setsŌ 
where the Q N,j t 's are defined by
We remark that for any t > 0,Z N (t) ∈Ō (N ) and then a solution of (3) on the time interval [0, T ] belongs a.s. to D T,Ō , which is the set of functions from [0, T ] intoŌ and which are right continuous and have left limits. The aim of this paper is to show that the solution of the above reflecting Poisson driven SDE obeys the same large deviation principle with the same "good" rate function as the solution of (1) . In the sequel, we denote P N z the probability measure on D T,Ō such that the processZ N has as initial conditionZ N (0) = z N , where z N is chosen as we specified above. The main difficulty to establish our result is that some of the rates β j vanish on parts of the boundary of the set O. To solve this problem, we make the following assumptions:
1.Ō is compact and there exists a point z 0 in the interior of O such that each segment joining z 0 and any z ∈ ∂O does not touch any other point of the boundary ∂O.
2. For each a > 0 small enough and z ∈Ō, denoting z a = z + a(z 0 − z), we assume that there exist two positive constants c 1 and c 2 such that
3. The rate functions β j are Lipschitz continuous with the Lipschitz constant C.
4. There exist two constants λ 1 and λ 2 such that, whenever z ∈Ō is such that
5
. There exist constants ν ∈]0, 1/2[ and a 0 > 0 such that C a ≥ exp{−a −ν } for all a < a 0 , where
We define σ = sup
The weak law of large numbers
We first assume that ∂O is smooth enough so that the following assumption is satisfied.
Assumption 3.1. There exists a function u ∈ C 1 b (Ō) which satisfies the following assumptions:
2. ∇u(z) = 0 for all z ∈ ∂O.
3. There exist
In the remaining of this section we assume that both Assumption 2.1 and Assumption 3.1 are in force.
Lemma 3.2. Let ( M N (t)) t≥0 be the process defined for all t ≥ 0 by
Then M N (.) is a square integrable martingale and for all T > 0,
Proof. M N (t) is a square integrable martingale since it is a sum of k stochastic integrals of bounded predictable processes with respect to square integrable martingales. We deduce from Doob's inequality, see e.g. [14] ,that
is the increasing predictable process such that |M
is a martingale. We have
The result follows.
We note that equation (3) can be re-written as
where for all z ∈ A,
Lemma 3.3. Let ( X N (t)) t≥0 be the process defined for all t ≥ 0 by
Then for all T > 0,
Proof. Let u be the function appearing in the Assumption 3.1. Applying Itô's formula to u, we deduce that,
Thus, we can use the Assumption 3.1 4 to deduce
whereζ
We also have sup
It follows that
and with the convention that inf ∅ = ∞, let T N,1 δ be the stopping time defined by
By using (6) and the Assumption 3.1 5 we have for any t ∈ [T
We deduce that
With the convention that inf ∅ = ∞, let T N,2 δ the stopping time defined by
As u = 0 on the boundary ∂O and ∇u is bounded, there exists a constant ρ ′ such that if Z N (t) ∈B N then u(Z N (t)) < ρ ′ /N and then we deduce from (7) that for any δ > 0,
and consequently 
where Y (t) is the unique solution of (2).
Proof. We havẽ
where M N (t) is defined as in Lemma 3.2. We define
Moreover we have the following inequalities where the second one follows from the Lipschitz character of the β j 's
We now deduce from Gronwall's inequality 
Large Deviations: preliminary results
For all φ ∈ AC T,Ō , the subspace of D T,Ō consisting of absolutely continuous functions, let
We define the rate function
where
We assume in the definition of f (ν, ω) that for all ν > 0, log(ν/0) = ∞ and 0 log(0/0) = 0 log(0) = 0. 
The next lemma states a large deviation estimate for Poisson random variables.
..be independent Poisson random variables with mean σǫ. For all N ∈ N, letȲ
For any s > 0 there exist K, ǫ 0 > 0 and N 0 ∈ N such that with
we have
Proof. We apply Cramer's theorem, see e.g [2] , chapter 2 :
where Λ *
This last function is convex It reaches its infimum at x = σǫ and as lim ǫ→0 g(ǫ) σǫ = +∞ there exists ǫ 1 > 0 such that g(ǫ) > σǫ for all ǫ < ǫ 1 and then, with the notation a ǫ ≈ b ǫ meaning that there exists a constant C such that
Then there exists ǫ 2 > 0 such that inf x≥g(ǫ) Λ * ǫ (x) > s for all ǫ < ǫ 2 . The lemma follows by choosing ǫ 0 = min{ǫ 1 , ǫ 2 }.
The Lower Bound
This section is summarized by the following result whose proof is essentially the same as that of Theorem 2.4 in section 2 of [13] . It mainly uses a Girsanov change of probability for doubly stochastic Poisson processes as well as the law of large numbers established in section 3.
Theorem 5.1. Assume that both Assumption 2.1 and Assumption 3.1 are satisfied. Let Z N,z be the solution of (3) with t restricted to [0, T ].
The Upper Bound
In [13] , the upper bound was established as a consequence of a result in [4] , which does not apply here. This is why we need to detail the proof of the upper bound.
In this section, we shall assume that both Assumption 2.1 and Assumption 3.1 are in force.
For all φ ∈ D T,Ō and
The following Proposition constitutes the main step in the proof of the upper bound.
Proposition 6.1. For δ, η and s > 0 there exists N 0 ∈ N such that
whenever N ≥ N 0 and z ∈Ō.
We now approximate theZ N by piecewise linear paths. Let ǫ > 0 be such that T /ǫ ∈ N. We construct a polygonal approximation ofZ 
We now bound P z (I T (Υ) ≥ s). For any choice µ ∈ A d (Υ) we have I T (Υ) ≤ I T (Υ|µ) and
Let {µ
To control the change of Υ over the intervals of length ǫ, we will use the constant g(ǫ)
from (8) and consider the collection of events B = {B ǫ } ǫ>0 defined by
We have
Combining (10), (11), (12) and (14), we deduce that
The next Lemmas give appropriate upper bounds for the three terms in the right side of (15) . The proof of the first one relies upon Lemma 4.2.
Lemma 6.2. For any s > 0 there exists ǫ s > 0, N 0 ∈ N and K > 0 such that
for all ǫ < ǫ 0 , N > N 0 and any z ∈Ō.
Proof. It is enough to show that the two terms on the left of (16) have dkT ǫ exp{−sN} as upper bound. For the first terms in that left side, we first remark that for all j = 1, ..., k and ℓ = 1, ..., T /ǫ we can write
Moreover, we have
Using (3) we have
where Z j j = 1, ..., k are Poisson random variables with the mean Nσǫ. Then
Since it is a Poisson random variable with mean Nσǫ, Z 1 is the sum of N iid Poisson random variable with mean σǫ. Hence, from lemma 4.2, for each s > 0 there exist
which is the first half of (16). We now establish the second half. We first show that there exist ǫ s ≤ ǫ 1 s and N 0 ∈ N such that for all ǫ < ǫ s , N > N 0 and any z ∈Ō,
We deduce from (3) that for all t ∈ [ℓǫ, (ℓ + 1)ǫ[
where the Z j are as in the first part of the proof. Let ǫ 2 0 be the largest ǫ such that δ/kd > g(ǫ). Then we have from Lemma 4.2 that for all ǫ < ǫ 0 = min{ǫ
It remains to upper bound P z ({I T (Υ|µ) > s} ∩ B ǫ ) from the right hand side of (15). We first deduce from Chebyshev's inequality that for all 0 < α < 1
In order to conclude the proof of Proposition 6.1, all we need to do is to get an upper bound of the numerator in the right hand side of (17) of the type exp{Nδ}, with δ arbitrarily small. This will be achieved in Lemma 6.6. Note that the ideas behind this proof come from [3] and the proof of Theorem 3.2.2, chapter 3 in [7] . We first establish 
Proof. On B ℓ ǫ , if g(ǫ) < 1 and t ∈ [ℓǫ, (ℓ + 1)ǫ], we have
If µ j t , j = 1, ..., k are defined by (13), we have
Moreover on the event
Hence, again on
As
(18) follows from (19), (20) and the convexity of f (ν, ω) in ν.
The next Proposition gives us an upper bound for the conditional expectation of the right hand side of the inequality (18).
ν where ν is the constant in the Assumption 2.1 5. For all 0 < α < 1 there exist ǫ α , K α andK such that for all ǫ ≤ ǫ α we have, with g(ǫ) defined by (8), for any z ∈Ō,
Proof
Since the function v(x) = x m(1−α) exp{−2x(1 −α)} reaches its maximum at x = m/2,
We shall show (see the proof of Lemma 6.5 below) that for all 0 < α < 1 there exists ǫ α > 0 such that for all ǫ < ǫ α ,
Then for ǫ small enough we have
since the above series converges. The proposition follows from (21), (22) and (23).
Lemma 6.5. For all 0 < α < 1 there exists ǫ α > 0 such that for all ǫ < ǫ α
with againα = (1 − a)α, a as in the statement of Proposition 6.4.
Proof. We have β
we have using the Assumptions 2.1 4 and 5,
Then there exists ǫ α such that
The next lemma gives us an upper bound for the quantity E z exp{αNI T (Υ|µ)}1 Bǫ .
Lemma 6.6. For all 0 < α < 1 there exist ǫ α , K α andK 1 such that for all ǫ ≤ ǫ α , we have the following inequality
for any z ∈Ō.
Proof. We first deduce from Lemma 6.3 and Proposition 6.4 
The result follows
We now conclude the proof of Proposition 6.1. The upper bound of the first term in the right side of (15) is obtained by combining (17) and (24). Indeed, for all 0 < α < 1, ǫ < min{ǫ 0 , ǫ α , ǫ 1 } and a = h(ǫ) = − log g 1/2 (ǫ)
Combining (15), (16) and (25), we have for all δ > 0, α, ǫ and a as above,
Finally, we choose 1−α and ǫ small enough to ensure that kTK 1 (1−α+h(ǫ)+4dg(ǫ)) < η/4 and (1 − α)s < η/4. We also take N large enough so that kT log(K α )/Nǫ < η/4 and log(2dkT /ǫ)/N < η/4, hence we deduce that for any z ∈ A,
We now establish the upper bound.
Proof. We first assume that inf φ∈F,φ 0 =z I T (φ) < ∞, and let γ > 0 be arbitrary. By Lemma 4.1, there exists ǫ γ > 0 such that for all ǫ < ǫ γ ,
W (ǫ) is closed in D T,A and does not intersect the set U(ǫ), which is compact, see Proposition 4.21 in [10] . By the Hahn-Banach theorem,
We deduce that for all η > 0 and any y ∈ A with |y − z| ≤ ǫ, there exists N 0 ∈ N such that for all N > N 0 , using (9) for the second inequality,
Consequently, for any N > N 0 (where N 0 depends upon ǫ, γ and η) and |y − z| < ǫ γ ,
We deduce that lim sup
for any ν, η > 0, hence the result in the case inf φ∈F,φ 0 =z I T (φ) < ∞. Otherwise, for any s > 0, there exists ǫ > 0 such that the distance between W (ǫ) and U(ǫ) is greater that some δ ǫ > 0. Following the above argument, we deduce that lim sup
for any s, η > 0, from which the result follows.
We deduce as in [ 
Applications
In this section we present two models of infectious diseases for which the hypothesis 3.1 is verified. Indeed, the characteristic boundary (that we note ∂O) between the basin of attraction of the disease-free equilibriumz and the basin of attraction of the endemic equilibrium z * is the global stable manifold of the saddle pointz (another point of endemic equilibrium). We know from [9] (Theorem 1.3.1, page 13) that this boundary is a curve of class C ∞ .
A model with vaccination (SIV )

Description of the model
We consider the so-called
it is a model with vaccination and demography. In this model, we suppose that a population with constant size N is divided into three compartments namely: S N (t), I N (t) and V N (t) are respectively the number of susceptible, infectious and vaccinated individuals at time t. Figure 1 gives us a good graphical representation of the disease transmission for this model. We assume that susceptibles are vaccinated at rate η and lose their protection at rate θ; the vaccine is not perfect but decreases the rate of infection by a factor χ ∈ [0, 1]. While each infected infects a given susceptible at rate βS N (t)/N, it infects a given vaccinated individual at rate χβV N /N, where β = rκ, κ being the mean number of individuals met by one infected per unit time, r (resp rχ) is the probability that an encounter between an infected and a susceptible (resp a vaccinated) results in an infection. The proportions of infectious i
can be described as follows. Let P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 be iid standard Poisson processes:
If we let
our epidemic model takes the form
. It is easy to show that for all T > 0 the process (Z N,z 0 (t)) 0≤t≤T defined by (27) converges almost surely and uniformly on [0, T ] as N tends to ∞ to the solution (i(t), v(t)) of the following ODE
where i(t), v(t) denote respectively the proportion of infectious and vaccinated at time t. This deterministic SIV model (28) is the two dimensional version of the SIV model studied in [11] by Kribs-Zaleta and Velasco-Hernández (see Theorem 1). They show that if (µ + θ + χη) 2 < (µ + γ)χ(1 − χ)η and β 1 < β < β 0 where
exist, one of which namely z * is locally stable whilez is unstable. These two equilibria are completed with the disease free equilibriumz z 1 = 0,z 2 = η µ+θ+η which is locally stable. The figure 2 shows the basin of attraction O of the endemic equilibrium z * . It is delimited by the boundary ∂O and it contains the point z * . The first components of the equilibria z * andz are the solutions of the equation 29 and the second components is given by equation 30 below
(29)
The boundary ∂O in the SIV model
The aim of this section is to establish that the assumptions 2.1 1 and 2.1 2 are satisfied by the model with vaccination of [11] and with O the basin of attraction of the equilibrium z * . We define
• (H 1 ) the curve having the equation
In order to obtain a parametrization of the characteristic boundary on the interval [0, 2], we make the change of variable u = t/(1 + t) and the ODE (28) can be re-written • The part of characteristic boundary ∂O 1 which starts from the point B (different to the origin) to the unstable endemic equilibriumz of the dynamical system (28) has as parametrization the solution p 1 (u) = (p 1 1 (u), p 1 2 (u)) 0≤u<1 of (31) with the initial condition B.
• The part of characteristic boundary ∂O 2 which starts from the extremity E to the unstable endemic equilibriumz of the dynamical system (28) (see Figure 2) has as parametrization the solution p 2 (u) = (p 2 1 (u), p 2 2 (u)) 0≤u<1 of the dynamical system defined by (31) with as initial condition the point E. Thus the characteristic boundary admits as parametric curve (p(u)) 0≤u≤2 defined by
• As the tangent to the boundary ∂O at the origin B is vertical, by the continuity there exist a ball B R 1 (B) and a constant ν > 0 such that for all
In all what follows, D 1.2 will be the line having the equation z 2 = νz 1 .
From these remarks we deduce that for all t ∈ [0, 2],ṗ 1 (u) ≥ 0 andṗ 2 (u) ≥ 0 since the first part of the characteristic boundary is below both (D 1.1 ) and H 1 and the second part ∂O 2 is above both (D 1.1 ) and H 1 . Now we choose the point z 0 ∈ O such that the following conditions are satisfied
• z 0 is above (D 1.1 ) and (H 1 ),
• z 0 is at the right side of (D 1.3 ),
• its second coordinate is smaller than that the point of ∂O at distance R 1 to B.
It clear that such a point exists.
We now verify the assumptions 2.1 1 and 2.1 2 through the proof of the following Lemma Lemma 7.2. The assumption 2.1 1 is satisfied and there exists θ ∈]0, π[ such that for all y ∈ ∂O and a ∈]0, 1[,
where y a = y + a(z 0 − y) and z 0 is chosen above. Proof. We first note that the only part of boundary ∂O on which (32) could fail is the boundary ∂O. So let's check it on this one. To this end we divide the boundary ∂O into three parts. The first one goes from B to the intersection point (namely C) of ∂O and the horizontal line passing through the point z 0 . The second part goes from C to the intersection point (namely D) of ∂O and B R 1 (B). And the last goes from D to E.
On the first part of ∂O, we fix a current point y and we denote by θ 1 (y) the angle that the segment which joins the points z 0 and y makes with the vertical line passing through y. We also denote θ 2 (y) the angle that make the same segment with the line with slope ν passing through y. It is not very difficult to see that there exist θ ) and sin(θ 2 (y)) ≥ sin(θ 2 )(see figure 2) .
On the part of the boundary ∂O from C to D, there exist θ 2 1 such that 0 < θ 2 1 ≤ θ 1 (y) ≤ π/2 and 0 < θ 2 ≤ θ 2 (y) ≤ π/2 and then sin(θ 1 (y)) ≥ sin(θ 2 1 ) and sin(θ 2 (y)) ≥ sin(θ 2 ). For the part of ∂O from D to E, the segment from z 0 to y makes with the horizontal line passing through the point y an angle θ 3 (y) and with the vertical line passing through the point y an angle θ 4 (y). Moreover it is not difficult to remark (see figure 2 ) that there exist θ 3 and θ 4 with 0 ≤ θ 3 ≤ θ 3 (y) ≤ π/2, 0 < θ 4 ≤ θ 4 (y) ≤ π/2 such that sin(θ 3 (y)) ≥ sin(θ 3 ) and sin(θ 4 (y)) ≥ sin(θ 4 ).
We deduce from the above that for all y ∈ ∂O, • I N is the class of infectious individuals
• S N 1 is the class of susceptible individuals with at least one past infection. They are also called recovered.
We assume that the probability of infection of an S N 0 type (resp. S N 1 ) individual upon contact with an infected individual is r 0 (resp. r 1 ). If κ is the number of individuals which an infected individual meets per unit time, the rate of infection from S 0 (resp.
. Each infected individual recovers at rate α. Each individual dies at rate µ, at which he is replaced in the population by a susceptible individual. The total population size is constant equal to N. The schematic representation of the disease transmission for this model is given by figure 3
The process described above is a continuous Markov Chain with state (I N (t), S N 1 (t)). Let P 1 , P 2 , P 3 , P 4 , P 5 be the iid standard Poisson processes, we have 
The equation (33) can be re-written as
It is easy to show that for all T > 0 the process (Z N,z 0 (t)) 0≤t≤T defined by (34) converges almost surely and uniformly on [0, T ] as N tends to ∞ to the solution (i(t), s 1 (t)) of the ODE Figure 4 : Characteristic boundary ∂O in the S 0 IS 1 model with the initial condition (i(0), s 1 (0)) = z 0 . Note that the deterministic model defined by (35) is the S 0 IS 1 model studied by M. Safan, H. Heesterbeek, and K. Dietz [15] . The basic reproduction number is given by
and for r > 1 + µ/α, if we let
then If the parameters values are chosen in such away that R * 0 < R 0 < 1 and r > 1 + µ/α, there exist two positive endemic equilibria (EE): the first one z * defined by (38) which is locally asymptotically stable and the second onez defined by (39) which is unstable. In addition the disease free equilibrium (DF E)z = (0, 0) is locally asymptotically stable. 
• (H 2 ) the curve having the equation
In order to obtain a parametrization of the boundary ∂O on the interval [0, 2], we make the change of variable u = t/(1 + t) and the ODE (35) can be re-written
(40) Remarks 7.3.
• The part of boundary ∂O which starts from the point B = (d, 0) (intersection point between ∂O and the horizontal axis) to the unstable endemic equilibriumz of the dynamical system (35) has as parametrization the solution q 1 (u) = (q 1 1 (u), q 1 2 (u)) 0≤t<1 of (40) with the initial condition B = (d, 0).
• The part of boundary ∂O which starts from the unstable endemic equilibriumz of dynamical system (35) to the point F (different to (0,1)) is parametrized by the solution q 2 (u) = (q 2 1 (u), q 2 2 (u)) 0≤u<1 of the ODE defined by (40) with initial condition the point F (see Figure 4) . Thus the characteristic boundary admits as parametric curve (q(u)) 0≤u≤2 defined by
• As the tangent to the boundary ∂O at the point F is almost vertical, there exist a ball B R 2 (F ) and a constant ω > 1 such that for all (q 1 (u),
We then defined by (D 2.2 ) the line having for equation z 2 = −ωz 1 + 1.
• The tangent to the boundary ∂O at the point B = (d, 0) is a line whose slope is bounded as follows
As ∂O is a continuous curve, there exists a ball B R 3 (B) such that for all (q 1 (u), q 2 (u)) ∈ ∂O ∩ B R 3 (B),
We also defined by (D 2.3 ) the line having for equation
From these remarks we deduce that for all (q 1 (u), q 2 (u)) ∈ ∂O,q 1 (u) ≤ 0 andq 2 (u) ≥ 0 since the first part of the boundary ∂O is below of (D 2.1 ) and H 2 and the second part is above of (D 2.1 ) and H 2 . Now we choose the point z 0 ∈O such that the following conditions are satisfied
• z 0 is the below of (D 2.1 ) and (H 2 ),
• z 0 is on right of (D 2.2 ) and (D 2.3 ),
• z 0 is a point of the horizontal line passing through G (intersection point between the vertical line passing through B and the line whose equation is z 1 + z 2 = 1),
• the orthogonal projection of z 0 on the horizontal axis is at a distance smaller than R 3 from point B,
• the projection of z 0 on the vertical axis and parallel to the line whose equation is z 1 + z 2 = 1 is at a distance smaller than R 2 from point F .
We rewrite the ODE (35) asż(t) = g(z(t)). We want to verify that for any z ∈ ∂O with z 2 <z 2 , the vector g(z) points in the sector (3π/4, π) . The reader can then easily verify that the same is true for −g(z) if z ∈ ∂O while z 2 >z 2 .
The fact that g(z) points in the north-west direction follows from g 1 (z) < 0, g 2 (z) > 0. It thus remains to prove the Lemma 7.4. For any z ∈ ∂O with z 2 <z 2 , g 1 (z) + g 2 (z) > 0.
Proof {z(t), t ≥ 0} denoting any trajectory of the ODE (35), we define ξ(t) = z 1 (t) + z 2 (t). It is easy to verify that d dtξ (t) = −(µ + βz 1 (t))ξ(t) + β(1 − ξ(t))ż 1 (t), and since g 1 (z) < 0 if z ∈ ∂O with z 2 <z 2 , we have that along the trajectory of (35) from B toz, ifξ(t 0 ) ≤ 0, thenξ(t) < 0 for all t > t 0 . Now, at a point z = (z 1 + a,z 2 − a) for a ∈ R, we have thaṫ ξ(t) = (α + µ − rβz 2 )a.
At the point (0,z 1 +z 2 ) (that is with a = −z 1 ), we note thatż 1 (t) = 0 andż 2 (t) = −µz 2 < 0, which implies that (α + µ − rβz 2 ) > 0. Consequently at any point z on the half line {(z 1 + a,z 2 − a), a > 0},ξ(t) > 0. We first conclude from the above two facts that the trajectory of (35) from B toz lies entirely below the half line {(z 1 + a,z 2 − a), a > 0}. Indeed, if that would not be the case, there would be points above that half-line which would be on the left of ∂O, hence a trajectory of (35) starting from such a point would eventually converge to (0, 0), hence cross downward the half line {(z 1 + a,z 2 − a), a > 0}, which is impossible.
Since the trajectory of (35) from B toz lies entirely below the half line {(z 1 + a,z 2 − a), a > 0}, necessarily for any t 0 > 0 there exists t > t 0 such thatξ(t) > 0, which, as a consequence of the first statement in the present proof, implies thatξ(t) > 0 for any t > 0, hence the result.
We now deduce the assumption 2.1 1 and 2.1 2 through the proof of the following Lemma. Proof. We note here that it is enough to show this last inequality over ∂O. Now for y ∈ ∂O, if y ∈ ∂O ∩ B R 3 (B), we define θ 2 (y) as the angle made by the horizontal line passing through y and the vector from y to z 0 and θ 1 (y) as the angle made by the vector from y to z 0 and the parallel line to (D 2.3 ) passing through y. For the part of ∂O from C to D, θ 2 (y) is the angle made by the parallel line to the line whose equation is z 1 + z 2 = 1 passing through y and the vector from y to z. The angle θ 1 (y) is made by the vector from y to z and the vertical line passing through y. For the part of ∂O from D to E, θ 1 (y) is made by the vector from y to z 0 and the horizontal line passing through y and θ 2 (y) is the angle between the parallel line to (D 2.2 ) and the vector from y to z 0 . In the last part of ∂O i.e from E to F , θ 2 (y) is made as in the part from D to E and θ 1 (y) is the angle between the vector from y to z 0 and the parallel line to the second bisector passing through y. It is easy to see in each part of ∂O that there exists θ ∈]0, θ[ such that sin(θ 1 (y)), sin(θ 2 (y)) ≥ sin(θ). And then there exists θ ∈]0, π[ such that dist(y a , ∂O) ≥ min 
