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Abstract
In this paper we give necessary and sufficient conditions for a bounded linear operator T to
be generalized Drazin-Riesz invertible or generalized Drazin-meromorphic invertible. Also, we
study generalized Browder’s theorem and generalized a-Browder’s theorem by means of set of
interior points of various parts of spectrum of T .
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1 Introduction and Preliminaries
Throughout this paper, let N and C denote the set of natural numbers and complex numbers,
respectively. Let B(X) denote the Banach algebra of all bounded linear operators acting on a
complex Banach space X . For T ∈ B(X), we denote the null space of T , Range of T , spectrum of T
and adjoint of T by N(T ), R(T ), σ(T ) and T ∗, respectively. For a subset A of C the set of interior
points of A, the set of accumulation points of A, and the set of isolated points of A are denoted by
int(A), acc(A) and iso(A), respectively. Let α(T ) = dim N(T ) and β(T ) = codimR(T ) be the nullity
of T and deficiency of T , respectively. A bounded linear operator T is said to be bounded below if
it is injective and R(T ) is closed. The approximate point and surjective spectra are defined by
σa(T ) := {λ ∈ C : λI − T is not bounded below},
σs(T ) := {λ ∈ C : λI − T is not surjective}, respectively.
It is well known that σa(T
∗) = σs(T ).
An operator T ∈ B(X) is called a upper semi-Fredholm operator if if α(T ) < ∞ and R(T ) is
closed. An operator T ∈ B(X) is called an lower semi-Fredholm operator if β(T ) < ∞. The class
of all upper semi-Fredholm operators (lower semi-Fredholm operators, respectively) is denoted by
φ+(X) (φ−(X), respectively). T ∈ φ+(X) ∪ φ−(X). For T ∈ φ+(X) ∪ φ−(X), the index of T is
defined by ind (T ):= α(T ) − β(T ). The class of all upper semi-Weyl operators (lower semi-Weyl
operators, respectively) is defined byW+(X) = {T ∈ φ+(X) : ind (T ) ≤ 0} (W−(X) = {T ∈ φ−(X) :
ind (T ) ≥ 0}, respectively). An operator T ∈ B(X) is called Weyl if T ∈ W+(X) ∩W−(X). The
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upper semi-Weyl, lower semi-Weyl and Weyl spectra are defined by
σuw(T ) := {λ ∈ C : λI − T is not upper semi-Weyl},
σlw(T ) := {λ ∈ C : λI − T is not lower semi-Weyl},
σw(T ) := {λ ∈ C : λI − T is not Weyl}, respectively.
For a bounded linear operator T , the ascent denoted by p(T ) is the smallest non negative integer p
such thatN(T p) = N(T p+1). If no such integer exists we set p(T ) =∞. For a bounded linear operator
T , the descent denoted by q(T ) is the smallest non negative integer q such that R(T q) = R(T q+1). If
no such integer exists we set q(T ) = ∞. By [1, Theorem 1.20] we know that if both p(T ) and q(T )
are finite, then p(T ) = q(T ).
An bounded linear operator T is called Drazin invertible if there exist a positive integer n and
S ∈ B(X) such that
ST = TS, STS = S andT n+1S = T n.
Also, by [1, Theorem 1.132] we know that T is Drazin invertible if and only if p(T ) = q(T ) <∞. An
operator T ∈ B(X) is called right Drazin invertible if q(T ) < ∞ and R(T q) is closed. An operator
T ∈ B(X) is called left Drazin invertible if p(T ) <∞ and R(T p+1) is closed. An operator T ∈ B(X)
is called upper semi-Browder(lower semi-Browder, respectively) if it is an upper semi-Fredholm(lower
semi- Fredholm, respectively) and p(T ) <∞(q(T ) <∞, respectively). We say that a bounded linear
operator T is Browder if it is upper semi-Browder and lower semi-Browder. The upper semi-Browder,
lower semi-Browder and Browder spectra are defined by
σub(T ) : = {λ ∈ C : λI − T is not upper semi-Browder},
σlb(T ) : = {λ ∈ C : λI − T is not lower semi-Browder},
σb(T ) : = {λ ∈ C : λI − T is not Browder}, respectively.
Clearly, every Browder operator is Drazin invertible.
An operator T ∈ B(X) is called meromorphic if λI−T is Drazin invertible for all λ ∈ C\{0} and
is called Riesz if λI−T is Browder for all λ ∈ C \ {0}. Clearly, every Riesz operator is meromorphic.
For T ∈ B(X), a subspace M of X is said to be T -invariant if T (M) ⊂ M . For a T -invariant
subspace M of X we define TM :M → M by TM(x) = T (x), x ∈M . We say T is completely reduced
by the pair (M,N) and it is denoted by (M,N) ∈ Red(T ) if M and N are two closed T -invariant
subspaces of X such that X =M ⊕N .
The quasi-nilpotent part of T , defined as
H0(T ) := {x ∈ X : lim
n→∞
||T nx||1/n = 0}.
Clearly, H0(T ) is a T -invariant subspace, generally not closed. An operator T ∈ B(X) is said to have
the single-valued extension property (SVEP) at λ0 ∈ C if for every neighbourhood U of λ0 the only
analytic function f : U → X which satisfies the equation (λI − T )f(λ) = 0 is the constant function
f = 0. An operator T ∈ B(X) is said to have SVEP if it has SVEP at every lambda ∈ C. Let E be
the set of all points λ ∈ C such that T does not have SVEP at λ, then E is an open set contained in
the interior of σ(T ). Thus, if T has SVEP at each point of an open punctured disc D \ {λ0} centered
at λ0, T also has SVEP at λ0. Also,
p(λI − T ) <∞⇒ T has SVEP at λ
and
q(λI − T ) <∞⇒ T ∗ has SVEP at λ.
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An operator T ∈ B(X) is called Kato if R(T ) is closed and N(T ) ⊂ R(T n) for every n ∈ N.
An operator T ∈ B(X) is called nilpotent if T n = 0 for some n ∈ N and called quasi-nilpotent
if ||T n||
1
n → 0, i.e λI − T is invertible for all λ ∈ C \ {0}. Clearly, every nilpotent operator is
uasi-nilpotent.
For T ∈ B(X) and a non negative integer n, we define T[n] = TR(Tn): R(T
n)→ R(T n). If for some
non negative integer n the range space R(T n) is closed and T[n] is lower semi-Fredholm (an upper
semi Fredholm, Fredholm, a lower semi Browder, an upper semi Browder, Browder, respectively)
then T is said to be lower semi B-Fredholm (an upper semi B-Fredholm, B-Fredholm, a lower semi
B-Browder, an upper semi B-Browder, B-Browder, respectively). For a semi B-Fredholm operator T
(see [6]), the index of T is defined as index of T[n]. The upper semi B-Browder, lower semi B-Browder
and B-Browder spectra are defined by
σusbb(T ) := {λ ∈ C : λI − T is not upper semi B-Browder},
σlsbb(T ) := {λ ∈ C : λI − T is not lower semi B-Browder},
σbb(T ) := {λ ∈ C : λI − T is not B-Browder}, respectively.
By [1, Theorem 3.47] an operator T ∈ B(X) is left Drazin invertible (right Drazin invertible, Drazin
invertible, respectively) if and only if T is upper semi B-Browder (lower semi B-Browder, B-Browder,
respectively).
An operator T ∈ B(X) is called an upper semi B-Weyl (a lower semi B-Weyl, respectively) if it is
an upper semi B-Fredholm (a lower semi B-Fredholm, respectively) having ind (T ) ≤ 0 (ind (T ) ≥ 0,
respectively). An operator T ∈ B(X) is called B-Weyl if it is B-Fredholm and ind (T ) = 0. The
upper semi B-Weyl, lower semi B-Weyl and B-Weyl spectra are defined by
σlsbw(T ) := {λ ∈ C : λI − T is not upper semi B-Weyl},
σusbw(T ) := {λ ∈ C : λI − T is not lower semi B-Weyl},
σbw(T ) := {λ ∈ C : λI − T is not B-Weyl}, respectively.
By theorem [6, Theorem 2.7]) we know that a bounded linear operator T is B-Fredholm (B-Weyl,
respectively) if there exists (M,N) ∈ Red(T ) such that TM is Fredholm (Weyl, respectively) and TN
is nilpotent.
For T ∈ B(X) consider the set
△(T ) := {n ∈ N : m ≥ n,m ∈ N implies that R(T n) ∩N(T ) ⊂ T n(X) ∩N(T )}.
The degree of stable iteration is defined by dis(T ):= inf △(T ) whenever △(T ) 6= φ. If △(T ) = φ, set
dis(T ) =∞. An operator T ∈ B(X) is said to be quasi-Fredholm of degree d if there exists a d ∈ N
such that
(i) dis(T ) = d,
(ii) T n(X) is a closed subspace of X for each n ≥ d,
(iii) T (X)+ N(T d) is a closed subspace of X .
An operator T ∈ B(X) is said to admit a generalized kato decomposition (GKD) if there exists a
pair (M,N) ∈ Red(T ) such that TM is Kato and TN is quasi-nilpotent. If in the above definition, we
assume TN to be nilpotent then T is said to be of Kato Type. (see [17]) An operator is said to admit
a generalized Kato-Riesz decomposition (GKRD), if there exists a pair (M,N) ∈ Red(T ) such that
TM is Kato and TN is Riesz.
Recently, Zˇivkovic´-Zlatanovic´ and Duggal [18] introduced the notion of generalized Kato-meromorphic
decomposition. An operator T ∈ B(X) is said to admit a generalized Kato-meromorphic decompo-
sition (GKMD), if there exists a pair (M,N) ∈ Red(T ) such that TM is Kato and TN is meromorphic.
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By theorem [1, Theorem 1.132] we know that an operator T ∈ B(X) is Drazin invertible if and
only if there exists S ∈ B(X) such that TS = ST , STS = S and TST − T is nilpotent if and only
if there exists a pair (M,N) ∈ Red(T ) such that TM is invertible and TN is nilpotent. Koliha [7]
generalized thE concept of Drazin-invertibility by replacing the third condition with TST−T is quasi-
nilpotent. An operator T ∈ B(X) is said to be generalized Drazin invertible if there exist a pair
(M,N) ∈ Red(T ) such that TM is invertible and TN is quasi-nilpotent. Also, an operator T ∈ B(X)
is generalized drazin invertible if and only if 0 /∈ accσ(T ). (see [8]) An operator T ∈ B(X) is called
generalized Drazin bounded below (surjective, respectively) if there exists a pair (M,N) ∈ Red(T )
such that TM is bounded below (surjective, respectively) and TN is quasi-nilpotent. The generalized
Drazin bounded below, generalized Drazin surjective and generalized Drazin invertible spectra are
defined by
σgDJ (T ) := {λ ∈ C : λI − T is not generalized Drazin bounded below},
σgDQ(T ) := {λ ∈ C : λI − T is not generalized Drazin surjective},
σgD(T ) := {λ ∈ C : λI − T is not generalized Drazin invertible}, respectively.
Recently, Zˇivkovic´-Zlatanovic´ and Cvetkovic´ [17] introduced the notion of generalized Drazin-Riesz
invertible operator by replacing the third condition with TST − T is Riesz. They proved that an
operator T ∈ B(X) is generalized Drazin-Riesz invertible if and only if there exists a pair (M,N) ∈
Red(T ) such that TM is invertible and TN is Riesz. Also, an operator T ∈ B(X) is called generalized
Drazin-Riesz bounded below (surjective, respectively) if there exists a pair (M,N) ∈ Red(T ) such
that TM is bounded below (surjective, respectively) and TN is Riesz. The generalized Drazin-Riesz
bounded below, generalized Drazin-Riesz surjective and generalized Drazin-Riesz invertible spectra are
defined by
σgDRJ (T ) := {λ ∈ C : λI − T is not generalized Drazin-Riesz bounded below},
σgDRQ(T ) := {λ ∈ C : λI − T is not generalized Drazin-Riesz surjective},
σgDR(T ) := {λ ∈ C : λI − T is not generalized Drazin-Riesz invertible}, respectively.
Also, they introduced the notion of generalized Drazin-Riesz upper semi-Weyl, generalized Drazin-
Riesz lower semi-Weyl and generalized Drazin-Riesz Weyl operator. A bounded linear operator
T is called generalized Drazin-Riesz upper semi-Weyl (generalized Drazin-Riesz lower semi-Weyl,
generalized Drazin-Riesz Weyl, respectively) if there exists (M,N) ∈ Red(T ) such that TM is upper
semi-Weyl(lower semi-Weyl, Weyl, respectively) and TN is Riesz. The generalized Drazin-Riesz upper
semi-Weyl, generalized Drazin-Riesz lower semi-Weyl and generalized Drazin-Riesz Weyl spectra are
defined by
σgDRW+(T ) := {λ ∈ C : λI − T is not generalized Drazin-Riesz upper semi-Weyl},
σgDRW
−
(T ) := {λ ∈ C : λI − T is not generalized Drazin-Riesz lower semi-Weyl},
σgDRW (T ) := {λ ∈ C : λI − T is not generalized Drazin-Riesz Weyl}, respectively.
Also, Zˇivkovic´-Zlatanovic´ and Duggal [18] introduced the notion of generalized Drazin-meromorphic
invertible operator by replacing the third condition with TST − T is meromorphic. They proved
that the an operator T ∈ B(X) is generalized Drazin-meromorphic invertible if and only if there
exists a pair (M,N) ∈ Red(T ) such that TM is invertible and TN is meromorphic. Also, an operator
T ∈ B(X) is said to be generalized Drazin-meromorphic bounded below (surjective, respectively)
if there exists a pair (M,N) ∈ Red(T ) such that TM is bounded below (surjective, respectively)
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and TN is meromorphic. The generalized Drazin-meromorphic bounded below, generalized Drazin-
meromorphic surjective and generalized Drazin-meromorphic invertible spectra are defined by
σgDMJ (T ) := {λ ∈ C : λI − T is not generalized Drazin-meromorphic bounded below},
σgDMQ(T ) := {λ ∈ C : λI − T is not generalized Drazin-meromorphic surjective},
σgDM(T ) := {λ ∈ C : λI − T is not generalized Drazin-meromorphic invertible}, respectively.
Also, they introduced the notion of generalized Drazin-meromorphic upper semi-Weyl, general-
ized Drazin-meromorphic lower semi-Weyl and generalized Drazin-meromorphic Weyl operator. A
bounded linear operator T is called generalized Drazin-meromophic upper semi-Weyl (generalized
Drazin-meromorphic lower semi-Weyl, generalized Drazin-meromorphic Weyl, respectively) if there
exists (M,N) ∈ Red(T ) such that TM is upper semi-Weyl(lower semi-Weyl, Weyl, respectively)
and TN is meromorphic. The generalized Drazin-meromorphic upper semi-Weyl, generalized Drazin-
meromorphic lower semi-Weyl and generalized Drazin-meromorphic Weyl spectra are defined by
σgDMW+(T ) := {λ ∈ C : λI − T is not generalized Drazin-meromorphic upper semi-Weyl},
σgDMW
−
(T ) := {λ ∈ C : λI − T is not generalized Drazin-meromorphic lower semi-Weyl},
σgDMW (T ) := {λ ∈ C : λI − T is not generalized Drazin-meromorphic Weyl}, respectively.
Clearly,
σgDMJ (T ) ⊂ σgDRJ (T ) ⊂ σgDJ (T ),
σgDMQ(T ) ⊂ σgDRQ(T ) ⊂ σgDQ(T ),
σgDM ⊂ σgDR(T ) ⊂ σgD(T ).
From [17, 18] we have
σgD∗W+(T ) ⊂ σgD∗J (T ),
σgD∗W
−
(T ) ⊂ σgD∗Q(T ),
σgD∗W (T ) ⊂ σgD∗(T ),
where ∗ stands for Riesz or meromorphic operators.
Recently, Cvetkovic´ and Zˇivkovic´-Zlatanovic´ [9] obtained necessary and sufficient conditions for a
bounded linear operator T to be Drazin invertible or generalized Drazin invertible. Their conditions
are of the form: T satisfies some kind of decomposition property and 0 is not an interior point of
some part of spectrum of T. Motivated by them we get similar kind of conditions for a bounded linear
operator T to be generalized Drazin-Riesz invertible or generalized Drazin-meromorphic invertible.
2 Main Results
Theorem 2.1. Let T ∈ B(X). Then
(i) T is Drazin-invertible if and only if T is upper semi B-Weyl and generalized Drazin-meromorphic
surjective,
(ii) T is Drazin-invertible if and only if T is lower semi B-Weyl and generalized Drazin-meromorphic
bounded below,
(iii) T is Browder if and only if T is upper semi-Weyl and generalized Drazin-meromorphic
surjective,
(iv) T is Browder if and only if T is lower semi-Weyl and generalized Drazin-meromorphic bounded
below.
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Proof. (i) As T is generalized Drazin-meromorphic surjective, by [18, Theorem 7] we have T ∗ has
SVEP at 0. By [1, Theorem 1.116] we know that every upper semi B-Weyl is quasi-Fredholm.
By [2, Theorem 2.90] we get q(λI − T ) < ∞. Thus, by [1, Theorem 1.143] we have T is Drazin-
invertible. The converse is obvious.
(ii) As T is generalized Drazin-meromorphic bounded below, by [18, Theorem 6] we have T
has SVEP at 0. By [1, Theorem 1.116] we know that every lower semi B-Weyl is quasi-Fredholm.
By [2, Theorem 2.90] we get p(λI − T ) < ∞. Thus, by [1, Theorem 1.143] we have T is Drazin-
invertible. The converse is obvious.
(iii) By (i) we get T is Drazin invertible. Since T is upper semi-Weyl, T is Browder.
(iv) It is similar to (iii).
Theorem 2.2. Let T ∈ B(X), then
(i) isoσusbw(T ) ⊂ isoσbb(T ) ∪ intσgDMQ(T ),
(ii) isoσlsbw(T ) ⊂ isoσbb(T ) ∪ intσgDMJ (T ),
(iii) σbb(T ) = σusbw(T ) ∪ intσgDMQ(T ),
(iv) σbb(T ) = σlsbw(T ) ∪ intσgDMJ (T ),
(v) isoσuw(T ) ⊂ isoσb(T ) ∪ intσgDMQ(T ),
(vi) isoσlw(T ) ⊂ isoσb(T ) ∪ intσgDMJ (T ),
(vii) σb(T ) = σuw(T ) ∪ intσgDMQ(T ),
(viii) σb(T ) = σlw(T ) ∪ intσgDMJ (T ).
Proof. (i) Let λ0 ∈ isoσusbw(T )\ intσgDMQ(T ). Then there exists a sequence {λn }→ λ0 as n →∞,
such that λnI − T is both upper semi B-Weyl and generalized Drazin-meromorphic surjective for all
n. By theorem 2.1 we get λnI − T is Drazin-invertible. This gives λ0 ∈ ∂σbb(T ). By [16, Theorem
3.8] we know that ∂σbb(T ) ⊂ σusbw(T ) ⊂ σbb(T ). Thus, by [9, Theorem 4] we get λ0 ∈ isoσbb(T ). (ii)
Let λ0 ∈ isoσlsbw(T )\ intσgDMJ (T ). By Theorem 2.1 we know that T is both lower semi B-Weyl and
generalized meromorphic bounded below, then T is Drazin invetible. Using the similar argument as
in (i) we get λ0 ∈ ∂σbb(T ). Using [16, Theorem 3.8] and [9, Theorem 4] we get λ0 ∈ σbb(T ).
(iii) Since every Drazin-invetible is upper semi B-Weyl and generalized Drazin-meromorphic sujec-
tive, we have σusbw(T ) ∪ intσgDMQ(T ) ⊂ σbb(T ). Let λ0 ∈ σbb(T ) and λ0 /∈ σusbw(T ) ∪ intσgDMQ(T ).
Then using the similar argument as in (i) we get λ0 ∈ ∂σbb(T ) ⊂ σusbw(T ), which is a contradiction.
(iv) Using similar arguments as in part (iii) we get desired result.
By [14, corollary 2.5] we know that ∂σb(T ) ⊂ σuw(T ) and ∂σb(T ) ⊂ σlw(T ). Therefore, (v),(vi),(vii)
and (viii) can be proved in similar way as (i),(ii),(iii) and (iv), respectively.
Corollary 2.3. Let T ∈ B(X). Then
(i) σbb(T ) = σusbw(T ) ∪intσ∗(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or
σgDM ,
(ii) σbb(T ) = σbw(T ) ∪intσ∗(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or
σgDM ,
(iii) σb(T ) = σuw(T ) ∪intσ∗(T ), where σ∗ = σb or σlb or σbb or σlsbb or σgD or σgDQ or σgDR or
σgDRQ or σgDM ,
(iv) σb(T ) = σw(T ) ∪intσ∗(T ), where σ∗ = σb or σlb or σbb or σlsbb or σgD or σgDQ or σgDR or
σgDRQ or σgDM .
Proof. (i) Since σgDMQ(T ) ⊂ σ∗(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or
σgDM by Theorem 2.2 we get σbb(T ) ⊂ σusbw(T ) ∪ intσ∗(T ). The converse is obvious.
(ii) Since σusbw(T ) ⊂ σbw(T ) ⊂ σbb(T ). Using (i) we get the desired result.
(iii) and (iv) can be proved in similar way.
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Corollary 2.4. Let T ∈ B(X). Then
(i) σbb(T ) = σlsbw(T ) ∪intσ∗(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or
σgDM ,
(ii) σbb(T ) = σbw(T ) ∪intσ∗(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or
σgDM ,
(iii) σb(T ) = σlw(T ) ∪intσ∗(T ), where σ∗ = σb or σub or σbb or σusbb or σgD or σgDJ or σgDR or
σgDRJ or σgDM ,
(iv) σbb(T ) = σbw(T ) ∪intσ∗(T ), where σ∗ = σb or σub or σbb or σusbb or σgD or σgDJ or σgDR or
σgDRJ or σgDM .
Proof. (i) Since σgDMJ (T ) ⊂ σ∗(T ), by Theorem 2.2 we get σbb(T ) ⊂ σlsbw(T ) ∪ intσ∗(T ). The
converse is obvious.
(ii) Since σlsbw(T ) ⊂ σbw(T ) ⊂ σbb(T ), we get the desired result.
(iii) and (iv) can be done in similar way.
Remark 2.5. Let T ∈ B(X) such that T is meromorphic operator with infinite spectrum. Thus,
σbb(T ) =intσbb(T ) = {0}. Therefore, by Corollary 2.4 we get σbw(T ) = σusbw(T ) = σlsbw(T ) = {0}.
Theorem 2.6. Let T ∈ B(X). Then the following statements are equivalent:
(i) T is generalized Drazin-meromorphic invertible,
(ii) 0 /∈ intσ∗(T ) and there exists (M,N) ∈ Red(T ) such that TM is upper semi-Weyl and TN is
meromorphic, where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDM or σgDMQ,
(iii) 0 /∈ intσ∗(T ) and there exists (M,N) ∈ Red(T ) such that TM is lower semi- Weyl and TN is
meromorphic, where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or σgDM or σgDMJ .
Proof. (i) ⇒ (ii) It suffices to prove that 0 /∈ intσgDMQ(T ). As T is generalized Drazin-meromorphic
invertible, by [18, theorem 5] we have 0 /∈ intσbb(T ). As σgDMQ(T ) ⊂ σbb(T ), 0 /∈ intσgDMQ(T ).
(ii) ⇒ (i) Since there exists (M,N) ∈ Red(T ) such that TM is upper semi-Weyl and TN is
meomorphic, by [18, Theorem 1] we get T admits a GKMD and 0 /∈ accσusbw(T ). Let 0 /∈ σusbw(T ).
As 0 /∈ intσgDMQ(T ), by Theorem 2.2 we get 0 /∈ σbb(T ) which implies that 0 /∈ accσbb(T ). Let
0 ∈ σusbw(T ), 0 ∈ isoσusbw(T ) which implies that 0 ∈ isoσbb(T ). Thus, in both cases by [18, Theorem
5] T is generalized Drazin-meromorphic invertible.
Similarly using Theorem 2.2 and [18, Theorem1] we can prove (i)⇔ (iii) .
Corollary 2.7. Let T ∈ B(X). Then
(i) σgDM(T ) = σgDMW+(T ) ∪ intσ∗(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ
or σgDM or σgDMQ,
(ii) σgDM(T ) = σgDMW
−
(T ) ∪ intσ∗(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ
or σgDM or σgDMJ ,
(iii)σgDM(T ) = σgDMW (T ) ∪ intσ∗(T ), where σ∗ = σbb or σlsbb or σusbb or σgD or σgDQ or σllsbb
or σgDR or σgDRQ or σgDRJ or σgDMQ or σgDM ,
(iv)intσ∗(T ) = intσgDM(T ), where σ∗ = σbb or σgD or σgDR.
Proof. Using Theorem 2.6 we can easily deduce (i) and (ii).
(iii) Since σgDMW+(T ) and σgDMW−(T ) both are subsets of σgDMW (T ). Also, σgDMW+(T ) ⊂ σgDM(T ).
Using part (i) and (ii) we get the desired result.
(iv) By (i) and (ii) we get intσ∗(T ) ⊂ σgDM (T ) which implies that intσ∗(T ) ⊂ intσgDM (T ), where
σ∗ = σbb or σgD or σgDR. The converse is obvious.
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Recently, Aiena and Triolo [3, Theorem 2.8] proved that if H0(T ) is closed then 0 ∈ isoσs(T ) if
and only if 0 ∈ isoσ(T ). Also, Cvetkovic´ and Zˇivkovic´-Zlatanovic´ [9, Corollary 2.3] obtained condition
for 0 to be an isolated point of both σlw(T ) and σ(T ).
Theorem 2.8. Let T ∈ B(X) such that T admits a GKD and H0(T ) is closed. Let 0 ∈ σlsbw(T ).
Then
0 ∈ isoσlsbw(T )⇔ 0 ∈ isoσ(T )
Proof. Let 0 ∈ isoσ(T ). Since σlsbw(T ) ⊂ σ(T ) and 0 ∈ σlsbw(T ), we get 0 ∈ isoσlsbw(T ). Conversely,
suppose that 0 ∈ isoσlsbw(T ). Since T admits a GKD, T admits a GKMD. Thus, by [18, Theorem 1]
there exists (M,N) ∈ Red(T ) such that TM is lower semi-Weyl and TN is meromorphic. Also by [11,
Theorem 3.5] and [1, Theorem 2.9] we have 0 /∈ intσa(T ) which implies that 0 /∈ intσgDMJ (T ). Thus
by Theorem 2.2 we get T is generalized Drazin-meromorphic invertible. Therefore, by [18, Theorem
5] 0 /∈ intσ(T ). As T admits GKD, by [8, Theorem 3.9] we get T is generalized Drazin-invertible
which implies that 0 ∈ isoσ(T ).
We see that if we drop assumption that T admits GKD or H0(T ) is closed then Theorem 2.8 need
not be true.
Example 2.9. Let L be the classical unilateral left shift on l2(N). Define S : l2(N)→ l2(N) by
S(x0, x1, x2, . . .) = (
x1
2
,
x2
3
,
x3
4
, . . .).
Then S is a quasi-nilpotent. Define T = L ⊕ S∗ on l2(N)⊕ l2(N). Then σ(T ) = D and σs(T ) = S
1
∪{0}, where D denotes the unit closed disc and S1 denotes the unit circle. Since L is surjective
and S∗ is quasi-nilpotent, T admits a GKD. By [1, Lemma 2.81] H0(T ) is not closed. As q(S
∗)is
infinite, 0 ∈ σlsbb(T ). By [1, Theorem 3.50] we know that σlsbb(T ) = σlsbw(T ) ∪ accσs(T ). Therefore,
0 ∈ σlsbw(T ) which implies that 0 ∈ isoσlsbw(T ). On the other hand 0 ∈ accσ(T ).
Example 2.10. [9, Example 2.4] Let H be a complex separable Hilbert space with scalar product(,)
and let {en : n ∈ N} be a total orthonormal system in H . Let {λn} be a sequence of complex numbers
such that {|λn|} is a decreasing sequence converging to zero then we define
T (x) =
∑
λn(x, en)en for all x ∈ H.
Then T is a compact normal operator with σ(T ) ={λn : n ∈ N} ∪ {0}. As every compact operator
is Riesz, by [8, Remark 5.3] T does not admit GKD. As T is normal, H0(T ) = N(T ). Therefore,
H0(T ) is closed. As σ(T ) is infinite, σbb(T ) = {0}. By Remark 2.5 we get σlsbw(T ) = {0}. Thus, 0 ∈
isoσlsbw(T ) but 0 ∈ accσ(T ).
Theorem 2.11. Let T ∈ B(X). Then the following statements are equivalent:
(i) T is generalized Drazin-Riesz invertible,
(ii) 0 /∈ intσ∗(T ) and there exists (M,N) ∈ Red(T ) such that TM is upper semi-Weyl and TN is
Riesz, where σ∗ = σb or σlb or σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDM ,
(iii) 0 /∈ intσ∗(T ) and there exists (M,N) ∈ Red(T ) such that TM is lower semi- Weyl and TN is
Riesz, where σ∗ = σb(T ) or σub(T ) or σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or σgDM .
Proof. (i) ⇒ (ii) It suffices to prove that 0 /∈ intσ∗(T ). As T is generalized Drazin-Riesz invertible,
by [17, theorem 2.3] we have 0 /∈ intσb(T ). As σ∗(T ) ⊂ σb(T ), we get 0 /∈ intσ∗(T ), where σ∗ = σb or
σlb or σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDM .
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(ii) ⇒ (i) Since there exists (M,N) ∈ Red(T ) such that TM is upper semi-Weyl and TN is Riesz,
by [17, Theorem 2.6] we get T admits a GKRD and 0 /∈ accσuw(T ). Let 0 /∈ σuw(T ). As 0 /∈ intσ∗(T ),
by Corollary 2.3 we get 0 /∈ σb(T ) which implies that 0 /∈ accσb(T ). Let 0 ∈ σuw(T ), 0 ∈ isoσuw(T ).
Since ∂σb(T ) ⊂ σuw(T ), 0 ∈ isoσb(T ). Thus in both the cases by [17, Theorem 2.3] T is generalized
Drazin-Riesz invertible.
Similarly, we can prove (i) ⇔ (iii).
Corollary 2.12. Let T ∈ B(X). Then
(i)σgDR(T ) = σgDMW+(T ) ∪ intσ∗(T ), where σ∗ = σb or σlb or σbb or σlsbb or σgD or σgDQ or σgDR
or σgDRQ or σgDM or σgDMQ,
(ii)σgDR(T ) = σgDMW
−
(T ) ∪ intσ∗(T ), where σ∗ = σb or σub or σbb or σusbb or σgD or σgDJ or
σgDR or σgDRJ or σgDM or σgDMJ ,
(iii)σgDR(T ) = σgDRW (T ) ∪ intσ∗(T ), where σ∗ = σb or σlb or σub or σbb or σlsbb or σusbb or σgD
or σgDQ or σlsbb or σgDR or σgDRQ or σgDRJ or σgDMQ or σgDM ,
(iv)int σ∗(T ) = intσgDR(T ), where σ∗ = σgD or σbb or σb.
Proof. Using Theorem 2.11 we get (i) and (ii).
(iii) As σgDRW+(T ) and σgDMW−(T ) both are subsets of σgDRW (T ). Also, σgDRW (T ) ⊂ σgDR(T ).
Using (i) and (ii) we get the desired result.
(iv) By (i) and (ii) we get intσ∗(T ) ⊂ σgDR(T ) which implies that intσ∗(T ) ⊂ intσgDR(T ), where
σ∗ = σb or σbb or σgD. The converse is obvious.
By Corollary 2.7 and Corollary 2.12 we get intσb(T ) = intσbb(T ) = intσgD(T ) = intσgDR(T ) =
intσgDM (T ).
3 Browder’s type theorems
Recall that a bounded linear operator T satisfies Browder’s theorem if σb(T ) = σw(T ), generalized
Browder’s theorem if σbb(T ) = σbw(T ), a-Browder’s theorem if σuw(T ) = σub(T ) and generalized
a-Browder’s theorem if σusbb(T ) = σusbw(T ).
Theorem 3.1. Let T ∈ B(X). Then the following statements are equivalent:
(i) generalized Browder’s theorem holds for T ,
(ii) Browder’s theorem holds for T ,
(iii) intσ∗(T ) ⊂ σbw(T ), where σ∗ = σbb or σlsbb or σusbb or σgD or σgDQ or σgDJ or σgDR or
σgDRQ or σgDRJ or σgDMQ or σgDM ,
(iv) intσ∗(T ) ⊂ σgDMW (T ), where σ∗ = σbb or σlsbb or σusbb or σgD or σgDQ or σgDJ or σgDR or
σgDRQ or σgDRJ or σgDQM or σgDM ,
(v) intσ∗(T ) ⊂ σw(T ), where σ∗ = σb or σub or σlb or σbb or σlsbb or σusbb or σgD or σgDQ or σgDJ
or σgDR or σgDRQ or σgDRJ or σgDMQ or σgDM ,
(vi) intσ∗(T ) ⊂ σgDRW (T ), where σ∗ = σb or σub or σlb or σbb or σlsbb or σusbb or σgD or σgDQ or
σgDJ or σgDR or σgDRQ or σgDRJ or σgDMQ or σgDM .
Proof. (i) ⇔ (ii) By [5, Theorem 2.1] we know that T ∈ B(X) satisfies Browder’s theorem if and
only if it satisfies generalized Browder’s theorem.
(i) ⇔ (iii) By Corollary 2.3 and Corollary 2.4 we know that σbb(T ) = σbw(T ) if and only if
intσ∗(T ) ⊂ σbw(T ), where σ∗ = σbb or σlsbb or σusbb or σgD or σgDQ or σllsbb or σgDR or σgDRQ or
σgDRJ or σgDMQ or σgDM .
(i)⇔ (iv) By Corollary 2.7 we know that σgDM(T ) = σgDMW (T ) if and only if intσ∗(T ) ⊂ σbw(T ),
where σ∗ = σbb or σlsbb or σusbb or σgD or σgDQ or σllsbb or σgDR or σgDRQ or σgDRJ or σgDMQ or σgDM .
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by [10, Theorem 2.8] we get σgDM (T ) = σgDMW (T ) if and only if T satisfies generalized Browder’s
theorem.
(ii)⇔ (v) By Corollary 2.3 and Corollary 2.4 we know that σb(T ) = σw(T ) if and only if intσ∗(T ) ⊂
σw(T ), where σ∗ = σb or σub or σlb or σbb or σlsbb or σusbb or σgD or σgDQ or σllsbb or σgDR or σgDRQ
or σgDRJ or σgDMQ or σgDM .
(ii)⇔ (vi) By Corollary 2.12 we know that σgDR(T ) = σgDRW (T ) if and only if intσ∗(T ) ⊂ σw(T ),
where σ∗ = σb or σub or σlb or σbb or σlsbb or σusbb or σgD or σgDQ or σllsbb or σgDR or σgDRQ or σgDRJ
or σgDMQ or σ. By [12, Theorem 2.8] we get σgDR(T ) = σgDRW (T ) if and only if T satisfies Browder’s
theorem.
Theorem 3.2. Let T ∈ B(X). Then the following statements are equivalent:
(i) generalized a-Browder’s theorem holds for T and σ(T ) = σa(T ),
(ii) intσ∗(T ) ⊂ σusbw(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDM or
σgDQM ,
(iii) intσ∗(T ) ⊂ σgDMW+(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDM
or σgDMQ,
(iv) σ∗(T ) ⊂ σusbw(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDMQ or
σgDM ,
(v) σ∗(T ) ⊂ σgDMW+(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDMQ or
σgDM ,
(vi) T ∗ has SVEP at every λ /∈ σusbw(T ),
(vii) T ∗ has SVEP at every λ /∈ σgDMW+(T ).
Proof. (i)⇒ (ii) Since σusbb(T ) = σusbw(T ), by [1, Theorem 3.50] we have accσa(T ) ⊂ σusbw(T ). This
gives intσ∗(T ) ⊂ accσ(T ) = accσa(T ) ⊂ σusbw(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or
σgDRQ or σgDMQ or σgDM .
(ii) ⇒ (i) Since intσbb(T ) ⊂ σusbw(T ) ⊂ σa(T ), by [7, Theorem 2.1] we get σ(T ) = σa(T ). As int
σ∗(T ) ⊂ σusbw(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or σgDRQ or σgDMQ or σgDM . This
gives σusbw(T ) = σbb(T ) which implies that σusbw(T ) = σusbb(T ).
(ii) ⇒ (iii) As intσ∗(T ) ⊂ σusbw(T ), by Corollary 2.3 we have σbb(T ) = σusbw(T ). Therefore,
by [18, Theorem 1] and [18, Theorem 5] we have σgDM(T ) = σgDMW+(T ). Thus, by Corollary 2.7 we
get intσ∗(T ) ⊂ σgDMW+(T ).
(iii)⇒ (ii) obvious.
(ii)⇒ (iv) Since intσ∗(T ) ⊂ σusbw(T ), by Corollary 2.3 we get σbb(T ) = σusbw(T ). This gives
σ∗(T ) ⊂ σbb(T ) = σusbw(T ).
(iv) ⇒ (ii) obvious.
(iii) ⇔ (v) Same as (ii) ⇔ (iv).
(iv) ⇒ (vi) Let λ /∈ σusbw(T ). Since σbb(T ) ⊂ σusbw(T ), λ /∈ σbb(T ). This gives q(λI − T ) < ∞
which implies that T ∗ has SVEP at λ.
(vi) ⇒ (iv) Let λ /∈ σusbw(T ). Since T
∗ has SVEP at λ, by the proof of Theorem 2.1 we get
λ /∈ σbb(T ). Therefore σ∗(T ) ⊂ σbb(T ) ⊂ σusbw(T ), where σ∗ = σbb or σlsbb or σgD or σgDQ or σgDR or
σgDRQ or σgDMQ or σgDM .
(vii) ⇒ (vi) Since σgDMW+(T ) ⊂ σusbw(T ), T
∗ has SVEP at every λ /∈ σusbw(T ).
(v) ⇒ (vii) can be proved same as (iv) ⇒ (vi).
Theorem 3.3. Let T ∈ B(X). Then the following statements are equivalent:
(i) generalized a-Browder’s theorem holds for T ∗ and σ(T ) = σs(T ),
(ii) intσ∗(T ) ⊂ σlsbw(T ), where σ∗ = σbb or σusbb or σgD or σgDJQ or σgDR or σgDRJ or σgDM or
σgDMJ ,
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(iii) intσ∗(T ) ⊂ σgDMW
−
(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or σgDM
or σgDMJ ,
(iv) σ∗(T ) ⊂ σlsbw(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or σgDM or
σgDMJ ,
(v) σ∗(T ) ⊂ σgDMW
−
(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or σgDM or
σgDMJ ,
(vi) T has SVEP at every λ /∈ σlsbw(T ),
(vii) T has SVEP at every λ /∈ σgDMW
−
(T ).
Proof. (i) ⇒ (ii) Since T ∗ satisfies generalized a-Browder’s theorem, by [5, Theorem 2.2] T ∗ satisfies
a-Browder’s theorem. This implies that σub(T
∗) = σuw(T
∗). Therefore, σlb(T ) = σlw(T ). Let
λ0 /∈ σlsbw(T ). Then by [1, Theorem 1.117] there exists an open disc D centred at λ0 such that
λI − T is lower semi-Weyl for all λ ∈ D \ {λ0}. This gives λI − T is lower semi-Browder for all
λ ∈ D \ {λ0}. Therefore, T
∗ has SVEP at every λ ∈ D \ {λ0}. Thus, T
∗ has SVEP at λ0. This gives
λ0 /∈ σlsbb(T ). Hence, σlsbw(T ) = σlsbb(T ). By [1, Theorem 3.50] we get accσs(T ) ⊂ σlsbw(T ). This
gives intσ∗(T ) ⊂ accσ(T ) = accσs(T ) ⊂ σlsbw(T ), where σ∗ = σbb or σusbb or σgD or σgDJQ or σgDR
or σgDRJ or σgDM or σgDMJ .
(ii) ⇒ (i) Since intσbb(T ) ⊂ σlsbw(T ) ⊂ σs(T ), by [7, Theorem 2.1] we get σ(T ) = σs(T ). As
intσ∗(T ) ⊂ σlsbw(T ), where σ∗ = σbb or σusbb or σgD or σgDJQ or σgDR or σgDRJ or σgDM or σgDMJ .
This gives σlsbw(T ) = σbb(T ) which implies that σlsbw(T ) = σlsbb(T ).
(ii) ⇒ (iii) As intσ∗(T ) ⊂ σlsbw(T ), by Corollary 2.4 we have σbb(T ) = σlsbw(T ). Therefore,
by [18, Theorem 1] and [18, Theorem 5] we have σgDM(T ) = σgDMW
−
(T ). Thus, by Corollary 2.7 we
get intσ∗(T ) ⊂ σgDMW+(T ).
(iii)⇒ (ii) obvious.
(ii)⇒ (iv) Since intσ∗(T ) ⊂ σusbw(T ), by Corollary 2.3 we get σbb(T ) = σusbw(T ). This gives
σ∗(T ) ⊂ σbb(T ) = σusbw(T ).
(iv) ⇒ (ii) obvious.
(iii) ⇔ (v) Same as (ii) ⇔ (iv).
(iv) ⇒ (vi) Let λ /∈ σlsbw(T ). Since σbb(T ) ⊂ σlsbw(T ), λ /∈ σbb(T ). This gives p(λI − T ) < ∞
which implies that T has SVEP at λ.
(vi)⇒ (iv) Let λ /∈ σlsbw(T ). Since T has SVEP at λ, by the proof of Theorem 2.1 we get λ /∈ σbb(T ).
Therefore, σ∗(T ) ⊂ σbb(T ) ⊂ σlsbw(T ), where σ∗ = σbb or σusbb or σgD or σgDJ or σgDR or σgDRJ or
σgDM or σgDMJ .
(vii) ⇒ (vi) Since σgDMW
−
(T ) ⊂ σlsbw(T ), T has SVEP at every λ /∈ σlsbw(T ).
(v) ⇒ (vii) same as (iv) ⇒ (vi).
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