[1] A sensitivity analysis reveals that large uncertainty exists in estimates of solute retardation factor R made from sorption push-pull tests. A simplified push-pull data interpretation method for estimating instantaneous linear sorption in confined aquifers is developed. The new method is less restrictive in its application than the conventional method that uses an approximate analytical solution to the push-pull test problem. Burbery, and M. Giustiniani (2005), A note on in situ estimates of sorption using push-pull tests, Water Resour. Res., 41, W03005,
Introduction
[2] The need to characterize the behavior of reactive solutes in the subsurface, together with the practical and financial limitations of large-scale tracer tests, has motivated the development of fast, single-well tracer tests, such as the push-pull test. Recently, a simplified model has been proposed for the interpretation of push-pull tests applied to determine solute retardation properties [Schroth et al., 2001] . The method is based on the approximate analytical solution of the radial dispersion problem presented by Gelhar and Collins [1971] , which by default limits the applicability of the method to cases where the distance traveled by the solute is much larger than the aquifer longitudinal dispersivity. In the proposed interpretation method the aquifer longitudinal dispersivity is estimated from the breakthrough curve of a nonsorbing tracer, and the retardation factor is consequently estimated from the breakthrough curve of an adsorbing solute, using the same dispersivity value. The sensitivity of the parameters and interrelationship that exists between them are as yet uncharacterized.
[3] The objectives of this technical note are (1) to investigate the sensitivity of, and assess any correlation that may exist between, the two estimated governing parameters of push-pull sorption studies: dispersivity and retardation factor, by means of a numerical radialflow model and automated numerical inversion procedure; (2) to compare results obtained with the numerical model with those calculated using the Gelhar and Collins [1971] model to highlight the limitations of the existing interpretation method [Schroth et al., 2001] that is heavily based on this model; and (3) to develop a modified data interpretation method that uses a type-curve approach to produce more accurate prediction of retardation from push-pull tests.
Governing Equations
[4] The mathematical expressions that describe onedimensional radial flow and transport of a solute about a well in a homogenous, confined aquifer are [Hoopes and Harleman, 1967] 
where t is time [T] , r is the radial distance [L] , Q is the pumping rate [L 3 /T], b is the aquifer thickness [L] , q is the aquifer porosity [ ], C is the solute concentration [M/L 3 ], a L is longitudinal dispersivity [L] , and R is the solute retardation factor [ ]. Note that in a push-pull test, the flow field around the well is initially divergent (Q > 0) and then convergent (Q < 0).
[5] The nondimensional form of (1) and (2) can be written as
where the four dimensionless terms relate to (1) the dimensionless concentration, c = C/C 0 ; (2) the dimensionless extracted volume (or dimensionless time), v = V/V inj = t/t inj , where V inj = Q t inj ; (3) the dimensionless radial distance, r = r/r w ; and (4) the dimensionless ratio e, defined as
where r max is the invasion radius [L] of the injected solute, equal to the frontal position in the case of pure advection. The retardation factor R is linked to the maximum invasion radius r max through the relationship (assuming a negligible well radius)
[6] In the case of a conservative and an adsorbing species, the dimensionless term e of both species can be related through
where e 1 refers to the nonadsorbing (R = 1) species and e refers to the adsorbing species. From the above it is apparent that the sorption push-pull tracer breakthrough curves can be parameterized on the value of e alone.
Discussion of Existing Interpretation Models
[7] Schroth et al. [2001] demonstrated that the retardation factor can be estimated from conservative and reactive tracer push-pull test breakthrough curves using a two-step procedure that uses the approximate analytical solution of the radial dispersion problem developed by Gelhar and Collins [1971] :
where erfc is the complementary error function.
[8] In the method proposed by Schroth et al. [2001] , first the aquifer dispersivity a L is estimated by applying (7) to create a breakthrough curve that matches the nonreactive tracer (R = 1) field data. Substituting for the known value of a L in (7) and considering the relationship in (5), the model fitting is repeated for the adsorbing tracer until an estimate of R is obtained. The limitation of this interpretation method is that the approximate analytical solution of Gelhar and Collins [1971] is only accurate when e 1/2 ( 1 [Gelhar and Collins, 1971] outside of which errors arise in the dispersivity estimate, which ultimately manifest themselves in the estimation of R. A reasonable upper limit to e is therefore e ( 0.01 (e 1/2 = 0.1 ( 1).
Methodology
[9] In order to investigate the interaction that may exist between e and R, we studied a series of six base-case pushpull scenarios for which e 1 values ranged from 0.0054 to 0.25. For each base-case we looked at reactive solutes with retardation factors of 5 and 20. Details of the base-case scenarios are provided in Table 1 . We studied parameter sensitivity from the conservative and adsorbing tracer breakthrough curves of each scenario using a numerical push-pull model, followed by the approximate analytical Gelhar and Collins [1971] model to serve as a comparison.
General Forward (Numerical) Model
[10] For each of the 12 combined e 1 and R scenarios, a conservative (R = 1) and a reactive tracer breakthrough curve were generated using a numerical finite difference model to solve (1) with the following initial and boundary conditions:
where r w is the well radius.
[11] The performance of the numerical code was assessed against the analytical solution of radial dispersion in a diverging flow field provided by Hsieh [1986] and with tracer breakthrough curves published by Schroth et al. [2001] and generated using the STOMP code. In both cases, our model produced results indistinguishable (<0.1% error) from those in the literature.
Model Inversion
[12] For each set of simulated conservative and adsorbing tracer breakthrough curves an automated nonlinear least squares, Newton-Raphson root-finding technique was used to solve for a L , R. The inversion procedure was performed using both the numerical finite difference code and the analytical Gelhar and Collins [1971] solution as forward predictive models. Reactive and conservative tracer breakthrough curve data were assessed simultaneously, and a L and R were built into a single sum-of-squares error objective function. Parameter optimization threshold limits were the same for all cases. Once the Newton-Raphson method reached convergence, an approximate confidence region was mapped in the (a L , R) parameter space about the final optimized parameter set (â L ,R).
Confidence Regions
[13] Following Draper and Smith [1998, p. 156] , under the assumption of independent Gaussian errors on the data, an approximate 100(1 À b)% confidence contour (b is an arbitrary confidence level and in this study was taken to equal 5%) was computed from
where S is the sum-of-squares error objective function and n is the number of observation points on the breakthrough curve. Subscripts 1 and R denote the conservative tracer data and adsorbing tracer data, respectively. F( ) is the Fisher distribution function. Note that the confidence regions developed using this approach are true in their shape but only approximate in their confidence level. [14] In order to assess the sensitivity of the model interpretation methods to measurement errors borne in the tracer breakthrough curve data, 0.5% and 2% random Gaussian error were applied to the default conservative and adsorbing tracer breakthrough curve data of the 12 scenarios. The parameter estimation and confidence-region plotting were repeated for these 24 additional scenarios, and results were compared with those from the default case in which no error was assumed.
Sensitivity Analysis

Model Efficiency and Parameter Sensitivity Indices
[15] To assess parameter sensitivity, a L and R were normalized with respect to the true respective parameter values a* L , R* (i.e., those used to numerically generate the no-error tracer breakthrough curves), to provide a L 0 and R 0 . The accuracy of the push-pull interpretation methods (i.e., fully numerical solution or solution using the analytical Gelhar and Collins [1971] 0 , which were calculated as the range between the minimum and maximum values of the approximate 95% confidence limits of an individual parameter, were used to highlight the relative sensitivity of each of the studied parameters.
Results
Parameter Sensitivity
[16] The results of the parameter estimates inverted using the numerical radial flow model and complementary approximate 95% confidence contour regions for six of the 12 base-case scenarios including 0.5% and 2% error assessments are shown in Figure 1 . Sensitivity indices for all the scenarios are reported in Table 1 . Confidence regions for the no-error case are not shown because they are extremely small (S(a L , R) < 1 Â 10 À6 ). It is apparent from Figure 1 that there is a positive, monotonic relationship between error in the breakthrough curve data and the final parameter estimate. This is not surprising since the breakthrough curves were originally generated with the same numerical model that was used in the inversion.
[17] The elliptic shape and negative slope of the confidence regions indicate that a L and R are near-linearly, negatively correlated. The magnitude of the correlation index m for all the simulated confidence regions ranges 1.58 < jmj < 2.34 and demonstrates that there is a dependence between a L and R. Although m values are relatively indifferent for the simulated cases of low retardation (R = 5) ), normalized with respect to the true (simulated) parameter values (a* L , R*). Plus signs symbolize the true parameter set; triangles and boxes symbolize the optimal parameter estimates, and the dashed and dotted curves symbolize the approximate 95% confidence regions, after inversion from data containing 0.5% and 2% random Gaussian error, respectively. Note that no error cases are not shown, since for these cases S(a L , R) < 1 Â 10 À6 .
Figure 2. Approximate 95% confidence regions for the estimated dispersivity a L and retardation factor R parameter values for three of the six studied base cases. Parameter estimates were obtained using an automated Newton-Raphson technique using the Gelhar and Collins [1971] model. Symbols and coding are analogous with that of Figure 1 , except no error cases are included, the best estimate for which is denoted by circles and approximate 95% confidence interval by the solid curves.
(2.0 < jmj < 2.10), at higher retardation (R = 20) the correlation between a L and R is consistently greater (1.58 < jmj < 1.99) and grows, i.e., jmj ! 1, as e increases. The measures of relative thickness of the confidence ellipses (Da 0 L , DR 0 ) indicate that a L is a well-defined parameter in the sorption push-pull model. In contrast, the data interpretation methodology is relatively insensitive to R, particularly in systems demonstrating high relative dispersivity, e.g., for base-case 6 (e 1 = 0.25, R = 20, e = 1.12), despite only 2% error in the breakthrough curve data, 19% error arose in the final R estimate ±144% at the approximate 95% confidence level.
[18] As a relative comparison, the results of the parameter estimates and approximate 95% confidence contour regions for the same scenarios inverted using the Gelhar and Collins [1971] model are shown in Figure 2 and sensitivity indices are included in Table 1 . For the first three simulated base cases (e 1 0.025) it is apparent that the confidence regions are of similar shape, and parameter sensitivity indices are of similar magnitude, to the inversion results obtained using the numerical radial flow model. However, in these cases, parameter estimates themselves are <90% accurate, except for the initial case, for which e = 0.012 (which is close to the value recommended by Gelhar and Collins [1971] for accurate application of their solution). From the results of base-case 3 upward, the effects of the approximation in the Gelhar and Collins [1971] solution are apparent and result in underestimations of both a L and R. In contrast to the results of the inversions made with the numerical radial flow model, for high retardation (R = 20) the correlation between a L and R decreases as e increases. This is reflected in the decreasing ellipticity of the confidence regions in Figure 2 that indicates an increasingly nonlinear parameter relationship. Although R remains insensitive in the R = 5 scenarios, when R = 20 the relative sensitivity of both parameters (a L , R) decreases as e 1 increases. Estimation of R tends to a minimal saturation level of unity, since R < 1 is not physically possible.
Application to Field Data
[19] The performance of the model inversion process was evaluated by applying it to estimate dispersivity and retardation parameters from the sorption push-pull field data set of Pickens and Grisak [1981] . These field data were similarly used by Schroth et al. [2001] to validate their interpretation method. The inversion was performed with the finite difference and approximate analytical push-pull models to enable a comparison to be made.
[20] Using the inversion process with our numerical finite difference scheme, respective best estimates for a L and R of 0.063 m and 13.24 were obtained for the data (S(â L ,R) = 0.04 (n = 57)). Respective best estimates of 0.064 m and 11.44 (identical to the results of Schroth et al. [2001] ) were computed when the Gelhar and Collins [1971] solution was substituted as the forward model in the inversion process (S(â L ,R) = 0.10 (n = 57)). The numerically derived estimate of R = 13.24 falls within the solute retardation factor range 12.6 < R < 36.3 measured from lab and field experiments reported by . From the resulting parameter estimates, values of e 1 = 0.013 and e = 0.046 were evaluated, the latter being above the limit for accurate application of the Gelhar and Collins [1971] solution (e 1/2 ( 1). This would explain the relatively small but measurable difference in R estimates between our approach and the method proposed by Schroth et al. [2001] . It is useful to note that the errors in the tracer breakthrough curve data of Pickens and Grisak [1981] measured against the numerically simulated data were approximately 2.7% and almost normally distributed. Thus the Gaussian error that we applied to the breakthrough curve data of our base-case scenarios is reasonably representative of that encountered in the field.
Simplified Interpretation Method
[21] On the basis that in nondimensional form, sorption push-pull tracer breakthrough curves can be parameterized on the value of e alone, a simplified sorption interpretation procedure can be developed that overcomes the limitations of the Gelhar and Collins [1971] approximation that consequently limits the applicability of the interpretation method proposed by Schroth et al. [2001] . Figure 3 contains a set of dimensionless tracer breakthrough curves generated using our numerical radial-flow model for the range 0.005 < e < 1.0. For all cases a negligible well radius has been assumed and injection and abstraction flow rates were equal. Note that all breakthrough curves contain more solute mass than from a simple C 0 Â V inj calculation. This is the result of a nonnegligible dispersion component at the well face that causes more solute to be flushed into the aquifer than by pure advection, as well known from the literature [e.g., Chen, 1987; P. A. Hsieh, personal communication, 2002] . This effect is more evident for large e values, since e can be envisaged as a ratio between dispersive and advective components of the injection process.
[22] The interpretation procedure is as follows:
[23] 1. Plot the conservative tracer and the adsorbing solute breakthrough curves on a C/C 0 versus V/V inj scale. Table 2 . These curves can be utilized following the procedure described in section 5.3.
[24] 2. Find the best curve of the set in Figure 3 that matches the field data for the conservative tracer (no shift is needed), and identify the corresponding value for e 1 .
[25] 3. From e 1 we can calculate the longitudinal dispersivity explicitly rearranging equation (4):
[26] 4. Find the best curve of the set in Figure 3 that matches the field data for the adsorbing solute in the same way done for the conservative tracer in step 2, and identify the corresponding value of e.
[27] 5. From e, and knowing e 1 from step 2, we can calculate the retardation factor rearranging equation (6): Table 2 provides the values necessary to reproduce Figure 3 to be used as a chart for this procedure.
Discussion and Conclusions
[28] Using an automated nonlinear least squares inversion procedure with an approximate confidence region algorithm, we have been able to analyze the interpretation of instantaneous linear sorption push-pull tests. From our work we have concluded the following:
[29] 1. A sensitivity analysis of the two governing parameters of sorption push-pull tests, a L and R, has shown that their estimates are negatively correlated to a certain degree, and this correlation is more pronounced for smaller values of e. It has also been shown that a L is well defined in the push-pull test interpretation methodology, whereas R is a relatively insensitive parameter.
[30] 2. When analyzed in the context of confidence regions, a L can be estimated very precisely, even when reasonable realistic errors are implicit to the breakthrough curve data. In contrast, R estimates show a very wide range of uncertainty that increases as e increases, i.e., as dispersion becomes increasingly important over the distance traveled by the solute. The conclusion is that errors in the breakthrough curve can propagate to generate fairly large errors in the estimates of R.
[31] 3. The problems of using the Gelhar and Collins [1971] as a forward model to interpret sorption push-pull test data have been clearly demonstrated. From our sensitivity analysis performed using the Gelhar and Collins [1971] model, we notice that the true parameter values are not even within the approximate 95% confidence regions of the optimized estimatesâ L ,R when e and e 1 are greater than 0.06. The actual optimized parameter estimates in these cases are as much as À7.6% (a L ) and À21.7% (R) in error. Note that Gelhar and Collins [1971] claimed that their method yielded usable dispersivity estimates for e as high as 0.07, which is consistent with our findings. Unfortunately, a good estimation of R with the same approach requires that e be substantially smaller. In one case recorded by Schroth et al. [2001] in their Table 1 (high a L = 10 cm, R = 10), <10% error in R estimate was achieved using their interpretation method (that incorporates the Gelhar and Collins [1971] model), when e was as high as 0.17 (and e 1 = 0.05). When we interpreted the same case using our automated inversion process, we derived À16.4% and À38% errors in a L and R, respectively (S(âL,R) = 0.31 (n = 48)). We interpret such discrepancies between Schroth et al.'s [2001] and our findings as a symptom that their approximate fitting of the approximate Gelhar and Collins [1971] solution may, at times, lead to a better solution. However, there does not seem to be any guarantee that this is generally the case. If using the Gelhar and Collins [1971] model to invert sorption push-pull test data with a single objective function, then our results suggest it would be prudent to do so only if e and e 1 < 0.02, as above this value we observed >10% error inR. This in itself presents a paradox, for it is generally not possible to evaluate e a priori.
[32] 4. The simplified type-curve approach that we have devised for interpreting instantaneous linear sorption in push-pull tests performed in confined aquifers should help overcome this hurdle. The method treats push-pull data in a nondimensional form and is not constrained mathematically by the value of e.
