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Let X, be the Levy symmetric stable process with index a E [ 1, 2) and let C be a 
convex, symmetric subset of L”[O, 11. We prove that if C does not have compact 
closure then sup/EC 1 ii f(t) dX, 1 1s infinite with probability one. This extends a 
result of Dudley in the case a = 2. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
Let 2, be a stochastically continuous symmetric stable process of index a 
parametrized by a separable metric space T. Suppose that B is a linear 
subspace of the space of Bore1 functions on T. By a result of Dudley and 
Kanter [2] the probability that a separable measurable version of Z, has 
paths belonging to B is either zero or one. Therefore, a natural problem is to 
give conditions, in terms of the space B and the distribution of Z,, for this 
probability to equal one. 
Recently there has been considerable interest in such sample path 
questions for non-Gaussian stable process (0 < a < 2). For example, Marcus 
and Pisier [7] have obtained definitive results in the case B = C(T), the 
space of continuous functions, for a special class of stationary stable 
processes Z,. (Also see [3], where the cases B = Lp(T, d', v), 0 < p < a, are 
considered.) In the present paper we study the following question: When 
does Z, have bounded sample paths? (For an interesting class of stable 
processes having locally unbounded sample paths see [ 6 1.) 
There is no simple way to describe the dependence structure of a non- 
Gaussian stable process. Therefore it is convenient to reformulate our 
problem in terms of a specific representation of Z,. For this purpose let X,, 
0 < t < 1, denote the standard Levy symmetric stable process of index 
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a E (0, 2) i.e., X, has independent increments and characteristic function 
Ee ilXr = e- I”*‘. For functions f belonging to L” [0, 1 ] the stochastic integral 
IAf(t) dX, is well-defined and is a symmetric stable variable with charac- 
teristic function given by 
(1.1) 
(See Schilder [lo].) It is helpful to think of the map f + JAY(t) dX, as 
defining a stable process indexed by L*[O, 11. Let Z,, t E T, be a 
stochastically continuous symmetric stable process of index IX as above. 
Kuelbs [5] has shown that there is a continuous map of T into L”[O, 11, 
assigning to t E T a function f,, such that the process Ii f,(s) dX, is 
stochastically equivalent o 2,. Our problem above is then equivalent o the 
following: 
Let C be a convex symmetric subset of L”[O, 11. Define a random 
variable X*(C) as the supremum of ](if(t) dX,I asfranges over some coun- 
table dense subset of C. What additional properties of C ensure that X*(C) 
is finite almost surely? (We shall call such a set C stable-bounded.) 
To see the equivalence of this problem with the preceding one, letf! be the 
functions occurring in Kuelbs’ representation of Z, and take for C the 
collection of all functions of the form CT= 1 EiPifii, where si belong to { + 1 } 
and the pi form a probability vector. 
In its reformulated version our problem has been studied by Dudley [ 1 ] in 
the Gaussian case (a = 2). Dudley calls a symmetric convex subset C of 
L * [0, 1 ] Gaussian-bounded (GB) if the analogous condition X*(C) < co, 
a.s., is satisfied. Although unable to characterize GB sets completely, Dudley 
obtains, among others, the following results: 
(1) A sufficient condition, in terms of metric entropy, for C to be a 
GB set. 
(2) The general necessary condition that each GB set must have 
compact closure. 
(3) Necessary and sufficient conditions for certain special sets C, for 
example, ellipsoids and octahedra, to be GB sets. 
Pisier [4] has recently obtained the analogue of (1) for non-Gaussian 
stable processes (see, e.g., [4].) S ome new results of Woyczinski and 
Rosinski permit the generalization of (3) to 1 < a < 2 in the case of 
ellipsoids. See Theorem 1.2 below. The main goal of the present paper is to 
show that (2) continues to hold in the cases 1 < a < 2. Precisely, we have 
THEOREM 1.1. Let C be a convex symmetric subset of La(O, 11, where 
1 < a < 2. Suppose X*(C) < 00, a.s. Then C has compact closure. 
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The proof of (2) in the Gaussian case is relatively straightforward and the 
result is only a minor part of Dudley’s paper. The non-Gaussian case is 
much more difficult. To see why, fix a in [ 1,2) and let C denote the closed 
convex hull of the Rademacher sequence m(t) = sign(sin 2%). It, is easy to 
see that C is not compact. Put X,, = j: m(t) dx,. In the Gaussian case the 
X, are i.i.d. and we conclude at once that sup ] X,, ] is infinite with probability 
one. In the non-Gaussian case the X,, are not independent or even weakly 
dependent. The proof that sup, IX,] is infinite involves showing that the sign 
changes of some r,(t) “line up” with the signs of the jumps of X,, and the 
desired conclusion follows from the fact that X, has paths of unbounded 
variation. Some such argument seems inevitable, since Theorem 1.1 fails 
when 0 < a < 1 (Example 3.1 below) precisely because X, has paths of 
bounded variation in that case. 
The converse of Theorem 1.1 is false. (See Example 3.2 below.) Indeed, 
the gap between results (1) and (2) is very great even in the Gaussian case. 
As in the Gaussian case it is possible to give necessary and sufficient 
conditions for certain special sets C to be stable-bounded. Letfbe a function 
defined on [0, 1 ] *, symmetric under interchange of arguments, and such that 
the integral operator having kernel f is a continuous map from L”‘[O, I] into 
L”[O, l] for some a E (1,2) and a’ satisfying l/a’ + l/a = 1. We shall call 
the image of the unit ball of L”‘[O, l] under this integral operator the 
ellipsoid corresponding to J 
THEOREM 1.2. Let 1 < a < 2 and let C be the ellipsoid corresponding to 
a symmetric kernel J: Then C is stable-bounded if and only iff satisfies 
If (4 sl” 
J’; If(t, s’)I= ds’ 1; If(t’, s)j” dt’ ds dt (lm2) 
< co. 
This should be compared with the corresponding result of Dudley in the 
case a = 2: C is a GB set if and only if the integral operator defined by f is 
Hilbert-Schmidt, i.e., f E Lz( [0, 1 ] ‘). 
Dudley also considers the case of octahedra. Let 4,) 02,... be orthonormal 
functions in L’[O, l] and c,,c2 ,... a sequence of positive constants. The 
octahedron C defined by the $! and Ci is defined as the symmetric convex 
hull of the family {0} U {ciot}p”= i. Dudley shows that C is a GB set if and 
only if c, = 0 (log n-i”). It is not completely clear what should be the 
proper generalization of the notion of octahedron to 1 < a < 2. If the @i are 
normalized in L” and have disjoint support then the symmetric onvex hull 
of zero and the c,di is stable-bounded if and only if JJF=i ]c,ln < co. (See 
Example 3.2 below.) A more interesting situation is contained in the 
following question: Let 4, be the Haar functions normalized in L”[O, I]. 
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What conditions on a sequence of positive constants c, are equivalent with 
stable-boundedness of the symmetric onvex hull of zero and the c,$, ? 
This paper is divided into three sections. In Section 2 we give the proofs of 
Theorems 1.1 and 1.2. Section 3 contains two examples complementing 
Theorem 1.1. Throughout the paper the notation g denotes the closure of a 
set E, and ] E 1 denotes its Lebesgue measure. The La [0, 1 ]-norm of a 
function f is denoted by If\, . 
2. PROOFS OF THEOREMS 
In this section we shall prove Theorem 1.1 in the case 1 < a < 2 and 
sketch the necessary modifications in the case a = 1. We also prove 
Theorem 1.2. 
Let C be a bounded, symmetric, nonempty convex subset of La [0, 1] with 
l<a<2. 
We assume that C is root compact and will show that there is sequence 4” 
of functions in C such that 
The desired result follows easily from this: Choose functions g, E C with 
1 g, - $,I, < 2-“. Then by (1.1) 
p (I 
Thus one obtains 
< c, I g, - h 1:. 
p sup j’ g,(t)dX, 
( I I 1 
=a =I 
n 0 
from (2.1) and the Borel-Cantelli lemma. 
From now on we may and do assume that C is closed in addition to its 
other properties. Since C is not compact it is not totally bounded. Hence 
there exist E > 0 and functions w,, in C satisfying ] w,, - w,,,] > 4s for all 
n > m > 1. On the other hand, C is a closed and bounded subset of a 
reflexive space and therefore weakly compact. Thus there is a function v/ and 
a subsequence nk with w,,, converging weakly to some w. Since C is convex 
we have w E C, and by the symmetry and convexity of C the functions 
$k = t(w,, - w) also belong to C. The functions $k converge weakly to zero 
but not strongly. Indeed, by passing if necessary to a subsequence of the dk 
we may assume I#k]a > e. 
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It will follow from the rest of the proof that (2.1) holds. However, it is 
convenient for the argument o replace the functions dk by approximating 
functions fk having stronger properties. (The& will not necessarily belong to 
C.) In fact the sequence fk we choose will be a martingale difference 
sequence with respect o dyadic o-fields. A a-field of Bore1 subsets of [0, 1) 
is called dyadic if for some N it is generated by the intervals 
[l2-N, (1+ 1) 2-9 for 1= 0, l,..., 2N - 1. The dyadic a-field corresponding 
to N will be denoted TN, and the collection of intervals generating LFN by 
[cFb,]. We construct inductively integers N(i), n(i), and a martingale 
difference sequence fi adapted to FVci, such that 
I#n(i) -file G 2pi. (2.2) 
Take n(1) = 1. By the martingale convergence theorem we have 
E(#,(FN)+q51 in L” as N-co; hence we may choose N( 1) so large that 
(2.2) holds with i= 1 andj, =E(#, ]jrNcl)). 
Now suppose that n(i), N(i) and fi have been suitably constructed for 
i < j. Since the #k converge to zero weakly it is possible to choose n(j + 1) 
so large that 
for each IE [FNcj,]. Choose now N(j + 1) > N(j) so large that 
JE(#,(j+ 1) IFN(j+ 1)) - #n(j+ l)In < 42-“+ ‘) and finally, set 
Clearly, the sequence& has the required properties. 
An application of the Borel-Cantelli lemma as above shows that (2.1) 
follows from the same statement with the 4, replaced by thef,; moreover we 
may assume without loss of generality that the f, are normalized in La and 
that N(i) = i, i.e., f, is measurable with respect to the nth dyadic o-field. 
Thus Theorem 1.1 follows from 
PROPOSITION 2.1. Let f, be a martingale dl@erence sequence adapted to 
the dyadic a-fields Ym of [0, 1). Suppose that If,, Ia = 1 for all n. Then 
P(sup lj’/,(t)dx,~ =oo)=l. 
n 0 (2.3) 
ProoJ: We distinguish two cases depending on the L ’ behavior of the f,. 
Case I. lim sup ’ If,(t)1 dt = 0. i n-co 0 
5RO/h0/2 IO 
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I 
1 
Case II. lim sup IfnWl dt > 0. n+cc 0 
In Case I the main contribution to the L” norm of the f, comes from the 
restrictions of these functions to sets of ever smaller measure. The 
independent increment property of X, plays a key role and the proof is 
similar to Dudley’s proof in the Gaussian case. In Case II the functions f,, 
converge weakly to zero by virtue of rapid oscillations. Here the crucial 
property of X, is that it has paths of unbounded variation. 
Turning to the proof in Case I, it is sufficient to construct a sequence of 
functions g, and a sequence nk of integers having the following three 
properties: 
The g, have disjoint supports, hence the stochastic integrals 
(i gk(t) dx, are mutually independent, (2.4) 
P ( 1 jol g,df) dx, - j’ f,,(t) d4 / > 1) G 2 -k, (2.5) 
Ig,Ia>c for some c > 0. (2.6) 
Let 
Then 
D(k, n) = {x E [0, 1): If,(x)1 > 2-(kt l)la}. 
I D(k, n)l < Zck+ lva 1 ; lfn@)l dx 
so that lim,,, ID(k, n)i = 0 for each k. For each k choose nk so large that 
I D(k, &)I < 2-k and set C(k) = D(k, nk). By passing to a subsequence of k if 
necessary, we may assume that 
where 
J’ o(k) If,,W dx G 2 -k 
D(k) = C”(k) U c C(I). 
l=k+ 1 
The sets D(k)C are pairwise disjoint and we may take as g, the function 
-fn, lD,k,C* 
Before giving the proof in Case II it is helpful to illustrate the method in a 
very special case. Let rk denote the Rademacher functions which, 
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conceivably, could arise as the fk constructed above. One wishes to prove 
that 
The proof is based on the following interpolation property of the rk: 
For each N, for almost every choice of N distinct numbers 
ti E (0, l), and for every choice of N signs Ei E {f 1 } there is 
some n such that m(ti) = ei for i = 1,2 ,..., N. 
(2.7) 
Roughly speaking, the idea then is to take for ti and ei the times and signs 
respectively of the N largest jumps of X,. 
Let us turn to the details of the proof in Case II. The following lemma, an 
analogue of (2.7) for generalf, of the type constructed above, is the key step. 
LEMMA 2.1. Let f, be a martingale dtflerence sequence on [0, 1) relative 
to the sequence of dyadic a-Jields. Suppose for some 1 < a < 00 and n > 0 
the f,, satisfy 
lfnl, = 1 
Then there exists a subset B of [0, 1) having positive Lebesgue measure such 
that the following holds: For each positive integer N and choice of N signs 
~~~{fl},thecomplementinB~=B~B~~~~~Boftheset 
10 ,,..., t,): for some n, elfn(ti) > n/8, i = l,..., N} 
has N-dimensional Lebesgue measure zero. 
Before giving the proof of this lemma we show how to complete the proof 
of Proposition 2.1. Let N(dt, du) be the Poisson random measure on IR + x IR 
with intensity X-I-~ dt dx. For each E > 0 we have N( [0, 1) x 
{ 1 x 1 > E }) < co. The processes X,(t) and F(t) defined by 
J?(t) = ( xN(ds dx) 
Io,r)xIlxi>&l 
and X,(t) =X(t) --X’(t) are independent, and for each f E L”( [0, 1)) we 
have 
j’ f(t) tie(t) -+ 1’ f(t) dx, 
0 0 
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as. as E tends to zero. Moreover, for 1 < a < 2 we have 
for any subset E of [0, 1) of positive Lebesgue measure. In particular, we 
shall apply this with E = B, the set constructed in Lemma 2.1. 
Given any M > 0 and /? > 0 choose E > 0 so small that 
P 
(I 
lx)N(dtdx) > A4 > 1 -p 
BXll.‘l>d 
and K so large that 
P(N[O, 1) x {lx1 > &J) <fq > 1 -P. 
Putting Aj = {N(B x {lx1 > E}) =j} we then have 
IXIN(dldX)>M,Aj > l-2/3. (2.9) 
For fixed j, let A z Bj be the union over all 2j choices of the Ei of the excep- 
tional sets in Lemma 2.1. The set A thus has zero j-dimensional Lebesgue 
measure. For w E Aj, let cl(o) ,..., ti(o) be the times of the jumps of X”(t) 
occurring for t E B, ordered by absolute size. The distribution of the random 
vector lAj. (t, ,..., i t ) is absolutely continuous with respect to j-dimensional 
Lebesgue measure. Therefore 
=’ ‘Bx,,.,>c, ( 1x1 N(dt dx) > M, (cl)...) tj) ~ A, Aj 
= P 1$, IX’(ti) - X”(ti-)I > MT (tl )*.a, tj) & A, Aj * 
By Lemma 2.1, if o E Aj and (t,(o),..., tn(w)) 6C A we have 
s”,p I, f,(t) dJW(w) 
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In view of (2.9) we may thus conclude that 
P sup f,(t) qq > y 
( j ) 
> 1 - 2p. 
n w 
By an easy argument based on the independence of the increments of X,, the 
independence of X,(t) and J?(t), and the symmetry of these processes, we 
conclude that 
The conclusion of Proposition 2.1 follows since A4 and /3 were arbitrary. 
We now give the proof of Lemma 2.1. Let q be as in the statement of the 
lemma (note that 0 < v < 1). For n > m put 
A(n, m) = 
I 
t E [O, 11: E(lf,l I&J(t) > 2, 
winI* lx?JW,< $ 
( 1 
a’ 
I 
. 
Let 6 denote the largest power of 2 smaller than (~/8)~‘(‘+~“~‘. 
LEMMA 2.2. We have IA(n, m)l > (q/4)“’ > 6. Also, for each I E [Xm] 
with 1s A(n, m), we have 
IV E I:f&> > v/81 > 6 111 
and (2.10) 
IIt E I:.M> < -v/811 > 6 III. 
Proof. Let G = {E(lf,l” (ST,) > (4/q)“‘]. By HGlder’s inequality we 
have 
Thus 
IA@, v#‘~’ 4 wi I I ST,) A(n,m) 
mLl IPwf. 
274 TERRY R. MC CONNELL 
To prove (2.10), we have that jlf ,’ = I, f; since f, is a martingale 
difference sequence. Since I c A(n, m) we obtain 
and (2.11) 
Let E = {t E I: f,(t) > q/S}. Then (r/8) )I) < lE f ,’ . By Holder’s inequality, 
$lWEl”” (jrlfnla)l’a 
= lEl”* (j E(lf,l” 19-l) 1’a I 
(1 ‘la 
l/O III * 
Thus (E I > (q/8)“‘(q/4)““‘” III > 6 111. The second half of (2.10) is obtained 
by replacing f ,’ with f; in the argument above. 
The next step in the proof of Lemma 2.1 is to construct the set B. Recall 
that we have IA@, m)l > 6 = 2-k for all n > m and some integer k. It is 
convenient for technical reasons to begin by dropping from each set A(n, m) 
having m 2 k as many dyadic intervals of length 2-” as necessary in order 
to have the exact equality IA@, m)l = 6 (we shall continue to call the 
modified sets A (n, m)). 
Fix an integer m(1) > k. Since there are only finitely many sets in XmCl, 
having measure 6 we may find an infinite sequence n,(u), v = 1,2,..., such 
that 
A(n,(vh m(l)> =AMl), m(l)> 
for v = 1,2,... . 
Proceeding by induction, choose for each 12 2 an integer m(l) > m(Z - 1) 
and an infinite subsequence n,(v) of n,-,(v) such that 
for v = 1, 2,... . Let n(j) denote the “diagonal” sequence, n(j) = ni(j) and set 
A, = A@,(l), m(l)). Finally, let 
B={A,,i.o.}= 5 fi A,, 
v=l I=” 
There remains to show that B has the required properties. First note that 
B is nonempty; indeed we have IBI > (q/4)“’ by construction. The crucial 
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property of B for the remainder of the argument is the following: let xi ,..., x, 
be any finite collection of points in B. Then for every positive integer M 
there exist dyadic intervals I i,..., I,,, and an integer n > M such that 
lzi/ < 2-M, XiEli, and 
(2.12) 
for each i = 1, 2,..., N. To see this, first note that, by definition of B, there are 
infinitely many N-tuples k( 1) < . . . < k(N) such that xi EA,(,, for each 
i = 1, 2,..., N. In particular, we may suppose that m(k( 1)) > M. Since each A 1 
is a union of disjoint intervals belonging to [Fmcn] we may choose for Ii that 
interval of AkCi, which contains xi. Then each Ii satisfies lli I < 2 -M; 
moreover, for each 12 k(N) the function f&,, satisfies the inequalities of 
(2.12), by definition of the set A(n(Z), m@(i))). 
We shall consider only the case N = 2, E, = +l, s2 = -1 of the lemma, all 
other cases being similar. Define the subset B, of B x B as the set of pairs 
(t,, f2) such that for every IZ, either f,(tr) < r,r/8 or -f(fJ < q/8. We then 
must show that /B, I = 0, where I / denotes 2-dimensional Lebesgue measure. 
To do this we shall construct for a given positive number y, two sequences of 
subsets of [0, 11, the “good” sets 0 = G- i c G, c ... and the “bad” sets 
B,zB,r> .a. having the following properties for each n: 
-A&) > + (2.13) 
for some m, 
IB,l < (1 - ,‘I’ Pal, (2.14) 
IB x B\(G,-, uB,>l G @I 2-i) Y < Y. (2.15) 
Since y is arbitrary the desired conclusion follows. 
Each of the sets B, to be constructed will consist of a finite union of 
dyadic rectangles. Let Y denote the family of dyadic intervals 2 such that for 
some I we have I c A, and I E [Y&]. The family 7 covers B in the sense 
of Vitali. Hence there exist disjoint intervals I,,..., I, in 7 such that 
] B\U y= I Ii ] < y/4. Set G _ I = 0 and take for B, the union of all rectangles of 
the form Ii X Ij, 1 < i, j < n. Then we have I B X B\(G- 1 U BJ < y/2. 
We construct the remaining G, and B, by induction. Thus suppose finite 
disjoint unions of dyadic rectangles, G, _ I and B,, have been constructed so 
that (2.13)-(2.15) hold. We shall construct G, and B,+ 1 so that 
(2.13) - (2.15) continue to hold. 
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Consider a typical rectangle a X /I in B,, where a and /I denote intervals 
in 3. The sets a n B and /3 n B are each covered in the sense of Vitali by 
intervals of 3. Thus we may cover (a x p) n (B x B), up to set having 
measure as small as desired, by a union of disjoint subrectangles of a x /3, 
each having, the form Z X J, Z, JE J’. Since there are only finitely many such 
a X/l in B,‘, there exists a finite collection of rectangles Ri, i = 1, 2,..., K, 
each having the form Z x J with Z, J E Y, such that 
I I B,\(j Ri < 2-(“+“y. i=l 
Put D = Uf=, Ri and consider a typical R,, say Ri = Z X J. For some 1 and k 
we have that Z is one of the intervals in [sT,(I,] comprising A,, and J one of 
the intervals in [Yn(k)] comprising A,. Fix j > max(Z, k) and let GIfXJ1 
denote the union of all subsquares E x F of Z X J such that E, FE [Xncj,] 
and 
f,(j,(t) > V/H, t E E, 
-ftt(j,(t) > q/f37 t E F. 
(2.17) 
Let Bl$” denote the rest of Z x J. Apply this procedure to each of the Ri 
(with possibly a different choice ofj in each case). Finally, put 
B nil = (j BIp:‘l 
i=l 
and 
G,= u Gy”UG,-,. 
i=l 
It is clear from (2.17) that (2.13) holds for G,. Also, we have 
IB xB\(G,UB,+A G IB xB\(Gn-I “BJI 
+ IB,\DJ < 5 2-’ y+ 2p(“+1~y 
( ) i=l 
by (2.16) and inductive hypothesis. Thus (2.15) holds. By (2.10) we have 
that ] B$fll I < (1 - S’) I R, ] for each i = l,..., K. Summing these inequalities 
over i yields 
lB,,+ll Q (1 - 6’) IDI < (1 -J*) IBnl Q (1 - J*Y+’ Pal, 
by inductive hypothesis. This gives (2.14) and the proof or Lemma 2.1 is 
complete. 
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Remarks concerning the case a = 1. The proof of Theorem 1.1 in the 
case a = 1 must be organized differently. Let C be a closed, convex, 
bounded, and symmetric subset of L i [0, l] which is not compact. As before 
we may choose functions I+V~ E C satisfying 1 w,, - vv, 1, > 4s for n > m > 1 
and some E > 0. There are now two cases. 
Case I. {w,} is not uniformly integrable. 
Case II. {I,v,,} is uniformly integrable. 
The argument in Case I is very similar to the argument in Case I of 
Section 2. (The functions ly, in Section 2 could have been used in place of 
thef,-the martingale property was only needed in Case II.) 
In Case II we may assume without loss of generality that the signed 
measures having the vn as density functions converge weakly to some signed 
measure. The uniform integrability assumption implies that the limit measure 
has a density function v/, and hence v is the limit of the v/~ in the weak 
topology of L I. The construction of the functions f, then proceeds as before. 
Recall the following fact concerning the uniformly integrable sequencef,: 
There exists a positive, nondecreasing, strictly convex function Y on iR+ 
satisfying 
lim yu(x> -= 03 
x+co x 
and (2.18) 
sup cl Uf”l) < 03. 
n '0 
The boundedness condition (2.18) replaces the boundedness of If, lu for some 
a > 1 in the rest of the argument. 
Proof of Theorem 1.2. Let {pi} be a countable dense subset of the unit 
ball of L”‘. Stable-boundedness of the ellipsoid corresponding to f is 
equivalent o 
l sup 
I! 1 
lf(t,S)pn(S)dSd‘q < a3. 
n 0 0 
By Lemma 5.4 and the proof of Proposition A.2 of [S] this is equivalent o 
the condition 
sup n lla = < co. 
This is equivalent o condition (1.2) by Theorem 6.2 of [9]. 
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3. EXAMPLES 
The purpose of this section is to give two examples which illuminate the 
content of Theorem 1.1. The first shows that the conclusion of Theorem 1.1 
fails in the cases 0 < a < 1. 
EXAMPLE 3.1. Let 0 < a < 1 and let C be the closed symmetric convex 
hull in L"[O, 1 ] of the Rademacher sequence rn. Then C is not compact, for 
]r, - r,/z = 2a-1 when n # m. Any functionf E C satisfies If] < 1 a.e. Thus 
since X, has paths of bounded variation. 
The second example shows that the converse of Theorem 1.1 is false. 
EXAMPLE 3.2. Let 1 < a < 2, let f, E La have disjoint supports, and let 
X, be the symmetric stable process of index a. The stable variables 
X, = Iif, dX, are then independent and it is easy to show that 
P(sup]X,J=oo)=lo 5 if”]:=oo. 
n n=l 
Indeed, for any integer n and k > 0 
p(lT:i”,” lxil > A)= 1 - fi { 1 -P(IXi) > A)}. , i=l 
The divergence to zero of the product is equivalent o the divergence of the 
series C P(]X,] > A), which in turn is equivalent to the divergence of the 
series in (3.1) by the form of the tail of the stable distribution. 
If we let C denote the closed symmetric convex hull of the f,, then the 
condition if,], = o( 1) is sufficient for compactness of C. The choice 
If,], = n-l’” gives a set C which is compact but not stable-bounded. 
Note added in proof. (1) G. Pisier has pointed out that, in the cases 1 < a < 2, our 
Theorem 1.1 follows from Theorem 2.6 of his paper with M. B. Marcus. Their proof is based 
on Sudakov’s inequality from the Gaussian case, and it provides some quantitative infor- 
mation on the size of the set C. 
(2) Our Lemma 2.1 may also be deduced from some recent work of M. Talagrand (Pettis 
integral and measure theory, Mem. Amer. Math. Sot. 51 (1984), Number 307.) 
(3) The construction of the stable stochastic integral via (1.1) above is often attributed to 
Schilder; however, the result is due to Urbanik and Woyczinski (Bull. Acad. Polon. SC!. 15 
(1967) 161-169.) 
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