Metric logical categories and conceptual completeness for first order
  continuous logic by Albert, Jean-Martin & Hart, Bradd
ar
X
iv
:1
60
7.
03
06
8v
1 
 [m
ath
.L
O]
  1
1 J
ul 
20
16
METRIC LOGICAL CATEGORIES AND CONCEPTUAL
COMPLETENESS FOR FIRST ORDER CONTINUOUS LOGIC
JEAN-MARTIN ALBERT AND BRADD HART
ABSTRACT. We begin the study of categorical logic for continuous model
theory. In particular, we
(1) introduce the notions of metric logical categories and functors as
categorical equivalents of a metric theory and interpretations,
(2) prove a continuous version of conceptual completeness showing
that T eq is the maximal conservative expansion of T , and
(3) define the concept of a metric pre-topos.
1. INTRODUCTION
In their seminal work on first order categorical logic [17], Makkai and
Reyes established several crucial results necessary for viewing logic in a
categorical framework. First of all, they describe which properties a cat-
egory should have in order to be able to carry out the usual definition of
structure and satisfaction. Consider a first-order language L which, for
simplicity, only contains unary function and predicate symbols. The classi-
cal interpretation of L assigns a set M (S) to every sort of L , a function
M (f) : M (S)→ M (S′) to every function symbol f : S→ S′, and a subset
M (R) ⊆ M (S) to every predicate symbol R on S. A term, which corre-
sponds to the composite of finitely many function symbols, is interpreted
by M (f1 ◦ · · · ◦ fn) = M (f1) ◦ · · · ◦M (fn), which shows that M behaves
like a functor from a category generated by L to the category of sets. On
the other hand, when an atomic formula ϕ(x) is intepreted, it gives rise to
a subset M (ϕ(x)) ⊆ M (S1)×·· ·×M (Sn), and M (ϕ(x)) is expressible
categorically as a limit in Set. This suggests that if a category C is suffi-
ciently closed under limits, then we can interpret any first-order language in
C. In [17], Makkaï and Reyes refer to these categories as logical categories.
To a logical category C, Makkaï and Reyes assign a first-order language
LC and first-order theory TC to capture all the categorical structure of C as
first-order statements. There is a canonical interpretation MC of (LC,TC)
into C which is universal among all interpretations of first-order languages
in C.
On the other hand, given a theory T in some language L , they showed
how to construct a category, Def(L ,T ), of definable sets, as well as a
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canonical interpretation M(L ,T ) : (L ,T ) → Def(L ,T ) which acts as a
generic model of T . The correspondence (L ,T ) 7→ Def(L ,T ) = C 7→
(LC,TC) satisfies the relationship
Mod(L ,T )∼= hom(Def(L ,T ),Set)∼= Mod(LC,TC)
an equivalence of categories where hom(Def(L ,T ),Set) represents the
class of all functors which preserve the logical structure.
An important step along the way is the identification of the role of T eq.
They show that T eq is the maximal conservative extension of T i.e. if T ′
is a conservative extension of T then T ′ is interpretable in T eq. This result
is known as conceptual completeness - imaginaries are viewed as concepts
associated to T and any other abstract concepts can be realized as concrete
imaginaries. They also link the concept of logical category to that of a pre-
topos, which was introduced by Grothendieck in [10]. Any logical category
can be completed to a pre-topos, and the process of completion mirrors
the construction of T eq quite closely. With this machinery they prove the
correspondence
Ceq ∼= Def(L eqC ,T
eq
C )
where C is a logical category, Ceq is the pre-topos completion of C, and
(LC,TC) is the first order language and theory associated to C. This estab-
lished an equivalence between pre-topoi and first-order theories with elimi-
nation of imaginaries.
Our goal is to prove similar results in the continuous setting. There are
several hurdles to overcome. First of all, the syntax for continuous logic
involves more data, in particular the moduli of continuity, and this must be
incorporated. We attack these problems in sections 2 through 6. We create
the notion of a metric logical category as a category with additional struc-
ture and define the notion of metric logical functor. These two notions are
meant to be the categorical equivalents of metric theories and structures.
The culmination of this work is Theorem 6.11. Second, a conceptual com-
pleteness theorem in the continuous setting must be proved, and is, as The-
orem 7.5. Third, we tie the notion of metric logical category and conceptual
completeness together by introducing the appropriate notion of a metric pre-
topos. For us these will be metric logical categories that are maximal with
respect to axiomatizable limits and co-limits. The main results regarding
metric pre-toposes and their connection with conceptual completeness are
Theorem 8.7 and Corollary 8.9.
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2. [0,1]-VALUED LANGUAGES AND STRUCTURES
In this paper we will use the standard continuous logic as described in [5]
and [6]. We introduce the logic somewhat slowly in order to highlight the
categorical approach.
[0,1]-valued Languages. We will first introduce a [0,1]-valued logic with-
out any metric symbols and introduce the metric only later. A continuous
language will consist of a set of sorts, a set of relation symbols, and a set of
function symbols. All functions and relations will be assumed to be finitary,
and we will think of 0-ary function symbols as constants. For every sort S
of L , we have an unlimited supply of variables of sort S, ranging over
symbols of the form x, y and z. The sort of a variable x will be considered a
property of x, and denoted S (x). If x= (xi : i∈ I) is an I-indexed sequence
of variables, then we define S (x) = (S (xi) : i ∈ K), where K is the largest
subset of I with the property that xk 6= xℓ whenever k, ℓ ∈ K.
Terms in [0,1]-valued logic are constructed as in first-order logic, and
consist of finite compositions of function symbols and variables of the ap-
propriate types. We write a term t as t(x) to indicate that the free variables
of t are among the variables listed in x, and the target sort of t(x) will be
denoted S (t(x)).
A (continuous) n-ary logical connective for n ∈ N is a formal symbol
u corresponding to a continuous function u : [0,1]n → [0,1]. An atomic
formula is an expression of the form ϕ = R(t1(x1), ..., tn(xn)), where R ⊆
S1×·· ·×Sn is a relation symbol, and S (ti(x)) = Si. If u is an n-ary con-
nective, and (ϕi : i < n) is a sequence of formulas then u(ϕi(x) : i < n) is
a formula. Finally, if ϕ(x,y) is a formula, where x is a finite tuple of vari-
ables, then ∀x[ϕ(x,y)] and ∃x[ϕ(x,y)] are formulas as well. To make con-
tinuous formulas easier to read, we use the shorthands ϕ∧ψ := max{ϕ,ψ}
and ϕ ∨ψ := min{ϕ,ψ}. Again, we write ϕ(x) to indicate that the free
variables of ϕ are among the variables listed in x. A sentence is a formula
with no free variables and a theory is a set of sentences.
[0,1]-valued Structures. A [0,1]-valued L -structure consists of an as-
signment of a set M (S) to every sort symbol of L , along with a function
M (f) : ∏M (Si)→ M (S) for every function symbol f : S1 × ·· ·× Sn →
S, and for every relation symbol R ⊆ S1 × ·· · × Sn, a function M (R) :
∏M (Si)→ [0,1].
Notation 2.1. Throughout this paper, we will be using the notation M :
L → Set to denote an L -structure.
If x is a variable, then we will write M (x) for the set M (S (x)), and if
x = (xi : i ∈ I) is an I-indexed tuple of variables, then we define M (x) =
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∏i∈I M (xi). Terms, atomic and quantifier-free formulas in continuous logic
are interpreted simply by composing the various interpretations of the sym-
bols in them. For quantified formulas, we define
M (∀yϕ(x,y))(x) = sup{M (ϕ(x,y)))(x,y) : y ∈M (y)}
and
M (∃yϕ(x,y))(x) = inf{M (ϕ(x,y)))(x,y) : y ∈M (y)}
Notation 2.2. The interpretation of the term t(x) and formulas ϕ(x) will
be denoted by M (t(x)) and M (ϕ(x)) respectively. From the definition,
we see that for every term t(x) of L , M (t(x)) is a function, M (x) →
M (S (t(x))), and for every formula ϕ(x) of L , M (ϕ) is a function M (x)→
[0,1].
Satisfaction. As is now traditional in continuous logic, we think of 0 as
nominally true. So if σ(x) is an L -formula, M is an L -structure, and
a is a tuple of elements of M from sorts matching S (x), then we write
M |= σ(a) if M (ϕ(x))(a) = 0.
We will write M |= σ(x) to mean M |= σ(a) for every a ∈ M ; notice
that this is equivalent to M |= supxσ(x).
The function x .− y :=max{x−y,0} is often useful for formally express-
ing formulas in our logic, we will adopt some shorthand notation to make
things more readable. For instance, M |= ϕ ≤ r will mean M |= ϕ .− r
and we make a similar convention for ≥.
If M ,N : L → Set are structures, then a map h : M →N is a collec-
tion {hS : S is a sort of L } of functions hS : M (S)→N (S)which preserve
the values of all function and relation symbols of L ; h is elementary if it
preserves the value of all formulas. The class of all structures M : L → Set
which are models of a theory T will be denoted Mod(L ,T ). We view
Mod(L ,T ) as a category whose morphisms are elementary maps.
Metric Theories and Metric Structures.
Definition 2.3. A formula ϕ(x,y), where x and y are tuples of variables of
the same length and sort, is a pseudo-metric for a theory T if
(1) T |= ϕ(x,x) = 0,
(2) T |= |ϕ(x,y)−ϕ(y,x)|= 0 , and
(3) T |= (ϕ(x,y)+ϕ(y,z))≥ ϕ(x,z).
Definition 2.4. A theory T in a language L is a metric theory if for every
sort S of L we associate a pseudo-metric dS(x,y) for the theory T , where
x and y are variables of sort S. Moreover, for every function symbol f, and
every relation symbol R we have:
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(1) For every ε > 0, there are δ1, ...,δn > 0 such that
T |= {dxi(xi,yi)< δi : 1 ≤ i ≤ n}⇒ dS(f(x), f(y))≤ ε.
(2) For every ε > 0, there are δ1, ...,δn > 0,
T |= {dxi(xi,yi)< δi : 1 ≤ i ≤ n}⇒ |R(x)−R(y)| ≤ ε.
Of course formally by the expressions above we mean
T |= max{{dxi(xi,yi)≥ δi : i ≤ n},dS(f(x), f(y))≤ ε}
and something similar for relations but the sequent notation is more read-
able.
Let T be a metric theory in a language L and M an L -structure satisfy-
ing T . Then for every S, M (S) is a pseudo-metric space with pseudo-metric
M (dS). Moreover, the interpretation of every function and relation symbol
in M is uniformly continuous with respect to the assigned metrics on the
domain and range of said symbols. If M (dS) is a complete metric on M (S)
for every S, then M will be called a model of T .
Suppose T is a metric theory. If x= x1x2 · · ·xn and y= y1 · · ·yn are two
sequences of variables such that S (xi) = S (yi) for every i, we define a
pseudo-metric D on S (x) as follows:
D(x,y) := max{dxi(xi,yi) : i ≤ n}.
We will write Dx or DS (x) to mean that we are talking about the pseudo-
metric on the tuple S (x). There are many possible choices of metrics on
S (x). However, any two definable pseudo-metrics yield the same continu-
ous functions.
Theorem 2.5. Suppose that T is a metric theory and M is a model of T . If
ϕ(x) is a formula of L , then M (ϕ(x)) is uniformly continuous with respect
to Dx, and if t(x) is a term of L , then M (t(x)) is uniformly continuous with
respect to Dx and DS (t).
Definition 2.6.
(1) By Met we will denote the category of metric spaces with metrics
bounded by 1 and with uniformly continuous maps as morphisms.
(2) A metric model of T will be denoted by an arrow M : (L ,T )→
Met, and the underlying structure will be denoted by an arrow M :
L → Set. The category of metric models M : (L ,T )→ Met will
be denoted Mod∗(L ,T ); note that the notion of elementary map
does not formally change but now must respect the specified metrics
on the sorts.
Theorem 2.7 ([5], Prop. 2.10)). Let (L ,T ) be a metric theory, and suppose
M : L → Set is a model of T . Then there is a model M ∗ : (L ,T ) →
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Met such that for every sentence σ in L , M |= σ if and only if M ∗ |=
σ . Furthermore, if h : M → N is an elementary map, then there is an
elementary map h∗ : M ∗→N ∗. This defines an pair of adjoints
Mod(L ,T )
(−)∗
,,
⊥ Mod∗(L ,T )
F
ll
where F : Mod∗(L ,T )→Mod(L ,T ) represents the forgetful functor.
3. CONTINUOUS SYNTACTIC CATEGORIES
We now give the definition of continuous syntactic categories. The ap-
proach we take to logical categories in the continuous context is somewhat
related to the concept of hyperdoctrine which is described for classical and
intuitionistic logic in [15] and [18]. We begin by describing a continuous
analogue of boolean algebras, which we will later use to interpret [0,1]-
valued formulas. For every n ∈ N, consider the set Un of all continuous
functions u : [0,1]n → [0,1]. We consider a language which has, for every
n, an n-ary function symbol u for every u ∈ Un. For us, the basic model
in this language is [0,1] itself with the natural interpretation of each u. A
continuous logical algebra is an algebra that satisfies the equational theory
in this language of the standard structure on [0,1]. The category of all con-
tinuous logical algebras together with homomorphisms between them will
be denoted CLA. We make a few observations and notational conventions
when working with continuous logical algebras.
First of all, there is a natural lattice structure on a continuous logical
algebra since among the functions in U2 one has min and max. This is part
of the equational theory of [0,1]. We will use the order notation to denote
the lattice ordering so x ≤ y means x = min(x,y) for instance. When n = 0,
all u∈U0 are just constants or names for the elements of [0,1]. The ordering
induced on these constants is exactly the same as in [0,1] and in fact, 0 is
the least element of our lattice and 1 is the maximal element. Since every
continuous logical algebra will interpret the constant ε for every ε ∈ [0,1],
we will say that a continuous logical algebra A is standard if whenever a∈A
and a ≤ ε for every ε > 0 then a = 0.
The most important use of the concept of continuous logical algebra is
the following. Suppose that M is a [0,1]-valued structure and S is a sort.
Consider L M (x)) to be the collection of all the [0,1]-valued interpreta-
tions of formulas ϕ(x) where x is a variable of sort S. Every continuous
connective u ∈ Un has a natural interpretation on this set via composition
and so it remains to see that this algebra is a continuous logical algebra.
Every M (ϕ(x)) ∈ L M (x)) is a function from M (S) to [0,1] and so can
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be thought of as an element of [0,1]M (S) which is a product of the continu-
ous logical algebra structure on [0,1]. It is easy to see then that L M (x)) is
a subalgebra of this product and hence a continuous logical algebra.
Quantification. In the 1960’s, F.W. Lawvere realized that quantification in
first-order logic can be understood in purely categorical terms using adjoint
functors. More specifically, if we denote by F(x) the set of all formulas in
a language L whose free variables are among those listed in the tuple x,
then F(x) is partially ordered by entailment, i.e. ϕ(x)≤ ψ(x) if and only if
ϕ(x) ⊢ψ(x). The inclusion map ι : F(x)→ F(xy), viewed as a functor, has
both a left and a right adjoint: ∃y ⊣ ι ⊣ ∀y. The adjunction properties mirror
the natural deduction rules for introducing and eliminating the quantifiers.
In the continuous case, we denote by L (x) the set of all formulas whose
free variables are among x. For any set of variables x, we have the continu-
ous logical algebra L M (x) = {M (ϕ(x)) : ϕ ∈L (x)} and we can consider
it a simple category with arrows given by the lattice ordering. Suppose that
ιM : L M (x)→ L M (xy) is the inclusion map and note that the continu-
ous quantifiers ∀My and ∃My define maps from L M (xy)→L M (x). Then
for every M , we get an adjunction ∀My ⊣ ιM ⊣ ∃My . Note how the left and
the right adjoints are reversed because of the convention that 0 is true. This
observation was made in [5] and justifies the definition of the quantifiers in
the continuous context.
Definition 3.1. A continuous syntactic category is a category C with all
finite products and a contravariant functor L : C → CLA. L satisfies the
following:
(1) If 1 is the empty product then L (1) is a standard continuous logical
algebra, and
(2) for every A,B ∈ C, and projection map pi : A×B → B, the map
L (pi) : L (B)→L (A×B)
is a continuous logical algebra embedding. Moreover, L (pi) has a
left adjoint ∀pi : L (A×B)→ L (B) which preserves the constants
and the order. That is, for every g ∈L (A×B) and h ∈L (B)
∀pi(g)≤ h iff g ≤L (pi)(h).
Remark 3.2. As a justification for calling the above map ∀pi an adjoint,
we think of a continuous logical algebra as a category with the algebras
elements as objects and a unique arrow between x and y iff x ≤ y. With this
identification, ∀pi is a functor which is a left adjoint to the functor L (pi).
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We note that we also have a right adjoint when pi is as above and ∀pi is
the left adjoint. Define ∃pi(g) := 1 .− ∀pi(1 .− g) and it is easy to show that
g ≤ ∃pi(h) iff Lpi(g)≤ h
An example is in order. Met can be considered a continuous syntactic
category. L (X) is the continuous logical algebra of uniformly continuous
functions from X to [0,1]; it is clear that all functions from a one point set
to [0,1] is isomorphic to [0,1] so we have L (1)∼= [0,1]. If pi : X ×Y → Y
in Met is the projection map onto Y then L (pi) is just composition by pi
and it is easily seen to be an continuous logical embedding. Define ∀pi(g)
for any g ∈L (X) by:
∀pi(g)(y) = sup{g(a) : pi(a) = y}
for all y ∈ Y . One checks that ∀pi(g)≤ h iff g ≤ h ◦pi which shows that ∀pi
is the left adjoint.
A continuous syntactic category has enough structure to interpret a con-
tinuous language. Let L be a continuous language, and C be a continuous
syntactic category. A C-structure M of type L , which we will denote by
M : L → C, consists of the following data:
(1) For every sort symbol S of L , an object M (S) of C;
(2) For every relation symbol R⊆ S1×·· ·×Sn, M (R) is an element of
L (M (S1)×·· ·×M (Sn)).
(3) For every function symbol f : S1×·· ·×Sn → S, M (f) is a morphism
M (S1)×·· ·×M (Sn)→M (S)
In order to simplify the notation, as before, if x is a finite tuple of vari-
ables, we write M (x) instead of ∏M (S (xi)).
Terms. We can provide interpretations for terms in L as follows:
(1) If x is a variable, then M (x)= IdM (S (S)) : M (S (x))→M (S (x)).
(2) If f(x1, ...,xn) is a function symbol of type S, and for every i, si is a
term of sort S (xi), then
M ( f (s1, ...,sn)) = M (f)(M (s1), ...,M (sn))
Atomic Formulas. If ϕ(x)=R(t1(x1), ..., tn(xn)), then by definition M (R)∈
L (y), and M (ti(xi)) : M (xi)→M (yi) for every i, so that we get the tuple
(M (t1(x1)), ...,M (tn(xn))) : ∏
i
M (xi)→M (y).
and so
L (M (t1(x1)), ...,M (tn(xn))) : L (M (y))→L (∏
i
M (xi))
we may therefore define
M (R(t1(x1), ..., tn(xn))) = L (M (t1(x1)), ...,M (tn(xn)))(M (R)).
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Connectives. Suppose that ϕi(x) is a formula for every i ≤ n and u is an n-
ary connective corresponding to the continuous function u : [0,1]n → [0,1].
We have that M (ϕi(x) ∈L (x) for every i and so we define
M (u(ϕi(x) : i ≤ n)) = u(M (ϕi(x)) : i ≤ n).
Notice that u on the right-hand side of this equation is the interpretation of
u in the continuous logical algebra L (x).
Quantifiers. Finally, if ϕ(x,y) is a formula, where x and y are disjoint finite
tuples of variables, consider the projection map pi := piy : M (xy)→M (y);
remember that M (xy) = M (x)×M (y). By definition M (ϕ(x,y)) is an
element of L (xy), and so we define
M (∀x(ϕ(x,y))) = ∀pi(M (ϕ(x,y)))
and for convenience
M (∃x(ϕ(x,y))) = ∃pi(M (ϕ(x,y)))
Truth and Satisfaction in Continuous Syntactic Categories. If C is a
continuous syntactic category, and M : L → C is a structure then for any
formula ϕ(x) we will write M |= ϕ(x) iff M (ϕ(x)) = 0 in L M (x). We
similarly adopt our notation regarding the use of inequalities and sequents
from earlier.
Definition 3.3.
(1) For an L -theory T , a C-model is a structure M : L → C with the
property that M |= ϕ whenever ϕ ∈ T . A model of T in C will be
denoted by an arrow M : (L ,T )→ C.
(2) If M and N are both models of T in C a collection
f = { fS : M (S)→N (S) : S is a sort in L }
is an elementary map from M to N if for every formula ϕ(x),
M (ϕ(x)) = L ( fS)(N (ϕ(x)))
where S is the sort of the variables x.
(3) The category of all C-models of T is denoted ModC(L ,T ) with
elementary maps as arrows.
If T is an L -theory, then for any formula ϕ(x), we write T |=C ϕ(x) to
mean that every structure M : L →C which satisfies T also satisfies ϕ(x).
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4. DEFINABILITY AND THE CATEGORY OF DEFINABLE SETS
For the remainder of this paper, we concentrate on metric languages and
theories, and fix such an (L ,T ). Definition 4.2 is very general, and says
that a set is definable if and only if it is possible to quantify over the el-
ements of that set. One of the main obstacles in porting the notions of
categorical logic to the continuous framework is that continuous logic lacks
the correspondence between definable sets and formulas. An important tool
for the remainder of this paper is Theorem 4.4, which establishes a syntactic
criterion for determining whether a set is definable.
Definable Sets and Definable Functions. Suppose that T is a metric the-
ory, I is a finite set, (Si : i ∈ I) is an I-indexed list of sorts of L and x is an
I-indexed sequence of variables S (xi) = Si for every i . Remember that if
ϕ(x) is a formula and M is a model of T then M (ϕ(x)) : ∏i∈I M (Si)→
[0,1]. We say that a sequence of formulas f = 〈ϕn(x : n ∈ N〉 is a T -
definable predicate if for every model of T , M : L →Met the sequence of
functions M (ϕn(x)) converges uniformly to a function M ( f ) : ∏i∈I M (Si)→
[0,1]. The fact that the sequence M (ϕn(x)) is uniform can easily be ex-
pressed by first-order statements. The interpretation of a formula is always
a definable predicate.
Definition 4.1. For a metric theory T and a T -definable predicate f ,
if M ( f ) : ∏i∈I M (Si)→ [0,1] then the zero-set of f is the set
ZM ( f ) = {x ∈∏
i∈I
M (Si) : f (x) = 0}.
Definition 4.2. For a metric theory T , suppose x and y are finite tuples of
variables and ψ(x) is a T -definable predicate. Then ψ(x) is a T -definable
set if and only if for every formula ϕ(x,y), there are L -formulas ∃ψ(x)=0[ϕ(x,y)]
and ∀ψ(x)=0[ϕ(x,y)] such that, in any model M : (L ,T )→ Met.
(1) M (∃ψ(x)=0[ϕ(x,y)]) = inf{ϕ(x,y) : x ∈ ZM (ψ(x))}
(2) M (∀ψ(x)=0[ϕ(x,y)]) = sup{ϕ(x,y) : x ∈ ZM (ψ(x))}
Lemma 4.3 (Proposition 9.19 in [6]). Let x be a finite tuple of variables.
A definable predicate A(x) is a T -definable set if and only if there is a T -
definable predicate ϕ(x) such that in every M ∈ Mod∗(L ,T ), we have
ϕ(x) = 0 for every x ∈ ZM (A(x)), and D(x,A)≤ ϕ(x) for every x ∈M (x).
Theorem 4.4 (Theorem 9.2, [6]). Let (L ,T ) be a metric language and
ϕ(x) a formula. Suppose
(1) T |= ∀x∃ymax{ϕ(y), |ϕ(x)−d(x,y)|} and
(2) T |= ∀x|ϕ(x)−∃y(ϕ(y)+d(x,y))|.
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Then for any model M of T , M (ϕ)(x¯) = d(x¯,D) where D = {x¯ ∈ M :
M (ϕ)(x¯) = 0}. In particular, ϕ(x) is a T -definable set.
Definition 4.5. From now on, when we write that ϕ(x) is a T -definable set,
we will mean that ϕ(x) satisfies the conditions of Theorem 4.4, and thus
defines the distance to its zero-set in any model.
Definition 4.6. Let A(x) and B(y) be T -definable sets. A T -definable func-
tion from A(x) to B(x) is a T -definable predicate α(x,y) such that ZM (α)
is the graph of a function from ZM (A) to ZM (B) for all models M |= T .
Theorem 4.7. Let α(x,y) be a definable function A(x) → B(y), and let
fα be the induced function on a model M of T . Then fα : ZM (A(x))→
ZM (B(y)) is uniformly continuous with respect to the metric Dx on M (x)
and Dy on M (y)
The Category of Definable Sets. We now come to the definition of the
central category of this paper: the category of definable sets of a metric
theory.
Definition 4.8. To a metric theory (L ,T ) we associate the category Def(L ,T )
defined as follows: the objects of Def(L ,T ) are formulas A(x) which
are T -definable. A morphism α : A(x)→ B(y) is an equivalence class of
the form [α(x,y)] where α(x,y) is a definable function A(x)→ B(y) and
α(x,y) ∼ β (x,y) if they define the same function from ZM (A) to ZM (B)
for all models M of T .
If α(x,y) and β (y,z) are definable functions then the composition of [α]
and [β ] is the equivalence class of the formula ∃y(α(x,y)∧β (y,z)). It is
straightforward to show that this definition of composition is well-defined.
5. THE INTERNAL LANGUAGE OF A CONTINUOUS SYNTACTIC
CATEGORY
Fix a continuous syntactic category C. We produce a language LC, a the-
ory TC, and a model MC : (LC,TC)→ C such that under suitable assump-
tions placed on C, (LC,TC) and MC are universal among those languages
interpretable in C.
Definition 5.1. The canonical language for a continuous syntactic category
C is the continuous language LC is defined as follows:
(1) A sort symbol SA for every object A ∈ C;
(2) A relation symbol Rϕ with domain SA for every ϕ ∈L (A).
(3) A function symbol fα : SA → SB for every morphism α : A → B in
C.
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The interpretation MC : LC →C assigns to every sort, relation and function
symbol the object it came from. We define the theory TC to be the set of
all sentences ϕ such that MC(ϕ) = 0. With this definition, MC is a model
(LC,TC)→ C.
One bit of sanity checking is the following:
Proposition 5.2. Suppose that C is a continuous syntactic category and
TC |= ϕ for some sentence ϕ in LC then ϕ ∈ TC.
Proof. This is essentially the soundness theorem for continuous logic as
worked out in [4]. We give a brief sketch of the proof. In [4], a proof system
is presented for continuous logic. For a theory T , T |= ϕ iff T ⊢ ϕ .− ε for
every ε > 0; the proof’s are carried out in the proof system that they present.
It suffices then to notice two things: first of all, all the axioms presented
in [4] are true in the model MC and the only proof rule, modus ponens,
preserves truth in MC. So if T |= ϕ it will follow that (ϕ .− ε) ∈ TC for
all ε > 0. The second thing to notice is that L (1) is a standard continuous
logical algebra. The statement that (ϕ .− ε) ∈ TC for all ε > 0 means that
in the continuous logical algebra L (1), ϕ evaluates to 0 and is hence in TC.
It is somewhat tedious to check all the axioms presented in [4]; we look
at them in batches. The first set are the axioms A1–A6 which govern the
propositional portion of the proof system. These are all equations which
hold in [0,1] viewed as a continuous logical algebra and hence are true
in MC. The axioms A10–A14 which govern the metric symbols are not
involved in the proof system for [0,1]-valued logic but see Proposition 6.6
after we introduce metric symbols in our language. This leaves us with the
axioms A7–A9 which govern the quantifiers; we check A7 and leave the
other two to the interested reader.
The axiom A7 from [4] is
(∀xψ .− ∀xϕ) .− ∀x(ψ .− ϕ)
Implicit in the notation is the possibility that ψ and ϕ are formulas in the
free variables x and y. So if Y is the object associated to the variables y, this
axiom should be true in the continuous logical algebra L (y). Rearranging
things in that algebra alone, we wish to prove that
∀xψ ≤ ∀x(ψ .− ϕ)+∀xϕ.
But if L (pi) : L (y)→L (xy) is the embedding to which ∀x is an adjoint
then we have θ ≤L (pi)◦∀xθ for any θ ∈L (xy) and this guarantees that
∀xmax{ψ,ϕ}= ∀x((ψ .− ϕ)+ϕ)≤ ∀x(ψ .− ϕ)+∀xϕ
and since ∀ is order preserving the result follows. 
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Definition 5.3. Let L and L ′ be continuous languages. An interpretation
I of L in L ′, which we write I : L →L ′ assigns
(1) to every sort symbol S of L , a sort I(S) of L ′
(2) to every function symbol f : ∏Si → S, a term I(f) : ∏ I(Si)→ I(S),
and
(3) to every relation symbolR with domain S1×·· ·×Sn in L a formula
I(R) with domain I(S1)×·· ·× I(Sn)
This is clearly not a general enough definition of interpretation since sorts
can only be interpreted as sorts. However, the definition simplifies the pre-
sentation and it is enough for this paper, since many of the languages we
will consider will have sort symbols corresponding to every definable set.
If I : L →L ′ is an interpretation, and σ(x) is a sentence, then I(σ(x)) is
the natural interpretation of σ via I.
Definition 5.4. Let (L ,T ) and (L ′,T ′) be continuous theories. An inter-
pretation of (L ,T ) in (L ′,T ′) is an interpretation I of L in L ′ such that
whenever σ is a sentence in L , we have that T |= σ only if T ′ |= I(σ). We
will denote an interpretation of (L ,T ) in (L ′,T ′) by an arrow I : (L ,T )→
(L ′,T ′).
If M : (L ′,T ′)→R is a model and I : (L ,T )→ (L ′,T ′) is an interpre-
tation then we may compose I with M and get a model M ◦I : (L ,T )→R.
This defines a functor I∗R : ModR(L ′,T ′)→ ModR(L ,T ), which we call
the forgetful functor associated to I.
Theorem 5.5 (The Universal Property of (LR,TR) with respect to R). Let
R be a continuous syntactic category, and let (LR,TR) be the canonical
language associated to R. Let MR : (LR,TR)→ R be the canonical inter-
pretation. Then for any theory (L ,T ), and any R-model M : (L ,T )→R,
there is an interpretation I : (L ,T ) → (LR,TR) such that the following
commutes:
(L ,T ) M //
I

R
(LR,TR)
MR
;;✇✇✇✇✇✇✇✇✇✇
Proof. By definition the arrow MR is a bijection between the sorts of LR,
and the objects of R. Define I by assigning to every sort symbol S of L
the sort M−10 (M (S)) of LR. If f is a function symbol of L , then M (f) is
a morphism of R, which corresponds to a function symbol of LR, and we
can define I(f) = M−1R (M (f)). If R has domain S1×·· ·×Sn is a relation
symbol of L , then M (R)∈LR(M (S1)×·· ·×M (Sn)), and we can define
I(R) = M−1R (M (R)). It it clear from this definition that M = MR ◦ I.
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Let σ be a sentence of L , and suppose T |= σ . Since M is a model of
T , by we have M |= σ , which implies that MR |=M (σ), the translation of
σ into R. By definition, M (σ) is an element of TR, so TR |= I(σ), showing
that I is indeed an interpretation. 
6. METRIC LOGICAL CATEGORIES
Definition 6.1. Let S ∈ C, and d ∈ L (S× S). We will call d a pseudo-
metric on S if and only if MC satisfies all the sentences listed in Definition
2.3.
Proposition 6.2. Let R be a continuous syntactic category, and let B ∈ R.
Suppose d is a pseudo-metric on B, and let t(x) and s(x) be two terms of
LR with values in B. If MR(t(x)) = M (s(x)), then MR |= d(t(x),s(x)).
Proof. Let f = M (t(x)) : M (x)→ B and g = M(s(x)) : M (x)→ B. By
definition, the interpretation of d(t(x),s(y)) as an element of L (S (x)×
S (x)) is given by L (F)(d), where F : S (x)×S (x) → B× B is the
unique morphism satisfying piB1 F = f piA1 and piB2 F = gpiA2 . Since d is a
pseudo-metric, R |= d(x,x) which by definition means that L (∆B)(d) = 0
for where ∆B : B → B×B is the diagonal embedding. By the definition
of F , and because of the assumption that f = g as morphisms in R, we
have F∆A = ∆B f = ∆Bg. The interpretation of d( f (x), f (x)) as an object
of L (A) is given by L (F∆A)(d) = L ( f )(L (∆B)(d). This shows that
R |= d(t(x),s(x)). 
Definition 6.3. If dA is a pseudo-metric on A, dB is a pseudo-metric on B
and α : A→ B is an arrow in C, then we say that α is uniformly continuous
with respect to dA and dB if and only if for every ε > 0, there exists δ > 0
such that
TC |= dA(x,y)< δ ⇒ dB(α(x),α(y))≤ ε.
If R ∈L (A), then we say that R is uniformly continuous with respect to dA
if and only if for every ε > 0, there exists δ > 0 such that
TC |= dA(x,y)< δ ⇒ |R(x)−R(y)| ≤ ε
Definition 6.4. A metric logical category is a pair (R,d), where R is a
syntactic category, and d is an assignment of a pseudo-metric dB ∈L (B×
B) to every object B ∈ R, such that
(1) for every A,B ∈ R, every morphism α : A → B is uniformly con-
tinuous with respect to dA and dB, and every element b ∈ L (B) is
uniformly continuous with respect to dB.
(2) for every A,B ∈ C, and α,β ∈ hom(A,B), if TR |= dA(fα , fβ ) then
α = β
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The metric symbol will be treated as a special symbol. This is not entirely
necessary but makes the presentation somewhat simpler. So when interpret-
ing a metric language L in a metric logical category, we will require that
for every sort S, the metric symbol dS be interpreted by the metric dM (S).
The congruence properties for d we are requiring of TC will then force the
interpretation of all function and relation symbols, as well as all terms and
formulas, to be uniformly continuous with respect to the chosen metrics.
Let’s see that Met is a metric logical category. If we assign to every
object X , its metric dX then by definition of the category, all morphisms
and all elements of L (X) are uniformly continuous. Now suppose that
α,β : X → Y are two uniformly continuous functions between two metric
spaces in Met, X and Y . If α 6= β then there is a∈ X such that α(a) 6= β (a).
Then dX(α(a),β (a)) 6= 0 and so dX(fα , fβ ) is not in TMet. This shows that
Met is a metric logical category.
The other important example of a metric logical category is Def(L ,T )
for a metric theory (L ,T ) By Lemma 1.10 in [3], Def(L ,T ) is closed un-
der the formation of all finite products. Now suppose we have a T -definable
set A(x); we wish to define the continuous logical algebra L (A(x)). For
two formulas ϕ(x) and ψ(x) we say ϕ ∼A ψ if T |= ∀A(x)=0|ϕ(x)−ψ(x)|.
Let L (A(x)) be the equivalence classes of ∼A. The definition of the con-
tinuous logical operations is almost tautological: if u : [0,1]n → [0,1] is a
continuous function and ϕ1(x), . . . ,ϕn(x) are formulas then
u([ϕ1], . . . , [ϕn]) = [u(ϕ1, . . . ,ϕn)]
where [ψ] is the ∼A-class of ψ . Notice that L (1) will simply be the T -
equivalence classes of sentences. If T |= ϕ ≤ ε for all ε > 0 then T |= ϕ .
This says that L (1) is a standard continuous logical algebra.
Now if α(x,y) is a definable function from A(x) to B(y) then we can de-
fine a natural map from L (B) to L (A) by composing with α . This yields
a contravariant functor from Def(L ,T ) to CLA. If A and B are two defin-
able sets, let pi : A×B→ B be the definable function which projects onto B.
L (pi), composition with pi is clearly a continuous logical embedding from
L (B) to L (A×B). Of course it has a left adjoint given by
∀pi(ϕ(x,y)) := ∀A(x)=0ϕ(x,y).
This shows that Def(L ,T ) is a continuous syntactic category. The uniform
continuity requirement follows from the fact that T knows that each formula
is uniformly continuous with respect to the metrics on each sort. Finally, if
α and β are two definable functions from A to B and T |= dA(α,β ) then α
and β are T -equivalent and hence equal in Def(L ,T ).
Definition 6.5. Let (L ,T ) be a metric theory. We define the canonical
interpretation M(L ,T ) : (L ,T ) → Def(L ,T ) as follows. To the sort S
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we assign the object [d(x,x)], where x is a variable of sort S. To the
function symbol f : S1 × ·· · × Sn → S we assign the functional formula
αf(x,y) = dy(f(x),y), and to the relation symbol R ⊆ S1×·· ·×Sn we as-
sign the formula R(x1, ...,xn) ∈L (x1x2 · · ·xn).
Proposition 6.6. Suppose that R is a metric logical category and TR |= ϕ
for some sentence ϕ . Then ϕ ∈ TR.
Proof. This is soundness for metric logical categories and is an analogue
of Proposition 5.2. We again rely on the proof system presented in [4]. As
in Proposition 5.2, one needs only check that the axioms and proof rules
presented in that paper preserve validity in our setting. The only axioms we
did not discuss in our earlier proof were axioms A10–14. One observes that
these are all equational axioms and they hold in the standard continuous
logical algebra [0,1]. Hence they hold in any continuous logical algebra
and we are done. 
Definition 6.7. A logical functor from a metric logical category (R,LR) to
another (S,LS) is a pair I and i such that
(1) I : R → S is a product preserving functor,
(2) i is a natural transformation between LR and LS ◦ I,
(3) for every A ∈ R, i induces a continuous logical algebra embedding
from LR(A) to LS(I(A)), and
(4) for every S ∈ R, iS(dRS ) = dSF (S).
We will denote by hom(R,S) the class of all logical functors from R to S.
The final condition here is again technically not necessary but is in line
with our assumption regarding interpretations of metric symbols.
Theorem 6.8 (The Universal Property of R with respect to (LR,TR)). Let
R and S be metric logical categories, and let (LR,TR) be the canonical
language associated to R. For any model M : (LR,TR) → S, there is a
logical functor I : R → S such that
(LR,TR)
MR //
M
$$❍
❍❍
❍❍
❍❍
❍❍
❍
R
I

S
is commutative.
Proof. By definition, MR defines a bijection between the sorts of (LR,TR)
and the objects of R. If A∈R, then we define I(A)=M (SA)=M (M−1R (A)).
If α : A → B is a morphism, then we have fα : SA → SB as a function sym-
bol in LR. Define I(α) = M (fα) = M (M−1R (α)). If ϕ ∈LR(A), then in
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LR we have the predicate symbol Rϕ , and we can define I(ϕ) =M (Rϕ) =
M (M−1R (ϕ)).
First we show that I thus defined is indeed a functor. Suppose α : A → B
and β : B→C are morphisms in R, and D is any other object. Consider βα .
We have β ◦α = βα and so we have
TR |= dA(fβα , fβ (fα)).
Since we are assuming that M is a model of TR, M satisfies dA(fβα , fβ (fα))=
0. This shows that in S, dI(A)(fI(β◦α), fI(β ) ◦ fI(α)) evaluates to 0 and since S
is a metric logical category, we have I(β ◦α) = I(β )◦ I(α) showing that I
is a functor.
We now need to define i. Suppose A ∈ R and ϕ ∈ L (A). Then Rϕ ∈
LR and we can define iA : L (A) → L (I(A)) by iA(ϕ) = M (Rϕ). We
need to see that this defines a continuous logical algebra embedding and
that it is natural between LR and LS ◦ I. Towards the first, suppose u :
[0,1]n → [0,1] is continuous, and b1, ...,bn ∈ L (A). Let b = fu(b1, ..,bn),
and consider the formula |Rb−u(Rb1 , ...,Rbn)|. Since b = fu(b1, ..,bn), this
formula is in TR and so M satisfies it in S. Unravelling this, this means that
M (Rb) = u(M (Rb1), . . . ,M (Rbn)) which shows that iA is a continuous
logical algebra homomorphism. That it is an embedding follows from the
fact that if M satisfies |Ra−Rb| then this must be true in TR and hence it
must be the case that a = b.
Now to show that i is natural, we need to suppose that f : A → B in R
and show that iA ◦L ( f ) = L (I( f )) ◦ iB. But this is known to the theory
for if b ∈L (B) then LR has an associated Rb. If a = f(b) then TR satisfies
|Rb(f)−Ra|. Since M is a model of TR in S we see that iA(a) = I(f)(iB(b))
which is the commutativity that we need. 
Corollary 6.9. Let C and D be metric logical categories. There is a one-
to-one correspondence between logical functors C→D and interpretations
(LC,TC)→ (LD,TD).
Proof. Suppose that I : C → D is a logical functor. We have the canonical
models MC and MD of the theories (LC,TC) and (LD,TD) respectively.
Then I ◦MC is a D-model of (LC,TC). By Theorem 5.5, this induces an
interpretation from (LC,TC)→ (LD,TD). On the other hand, if we have
an interpretation I from (LC,TC) → (LD,TD) then MD ◦ I is a D-model
of (LC,TC). By Theorem 6.8, this induces a logical functor from C → D.
These processes are clearly inverses of each other which is what we wished
to show. 
We now wish to consider the collection of metric logical functors be-
tween two metric logical categories as a category itself. Towards this end
we define
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Definition 6.10. Let F ,G : R → S be logical functors, and write F =
(F, iF ) and G = (G, iG ). A logical transformation h : F → G is a pair h =
(η,ε) where η : F→ G and ε : LG→ L F are a natural transformations
such that for every A ∈ R, the diagram
L (A)
iF ,A //
iG ,A %%❑❑
❑❑
❑❑
❑❑
❑❑
L (F(A))
L (G(A))
εA
OO
is commutative.
The category of metric logical functors between R and S with logical
transformations as morphisms will be denoted hom∗(R,S).
Theorem 6.11. Let C be a metric logical category. Then there is an equiv-
alence of categories
Mod∗(LC,TC)∼= hom(C,Met)
Proof. Let M ,N : (LC,TC)→Met be models, and suppose h : M →N
is an elementary map. Let A be an object in C, and let SA be the corre-
sponding sort in LC. From the definition of FM and FN , we have that
FM (A) = M (SA), and FN (A) = N (SA). Define ηA : FM (A)→ FN (A)
via ηA(x) = hSA(x).
Let α : A → B be a morphism in C, and let fα : SA → SB be the corre-
sponding function symbol in LC. Then by definition
ηBFM (α) = hSBM (fα) = N (fα)hSA = FN (α)ηA
the equality in the middle holds because h is elementary. For the defini-
tion of ε : L FN → L FM , suppose b ∈ L (FN (A)). By definition, b is
a function N (SA) → [0,1]. Since hSA : M (SA) → N (SB), we get that
bhSA : M (SA)→ [0,1]. We define εA(b) = bhSA .
If α : A → B is a morphism in C and consider the diagram
L (FN (A))
εA // L (FM (A))
L (FN (B))
εB //
L (FN (α))
OO
L (FM (B))
L (FM (α))
OO
By definition, L (FN (α))(b) = b◦FN (α), so that
εA(L (FN (α))(b)) = εA(b◦FN (α)) = b◦FN (α)◦hS
and L (FM (α))(g) = g◦FM (α), so that
L (FM (α))(εB(b)) = L (FM (α))(b◦hR) = b◦hR ◦FM (α)
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Since h is an elementary map, hR ◦FM (α) = FN (α)◦hS, which shows that
the diagram is commutative, and that ε is a natural transformation.
Finally, for every object A ∈ C, if ϕ ∈ L (A), then iM ,A(ϕ) = M (ϕ)
by definition, so that iM ,A(ϕ) = M (ϕ) = N (ϕ) ◦ hS = iN ,A(ϕ) ◦ h =
εA(iN ,A), which is the required property for ε . This completes the proof
that (η,ε) is a logical transformation. It is clear from the definition that this
definition commutes with composition.
Now let F,G : C→Met be logical functors, and consider the models MF
and MG. In what follows if S is a sort of LC, we write AS for the corre-
sponding object of C. Define h : MF →MG via hS(x) = ηAS(x). Since η is
a natural transformation, it is clear that hS commutes with all the function
symbols of LC.
It remains to show that h thus defined preserves the value of all formulas
of LC. Let ϕ(x) be a formula of LC. Then
N (ϕ(x))(h(x)) = N (ϕ(x))(hS1(x1), ...,hSn(xn))
= i(ϕ(x))(ηAS1 (x1), ...,ηASn(xn))
= εi(ϕ(x))(x1, ...,xn)

Corollary 6.12. Let R be a metric logical category, then for every statement
σ(x), we have R |= σ(x) if and only if M |= σ(x) for every metric logical
functor M : R → Met.
7. CONCEPTUAL COMPLETENESS: MODEL THEORY VERSION
Imaginaries in continuous logic. Before we give the proof of the concep-
tual completeness theorem, we need to remind the reader of the construction
of imaginaries in continuous logic. There are a couple extra wrinkles be-
yond the discrete first order case. Presentations of imaginaries in continuous
logic appear in [1], [6], [11] and [9].
Suppose that (L ,T ) is a metric theory. Then (L eq,T eq) is the smallest
expansion of (L ,T ) satisfying the following closure properties:
Example 7.1.
(1) Closure under countable products: If (Sn : n < ω) is a sequence
of sorts in L eq then there is a sort S in L eq with metric symbol dS
together with function symbols pin : S→ Sn. T eq contains, for all
n < ω , the sentences
∀x1∈S1 . . .∀xn∈Sn∃y∈S
n∧
i=1
di(pii(y),xi)
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where di is the metric on Si, and
∀x,y∈S|dS(x,y)−
n
∑
i=1
di(pii(x),pii(y))
2i
| .−
1
2n
(2) Closure under definable sets: If A(x1, ...,xn) is a definable set in
T eq then there is a sort SA in L eq with metric symbol dA, and func-
tion symbols fi : SA → S (xi) for 1 ≤ i ≤ n. T eq contains the sen-
tences
|A(x1, ...,xn)−∃ymax{d1(x1, f1(y)), ldots,dn(xn, fn(y))}|
where di is the metric symbol on Si, and
|dA(x,y)−d1(f1(x), f1(y))∧· · ·∧dn(fn(x), fn(y))|
(3) Closure under canonical parameters: If ϕ(x,y) is a formula in
L eq then there is a sort Sϕ in L eq with metric symbol dϕ and a
function symbol piϕ : S (y)→ Sϕ . T eq contains the following sen-
tences:
∀y,y′|dϕ(piϕ(y),piϕ(y′))−∀x(ϕ(x,y)−ϕ(x,y′))|
and
∀z∃y(dϕ(piϕ(y),z)
(4) Closure under finite unions: If ϕ1(x,y1), . . . ,ϕ(x,yn) are formu-
las in L eq then there is a sort S in L eq with metric symbol d, and
function symbols i j : Sϕ j → S in L eq. T eq contains the sentences
∀x∈S
n∨
j=1
∃yd(x, i j(y))
and for all 1 ≤ j,k ≤ n
∀y∀z|d(i j(y), ik(z))−∀x|ϕ j(x,y)−ϕk(x,z)||
A few comments are in order.
(1) Regarding closure under countable products, it follows from the two
axioms listed that the sort S is bijective with ∏nSn and that the
metric on S is induced by the metric ∑i di2i .(2) For closure under definable sets, the theory is expanded so that
quantification over a definable set is provided by quantification over
its own sort.
(3) For a formula ϕ(x,y), the function induced on S (x) by ϕ is cap-
tured by the image of y in the sort Sϕ which mimics the construction
of canonical parameters in the discrete case. We abuse notation by
writing ϕ(x,y) for y of sort Sϕ to mean ϕ(x,y) for any y such that
piϕ(y) = y.
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(4) It is convenient although not entirely necessary to consider finitely
many formulas all inducing functions on the same sort and to take
the union of the corresponding sets of canonical parameters. We
include the finite union of such canonical parameter sorts to cover
the most general situation. In practice this can usually be avoided.
For instance, suppose one has two sorts S1 and S2 as described in
4, i.e. functions from a single sort X to [0,1], and a single sort C
with exactly two elements designated 0 and 1. We can then form
C×S1×S2 together with the function on X , ϕ(i,a,b) defined by:
ϕ(0,a,b)(x) = a(x) and ϕ(1,a,b)(x) = b(x).
If we quotient by the kernel of ϕ , the resulting object is effectively
the union of S1 and S2. Of course this can be repeated for any finite
number of sorts as in 4 and so the closure under finite unions is
covered by the other three clauses whenever there is a sort with two
distinct constants.
It is reasonably clear that each of these closure properties provides a con-
servative expansion to the theory T and so we record the following
Theorem 7.2. If (L ,T ) is a metric theory then the forgetful function
F : Mod(L eq,T eq)→ Mod(L ,T )
is an equivalence of categories i.e. T eq is a conservative expansion of T .
Definition 7.3. Suppose (L ,T ) ⊆ (L ′,T ′) are metric theories and M ′ ∈
Mod(L ′,T ′). Let M be its L -reduct. We say that M is stably embedded
in M ′ if and only if for every ε > 0, and every L ′-formula ϕ(x,y), where
S (x) ∈ L and S (y) ∈ L ′, there is an L -formula ψ(x,z) such that for
every a ∈S (y) there is b ∈S (z)
M
′ |= ∀x|ϕ(x,a)−ψ(x,b)| ≤ ε.
The above definition can be transferred easily to the case where we have
an interpretation I : (L ,T )→ (L ′,T ′) by considering the image of (L ,T )
under I as a subset of L ′. In this case we will say that M is stably embed-
ded in M ′ via I.
Theorem 7.4. Let I : (L ,T )→ (L ′,T ′) be an interpretation, and consider
the corresponding forgetful functor F : Mod(L ′,T ′)→ Mod(L ,T ). If F
is full and faithful, then for every M ′ ∈ Mod(L ′,T ′), F(M ′) is stably
embedded in M ′ via I.
Proof. Fix a model M ′ ∈ Mod(L ′,T ′) and let M = F(M ′). Suppose
ψ(x,z) is a formula where x is a variable of sort S in L and z is a variable of
sort S′ in L ′. Fix c∈ S′(M ′) and define the set Σ(x,y,c;n,ψ) of statements
in L ′
M ′
where y is also of sort S as
22 JEAN-MARTIN ALBERT AND BRADD HART
(1) the elementary diagram of M ′ in L ′,
(2) for every LM -formula ϕ and k ∈ N, |ϕ(x)−ϕ(y)| ≤ 1/k, and
(3) |ψ(x,c)−ψ(y,c)| ≥ 1/n.
Suppose Σ(x,y,c;n,ψ) is consistent, and let N ′ |= Σ(a,b,c;n,ψ), with
a,b ∈ S(N ′). Let N = F(N ′). Note that there is an elementary embed-
ding g : M ′ → N ′. Since Σ(a,b,c;n,ψ) implies that a ≡M b, there is an
ultrafilter pair (I,U) and an embedding h : N →N U such that h(a)=∆(b)
and h|M = ∆M where ∆ is the diagonal embedding of N into N U . Since
F is full and faithful, there is a unique elementary map h′ : N ′ → N ′U
such that F(h′) = h and h′|N = ∆. Since h′(a) = ∆(b), we have ψ(a,c) =
ψ(b,c), which is impossible, since a,b realize Σ and |ψ(a,c)−ψ(b,c)| ≥
1/n. Therefore, Σ(x,y,c;n,ψ) is inconsistent for every n and every ψ .
By compactness, for every ε > 0, there is a number δ > 0 and a finite
subset ∆ε of L -formulas such that if
∧
ϕ∈∆
|ϕ(x)−ϕ(y)|< δ , then |ψ(x,c)−
ψ(y,c)|< ε . This says that ψ(x,c) defines a continuous function on the set
of types over the parameters in M in the variable x. From this we conclude
that ψ(x,c) is equivalent to a definable predicate in the language LM . 
Theorem 7.5 (Conceptual Completeness). Let I : (L ,T )→ (L ′,T ′) be an
interpretation, and suppose that the forgetful functor I∗ : Mod(L ′,T ′)→
Mod(L ,T ) is an equivalence of categories. Then there is an interpretation
J : (L ′,T ′)→ (L eq,T eq) such that JI is the inclusion (L ,T )⊆ (L eq,T eq)
Proof. The strategy of the proof will be to take any sort S in L ′ and show
that there is a T ′-definable injection f : S→ S∗ where S∗ is a sort in T eq.
Let’s see why this will be enough. The statement of conceptual complete-
ness is a generalization of the classical theorem which we state in its con-
tinuous form.
Theorem 7.6 (Beth’s Theorem for Continuous Logic). Suppose that (L ,T )
is a metric theory, T ⊆ T ′ and T ′ is a metric theory in a language L ′ with
no new sorts. Further suppose that the forgetful functor F : Mod(L ′,T ′)→
Mod(L ,T ) is an equivalence of categories. Then every L ′-formula is T ′-
equivalent to a definable predicate in L .
The image of f , X , will be a T ′-definable subset of S∗ and since T ′ is
a conservative extension of T , by Beth definability, X is also T -definable.
So since T eq has a sort representing X as a separate sort, say SX , we can
interpret S as SX . Let j := f−1 ◦ iX : SX → S be the map which definably
provides a bijection between these two sorts and where iX is the embedding
of SX into S∗. Once we have identified sorts in L ′ with sorts in T eq we still
need to interpret function and relation symbols. However this will come
automatically again from the Beth definability theorem. To see how let’s
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assume for simplicity that we have a unary relation R(x) where the sort of
x is S. Consider the L ′-formula R( j(y)) where y is a variable of sort SX .
Again, since T ′ is a conservative expansion of T , this formula is equivalent
to a T -definable predicate on SX . Handling the cases of higher arity and
function symbols requires some bookkeeping but is a similar proof. So it
will suffice to find the f mentioned above.
Toward this end, let S be a sort of L ′ and consider a formula ϕ(x,y),
where S (y) = S, and S (x) = I(S1)×·· ·× I(Sk), where each Si is a sort of
L . By compactness and stable embeddedness, there is, for every n, a finite
set Ψn(x,y1, ...,yℓ(n)) = {ψ1(x,y1), ...,ψℓ(n)(x,yℓ(n))} of L -formulas with
the property that
T ′ |=
ℓ(n)∨
i=1
∃yi
[
|ϕ(x,y)− I(ψi(x,yi))|
]
≤
1
2n
.
In L eq, let Si be the sort of canonical parameter of ψi(x,yi), and Un =⋃ℓ(n)
i=1 Si; let’s suppose that dn is the metric on Un. Define S∗ϕ := ∏n≥1Un,
and note that S∗ϕ is also a sort of L eq.
We need one small technical tool which is Lemma 3.7 from [5].
Lemma 7.7. There is a continuous function Flim : [0,1]ω → [0,1] such that
(1) if (an : n ∈ ω) is a sequence in [0,1]ω such that for all m, |an −
an+1| ≤ 2−m for all n ≥ m then Flim(an : n ∈ ω) = limn an, and
moreover
(2) if limn an = b and |b−an| ≤ 2−n then Flim(an : n ∈ ω) = b.
Consider the definable predicate ψ(a¯, x¯) := Flim(an(x¯)) where we think
of each element of Un as a function on S (x). The pseudo-metric which
captures the canonical parameters for ψ is
ρ(a,b) = ∀x(Flim(an(x) : n < ω)−Flim(bn(x) : n < ω)).
Let Ŝ∗ϕ = S∗ϕ/ρ which is a sort in T eq. The point of this construction is that if
we consider any model M of T ′ and c∈ S(M ) we can choose an ∈Un(M )
such that
M |= |an(x)−ϕ(x,c)| ≤ 2−n.
Of course the choice of an is not unique and so this does not define a func-
tion from S to S∗ϕ . However any two sequences obtained this way are ρ-
equivalent and hence this does define a function fϕ : S→ Ŝ∗ϕ with the prop-
erty that ϕ(x,c) = ϕ(x,c′) iff fϕ(c) = fϕ(c′).
Now consider Σn(c,c′) be the theory T ′ together with the following set
of formulas in the variables c and c′ both of sort S:
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(1) All statements of the form ∀x|ϕ(x,c)−ϕ(x,c′)| ≤ ε , where S (x)
is a sort of L , and ε > 0
(2) The statement d(c,c′)≥ 1/n
If Σn(c,c′) is consistent then let N be a model of Σn, M the reduct to L
and c,c′ ∈ S(N ) be witnesses for the two variables in Σn. By assumption,
the L ′-type of c over M is the same as that of c′. Now for any ultra-
filter U , let ∆ : N → N U be the diagonal embedding. By choosing a
suitable ultrafilter U , we can find an elementary map h : N → N U such
that h ↾M= ∆ ↾M and h(c′) = ∆(c). But we are assuming that I∗ is faithful
which would imply that h = ∆ contradicting that d(c,c′) ≥ 1/n. We con-
clude then that Σn(c,c′) is inconsistent for every n. This implies that there
is a countable set of L ′-formulas {ϕi(x,y) : i ∈ N} such that if
T ′ |= ϕi(x,c) = ϕi(x,c′)
for every i < ω , then c = c′. Now let S∗ = ∏i∈N Ŝ∗ϕi , which is also a sort
of L eq. The sequence f (c) = ( fϕi(c) : i < ω) is an element of S∗, and
f (c) = f (c′) implies that c = c′ by the previous argument. Therefore, f is
the desired definable map from S into S∗ and we are done. 
8. PRETOPOSES AND THE COMPLETION OF A METRIC LOGICAL
CATEGORY
The concept of a pre-topos is introduced in Exposé VI of [10]. A category
C is a pre-topos if all finite projective limits are representable in C, C has all
finite sums, and the sums are disjoint, equivalence relations in C are effec-
tive, and all epi-morphisms in C are effective universal. In [17], it is shown
that this is equivalent to saying that C is a logical category which is closed
under the formation of quotients by equivalence relations, and the formation
of finite disjoint sums. Furthermore, it is also shown that for every logical
category C, there is a pre-topos P(C) and a conservative logical functor
I : C →P(C) which is universal among all conservative expansions of C.
A direct corollary of the pre-topos completion in [17] is that a (boolean) pre-
topos, when viewed as a logical category (and thus as a first-order theory),
corresponds to a theory which eliminates imaginaries. The construction of
the pre-topos completion of C in the classical framework is parallel to the
construction of (L eq,T eq).
Grothendieck’s notion of pre-topos is much too strong for the needs of
continuous logic. In general, Def(L ,T ) is not closed under enough finite
left limits to be completed to a pre-topos. In this section we describe a
completion process for metric logical categories which produces what in
essence is the largest logical category in which R can be conservatively
embedded.
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In order to describe the allowable limits and co-limits that we consider,
we need some data. Fix the following:
(1) a metric logical category R with language and theory (LR,TR),
(2) a small category Λ and a diagram D : Λ→ R,
(3) an expansion of the language LR to a metric language LΛ which
includes a new sort S and for every object a in Λ, a function symbol
pia : S→ SD(a); in the case of co-limits, pia : SD(a) → S, and
(4) TD, a theory in the language LΛ containing TR.
With all of this data then, we say that (D,TD) is an axiomatizable cone (or
co-cone) if whenever M satisfies TD then (S(M ),{pia : a ∈ Obj(Λ)}) is a
cone (or co-cone) for ID where I : R→Met is the logical functor associated
to the TR-model M ↾LR . We say that such an M is a Σ-allowable cone (or
co-cone).
If (D,TD) is an axiomatizable cone (co-cone), we will call (D,TD) an
axiomatizable limit (co-limit) if
(1) there is a language L , containing LR and an L -theory T such that
the forgetful functor F : Mod(L ,T )→ Mod(LR,TR) is an equiva-
lence of categories and
(2) for any model M of T , (S(M ),{pia : a ∈ Obj(Λ)}) is a limit (co-
limit) cone for ID where I : R → Met is the logical functor associ-
ated to the TR-model F(M ) among all the Σ-allowable cones (co-
cones).
We say that T axiomatizes the limit or co-limit for the axiomatizable cone
(D,TD). Some examples are definitely in order.
Example 8.1. These examples correspond to each of the closure conditions
given in the previous section for the creation of T eq.
(1) Consider the case of the limit diagram for a countable product: the
category Λ is just a countable category with only the identity ar-
rows. If R is any metric logical category, D : Λ → R is essentially
just a choice of countably many objects from R. In this case, TD will
just be TR. If we have a Met-model of TR, that is a model of TR with
one additional sort and functions from that sort to countably many
metric spaces chosen by D, this will be a cone for D. The axioms
listed for closure under countable products (see 7.1 (1)) in the con-
struction of T eq represent the theory T asked for in the definition of
axiomatizable limit and so countable products represent an example
of axiomatizable limits.
(2) Now suppose that ϕ is a definable set for some sort Sa correspond-
ing to an object a in R, a metric logical category. Λ in this case is
just a single object category with the identity map and D will pick
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out the single sort a. There is a function symbol pia ∈LΛ from the
new sort S to Sa and the only addtional axiom in TD beyond TR is
the sentence ∀xϕ(pia(x)) which asserts that the range of pia is con-
tained in the zero set of ϕ . Any Met-model of TD will interpret pia
as a map whose image is contained in the zero-set of ϕ . Having a
separate sort for the zero-set of ϕ would axiomatize this limit and
that is exactly what the axioms given in 7.1 (2) do.
(3) Let us do an instance of an axiomatizable co-limit. The most impor-
tant one for us is the case of canonical parameters (7.1 (3)). As with
definable sets, Λ will just be the trivial one point category. Suppose
that D picks out an object a from a metric logical category R. The
language LΛ will have a new sort symbol S and a function symbol
pia : Sa → S. Fix a formula ϕ(x,y) from LR where y is a variable
from Sa, The only axiom beyone TR in TD is
d(pia(y),pia(y′))≤ ∀x|ϕ(x,y)−ϕ(x,y′)|.
Any Met-model M of TD will have a metric space S(M ) and map
M (pia) to the metric space Sa(M ). The axiom above will guarantee
that M (pia) factors through S(M )/∼where∼ is the pseudo-metric
defined by ∀x|ϕ(x,y)−ϕ(x,y′)| which guarantees that the sort for
the canonical parameters of ϕ realizes the axiomatizable co-limit.
(4) The case of finite unions (7.1(4)) is easy to handle and so we leave
it to the reader.
Definition 8.2. Suppose that R is a metric logical category.
(1) For an axiomatizable cone (or co-cone) (D,TD) we say that R has
an axiomatizable limit for (D,TD) if TR axiomatizes the limit (or co-
limit) for this cone (or co-cone). That is, there is a sort in LR and
the necessary connecting maps which acts as the necessary limit or
co-limit.
(2) A metric logical category R is called a metric pre-topos if it has all
axiomatizable limits and colimits.
Notice that it is immediate from the definition that Met is a metric pre-
topos.
Theorem 8.3. Let R and S be metric logical categories, and let I : R → S
be a logical functor. Then I preserves all axiomatizable limits and colimits
that exist in R.
Definition 8.4. Suppose that R is a metric logical category. We define
P(R) to be the metric logical category Def(L eqR ,T
eq
R ).
We record that
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Theorem 8.5. The forgetful functor I∗ : Mod(P(R)) → Mod(R) is an
equivalence of categories.
We can now restate Theorem 7.5 in the context of metric logical cate-
gories, and conclude that P(R) is the largest category that is a conservative
expansion of R.
Theorem 8.6. Let R be a metric logical category, and consider the category
P(R) and the logical functor I : R→P(R). If S is a logical category, and
J : R → S is a logical functor such that J∗ is an equivalence of categories,
then there is a conservative logical functor K : S→P(R) such that KJ = I.
The following theorem is an immediate consequence of the construction
of (L eq,T eq), and the definition of P(R) in the previous sections.
Theorem 8.7. For every metric logical category R, P(R) is a metric pre-
topos. Furthermore, the map I : R →P(R) is universal in the sense that if
T is any metric pre-topos, and J : R → T is a logical functor, then there is
a logical functor K : P(R)→ T such that KJ = I.
Theorem 8.8. Let T be a metric pre-topos, and let I : T → S be a logical
functor. If I∗ is an equivalence of categories, then so is I.
Proof. Given a logical functor I : T → S with the property that I∗ is an
equivalence of categories, then by Theorem 8.6, there is a logical functor
J : S→P(T). Since T is a pre-topos, there is an equivalence of categories
E : T → P(T), so that EJ : S → T. A straightforward calculation shows
that EJ is inverse to I, which implies I is an equivalence of categories. 
Corollary 8.9. Every small pretopos is of the form Def(L eq,T eq)
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