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A TRANSVERSAL FOR HOROCYCLE FLOW ON H(2)
GRACE WORK
Abstract. Using zippered rectangle coordinates we parametrize a Poincare´ section for horocycle
flow on the space of genus 2 translation surfaces with one singular cone point of angle 6pi. In
addition, we bound the return time under horocycle flow to this Poincare´ section by examining a
subset of surfaces where a certain sum of parameters is large.
1. Introduction
1.1. A transversal to horocycle flow on moduli space. Let H(α) be a stratum of the moduli
space of genus g translation surfaces, where a genus g translation surface is a pair (S, ω) where S
is a genus g Riemann surface and ω a holomorphic one-form. Here, α is an integer partition of
2g− 2 which gives the orders of the zeros of ω. A translation surface can be realized as a collection
of polygons in the plane with parallel sides identified by translations, and a zero of order k for ω
corresponds to a cone point of the flat metric induced by the polygons with angle 2π(k+1). There
is an SL(2,R) action on this stratum, and, if the stabilizer of a given surface under this action is
a lattice, we call the surface a lattice surface, or Veech surface; generically the stabilizer is trivial.
A saddle connection on a translation surface is a straight line trajectory, γ, connecting two, not
necessarily distinct, cone points, with no cone points in its interior. To each saddle connection we
can associate a holonomy vector vγ that records how far γ travels in the horizontal and the vertical
direction. The angles of holonomy vectors associated to saddle connections of length at most R
have been proven, by Veech in the lattice surface case [12] and by Vorobets for almost every surface
[13], to equidistribute (as R→∞) with respect to Lebesgue measure on the circle. If we consider
the set of holonomy vectors with slopes in between 0 and 1, and horizontal component at most R,
then these also equidistribute with respect to Lebesgue measure on (0, 1) as R → ∞, by work of
Athreya [1].
The finer statistic of the distribution of the gaps between consecutive elements in the sequence
of slopes of saddle connections has been studied in the case of lattice surfaces. First by Athreya
and Cheung who examined the case of the torus [4], then by Athreya, Chaika, and Lelie`vre in the
case of the double pentagon [3], and finally by the author and Uyanik in the case of the octagon
and general Veech surfaces [10]. These results follow a strategy of proof outlined by Athreya
involving translating the question of the gap distribution into a dynamical question of return times
of horocycle flow to a specific Poincare´ section, defined to be the set of all surfaces with a horizontal
saddle connection of length ≤ 1 [1]. Computing the distribution of the return time to this Poincare´
section yields the gap distribution for slopes. In joint work with Uyanik we describe this Poincare´
section for all lattice surfaces [10].
Athreya and Chaika showed for almost every surface, the angle gap distribution exists (and is
constant on this full measure set), and that it has support at zero [2]. Moreover, Athreya showed
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that the analagous statement for slope gap distributions holds by studying transversals to the
horocycle flow [1]. We show
Theorem 1.1. There is a Poincare´ section for horocycle flow on the moduli space H1(α), the space
of area one surfaces in H(α), parametrized by a union of n polytopes, where n is the cardinality of
the associated Rauzy class.
We will provide an explicit description of this Poincare´ section the case of H1(2) and give bounds
for the return time by considering a subset of these surfaces. These are the first results leading
towards an explicit computation for distribution of the gaps between slopes of holonomy vectors
associated to saddle connections the case of a generic surface.
1.2. Translation surfaces. We now review the necessary background on translation surfaces and
refer the reader to [7, 8, 9, 13] for a more detailed introduction. A translation surface is a pair
(S, ω) where S is a Riemann surface and ω is a holomorphic one-form. Equivalently, one can form
a translation surface by identifying parallel sides of a collection of polygons embedded in the plane
by translations.
Every translation surface has three pieces of associated topological data: the genus, the set
of zeros, and the multiplicity of its singularities. This data can be represented by a vector α =
(α1, . . . , αk) where αi is the order of the ith zero and corresponds to a point of total angle 2π(αi+1).
in addition, the αi satisfy the following equality
k∑
i=1
αi = 2g − 2
Two translation surfaces are distinct if they differ by a nontrivial rotation, that is (S, ω) and
(S, eiθω) are typically not equivalent if θ 6= 0. We denote by H(α) the stratum of translation
surfaces with topological data α and by H1(α) the set of translation surfaces in H(α) with area 1.
There is a natural SL(2,R) action on the stratum, given a matrix A ∈ SL(2,R) and a transla-
tion surface defined by the polygons {P1, . . . , Pk} we obtain a new translation surface defined by
{AP1, . . . , APk}. The stabilizer of a given translation surface, (S, ω), under this action is called the
Veech group, and is denoted by SL(S, ω). If this stabilizer is a lattice, that is if SL(2,R)/SL(S, ω)
has finite volume, the surface is called a lattice surface, or a Veech surface. Generically this stabi-
lizer is trivial. The regular octagon with parallel sides identified is an example of a lattice surface
in H(2) and its Veech group is isomorphic to △(4,∞,∞).
A straight line trajectory on these surfaces connecting two, not necessarily distinct, cone points
and containing no cone points in its interior, is called a saddle connection. To each saddle con-
nection, γ, we can associate a holonomy vector, vγ =
∫
γ
ω ∈ C. The set of holonomy vectors is a
discrete subset of R2
1.3. Gap distributions. Studying the distribution of the gaps between elements of an equidis-
tributed sequence provides a finer test for randomness. Were the sequence truly random we would
expect an exponential distribution, as is the case with independent, identically distributed, uniform
on [0, 1] random variables. One of the first uses of this test was in 1970, when R. R. Hall studied the
gap distribution for the Farey sequence [6]. Later Elkies and McMullen studied the distribution of
gaps in the sequence
√
n mod 1 using techniques from homogeneous dynamics, and dubbed these
non-exponential distributions “exotic” [5].
In 2013 Athreya and Cheung studied slopes of straight line trajectories on a square with parallel
sides identified, this question is equivalent to examining the Farey sequence. Their proof used the
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ergodic theory of the horocycle flow, where horocycle flow is defined to be the action of the matrix
hs =
[
1 0
−s 1
]
∈ SL(2,R).
They were able to obtain Hall’s distribution by computing the distribution of the return time of
horocycle flow to a specific Poincare´ section [4]. In 2014 Athreya, Chaika, and Lelie`vre applied
the same strategy to compute the distribution of gaps between slopes of saddle connections on the
golden L, a translation surface in H(2) with Veech group △(2, 5,∞) [3]. This led to considering
surfaces whose Veech group had more than one cusp. The first example of this type was the octagon,
a Veech surface in H(2) with Veech group△(4,∞,∞), computed by the author and Uyanik in 2015,
where it was also proven that the Poincare´ section for a general Veech surface whose Veech group
has n cusps can be parametrized by a union of n triangles and the gap distribution will be piecewise
real analytic [10].
Acknowledgements. We would like to thank Jayadev Athreya for proposing this problem, and
Alex Wright for suggesting zippered rectangle coordinates as a natural parametrization for the
transversal, as well as Vincent Delecroix, Samuel Lelie`vre, and Ronen Mukamel for useful discus-
sions and help with code, and MSRI for its hospitality during the Spring 2015 semester.
2. Constructing the Poincare´ Section
A key step in the computation of the gap distribution using the ergodicity of the horocycle flow is
to the find a good parametrization of the Poincare´ section, that is, the set of surfaces in H1(α) with
a short, length ≤ 1, horizontal saddle connection. To do this we must first construct coordinates
on this space.
2.1. Zippered rectangles. We begin by reviewing the zippered rectangle construction by Veech,
[11]. Every surface in H1(α) has a zippered rectangle representation by constructing a suspension
over an interval exchange transformation (IET), built by finding the first return map of vertical
flow to a given transversal, in our case the longest horizontal saddle connection of length ≤ 1. We
show a construction in Figure 2.1, for a surface S ∈ H1(2), here the transversal was chosen to be the
saddle connection from a0 to a4. Associated to each zippered rectangle is a vector λ, indicating the
lengths of the intervals, and a permutation π corresponding to the interval exchange transformation.
In addition there are the vectors h, the heights of the rectangles, and a, the altitudes of the cone
points. In order for the zippered rectangle to be valid the vectors a and h must satisfy the following:
[12]
hi − ai = hσ(i)+1 − aσ(i) (0 ≤ i ≤ m)(1)
hi, ai ≥ 0 (1 ≤ i ≤ m)(2)
hm ≥ am ≥ −hπ−1m(3)
hπ−1m+1 ≥ aπ−1m(4)
min(hi, hi+1) ≥ ai (0 < i < m, i 6= π−1m)(5)
where m is the number of rectangles and
σ(j) =


π−1(1) − 1 j = 0
m j = π−1(m)
π−1(π(j) + 1)− 1 otherwise
.
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a0
h1
a1
h2
a2
h3
a3
h4
a4
λ1
λ2 λ3
λ4
Figure 1. Constructing a zippered rectangle with permutation π = (3142) and
coordinates a = (a0, a1, a2, a3, a4), h = (h1, h2, h3, h4), and λ = (λ1, λ2, λ3, λ4), from
a polygon representation of a surface.
The genus and number of singularities of a translation surface depend only on the Rauzy class of
the permutation, thus there are only n possibilities for the permutation π, where n is the cardinality
of the associated Rauzy class. For example, in the stratum H1(2), there are 7 possibilities for π,
those in the Rauzy class of (4321).
2.2. Constructing coordinates. Consider a translation surface S in H1(α), α = (α1, . . . , αk). If,
as in our case, we choose the transversal, X, to be a horizontal saddle connection, then the IET
T : X → X induced by the first return of the vertical flow on S to X has the minimal possible
number,m = 2g+k−1, of subintervals under exchange. Since the endpoints ofX coincide with cone
points, an interior point x ∈ X will be a point of of discontinuity for T only if it intersects a cone
point in forward time under the vertical trajectory before returning to X. For a cone point having
angle 2π(αi + 1), there are αi + 1 vertical trajectories that will meet it, and thus these correspond
to αi+1 points of discontinuities on X. We will have
∑k
i=1(αi+1) points of discontinuity on X and
therefore m =
∑n
i=1(αi + 1) + 1 subintervals. Using the Gauss-Bonnet formula,
∑n
i=1 αi = 2g − 2
we get that m = 2g + n − 1 [13]. Thus, for M ∈ H1(2) and X a horizontal saddle connection of
length ≤ 1, we have that X has m = 2 · 2 + 1− 1 = 4 subintervals under the exchange.
The coordinates from Zorich [12] give (a, h, λ) where a ∈ Rm+1 and h, λ ∈ Rm. Let d =
dimRH(α) = 2m. Since we are working in the space H1(α) and have restricted X to be a horizontal
saddle connection, we should be able to find d− 2 independent coordinates. The coordinates h and
a satisfy (1) – (5) for 0 ≤ i ≤ m, and we use the dummy components h0 = hm+1 = a0 = 0. We are
thus able to rewrite each element in h in terms of a.
Restricting to area one surfaces also gives the equation∑
λihi = 1
and requiring the surface to have a horizontal saddle connection of length < 1, gives the equality
am = 0 and the inequality ∑
λi < 1
This leaves d− 2 coordinates: (a2, . . . , am−1;λ).
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Example 2.1. Let π = (4321). Then σ(j) = j + 3 mod 5 and we get the following equalities:
h0 − a0 = h4 − a3 = 0 =⇒ h4 = a3
h1 − a1 = h5 − a4 = 0 =⇒ h1 = a1
h2 − a2 = h1 − a0 = h1 =⇒ h2 = a1 + a2
h3 − a3 = h2 − a1 =⇒ h3 = a3 + a2
h4 − a4 = h3 − a2 = h4
Now we have that
∑m
i=1 hiλi = 1 so we can write
h1 =
1−∑mi=2 hiλi
λ1
Substituting in the ai’s using the above equalities and solving for a1, gives
a1 =
1− a2λ2 − (a3 + a2)λ3 − a3λ4
λ1 + λ2
Theorem 1.1. The Poincare´ section for horocycle flow on the moduli space H1(α) can be parametrized
by a union of n polytopes, where n is the cardinality of the associated Rauzy class.
Proof. Let M ∈ H1(α) have a horizontal saddle connection of length ≤ 1. If there is more than
one such saddle connection, we will choose the longest. Constructing the suspension over the IET
built by finding the first return map of vertical flow to a given transversal will produce a zippered
rectangle described by the given inequalities and with coordinates lying in one of the n polytopes
corresponding to the associated permutation π.
Let Z be an element in the Poincare´ section, since π is in the associated Rauzy class, it will
correspond to a translation surface, M ∈ H1(α). Since am = 0 and ai > 0 for i 6= m, the
transversal will be a saddle connection in M , and with the restriction
∑
i λi ≤ 1, it will have length
≤ 1.
The return time function is calculated by finding the saddle connection with horizontal compo-
nent ≤ 1 and smallest slope. The slope is a rational function in these coordinates, and thus so is
the return time function. 
Corollary 2.2. The Poincare´ section, Ω, for horocycle flow on H(2) is parametrized by a union of
7 polytopes described by linear inequalities in the coordinates (a2, a3;λ1, λ2, λ3, λ4) and the return
time function is piecewise rational in these coordinates.
In section 4 we give an explicit description of the polytopes and bounds.
3. Computing the Return Time Function
3.1. Bounding return times. We begin by fixing notation that will be used in the proof of
the bounds. Denote the cone points as x0, . . . , x4 where xi has height ai, and the rectangles by
R1, . . . , R4. In this way xi lies on the right-hand side of Ri, for i ∈ {1, 2, 3, 4} and on the left-
hand side of Ri+1 for i ∈ {0, 1, 2, 3}. A gluing identification Rj glued to Rσ(j)+1 will be denoted by
RjRσ(j)+1. We will denote saddle connections by (Ri1 , . . . , Rin) which indicates a saddle connection
starting at xi1−1 and ending at xin , and passing through the rectangles Ri1 , . . . , Rin .
To bound the return times, we assume
∑
λi +min(λi) > 1. We first observe the following
Note 3.1.
(1) (R1) will always be a saddle connection, since h1 ≥ a1, and thus its slope a1λ1 will be a
universal upper bound for the return time.
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(2) If ai = hi+1, there will be no saddle connections beginning at xi. In particular, there will be
no saddle connections beginning at xσ(0) due to the equality h0 − a0 = hσ(0)+1 − aσ(0).
(3) No saddle connections end at x4.
(4) If ai ≥ ai+1, a candidate vector will never start by passing to the adjacent rectangle.
(5) If ai < ai+1, a saddle connection beginning at xi and passing first through a gluing iden-
tification will never have smallest slope, since the vector connecting xi to xi+1 will always
exist and have smaller slope. In particular, a saddle connection beginning at x0 will never
start by passing through a gluing identification.
(6) If σ(i) = 4, all saddle connections must pass from Ri to Ri+1.
Lemma 3.2. If a saddle connection starts and ends at the same point, there will always be a saddle
connection with the same slope that starts and ends at different points.
Proof. Let γ be a saddle connection starting and ending at xi with positive slope. Then γ must
pass through a gluing identification RjRσ(j)+1. Let yj be the height at which it exits the left
side of rectangle Rj and yσ(j)+1 be the height at which it enters the right side of Rσ(j)+1. Then
yj − aj = yσ(j)+1 − aσ(j), subtracting this value from the height of every point on γ yields a saddle
connection γ′ with the same slope starting at xσ(j) and ending at xj. If γ passes through multiple
gluing identifications, RjiRσ(ji)+1, we pick the identification associated to mini{yji − aji}. The
saddle connection remains valid as it only cycles the sequence of rectangles. 
Example 3.3. Consider the following zippered rectangle picture where π = (3142) and γ is a
saddle connection connecting x1 to itself. γ passes through the gluing identification R3R1 and so
there is a new saddle connection γ′ with the same slope that starts at x0 and ends at x3.
x0
x1
x2
x3
x4
γ
γ′
Figure 2. The saddle connection γ′ with the same slope as γ but starting and
ending at different altitudes
Lemma 3.4.
(1) Consider two distinct saddle connections γ and γ′ with the same initial sequence (Ri1 , . . . , Rik , . . .).
If Rik+1 = Rik+1 in γ
′, while in γ it does not exist or is Rσ(ik)+1, then γ
′ has smaller slope.
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(2) Consider two distinct saddle connections γ and γ′ with the same terminal sequence (. . . , Rik , . . . , Rin).
If Rik−1 = Rσ−1(ik−1) or does not exist in γ
′ while in γ it does not exist or is Rik−1, then
γ′ has smaller slope.
Proof.
(1) Let ℓ =
∑k
j=1 λij be the horizontal distance traveled by both γ and γ
′ over the initial
sequence. Let y and y′ be the heights at which γ and γ′, respectively, intersect the left
boundary of Rik . Since Rik+1 = Rik+1 in γ
′, this implies that y′ < aik , on the other hand
y ≥ aik , since Rik+1 in γ either does not exist, implying γ terminates at xik , or is Rσ(ik)+1,
implying it must pass above aik . Thus
y′
ℓ
< y
ℓ
and so γ′ has smaller slope.
(2) In a similar manner, let ℓ =
∑n
j=k λij be the horizontal distance traveled by both γ and
γ′ over the terminal sequence. Let y and y′ be the heights at which γ and γ′, respectively,
intersect the right boundary of Rik . In γ
′, Rik−1 = Rσ−1(ik−1) or it does not exist, so we
have y′ ≥ aik−1, in γ, Rik−1 = Rik−1 or it does not exists, so we have y ≤ aik−1. We also
know y′ 6= y since γ and γ′ are distinct. Thus ai − y′ < ai − y and so γ′ again has smaller
slope.

Lemma 3.5. If
∑
λi +min(λi) > 1, then the saddle connection with smallest slope will not pass
through the top of a rectangle
Proof. A saddle connection cannot start at x0 and go through the top of Ri, 1 ≤ i ≤ 3, because if
it follows a valid path, this would imply (R1, . . . , Ri) exists and has smaller slope.
Claim. A saddle connection that passes the transversal cannot immediately terminate at any
xi, therefore once it passes through the transversal it must continue through the right side of R4
to Rσ(4)+1.
Proof of claim. No saddle connections end at x0 or x4. If the saddle connection terminates
at x1, (R1) always exist and has smaller slope. If the saddle connection terminates at x2, either
(R1, R2) exists and has smaller slope, if a1 ≥ a2, or (R2) exists and has smaller slope, if a1 < a2.
If the saddle connection terminates at x3, then either (R1, R2, R3) exists and has smaller slope, if
a1 ≥ a2 ≥ a3, or (R2, R3) exists and has smaller slope, if a1 < a2 ≥ a3, or (R3) exists and has
smaller slope, if a2 < a3.
The claim also implies that a saddle connection can never pass through the top of Rπ−1(1), in
this case it would have minimum length λ1 + λ2 + λ3 + λ4 + λσ(4), and is thus too long.
To complete the proof of the lemma we examine six cases based on the relationships between
the ai.
Case 1: (a1 < a2 < a3). The only possible permutations are π = (4321), (4132), (4213), and in all
of these cases no saddle connections can begin at xσ(0) = x3, by Note 3.1 (2). Thus we only need
to consider x1 and x2. No saddle connection can start at xi and pass through the top of Ri+1,
for i = 1, 2, since (Ri+1) exists and will have smaller slope. Since π
−1(1) = 4 for all the possible
permutations, no saddle connection can pass though the top of R4.
If the saddle connection starts at x1, it cannot pass through the top of R3 as (R3) exists and
has smaller slope. It cannot pass through the top of R1 as this would require a minimum length of
λ2 + λ3 + λ4 + λ1 + λσ(4) > 1. If the saddle connection starts at x2, it cannot pass through the top
of R1 or R2 as this would require a minimum length of λ3 + λ4 + λ1 + λ2 + λ3 > 1.
Case 2: (a1 ≥ a2 ≥ a3). Here the possible permutations are (2431) and (4321). If we consider the
surface that the zippered rectangles came from, we see that the horizontal saddle connection is in
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the middle separating the surface into two pieces with 3 vertices above the transversal, x1, x2, and
x3, and 3 vertices below. x
′
i, x
′
2, and x
′
3. Consider the 4 saddle connections from x0 to x1, x2, and
x3 and from x
′
1 and x
′
2 to x4, each of these exist since the ai are in decreasing order. Any saddle
connection that passes through the top of a rectangle will either be too long or have slope greater
than the slope of any of these 4 saddle connections.
Case 3: (a1 ≥ a3 > a2). A saddle connection cannot start at x2 and immediately pass through
the top of R3, since (R3) always exists and will have smaller slope.
Case 3.a: π = (4321). No saddle connection can pass through the top of R4. A saddle connection
starting at x2 cannot pass through the top of R1 or R2, as this would require a minimum length
of λ3 + λ4 + λ3 + λ2 + λ1. Since no saddle connections can begin at x3 in this permutation, it only
remains to check x1. A saddle connection cannot begin at x1 and pass trough the top of R1 or R2
as it will be beaten by the saddle connection (R1, R2). In addition, it cannot pass through the top
of R3 as this implies it would have had to enter R3 from R2 and thus (R3) will have smaller slope.
Case 3.b: π = (2431), (2413). No saddle connection can pass through the top of R2. With
both of these permutations no saddle connections can begin at x1. Thus it remains to check x2 and
x3. No saddle connection can start at x0 and pass through the top of R4 as this would require a
minimum length of at least λ1 + λ2 + λ3 + λ4 + λσ(4). A saddle connection cannot start at x2 and
pass through the top of R1 nor can it start at x3 and pass through the top of R4, R1, or (R3), as
(R3, R4, R1) always exists and has smaller slope.
Case 4: (a1 < a3 ≤ a2). No saddle connections can start at x1 and pass immediately through the
top of R2 as (R2) will always exist and have smaller slope.
Case 4.a: π = (4321), (4132). In these cases no saddle connection can pass through the top
of R4 nor start at x3. A saddle connection cannot start at x1 and pass through the top of R3
as (R2, R3) always exists and has smaller slope, nor can it pass through the top of R1, as either
(R2) will have smaller slope, in the case π = (4321), or it will be too long with minimum length
λ2 + λ3 + λ4 + λ1 + λ3 + λ2 > 1, in the case π = (4132). A saddle connection cannot start at x2
and pass immediately through (R3) as (R3, R2) always exists and will have smaller slope, nor can
it pass through the top of (R1) as it will have larger slope than (R3, R2), in the case π = (4321) or
be too long with minimum length λ3 + λ2 + λ3 + λ4 + λ1 in the case π = (4132).
Case 4.b: π = (3142). In this case, no saddle connection can pass through the top of R3 nor
start at x2. No saddle connection can start at x1 and pass through the top of R4 as (R4, R2)
will always exist and have smaller slope, nor can it pass through the top of R1 as this would re-
quire a minimum length of λ2 + λ3 + λ1 + λ4 + λ2 > 1. A saddle connection cannot start at x3
and pass through the top of either R4 or R2 as it will have larger slope than (R4, R2), nor can it
pass through the top of R1 as this would require a minimum length of λ4+λ2+λ3+λ1+λ4+λ2 > 1.
Case 5: (a2 ≤ a1 < a3). No saddle connection can start at x2 and pass through the top of R3 as
(R3) will always exist and have smaller slope.
Case 5.a: π = (4321), (4213). In these cases no saddle connection can pass through the top
of R4 nor start at x3. A saddle connection cannot start at x1 and pass through the top of R2 or
R1 as it will have larger slope than (R1, R2), in addition it cannot pass through the top of R3 as
this would require entering from R2 and thus (R3) will have smaller slope. A saddle connection
cannot start at x2 and pass through the top of R1 nor R2 as it will require a minimum length of
λ3 + λ4 + λ2 + λ1 + λ3 > 1.
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Case 5.b: π = (2431), (2413). In these cases no saddle connection can pass through the top
of R2 or start at x1. If π = (2431) then the saddle connection (R4, R3, R1) will always exist
and it will have smaller slope than any saddle connection starting at x2 and passing through the
top of R4 and R1 as well as any saddle connection starting at x3 and passing through the top of
R4, R1, and R3. The same is true in the case of π = (2413) with the saddle connection (R4, R3, R1).
Case 6: (a3 ≤ a1 < a2). No saddle connection can start at x1 and pass through the top of R2 as
(R2) will always exist and have smaller slope.
Case 6.a: π = (4321). In this case no saddle connection can pass through the top of R4 nor
start at x3. In addition we know that the saddle connection (R3, R2, R1) is always going to exist
and will beat any saddle connection starting at x1 and passing through the top of R3 or R1 and
any saddle connection starting at x2 and passing through the top of R3, R2, or R1.
Case 6.b: π = (3241). In this case no saddle connection can pass through the top of R3 nor
start at x2. Any saddle connection starting at x1 and passing through the top of R4 or R1 will
have minimum length λ2+λ3+λ1+λ4+λ2 > 1. Any saddle connection starting at x3 and passing
through the top of R2 or R4 will have larger slope than (R4, R2), and if it passes through the top
of R1 it will have minimum length λ4 + λ2 + λ3 + λ1 + λ4 + λ2 > 1.

3.2. Labeled graph construction. We can represent every possible saddle connection vector as
a path in a labeled tree, where all vertices but the root represent the rectangle, Ri, the vector
just passed through and the labels are pairs (ai − ai−1, λi). Branching occurs if we can either pass
through to a consecutive rectangle or through to a glued rectangle. The graph depends on the
permutation π and consists of at most 3 disjoint subgraphs corresponding to the possible starting
points.
Example 3.6. Given π = (4321) the labeled graph starting at x1 begins as follows:
x1 R2
R1 R2
R1
(a1 − a0 , λ1)
R3(a3 − a2
, λ3)
(a2 − a1, λ2)
(a
1 −
a
0 , λ
1 )
R3
R2
R1
(a1 − a0 , λ1)
R3(a3 − a2
, λ3)(a
2 − a
1 , λ
2)
R4 R3
(a3 − a2, λ3)
(a4
− a3
, λ4
)
(a3
−
a2
, λ3
)
(a2 − a1, λ2)
Note 3.7.
(1) If a vector enters R4 it must continue to Rσ(4)+1, by Note 3.1(3).
(2) A vector originating at x0 that passes through a gluing, RjRσ(j)+1, before first passing
through all rectangles consecutively will never have smallest slope, since the vector connect-
ing x0 to xj will always exist and have smaller slope. Thus the labeled graph starting at x0
will always begin as follows:
x0 R1 R2 R3 R4 Rσ(4)+1
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We can denote each path by the sequence of Ri it passes through. For example the path (R1, R2)
is the path originating at x0 and ending at x2 passing only through consecutive rectangles. In some
cases a path may have a repeated structure in which case we use the shorthand n× (Ri1 , . . . , Rik)
for a block of size k repeated n times. For example (R2, R3, R4, R1, R4, R1, R4, R1) = (R2, R3, 3 ×
(R4, R1)). Each path has an associated vector where the first coordinate is obtained by summing
over the first coordinates associated to its edges and the second coordinate is obtained similarly.
Definition 3.8. We call a path in the graph corresponding to xk valid if it satisfies the following
conditions
(1) It has first coordinate ≤ 1 and positive second coordinate
(2) It does not terminate at xk or x4.
(3) It does not cross itself. To ensure this we need to impose the following conditions
(a) If the saddle connection begins with (R2, R3, . . .), or contains (. . . , Rσ−1(1), R2, R3, . . .)
then it cannot end with (. . . , R1, R2) nor contain (. . . , R1, R2, Rσ(2)+1), if σ(2) + 1
exists.
(b) If the saddle connection begins with (R2, R3, R4, . . .) or contains (. . . , Rσ−1(1), R2, R3, R4, . . .)
then it cannot end with (. . . , R1, R2, R3) nor contain (. . . , R1, R2, R3, Rσ(3)+1, . . .), if
σ(3) + 1 exists.
(c) If the saddle connection begins with (R3, R4, . . .) or contains (. . . , Rσ−1(2), R3, R4, . . .)
it cannot end with (. . . , R2, R3).
(d) If a3 > a1 the saddle connection cannot wrap around R2, R3, that is (n × (R2, R3))
does not exist for any n > 1. Similarly, no saddle connection can wrap around R1, R2,
that is (n× (R1, R2)) does not exist for any n > 1.
A valid path will correspond to a saddle connection if it satisfies the existence conditions given
in Section 4.
3.3. Algorithm to bound the smallest slope.
(1) Create labeled graphs for all xi such that ai < hi+1. Recall that we will have ≤ 3 of these
graphs due to Note 3.1(2).
(2) Find all paths in the tree whose second coordinate is ≤ 1
(3) Eliminate any paths that start and end at the same xi, i.e. ending at Ri, and any paths
that end at x4, i.e. ending at R4, or whose first coordinate is ≤ 0.
(4) Find the slopes.
(5) Determine if the smallest slope belongs to a legitimate saddle connection, that is, check the
existence conditions given in Section 4.
(6) If the smallest slope does not correspond to a legitimate saddle connection, remove it from
the list.
(7) Repeat steps 5 & 6 until a valid saddle connection is obtained.
3.3.1. Bounding the number of paths.
Note 3.9. The length of any valid path in the tree is bounded by C = 1mini(λi) .
Proposition 3.10. The maximum number of paths for a given collection of 3 graphs will be bounded
above by the quantity
4 +
C−3∑
i=2
Fi + 2
(
C+1∑
i=2
Fi
)
where Fi is the ith Fibonacci number.
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Proof. Note that 4 and π−1(4) only have one option to pass to. Suppose that a given graph first
branches at level j ≥ 1, then in all subsequent levels there must be at least one 4 or π−1(4)
appearing. Consider the case where we have the minimum number of single branches appearing in
each level, which would give the maximum number of paths in our graph. The graph is self-similar
in structure and contains 3 copies of itself, 2 offset by 2 positions and 1 offset by 3 positions. Let
Fi be the number of vertices at level i in the graph, we then get the recursive relation
Fi = 2Fi−2 + Fi−3
which is equivalent to the recursive relation Fi = Fi−1 + Fi−2, for the Fibonacci numbers.
The number of paths in each graph, Nk associated to ak for k ∈ {0, 1, 2, 3}, is bounded by
(j − 1) +
C−(j−2)∑
i=2
Fi.
For all k 6= 0, we can use j = 1 to obtain the following bound:
Nk ≤
C+1∑
i=2
Fi.
By Note 3.7, when k = 0 will have j ≥ 5, so for all 3 graphs together we obtain a bound of
4 +
C−3∑
i=2
Fi + 2
(
C+1∑
i=2
Fi
)

Example 3.11. Let π = (4321) and C = 5. The graph corresponding to x1 is shown below
x1 R2
R1 R2
R1 R2
R3
R2
R4
R3
R2
R1 R2
R3
R2
R4
R4 R3
R2
R4
In this example, we branch at j = 1 and N1 ≤
∑6
i=2 Fi.
Since the set of valid paths is finite and non-empty, there will be a path whose corresponding
saddle connection has smallest slope, and the algorithm will terminate.
3.3.2. Examples. For these illustrative examples, area and lengths have not been normalized.
Example 3.12. Consider the zippered rectangles defined by the coordinates (1, 3; 2, 3, 1, 2) and
permutation π = (4321). For the purposes of this example the total area will be 28 and we will be
looking for all paths of length ≤ 8.
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(1) Determine the vectors a and h. From example 1, we know σ and the equalities, therefore
we have
a1 =
28− 1(3) − (3 + 1)(1) − 3(2)
2 + 3
=
15
5
= 3
and so,
h = (3, 4, 4, 3) and a = (3, 1, 3, 0)
(2) Since a3 = h3, there will be no saddle connections emanating from x3, so we need only
create the weighted graphs beginning at x0, x1, and x2. In addition, we have that a2 < a3
so we do not need to consider any saddle connections that begin with a gluing from x2, and
a1 ≥ a2, so we only need to consider saddle connections that begin with a gluing from x1.
x0:
x0 R1 R2 R3
(2, 1)(−2, 3)(3, 2)
x1:
x1 R2 R1 R2
(−2, 3)(3, 2)(−2, 3)
x2:
x2 R3 R4 R3
R2 R3
(2, 1)
(−2, 3)
R4 R3
(2, 1)
(−3,
2)
(2, 1)(−3, 2)(2, 1)
(3) Now we need to find all paths in the tree with positive first coordinate and second coordinate
≤ 8 that do not terminate at x4 or at the starting altitude.
x0: (R1) =
3
2 , (R1, R2) =
1
5 , (R1, R2, R3) =
3
6
x1: None
x2: (R2) =
2
1 , (R3, R4, R3) =
1
4 , (R3, R4, R3, R2, R3) =
1
8 , (R3, R2, R3) =
2
5
(4) The smallest slope is 18 so we need to check whether or not (R3, R4, R3, R2, R3) is a legiti-
mate saddle connection. We note that the saddle connection is not valid as it violates the
condition given in Def. 3.8.3.c. Next smallest is 15 belonging to the vector (R1, R2), since
a1 ≥ a2, this vector is a saddle connection connecting x0 to x2.
Figure 3. The saddle connection of smallest slope
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Example 3.13. Consider the zippered rectangles defined by the coordinates (6, 3; 1, 1, 1, 2) and
permutation π = (3142). For the purposes of this example, total area is 23 and we will be looking
for all possible saddle connections of length ≤ 5.
(1) In order to determine the vectors a and h, we must first find the permutation σ,
σ(0) = 2, σ(1) = 3, σ(2) = 4, σ(3) = 0, σ(4) = 1.
The equalities hi − ai = hσ(1)+1 − aσ(i) give the following
0 = h3 − 6 ⇒ h3 = 6
h1 − a1 = h4 − 3
h2 − 6 = 0 ⇒ h2 = 6
6− 3 = h1 ⇒ h1 = 3
h4 = 6− a1
Using the total area to solve for a1 yields
a1 = −23− 3(1) − 6(1) − 6(1) − 6(2)
2
= 2
Thus, a = (2, 6, 3, 0) and h = (3, 6, 6, 4).
(2) Since a2 = h3, there will be no saddle connections starting from x2. Also, we have that
a1 < a2, so we only need to consider vectors starting from x1 and passing to the next
consecutive rectangle.
x0:
x0 R1 R2 R3
(−3, 1)(4, 1)(2, 1)
x1:
x1 R2 R3
R1 R2 R3
(−3, 1)(4, 1)
(2, 1)
R4 R2
(4, 1)
(−3
, 2
)
(−3, 1)(4, 1)
x3:
x3 R4 R2 R3 R1
(2, 1)(−3, 1)(4, 1)(−3, 2)
(3) Now we need to find all paths in the tree with positive first coordinate and second coordinate
≤ 5 that do not terminate at x4 or at the starting altitude.
x0: (R1) =
2
1 , (R1, R2) =
6
2 , (R1, R2, R3) =
3
3
x1: (R2) =
4
1 , (R2, R3) =
1
2 , (R2, R3, R4, R2) =
2
5 , (R2, R3, R1, R2) =
7
4 , (R2, R3, R1, R2, R3) =
4
5
x3: (R4, R2) =
1
3
(4) The smallest slope is 13 , it is a legitimate saddle connection connecting x3 and x2.
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Figure 4. The saddle connection of smallest slope
4. Explicit Description of Poincare´ Sections and Return Time Functions
In this section we give the linear inequalities defining the Poincare´ section for each of the per-
mutations π and bound the return time function on these pieces. To bound the return time we
assume
∑
λi +min(λi) > 1 and let 1−
∑
λi = ǫ. We give a complete description for the first two
permutations and the rest follow a similar proof.
4.1. π = (3142).
4.1.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h2 = a2
• h3 = a2
• h1 = h3 − a3
• h4 = h2 − a1
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 < h1
• a2 > a1 + a3
• 0 < a3 < h4
4.1.2. The labeled graph. Since h3 = a2, no saddle connections can start at x2. Since π(2) = 4,
by Note 3.1(6), a valid saddle connection can only pass from R2 to R3. Thus there will be no
branching at any R2 vertex.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
A TRANSVERSAL FOR HOROCYCLE FLOW ON H(2) 15
x1 R2 R3
R1
R4 R2
(a2 − a1, λ2)
(−a
3 , λ
4)
R2 R3
R1 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)
(a
1 , λ
1)
R4
(−a
3
, λ4
)
(a3 − a2, λ3)
(a2
−
a1,
λ2)
(a
1 , λ
1 )
R4 R2 R3
R1
(a
1 , λ
1)
R4 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)
(−a
3
, λ4
)
(a3 − a2, λ3)(a2 − a1, λ2)
(−
a3
, λ
4
)
(a3 − a2, λ3)(a2 − a1, λ2)
Note that we can eliminate any branches that result in a second coordinate that has length
> 1 to obtain the reduced tree diagram
x1 R2 R3
R1 R2 R3 R1 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)(a3 − a2, λ3)(a2 − a1, λ2)
(a
1 , λ
1 )
R4 R2 R3 R4 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)
(−
a3
, λ4
)
(a3 − a2, λ3)(a2 − a1, λ2)
Further, note that if (R2, R3) exists it will have smaller slope than any longer path
following the gluing branch, by Lemma 3.4.1. Thus we can reduce the tree once again
x1 R2 R3 R4 R2 R3 R4 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)
x3:
x3 R4 R2 R3
R1
R4
(−a
3 , λ
4)
R2
(a2
−
a1
, λ2
)(a
1 , λ
1 )
R4 R2 R3 R4 R2 · · ·
(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)
(−
a3
, λ4
)
(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)
Again we can eliminate any paths that result in a second coordinate of length > 1 and
any paths that end at R1. This results in the reduced tree diagram
x3 R4 R2 R3 R4 R2 R3 R4 R2 · · ·
(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)
Now we consider all possible valid paths in this diagram.
(R1), (R1, R2), (R1, R2, R3), (R2), (R2, R3), (R4, R2),
(R2, R3, R4, R2), . . . , (R2, n× (R3, R4, R2)),
(R2, R3, R4, R2, R3), . . . , (R2, R3, n× (R4, R2, R3)),
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(R4, R2, R3, R4, R2), . . . , (R4, R2, n × (R3, R4, R2))
Where n is the maximum number of times the path can repeat before it becomes too long. In
each of the last 3 cases the longest valid path will have the smallest slope, let k be the number of
times the block is repeated in that path.
Note that (R4, R2) always exists, since its first coordinate a2 − a1 − a3 will always be positive.
This implies that neither (R2), (R1, R2), (R2, n× (R3, R4, R2)), nor (R4, R2, n× (R3, R4, R2)) will
have smallest slope, by Lemma 3.4.2. The remaining paths are shown in the table below with their
corresponding slopes and existence conditions.
Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a1 >
λ1(a2)
λ1 + λ2
, a2 >
(λ1 + λ2)a3
λ1 + λ2 + λ3
(R2, R3)
a3 − a1
λ2 + λ3
a3 > a1
(R2, R3, k × (R4, R2, R3)) a3 − (k + 1)a1
(k + 1)(λ2 + λ3) + kλ4
a3 > (k + 1)a1,
a1 +
(λ2 + λ3)(a3 − (k + 1)a1)
(k + 1)(λ2 + λ3) + kλ4
< a3,
(k + 1)(λ2 + λ3) + kλ4 ≤ 1
(R4, R2)
a2 − (a1 + a3)
λ2 + λ4
None
First assume a1 ≥ a3. In this case, since a2 > a1 and a2 > a3, (R1, R2, R3) will always exist and
thus, (R1) will never have smallest slope, by Lemma 3.4.1. (R1, R2, R3) has smallest slope if
a3
λ1 + λ2 + λ3
≤ a2 − (a1 + a3)
λ4 + λ2
otherwise (R4, R2) has smallest slope.
Now assume a1 < a3. In this case, (R2, R3) always exists. If (R2, R3, k × (R4, R2, R3)) exists, it
will beat (R2, R3). So assume it does not exist. If we also have that
a1
λ1
≤ a3 − a1
λ2 + λ3
then (R1) has smallest slope. If not, then (R2, R3) has smallest slope if
a3 − a1
λ2 + λ3
≤ a2 − (a1 + a3)
λ4 + λ2
otherwise (R4, R2) has smallest slope.
4.2. π = (3241).
4.2.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h1 = a1
• h3 = a2
• h4 = h1
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• h3 − a3 = h2 − a1
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a3 < a2 < a1 ≤ h2
4.2.2. Bounding the return times. Since h3 = a2, no saddle connections can start at x2, and since
π(1) = 4, a valid saddle connection can only pass from R1 to R2, thus there will be no branching
at any R1 vertex.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2 R4 R1 R2
R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)
(−a
3 , λ
4 )
R3
(a3
−
a2
, λ3
)
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)
Eliminating branches that result in second coordinates greater than 1 yields the following
reduced tree diagram
x1 R2 R4 R1 R2 R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)
x3:
x3 R4 R1 R2
R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)
(−a
3 , λ
4 )
R3
R2
(a
2 −
a
1 , λ
2 )
R4 R1
(a1, λ1)
(−
a3
, λ4
)
(a3
−
a2
, λ3
)
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)
Which results in the reduced tree diagram
x3 R4 R1 R2 R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)(a1, λ1)(−a3, λ4)
Here we see that the path (R4, R1, R2) will always be a valid path and will have smaller
slope than any longer path in this tree, therefore we can reduce it further to
x3 R4 R1 R2
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)
Now we consider all possible valid paths in the reduced diagram
(R1), (R1, R2), (R1, R2, R3), (R4, R1), (R4, R1, R2),
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(R2, R4, R1, R2), . . . , (R2, n× (R4, R1, R2))
In the last sequence the shortest valid path will have the smallest slope, let (R2, k × (R4, R1, R2))
be that path, where 1 ≤ k ≤ n.
Since (R1, R2, R3) always exits, neither (R1) nor (R1, R2) will have have smallest slope, by Lemma
3.4.1. Similarly, (R4, R1) will never have smallest slope since (R4, R1, R2) always exists and will
have smaller slope.
The remaining paths are shown in the table below with their corresponding slopes and existence
conditions
Saddle Connection Slope Existence Condition(s)
(R1, R2, R3)
a3
λ1 + λ2 + λ3
None
(R2, k × (R4, R1, R2)) (k + 1)a2 − ka3 − a1
kλ1 + (k + 1)λ2 + kλ4
(k + 1)a2 > a1 + ka3,
kλ1 + (k + 1)λ2 + kλ4 ≤ 1
(R4, R1, R2)
a2 − a3
λ1 + λ2 + λ3
None
If (R2, k × (R4, R1, R2)) exists it will have smallest slope if
(k + 1)a2 − ka3 − a1
kλ1 + (k + 1)λ2 + kλ4
<
a3
λ1 + λ2 + λ3
otherwise (R1, R2, R3) will have smallest slope. If it does not exist, then (R1, R2, R3) will have
smallest slope if
a3
λ1 + λ2 + λ3
≤ a2 − a3
λ1 + λ2 + λ3
otherwise (R4, R1, R2) will have smallest slope.
4.3. π = (4132).
4.3.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h4 = a3
• h2 = a2
• h4 = h1
• h1 − a1 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 < a2, a3
• a2 ≤ h3
• a3 ≤ h3
4.3.2. Bounding the return times. Since h4 = a3, no saddle connections can start from x3. In
addition, all ai must be distinct, otherwise our transversal will not be a saddle connection as it
will contain a singular point in its interior. The reduced tree diagram giving the candidate saddle
connections is shown below:
x0:
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x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)
x2:
x2 R3
R2 R3 R2 · · ·
(a2 − a1, λ2)(a3 − a2, λ3)
(a
2 − a
1 , λ
2 )
R4 R1 R3 · · ·
(a3 − a2, λ3)(a1, λ1)
(−a3
, λ4
)
(a3 − a2, λ3)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R2), (R3), (R2, R3),
(R3, R4, R1, R3), . . . , (R3, n× (R4, R1, R3)),
(R3, R2, R3), . . . , (R3, n× (R2, R3))
We need only consider (R3, k × (R4, R1, R2)) corresponding to the longest valid path in its
corresponding sequences, and (R3, k × (R2, R3) corresponding to the shortest valid path in its
sequence. In addition, since (R2) always exists, (R1, R2) will never have smallest slope, by Lemma
3.4.2.
Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a1 >
λ1(a2)
λ1 + λ2
, a2 >
(λ1 + λ2)a3
λ1 + λ2 + λ3
(R2)
a2 − a1
λ1
None
(R2, R3)
a3 − a1
λ2 + λ3
a2 >
λ2(a3 − a1)
λ2 + λ1
+ a1
(R3)
a3 − a2
λ3
a3 > a2
(R3, k × (R4, R1, R3)) ka1 + a3 − (k + 1)a2
kλ1 + (k + 1)λ3 + kλ4
a3 > a2 + k(a2 − a1)
kλ1 + (k + 1)λ3 + kλ4 ≤ 1
(R3, k × (R2, R3)) (k + 1)a3 − a2 − ka1
kλ2 + (k + 1)λ3
(k + 1)a3 − a2 − ka1 > 0
kλ2 + (k + 1)λ3 ≤ 1
First assume a3 ≤ a2. In this case (R2, R3) always exists and beats (R2) and (R1, R2, R3). Thus
the candidates for smallest slope are (R1), (R2, R3), and (R3, k × (R2, R3)).
Next assume a3 > a2. In this case (R3) always exist and beats (R1, R2, R3), (R2, R3), and (R3, k×
(R2, R3)). Thus the candidates for smallest slope are (R1), (R2), (R3), and (R3, k × (R4, R1, R3)).
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4.4. π = (2413).
4.4.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h2 = a1
• h3 = a3
• h4 = h1
• h1 − a1 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• a1 ≤ h1
• 0 < a2 < a1
• a2 ≤ a3
• a3 ≤ h1
4.4.2. Bounding the return times. Since h2 = a1, no saddle connections can start at x1. For the
transversal to be a saddle connection a1 6= a2.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x2:
x2 R3 R4 R1 R3 · · ·
(a3 − a2, λ3)(a1, λ1)(−a3, λ4)(a3 − a2, λ3)
x3:
x3 R4 R1
R2 R4 R1 · · ·
(a1, λ1)(−a3, λ3)
(a
2 − a
1 , λ
2 )
R3 R4 R1 · · ·
(a1, λ1)(−a3, λ4)
(a3
− a2
, λ3
)
(a1, λ1)(−a3, λ4)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R3), (R4, R1),
(R3, R4, R1), . . . , (n× (R3, R4, R1)),
(R3, R4, R1, R3), . . . , (R3, n× (R4, R1, R3)),
(R4, R1, R2, R4, R1), . . . , (R4, R1, n× (R2, R4, R1)),
(R4, R1, R3, R4, R1), . . . , (R4, R1, n × (R3, R4, R1))
Note that if (R3, R4, R1) does not exist, than neither do any of the other paths in the sequence,
and if it does exist it will have the smallest slope. We also only need to consider (R4, R1, k ×
(R3, R4, R1)) corresponding to the shortest valid path in its sequence and (R3, k× (R4, R1, R3) and
(R4, R1, k × (R2, R4, R1)) corresponding to the longest valid path in their respective sequences. In
addition, since (R1, R2) always exists, (R1) will never have smallest slope, and since (R3) always
exists (R1, R2, R3) will never have smallest slope.
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Saddle Connection Slope Existence Condition(s)
(R1, R2)
a2
λ1 + λ2
None
(R3)
a3 − a2
λ3
None
(R3, R4, R1)
a1 − a2
λ1 + λ2
a3 >
λ3(a1 − a2)
λ3 + λ4 + λ1
+ a1
(R3, k × (R4, R1, R3)) a3 + ka1 − (k + 1)a2
(k + 1)λ3 + k(λ1 + λ4)
a3 > a2 + k(a2 − a1)
(k + 1)λ3 + k(λ1 + λ4) ≤ 1
(R4, R1)
a1 − a3
λ1 + λ4
a1 > a3
(R4, R1, k × (R2, R4, R1)) a1 + ka2 − (k + 1)a3
(k + 1)(λ4 + λ1) + kλ2
a1 > a3 + k(a3 − a2)
a3+
(λ4 + λ4)(a1 + ka2 − (k + 1)a3)
(k + 1)(λ4 + λ1) + kλ2
< a1
(k + 1)(λ4 + λ1) + kλ2 ≤ 1
(R4, R1, k × (R3, R4, R1)) (k + 1)a1 − ka2 − a3
(k + 1)(λ4 + λ1) + kλ3
a3 < a1 + k(a1 − a2)
a3+
(λ4 + λ1)((k + 1)a1 − ka2 − a3)
(k + 1)(λ4 + λ1) + kλ3
< a1
(k + 1)(λ4 + λ1) + kλ3 ≤ 1
Assume a1 > a3, (R4, R1) always exists and it beats (R3, R4, R1) and (R4, R1, k × (R3, R4, R1)).
Thus the candidates for smallest slope are (R1, R2), (R3), (R3, k × (R4, R1, R3)), (R4, R1), and
(R4, R1, k × (R2, R4, R1)).
Next assume a1 ≤ a3. The candidates for smallest slope are (R1, R2), (R3), (R3, R4, R1), (R3, k×
(R4, R1, R3)), and (R4, R1, k × (R3, R4, R1)).
4.5. π = (2431).
4.5.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h2 = a1
• h1 = a1
• h1 = h3 − a3
• h4 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a2 < a1
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• 0 < a3 ≤ h4
4.5.2. Bounding the return times. Since a1 = h2, no saddle connections can start from x1.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x2:
x2 R3
R1 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)
(a1 , λ
1)
R4 R3
R1
(a1 , λ1)
R4 R3
R1
(a1 , λ1)
· · ·
(a3 − a2, λ3)
(−a3,
λ4)
(a3 − a2, λ3)
(−a3
, λ4
)
(a3 − a2, λ3)
x3:
x3 R4 R3 R1
(a1, λ1)(a3 − a2, λ3)(−a3, λ4)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R3), (R3, R1), (R4, R3, R1)
(R3, R4, R3), . . . , (R3, n× (R4, R3))
(R3, R4, R3, R1), . . . , (R3, n× (R4, R3), R1)
(R3, R1, R2, R3), . . . , (R3, n× (R1, R2, R3))
Since (R1, R2) always exists, (R1) will never have the smallest slope, and since (R4, R3, R1)
always exists, none of (R3, R4, R3, R1), . . . , (R3, n × (R4, R3), R1) nor (R3, R1) will have smallest
slope. In addition, we only need to consider (R3, k × (R4, R3)) corresponding to the longest valid
path in its sequence, and (R3, k × (R1, R2, R3)) corresponding to the shortest valid path in its
sequence.
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Saddle Connection Slope Existence Condition(s)
(R1, R2)
a2
λ1 + λ2
None
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a2 >
(λ1 + λ1)a3
λ1 + λ2 + λ3
(R3)
a3 − a2
λ3
a3 > a2
(R3, k × (R4, R3)) a3 − (k + 1)a2
(k + 1)λ3 + kλ4
a3 − (k + 1)a2 > 0,
(k + 1)λ3 + kλ4 ≤ 1
(R3, k × (R1, R2, R3)) (k + 1)a3 − a2
k(λ1 + λ2) + (k + 1)λ3
(λ1 + λ2 + λ3)((k + 1)a3 − a2)
k(λ1 + λ2) + (k + 1)λ3
< a2 < 2a3,
a3 < a2 +
λ3((k + 1)a3 − a2)
k(λ1 + λ2) + (k + 1)λ3
,
k(λ1 + λ2) + (k + 1)λ3 ≤ 1
(R4, R3, R1)
a1 − a2
λ1 + λ3 + λ4
None
First, assume a2 ≥ a3, in this case (R1, R2, R3) always exists and will beat (R1, R2). Thus
the candidates for smallest slope are (R1, R2, R3), (R3, k × (R1, R2, R3)) and (R4, R3, R1). Note
(R3, k × (R4, R3)) is not a valid option in this case since we begin by passing to the consecutive
rectangle.
Now assume a2 < a3, (R3) exists in this case which implies that neither (R1, R2, R3) nor (R3, k×
(R1, R2, R3)) will have smallest slope. Thus the possible candidates are (R3), (R1, R2), (R3, k ×
(R4, R3)), and (R4, R3, R1).
4.6. π = (4321).
4.6.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h1 = a1
• h4 = a3
• h1 = h2 − a2
• h4 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 ≤ h2
• 0 < a2 ≤ h2, h3
• 0 < a3 ≤ h3
4.6.2. Bounding the return times. Since h4 = a3, no saddle connections will begin at x3.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
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x1:
x1 R2
R1 R2
R1 R2 · · ·
(a2 − a1, λ2)
(a1 , λ1)
R3 R2 · · ·
(a2 − a1, λ2)
(a3
− a2, λ3
)
(a2 − a1, λ2)
(a
1 , λ
2 )
R3
R2 · · ·
(a
2 − a
1 , λ
2 )
R4 R3 · · ·
(a3 − a2, λ3)
(a1
, λ1
)
(a3
− a2
, λ3
)
(a2 − a1, λ4)
x2:
x2 R3 R4 R3 · · ·
(a3 − a2, λ3)(−a3, λ4)(a3 − a2, λ3)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R2), (R2, R3), (R3)
(R2, R3, R4, R3), . . . , (R2, R3, n × (R4, R3))
(R2, R3, R2), . . . , (R2, n× (R3, R2))
(R2, R1, R2, R3), . . . , (R2, R1, n × (R2, R3))
(R2, R1, R2), . . . , (R2, n× (R1, R2))
(R3, R4, R3), . . . , (R3, n× (R4, R3))
Note we only have to consider (R2, R3, k × (R4, R3)), (R2, k × (R3, R2)), (R2, R1, k × (R2, R3)),
and (R3, k × (R4, R3)) corresponding to the longest valid path in their corresponding sequences,
and (R2, k × (R1, R2)) corresponding to the shortest valid path in its sequence.
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Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2)
a2
λ1 + λ2
a1 >
λ1(a2)
λ1 + λ2
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a1 >
λ1(a2)
λ1 + λ2
, a2 >
(λ1 + λ2)a3
λ1 + λ2 + λ3
(R2)
a2 − a1
λ2
a2 > a1
(R2, R3)
a3 − a1
λ2 + λ3
a3 > a1, a2 >
λ2(a3 − a1)
λ2 + λ1
+ a1
(R2, R3, k × (R4, R3)) a3 − ka2 − a1
k(λ2 + λ4) + (k + 1)λ3
a3 > ka2 + a1,
a2 > a1 +
λ2(a3 − ka2 − a1)
k(λ2 + λ4) + (k + 1)λ3
,
k(λ2 + λ4) + (k + 1)λ3 ≤ 1
(R2, k × (R3, R2)) a2 + ka3 − (k + 1)a1
(k + 1)λ2 + kλ3
(k + 1)a1 < a2 + ka3,
a2 >
λ2(a2 + ka3 − (k + 1)a1)
(k + 1)λ2 + kλ3
+ a1,
(k + 1)λ2 + kλ3 ≤ 1
(R2, R1, k × (R2, R3)) a2 + ka3 − ka1
λ1 + (k + 1)λ2 + kλ3
ka1 < a2 + ka3
a2 > (a1 − a2) + (λ1 + 2λ2)(a2 + ka3 − ka1)
λ1 + (k + 1)λ2 + kλ3
λ1 + (k + 1)λ2 + kλ3 ≤ 1
(R2, k × (R1, R2)) ka2 − a1
(k − 1)λ1 + kλ2
ka2 > a1,
(k − 1)λ1 + kλ2 ≤ 1
(R3)
a3 − a2
λ3
a3 > a2
(R3, k × (R4, R3)) a3 − ka2
nλ3 + (k − 1)λ4
a3 > ka2,
kλ3 + (k − 1)λ4 ≤ 1
If a1 < a2, then (R2) always exists, which implies that (R1, R2) and (R2, k× (R1, R2)) will never
have the smallest slope.
If a1 < a2 < a3, (R3) always exists, which implies that (R2, R3), (R1, R2, R3), (R2, R1, k ×
(R2, R3)) will never have smallest slope. Thus the candidates are (R1), (R2), (R2, R3, k×(R4, R3)),
(R2, k × (R3, R2)), (R3), and (R3, k × (R4, R3)).
If a1 < a3 ≤ a2, (R2, R3) always exists which implies (R1, R2, R3) and (R2, k × (R3, R2)) will
never have the smallest slopes. Thus the candidates are (R1), (R2), (R2, R3), (R2, R3, k×(R4, R3)),
and (R2, R1, k × (R2, R3)).
If a3 ≤ a1 < a2, then (R1, R2, R3) always exists, which implies that (R1), (R1, R2) will never
have smallest slope. Thus the candidates are (R1, R2, R3), (R2), and (R2, R1, k × (R2, R3)).
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If a1 ≥ a2, (R2) (R2, R3), (R2, R3, k × (R4, R3)), and (R2, k × (R3, R2)), do not exit. (R1, R2)
always exists which implies that (R1) will never have the smallest slope.
If a2 ≤ a1 < a3 or a2 < a3 ≤ a1, then (R3) always exists, which implies that (R1, R2, R3)
and (R2, R1, k × (R2, R3)) do not have the smallest slope. Thus the candidates are (R1, R2),
(R2, k × (R1, R2)), (R3), (R3, k × (R4, R3)).
If a3 < a2 < a1, (R3) and (R3, k × (R4, R3)) do not exist, however, (R1, R2, R3) always exists
which implies that (R1, R2) will never have the smallest slope. Thus the candidates are (R1, R2, R3),
(R2, R1, k × (R2, R3)), (R2, k × (R1, R2)).
4.7. π = (4213).
4.7.1. The Poincare´ Section. The equalities that describe the space:
• ∑λihi = 1
• h3 = a3
• h4 = a3
• h1 = h2 − a2
• h4 = h2 − a1
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 < h1
• 0 < a2 < a3
4.7.2. Bounding the return times. Since h4 = h3, no saddle connections can start at x3.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2
R1 R2
R1 R2 · · ·
(a2 − a1, λ2)
(a1 , λ1)
R3
(a3
− a2,
λ3)
(a2 − a1, λ2)
(a1 , λ1)
R3 R4 R2 · · ·
(a2 − a1, λ2)(−a3, λ4)
(a3
− a2,
λ3)
(a2 − a1, λ2)
x2:
x2 R3
(a3 − a2, λ3)
The valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R2), (R2, R3), (R3),
(R2, R3, R4, R2), . . . , (R2, n× (R3, R4, R2)),
(R2, R3, R4, R2, R3), . . . , (R2, R3, n× (R4, R2, R3)),
(R2, R1, R2, R3), . . . , (R2, n× (R1, R2), R3),
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(R2, R1, R2), . . . , (R2, n× (R1, R2))
Since (R3) always exists, (R1, R2, R3), (R2, R3), and (R2, R1, R2, R3), . . . , (R2, n × (R1, R2), R3)
will never have the smallest slope by Lemma 3.4.2. We only need to consider (R2, k× (R3, R4, R2)
the longest valid path in its sequence and (R2, R3, k × (R4, R2, R3), (R2, k × (R1, R2), R3) and
(R2, k × (R1, R2) the shortest valid path in their respective sequences.
Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2)
a2
λ1 + λ2
a1 >
λ1(a2)
λ1 + λ2
(R2)
a2 − a1
λ2
a2 > a1
(R2, k × (R3, R4, R2)) a2 − (k + 1)a1
(k + 1)λ2 + kλ3 + kλ4
a2 > (k + 1)a1,
a2 > a1 +
λ1(a2 − (k + 1)a1)
(k + 1)λ2 + kλ3 + kλ4
,
a3 > a1 +
(λ2 + λ3)(a2 − (k + 1)a1)
(k + 1)λ2 + kλ3 + kλ4
,
(k + 1)λ2 + kλ3 + kλ4 ≤ 1
(R2, R3, k × (R4, R2, R3)) a3 − (k + 1)a1
(k + 1)(λ2 + λ3) + kλ4
a3 > (k + 1)a1,
a2 > a1 +
λ1(a3 − (k + 1)a1)
(k + 1)(λ2 + λ3) + kλ4
,
a3 > a1+
(λ2 + λ3)(a2 − (k + 1)a1)
(k + 1)(λ2 + λ3) + kλ4
,
(k + 1)(λ2 + λ3) + kλ4 ≤ 1
(R2, k × (R1, R2)) (k + 1)a2 − a1
kλ1 + (k + 1)λ2
(k + 1)a2 > a1,
kλ1 + (k + 1)λ2 ≤ 1
(R3)
a3 − a2
λ3
None
Assume first that a1 < a2. (R2) always exists and will have smaller slope than (R1, R2) and
(R2, k× (R1, R2)), by Lemma 3.4.2. Thus the only possible candidates for smallest slope are (R1),
(R2), (R2, k × (R3, R4, R2)), (R2, R3, k × (R4, R2, R3)), and (R3).
Next assume a1 ≥ a2. In this case (R2) and (R2, k× (R3, R4, R2)) do not exist, however (R1, R2)
always exists, which means (R1) will never have the smallest slope, by Lemma 3.4.1. If a1 ≥ a3 > a2,
(R2, R3, k× (R4, R2, R3)) does not exist and so the possible candidates for smallest slope are (R1),
(R2, k × (R1, R2), and (R3). If a3 > a1 > a2, then the possible candidates for smallest slope are
(R1), (R2, k × (R1, R2), (R2, R3, k × (R4, R2, R3)), and (R3).
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