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HDG-POD Reduced Order Model of the Heat Equation
Jiguang Shen∗ John R. Singler† Yangwen Zhang†
Abstract
We propose a new hybridizable discontinuous Galerkin (HDG) model order reduction tech-
nique based on proper orthogonal decomposition (POD). We consider the heat equation as a test
problem and prove error bounds that converge to zero as the number of POD modes increases.
We present 2D and 3D numerical results to illustrate the convergence analysis.
1 Introduction
Discontinuous Galerkin (DG) methods for solving partial differential equations, developed in the
late 1990s, have become popular among computational scientists [3, 4, 8, 11, 17]. However, the
number of degrees of freedom for DG methods is much larger compared to standard continuous
Galerkin (CG) methods; this is typically considered to be the main drawback of DG methods.
Hybridizable discontinuous Galerkin (HDG) methods were originally proposed by Cockburn,
Gopalakrishnan, and Lazarov in [16] to improve traditional DG methods. HDG methods keep the
positive features of DG methods, while simultaneously lowering the number of degrees of freedom.
In addition to approximating a scalar variable and its flux, HDG methods also approximate the
trace of the scalar variable on the boundary of the mesh. The scalar and flux variables are eliminated
element-by-element, which leaves a global system in terms of the approximate scalar trace only.
This greatly reduces the number of degrees of freedom compared to other DG methods. Because
of the many advantages of HDG methods, they are being actively investigated in many directions;
see, e.g., [10, 15,18,21,22,27,39–47,50,54].
Although the degrees of freedom for HDG methods is much smaller compared to other DG meth-
ods, the resulting discrete systems can have large dimensions for complex applications. Therefore,
efficient and accurate model order reduction techniques are desirable.
Proper orthogonal decomposition (POD) is a popular model reduction technique that has been
successfully used in a variety of fields including fluid dynamics [25], inverse problems [7], PDE-
constrained optimization [23,52], and feedback control [5,34–36,49]. Many researchers have devel-
oped POD model reduction schemes for many problems and have proved related error bounds, see,
e.g., [1, 2, 13,14,20,24,26,28,30–33,37,38,53,55,56].
A POD reduced order model of a time dependent partial differential equation (PDE) is typically
constructed in the following way. First, solution data is collected and a POD procedure is used to
identify a small or moderate number of global basis functions, called POD modes, that optimally
approximate the data. These global basis functions are then used in combination with a standard
Galerkin method (or a Petrov-Galerkin method) to derive the reduced order model (ROM).
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Since HDG methods have many excellent properties and are increasingly utilized to simulate a
wide range of complex problems, in this work we propose using POD in combination with the HDG
variational form to derive reduced order models of time dependent PDEs. This HDG-POD model
order reduction approach can be applied directly with the same HDG variational formulation used
for the HDG simulation; we do not require the use of POD with a different Galerkin weak form to
generate the ROM.
We begin our investigation of the HDG-POD model order reduction approach with a test
problem: the heat equation. Using POD with HDG is not a straightforward combination of existing
methods since the HDG variational formulation is very different than the Galerkin approaches
typically used to construct POD-based ROMs. Furthermore, the standard HDG semidiscretization
of the heat equation does not yield an ordinary differential equation for the spatially discrete scalar
variable. However, we are able to use POD and the HDG weak form to construct a dynamic
HDG-POD reduced order model for the scalar variable in Section 2.
HDG methods use a spatial mixed formulation, which yields higher accuracy for the flux vari-
able. For numerical methods not based on a mixed formulation, lower order convergence rates for
the flux are common. Reduced order models constructed using these types of numerical methods
can potentially require a fine spatial mesh to yield highly accurate flux approximations. In contrast,
HDG generates high order convergence rates for both the scalar and flux variables simultaneously.
In the HDG-POD reduced model, we can easily recover flux approximations at computational cost
O(r), where r is the order of reduced model.
In Section 3, we analyze the HDG-POD reduced order model of the heat equation and prove
error bounds that tend to zero as the order of the reduced model increases. As mentioned above,
similar convergence analyses have been performed for many standard and modified POD reduced
order models. However, since HDG-POD is not based on a standard Galerkin or Petrov-Galerin
projection, the error analysis performed here is quite different from existing POD analysis work.
We present 2D and 3D numerical results illustrating the theory in Section 4.
We emphasize that the heat equation is only a test problem for this new HDG-POD model
order reduction method. There are many other approaches that can be used to construct ROMs
for the heat equation. We do not claim that HDG-POD can produce a better ROM for the heat
equation compared to other approaches. Again, our goal is to develop the HDG-POD approach to
use in combination with HDG methods to devise and analyze ROMs for complex nonlinear PDEs,
such as the incompressible Navier-Stokes equations with high Reynolds number. The consideration
of HDG-POD for the heat equation is a first step towards this goal.
2 HDG-POD Model Order Reduction
We introduce our HDG-POD model order reduction procedure for the heat equation step by step.
We begin by reviewing an HDG method for the heat equation in Section 2.1 and then we review
the POD data approximation problem in Section 2.2. We give the formulation of the HDG-POD
reduced order model in continuous time in Section 2.3.
Let Ω be a bounded domain in Rd (d = 2, 3) with Lipschitz boundary Γ, and let T > 0. We
consider the following heat equation
ut −∇ · (a∇u) = f in Ω,
u = 0 on Γ,
u(·, 0) = u0 in Ω,
(1)
where f ∈ L2(0, T ;L2(Ω)) is the source function, u0 ∈ L2(Ω) is the initial condition, and a ∈ L∞(Ω)
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is the coefficient function. We assume there exist positive constants c0 and c1 such that 0 < c0 ≤
a−1 ≤ c1.
2.1 HDG
Next, we briefly describe an HDG method for the heat equation, which was analyzed in [12]. Let
Th be a collection of disjoint elements that partition Ω. We let ∂Th denote the set {∂K : K ∈ Th}.
For an element K of the collection Th, e = ∂K ∩Γ is a boundary face if the d−1 Lebesgue measure
of e is nonzero. For two elements K+ and K− of the collection Th, e = ∂K+ ∩ ∂K− is the interior
face between K+ and K− if the d− 1 Lebesgue measure of e is nonzero. Let ε∂h and εoh denote the
set of boundary faces and interior faces, respectively, and we let εh denote the union of ε
o
h and ε
∂
h.
We finally introduce
(w, v)Th =
∑
K∈Th
(w, v)K , 〈ζ, ρ〉∂Th =
∑
K∈Th
〈ζ, ρ〉∂K .
2.1.1 The HDG Formulation: Discretization in Space
The HDG method introduces the flux q = −a∇u as an unknown. For c = a−1, the heat equation
(1) can be rewritten as
(cq,v)Th − (u,∇ · v)Th + 〈u,v · n〉∂Th = 0, (2a)
(ut, w)Th − (q,∇w)Th + 〈q · n, w〉∂Th = (f, w)Th , (2b)
〈q · n, µ〉∂Th\ε∂h = 0, (2c)
〈u, µ〉ε∂h = 0, (2d)
(u(·, 0), w)Th = (u0, w)Th , (2e)
for all (v, w, µ) ∈ H(div,Ω)× L2(Ω)× L2(εh).
Let Pk(D) denote the set of polynomials of degree at most k on a domain D. We introduce the
discontinuous finite element spaces
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d,∀K ∈ Th},
Wh := {w ∈ L2(Ω) : w|K ∈ Pk(K),∀K ∈ Th},
Mh := {µ ∈ L2(εh) : µ|e ∈ Pk(e),∀e ∈ εh, µ|ε∂h = 0}.
(3)
Note that Mh consists of functions that are continuous inside the faces (or edges) e ∈ εh and
discontinuous at their borders.
The HDG method seeks an approximation (qh, uh, ûh) ∈ Vh ×Wh ×Mh such that
(cqh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0, (4a)
(∂tuh, w)Th − (qh,∇w)Th + 〈q̂h · n, w〉∂Th = (f, w)Th , (4b)
〈q̂h · n, µ〉∂Th\ε∂h = 0, (4c)
(uh(·, 0), w)Th = (u0, w)Th , (4d)
for all (v, w, µ) ∈ Vh ×Wh ×Mh. Here, the numerical trace q̂h on ∂Th is defined by
q̂h = qh + τ(uh − ûh)n on ∂Th, (4e)
where τ is positive stabilization function defined on ∂Th, which we assume to be constant on each
edge of a triangle or each face of a tetrahedron.
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2.1.2 HDG Implementation: Local Solver and Time Discretization
After some simple manipulations with (4a)-(4e), it can be seen that (qh, uh, ûh) is the solution of
the following weak formulation:
(cqh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0, (5a)
(∂tuh, w)Th + (∇ · qh, w)Th + 〈τ(uh − ûh), w〉∂Th = (f, w)Th , (5b)
〈qh · n+ τ(uh − ûh), µ〉∂Th\ε∂h = 0, (5c)
(uh(·, 0), w)Th = (u0, w)Th , (5d)
for all (v, w, µ) ∈ Vh ×Wh ×Mh.
Assume Vh = span{ϕi}N1i=1, Wh = span{φi}N2i=1, Mh = span{ψi}N3i=1, and write the unknowns as
qh =
N1∑
j=1
αj(t)ϕj , uh =
N2∑
j=1
βj(t)φk, ûh =
N3∑
j=1
γj(t)ψj . (6)
Also write the coefficient vectors as α(t) = [α1(t), . . . , αN1(t)]
T , β(t) = [β1(t), . . . , βN2(t)]
T , and
γ(t) = [γ1(t), . . . , γN3(t)]
T .
Substitute (6) into (5a)-(5c) and use the corresponding test functions to test (5a)-(5c) respec-
tively, to obtain the following matrix equation0 0 00 M 0
0 0 0
 α′(t)β′(t)
γ′(t)
+
A1 −A2 A3AT2 A4 −A5
AT3 A
T
5 −A6
 α(t)β(t)
γ(t)
 =
 0b1(t)
0
 , (7a)
β(0) = β0, (7b)
where
A1 = [(cϕj ,ϕi)Th ], A2 = [(φj ,∇ ·ϕi)Th ], A3 = [〈ψj ,ϕi · n〉∂Th ],
A4 = [〈τφj , φi〉∂Th ], A5 = [〈τψj , ϕi〉∂Th ], A6 = [〈τψj , ψi〉∂Th ],
M = [(φj , φi)Th ], b1(t) = [(f, φi)Th ], b2 = [(u0, φi)Th ],
and β0 is determined by solving the linear system
Mβ0 = b2.
A finite difference method can be applied to solve (7), but the computation is costly since we
have three variables. The local solver in the HDG method avoids this by eliminating α and β.
We now turn our attention to the implementation of the local solver in combination with a simple
scheme for discretization with respect to the time variable. Other time stepping methods can be
handled similarly. We introduce a time step ∆t, the time levels tn = n∆t, and approximations
(αn,βn,γn) of the exact solution (α,β,γ) evaluated at time tn. We apply Backward Euler method
to discretize the time derivative in the system (7), which leads to the linear system at each time
level: A1 −A2 A3AT2 ∆t−1M +A4 −A5
AT3 A
T
5 −A6
 αnβn
γn
 =
 0b1,n + ∆t−1Mβn−1
0
 , (8)
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i.e.,
A1α
n −A2βn +A3γn = 0, (9a)
AT2α
n +
(
∆t−1M +A4
)
βn −A5γn = b1,n + ∆t−1Mβn−1, (9b)
AT3α
n +AT5 β
n −A6γn = 0. (9c)
The HDG local solver takes advantage of the structure induced by the discontinuous finite
element spaces to eliminate αn and βn from the above linear system. Specifically, because of the
discontinuous nature of the spaces Vh and Wh, the matrices M , A1, and A4 are all block diagonal
with small blocks. Therefore, these matrices can be easily inverted.
To apply this observation, use (9a) and (9b) to express αn,βn in terms of γn as follows:
αn = A−11 A2Q
−1 ((A5 +AT2 A−11 A3)γn + b1,n + ∆t−1Mβn−1)−A−11 A3γn
=: A˜1γ
n + b˜1,
βn = Q−1
(
(A5 +A
T
2 A
−1
1 A3)γ
n + b1,n + ∆t
−1Mβn−1
)
=: A˜2γ
n + b˜2,
where
Q := AT2 A
−1
1 A2 + ∆t
−1M +A4.
Then insert αn and βn into (9c) to obtain the final linear system only involving γn:
(AT3 A˜1 +A
T
5 A˜2 −A6)γn = −AT3 b˜1 −AT5 b˜2. (10)
In the above computation, we need to compute the inverses of the matrices A1 and Q. As
mentioned above, A1 is block diagonal with small blocks and therefore it is easy to invert. Further-
more, A−11 is also block diagonal with small blocks. For the matrix Q, note that A2 is not block
diagonal but there exist matrices A21, A22 in 2D or A21, A22, A23 in 3D such that all matrices are
block diagonal with small blocks and
A2 =
[
A21
A22
]
in 2D, or A2 =
 A21A22
A23
 in 3D.
Therefore, since M , A−11 , and A4 are block diagonal with small blocks, Q = A
T
2 A
−1
1 A2+∆t
−1M+A4
is also block diagonal with small blocks and is easily inverted.
The above process is equivalent to the local solver defined in [16]. For more details about the
HDG method, see [41–43] and the references therein.
2.2 POD Data Approximation Problem
Next, we briefly review the proper orthogonal decomposition (POD) data approximation following
[14, 53]. Since we derive the HDG-POD reduced order model in continuous time, we consider
a continuous time framework here; time discrete data can be handled similarly. Let data u ∈
L2(0, T ;X) be given, where X is a Hilbert space with inner product (·, ·) and norm ‖ · ‖. The POD
data approximation problem for the given data u ∈ L2(0, T ;X) looks for an orthonormal basis
{ϕi} ⊂ X (the POD modes) minimizing the data approximation error
Er = min
Π
‖u−Πu‖2L2(0,T ;X)
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for the data approximation
Πu =
r∑
i=1
(u(t), ϕi)ϕi.
To solve this data approximation problem, introduce the linear operator K : L2(0, T ) → X
defined by
Kw =
∫ T
0
u(t)w(t)dt.
It can be shown that K is a compact linear operator, and therefore it has a singular value decom-
position (SVD): there exist singular values {σi} and singular vectors {fi} ⊂ L2(0, T ) and {ϕi} ⊂ X
such that
Kfi = σiϕi, K
∗ϕi = σifi,
where the Hilbert adjoint operator K∗ : X → L2(0, T ) is given by
[K∗x](t) = (x, u(t)).
We assume throughout that the singular values are ordered so that σ1 ≥ σ2 ≥ · · · ≥ 0. The squares
of the singular values, λi = σ
2
i , are called the POD eigenvalues of the data. It can be shown that
the POD modes {ϕi} ⊂ X are the above singular vectors of K.
Define the linear operator R = KK∗ : X → X by
Rx =
∫ T
0
(x, u(t))u(t)dt.
The nonzero eigenvalues of R are the nonzero POD eigenvalues and the corresponding eigenvectors
of R are the POD modes, i.e., the singular vectors {ϕi} ⊂ X. Moreover, if X is finite dimensional,
then there are only finitely many nonzero POD singular values.
The singular vectors are orthonormal bases for each space. Furthermore, K is known to be a
Hilbert-Schmidt operator, and so the sum of the squares of the singular values is finite:
∞∑
i=1
σ2i <∞.
The POD data approximation error is given by the sum of the squares of the neglected singular
values, i.e.,
Er = min
Π
‖u−Πu‖2L2(0,T ;X) =
∑
i>r
σ2i =
∑
i>r
λi. (11)
2.3 HDG-POD Reduced Order Model
Next, we derive the HDG-POD reduced order model (ROM). We first consider POD data approx-
imation to construct low order function spaces, then we give a basic formulation of the ROM, and
then describe the implementation.
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2.3.1 Data Approximation and POD Modes
The HDG method produces the flux qh(t), the scalar variable uh(t), and the numerical trace ûh(t).
We consider this data as either
1. the exact solution data for the continuous time HDG formulation (4a)-(4e), or
2. a continuous time extension of the exact solution data for a time discretized HDG formulation.
The first case is useful for the error analysis of the continuous time HDG-POD ROM that we
perform in Section 3. The second case is useful for the actual computation. We note there are
many ways to extend time discrete data to continuous time data. The simplest approach is to
extend to a piecewise constant function in time.
For the data above, define the following three different linear POD operators
Kq : L2(0, T )→ [L2(Ω)]d, Kqw1 =
∫ T
0
qh(t)w1(t)dt,
Ku : L2(0, T )→ L2(Ω), Kuw2 =
∫ T
0
uh(t)w2(t)dt,
K û : L2(0, T )→ L2(εoh), K ûw3 =
∫ T
0
ûh(t)w3(t)dt.
The POD data approximation theory applies for each operator. Since qh, uh and ûh are each
expressed in terms of a finite basis, these operators each have finite rank and therefore only have
finitely many nonzero singular values.
We let {σqj , fqj , ϕqj }, {σuj , fuj , ϕuj }, and {σûj , f ûj , ϕûj } denote the singular values and singular
vectors of Kq, Ku, and K û, respectively. Since the POD modes ϕqj , ϕ
u
j , and ϕ
û
j are in Vh, Wh, and
Mh, respectively, there exists coefficients
[
Di,j1
]N1,r1
i,j=1
,
[
Di,j2
]N2,r2
i,j=1
, and
[
Di,j3
]N3,r3
i,j=1
such that
ϕqj =
N1∑
i=1
Di,j1 ϕi, j = 1, 2, . . . , r1,
ϕuj =
N2∑
i=1
Di,j2 φi, j = 1, 2, . . . , r2,
ϕûj =
N3∑
i=1
Di,j3 ψi, j = 1, 2, . . . , r3.
(12)
Define the spaces of POD modes for qh, uh and ûh by V
r1
h = span{ϕqi }r1i=1, W r2h = span{ϕui }r2i=1,
and M r3h = span{ϕûi }r3i=1, respectively.
Computing the three necessary singular value decompositions can be done efficiently using
incremental approaches; see, e.g., [6, 9, 19,29,48] and the references therein.
2.3.2 HDG-POD Reduced Order Model: Basic Formulation
Next, we present the HDG-POD reduced order model. In Section 2.1.2, we saw the local solver is
one of the main advantages of HDG methods since it makes the global degrees of freedom significant
smaller compared to other DG methods. However, this creates the main difficulty to devising an
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HDG-POD reduced model since we don’t have an ordinary dynamical system for ûh in the HDG
method.
To derive the HDG-POD reduced order model, we perform the following procedure. First,
we consider the continuous time HDG formulation (5) without any elimination of variables, and
project this system onto the POD spaces V r1h , W
r2
h , and M
r3
h to obtain an initial reduced order
model. Next, we eliminate the reduced flux and numerical trace in the reduced order model to
further reduce the order. Finally, if desired, we recover the flux using a simple relationship with
O(r) computational cost, where r is the order of reduced model. We present details of the above
procedure below, and also show the HDG-POD ROM is well-posed.
We emphasize that the global variable for HDG-POD is the scalar variable, not the numerical
trace; this is totally different from HDG methods.
Projecting the continuous time HDG system (5) onto the POD spaces V r1h ×W r2h ×M r3h gives
the initial HDG-POD reduced order model. Specifically, we seek (qr, ur, ûr) ∈ V r1h ×W r2h ×M r3h
satisfying
(cqr,v)Th − (ur,∇ · v)Th + 〈ûr,v · n〉∂Th = 0 (13a)
(∂tur, w)Th − (qr,∇w)Th + 〈qr · n+ τ(ur − ûr), w〉∂Th = (f, w)Th (13b)
〈qr · n+ τ(ur − ûr), µ〉∂Th\ε∂h = 0, (13c)
ur(·, 0) = ur,0, (13d)
for all v in V r1h , w ∈ W r2h , and µ ∈ M r3h , and ur,0 ∈ W r2h is the initial condition. Integration by
parts in (13b) gives
(cqr,v)Th − (ur,∇ · v)Th + 〈ûr,v · n〉∂Th = 0, (14a)
(∂tur, w)Th + (∇ · qr, w)Th + 〈τ(ur − ûr), w〉∂Th = (f, w)Th , (14b)
〈qr · n+ τ(ur − ûr), µ〉∂Th\ε∂h = 0, (14c)
ur(·, 0) = ur,0. (14d)
The system (14) is a reduced model but not our final reduced order model since it has three
variables qr, ur, and ûr. We utilize (14a) and (14c) to eliminate the reduced flux and numerical
trace as follows: let (qurr , û
ur
r ) ∈ V r1h ×M r3h be the unique solution of
(cqurr ,v)Th + 〈ûurr ,v · n〉∂Th = (ur,∇ · v)Th , (15a)
〈−qurr · n+ τ ûurr , µ〉∂Th\ε∂h = 〈τur, µ〉∂Th\ε∂h , (15b)
for all (v, µ) ∈ V r1h ×M r3h . The system (15) is uniquely solvable since the bilinear form on the left
hand side is positive definite on V r1h ×M r3h . In general, for w ∈ W r2h we define (qwr , ûwr ) to be the
unique solution of
(cqwr ,v)Th + 〈ûwr ,v · n〉∂Th = (w,∇ · v)Th , (16a)
〈−qwr · n+ τ ûwr , µ〉∂Th\ε∂h = 〈τw, µ〉∂Th\ε∂h . (16b)
This allows us to rewrite the reduced order model.
Theorem 1. The HDG-POD reduced order model (14) can be rewritten as follows: find ur ∈W r2h
satisfying
(∂tur, w)Th + ar(ur, w) = `r(w), (17a)
ur(·, 0) = ur,0, (17b)
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for all w ∈W r2h . Here, the forms are given by
ar(ur, w) = (cq
ur
r , q
w
r )Th + 〈τ(ur − ûurr ), w − ûwr 〉∂Th , (18)
`r(w) = (f, w)Th , (19)
for ur, w ∈W r2h . Also, the bilinear form ar defined on W r2h is symmetric and semipositive definite.
Proof. First, from (14b) we have
(f, w)Th = (∂tur, w)Th + (∇ · qr, w)Th + 〈τ(ur − ûr), w〉∂Th .
Here qr and ûr is the solution of (15), then we have
(f, w)Th = (∂tur, w)Th + (∇ · qurr , w)Th + 〈τ(ur − ûurr ), w〉∂Th .
Choose v = qurr in (16a) to obtain
(cqwr , q
ur
r )Th + 〈ûwr , qurr · n〉∂Th = (w,∇ · qurr )Th .
Similarly, choose µ = ûwr in (15b) and recall that µ = 0 on ε
∂
h to get
〈qurr · n, ûwr 〉∂Th = 〈τ(ûurr − ur), ûwr 〉∂Th .
So, we have
(f, w)Th
= (∂tur, w)Th + (∇ · qr, w)Th + 〈τ(ur − ûr), w〉∂Th
= (∂tur, w)Th + (∇ · qurr , w)Th + 〈τ(ur − ûurr ), w〉∂Th
= (∂tur, w)Th + (cq
w
r , q
ur
r )Th + 〈ûwr , qurr · n〉∂Th + 〈τ(ur − ûurr ), w〉∂Th
= (∂tur, w)Th + (cq
w
r , q
ur
r )Th − 〈τ(ur − ûurr ), ûwr 〉∂Th + 〈τ(ur − ûurr ), w〉∂Th
= (∂tur, w)Th + (cq
w
r , q
ur
r )Th + 〈τ(ur − ûurr ), w − ûwr 〉∂Th .
Next, it is clear that ar is symmetric and semipositive definite on W
r2
h .
Remark 1. Equation (17) is our final HDG-POD reduced model; the only variable is the reduced
scalar variable.
2.3.3 HDG-POD Implementation
Assume
qr =
r1∑
j=1
aj(t)ϕ
q
j , ur =
r2∑
j=1
bj(t)ϕ
u
j , ûr =
r3∑
j=1
cj(t)ϕ
û
j . (20)
Substitute (20) into the HDG-POD reduced order model with all variables (14a)-(14c) and use
the corresponding test functions to test (14a)-(14c), respectively, to obtain the following finite
dimensional dynamical system:
Mrx˙r +Arxr = br, (21)
xr(0) = x0, (22)
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where
xr(t) = [a1(t), . . . , ar1(t), b1(t), . . . , br2(t), c1(t), . . . , cr3(t)]
T ,
x0 = [(ur,0, ϕ
u
1)Th , (ur,0, ϕ
u
2)Th , . . . , (ur,0, ϕ
u
r2)Th ]
T ,
and
Mr =
D1 0 00 D2 0
0 0 D3
T 0 0 00 M 0
0 0 0
D1 0 00 D2 0
0 0 D3
 =
0 0 00 Ir2 0
0 0 0
 ,
Ar =
D1 0 00 D2 0
0 0 D3
T A1 −A2 A3AT2 A4 −A5
AT3 A
T
5 −A6
D1 0 00 D2 0
0 0 D3

=
B1 −B2 B3BT2 B4 −B5
BT3 B
T
5 −B6
 ,
br =
D1 0 00 D2 0
0 0 D3
T  0b(t)
0
 =
 0DT2 b(t)
0
 =
 0z(t)
0
 .
(23)
Here, z and {Bj}6j=1 are determined by (23), and Ir denotes the identity matrix of order r.
Since {ϕqj }r1j=1, {ϕui }r2j=1, and {ϕûi }r3j=1 are orthonormal bases in V r1h , W r2h , and M r3h respectively,
from equation (12) we have
Ir1 =
[
(ϕqj , ϕ
q
i )Th
]r1
i,j=1
=
( N1∑
`=1
D`,j1 ϕ`,
N1∑
k=1
Dk,j1 ϕk
)
Th
r1
i,k=1
= DT1 A7D1,
Ir2 =
[
(ϕuj , ϕ
u
i )Th
]r2
i,j=1
=
( N2∑
`=1
D`,j2 φ`,
N2∑
k=1
Dk,j2 φk
)
Th
r2
i,k=1
= DT2 MD2,
Ir3 =
[〈
ϕûj , ϕ
û
i
〉
∂Th
]r3
i,j=1
=
〈 N3∑
`=1
D`,j3 ψ`,
N3∑
k=1
Dk,j3 ψk
〉
∂Th
r3
i,k=1
= DT3 A8D3,
(24)
where A7 = [(ϕj ,ϕi)Th ] and A8 = [〈ψj , ψi〉∂Th ]. To obtain a reduced order model in terms of the
reduced scalar coefficients below, we show B1 and B6 are positive definite and therefore invertible:
For τ∗ = minK∈∂Th τ > 0 and c > c0, we have
B1 = D
T
1 A1D1 ≥ c0DT1 A7D1 = c0Ir1 > 0,
B6 = D
T
3 A6D3 ≥ τ∗DT3 A8D3 = τ∗Ir3 > 0.
Let a = [a1(t), . . . , ar1(t)]
T , b = [b1(t), . . . , br2(t)]
T , and c = [c1(t), . . . , cr3(t)]. The system (21)
can be rewritten as
B1a−B2b+B3c = 0, (25a)
b˙+BT2 a+B4b−B5c = z, (25b)
BT3 a+B
T
5 b−B6c = 0. (25c)
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Since B1 and B6 are invertible, we can solve (25a) and (25c). We obtain
a =
(
B−11 B2 −B−11 B3(B6 +BT3 B−11 B3)−1(BT5 +BT3 B−11 B2)
)
b =: Gb, (26a)
c =
(
B6 +B
T
3 B
−1
1 B3
)−1
(BT5 +B
T
3 B
−1
1 B2)b =: Hb. (26b)
Substitute (26a) and (26b) into (25b) to obtain the system for b only:
b˙+
(
BT2 G+B4 −B5H
)
b = z. (27)
Remark 2. Equation (27) is the matrix form of the final reduced order model (17) written in terms
of the scalar unknown ur only. Also, in (26a) and (26b) we can invert the matrix B6 + B
T
3 B
−1
1 B3
since B1 and B6 are positive definite; furthermore, this is computationally cheap since we only
compute this inverse once and the dimension of the matrix is low. Finally, after we solve (27), we
can recover the reduced flux coefficients a from (26a) with computational cost O(r1).
It is obvious the system (27) has a unique solution b, and also a and c are uniquely determined
by (26a) and (26b). This proves the well-posedness of the reduced order model (17) for ur given
earlier:
Theorem 2. For any ur,0 ∈ W r2h and any T > 0, there exists a unique solution ur of the reduced
order model (17) on the time interval (0, T ).
3 Error analysis
Next, we perform an error analysis of the HDG-POD reduced order model. We assume the solution
data of the continuous time HDG formulation (4) is used to generate the POD spaces and the
HDG-POD reduced order model, and we bound the error between the solution of the continuous
time HDG-POD reduced model and the continuous time HDG formulation. As mentioned in the
introduction, this type of error analysis has been performed for many standard and modified POD
reduced order models of many different PDEs. For more discussion about this type of analysis, see,
e.g., [32, Section 3.6] and [33, Section 1].
In this first work on HDG-POD model order reduction, we focus on the convergence analysis in
the continuous time case to emphasize the errors caused by the HDG-POD spatial discretization
only.
We begin the analysis by discussing POD projection operators and their error estimates in
Section 3.1. Then we use energy arguments in Section 3.2 to obtain the error bounds.
3.1 POD Projection Errors
First, we introduce the broken Sobolev spaces H1(Th) and H(div; Th):
H1(Th) = {v ∈ L2(Ω) : ∀K ∈ Th, v|K ∈ H1(K)},
H(div; Th) = {v ∈ [L2(Ω)]d : ∀K ∈ Th,∇ · v|K ∈ L2(K)}.
On these spaces, we have the broken gradient and divergence seminorms, respectively:
‖∇v‖Th =
∑
K∈Th
‖∇v‖2L2(K)
1/2 , ‖∇ · v‖Th =
∑
K∈Th
‖∇ · v‖2L2(K)
1/2 .
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The three linear POD operators Kq, Ku, and K û define the following three orthogonal POD
projection operators Π : Vh → V r1h , Π : Wh →W r2h and PM : Mh →M r3h that satisfy
(Πvh, ϕ
q
i )Th = (vh, ϕ
q
i )Th , i = 1, 2 . . . , r1,
(Πwh, ϕ
u
i )Th = (wh, ϕ
u
i )Th , i = 1, 2 . . . , r2,〈
PMµh, ϕ
û
i
〉
∂Th
=
〈
µh, ϕ
û
i
〉
∂Th
, i = 1, 2 . . . , r3,
(28)
for all (vh, wh, µh) ∈ (Vh,Wh,Mh). Furthermore, we have the following projection errors∫ T
0
‖qh −Πqh‖2Th dt =
∑
i>r1
λqi <∞,∫ T
0
‖uh −Πuh‖2Th =
∑
i>r2
λui <∞,∫ T
0
‖ûh − PM ûh‖2∂Th dt =
∑
i>r3
λûi <∞.
(29)
In the POD projection errors in (29) above, L2 norms are used in space. Below, we give the POD
projection error formulas in various seminorms. POD projection error formulas using a different
norm was first established for continuous time data in [53], and then for time discrete data in [28].
These POD projection error formulas allow us to avoid using inverse inequalities with the POD
spaces; it is well known that the constants in these inequalities blow up quickly as r increases.
Using the following result enables us to prove that the HDG-POD error bounds converge to zero
as r increases. See [28,53] for more information.
Lemma 1. The POD projection errors for uh and qh satisfy∫ T
0
‖∇(uh −Πuh)‖2Thdt =
∑
i>r2
λui ‖∇ϕui ‖2Th ,∫ T
0
‖uh −Πuh‖2∂Thdt =
∑
i>r2
λui ‖ϕui ‖2∂Th ,∫ T
0
‖∇ · (qh −Πqh)‖2Thdt =
∑
i>r1
λqi ‖∇ · ϕqi ‖2Th ,∫ T
0
‖(qh −Πqh) · n‖2∂Thdt =
∑
i>r1
λqi ‖ϕqi · n‖2∂Th .
Proof. We prove the first identity; the proofs of the remaining identities are similar.
Since the space Wh is finite dimensional, the number of nonzero POD singular values for uh
is finite. Also, each POD mode corresponding to a nonzero singular value is in Wh. The POD
projection error formula 29 gives
uh =
su∑
i=1
(uh, ϕ
u
i )Thϕ
u
i ,
where su is the number of nonzero POD singular values for uh. Therefore,
uh −Πuh =
su∑
i=r2+1
(uh, ϕ
u
i )Thϕ
u
i .
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The proof of the error formula is now similar to the time discrete data case in [28]. We have
∫ T
0
‖∇(uh −Πuh)‖2Thdt =
∫ T
0
∑
K∈Th
∥∥∥∥∥∑
i>r2
(uh, ϕ
u
i )Th∇ϕui
∥∥∥∥∥
2
L2(K)
dt
=
∫ T
0
∑
i>r2
(uh, ϕ
u
i )Th∇ϕui ,
∑
j>r2
(uh, ϕ
u
j )Th∇ϕuj

Th
dt
=
∫ T
0
∑
i>r2
∑
j>r2
(uh, ϕ
u
i )Th(uh, ϕ
u
j )Th(∇ϕui ,∇ϕuj )Thdt
=
∑
i>r2
∑
j>r2
(∇ϕui ,∇ϕuj )Th
(∫ T
0
(uh, ϕ
u
j )Thuhdt, ϕ
u
i
)
Th
=
∑
i>r2
∑
j>r2
(∇ϕui ,∇ϕuj )Th(Ruϕuj , ϕui )Th
=
∑
i>r2
λui ‖∇ϕui ‖2Th ,
where we have used Ruϕuj = λujϕuj and the fact that the POD modes are orthonormal in the inner
product (·, ·)Th .
3.2 Error Analysis by Energy Estimates
Next, we compare the solution of the HDG-POD reduced order model to the POD projections of
the HDG solution data. Some of our analysis relies on techniques used to analyze the continuous
time HDG formulation for the heat equation in [12]. However, we also use different methods due
to the POD projections.
We begin by recalling a trace inequality that can be found in [51].
Lemma 2. Let v ∈ Pk(K). There exists C > 0, independent of K ∈ Th and v, but dependent on
the polynomial degree k, such that
‖v‖∂K ≤ Ch−1/2K ‖v‖K , (30)
where hK is the diameter of K.
Remark 3. In the case where K ∈ Th is a triangle in 2D, or a tetrahedron in 3D, exact expressions
are known for the constant C in Lemma 2 as a function of the polynomial degree k:
C =
√
(k + 1)(k + 2)
2
in 2D and C =
√
(k + 1)(k + 3)
3
in 3D.
We split the errors using the POD projections, and begin by obtaining equations for the com-
ponents of the errors residing in the POD subspaces.
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Lemma 3. Let εqr = Πqh − qr, εur = Πuh − ur, and εûr = PMuh − ûr. Then
(cεqr ,v)Th − (εur ,∇ · v)Th +
〈
εûr ,v · n
〉
∂Th
= (cΠqh − cqh,v)Th + (uh −Πuh,∇ · v)Th + 〈PM ûh − ûh,v · n〉∂Th , (31a)
(∂tε
u
r , w)Th − (εqr ,∇w)Th +
〈
εqr · n+ τ(εur − εûr ), w
〉
∂Th
= (qh −Πqh,∇w)Th + 〈(Πqh − qh) · n, w〉∂Th + 〈τ(Πuh − uh), w〉∂Th
− 〈τ(PM ûh − ûh), w〉∂Th , (31b)〈
εqr · n+ τ(εur − εûr ), µ
〉
∂Th
= 〈(Πqh − qh) · n, µ〉∂Th + 〈τ(Πuh − uh), µ〉∂Th , (31c)
εur (0) = Πuh(·, 0)− ur,0, (31d)
for all v ∈ V r1h , w ∈W r2h , and µ ∈M r3h .
Proof. Noting that µ = 0 on ε∂h, the HDG solution qh, uh, and ûh satisfies
(cqh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0,
(∂tuh, w)Th − (qh,∇w)Th + 〈qh · n, w〉∂Th + 〈τ(uh − ûh), w〉∂Th = (f, w)Th ,
〈qh · n+ τ(uh − ûh), µ〉∂Th = 0,
for all v ∈ V r1h , w ∈W r2h , µ ∈M r3h . By the definition of the POD projections, we obtain
(cΠqh,v)Th − (Πuh,∇ · v)Th + 〈PM ûh,v · n〉∂Th
= (cΠqh − cqh,v)Th + (uh −Πuh,∇ · v)Th + 〈PM ûh − ûh,v · n〉∂Th ,
(∂tΠuh, w)Th − (Πqh,∇w)Th + 〈Πqh · n, w〉∂Th + 〈τΠuh, w〉∂Th
− 〈τPM ûh, w〉∂Th = (f, w)Th + (qh −Πqh,∇w)Th + 〈(Πqh − qh) · n, w〉∂Th
+ 〈τ(Πuh − uh), w〉∂Th − 〈τ(PM ûh − ûh), w〉∂Th ,
〈Πqh · n+ τ(Πuh − PM ûh), µ〉∂Th
= 〈(Πqh − qh) · n+ τ(Πuh − uh), µ〉∂Th .
Subtracting (5a)-(5c) from the above three equations gives the error equations.
Next, we obtain an expression for the energy norm of the errors.
Lemma 4. We have
(∂tε
u
r , ε
u
r )Th + (cε
q
r , ε
q
r )Th +
〈
τ(εur − εûr ), εur − εûr
〉
∂Th
= (cΠqh − cqh, εqr )Th +
〈
(Πqh − qh) · n, εur − εûr
〉
∂Th
+
〈
τ(Πuh − uh), εur − εûr
〉
∂Th
− 〈τ(PM ûh − ûh), εur 〉∂Th
+ 〈uh −Πuh, εqr · n〉∂Th − (∇(uh −Πuh), εqr )Th + 〈PM ûh − ûh, εqr · n〉∂Th
+ 〈(qh −Πqh) · n, εur 〉∂Th − (∇ · (qh −Πqh), εur )Th .
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Proof. Taking v = εqr in (31a), w = εur in (31b), µ = −εûr in (31c), and adding the resulting four
equations gives
(∂tε
u
r , ε
u
r )Th + (cε
q
r , ε
q
r )Th + Θr
= (cΠqh − cqh, εqr )Th +
〈
(Πqh − qh) · n, εur − εûr
〉
∂Th
+
〈
τ(Πuh − uh), εur − εûr
〉
∂Th
− 〈τ(PM ûh − ûh), εur 〉∂Th
+ (uh −Πuh,∇ · εqr )Th + 〈PM ûh − ûh, εqr · n〉∂Th + (qh −Πqh,∇εur )Th ,
where
Θr = −(εur ,∇ · εqr )Th − (εqr ,∇εur )Th +
〈
εqr · n+ τ(εur − εûr ), εur
〉
∂Th
−
〈
τ(εur − εûr ), εûr
〉
∂Th
=
〈
τ(εur − εûr ), εur − εûr
〉
∂Th
.
Moreover,
(uh −Πuh,∇ · εqr )Th = 〈uh −Πuh, εqr · n〉∂Th − (∇(uh −Πuh), εqr )Th ,
(qh −Πqh,∇εur )Th = 〈(qh −Πqh) · n, εur 〉∂Th − (∇ · (qh −Πqh), εur )Th .
Next, we obtain the main energy estimate.
Theorem 3. For any t > 0, we have
‖εur (t)‖2Th +
∫ t
0
Z(s)ds ≤ A(t) +
∫ t
0
B(s) ‖εur‖Th ds,
where
Z = c0
∥∥εqh∥∥2Th + τ∗ ∥∥∥εûh − εuh∥∥∥2∂Th ,
A = ‖Πuh(·, 0)− ur,0‖2Th +
∫ t
0
16c21
c0
‖Πqh − qh‖2Th +
8
τ∗
‖(Πqh − qh) · n‖2∂Th ds
+
∫ t
0
(
8(τ∗)2
τ∗
+
16C
c0h
)
‖Πuh − uh‖2∂Th +
16
c0
‖∇(uh −Πuh)‖2Th
+
16C
c0h
‖PM ûh − ûh‖2∂Th ds,
B = 2
(
C1/2 ‖(qh −Πqh) · n‖∂Th h−1/2 + ‖∇ · (qh −Πqh)‖Th
+C1/2τ∗ ‖PM ûh − ûh‖∂Th h−1/2
)
.
Here, 0 < τ∗ = minK∈Th τ ≤ τ∗ = maxK∈Th τ , and C is the constant defined in (30).
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Proof. We have
1
2
d
dt
‖εur‖2Th + c0 ‖εqr‖
2
Th + τ∗
∥∥∥εur − εûr∥∥∥2
∂Th
≤ c1 ‖Πqh − qh‖Th ‖εqr‖Th + ‖(qh −Πqh) · n‖∂Th
∥∥∥εur − εûr∥∥∥
∂Th
+ τ∗ ‖Πuh − uh‖∂Th
∥∥∥εur − εûr∥∥∥
∂Th
+ τ∗ ‖PM ûh − ûh‖∂Th ‖εur‖∂Th
+ ‖Πuh − uh‖∂Th ‖εqr‖∂Th + ‖∇(uh −Πuh)‖Th ‖εqr‖Th
+ ‖PM ûh − ûh‖∂Th ‖εqr‖∂Th + ‖(qh −Πqh) · n‖∂Th ‖εur‖∂Th
+ ‖∇ · (qh −Πqh)‖Th ‖εur‖Th
≤ 8c
2
1
c0
‖Πqh − qh‖2Th +
c0
8
‖εqr‖2Th +
4
τ∗
‖(qh −Πqh) · n‖2∂Th
+
τ∗
4
∥∥∥εur − εûr∥∥∥2
∂Th
+
4(τ∗)2
τ∗
‖Πuh − uh‖2∂Th +
τ∗
4
∥∥∥εur − εûr∥∥∥2
∂Th
+ C1/2τ∗ ‖PM ûh − ûh‖∂Th h−1/2 ‖εur‖Th +
8C
c0h
‖Πuh − uh‖2∂Th
+
c0
8
‖εqr‖2Th +
8
c0
‖∇(uh −Πuh)‖2Th +
c0
8
‖εqr‖2Th
+
8C
c0h
‖PM ûh − ûh‖2∂Th +
c0
8
‖εqr‖2Th
+ C1/2 ‖(qh −Πqh) · n‖∂Th h−1/2 ‖εur‖Th + ‖∇ · (qh −Πqh)‖Th ‖εur‖Th ,
which means
d
dt
‖εur‖2Th + c0 ‖εqr‖
2
Th + τ∗
∥∥∥εur − εûr∥∥∥2
∂Th
≤ 16c
2
1
c0
‖Πqh − qh‖2Th +
8
τ∗
‖(qh −Πqh) · n‖2∂Th
+
(
8(τ∗)2
τ∗
+
16C
c0h
)
‖Πuh − uh‖2∂Th
+
16
c0
‖∇(uh −Πuh)‖2Th +
16C
c0h
‖PM ûh − ûh‖2∂Th
+ 2C1/2 ‖(qh −Πqh) · n‖∂Th h−1/2 ‖εur‖Th + 2 ‖∇ · (qh −Πqh)‖Th ‖εur‖Th
+ 2C1/2τ∗ ‖PM ûh − ûh‖∂Th h−1/2 ‖εur‖Th .
Integrating in time over the interval (0, t) and using εur (0) = Πuh(·, 0)− ur,0 gives the result.
To estimate the errors, we use the following result whose proof can be found in [12].
Lemma 5. Assume for all t > 0 we have
η2(t) +
∫ t
0
Z(s)ds ≤ A(t) +
∫ t
0
B(s)η(s)ds,
for some nonnegative functions A,B,Z in L∞(R+). Then, for any t > 0,
η2(t) +
∫ t
0
Z(s)ds ≤
([
max
0≤s≤t
A(s)
]1/2
+
1
2
∫ t
0
B(s)ds
)2
.
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We are now ready to prove the main error analysis result. We note that we do not attempt
to carefully track the constants appearing in the error bounds. After the proof, we discuss some
features of the error bounds.
Theorem 4. Let the main assumption hold. If (qh, uh) and (qr, ur) are the HDG solution of the
heat equation (4) and the HDG-POD reduced order model (13), respectively, then∫ T
0
‖uh − ur‖2Th dt ≤ C1(T ) ‖Πuh(·, 0)− ur,0‖
2
Th +
C2(T )
h
Λur ,∫ T
0
‖qh − qr‖2Th dt ≤ C3(T ) ‖Πuh(·, 0)− ur,0‖
2
Th +
C4(T )
h
Λqr ,
where
Λur =
∑
i>r1
λqi (1 + ‖ϕqi · n‖2∂Th + ‖∇ · ϕ
q
i ‖2Th)
+
∑
i>r2
λui (1 + ‖ϕui ‖2∂Th + ‖∇ϕui ‖2Th) +
∑
i>r3
λûi ,
Λqr =
∑
i>r1
λqi (1 + ‖ϕqi · n‖2∂Th + ‖∇ · ϕ
q
i ‖2Th)
+
∑
i>r2
λui (‖ϕui ‖2∂Th + ‖∇ϕui ‖2Th) +
∑
i>r3
λûi ,
and C1, C2, C3, C4 are constants independent of the reduced order r and the mesh spacing h.
Furthermore, for h fixed, if ‖Πuh(·, 0)− ur,0‖Th → 0 as r increases, then ur → uh in L2(0, T ;L2(Ω))
and qr → qh in L2(0, T ; [L2(Ω)]d).
Proof. For t ∈ (0, T ], we have
‖εur (t)‖2Th +
∫ t
0
Z(s)ds ≤ A(t) +
∫ t
0
B(s) ‖εur‖Th ds,
where Z,A,B are defined in Theorem 3. Apply Lemma 5 and Jensen’s inequality to get
‖εur (t)‖2Th +
∫ t
0
Z(s)ds ≤
(
A1/2(t) +
1
2
∫ t
0
B(s)ds
)2
≤ 2A(t) + t
∫ t
0
B2(s)ds
≤ 2 ‖Πuh(·, 0)− ur,0‖2Th +
C(t)
h
∫ t
0
θ2(s)ds,
where
θ2(s) = ‖Πqh − qh‖2Th + ‖(Πqh − qh) · n‖
2
∂Th + ‖∇ · (Πqh − qh)‖
2
Th
+ ‖Πuh − uh‖2∂Th + ‖∇(Πuh − uh)‖
2
Th + ‖PM ûh − ûh‖
2
∂Th .
By the POD projection error results, we get∫ t
0
θ2(s)ds ≤
∫ T
0
θ2(s)ds = Λqr .
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Therefore, we have
‖εur (t)‖2Th ≤ 2 ‖Πuh(·, 0)− ur,0‖
2
Th +
C(t)
h
Λqr .
Since uh − ur = uh −Πuh + Πuh − ur = uh −Πuh + εuh, we have∫ T
0
‖uh − ur‖2Th dt ≤
∫ T
0
‖uh −Πuh‖2Th dt+
∫ T
0
‖εur‖2Th dt
≤
∑
i>r2
λui + 2T ‖Πuh(·, 0)− ur,0‖2Th +
C(T )
h
Λqr .
This proves the first error bound; a similar argument gives the estimate for qh − qr.
Remark 4. For the initial condition ur,0 = Πuh(·, 0), the first term in each error bound equals
zero.
In the error bounds for both uh and qh, the bounds contain a factor of h
−1/2 multiplying the
POD projection error terms (Λur )
1/2 and (Λqr )1/2. This h−1/2 factor increases slowly as the mesh
is refined. Since the POD eigenvalues often decay very quickly as r increases, the h−1/2 factor will
typically be dominated by the rapid decay of the POD projection error terms (Λur )
1/2 and (Λqr )1/2
in the error bound.
In the HDG error analysis for the heat equation in [12], a special HDG projection is used to
optimize the errors bounds and obtain optimal convergence orders for the discretization in space.
It is unclear if such a special projection can be utilized within a POD framework to optimize the
resulting error bounds. We leave this to be considered elsewhere.
4 Numerical Results
We report numerical results for one 2D problem and one 3D problem. For both examples, we use
backward Euler for the time discretization and use time step size ∆t = 0.001 for 0 ≤ t ≤ 1. We also
chose τ = 1 for the HDG stabilization function. We report computed errors for approximations to
the time integrals from our continuous time error estimates. Specifically, we compute the errors
q error =
(
1
N
N∑
i=1
‖qh(·, ti)− qr(·, ti)‖2Th
)1/2
,
u error =
(
1
N
N∑
i=1
‖uh(·, ti)− ur(·, ti)‖2Th
)1/2
.
For the 2D example, we take problem data u0 = sin(pix) sin(piy)e
x cos(y), c = 0.01, and f = 0
with domain Ω = [0, 1] × [0, 1]. For the 3D example, we take problem data c = 0.01, f = 0, and
u0 = sin(pix) sin(piy) sin(piz)e
x cos(y)z with domain Ω = [0, 1] × [0, 1] × [0, 1]. The 2D domain is
partitioned into 4096 triangles, and the 3D domain is partitioned into 24576 tetrahedra.
Figure 1 shows the POD singular values for both examples. The POD singular values decay
very rapidly for all variables, and they decay at similar rates. It is interesting to note that the
POD singular values for the scalar variable uh and the flux qh are numerically very similar, while
the POD singular values for the numerical trace ûh are at least an order of magnitude larger for
both examples.
Table 1 and Table 2 show the computed errors for the 2D and 3D examples, respectively. As
predicted by the error bounds, the errors decay rapidly to zero as r increases.
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Figure 1: POD singular values: 2D example (left) and 3D example (right)
5 Conclusion
We proposed a new model reduction procedure combining HDG and POD for the heat equation.
The HDG-POD procedure is unlike other typical POD-based reduced order models since it does not
rely on a standard Galerkin projection framework. We provided an error analysis for the method,
and showed the error bounds converge to zero as the order r of the reduced model increases. We
presented numerical results for 2D and 3D example problems that illustrated the theory.
This work contains the initial study of the HDG-POD model reduction framework. There are
many avenues that remain to be investigated. It would be interesting to see if the error analysis
can be improved. Also, as mentioned earlier, we intend to investigate HDG-POD for more complex
nonlinear PDEs. Furthermore, detailed numerical experiments would be of interest to see how
HDG-POD compares to other model reduction schemes.
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r 7 10 13 16 20
q error 1.782E-06 1.670E-07 1.271E-08 9.979E-10 2.940E-11
u error 1.914E-06 1.767E-07 1.290E-08 8.569E-10 2.319E-11
Table 1: 2D example: Computed errors
r 3 6 9 12 15
q error 6.801E-05 4.933E-06 3.941E-07 2.363E-08 1.323E-09
u error 1.434E-04 7.048E-06 4.547E-07 2.711E-08 2.090E-09
Table 2: 3D example: Computed errors
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