In 2004, using a 3D particle-in-cell ͑PIC͒ model ͓F. S. Tsung et al., Phys. Rev. Lett. 93, 185004 ͑2004͔͒, it was predicted that a 16.5 TW, 50 fs laser propagating through nearly 0.5 cm of 3 ϫ 10 18 cm −3 preformed plasma channel would generate a monoenergetic bunch of electrons with a central energy of 240 MeV after 0.5 cm of propagation. In addition, electrons out to 840 MeV were seen if the laser propagated through 0.8 cm of the same plasma. The simulations showed that self-injection occurs after the laser intensity increases due to a combination of photon deceleration, group velocity dispersion, and self-focusing. The monoenergetic beam is produced because the injection process is clamped by beam loading and the rotation in phase space that results as the beam dephases. Nearly simultaneously ͓S. P. D. Mangles et al., Nature 431, 535 ͑2004͒; C. G. R. Geddes et al., ibid. 431, 538 ͑2004͒; J. Faure et al., ibid. 431, 541 ͑2004͔͒ three experimental groups from around the world reported the generation of near nano-Coulomb of low emittance, monoenergetic electron beams using similar laser powers and pulse lengths as those reported in our simulations. Each of these experiments is modeled using the same 3D PIC code OSIRIS. The simulations indicate that although these experiments use a range of plasma parameters, density profiles, laser powers, and spot sizes; there are some commonalities to the mechanism for the generation of monoenergetic beams. Comments are given on how the energy and beam quality can be improved in the future.
I. INTRODUCTION
One of the major goals of the ultrahigh-gradient, plasmabased acceleration schemes is to demonstrate a 1 GeV compact plasma accelerator driven by a table-top terawatt ͑T 3 ͒ laser. 6 There is much reason to hope that this is indeed possible in light of recent simulation and experimental results which show that self-injected, monoenergetic beams at energies of ϳ100 MeV can be produced by 5 -25 TW lasers propagating in mm length plasmas. In order to scale these results to 1 GeV energies it is important to understand the underlying physics. It is also of interest to briefly examine why it has taken 25 years since the seminal paper by Tajima and Dawson for experimental confirmation of laser wakefield acceleration ͑LWFA͒. 7 LWFA requires ultrashort ͑ p FWHM Շ ͒ and intense ͑I m 2 ജ 10 18 W/cm −3 ͒ ͑high power͒ lasers. It has only been during the last several years that laser technology has produced lasers of sufficient pulse length and energy that one could study LWFA and not self-modulated LWFA. In addition, in order to achieve high beam loading efficiency one needs plasma wakes with transverse sizes ϳc / p . 8 Therefore, an efficient LWFA stage will require narrow laser spot sizes, w 0 ϳ c / p .
In 1987, Sun et al. 9 showed that complete electron blowout ͑they called it electron cavitation͒ could occur for laser powers above the critical power for relativistic self-focusing, P c =17 GW 0 2 / p 2 , if the laser was self-focused to or was initially focused to a spot size ϳc / p . Their work was for long laser pulses and was based on a steady state model, however it hinted that short-pulse lasers with powers above the critical power for relativistic self-focusing could create wakes via complete electron cavitation. Several years later, Rosenzweig et al. 10 showed that wakefields created by expelling all the plasma electrons ͑they studied wakes created by electron beam drivers͒ had ideal properties for electron acceleration. The focusing forces were perfectly linear so there would be no emittance growth and the accelerating field did not vary in the radial coordinate so that the energy spread would be minimal. They referred to this as the blowout regime.
Simulations showed that blowout and self-trapping of background electrons would indeed occur in ultraintense, short-pulse laser plasma interactions and that self-guiding of such lasers might be possible. 11, 12 Furthermore, in 2002 Puhkov and Meyer-der-vehn 13 showed in 3D simulations that monoenergetic self-injected electron bunches with energies at 300 MeV could be generated by a 300 TW, 30 fs laser propagating in a ϳ10 19 cm −3 density plasma. In these simulations the laser also was self-guided over the length of the simulation. They called this the bubble regime because the cavity surrounded by the blow out electrons resembles the shape of a bubble.
In spite of the advances made in experiments 14, 15 and the results of the simulations in Ref. 13 , an interesting question remained: What was possible with 5 -25 TW, ഛ50 fs lasers?
To answer this question, we performed many 2D ͑2 space and 3 momentum͒ and several 3D simulations of 5 -25 TW, 30-50 fs lasers propagating in uniform and preformed plasma channels. We found that even at these lower laser powers self-injection occurs and that a monoenergetic electron beam with ϳnC of charge can be produced. 16 In particular, we found that a 16.5 TW, 50 fs full width at half maximum ͑FWHM͒ laser propagating in a preformed channel with a minimum density of 3 ϫ 10 18 cm −3 produced a monoenergetic electron beam with a central energy of 240 MeV or 720 MeV depending on the length of the channel. Nearly simultaneously, three experimental groups from around the world reported the creation of nearly monoenergetic, low emittance beams using a wide range of experimental setups and parameters. [1] [2] [3] [4] [5] The parameters for each experiment are summarized in Table I . In one of these experiments, a plasma channel is used for guiding while the other two experiments used uniform plasmas and most of the laser is self-guided through several Rayleigh lengths. In the experiment reported on by Faure et al., 3 the length of the laser is less than the plasma wavelength, while in the other two experiments the pulse length is larger than the plasma wavelength and they operate in the blowout version of the selfmodulated regime. Nonetheless, despite these differences a self-injected monoenergetic beam is produced in each case.
It is therefore reasonable to assume that there are universal mechanisms at play in the recent experiments and 3D simulations. To understand these mechanisms, we undertook full scale 3D particle-in-cell simulations of the three experiments reported in the journal,Nature using the same code, OSIRIS. In this paper we compare these simulation results with those in the Nature publications and with those in Ref. 16 .
The paper is organized as follows: In Sec. II, we will describe the code OSIRIS as well as the laser and density profiles and the resolution used in the simulations. In Sec. III, we will present simulation results which illustrate how the self-injection and monoenergetic beam production occurs for a 16.5 TW laser propagating in a density channel with a minimum density of 3 ϫ 10 18 cm −3 . In Sec. IV we present OSIRIS simulation results for each of the Nature experiments. In Sec. V we summarize and comment on how to extrapolate these results to the 1 GeV energy range. In the Appendix, we will show that there are fundamental differences between 2D and 3D simulations by presenting results from 2D simulations with otherwise identical parameters to those in the 3D simulations presented here. As described in Ref. 16 while the 2D simulations can be useful to provide qualitative guidance for the experiments, they have limitations for making quantitative comparisons. Only through an understanding of the similarities and differences of these experiments ͑and simulations͒, can we develop the theoretical understanding necessary to design and optimize future experiments.
II. DESCRIPTION OF THE SIMULATIONS: METHOD AND PARAMETERS
The simulations are done using the code OSIRIS. [17] [18] [19] In each of these simulations the plasmas are preionized. In the 3D simulations, the box size cited refers to a fixed size box which moves at the speed of light, with periodic boundary conditions in the two transverse directions. In each case, the time step and the axial cell size of the simulation are chosen carefully to minimize the dispersion errors of the laser ͑this will be discussed further in the Appendix͒. This is an important consideration because the dephasing between the laser and the energetic electron determines the final energy of the monoenergetic bunch, and in some cases the numerical Cherenkov radiation can degrade the quality of the monoenergetic bunch. The parameters of the 3D simulations are listed in Table II . Some effects of the grid size and time step are studied in 2D and results of this study is also presented in the Appendix. 
A. The laser
We assume the laser wavelength is 0 =2 / k 0 = 0.8 m. At t = 0 a forward going, linearly polarized laser ͑with electric field polarized in the ŷ direction and the magnetic field in the x direction͒ is initialized following the formula:
In the transverse plane ͑x , y͒, the laser has a Gaussian profile, i.e., g͑x , y ; w x , w y ͒ = exp͑−͑x / w x ͒ 2 ͒ · exp͑−͑y / w y ͒ 2 ͒. Along the longitudinal direction, we use a fifth order polynomial. which is T͑͒ =10 3 −15 4 +6 5 , when ͓0,1͔ and 0 everywhere else. The parameter t rise is an input parameter which denotes the risetime of the laser and it is roughly related to the FWHM pulse length for a fitted Gaussian, FWHM , through the relation t rise = ͱ 2 FWHM .
B. The plasma
In the simulations the plasma ͑or the neutral gas͒ sits just outside the moving window at t = 0. When the simulation begins, the plasma enters the moving box ͑from right to left in the figures presented in this paper͒. Because of the short pulse length of these lasers, the ions are treated as a neutral, immobile background. In all the simulations, the plasma does not completely fill the simulation box in the transverse direction. The transverse width is chosen so that the laser energy which leaves transversely does not come back into the plasma region because of the periodic boundary conditions.
In the UCLA/2004 and the simulation of the Lawrence Berkeley Laboratory ͑LBNL͒ experiment, a parabolic channel is used. The parabolic profile of the channel is described by
where w 0 is the focused spot size of the laser, and n 0 , ⌬n, and, r c , are input parameters. The density falls off linearly beyond r c and reaches 0 at a radial position r max .
C. Comparisons with experiments
In Sec. IV simulation results are compared against results from the three Nature papers. In some of the simulations, a virtual pinhole is used to accept particles within a small cone in the forward direction. ͑Note, a slit is used in the LBNL experiment.͒ In these cases, the acceptance angle of is specified in the figure captions. The distance into the plasma where the simulation spectrum agree best with the experimental data is denoted by L 0 and the maximum propagation distance of the simulation is denoted by L max .
III. SELF-INJECTION AND MONOENERGETIC BEAM PRODUCTION
In this section we describe results from a 3D simulation 16 which provides a common picture for how selfinjection and monoenergetic beams occur for the 5 -25 TW laser. This will provide a basis for understanding the subsequent 3D simulations for the parameters of the experiments described in Nature that will be presented in the following sections. The parameters for the simulation are as follows. The size of the simulation box is 136 m ϫ 136 m ϫ 136 m, with 256ϫ 256ϫ 3712 cells, respectively. There are 4 particles per cell and approximately 250 million particles in the moving box at any time. Initially, the normalized vector potential is eA / ͑m e c 2 ͒ϵa 0 = 3.0, the spot size of the laser is 7.4 m, and the duration of the laser is FWHM = 50 fs. The laser is propagated through approximately 0.9 cm of plasma ͑in a channel, with the axial density of 3 ϫ 10 18 cm −3 , ⌬n = 6.0ϫ 10 18 cm −3 , w 0 = 7.4 m, r c = 7.0 m, and r max =24 m͒. The value of ⌬n is three times larger than ⌬n c =2ϫ 10 18 cm −3 which is the theoretical value needed for guiding in the absence of nonlinearities.
The prediction for the key experimental observable is summarized in Fig. 1 where the maximum energy of any electron is plotted vs laser propagation distance for identical 2D and 3D simulations. In Fig. 1 , it can be seen that when the laser initially enters the plasma there are no self-injected electrons in either the 2D or 3D runs. However, after some distance ͑ϳ0.25 cm in 3D͒ electrons become "self-injectedЉ into the plasma wave. These electrons are rapidly accelerated to nearly 0.48 GeV in a distance of only 0.25 cm, with an average gradient of 200 GeV/ m and with a peak gradient of 350 GeV/ m. The normalized emittances of this bunch
.81 m and 79.91 m along the direction of the oscillating magnetic ͑b ͒ and electric fields ͑ê͒ of the laser, respectively. The maximum electron energy saturates and then decreases as these electrons dephase in the wave, a process which we referred to as "phase space rotation" in ͑z , p z ͒ phase space, 16 leading to a monoenergetic bunch with a central energy of 240 MeV. At a distance of 0.55 cm a distinct second group of selfinjected particles is observed ͑labelled 2 in Fig. 3͒ . These electrons eventually reach an energy of 0.84 GeV, with FIG. 1. ͑Color͒ Maximum energy of simulation electrons as a function of propagation distance our previous simulations presented in Ref. 16 . In the 3D case, the maximum energy is 0 until approximately 2 mm, indicating that there is no trapping at the start of the 3D simulation.
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⑀ N = 170.89 m and 4.244 mm in b and ê, respectively. As shown in Fig. 4͑a͒ ͑on a log scale͒ the acceleration of the first group of self-injected electrons results in a beam with a ϳ15% energy spread whereas the combination of the first group and second group has a more continuous energy spread, with two distinct bumps, one at 380 MeV and the other at 720 MeV. The small energy spread of the former is produced as the particles rotate in ͑p z , z͒ phase space as the higher p x particles begin to decelerate. The self-injected electrons all originate at radii roughly equal to the maximum blowout radius. This is clearly shown in Fig. 4͑b͒ where we plot the initial transverse positions of each high energy electron ͑Ͼ5 MeV͒ shown in Fig. 4͑a͒ . Furthermore, as the laser enters the channel the initial wake is less than unity in normalized ͑mc p0 / e͒ units. Therefore, it is not expected that self-injection would ever occur. However, the wake amplitude and structure change dramatically as the laser's shape and amplitude evolve self-consistently in the channel, leading to self-injection. This is shown in Fig. 2 where the axial electric field, eE z / mc p is plotted for three different propagation distances. At z = 0.1 cm, no selfinjection has occurred. At z = 0.25 cm, injection has occurred and the electrons within the first wavelength are completely blown out, leaving a highly nonlinear wake. Near the end of the simulation, at z = 0.78 cm, a large number of electrons are trapped within the first bucket, which leads to a reduction in the wake amplitude.
Based on the fact that the self-trapped electrons originate from the channel wall in each simulation, i.e., at radii near the blowout radius, r b , it is recognized that a necessary condition for self-injection is that the ponderomotive force cause electrons from near the radial axis to cross electrons that originate at the edge of the channel. Only then can electrons at the edge be attracted inwards and arrive on axis before the bulk of the electrons which constitute the sheath. In this simulation, the value of r c is nearly w 0 . If r c ӷ w 0 then the blowout radius needs to exceed w 0 not r c and the selfinjected electrons would originate there. The trajectory crossing requirement can also be met in a uniform plasma as is the case in the Imperial College ͑IC/RAL͒ and Laboratoire d'Optique Appliquée ͑LOA͒ experiments.
We can estimate the requirement for trajectory crossing by requiring the blowout radius be equal to the instantaneous spot size of the laser ϳw. The blowout radius can be estimated by equating the ion space charge potential from the ion column and the electron sheath to the ponderomotive potential. 23 The potential ϵ e͑ − A z ͒ / ͑mc 2 ͒ can be solved for via
where ٌ Ќ 2 = ‫ץ‬ x 2 + ‫ץ‬ y 2 and and j z are normalized to en 0 and en 0 c, respectively. Assuming the blowout radius is large compared to the width of the channel, the potential can be obtained for a parabolic channel,
͑4͒
where s represents the contribution from the sheath which can be ignored to lowest order and r b is a function of ct − z ϵ . The coefficients ␣ and ␤ are 1 / 4 and 1 / 4 in 3D and 1 / 2 and 1 / 6 in 2D slab geometry. By equating
we estimate that in order for r b to approach w the normalized vector potential, a, must exceed 4.30 in 3D and 5.36 in 2D. This is one reason that the wake amplitude and the selfinjection process is significantly different between 3D and 2D. In the 3D simulation, self-injection does not occur until the laser peak vector potential evolves from an initial value of 3 to a value of 5. This analysis does not include the longitudinal profile of the pulse so it is only meant to be qualitative description and to provide insight into the selfinjection process.
The amount of charge in this bunch is significant enough to modify the structure of the wake through beam loading. 8 This is shown in Fig. 2 . We note that there is no published theory for beam loading in the blowout regime. The modification of the wake is due to both the radial electric field ͑the magnetic field forces are smaller for the plasma particles since they are not moving forward at c͒ of the trapped electrons as well as the locally enhanced ponderomotive force ͑vector potential͒ of the laser in the rear of the first bucket opposing the ion channel force in returning the blown-out electrons to the axis. Therefore, the expelled electrons no longer cross the axis, leaving an ion channel on axis up to the end of the second bucket. This is clearly shown in Fig. 3͑b͒ . The radial electric field of the ion channel strongly focuses the trapped electrons and confines them to a region that is only 10 m in radius. This also prevents further selftrapping which contributes to the small energy spread. At this point the peak energy of the trapped electrons has saturated at ϳ0.48 GeV as the highest energy electrons are now in the zero field region. As the laser continues to evolve its group velocity continues to decrease which causes the bunch to phase slip more rapidly. Eventually, the electrons in the front of the bunch start to be decelerated causing the first bunch to rapidly compress in momentum space leading to a beam with a central energy of 0.26 GeV, but with the reduced energy spread as shown in Fig. 4͑a͒ . Additionally, at this distance the wake and bunch are asymmetric between the y -z and x -z planes. The bunch is broader in the x -z plane because of the oscillating transverse electric field of the laser.
As the laser propagates further, the first bunch continues to slip forward with respect to the laser, where it completely 
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enters the decelerating phase of the wake and therefore loses energy. By z = 0.43 cm, it resides in an area of the first bucket for which its own radial electric field increases the blow out radius which leads to a distinct second bunch of self-injected electrons in the first bucket. This is seen in Fig. 3͑c͒ . This second bunch is accelerated by the combined action of the longitudinal electric field of the wake as well as the strong localized electric field of the laser. The laser is tightly focused in this region so it also has a strong axial component. The effects of the laser's electric field is seen in Figs. 3͑d͒ and 3͑e͒. The second group of particles is clearly modulated by the electric field of the laser in Fig. 3͑e͒ .
By z = 0.69 cm ͑not shown͒, the first bunch has completely been decelerated by the front of the wake, however electrons in the second self-trapped bunch continue to increase in energy up to a maximum energy of 0.84 GeV. At z = 0.84 cm the laser is essentially depleted of its energy as is the wake and the acceleration process saturates. At this time the particle reaches its maximum energy. However, the energy spectrum at this time is broader, as the particles in group 2 have not yet all dephased. The energy spectrum reveals a broad spectra with two bumps at 380 MeV and 720 MeV.
The maximum number of accelerated electrons can be estimated through energy balance. During each unit of propagation distance L the energy given to the wake is proportional to E 2 / ͑8͒AL ͑in these 3D wakes there is also substantial energy in the radial electric and azimuthal magnetic field as well as the kinetic energy in the sheath͒ while the energy absorbed by the accelerated electrons scale as eE z N MAX L. Equating these two expressions, and solving for N MAX , gives the scaling eN MAX Ϸ .012 ϫ ⑀r b 2 / ͱ n͑10 19 cm −3 ͒nC, where ⑀ ϵ eE z / ͑mc p ͒ and r b ϵ r b p / c. This is only a scaling law because it does not take into account numerical factors associated with the time averaged beam loaded field and the partition of the energy of the excited fields in the plasma wave and the kinetic energy of the plasma electrons in the sheath. The maximum possible number of injected electrons scales as n 0 −1/2 . Furthermore, since ⑀ and r b both increase with the ponderomotive force then N will also increase for larger values of a 0 and laser power. The scaling of r b and ⑀ for arbitrary a 0 are complicated because both can evolve due to self-focusing, but it can be shown that for very large r b they scale as ⑀ Ϸ r b Ϸ 2 ͱ a 0 . 20, 23 For this simulation, the monoenergetic bunch contains N = 3.3ϫ 10 9 electrons while the scaling law gives N MAX = 6.14ϫ 10 9 . As we shall see, the basic observation that self-injection results after the laser has evolved due to photon deceleration, group velocity dispersion, and/or self-focusing, that the injected electrons come from the edge of the laser, and that a monoenergetic beam is produced due to phase space rotation caused by dephasing are common to each of the experiments published in Nature. However, the clamping of further injection due to beam loading does not appear to be a universal feature.
IV. 3D SIMULATIONS OF EXPERIMENTS REPORTED IN NATURE

A. 3D IC/RAL simulation
While the experiment reported by Mangles et al. 1 shares many of the same features as described in Ref. 16 , there are notable differences. The plasma is uniform, the density is higher, and the pulse is twice as long in units of c / p . Initially there is no self-injection. However, the laser power exceeds the critical power for relativistic self-focusing, P c . Therefore, as the laser propagates in the uniform plasma for several Rayleigh lengths, the normalized vector potential and hence ponderomotive force increases because the back of the laser self-focuses. Eventually self-injection occurs and as the front of the bunch dephases with the wake and moves into a 
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Simulation of monoenergetic electron generation¼ Phys. Plasmas 13, 056708 ͑2006͒ decelerating part of the wake a monoenergetic bunch is observed. However, the injection process is not clamped. The IC/RAL simulation parameters are as follows. The size of the simulation box is 142 m ϫ 142 m ϫ 59.5 m, using 512ϫ 512ϫ 2304 cells. We use two electrons per cell, giving a total of 600 million particles in total. The laser is propagated through ϳ1 mm of plasma, or roughly two Rayleigh lengths. The plasma has an initial density of 0.011n c , corresponding to a density of 2 ϫ 10 19 cm −3 for an 800 nm wavelength laser. The initial normalized vector potential, a 0 = 1.1, which corresponds to an intensity of 5.0 ϫ 10 18 W/cm 2 for 800 nm laser. The width of the laser is 12.5 m and the laser pulse length, FWHM , is 40 ͱ 2 = 56.57 fs.
As noted above, initially there is no self-trapping as shown in plot ͑a, iii͒ of Fig. 5 . Furthermore, early in the simulation ͓shown in column ͑a͒ of Fig. 5͔ , not all of the electrons are blown out by the laser. After 0.30 mm of laser propagation ͑column b͒, the laser's vector potential becomes amplified, through a combination of photon deceleration and group velocity dispersion in the longitudinal direction, and self-focusing in the transverse direction. At this time, the vector potential ͑and hence the ponderomotive force͒ is now large enough to expel electrons out of the first bucket, but it is still not large enough to self-inject electrons. In column ͑c͒ of Fig. 5 , after 0.4 mm of propagation it can be seen that the first two plasma wavelengths are now in the blowout regime, and the vector potential of the laser has now evolved to a point that electron trapping is possible. The initial radial position of the injected electrons are shown in Fig. 7͑b͒ . Using the necessary condition for self-injection in the first bucket, Eq. ͑5͒, we find qa thr / ͑mc 2 ͒ Ͼ 2.87, which is consistent with the simulation. It is important to realize that as the laser self-focuses its shape does not remain Gaussian, therefore the meaning of spot size becomes ambiguous.
Another important feature seen in this 3D simulation is shown in Fig. 6 . In the experiment reported in Nature, Mangles et al. showed that when the length of the gas jet is fixed the energy spectrum of the fast electrons is sensitive to the plasma density. The argument made in that paper is that by changing the plasma density, one can match the length of the plasma to match the dephasing length of the fast electrons. Rather than doing numerous simulations with fixed lengths and various densities, we do one simulation at a fixed density and examine how the energy spectrum varies with laser propagation distance. In column ͑a͒ of Fig. 6 , all the fast electrons ͑shown as a red dot in the first bucket͒ are in the accelerating part of the wake, and in this case, electrons are continuously being trapped and accelerated by the wake and therefore the spectrum appears to be a very high temperature tail. As the simulation progresses, the electrons in the front reach the decelerating part of the wake and they start to lose energy, while the particles that are slightly behind them are catching up. After approximately 1 mm, this leads to a monoenergetic spectrum as seen in column ͑b͒. In column ͑c͒ of Fig. 6 , which is taken slightly later, we can see that the energy spectrum degrades if the length of the plasma is too long compared to the dephasing length. One noteworthy feature of this experiment is that although the first bucket elongates in this simulation due to beam loading, the number of fast electrons is not large enough to cause the trapping to stop completely as it did in the simulation of Ref. 16 .
The energy spectrum from the experiment is compared against the result reported in the Nature by Mangles et al. 1 ͑see Fig. 7͒ . The measurement is taken after 1.02 mm of propagation, using the collection angle of = 0.01 rad. The total number of electrons predicted from the simulation is 2.3ϫ 10 8 , which is within 15% of the experimental measurement. The total number of trapped electron is 3.0ϫ 10 9 while the scaling law gives N MAX = 1.7ϫ 10 9 electrons. The scaling law resulted from assuming particles all feel the peak field, in reality they feel the beam loaded field so the actual value FIG. 5 . ͑Color͒ This is some snapshots of the early evolution of the laser in the Imperial simulation. It shows the evolution of the vector potential, which leads to the evacuation of all the electrons within the first plasma period. Later in the simulation, the vector potential is amplified to cause electrons to be trapped.
FIG. 6
. ͑Color͒ 2D slices of plasma density and the energy spectrum of fast electrons ͑Ͼ10 MeV͒ at three different times in the simulation. In column ͑a͒, most of the electrons are in the accelerating part of the plasma wake and the distribution function resembles a fast tail. In column ͑b͒, electrons reach the point of zero accelerating field, and subsequently rotate in phase space and creates a bump in the energy spectrum. In column ͑c͒, the energy spectrum is broad once again because the injected electrons now occupy all phases of the accelerating structure.
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of N MAX can be larger. As in Ref. 16 the self-injected electrons originate at a radius of ϳ10 m, i.e., nearly one spot size away from the axis. The central energy predicted from the simulation is 96.5 MeV as compared to what was reported in Nature, 50-80 MeV. However, there was substantial shot to shot variation in the experiment and the simulation uses a diffraction limited laser beam while in the experiments the beam has intensity wings. In the simulation a uniform density profile is used while the density profile of the gas jet is not known with certainty. As described earlier, not all of the initial laser energy is focused so the details of the transverse profile are important.
The normalized emittance of the beam along b is 3.5 m, and 7.6 m along ê. In the simulation we measure the beam's characteristics as it exits the plasma while in the experiment the measurement is made after the beam has propagated into vacuum. Some of the laser exists at the location of the accelerated electrons so this effects both its energy and emittance inside the plasma. As the beam propagates into vacuum the laser diffracts faster than the electron beam so that the influence from the laser on the beam might decay away.
B. 3D LBNL simulation
The experiment reported by Geddes et al. ͑which we will refer to as LBNL͒ shared many similarities with IC/RAL simulation discussed in the previous section. Most notably, both experiments propagate a 0.5 J laser through a plasma with a central density of 2 ϫ 10 19 cm −3 . However, there are two key differences. One difference between this experiment and the IC/RAL experiment is the use of a preionized plasma channel, used to optically guide the leading edge of the laser. Another important difference is that the normalized pulse length was also longer, p FWHM = 13.59 as compared to 9.88. The use of the channel, and the subsequent self-guiding of the front of the laser also permits the use of a much smaller simulation box in the transverse direction. In the simulation of the LBNL experiment, the simulation box is 60 m ϫ 60 m ϫ 70.028 m, with 300ϫ 300ϫ 2752 cells, respectively. We use 2 electrons per cell, and treat the ions as an immobile fluid. The incident normalized vector potential of the laser is a 0 = 2.27. The laser propagates through a parabolic channel. The on-axis density of the channel is 2 ϫ 10 19 cm −3 , as in the experiment. The radius of the parabolic channel, r c , is 17.8 m and the outer density of the channel is 4.92ϫ 10 19 cm −3 . 21 The spot size of the laser is 7.2 m wide, and the duration of the pulse is 55 fs.
In terms of normalized units, the pulse length of the laser is slightly over two plasma wavelength long, and this gives rise to an unusual evolution of the wakefield. The simulation results are summarized in Figs. 8-10 . Unlike the IC/RAL case, at the start of the simulation the electrons are blown out almost immediately because the initial spot size is smaller and the on axis intensity is higher. However, because the length of the pulse is more than a plasma wavelength long, the particles do not return at the back of the first bucket, as shown in Fig. 8͑c͒ . They instead return to the axis after the laser has passed. Despite the fact that there are no electrons on axis, the longitudinal electric field on axis ͓shown in red in Fig. 8͑b͔͒ crosses at the location of zero curvature in the trajectory of the blowout radius, r b ͑͒. This follows from the fact that E z = ‫ץ‬ / ‫ץ‬ ϳ r b /2͑‫ץ‬r b / ‫.͒ץ‬ The short wavelength oscillations are due to the E z field from the laser. Furthermore, at this point, the vector potential of the laser is large enough such that the electrons are self-injected into the back of the second bucket. Figure 8͑a͒ shows the envelope of the vector potential at this time ͑in red͒ in comparison to the initial laser envelope ͑in blue͒. After 0.33 mm of propagation, the laser self-modulates to form two distinct pulses ͓as shown by the gray curve in Fig. 8͑a͔͒ , and electrons can now return to the axis at the end of the first bucket where the laser intensity is near a minimum. At this propagation distance self-injection occurs in the first bucket.
The interaction of these two distinct group of self- 
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Simulation of monoenergetic electron generation¼ Phys. Plasmas 13, 056708 ͑2006͒ injected electrons is shown in Fig. 9 . In Fig. 9͑a͒ , the group of electrons that is injected and accelerated near the start of the simulation is labeled "bucket 2." This group of electrons is accelerated and reaches an energy near 150 MeV in approximately 0.5 mm before dephasing occurs. After 0.3 mm into the simulation, a second group of electrons is injected, which is labeled "bucket 1." This group of electrons is accelerated in the same fashion as described for the simulations described earlier. In Fig. 9͑b͒ ͑after 0.63 mm of propagation͒, one sees two distinct bunches of electrons in these two buckets. The electrons in the second bucket are reaching their highest possible energy, as indicated by their location in the bucket, while the electrons in the first bucket are in their early phase of acceleration. In Fig. 9͑c͒ ͑after 0.75 mm͒, it is seen that the electrons from the second bucket are reaching the first bucket at relativistic energies, and there is a large number of electrons collected in the first bucket as well. The total transverse space charge forces from the accelerated electrons from these two buckets prevent additional background plasma electrons from crossing the axis thereby preventing further injection. After 1.02 mm of propagation ͓Fig. 9͑d͔͒, the particles which originated from bucket 1 now begin to dephase. Despite this very complex process of injection and acceleration from two buckets, the quality of the total beam is excellent and is shown in Fig. 10 . As seen in Fig. 10͑b͒ , the accelerated electrons originate from two distinct locations in the radial direction, which again indicates that there are two distinct groups of injected particles. total self-injected electrons and 1.7ϫ 10 9 electrons within a collection angle of 0.01 rad. The latter number is within 15% of the reported number 2 ϫ 10 9 . Using the axial density the scaling law gives 2 ϫ 10 9 electrons. However, more electrons can be injected when using a channel ͑for the same axial density͒ because more energy is in the wake and the trajectories of more electrons are crossed for a given blowout radius. In addition, in Fig. 10͑a͒ the energy spectra is shown for a collection angle of 0.01 rad. The central energy is 90 MeV, which is nearly identical to the reported energy of 87 MeV. The agreement between the 3D OSIRIS simulation and the LBNL experiment is excellent in terms of the central energy and the number of electrons. This agreement is noteworthy in light of how complex the acceleration process appear to be in the simulation. The energy spread in the simulation ͑FWHM͒ is 10 MeV while the published result is 1.8 MeV. As noted earlier part of this discrepancy could be due to the fact that the simulation spectrum is taken at the plasma boundary while the electrons still feel the fields of the laser.
C. 3D LOA simulation
The parameters of the LOA experiment had key differences from those of the LBNL and IC/RAL experiments. The plasma density is significantly lower ͑6 ϫ 10 18 cm −3 while for the LBNL and IC/RAL experiments it was n e =2 ϫ 10 19 cm −3 ͒. The normalized laser pulse length is shorter and the laser power is higher so P / P c can be kept large even though the plasma density is lower. The consequence of these differences is that the dephasing length of the electrons will be larger while the wakefield remains large, leading to higher energy electrons and since the N MAX scales with n 0 −1/2 the amount of accelerated charge could be higher.
The parameters for the simulation of the LOA experiment are as follows. The size of the simulation box is 57 m ϫ 57 m ϫ 57 m, using 140ϫ 140ϫ 2212 cells. We use two electrons per cell, giving a total of 87 million particles in total. The laser propagates through approximately 4 mm of plasma or close to 3 Rayleigh lengths. The plasma has an initial density of 0.0035n c , corresponding to a density of 7 ϫ 10 18 cm −3 for an 800 nm wavelength laser. The initial normalized vector potential, a 0 , is 1.6, which corresponds to an intensity of 2.60ϫ 10 19 W/cm 2 for an 800 nm laser. The width of the laser is w 0 =18 m and the laser pulse length is FWHM is 33 fs ͑for fields͒.
Unlike in the IC/RAL and LBL experiments, initially the laser pulse shape is more like a pancake than a cigar, i.e., c FWHM Ͻ w 0 . Therefore, the excited wake is more planar ͑1D-like͒ where the electrons are pushed forward more than radially. The early evolution of this system is shown in Fig.  11 . In panel ͑a͒, the longitudinal electric field on axis is plotted at two different propagation distances, 0.36 mm and 0.90 mm. Early in the simulation, the plasma wave is slightly nonsinusoidal ͓as can be seen in panel ͑b͒ of Fig. 11 where the plasma density is plotted͔. As the simulation progresses, the laser evolves, both longitudinally and transversely, and the electrons in the first bucket ͑now much narrower due to self-focusing͒ are completely blown out after 0.9 mm of propagation, as seen in panel ͑c͒, and the corresponding electric field in panel ͑a͒ becomes extremely nonlinear, as predicted by theory. 23 However, even after 1 mm of propagation, there are no self-injected electrons.
After approximately 1.6 mm, the vector potential has evolved enough such that self-injection occurs, as seen in Fig. 12 . It reaches a peak value of a 0 Ͼ 4. As the injection and trapping progresses the electrons are accelerated and they gain energy until the dephasing point ͑after approximately 3 mm of propagation͒. At this time, the central energy of the beam is 250 MeV, as shown in Fig. 12͑a͒ . After 4 mm of propagation ͑the distance reported in Faure et al.͒, the beam energy reaches a central energy greater than 200 MeV. At this point, the spectrum of fast particles agrees fairly well with that reported in Nature ͓as seen in panel c of Fig. 12͔ . ͓The phase relation between the electron bunch and the plasma wake is shown in a density slice, in panel ͑d͒.͔ The total charge in the energetic electrons is 2.70ϫ 10 9 ͑0.43 nC͒ ͑between 170 and 219 MeV͒, as compared to 3.13ϫ 10 9 ͑0.5 nC͒ reported in the experiments. The scaling law gives 4.6ϫ 10 9 ͑0.742 nC͒. For this case the number of electrons is insensitive to the collection angle. This is due to the fact that the laser pulse is short enough that none of it slips backward into the rear of the bucket. In addition, the number of injected electrons is less than the scaling law estimate. This is consistent with the observation that the wake is not beam loaded.
V. CONCLUSIONS
In this paper we have examined the physics of generating monoenergetic, self-injected electron beams by 5 -25 TW, sub 50 fs lasers propagating through mm's of tenuous plasmas. Using fully three-dimensional PIC simulations, we found that a 16.5 TW, 50 fs laser generates a monoenergetic beam near 240 MeV after 0.5 cm of laser propagation. And after 0.8 cm of propagation, a broad energy spectra with two peaks at 380 MeV and 720 MeV, and a peak energy of more than 800 MeV is generated. 16 We also showed via supporting 3D OSIRIS simulations that similar physics occurs in the three experiments presented in Nature. In each case, the initial wake is small and no self-injection occurs early in the simulation. However, the laser's power exceeds the critical power for self-focusing. As Sun et al. 9 showed, for such powers complete electron blowout is possible for long pulses if the laser focuses down to a sufficiently small spot size. The laser then evolves through a combination of photon deceleration, group velocity dispersion, and self-focusing. Eventually the laser spot size and intensity reach a point where complete electron blowout can occur, leading to self-injection in the first bucket. A monoenergetic electron beam is formed as the electrons dephase with the wakefield. As electrons at the front outrun the wave they 
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begin to decelerate while lower energy electrons at the rear continue to accelerate. This leads to a compression in the energy spectrum. The key differences among the experiments are that the LOA laser has more power and that the LBNL experiment which uses a preformed channel. Therefore the LOA experiment was able to operate at lower densities while keeping P / P c large. This resulted in a longer dephasing length and hence a higher beam energy. The use of the preformed channel in the LBNL experiment allowed the laser to be more tightly focused which led to a blowout occurring earlier. However, the normalized pulse length was longer so the laser's longitudinal profile needed to evolve before injection occurred in the first bucket. The simulation results are in qualitative agreement with the published experimental data in several respects. The agreement appears best with the LBNL results. We believe that this is partly due to the fact that we model the experiments with diffraction limited laser beams which will self-focus differently than the actual transverse profiles used in experiments. Another factor that makes direct comparison difficult is the uncertainty in the plasma density profile. The quantitative agreement between the simulations and experiments is quite good in light of the fact that the there are 10 12 -10 13 electrons in the volume swept out by the laser and there are only 10 9 electrons in the beam. We are note that due to the CPU requirements for these 3D simulations it is not possible to carry out a complete parameter scan. The dependence of the results on laser intensity, spot size, and plasma density as well as on cell size, time stop, and number of particles per cell are areas for further study.
An obvious question is how can one extrapolate these results to higher energies in a more controlled manner. In the IC/RAL and LOA Nature experiments the laser's spot size evolved considerably and in the IC/RAL and LBL experiments the longitudinal profile evolved as well because the pulse lengths were too long in terms of plasma wavelengths. To reach higher energies one needs lower plasma densities and longer plasmas. In addition, to better control the process is desirable that the lasers spot size does not evolve. This can be achieved if the blowout radius is roughly equal to the laser spot size. If a channel is used, then one would want the channel size to be roughly equal to this spot size. We have found that this matched beam condition requires k p w 0 =2 ͱ a 0 which then implies that P / P c Ϸ 8, and the pulse length must be less than the matched spot size. 22 It was not possible to achieve the matched beam condition with any of the lasers used in the Nature experiments. Preliminary simulations indicate that a 200 TW, 30 fs laser propagating in a 1.5ϫ 10 18 cm −3 plasma with a matched profile will generate a 1.5 GeV monoenergetic beam with a half nano-Coulomb of charge.
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APPENDIX: NUMERICAL ISSUES AND DIFFERENCES BETWEEN 2D AND 3D OSIRIS SIMULATIONS
As hinted in Fig. 1 of Ref 16 2D simulations using parameters identical to those used in 3D gives results which are similar but are fundamentally different than those in 3D. We would like to show that even though 2D simulations are very useful in finding trends and in scanning large volumes in parameter space, ultimately the nonlinear LWFA problem contains many three-dimensional effects and quantitative comparisons between simulations and experiments can be accomplished only through full scale 3D simulations.
In this Appendix, we will present some 2D simulations done using physical parameters identical to those described in Sec. IV A. First, the 2D simulations are compared against one another to demonstrate that of the simulation results converge when the resolution in the direction of laser propagation is increased while the time step is chosen accordingly to minimize the error in the group velocity of the laser. The converged 2D results are then compared to the 3D results presented earlier in the paper. We show the laser, wake, selfinjection, and acceleration all evolve differently in 3D.
For the sake of simplicity, the Appendix only contains results in which the longitudinal cell size is varied, and the transverse cell size for all cases are all 0.2c / p . The resolution is sufficient to resolve the evolution of the laser spots in these simulations, and by making the transverse cell size sufficiently large compared to the longitudinal cell size ͑the systems studied here contain very low density plasmas, hence p Ӷ 0 and ⌬z Ӷ⌬x͒, the numerical errors for the linear group velocity can be minimized for the relevant waves in the system. To demonstrate this point, let us consider the numerical dispersion relation for a forward going laser in a highly underdense plasma, i.e., p Ӷ 0 , which is solved using the FDTD method in a Yee grid ͓ignoring the effects of finite sized particles, which can be included by only possible by making the transverse grid size much larger than the longitudinal cell size. It is also extremely important that numerical errors to the group velocity be kept small otherwise there will be errors to the dephasing length and hence to the electron energies. One can define a relative error as
where v gN is the numerical group velocity. Using the ⌬t given above that minimizes errors of the phase velocity, R Ӎ 1/3͑k z0 ⌬͒z 2 . In order to keep R below 1% requires that k 0 ⌬z Ͻ 0.2. One can extend the above analysis to higher dimensions and estimate the numerical errors for various values of k Ќ / k z0 . The numerical parameters are chosen to keep R Ӷ 1 for k Ќ W 0 Շ 1. Figure 13 shows the convergence of the 2D results. In these 2D simulations, we vary the longitudinal resolution of the simulation and the transverse resolution is kept the same ͑and identical to those in the 3D simulations in Sec. IV A͒ and the time step is chosen to be as large as can be allowed by the Courant condition to minimize errors in v and v g . Figure 13͑b͒ shows a snapshot of the wakefield after 0.61 mm of propagation at three different resolutions, and Fig. 13͑a͒ shows the ͑z , p z ͒ phase space at the same time.
Using 16 grids per wavelength, k 0 ⌬z = 0.39 ͑shown in red͒, there is a measurable error in the group velocity of the laser and the wakefield slips backward with respect to the other two cases shown in the same plot. However, above 30 grids per wavelength, the error in laser propagation becomes small and the wakefields begin to converge. By this time, ct = 0.61 mm, the shape of the wakefield is very nonlinear due to the high power of the laser, and self-trapping of electrons ͑and hence beam-loading͒ has already occurred, as seen in Fig. 13͑a͒ .
Although the converged 2D simulations yield a monoenergetic electron bunch, the energy of these electrons is substantially smaller than those reported in the experiment, as shown in Fig. 13͑c͒ , the central energy of this bunch is 43 MeV. Although the 2D result is within 40% of the energy reported in the experiment, it is different than our 3D simulation by a factor of 2.
There are additional key differences between the 2D and 3D results. For instance, in 2D the effect of self-focusing is much less than 3D. This is demonstrated in Fig. 14 , where the envelope of the laser is plotted for both the 2D and 3D simulations after 0.50 mm of propagation. In this plot, it can be seen that although the laser pulse has evolved in a very similar fashion longitudinally, the vector potential on axis in the 3D simulation is much larger than that of the 2D simulation. This can be explained through geometric arguments. In 3D, the amount of energy through a slice of laser is proportional to a 0 2 W͑z͒ 2 , where W͑z͒ is the spot size of the laser at any given position, while in 2D, the energy goes as a 0 W͑z͒. Furthermore, applying Eqs. ͑4͒ and ͑5͒, in a uniform plasma, the 3D threshold for sheet crossing is a 0 = r b ͱ 1+r b 2 / 8, and the 2D threshold is twice as large. Hence, in our 2D simulations, the electrons are not completely blown out by the laser for the same a 0 and w 0 , as shown in Fig. 15͑a͒ . Because there is no sheet crossing ͑and blowout͒ in 2D, electrons are typically not trapped in the "first bucket," or the plasma wave closest to the laser as is the case in the 3D simulations presented in this paper. In Fig.  15͑b͒ , the trapped electrons are located at two distinct locations, near the end of the third and the fourth buckets. As these electrons rotate in phase space, they do form two distinct spikes in the energy spectrum, as seen in Fig. 13͑b͒ . This behavior is very different than those observed in 3D simulations. ͑In the 2D simulations reported in Ref. 16 , the trapped particles are located in the second bucket.͒ FIG. 13 . ͑Color͒ This figure shows the convergence of the 2D simulations as the number of cells per wavelength increases ͑with the appropriate time steps͒. The plot is taken after the particles are trapped so there are many effects in the wake, but numerical results appear identical as the cell size decreases. For the 16 cell per wavelength case ͑in red͒, the error in the wave propagation shifts the wake back slightly in ẑ, and this will effect the energy of the monoenergetic electron.
FIG. 14. ͑Color͒ This is the envelope of the vector potential after 0.50 mm in the simulation, for both 2D and 3D simulations.
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In this Appendix, we have presented some results that show 2D simulations converge somewhat when the wavelength of the laser is properly resolved and the time step is carefully chosen to insure good numerical dispersion. However, the properly resolved 2D results can be very different than those results obtained in full 3D simulations. The nonlinear evolution of the laser, the structure of the nonlinear wake, and the trapping of self-injected electrons are all different in 3D as compared to 2D simulations.
