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Abstract
When two or more branches of a function merge, the Chebyshev series of u(λ) will converge very poorly with coefficients
an of Tn(λ) falling as O(1/nα) for some small positive exponent α. However, as shown in [J.P. Boyd, Chebyshev polynomial
expansions for simultaneous approximation of two branches of a function with application to the one-dimensional Bratu equation,
Appl. Math. Comput. 143 (2002) 189–200], it is possible to obtain approximations that converge exponentially fast in n. If
the roots that merge are denoted as u1(λ) and u2(λ), then both branches can be written without approximation as the roots of
(u − u1(λ))(u − u2(λ)) = u2 + β(λ)u + γ (λ). By expanding the nonsingular coefficients of the quadratic, β(λ) and γ (λ), as
Chebyshev series and then applying the usual roots-of-a-quadratic formula, we can approximate both branches simultaneously
with error that decreases proportional to exp(−σ N ) for some constant σ > 0 where N is the truncation of the Chebyshev
series. This is dubbed the “Chebyshev–Shafer” or “Chebyshev–Hermite–Pade´” method because it substitutes Chebyshev series for
power series in the generalized Pade´ approximants known variously as “Shafer” or “Hermite–Pade´” approximants. Here we extend
these ideas. First, we explore square roots with branches that are both real-valued and complex-valued in the domain of interest,
illustrated by meteorological baroclinic instability. Second, we illustrate triply branched functions via roots of the Kepler equation,
f (u; λ, ) ≡ u −  sin(u) − λ = 0. Only one of the merging roots is real-valued and the root depends on two parameters (λ, )
rather than one. Nonetheless, the Chebyshev–Hermite–Pade´ scheme is successful over the whole two-dimensional parameter plane.
We also discuss how to cope with poles and logarithmic singularities that arise in our examples at the extremes of the expansion
domain.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
When a function u(λ) is holomorphic on an interval λ ∈ [a, b], its Chebyshev series on the interval converges
geometrically [7,18]. That is to say, the individual coefficients an fall proportional to exp(−σn) for some constant
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σ > 0 where n is the degree of the Chebyshev polynomial multiplying an . Unfortunately, in science and engineering
applications one is forced to deal with functions that have square root or cube root branches in the middle of the
interval or at an endpoint and therefore have multiple branches. What then?
In [8], we proposed an effective strategy which has been briefly described in the abstract. If we have an algorithm,
however slow and cumbersome [15], for computing both of the branches that merge at a square root branch point, then
we can compute two Chebyshev series that converge exponentially fast. These are not expansions of the roots u1(λ)
and u2(λ) themselves, but rather of the coefficients β(λ) and γ (λ) in the quadratic factor
Q(u; λ) ≡ (u − u1(λ))(u − u2(λ)) = u2 + β(λ)u + γ (λ) (1)
where the so-called “Vieta relations” are
β(λ) = −(u1(λ)+ u2(λ)), γ (λ) = u1(λ) u2(λ). (2)
The reason this expand-the-quadratic-coefficients strategy is successful is that the coefficients of the quadratic, β(λ)
and γ (λ), are smooth holomorphic functions on the entire interval even though the roots themselves are singular.
The approximation can be slightly simplified by expanding the radical that appears in the square root of the
quadratic formula instead of γ :
R(λ) ≡ β2(λ)− 4γ (λ). (3)
Denote the Chebyshev coefficients of β and R by βn and Rn , respectively. The approximation to both branches
simultaneously is, for λ ∈ [a, b],
u1,2 ≈ −12
N∑
n=0
βnTn
(
2λ− (b + a)
b − a
)
± 1
2
√√√√ N∑
n=0
RnTn
(
2λ− (b + a)
b − a
)
. (4)
The algorithms for computing the Chebyshev approximations are given in many places including [7,8]. It is only
necessary to (i) evaluate the functions to be expanded at a set of discrete points and (ii) multiply the vector of grid point
values by a square matrix, whose elements are given by explicit textbook formulas, to obtain the vector of Chebyshev
coefficients. The tricky point is to find ways to represent non-smooth functions in terms of smooth functions since
only the latter have rapidly convergent Chebyshev series.
In this article, we extend our previous work [8] in three new directions. First, for quadratic approximations, we show
that the Chebyshev–Shafer method is useful when the curves of two independent branches cross one another, as in the
so-called “level-crossing” of energy levels in quantum mechanics, even though there is no square root singularity and
the individual branches are smooth, nonsingular functions of λ. Second, we show by the example that the quadratic
Shafer method is able to smoothly follow the eigenvalue of an instability problem from stable (where it is real-valued)
to unstable (where it is complex-valued). As an example, we expand the phase speed of atmospheric waves as a
function of wavenumber over a range where the wave passes from stable to unstable and then stable again.
Lastly, we extend the Chebyshev–Shafer method to cube root singularities and an additional parameter. The Kepler
equation, which is important in celestial mechanics, the parallax problem and fluid mechanics, is a function of two
parameters λ and  and has a cube root singularity at λ = 0,  = 1. Nevertheless, double Chebyshev expansions for
the three coefficients of a cubic polynomial followed by solution of the cubic yields the real-valued root, the only one
of physical interest, over a large domain in the parameter plane that includes the triple point.
It is very common in applications for a function to be singular at one or both endpoints. This is true of the Bratu
eigenvalue in [8] and is also true for both baroclinic instability and the Kepler equation. Because of the ubiquity of
such endpoint complications, we shall show by example how the Chebyshev–Shafer method can be modified to avoid
failing at such singularities.
2. Hermite–Pade´ methods
The Chebyshev–Shafer method is a close cousin of an idea popularized by Shafer some thirty years ago [22]. He
also approximated a function u(λ) as the solution to a quadratic equation. The difference is that the coefficients of his
quadratic were defined not by sums and products of branches, but rather by truncated power series whose terms were
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Fig. 1. The left panel shows two branches crossing. Middle panel: a rule that identifies a given branch as the largest of the pair (solid) or smallest
(dashed) produces branch functions that are kinked, have slowly convergent Chebyshev series, and are unphysical. Right panel: a rule that switches
the identities of branches when they approach closely could be fooled by branches that nearly cross, but do not quite meet.
chosen so that the solution of the quadratic would have the same power series as u itself. The usual Pade´ approximants
are similar except the approximation uPade(λ) is the solution to a linear equation with coefficients that are polynomials
in , resulting in an approximation which is a rational function of .
Shafer’s technique is now more often called the “Hermite–Pade´” method [12]. (In the nineteenth century, Hermite
and Pade´ defined ideas similar to Shafer’s, but made no applications, and their generalization of ordinary Pade´
approximants were forgotten.) Shafer/Hermite–Pade´ approximants have been successfully used in oceanography
[19] and quantum mechanics [21]. However, Hermite–Pade´ approximants have the disadvantage that they are highly
nonuniform in the expansion variable because power series are highly nonuniform. Furthermore, our experiments with
Shafer/Hermite–Pade´ approximants in  for various values of λ for the root of Kepler’s equation were disappointing:
There were many points in the  − λ plane where the power series-based Shafer approximants were infinite! Such
“spurious poles” are a common headache even for ordinary Pade´ approximants [1].
In contrast to power series, Chebyshev series are (i) highly uniform in λ and (ii) guaranteed to converge whenever
the function being expanded is analytic everywhere on the domain [7]. Thus, the Chebyshev–Hermite–Pade´ method
is much more robust than the classical Hermite–Pade´ scheme. The sole advantage of the power series-based approach
is that it can be applied when the roots u1 and u2 are known only as power series.
3. Level-crossing
In quantum mechanics, it is common that the energy levels of two distinct orbitals will cross as a parameter λ is
varied; this “level-crossing” is illustrated schematically in Fig. 1. The two branches that intersect smoothly are not
singular in level-crossing, which would seem to preclude any usefulness for a quadratic Hermite–Pade´ method.
However, when branches cross, plotting the smallest branch for each point in λ will generate a graph of values
which are partly from one branch, partly from another. The Chebyshev coefficients of a function with a discontinuous
slope at the point of level-crossing will decrease only as slowly as O(1/n2) where n is the degree. Worse still, two
physically distinct branches have been commingled.
In contrast, the coefficients of the quadratic Chebyshev–Shafer approximant, defined by the Vieta relations (2), are
invariant to the interchange of identities of the two modes. As an example, suppose that
u1 = 1− λ, u2 = λ (5)
which intersect at λ = 1/2. The quadratic formed from these roots is
u2 − u + (λ− λ2) = 0 β = −1, γ = λ− λ2. (6)
The usual quadratic solutions are
u = 1/2± (1/2)
√
1− 4λ+ 4λ2. (7)
The argument of the square root, R, is a positive semidefinite function that dips to a minimum of zero at the point
where the roots cross.
The point of level-crossing can be located with great precision by (i) expanding the radicalR ≡ β2(λ)− 4γ (λ) as
a Chebyshev series and (ii) finding the root of the series for R by applying one of the standard methods for the zeros
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of a polynomial in Chebyshev form [16,10,9,23,5]. Near level-crossing is identified by the absence of a root of R. If
there is a real zero λcross, then the branch which is larger for λ < λcross is
u+ =

−1
2
β(λ)+ 1
2
√
β(λ)2 − 4γ (λ), λ < λcross
−1
2
β(λ)− 1
2
√
β(λ)2 − 4γ (λ), λ > λcross
(8)
and similarly with the reversed signs for the other branch.
There is one technical complication: because of the inevitable roundoff error and interpolation error, it is
possible that the Chebyshev approximation for R may dip slightly below zero, yielding a tiny imaginary part for
the reconstructed branches. In the Appendix, we describe a simple procedure for adjusting the Chebyshev–Shafer
approximant so that it is real-valued for all λ.
In summary, the Chebyshev–Hermite–Pade´ approximants are exponentially convergent for both solution branches
that “level-cross”. If the intersection point is unknown, and the only available data are the values of u1(λ) and u2(λ)
at discrete values of λ, the Chebyshev–Shafer method is an efficient method to compute the level-crossing point to
high accuracy.
4. Baroclinic instability: When complex-valued branches are interesting
4.1. Two-level model
All the examples in [8] were real-valued. In linearized instability theories, however, the phase speed c is real-
valued when the equilibrium state is stable and complex-valued when unstable. Thus, broad classes of functions with
complex-valued branches are interesting.
Linearized baroclinic instability in meteorology is an example. The predominantly east–west flow known as the
“prevailing westerlies” is unstable to waves which grow and eventually roll up into alternating clockwise-rotating and
counterclockwise-rotating vortices [17]. This process generates the high and low pressure centers on the daily weather
map; it also operates vigorously in the dry, thin atmosphere of Mars.
In all linearized theories of baroclinic instability, c is an eigenvalue of a discretized linear differential equation or a
set of discretized partial differential equations. The calculation must be repeated for each different zonal wavenumber
k. It turns out that the waves are unstable only for intermediate k. It follows that a series approximation to c(k)
for baroclinic instability must gracefully describe branches that are real-valued, then complex-valued, and then real-
valued again as k increases.
For simplicity, we shall present results only for the simplest theory of baroclinic instability with the “beta effect”:
the two-level model described in [17]. In this case, c(k) has just two branches which are given explicitly by
c± = Um − β˜(k
2 + µ2)
k2(k2 + 2µ2) ±
√
β˜2µ4
k4(k2 + 2µ2)2 −U
2
T
2µ2 − k2
k2 + 2µ2 (9)
where Um and UT are parameters that describe how the longitude-independent wind varies with depth, µ is a so-called
inverse “Rossby radius of deformation”, and β˜ is the latitudinal derivative of the Coriolis parameter. These parameters
are all fixed for a given wind and planet; we lose no generality for mathematical purposes by setting Um = 0, UT = 1,
µ = 1 and β˜ = 1.
Fig. 2 shows that the Chebyshev–Shafer method is very effective. Although each branch c(k) has a cusp at each of
the two points where there is a transition from stability to instability and back again, and consequently have Chebyshev
series in k that converge very, very slowly, the coefficients of β(k) and γ (k) fall exponentially fast.
4.2. Pole-removal
The lower limit of the interval in k has been restricted to 0.4 because one of the branches has a double pole at
k = 0; the minus branch asymptotes to −β˜/k2. The finite size of the earth limits k to a minimum nonzero value, the
largest wave which can fit around the earth, so c is always finite. Unfortunately, the pole close to this smallest k still
causes a disappointing decrease in the rate of convergence of the Chebyshev series.
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Fig. 2. The two branches of c(k) for baroclinic instability. Left: Chebyshev coefficients. The black disks, barely convergent, are those of c+(k):
the result of trying to approximate the branches individually without the Chebyshev–Hermite strategy. The two shallow sloping lines (with circles
and crosses) are those of β and γ without pole extraction. The two steeply sloping curves are the coefficients of the nonsingular parts of β and γ .
Right panel: Both branches of c(k), distinguished by the thickness of the lines; the real parts are solid while the imaginary parts are dashed. The
expansion interval is k ∈ [0.4, 1.6]. The maximum pointwise error in the approximation with twenty terms in each of β and γ on this interval is
1.1× 10−7 without pole extraction, and 5.5× 10−15 with pole extraction.
The obvious solution is to simply approximate c− + β˜/k2 and c+, instead of the two unmodified branches.
Unfortunately, this fails: because the branches are no longer complex conjugates, γ will be complex-valued with
branch point singularities where c± have branch points.
A successful pole-removal strategy is write β and γ as a sum of the pole plus a nonsingular remainder:
β = β˜
k2
+ nonsingular, γ =
−β˜
(
Um − β˜/(2µ2)
)
k2
+ nonsingular (10)
and Chebyshev-expand only the nonsingular parts. On the interval k ∈ [0.4, 1.6], the error is reduced to 5.5× 10−15,
which is essentially full machine precision! The Chebyshev coefficients for the standard and “pole-removed” methods
are shown in Fig. 2; the improvement is dramatic, and increases enormously when the left endpoint is moved to
smaller k (not illustrated).
The morale of the pole extraction is that the convergence of Chebyshev approximations (and all other
approximation schemes) is not only affected by the branch points where roots merge, but by other singularities,
too. A good approximation scheme must deal with all singularities on and near the target interval.
5. Cubic Chebyshev–Shafer approximants
Without approximation, three branches of a given function can be reconstructed as the three roots of the cubic
C(u) = u3 + pu2 + qu + r = (u − u1)(u − u2)(u − u3). (11)
Elementary arithmetic gives the Vieta relations:
r = −u1u2u3 (12)
q = u1u2 + u2u3 + u3u1 (13)
p = −(u1 + u2 + u3). (14)
Although the roots are singular at the triple point, the Vieta functions p, q and r are smooth and regular. Once the
values of the three roots at the Chebyshev interpolation points are known, the Vieta relations immediately give the
grid point values of the smooth functions r , q , and r .
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Fig. 3. The root surface of the Kepler equation: a plot of the real-valued branch u1(λ, ).
6. The Kepler equation
6.1. Unmodified Chebyshev–Shafer double series
The Kepler equation for determining the eccentric anomaly in celestial mechanics is
u −  sin(u)− λ = 0 (15)
where λ is the so-called “mean anomaly” [usually M in astronomy],  is the eccentricity of an elliptical orbit, and
the unknown u is “eccentric anomaly”, sometimes denoted by ψ or E . Although named for Kepler, the equation
was discovered much earlier by Habash al-Hasid in the ninth century in the “parallax problem” [14]. In a different,
unrelated application, the method of characteristics yields an exact but implicit solution for the one-dimensional
advection equation in hydrodynamics which is also the Kepler equation: the eccentricity is the time coordinate and the
parabolic orbit case ( = 1) is the instant of wave-breaking [20,3,4]. Because three branches meet at  = 1, λ = 0,
the simplest viable Chebyshev–Shafer approximant near this point is a cubic approximant.
A thousand years of research [14] have established many facts about the Kepler solution including the following:
1. It is sufficient to restrict attention to λ ∈ [0, pi] since it is trivial to generate the root for all other real values of λ
from knowledge of the root in this range [11].
2. Newton’s iteration will always converge from an initial guess of pi for all for all  ∈ [0, 1] and for all λ ∈ [0, pi] [13,
24].
3. The physically interesting root, denoted as u1(λ, ) is single-valued and real over the whole domain.
4. Two complex branches merge with the real branch at  = 1, λ = 0, i. e., this point in the parameter plane is a triple
point where u1(λ, ) has a cube root singularity.
Newton’s iteration converges very slowly near the triple point; a double Chebyshev series in λ and  converges at a
slow, algebraic rate over the entire domain for any expansion domain that includes the triple point. The real-valued
root over the entire (λ, ) domain of interest is illustrated in Fig. 3.
Because three branches merge at the triple point, an effective Chebyshev–Shafer method must use a cubic equation,
and expand three parameters instead of two. However, for the Kepler equation, the cubic Hermite–Pade´ method
succeeds triumphantly where direct expansion of the root itself fails disastrously as illustrated in Fig. 4.
Fig. 5 illustrates a 24 × 24 expansion that covers half of the parameter domain including the triple point. The
coefficients fall so rapidly that those of total degree
√
m2 + n2 > 25 are so close to machine epsilon that these
numerically computed coefficients are essentially random numbers. The dashed line in the left panel is the fitting
function exp(−1.7√m2 + n2), which shows that the rate of convergence is indeed exponential.
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Fig. 4. The top line of dots are the Chebyshev coefficients for the expansion of the Kepler root u(, λ) for  = 1 and λ ∈ [0, pi]. The three very
similar curves that slope sharply downward are the coefficients of p, q and r in the cubic factor of Kepler’s equation.
Fig. 5. Absolute value of Chebyshev coefficients for the function r(λ, ) which is the constant in the cubic factor when expanded on the domain
λ ∈ [0, pi] and  ∈ [1/2, 1]. The left panel shows the coefficients plotted against total degree,
√
m2 + n2, while the right panel shows how amn vary
with m and n. The coefficients “plateau” at high degree because the coefficients have fallen to the level of roundoff error, (O(10−15), roughly); in
multiple precision arithmetic, the coefficients would continue to fall as m and n increase. The dashed line in the left panel is the “envelope”; being
bounded by a line on a log-linear plot implies that the Chebyshev coefficients are decreasing exponentially fast.
6.2. Difficulties at  = 0
The two complex-valued roots are singular at  = 0. Even though the real-valued root is regular at  = 0, the
Chebyshev–Shafer method breaks down at  = 0 unless it is modified. The expansion in Fig. 5 covers only  ∈ [1/2, 1]
because of this failure.
The difficulty is that at  = 0, the Kepler equation reduces to the linear polynomial u − λ = 0 which has only the
single root u = λ. For tiny , the complex-valued roots are very large and tend to infinity as  → 0.
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Fig. 6. Absolute value of Chebyshev coefficients for the real-valued function u1(λ, ) on the domain λ ∈ [0, pi] and  ∈ [0, 1/2]. Note that the
Shafer/Hermite–Pade´ idea is NOT used, but instead the coefficients are those of a standard Chebyshev series for the root itself on a domain which
does NOT include the triple point. The left panel shows the coefficients plotted against total degree,
√
m2 + n2, while the right panel shows how
amn vary with m and n.
By writing u = ur + iuim , separating real and imaginary parts, and replacing hyperbolic functions by exponentials
because |u|  1, one can derive to lowest order
uim ≈ − log(/2)+ log(− log(/2)), ur ≈ − λuim . (16)
One remedy is to split the parameter plane into two parts and then compute two separate expansions: a
Chebyshev–Hermite–Pade´ approximation on a domain including  = 1 and a standard Chebyshev series for the
real-valued root itself for the complementary domain that includes  = 0. Fig. 6 shows the Chebyshev coefficients
of the expansion of the root for the interval  ∈ [0, 1/2] which is complementary to that of the Chebyshev–Shafer
expansion illustrated in the previous figure. Again, the coefficients fall exponentially fast. For reasons that are not
obvious to us, the expansion is rather anisotropic in the sense that one needs roughly three times as many coefficients
in λ as in  to achieve a given degree of accuracy. Still, with a total of 675 coefficients for the direct expansion and 576
coefficients for each of the three coefficients p, q and r of the Chebyshev–Shafer method, it is possible to approximate
the Kepler root over the entire domain  ∈ [0, 1] – circular orbits to parabolic orbits in astronomy – to close to full
machine precision: absolute errors on the order of 10−14.
Another option is to multiply the two complex-valued roots by a “tapering” function such that the product is finite
at  = 1. This, too, is successful, but after much experimentation, the best expansion that covered the entire parameter
plane required more coefficients than the two complementary series shown in Figs. 5 and 6. The “tapering” method
will therefore not be discussed further.
6.3. Prior applications of Chebyshev polynomials to the Kepler equation
Barker [2] expanded u as a double Chebyshev series in both the eccentricity  and the mean anomaly λ. (He
actually expanded the “true anomaly” ν, which is known as an explicit analytic function of u, rather the eccentric
anomaly u, but this distinction is irrelevant to the Chebyshev mechanics.) Unfortunately, for the largest eccentricity
he considered,  = 0.975, the errors were on the order of one part in a thousand even though his expansions included
361 terms in λ and 79 in  for a total of 28,519 terms in the two-dimensional series!
A much more effective alternative is expand the sin(u) term in the Kepler equation as a Chebyshev series in
u [11]. This converts the Kepler equation from a transcendental equation to a polynomial equation. An expansion in
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u through fifteen terms gives the root for all  ∈ [0, 1] and all λ ∈ [0, pi] to a maximum absolute error no worse than
4 × 10−10. The drawback of this method is that solving a polynomial equation of degree fifteen is rather expensive:
— a companion matrix/QR strategy, the default in Matlab, cost around 30,000 floating point operations. The virtue of
the “polynomialization” of the sine is that the necessary Chebyshev expansion is univariate rather than bivariate.
7. Summary
In this article, we have shown that the Chebyshev–Shafer method, alias the Chebyshev–Hermite–Pade´ method,
can successfully approximate pairs of branches on an interval where they are real-valued on part of the interval and
complex-valued on the rest. We have also explained how to generalize the method to simultaneously approximate three
branches. This makes it possible to accurately approximate the real-valued root of Kepler’s equation by a Chebyshev-
based method even at and near the triple point where three branches meet. It matters not that the other two branches
are complex-valued.
As seems common in applications, both the baroclinic instability example and the Kepler equation are complicated
by the fact that one or more branches are singular at an endpoint. For the instability example, it was possible to
analytically identify the singularities as simple poles; it was then possible to split both β and γ into the explicit pole
plus a nonsingular remainder where the latter has a rapidly convergent Chebyshev series.
The Kepler problem is more difficult because the singularities of the two complex branches at  = 0 are a
bewildering stew of logarithms and logs-of-logs and so on. The simplest remedy was to use a direct Chebyshev
expansion of the real-valued root for  ∈ [0, 1/2] and apply the Chebyshev–Shafer method only for  ∈ [1/2, 1], an
interval that includes the triple point.
If one can analyze or identify the endpoint singularities and numerically compute the branches by some procedure,
then the resulting multi-valued function can be approximated by the Chebyshev–Shafer method even on an interval
where branches cross, merge, or become complex-valued. The potential of Chebyshev series approximation is thus
considerably extended from its traditional domain of functions holomorphic on the entire expansion interval.
An open problem is to extend these ideas to functions with logarithmic or transcendental singularities such as
displayed in (6) [6].
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Appendix. Positive semidefinite Chebyshev expansions
Although Chebyshev series are very accurate for smooth functions unless the truncation N is very small, even a
tiny error N (x) could cause the approximation of a positive semidefinite function to have shallow valleys, of depth
less than max |N (x)|, where the approximation fN (x) < 0. Fortunately, it is straightforward to adjust the expansion
so that its minimum is zero through the following steps:
1. Apply a two-term recurrence relation, given in Appendix A of [7], to calculate the coefficients of the derivative of
fN (x) from those of fN (x) itself.
2. Apply the Chebyshev-companion matrix method or any of the alternatives described in [10] to calculate the zeros
of d fN/dx , call them r j , on x ∈ [−1, 1].
3. Evaluate fN at each of the roots of its first derivative on the expansion interval and let δm denote the smallest
minimum.
4. If δm < 0, then modify the lowest Chebyshev coefficient of fN (x) by
a0 → a0 + |δm |. (17)
The sum of the modified Chebyshev series is positive semidefinite with a minimum of zero. The reason that this is a
sensible procedure is that |δm | ≤ max |N (x)|, and thus is very small if N is sufficiently big so that N (x) is small.
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