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Abstract
An analytic and empirical study of a new class of e6cient iterative algorithms for solving linear equation systems is
performed. These algorithms, called modi#ed SLOR algorithms (or for brevity MSLOR algorithms), are derived from
the line versions of the standard SOR method by means of a preliminary elimination. Theoretical results in the form
of comparison theorems are presented and the implementation of MSLOR algorithms for several di:erence formulas
in di:erent mesh geometries is discussed in detail. Special attention is paid to determining the “accurate” value of
the optimum relaxation parameter. Numerical experiments show that these algoritms provide solutions with the rate of
convergence increased in comparison with standard methods. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The successive over-relaxation (SOR) method and its line variants [2,5] are among the most
popular and e6cient iterative methods used for solving large and sparse linear systems of Eq. (1)
arising in many areas of science and engineering. The popularity of SOR algorithms is in a great
measure due to their simplicity from the programming point of view. As demonstrated in [3], 1-line
SOR method is in many problems a more e6cient method than preconditioning techniques. The rate
of convergence of the SOR method depends strongly on the relaxation parameter !; therefore, the
main di6culty in the e6cient use of this method lies in making a good estimate of the optimum
relaxation parameter !opt which maximizes the rate of convergence. A priori estimate of !opt in
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SOR algorithms is successfully solved in [5] and a similar approach is developed for algorithms
considered in this paper.
The paper is devoted to the description of a new class of e6cient iterative algorithms for solving
linear equation systems. These algorithms, called modi#ed SLOR algorithms (or for brevity MSLOR
algorithms), are derived from the line versions of the standard SOR method by means of a prelimi-
nary elimination. The matrix formulation of discussed algorithms and theoretical results given in the
form of comparison theorems, proven by means of results of the nonnegative splitting theory [6],
are presented in Sections 2 and 3. The implementation of MSLOR algorithms for several di:erence
formulas in di:erent mesh geometries is discussed in detail in Section 4. In Section 5, we analyze
the convergence behavior of particular algorithms, describe the OMEST procedure for determining
!opt in MSLOR algorithms and present the results of extensive numerical experiments showing that
modi#ed algorithms provide solutions with the rate of convergence increased in comparison with
standard methods. Concluding remarks are given in Section 6.
Consider the iterative solution of the linear equation system
A= c; (1)
where ; c ∈Rn and A∈Rn×n is a nonsingular matrix. Traditionally, a large class of iterative methods
for solving Eq. (1) can be formulated by means of the splitting
A=M −N with M – nonsingular (2)
and the approximate solution (t) is generated as follows:
M(t+1) =N(t) + c; t¿0 (3)
or equivalently
(t+1) =V(t) +M−1c; t¿0; (4)
where the starting vector (0) is given and V =M−1N is the iteration matrix. The above iterative
method is convergent to the unique solution
= A−1c (5)
for each (0) if and only if %(V)¡ 1.
If M is a monotone matrix, i.e., M−1¿0 (in entrywise sense), then the splitting (2) is de#ned
as [6]
(i) a regular splitting of A if N¿0,
(ii) a nonnegative splitting of A if M−1N¿0 and NM−1¿0,
(iii) a weak nonnegative splitting of A if either M−1N¿0 or NM−1¿0.
Clearly, a regular splitting is a nonnegative splitting and a nonnegative splitting is a weak non-
negative splitting. When A is a monotone matrix, then all the above splittings are convergent and
many comparison theorems are proven in [6] under progressively weaker but natural conditions as
well as hypotheses with increased complexity in their veri#cation. The following theorems will be
useful in our applications.
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2 N2)¡ 1: (6)






2 N2)¡ 1: (7)
Theorem 1 has been proven originally by Varga [2] for the case of regular splittings and he
showed that when A¿ 0, there is a strict inequality in (6). Theorem 2 summarizes the results of
Theorems 3:5 and 3:6 in [6].
Usually, the matrix A is de#ned by the following decomposition
A= K − L−U ; (8)
where K ;L and U are nonsingular diagonal, strictly lower triangular and strictly upper triangular
matrices, respectively, and the classical iterative schemes are de#ned, as follows:
The point Jacobi algorithm:
MJ = K ; NJ = L+U and B1 =M−1J NJ = K
−1(L+U): (9)
The point Gauss–Seidel algorithm:
MG = K −U ; NG = L and L1 =M−1G NG = (I − K−1U)−1K−1L: (10)
2. Line methods
2.1. The line Gauss–Seidel (LGS) algorithm
Assuming the following decompositions:
L= L1 + L2; U =U1 +U2 and B = K − L1 −U1 (11)
we obtain
QMG = B −U2; QNG = L2 and QL1 = QM−1G QNG = (I − B−1U2)−1B−1L2: (12)
Since B is at least a three-diagonal matrix, a special approach must be used for the implementation
of the 1-line Gauss–Seidel method. The matrix B can be factorized as follows:
B = K − L1 −U1 = (I − L1P−1)P(I − P−1U1); (13)
where
P = K − L1P−1U1 (14)
is assumed to be a nonsingular matrix. According to Eq. (3) we have
(B −U2)(t+1) = L2(t) + c; (15)




(t) + c (16)
or
(I − L1P−1)P(I − P−1U1)(t+1) =U2(t+1) + L2(t) + c: (17)
The above equation can be expressed in the form
(I − P−1U1)(t+1) = P−1(t+1); (18)
where
(t+1) = (I − L1P−1)−1[U2(t+1) + L2(t) + c] (19)
which gives us the following executive equations:
(t+1) = L1P−1(t+1) +U2
(t+1) + L2
(t) + c; (20a)
(t+1) = P−1[U1
(t+1) + (t+1)]; t¿0: (20b)
Now, we analyze the case when A de#ned in (8) is an irreducibly diagonal dominant matrix [2]
where K ;L and U are nonnegative matrices. As is well known, such matrices, representing a broad
class of physical and engineering problems, are monotone matrices, i.e., A−1¿0. The comparison
of spectral radii of iteration matrices arising in the methods de#ned above can be made by means
of the following theorem.
Theorem 3. Let the point Jacobi matrix B1 = K−1(L + U) be a nonnegative matrix such that




QNG be the line Gauss–Seidel matrix de<ned by (12). Then all the above matrices are
convergent and
06 %( QL1)6 %(L1)6 %(B1)¡ 1: (21)
Proof. Since K ;L;U and P−1 are nonnegative matrices, all iterative methods de#ned above are
represented by regular splittings of A for which we have
NB¿NG¿ QNG¿0: (22)
Hence, by Theorem 1 we can conclude that inequality (21) is ful#lled.
In the case when B1 is an irreducible matrix, then A−1¿ 0 [2,6] which implies strict inequalities
in (21).
2.2. The line SOR (SLOR) algorithms
The application of the overrelaxation process in the line Gauss–Seidel algorithm leads to increasing
the rate of convergence and this process can be realized in two ways distinguished here as a point
relaxation and line relaxation described below.
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Point relaxation: Using the overrelaxation to (20b) we obtain the following executive equations:
(t+1) = L1P−1(t+1) +U2
(t+1) + L2
(t) + c; (23a)
(t+1) = !P−1[U1
(t+1) + (t+1)]− (!− 1)(t); t¿0 (23b)
representing the line SOR algorithm with the point relaxation (called for brevity the SLORP algo-








QNG;!;p = (I − !B−1! U2)−1B−1! [!L2 − (!− 1)(P − L1)]; (25)
where
B! = (I − L1P−1)P(I − !P−1U1): (26)
Line relaxation: The application of the overrelaxation to (18) provides
(I − P−1U1)(t+1) = !P−1(t+1) − (!− 1)(I − P−1U1)(t) (27)
and the following executive equations:
(t+1) = L1P−1(t+1) +U2
(t+1) + L2
(t) + c; (28a)
(t+1) = P−1[U1
(t+1) + (!− 1)U1(t) + !(t+1)]− (!− 1)(t); t¿0 (28b)
representing the line SOR algorithm with the line relaxation (well known as the SLOR algorithm)




[B − !U 2]; QNG;!; l = 1! [!L2 − (!− 1)B]; (29)
QL!; l = QMG;!; l−1 QNG;!; l = (I − !B−1U2)−1[!B−1L2 − (!− 1)I ]; (30)
where B is de#ned by (13).
In the above method, when the coe6cient matrix A is 2-cyclic consistently ordered [2], the spectral
radius %( QL!; l)¡ 1 for all 0¡!¡ 2, and !opt, minimalizing %( QL!; l), can be determined by #nding
the value of the spectral radius %( QL1) for the associated line Gauss–Seidel matrix QL1 de#ned in
(12), according to the following formula:






where %( QL!˜; l) = !˜l − 1, i.e.,








It is well known that when %( QL1) is very close to unity, small changes in the estimate of %( QL1)
can seriously decrease the rate of convergence, and just in this case the availability of an accurate
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value of %( QL1) is an essential point for the e6cient use of the SOR method. A priori estimate of
!opt is successfully solved in [5] and its outline is given in Section 5.
In the case of the point relaxation used in the SLORP algorithm, the behavior of %( QL!;p) versus
! di:ers from that in the SLOR algorithm and it is discussed in Section 5.
3. Modied line methods
3.1. The modi<ed line Gauss–Seidel (MLGS) algorithm
Introducing additional strictly lower triangular and strictly upper triangular matrices H =H1 +H2
and Q, respectively, we can use the following factorization:
QMM = [I − (L2 +H2)D−1][BM −U2]; (33)
where D is assumed to be a nonsingular diagonal matrix de#ned by the implicit relation
D = K − diag{(L2 +H2)D−1U2} (34)
and
BM =D − (L1 +H1)− (U1 +Q) = [I − (L1 +H1)P−1M ]PM[I − P−1M (U1 +Q)]; (35)
where
PM =D − (L1 +H1)P−1M (U1 +Q) (36)
is assumed to be a nonsingular matrix. As can be easily veri#ed
QNM = T =o:-diag{(L2 +H2)D−1U2}+ (L2 +H2)D−1(L1 +H1 +U1 +Q)
−H1 −H2 −Q (37)
and
QM 1 = QM
−1
M
QNM = [I − B−1M U2]−1B−1M [I − (L2 +H2)D−1]−1T (38)
is the iteration matrix.
The iterative method can be written as follows:




(t+1) + (t+1); (40)
where
(t+1) = [I − (L2 +H2)D−1]−1[T(t) + c]: (41)
By using (35) we obtain
[I − P−1M (U1 +Q)](t+1) = P−1M (t+1); (42)
where
(t+1) = [I − (L1 +H1)P−1M ]−1[U2(t+1) + (t+1)]: (43)
Z.I. Woznicki, H.A. J;edrzejec / Journal of Computational and Applied Mathematics 131 (2001) 89–142 95
Hence, we obtain the following executive equations:
(t+1) = (L2 +H2)D−1
(t+1) + T(t) + c; (44a)
(t+1) = (L1 +H1)P−1M 
(t+1) +U2
(t+1) + (t+1); (44b)
(t+1) = P−1M [(U1 +Q)
(t+1) + (t+1)]; t¿0: (44c)
In the case when A−1¿0 where K ; L and U are nonnegative matrices, and the nonnegative
matrices H1, H2 and Q are such that D−1 and P−1M are nonnegative matrices, we have the following
comparison theorem
Theorem 4. Let the point Jacobi matrix B1 = K−1(L + U) be a nonnegative matrix such that
%(B1)¡ 1. Further; let QL1 = QM
−1
G




QNM be the modi<ed line Gauss–Seidel matrix de<ned by (38). Then;
%( QM 1)6 %( QL1)¡ 1: (45)
Proof. Evidently, with the used assumptions both methods are represented by regular splittings of






Hence, by Theorem 2 we can conclude that inequality (45) is ful#lled.
3.2. The modi<ed line SOR (MSLOR) algorithm
Similarly, as in the case of the line SOR algorithm two types of the overrelaxation process can
be applied in the modi#ed line Gauss–Seidel algorithm.
Point relaxation: Using the overrelaxation to (44c) we obtain the following executive equations:
(t+1) = (L2 +H2)D−1
(t+1) + T(t) + c; (47a)
(t+1) = (L1 +H1)P−1M 
(t+1) +U2
(t+1) + (t+1); (47b)
(t+1) = !P−1M [(U1 +Q)
(t+1) + (t+1)]− (!− 1)(t); t¿0 (47c)
representing the modi#ed line SOR (MSLORP) algorithm with the point relaxation and characterized








{!T − (!− 1)[I − (L2 +H2)D−1][P − L1 −H1]}; (49)
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= [I − !B−1M;!U2]−1B−1M;!{![I − (L2 +H2)D−1]−1T(!− 1)[P − L1 −H1]}; (50)
where
BM;! = [I − (L1 +H1)P−1M ]PM[I − !P−1M (U1 +Q)]: (51)
Line relaxation: The application of the overrelaxation to (42) provides
[I − P−1M (U1 +Q)](t+1) = !P−1M (t+1) − (!− 1)[I − P−1M (U1 +Q)](t) (52)
and the following executive equations:
(t+1) = (L2 +H2)D−1
(t+1) + T(t) + c; (53a)
(t+1) = (L1 +H1)P−1M 
(t+1) +U2
(t+1) + (t+1); (53b)
(t+1) = P−1M [(U1 +Q)
(t+1) + (!− 1)(U1 +Q)(t) + !(t+1)]− (!− 1)(t); t¿0 (53c)
represent the modi#ed line SOR (MSLOR) algorithm with the line relaxation and characterized now








{!T − (!− 1)[I − (L2 +H2)D−1]BM}; (55)




= [I − !B−1M U2]−1{!B−1M [I − (L2 +H2)D−1]−1T − (!− 1)I}; (56)
where BM is de#ned by (35).
The convergence analysis of particular algorithms, based on the behavior of spectral radii of
iteration matrices versus the relaxation parameter !, is discussed in detail in Section 5.
The question now arises how the matrices H1, H2 and Q can be chosen. The choice of these
matrices is closely related with the structure of nonzero entries of A and with a postulated pattern
of nonzero entries in these matrices, their values can be computed from appropriate implicit matrix
products.
However, the majority of matrix problems is derived from discretizations of partial di:erential
equations and their solutions are obtained by solving a system of di:erence equations with unknowns
oriented by mesh points (xn; ym), where the associated unknown mn depends only on its neighbors
coupled by a given di:erence formula and corresponding matrices A have a sparse structure. Thus, in
actual practice solutions are obtained not by solving matrix equations but by solving their di:erence
analog. The implementation of particular algorithms for solving di:erence equations in di:erent mesh
structures and the interpretation of coe6cients as entries of corresponding matrices are demonstrated
in the next section.
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4. The implementation of iterative algorithms in mesh structures
For a large class of matrix problems arising at the discretization of elliptic partial di:erential
equations the coe6cient matrices
A= K − L−U = K − L1 − L2 −U1 −U2 (57)
derived from di:erence approximations, have a sparse structure and with the natural ordering of
mesh points the nonzero entries of A occupy diagonals symmetrically located with respect to the
main diagonal, where L= L1 + L2 and U =U1 +U2.
This section is devoted to the construction of modi#ed line algorithms for solving di:erence
equations in two-dimentional rectangular, hexagonal and triangular geometry of mesh points. In all
considered algorithms L1 or L1 + H1 and U1 or U1 + Q are only one-diagonal matrices, which
implies that both matrices B and BM (de#ned by (13) and (35)) are three-diagonal matrices, and P
and PM are only one-diagonal nonsingular matrices.
4.1. Rectangular geometry
This geometry is illustrated by di:erence equations based on #ve-point and nine-point formulas.
4.1.1. Five-point formula




















where the unknowns at mesh points coupled by (58) are visualized in Fig. 1, and 16m6M and
16n6N . The above equation is normalized in such a way that the coe6cient at m+1n is equal to
unity so that the coe6cients k; l; e, w and 1 are the entries of one-diagonal matrices K ; L1; L2; U1
and U2, respectively, and forming a #ve-diagonal structure of the matrix A.
The algorithm of the point Gauss–Seidel method called the RGS algorithm (where R denotes the








(t) + lmn (
m
n−1)
(t) + wmn (
m
n+1)




where t¿0 is an iteration index. The point SOR method called the RSOR algorithm is derived








(t) + lmn (
m
n−1)
(t) + wmn (
m
n+1)
(t+1) + (m+1n )
(t+1)
kmn
− (!− 1)(mn )(t): (60)
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Fig. 1. Fig. 2.
4.1.1.1. Line algorithms. Line Gauss–Seidel (RLGS) algorithm: In this algorithm called RLGS
(mn )






























As can be seen in (61) visualized in Fig. 2, the iteration index (t + 1) appears at the mesh point
(m; n− 1) which does not allow to compute the value of (mn )(t+1) directly from (61). However, we



















and substituting it into (61), after some algebra one obtains
(mn )





(t) + (m+1n )








and Pmn = k
m
n − Qmn Wmn−1: (65)
Thus, Eqs. (64) and (63), corresponding to the matrix equations (23a) and (23b), are executive
equations in the RLGS algorithm, where the coe6cients Pmn are the entries of the matrix P de#ned
in (14) and the coe6cients Qmn are the entries of the matrix L1P
−1. For a given line m, the values
of (mn )
(t+1); Qmn and P
m
n , with (
m
1 )





(t) + (m+11 )




1 , can be
calculated recursively for increasing indices n by means of (64); and the values of (mn )
(t+1), with
(mN )
(t+1) = (mN )
(t+1)=PmN , can be calculated recursively for decreasing indices n by means of (63).
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Line SOR algorithm with the point relaxation (RSLORP): Applying the point relaxation process
to (63) we obtain the following executive equations:
(mn )





(t) + (m+1n )












− (!− 1)(mn )(t) (67)
representing the RSLORP algorithm.
Line SOR algorithm with the line relaxation (RSLOR): The application of the line relaxation













and the following executive equations:
(mn )





(t) + (m+1n )










(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t) (69)
corresponding to the matrix equations (28a) and (28b).
4.1.1.2. Modi<ed line algorithms. Modi<ed line Gauss–Seidel (RM1LGS) algorithm: Instead of
























































































n − Emn : (73)
Proceeding similarly as in the case of the RLGS algorithm, that is, postulating the solution in the
form of (63) and rewriting it at the mesh point (m; n− 1), and substituting it into (70), one obtains
#nally
(mn )
(t+1) = (mn )
(t+1) + (m+1n )









and Pmn = D
m
n − Qmn Wmn−1: (75)
Thus, corresponding to the matrix equations (44a)–(44c), the following equations:
(mn )













(t+1) = (mn )
(t) + (m+1n )













are executive equations in the RM1LGS algorithm, where the coe6cients Dmn are the entries of
the matrix D de#ned in (34), the coe6cients Pmn are the entries of the matrix PM de#ned in (36)
(however, in this case H1 and Q are null matrices), the coe6cients Emn are the entries of the matrix






n are the entries of two
diagonals in the strictly lower triangular matrix T de#ned in (37).
The values of (mn )
(t+1) are computed recursively line by line from top to bottom, where (1n)
(t+1)=
c1n for all 16n6N , and the values of (
m
n )
(t+1) and (mn )
(t+1) are computed by means of (73) and
(63) line by line from bottom to top. In the case of the line Gauss–Seidel algorithm the values of
(mn )
(t+1) and (mn )
(t+1) may be computed line by line from top to bottom or from bottom to top.
Modi<ed line Gauss–Seidel (RM2aLGS) algorithm: Writing formula (70) at the mesh point
(m−1; n−1) with neglecting iteration indices and substituting it into (71), and proceeding similarly
as for the M1RLGS algorithm, one obtains the M2aRLGS algorithm characterized by
(mn )








































n − Emn : (78)
Eqs. (77), (76b) and (76c) are executive equations characterizing the RM2aRLGS algorithm. The
coe6cients Emn and G
m
n are the entries of one-diagonal matrices L2D
−1 and H2D−1; respectively.
Since in Eq. (38) the coe6cient at m+1n is equal to unity, the coe6cients G
m
n × 1 are entries of the










n−1 are the entries of
three diagonals in the strictly lower triangular matrix T .
Modi<ed line Gauss–Seidel (RM2bLGS) algorithm: Eliminating  at the mesh point (m−1; n+1)
instead of (m− 1; n− 1), one obtains
(mn )











































n − Emn : (80)
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Eqs. (79), (76b) and (76c) are executive equations characterizing the RM2bLGS algorithm. The
coe6cients Emn and H
m
n are the entries of one-diagonal matrices L2D
−1 and H2D−1, respectively.
Since in Eq. (38) the coe6cient at m+1n is equal to unity, the coe6cients H
m
n × 1 are entries of the










n−1 are the entries of
three diagonals in the stricly lower triangular matrix T .
Modi<ed line Gauss–Seidel (RM3LGS) algorithm: Eliminating  simultaneously at the mesh
points (m− 1; n+ 1) and (m− 1; n− 1) in Eq. (71), one obtains
(mn )





(t+1) + Gmn [(
m−1
n−1 )















































n − Emn : (82)
Eqs. (81), (76b) and (76c) are executive equations characterizing the RM3LGS algorithm in which
the matrices H1 and Q are the same as in two previous algorithms, the coe6cients Emn are the entries
of one-diagonal matrix L2D−1, and Gmn and H
m
n are the entries of two diagonals in the matrix H2D
−1,














n+1 are the entries of three diagonals in
the strictly lower triangular matrix T .
Modi<ed line Gauss–Seidel (RM4LGS) algorithm: As can be seen in Eq. (81), there is again
m−1n whose elimination provides
(mn )





(t+1) + Gmn [(
m−1
n−1 )































































n − Fmn : (84)
Eqs. (83), (76b) and (76c) are executive equations characterizing the RM4LGS algorithm which
di:ers from the RM3LGS algorithm by the matrices H2D−1 and T . The matrix H2D−1 has the third
diagonal coinciding with the diagonal matrix L2D−1 and its entries correspond to the coe6cients
















n are the entries of four diagonals in
the stricly lower triangular matrix T .
Modi<ed line SOR algorithms: Similarly, as in the case of the line SOR algorithms we have two
types of relaxed algorithms having the same form of the executive equations (76a) and (76b) but
di:erent (76c) depending on the assumed model of relaxation:









− (!− 1)(mn )(t): (85)
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(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t): (86)
Corresponding to the modi#ed line Gauss–Seidel algorithms described above, we have the following
algorithms:
• RM1SLORP, RM2aSLORP, RM2bSLORP, RM3SLORP, RM4SLORP called for brevity as
RM1SLP, RM2aSLP, RM2bSLP, RM3SLP, RM4SLP algorithms for the point relaxation,
• RM1SLORL, RM2aSLORL, RM2bSLORL, RM3SLORL, RM4SLORL called for brevity as
RM1SL, RM2aSL, RM2bSL, RM3SL, RM4SL algorithms for the line relaxation
where the coe6cients (mn )
(t+1) are de#ned for both cases by Eqs. (76a), (77), (79), (81) and (83),
respectively.
4.1.2. Nine-point formula
In the case of using a higher order of di:erence approximation, Eq. (1) can be represented by





































where the unknowns at the mesh points coupled by (87) are visualized in Fig. 3, and 16m6M
and 16n6N . The above equation is normalized in such a way that the coe6cient at m+1n+1 is
equal to unity so that the coe6cients k; l; w, are the entries of one-diagonal matrices K , L1 and
U1, respectively, the coe6cients e; g; h are the entries of three diagonals in the matrix L2, and
the coe6cients s; u; 1 are the entries of three diagonals in the matrix U2 thus, the matrix A has a
nine-diagonal structure.
The algorithm of the point Gauss–Seidel method called R9GS algorithm (where R9 denotes the








(t) + gmn (
m−1
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(t) + hmn (
m−1
n+1 )









(t+1) + smn (
m+1
n−1 )
(t+1) + umn (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n )




The point SOR method, called the R9SOR algorithm, can be derived by analogy to Eq. (60).
4.1.2.1. Line algorithms. Line Gauss–Seidel (R9LGS) algorithm: In this algorithm called R9LGS,
(mn )








(t) + Gmn (
m−1
n )
(t) + Hmn (
m−1
n+1 )









(t+1) + Smn (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n−1 )
(t+1) + Umn (
m+1
n )
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As can be seen in Eq. (89) visualized in Fig. 4, the iteration index (t+1) appears at the mesh point










Rewriting the above formula at the mesh point (m; n − 1) and substituting it into (89), after some
algebra one obtains
(mn )





(t) + Gmn (
m−1
n )







(t+1) + Umn (
m+1
n )
(t+1) + (m+1n+1 )








and Pmn = k
m
n − Qmn Wmn−1: (93)
Thus, Eqs. (92) and (91) are executive equations in the R9LGS algorithm, where the coe6cients
Pmn are the entries of the matrix P de#ned in (14) and the coe6cients Q
m
n are the entries of the
matrix L1P−1.
Line SOR algorithm with the point relaxation (R9SLORP): Applying the relaxation process to









− (!− 1)(mn )(t) (94)
which together with (92) is an executive equation in the R9SLORP algorithm.
Line SOR algorithm with the line relaxation (R9SLOR): The application of the line relaxation







(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t) (95)
which together with (92) is an executive equation in the R9SLOR algorithm.
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4.1.2.2. Modi<ed line algorithms. Modi<ed line Gauss–Seidel (R9M1LGS) algorithm: Instead of
















(t+1) + Umn (
m+1
n )




Writing the above equation at the mesh point (m−1; n) but without iteration indices and substituting






































































































n − Gmn Um−1n : (99)
Proceeding similarly as in the case of the R9LGS algorithm, that is, postulating the solution in
the form of (91) and rewriting it at the mesh point (m; n − 1), and substituting it into (96), one
obtains #nally
(mn )
(t+1) = (mn )
(t+1) + Smn (
m+1
n−1 )
(t+1) + Umn (
m+1
n )
(t+1) + (m+1n+1 )








and Pmn = D
m
n − Qmn Wmn−1: (101)
Thus, corresponding to the matrix equations (44a)–(44c), the following equations,
(mn )





(t+1) + Em−1n (
m−1
n−1 )





(t+1) = (mn )
(t+1) + Smn (
m+1
n−1 )
(t+1) + Umn (
m+1
n )
(t+1) + (m+1n+1 )
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are executive equations in the R9M1LGS algorithm, where the coe6cients Dmn are the entries of the
matrix D de#ned in (34), the coe6cients Pmn are the entries of the matrix PM de#ned in (36). The
coe6cients Gmn are the entries of the matrix L2D





n ×1 are the entries of the diagonal matrices H1 and Q, respectively. The coe6cients
Emn and H
m
n are the entries of the two diagonals in the strictly lower triangular matrix T de#ned in
(37).
Modi<ed line SOR algorithms: Similarly as in the case of the line SOR algorithms we have two
types of relaxed algorithms having the same form of the executive equations (102a) and (102b) but
di:erent (102c) depending on the assumed model of relaxation:
• the modi#ed line SOR algorithm with point relaxation called for brevity the R9M1SLP algorithm









− (!− 1)(mn )(t); (103)
• the modi#ed line SOR algorithm with line relaxation called for brevity the R9M1SL algorithm







(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t): (104)
4.2. Hexagonal geometry




























where the unknowns at the mesh points coupled by (105) are visualized in an oblique mesh shown
in Fig. 5, and 16m6M and 16n6N . The above equation is normalized in such a way that the
coe6cient at m+1n+1 is equal to unity so that the coe6cients k, l,w, are the entries of one-diagonal
matrices K , L1 and U1, respectively, the coe6cients e, g are the entries of two diagonals in the
matrix L2, and the coe6cients u, 1 are the entries of two diagonals in the matrix U2 thus, the
matrix A has a seven-diagonal structure.
The algorithm of the point Gauss–Seidel method called the HGS algorithm (where H denotes








(t) + gmn (
m−1
n )









(t+1) + umn (
m+1
n )




and the point SOR method, called the HSOR algorithm can be derived by analogy to Eq. (60).
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Fig. 5. Fig. 6.
4.2.1. Line algorithms
Line Gauss–Seidel (HLGS) algorithm: In this algorithm called HLGS, (mn )









(t) + Gmn (
m−1
n )









(t+1) + Umn (
m+1
n )
































As can be seen in Eq. (107) visualized in Fig. 6, the iteration index (t + 1) appears at the mesh










Rewriting the above formula at the mesh point (m; n− 1) and substituting it into (107), after some
algebra one obtains
(mn )












(t+1) + (m+1n+1 )








and Pmn = k
m
n − Qmn Wmn−1: (111)
Thus, Eqs. (110) and (109) are executive equations in the HLGS algorithm, where the coe6cients
Pmn are the entries of the matrix P de#ned in (14) and the coe6cients Q
m
n are the entries of the
matrix L1P−1.
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Line SOR algorithm with the point relaxation (HSLORP): Applying the point relaxation process









− (!− 1)(mn )(t) (112)
which together with (110) is an executive equation in the HSLORP algorithm.
Line SOR algorithm with the line relaxation (HSLOR): The application of the line relaxation







(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t) (113)
which together with (110) is an executive equation in the HSLOR algorithm.
4.2.2. Modi<ed line algorithns











(t+1) + Umn (
m+1
n )




Rewriting the above equation at the mesh points (m− 1; n− 1) and (m− 1; n) but without iteration
indices and substituting it into Eq. (105), #rst at the mesh point (m − 1; n − 1) afterwards at the
mesh point (m− 1; n), one obtains




































































n − Emn − Gmn Um−1n :
(117)
Proceeding similarly as in the case of the HLGS algorithm, that is, postulating the solution in
the form of (109) and rewriting it at the mesh point (m; n− 1), and substituting it into (114), one
obtains #nally
(mn )
(t+1) = (mn )
(t+1) + Umn (
m+1
n )
(t+1) + (m+1n+1 )








and Pmn = D
m
n − Qmn Wmn−1: (119)
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Thus, corresponding to the matrix equations (44a)–(44c), the following equations:
(mn )




















(t+1) = (mn )
(t+1) + Umn (
m+1
n )
(t+1) + (m+1n+1 )













are executive equations in the HM2LGS algorithm, based on two eliminations of  in the di:erence
equation (105), where the coe6cients Dmn are the entries of the matrix D de#ned in (34) and





are the entries of two diagonals of the matrix (L2 + H2)D−1 where the coe6cients Emn W
m−1
n−1 are





n × 1 are the entries of one-diagonal matrices H1 and Q, respectively.










n are the entries of three diagonals in the strictly lower
triangular matrix T de#ned in (37).
Modi<ed line SOR algorithms: Similarly as in the case of the line SOR algorithms we have two
types of relaxed algorithms having the same form of the executive equations (120a) and (120b) but
di:erent (120c) depending on the assumed model of relaxation:
• the modi#ed line SOR algorithm with point relaxation called for brevity the HM2SLP algorithm









− (!− 1)(mn )(t); (121)
• the modi#ed line SOR algorithm with line relaxation called for brevity the HM2SL algorithm is







(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t): (122)
4.3. Triangular geometry
All di:erence equations considered above are based on mesh-edged formulas in which mesh points
are located at intersections of mesh lines. In the case of triangular geometry demonstrated in #gures
given below, di:erence equations are based on mesh-centered formulas in which an approximate
solution is obtained at mesh points located at the centers of triangles. Thus Eq. (1) is represented















n+1 for n-odd; (123)


















n+1 for n-even; (124)
where the unknowns at the mesh points coupled by (123) and (124) are visualized in Figs. 7a and
b, respectively, and 16m6M and 16n6N .
Eq. (123) is normalized in such a way that the coe6cient at m+1n+1 is equal to unity so that
the coe6cients e and l are the entries of one-diagonal matrix L1, the coe6cients k and w are
the entries of one-diagonal matrices K and U1, respectively, the coe6cients g are the entries of
one-diagonal matrix L2, and values equal to 1 are the entries of one-diagonal matrix U2; however,
these nonzero diagonals in both last matrices have about a half null entries. Thus, both the above
four-point formulas provide the matrix A with a #ve-diagonal structure.
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The algorithm of the point Gauss–Seidel method, called the TGS algorithm (where T denotes the
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m
n+1)
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− (!− 1)(mn )(t) for n-even:
(128)
4.3.1. Line algorithms
Line Gauss–Seidel (TLGS) algorithm: In this algorithm called TLGS, (mn )
















































As can be seen in Eqs. (129) and (130) visualized in Figs. 8a and b, the iteration index (t + 1)
appears at the mesh point (m; n − 1). Both Eqs. (129) and (130) can be solved by postulating the










Rewriting the above formula at the mesh point (m; n− 1) and substituting it into (129) and (130),
after some algebra one obtains
(mn )
(t+1) = cmn + (
m+1
n+1 )
(t+1) + Qmn (
m
n−1)
(t+1) for n-odd; (133)
(mn )





(t) + Qmn (
m
n−1)
(t+1) for n-even; (134)






for n-odd; Qmn =
Lmn
Pmn−1
for n-even and Pmn = k
m
n − Qmn Wmn−1: (135)
Thus, Eqs. (133), (134) and (132) are executive equations in the TLGS algorithm, where the coef-
#cients Pmn are the entries of the matrix P de#ned in (14) and the coe6cients Q
m
n are the entries of
the matrix L1P−1.
Line SOR algorithm with the point relaxation (TSLORP): Using the relaxation process to (132)









− (!− 1)(mn )(t) (136)
which together with (133) and (134) is an executive equation in the TSLORP algorithm.
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Line SOR algorithm with the line relaxation (TSLOR): The application of the line relaxation







(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t) (137)
which together with (133) and (134) is an executive equation in the TSLOR algorithm.
4.3.2. Modi<ed line algorithns


















(t+1) + Gmn (
m−1
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As can be seen, the solution of Eq. (138) is the same as for Eq. (129) in the TLGS algorithm
and it is not dependent on the iteration index (t), whereas the solutions of (139) and (130) are
dependent on the iteration index (t). We can consider the following cases.
The case when n is odd: The comparison of coe6cients in (129) and (138) provides
(mn )













From (133) it follows that
(mn )
(t+1) = (mn )
(t+1) + (m+1n+1 )








and Pmn = k
m
n − Qmn Wmn−1: (143)
The case when n is even: Rewriting Eq. (138) at the mesh point (m − 1; n − 1), but without
iteration indices, and substituting it into Eq. (139), one obtains
[kmn − Gmn ]mn = cmn + Gmn [Em−1n−1 m−1n−2 +Wm−1n−1 m−1n ] + Lmn mn−1 +Wmn mn+1: (144)




























n − Gmn × 1: (146)
Proceeding similarly as in the case of the TLGS algorithm, that is, postulating the solution in
the form of (132) and rewriting it at the mesh point (m; n− 1), and substituting it into (139), one
obtains #nally
(mn )
(t+1) = (mn )









and Pmn = D
m
n − Qmn Wmn−1: (148)





















(t+1) + (m+1n+1 )



















are executive equations in the TM1LGS algorithm, where the coe6cients Dmn are the entries of the
matrix D de#ned in (34) and the coe6cients Pmn are the entries of the matrix PM de#ned in (36).







entries of two diagonals of the strictly lower triangular matrix T de#ned in (37). Moreover, as can
be seen in Eqs. (149) there is no recursive dependence for (mn )
(t+1).
Modi<ed line SOR algorithms: Similarly as in the case of the line SOR algorithms we have two
types of relaxed algorithms having the same form of the executive equations (149a) and (149b) but
di:erent (149c) depending on the assumed model of relaxation:
• the modi#ed line SOR algorithm with point relaxation called for brevity the TM1SLP algorithm









− (!− 1)(mn )(t); (150)
• the modi#ed line SOR algorithm with line relaxation called for brevity the TM1SL algorithm is







(t+1) + (!− 1)Wmn (mn+1)(t)
Pmn
− (!− 1)(mn )(t): (151)
4.4. Final remarks
As already mentioned, in all considered line and=or modi#ed line algorithms, the matrices B and=or
BM are three-diagonal matrices and the same formulas for (mn )
(t+1) dependent only on the assumed
model of relaxation (for instance, see (150) and (151)) are used. Particular algorithms di:er by
formulas for (mn )
(t+1) dependent on the type of di:erence equation and in the case of modi#ed line
algorithms on the values of (mn )
(t+1).
Finally, it should be mentioned that similar modi#ed line algorithms can be derived by using a
greater number of terms in formulas for (mn )
(t+1) and (mn )
(t+1), which leads to increasing the rate
of convergence. However, such algorithms may not be e6cient because the computational work is
signi#cantly increased, e.g., the matrices BM have more than three nonzero diagonals.
114 Z.I. Woznicki, H.A. J;edrzejec / Journal of Computational and Applied Mathematics 131 (2001) 89–142
5. Numerical results and convergence analysis
In a series of numerical experiments, we examine the numerical performance and analyze the
convergence behavior of algorithms presented in the previous section, where special attention is
focused on determining !opt. The results of numerical experiments are presented for both self-adjoint
and nonself-adjoint problems.
5.1. Self-adjoint problems
In this subsection the results of all numerical experiments are presented for the solution of the









+ '(x; y)= c(x; y) for x; y∈( (152)
with
(x; y) = g(x; y) or
@
@n
= g(x; y) for x; y∈ @(;
where ( is an open bounded region with boundary @(, n is exterior normal, D(x; y)¿ 0 and
'(x; y)¿0. As a model problem we shall consider the case with D(x; y) = 1 and '(x; y) = 0 which
reduces simply to the Dirichlet problem.
The #nite di:erence discretization of (152) in a spatial mesh imposed on ( leads to a system of
linear equations (1). Three examples of uniform mesh for di:erent geometries together with used
di:erence formulas and outer boundary conditions are depicted in Figs. 9–11. Both hexagonal and
triangular meshes are oriented in the oblique coordinate system (x; v) where ( is represented by a
120◦ parallelogram. In rectangular and hexagonal geometries mesh points are located at the cutting
of mesh lines and mesh point indices correspond to mesh line numbering. For triangular geometry,
mesh points are represented by triangle centers therefore, the numbering of triangles is used as shown
in Fig. 11, demonstrating also mesh-centered four-point formulas for odd and even values of n.
For the assumed natural ordering of mesh points all di:erence formulas provide s× s coe6cient
matrices A with a tridiagonal block structure being 2-cyclic consistently ordered, that is, with block
Property A, so that the classical analysis of Gauss–Seidel and SOR methods [2] can be used and
therefore, they are suitable for the implementation for the 1-line algorithms described in the previous
section. The order of A depends on outer boundary conditions and s=M × (N − 1) for Examples 1
and 2 whereas, s=M × N for Example 3 because for the condition = 0 zero values of mN+1 are
used. The diagonal submatrices in the block structure of A correspond to three-diagonal submatrices
B de#ned by Eq. (13).
5.1.1. Basic algorithms
The results of computations for di:erent algorithms, obtained with != 1 and two di:erent num-
bers of mesh points equal to 50 and 800, are shown in Tables 1 and 2. Particular algorithms are
characterized by the number of Tops per mesh point required for computing mn and denoted by
#, where in computer calculations a Top is de#ned as the amount of work associated with doing
the arithmetic statement ai; j = ai; j + bi; j × ci; j or ai; j = ai; j + bi; j=ci; j (in recent computers divisions
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Fig. 9. Example 1 — rectangular geometry.
Fig. 10. Example 2 — hexagonal geometry.
Fig. 11. Example 3 — triangular geometry.
and multiplications are equivalent operations with respect to the CPU time). The values of spectral
radius %1 = %(M
−1
1 N1) have been computed by means of the power method with the using of the
maximum norm ‖ · ‖∞ [5], where the numbers of iterations, required for computing %1 with six
signi#cant #gures, are given in parentheses. The asymptotic rate of convergence is de#ned by
R∞ =−ln %1 (153)
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Table 1
Results obtained with ! = 1 for s = 5× 10 = 50 mesh points
Example Algorithm No. of %1 R∞ E∞ Et
Tops, #
1 RGS 4 0.987726 (118) 0.0124 1.0 1.0
5-point RLGS 4 0.975824 (68) 0.0245 1.98 1.98
formula RM1LGS 6 0.955334 (36) 0.0457 3.69 2.46
RM2aLGS 8 0.944520 (30) 0.0571 4.60 2.30
RM2bLGS 8 0.944520 (29) 0.0571 4.60 2.30
RM3LGS 10 0.929709 (25) 0.0729 5.88 2.35
RM4LGS 11 0.913339 (21) 0.0906 7.31 2.66
1 R9GS 8 0.985288 (90) 0.0148 1.0 1.0
9-point R9LGS 8 0.975726 (69) 0.0247 1.67 1.67
formula R9M1LGS 8 0.961497 (42) 0.0393 2.66 2.66
2 HGS 6 0.986922 (124) 0.0132 1.0 1.0
HLGS 6 0.980527 (83) 0.0197 1.49 1.49
HM2LGS 9 0.946959 (32) 0.0545 4.13 2.75
3 TGS 3.5 0.981577 (131) 0.0186 1.0 1.0
TLGS 3.5 0.942193 (48) 0.0595 3.20 3.20






is the asymptotic coe@cient of e@ciency, showing us that a given algorithm is E∞ times faster
asymptotically than the point Gauss–Seidel algorithm. Since the number of Tops per mesh point is





is a more reliable measure of e6ciency of particular algorithms and the factor
cwt = 100%× 1Et (156)
shows us how many percents of computational work of the point Gauss–Seidel method are required
by a given algorithm for obtaining the solution.
As can be seen in both the tables, passing from the line algorithms RLGS, R9LGS, HLGS and
TLGS to the modi#ed line algorithms RM1LGS, R9M1LGS, HM2LGS and TM1LGS is accompanied
by reducing the spectral radius %1, which is the illustration of Theorem 4. In the case of 5-point
formula successive modi#cations imply a further decrease of %1. This e:ect can be easily explained
namely, in the RM1LGS, RM2LGS, RM3LGS and RM4LGS algorithms the matrices H1;H2 and Q
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Table 2
Results obtained with ! = 1 for s = 20× 40 = 800 mesh points
Example Algorithm No. of %1 R∞ E∞ Et
Tops, #
1 RGS 4 0.999229 (1394) 0.000771 1.0 1.0
5-point RLGS 4 0.998460 (718) 0.001541 2.00 2.00
formula R2LGS 7 0.996753 (405) 0.003252 4.22 2.41
RM1LGS 6 0.997128 (469) 0.002876 3.73 2.49
RM2aLGS 8 0.996411 (382) 0.003595 4.66 2.33
RM2bLGS 8 0.996411 (376) 0.003595 4.66 2.33
RM3LGS 10 0.995394 (281) 0.004617 5.99 2.40
RM4LGS 11 0.994352 (240) 0.005664 7.35 2.67
1 R9GS 8 0.999075 (1163) 0.000925 1.0 1.0
9-point R9LGS 8 0.998460 (680) 0.001541 1.67 1.67
formula R9M1LGS 8 0.997541 (477) 0.002462 2.66 2.66
2 HGS 6 0.999177 (1391) 0.000823 1.0 1.0
HLGS 6 0.998766 (975) 0.001235 1.50 1.50
HM2LGS 9 0.996618 (497) 0.003388 4.12 2.74
3 TGS 3.5 0.998854 (2081) 0.001147 1.0 1.0
TLGS 3.5 0.996507 (752) 0.003499 3.05 3.05
TM1LGS 4.5 0.994625 (480) 0.005389 4.70 3.66
appear successively, implying also the increase of entries in matrices D−1 and P−1M , which leads to
the increase of entries in the matrices QM
−1










hence by Theorem 2 the corresponding inequality for spectral radii can be concluded. On the other
hand, this reduction in the value of %1 is accompanied by the increase of arithmetical e:ort in the
computation of mn and expressed in the tables by the number of Tops. However, in the case of
5-point formula the rate of convergence R∞ increases quicker than the number of Tops per mesh
point, which is illustrated by the behavior of Et .
In the remaining algorithms, their modi#cations become more e6cient. For 9-point formula both
algorithms R9LGS and R9M1LGS have the same number of Tops whereas, the rate of convergence
R∞ increases nearly two times, for 7-point formula used in Example 2 the number of Tops increases
one and half times but R∞ increases nearly three times. In Example 3 the TLGS and TM1LGS
algorithms are based on the use of two di:erent 4-point formulas characterized in TLGS by 3 Tops
for n-odd and by 4 Tops for n-even, and in TM1LGS by 4 Tops for n-odd and by 5 Tops for
n-even, therefore average values are given in the tables, the number of Tops increases insigni#cantly
providing greater values of Et . As can be seen in both the tables the values of E∞ and Et are rather
independent of the used number of mesh points.
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5.1.2. Relaxed algorithms
The convergence analysis of line SOR and modi#ed line SOR algorithms with point relaxation and
line relaxation is the essential topic of this section. As was already mentioned, coe6cient matrices
A have a tridiagonal block structure which is 2-cyclic consistently ordered (the block Property A)
and suitable for the implementation of the 1-line algorithms.
Similarly as in the paper [4], the study of convergence behavior is based on the computation of
whole eigenvalue spectrum of iteration matrices as a function of relaxation parameter ! in order
to extract the eigenvalues essential for this analysis having mainly an illustrative and instructive
meaning. The computations were performed for all examples with 50 mesh points providing 50×50
matrices A, where results obtained with ! = 1 are given in Table 1.
In the case of line relaxation represented by the RSL, R9SL, HSL and TSL algorithms, associated
iteration matrices are convergent for all 0¡!¡ 2. For 0¡!61 there is underrelaxation and it
can be shown (because the splitting is regular) that the spectral radius is minimalized with !=1 and
the algorithm reduces to the Gauss–Seidel method. For 1¡!¡ 2 there is overrelaxation and in this
range the behavior of eigenvalues of the iteration matrix QL!;l (de#ned by Eq. (30)) versus ! has
such a nature that some eigenvalues, derived from positive eigenvalues of QL1, are a strictly decreasing
function of !, whereas others, derived from zero eigenvalues of QL1, are a strictly increasing function
of ! [5].
The typical behavior of two positive eigenvalues .+ and .− derived from the eigenvalue equal
to %( QL1) and a zero eigenvalue, respectively, is shown in Fig. 12 for the RSL algorithm used in
Example 1. As ! increases from unity, .+ and .− are decreasing and increasing functions of !,
respectively, until the point 1, which occurs when






and both eigenvalues coincide with the same value, that is, .+ = .− = !˜l − 1. For !¿ !˜l the
eigenvalues .+ and .− become complex conjugate pairs and increase, the absolute value being
! − 1. It is obvious that for 16!6!˜l; .+ ≡ %( QL!; l) is a real and strictly decreasing function of
! and according to Eq. (32) achieves its minimum








at ! = !˜l while for !˜l ¡ !6 2 one has %(L!;l) = |!− 1|.
In the case of point relaxation used in the RSLP, R9SLP, HSLP and TSLP algorithms a similar
behavior of the spectral radius %( QL!;p) is observed as shown in Fig. 12 for the RSLP algorithm.
The spectral radius %( QL!;p) achieves its minimum at the point 1, however with != !˜p¡ !˜l and for
!¿ !˜p; %( QL!;p) = |c|, where c is a complex eigenvalue whose modulus increases almost linearly
as ! is increasing and at the point 4 %( QL!;p) = 1 with ! = !crit. Thus, the iteration matrix QL!;p
is convergent for 0¡!¡!crit where 1¡!crit ¡ 2. The value of %( QL!˜;p) is a little greater than
the value of %( QL!˜; l) determined by means of (159) and as %( QL1) approaches unity, the dashed line
connecting points marked by 1 in Fig. 12 becomes parallel to the axis ! and the value of %( QL!˜;p)
is quite well approximated by (159).
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Fig. 12. Five-point formula in rectangular geometry.
Fig. 13. Five-point formula in rectangular geometry.
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Fig. 14. Five-point formula in rectangular geometry.
Fig. 15. Five-point formula in rectangular geometry.
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Fig. 16. Five-point formula in rectangular geometry.
In the RSL algorithm with line relaxation for !¿ !˜l all eigenvalues of QL!;l have the same
modulus and are equal to !− 1. For the RSLP algorithm with point relaxation the moduli of some
eigenvalues of QL!;p coincide with the line !−1 while others have a di:erent behavior. For instance,
the next complex eigenvalue with the modulus lesser than |c| is cutting the curve − at point 2 and
the negative eigenvalue with the greatest modulus is cutting the curve − at point 3 in Fig. 12.
The behavior of spectral radii for the modi#ed line algorithms RM1SL, RM3SL and RM4SL with
line relaxation, and RM1SLP, RM3SLP and RM4SLP with point relaxation is shown in Figs. 13–15.
As can be seen from these #gures the positive eigenvalues coincide with the same value at point
1; however, the curves RM1SL and RM4SL are cut at point 3 by the lines corresponding to the
modulus of negative eigenvalues, so that for these two algorithms the spectral radius %( QM !;l) is
minimalized not at point 1 but at point 3. The dashed curves marked by SOR show the behavior
of two positive eigenvalues for the case if 2-cyclic consistent ordering would be satis#ed in both
algorithms. Figs. 16 and 17 summarize results obtained for algorithms with point and line relaxation,
respectively, where dashed lines connect the points corresponding to the minimum values of spectral
radii for particular algorithms.
The results obtained for 9-point formula are depicted in Figs. 18–20 where the results for the point
SOR method called as R9SOR are shown additionally in Fig. 18. Since in this case the nine-diagonal
matrix A, considered without tridiagonal block structure in the R9SOR algorithm, is not 2-cyclic
consistently ordered, the minimum value of the spectral radius of the iteration matrix in R9SOR
occurs at point 2 instead of 1. The dashed curve, shown in Fig. 18 for the case of 2-cyclic consistent
ordering, illustrates the deviation of R9SOR from the property of 2-cyclic consistent ordering. As
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Fig. 17. Five-point formula in rectangular geometry.
can be seen in Figs. 19 and 20 the minimum value of %( QM !;l) in the R9M1SL algorithm occurs at
point 3.
The results obtained for Example 2 with 7-point formula are shown in Figs. 21–23, where the
minimum value of %( QM !;l) in the HM2SL algorithm occurs at point 2.
In Figs. 24–26 the results for Example 3 with 4-point formula are shown. It is interesting to
notice that in comparison with the previous modi#ed line SOR algorithms with line relaxation the
TM1SL algorithm preserves the property of 2-cyclic consistent ordering as can be seen in Fig. 26.
Thus, from the presented results it can be concluded that for line SOR algorithms the model
of line relaxation is insigni#cantly e6cient compared to the model of point relaxation. In the case
of modi#ed line SOR algorithms (except the TM1SL algorithm for triangular geometry) it is the
inverse, the model of point relaxation is more e6cient because it provides the minimum value of
spectral radius at point 1 for all the considered algorithms. The value of !˜p minimalizing the value
of %( QM !;p) can be estimated by means of the technique developed originally in [4] and described
brieTy in Section 5.1.3.2.
5.1.3. The determination of optimum relaxation parameters
5.1.3.1. The case of 2-cyclic consistent orderings. It is well known [2] that in this case, when the
associated Jacobi matrix B1 = K−1(L + U)¿0 is convergent (i.e., %(B)¡ 1), then L1 has only
nonnegative eigenvalues /i such that
1¿ %(L1) = /1¿/2¿/3¿ · · · (160)
Z.I. Woznicki, H.A. J;edrzejec / Journal of Computational and Applied Mathematics 131 (2001) 89–142 123
Fig. 18. Nine-point formula in rectangular geometry.
Fig. 19. Nine-point formula in rectangular geometry.
124 Z.I. Woznicki, H.A. J;edrzejec / Journal of Computational and Applied Mathematics 131 (2001) 89–142
Fig. 20. Nine-point formula in rectangular geometry.
Fig. 21. Seven-point formula in hexagonal geometry.
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Fig. 22. Seven-point formula in hexagonal geometry.
Fig. 23. Seven-point formula in hexagonal geometry.
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Fig. 24. Four-point formula in triangular geometry.
Fig. 25. Four-point formula in triangular geometry.
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Fig. 26. Four-point formula in triangular geometry.
and the following fundamental relation due to Young [2] holds between /i and the corresponding









The minimum value of %(L!) (given by formula (159)) is attained when ! is determined by means
of (158). When %(L1) is very close to unity, small changes in the estimate of %(L1) can seriously
decrease the rate of convergence, and just in this case the availability of an accurate value of %(L1)
is an essential point for the e6cient use of the SOR method.
Usually, the value of %(L1) is computed by means of the power method or its modi#cations.
As is well known, the rate of convergence is governed by the ratio of the largest subdominant (in
the absolute value) to the dominant eigenvalue. In general, when /1 is the principal eigenvalue, the




|/1| ; 26i6s (162)
which with assumed ordering of /i according to (160) is equivalent to
 = |/2|=/1 = /2=/1: (163)
If the subdominance ratio is close to unity, the power method will converge very slowly and
in such a case determining !opt may be more time-consuming than the SOR iteration itself with
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a rough estimation of !opt. This e:ect is well illustrated by the results shown in Tables 1 and
2. Passing from problems solved with s = 50 mesh points to problems with s = 800 mesh points
is accompanied by drastically increased numbers of iterations (given in parentheses) required for
computing spectral radii %1 with six signi#cant #gures, and in this case more than one order in
magnitude for all considered algorithms. A rough estimate of the number of power method itera-






Since the values of t are known we can estimate from (164) the values of . For instance, for the
assumed value of ” = 10−6, in the case of the RGS algorithm  ≈ 0:88 with s = 50 and  ≈ 0:99
with s= 800.
As can be seen in Tables 1 and 2, in the case of 5-point formula for the line Gauss–Seidel
algorithm the required number of power method iterations is two times less than for the point Gauss–
Seidel algorithm, and with regard to the subdominance ratio, we have the relation RLGS=(RGS)2. A
further reduction of the number of power method iterations is observed in modi#ed line algorithms
and for RM4LGS we have RM4LGS ≈ (RGS)6.
The typical behavior of %(L!) versus ! shows that the subdominance ratio ! is a strictly
decreasing function as ! increases from unity. As is shown in [5] the minimum value of ! is














minimalizing the second eigenvalue .2 of L!, where 1 is the value of subdominance ratio with
! = 1. For Q!2¡!6 Q!1 (where Q!1 minimalizes the value of %(L!)); ! is a strictly increasing
function of ! and for all Q!16!6 2; ! = 1 because all eigenvalues .i of L! have the same
absolute value equal to |!− 1|.
The existence of Q! allowed to elaborate the e6cient method for determining a priori !opt called
the Sigma-SOR algorithm and described in detail in [5]. This algorithm is based on the following
computational strategy. Assume that !∗ is an approximate estimation of Q!2 de#ned by (166). Using
!∗, we can obtain .∗ ≡ %(L!∗) by the power method iteration until a required convergence criterion
















an a priori “accurate” estimate for !opt. Thus, the accuracy of !opt is conditional to the computation
of an accurate value of .∗.
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The spectral radii computed for di:erent values of ! are shown in Table 3 for point SOR
and line SOR algorithms, where the corresponding numbers of the power method iterations are
given in parentheses. The values of spectral radius obtained with the minimum number of iterations
are underlined and the corresponding value of !∗ approximates the value of Q!2 minimalizing the
value of the subdominance ratio. From the results of numerical experiments given in Table 3, it
can be concluded that in the power method computation of spectral radii near the value of Q!2, the
numbers of iterations are about 20 (and even 30 for TSOR) times less than the numbers of iterations
obtained with !=1 for point SOR algorithms. In the case of line SOR algorithms this reduction of
number of iterations is only about 10 times. In addition, these results show that there is a quite broad
interval of values of ! around Q!2 for the choice of a suitable value of !∗, allowing for us a very
e6cient use of the Sigma-SOR algorithm for determining !opt in the algorithms given in Table 3,
except R9SOR and HSOR. Both algorithms R9SOR and HSOR are not 2-cyclic consistently ordered
and for these algorithms the special technique, described in the next paragraph, may be used.
Thus, we see that the Sigma-SOR algorithm may provide an “accurate” estimate of !opt from 10
to 20 times faster than it would be done by computing the “accurate” value of /1 occurring with
! = 1.
5.1.3.2. A general case and the OMEST procedure. By a general case we mean point and line
SOR algorithms as well as their modi#ed versions which are not 2-cyclic consistently ordered and
moreover, it is assumed that the curve denoted by .+ in Fig. 12 and showing the behavior of the
spectral radius versus ! for 16!6!opt is not cut by other curves derived from the modulus of
negative or complex eigenvalues of the iteration matrix as it occurs, e.g., in the RM1SL algorithm
depicted in Fig. 13.
Assuming that / = /1 = %(L1) and . = .1 = %(L!), Eq. (161) for i = 1 can be expressed as
follows:









For algorithms with the 2-cyclic consistent ordering B = 1 and C = 2 and in this case, as can be
easily veri#ed, Eq. (169) is equivalent to (161).
In a general case the coe6cients B and C are unknown and their values change for each problem.
Thus, the values of B and C must be determined for a given algorithm and a solved problem;
however, it can be simply solved by computing the eigenvalues . of a given iteration matrix for
three di:erent values of ! in the procedure called the OMEST procedure, whose methodology is
similar to that used in the Sigma-SOR algorithm, and described below.
Eq. (169) can be transformed to the form
diB+ eiC − /=−.i; (171)
where ei =0i1i.i and di =0i1iei.
For i=1; 2; 3, assuming di:erent values of !i such that 1¡!i ¡!opt we can compute the values

























Spectral radii for SOR and line SOR algorithms with s = 20× 40 = 800 mesh points
! RSOR RSLOR R9SOR R9SLOR HSOR HSLOR TSOR TSLOR !
1.0 0.999229 (1394) 0.998460 (718) 0.999075 (1165) 0.998460 (680) 0.999177 (1391) 0.998766 (975) 0.998854 (2081) 0.996507 (752) 1.0
1.70 0.979808 (135) 1.70
1.71 0.978945 (112) 1.71
1.72 0.978013 (107) 1.72
1.73 0.977003 (111) 1.73
1.74 0.975906 (92) 1.74
1.75 0.989063 (115) 0.989061 (102) 0.974707 (90) 1.75
1.76 0.988523 (107) 0.988520 (105) 0.990835 (137) 0.973392 (83) 1.76
1.77 0.987933 (89) 0.987930 (90) 0.990367 (139) 0:971942 (66) 1.77
1.78 0.987284 (85) 0.987281 (83) 0.989854 (136) 0.970332 (80) 1.78
1.79 0.986568 (76) 0.986565 (71) 0.989289 (118) 0.968531 (69) 1.79
1.80 0.992974 (161) 0.985773 (69) 0.991570 (121) 0.985770 (77) 0.992507 (149) 0.988663 (102) 0.989491 (192) 0.966502 (80) 1.80
1.81 0.992550 (148) 0.984885 (79) 0.991060 (132) 0.984881 (84) 0.992055 (152) 0.987965 (92) 0.988846 (188) 0.964190 (86) 1.81
1.82 0.992076 (135) 0.983885 (80) 0.990491 (114) 0.983081 (81) 0.991551 (131) 0:987181 (81) 0.988123 (174) 0.961525 (88) 1.82
1.83 0.991543 (103) 0.982750 (86) 0.989850 (95) 0.982746 (88) 0.990983 (134) 0.986295 (85) 0.987306 (153) 0.958404 (104) 1.83
1.84 0.990937 (92) 0.981447 (91) 0.989122 (90) 0.981443 (88) 0.990340 (101) 0.985282 (95) 0.986374 (132) 0.954677 (104) 1.84
1.85 0:990243 (68) 0.979935 (101) 0:988288 (69) 0.979930 (91) 0.989603 (83) 0.984113 (95) 0.985299 (121) 0.950100 (119) 1.85
1.86 0.989439 (73) 0.978152 (101) 0.987321 (71) 0.978146 (107) 0:988749 (70) 0.982745 (108) 0.984044 (98) 0.944247 (139) 1.86
1.87 0.988495 (78) 0.976009 (109) 0.986185 (82) 0.976003 (115) 0.987749 (79) 0.981118 (118) 0:982555 (78) 1.87
1.88 0.987369 (104) 0.973369 (129) 0.984829 (92) 0.973362 (131) 0.986557 (93) 0.979142 (138) 0.980755 (104) 1.88
1.89 0.985999 (107) 0.983176 (130) 0.985109 (103) 0.976676 (150) 0.978516 (117) 1.89
1.90 0.984285 (125) 0.981105 (127) 0.983304 (127) 0.973473 (175) 0.975639 (134) 1.90
1.91 0.982064 (132) 0.978413 (147) 0.980973 (143) 0.971722 (162) 1.91
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computations provide by (171) three linear equations from which we obtain
B=
.2 − .3 − g(.1 − .3)
d3 − d2 − g(d3 − d1) ; C =
.1 − .3 − B(d3 − d1)
e3 − e1 and /= Bd1 + Ce1 + .1; (172)
where g= (e3 − e2)=(e3 − e1) and / is the value of the spectral radius with ! = 1.
Having determined the above quantities, the value ! = Q! minimalizing the value of . can be
obtained from Eq. (169) having two roots 1+ and 1− related by (170) with .+ and .−, respectively.
Since .+ is a strictly decreasing function and .− is a strictly increasing function as ! increases from
unity, . achieves its minimum when .+ = .− = Q. which corresponds to the condition 1+ = 1− = Q1
being satis#ed when
4= (/− C Q0)2 − 4B Q02(1− /) = 0: (173)






is a root important for this analysis (the second is related with another pair of eigenvalues .′+ and






hence by (170) we have
Q! =
1




Thus, in comparison with the Sigma-SOR algorithm, for determining !opt = Q! minimalizing the
value of the spectral radius %! = Q. by means of the OMEST procedure, it is necessary to compute
additionally two values of . for di:erent !’s in order to #nd the values of the coe6cients B and C.
The spectral radii computed for di:erent values of ! are shown in Table 4 for line SOR algorithms
with the point relaxation and in Table 5 for modi#ed line SOR algorithms also with the point
relaxation, where the corresponding numbers of the power method iterations are given in parentheses.
The values of spectral radius obtained with the minimum number of iterations are underlined and the
corresponding values of ! approximate Q!2 minimalizing the value of the subdominance ratio. From
these results we see that for the power method computation of spectral radii near Q!2, the numbers
of iterations are reduced about 10 times in comparison with the numbers of iterations obtained with
! = 1. However, the numbers of iterations at underlined spectral radii given in Table 5 are about
two times less than those in Tables 3 and 4.
Similarly as in the case of numerical experiments demonstrated in Table 3, there is a quite broad
interval of values of ! and Q!2 (minimalizing the value of subdominance ratio) allowing for us a
very e6cient use of the OMEST procedure for determining !opt in the considered algorithms.
5.1.4. Results of computations
The results of computations for Examples 1–3 with s= 20× 40 = 800 mesh points and obtained
for !opt are summarized in Table 6. In each example it was assumed that c(x; y) = 0 in (152) so
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Table 4
Spectral radii for line SOR algorithms with the point relaxation for s = 20× 40 = 800 mesh points
! RSLORP R9SLORP HSLORP TSLORP !
1.0 0:998460 (718) 0:998460 (680) 0:998766 (975) 0:996507 (752) 1.0
1.30 0:986041 (176) 1.30
1.31 0:984872 (151) 1.31
1.32 0:983506 (146) 1.32
1.33 0:981889 (131) 1.33
1.34 0:979941 (115) 1.34
1.35 0:977543 (97) 1.35
1.36 0:974508 (65) 1.36
1.37 0:970516 (75) 1.37
1.38 0:964967 (78) 1.38
1.39 0:956502 (100) 1.39
1.40 0:993007 (189) 0:940677 (176) 1.40
1.41 0:992535 (165) 1.41
1.42 0:992002 (150) 1.42
1.43 0:991395 (137) 1.43
1.44 0:990697 (128) 1.44
1.45 0:989887 (104) 1.45
1.46 0:988931 (98) 1.46
1.47 0:987788 (92) 1.47
1.48 0:986395 (75) 1.48
1.49 0:984653 (64) 1.49
1.50 0:982402 (79) 0:990184 (120) 1.50
1.51 0:979360 (93) 0:989419 (112) 1.51
1.52 0:974949 (100) 0:988535 (96) 1.52
1.53 0:967684 (164) 0:987500 (81) 1.53
1.54 0:986270 (62) 1.54
1.55 0:984782 (65) 0:991347 (155) 1.55
1.56 0:982940 (66) 0:990685 (128) 1.56
1.57 0:980589 (91) 0:989920 (117) 1.57
1.58 0:977459 (112) 0:989028 (99) 1.58
1.59 0:973014 (119) 0:987971 (83) 1.59
1.60 0:965937 (169) 0:986698 (71) 1.60
1.61 0:985131 (78) 1.61
1.62 0:983146 (98) 1.62
1.63 0:980532 (98) 1.63
1.64 0:976884 (135) 1.64
1.65 0:971273 (154) 1.65
that the unique solution of each discrete problem is the null vector. All components of the starting
vector (0) were assumed to be equal to unity, and computations for each iterative method were
continued until the maximum absolute value of all components of the iterate (t+1) was less than a


























Spectral radii for modi#ed line SOR algorithms with s = 20× 40 = 800 mesh points
! RM1SLP RM2aSLP RM3SLP RM4SLP R9M1SLP HM2SLP TM1SLP !
1.0 0:997128 (469) 0:996411 (382) 0:995394 (281) 0:994352 (240) 0:997541 (477) 0:996618 (497) 0:994625 (480) 1.0
1.20 0:980957 (67) 1.20
1.22 0:984173 (100) 0:976264 (49) 1.22
1.23 0:982587 (70) 0:972985 (34) 1.23
1.24 0:980673 (65) 0:968685 (43) 1.24
1.25 0:978316 (61) 0:962754 (44) 1.25
1.26 0:975335 (37) 0:953903 (60) 1.26
1.27 0:985772 (106) 0:971428 (44) 0:938601 (77) 0:979065 (116) 1.27
1.28 0:984419 (79) 0:966041 (57) 0:986999 (103) 0:977109 (101) 1.28
1.29 0:982802 (75) 0:958010 (61) 0:985874 (94) 0:974776 (88) 1.29
1.30 0:987902 (103) 0:980835 (60) 0:944133 (84) 0:984554 (91) 0:971939 (74) 1.30
1.31 0:986811 (90) 0:978384 (42) 0:982983 (81) 0:968403 (60) 1.31
1.32 0:985520 (87) 0:975236 (54) 0:981079 (64) 0:963851 (56) 1.32
1.33 0:983969 (72) 0:971019 (58) 0:978718 (43) 0:957710 (68) 1.33
1.34 0:982066 (58) 0:965004 (60) 0:975702 (50) 0:948796 (74) 1.34
1.35 0:979670 (47) 0:955466 (87) 0:971693 (55) 0:933903 (132) 1.35
1.36 0:976548 (50) 0:936094 (132) 0:966042 (73) 1.36
1.37 0:972276 (67) 0:988218 (119) 0:957252 (93) 1.37
1.38 0:965973 (85) 0:987260 (94) 0:940259 (139) 1.38
1.39 0:955272 (117) 0:986146 (82) 1.39
1.40 0:984833 (75) 1.40
1.41 0:983262 (61) 1.41
1.42 0:981345 (58) 1.42
1.43 0:978944 (55) 1.43
1.44 0:975836 (66) 1.44
1.45 0:971616 (81) 1.45
1.46 0:965443 (94) 1.46
1.47 0:955045 (136) 1.47
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can be considered as the most reliable measure of the error vector in estimating the accuracy of the
solution, where ”610−6 was used in all computations.
The values of !opt and the minimalized spectral radius Q% were computed by means of the
Sigma-SOR algorithm for the 2-cyclic consistently ordered algorithms and by means of the OMEST
procedure for the remaining algorithms, where It are the numbers of iterations required for obtaining
the solution with the stopping criterion ”610−6. The algorithms R9SOR and HSOR do not have
the property of the 2-cyclic consistent ordering but their convergence behavior shows that there is
an insigni#cant deviation from this property and the values of !opt marked by “∗” were obtained
by means of the Sigma-SOR algorithm but it implies some increase of the number of iterations It
for both algorithms, as can be seen in Table 6. The values of !opt marked by “∗∗” were obtained
experimentally for algorithms in which the minimum of the spectral radius occurs not at point “1”
but at point “2” or “3” appearing by cutting the curve representing the behavior of the eigenvalue .+
as a function of !, by other curve derived from the modulus of a negative or complex eigenvalue
of the iteration matrix, as can be seen in Figs. 13, 15, 19 and 22.
The analysis of the TSOR algorithm provided an interesting result for the author. The author
supposed that TSOR is not a 2-cyclic consistently ordered algorithm. Trials for the computation of
!opt by means of the OMEST procedure showed for each time that the coe6cients of Eq. (169),
i.e., B = 1:00 and C = 2:00, which just characterizes the 2-cyclic consistent ordering. As is well
known [2], in such a case the s× s irreducible Jacobi matrix B1 has s simple eigenvalues, namely,
±51;±52; : : : ;±5s=2 (if s is odd, there is an extra zero eigenvalue); the associated Gauss–Seidel
matrix L1 has s=2 eigenvalues 521; 5
2
2; : : : ; and all the other eigenvalues are zeros. The inspection of
the eigenvalue spectrum of both matrices B1 and L1, computed for Example 3 with s=5×10 mesh
points, con#rmed the above property of 2-cyclic consistent ordering. Thus, for #nding the “accurate”
value of !opt in TSOR we can use the Sigma-SOR algorithm.







as a practical measure of e6ciency of particular algorithms and is available from iterative processes,
where the coe6cients # and It are the numbers of Tops and iterations (required for obtaining the
solution with the used stopping criterion), respectively, and the factor
cwobs = 100%× 1Eobs (179)
shows us how many percents of computational work of the point Gauss–Seidel method are required
in practice by a given algorithm for obtaining the solution.
As seen in Table 6, in all line SOR algorithms with the point relaxation Eobs has a greater value
than in the case of the line relaxation but this increase of Eobs follows from the fact that line
algorithms with the point relaxations have the same numbers of Tops as point SOR algorithms. It
should be mentioned that the number of Tops #, characterizing each algorithm and given in Table
6, is obtained by the inspection of executive formulas used in algorithms. For instance, in the case
of RSLORP the inspection of (66) and (67) shows six additions (or equivalent subtractions) and
six multiplications (or equivalent divisions) which, according to the de#nition of the Top given in
Section 5.1.1, gives us six Tops and a similar inspection of (68) and (69) gives us eight Tops in
the RSLOR algorithm.
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Table 6
Results obtained with ! = !opt for s = 20× 40 = 800 mesh pointsa
Example Algorithm No. of !opt It Q% R∞ E∞ Et Eobs
Tops, #
1 (5-point formula) RSOR 6 1.9460 294 0.9460 0.0555 1.0 1.0 1.0
RSLOR 8 1.9245 221 0.9245 0.0785 1.41 1.06 1.00
RSLORP 6 1.5426 226 0.9286 0.0741 1.33 1.33 1.31
RS2LOR 13 1.8922 155 0.8922 0.1141 2.06 0.95 0.88
RS2LORP 9 1.3340 163 0.9009 0.1044 1.88 1.25 1.20
RM1SL 10 1:532∗∗ 902 0.9844 0.0157 0.28 0.17 0.20
RM1SLP 8 1.4015 163 0.9020 0.1031 1.86 1.39 1.35
RM2aSL 12 1:580∗∗ 305 0.9318 0.0706 1.28 0.64 0.48
RM2aSLP 10 1.3655 146 0.8892 0.1174 2.12 1.27 1.21
RM2bSL 12 1:595∗∗ 228 0.9380 0.0640 1.15 0.58 0.64
RM2bSLP 10 1.3457 149 0.8925 0.1137 2.05 1.23 1.18
RM3SL 14 1.5370 128 0.8728 0.1360 2.45 1.05 0.98
RM3SLP 12 1.3110 130 0.8767 0.1316 2.37 1.19 1.13
RM4SL 15 1:466∗∗ 213 0.9335 0.0688 1.24 0.50 0.55
RM4SLP 13 1.2811 116 0.8640 0.1462 2.63 1.22 1.17
1 (9-point formula) R9SOR 10 1.9449 255 0.9368 0.0653 1.0 1.0 1.0
1:9410∗ 323 0.9563 0.0447 0.68 0.68 0.80
R9SLOR 12 1.9245 221 0.9245 0.0785 1.20 1.0 0.96
R9SLORP 10 1.6135 223 0.9267 0.0761 1.17 1.17 1.14
R9M1SL 12 1:615∗∗ 807 0.9826 0.0176 0.27 0.22 0.26
R9M1SLP 10 1.4810 175 0.9078 0.0967 1.48 1.48 1.46
2 HSOR 8 1.9473 274 0.9411 0.0607 1.0 1.0 1.0
1:9442∗ 336 0.9579 0.0430 0.71 0.71 0.82
HSLOR 10 1.9321 247 0.9321 0.0703 1.16 0.93 0.89
HSLORP 8 1.6659 247 0.9338 0.0685 1.13 1.13 1.11
HM2SL 13 1:566∗∗ 187 0.9230 0.0801 1.32 0.81 0.90
HM2SLP 11 1.3866 148 0.8923 0.1140 1.87 1.37 1.35
3 TSOR 5.5 1.9345 240 0.9345 0.0677 1.0 1.0 1.0
TSLOR 7.5 1.8884 149 0.8884 0.1183 1.75 1.28 1.18
TSLORP 5.5 1.4069 152 0.8952 0.1107 1.64 1.64 1.58
TM1SL 8.5 1.8634 121 0.8634 0.1469 2.17 1.40 1.28
TM1SLP 6.5 1.3607 121 0.8702 0.1390 2.05 1.74 1.68
aFor numbers marked with ∗ and ∗∗ see text.
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It is interesting to notice that from the viewpoint of computational work both RSOR and RSLOR
for which Eobs = 1 are equivalent algorithms and superior to RS2LOR (2 line-SOR). But for 9-point
formula and hexagonal geometry represented by 7-point formula R9SOR and HSOR are more ef-
#cient algorithms than R9SLOR and HSLOR, respectively. Only in triangular geometry TSLOR,
characterized by Eobs = 1:18, is superior to the point SOR implemented in TSOR.
It is interesting to note that RLGS and R9LGS have the same values of %1 given in Tables 1 and
2, which implies that their relaxed versions RSLOR and R9SLOR have the same !opt and Q% shown
in Table 6.
The convergence properties of modi#ed line algorithms are characterized by greater values of all
coe6cients E∞;Et and Eobs and as can be seen in Table 6 these algorithms are more e:ective for
9-point formula and both hexagonal and triangular geometries than in the case of 5-point formula
in rectangular geometry.
5.2. Nonself-adjoint problems
In this subsection we examine the performance of modi#ed line Gauss–Seidel algorithms for
solving linear systems arising from discretization of nonself-adjoint two-dimensional elliptic partial
di:erential equation. Consider the constant coe6cient convection–di:usion equation
−Y+ 6x + 7y = f (180)
on the unit square (=(0; 1)× (0; 1), with Dirichlet boundary conditions =g on @(. We discretize
(180) on a square N × N mesh of points, using standard second-order di:erences [2]
Y ≈ 
m
n+1 − 2mn + mn−1
h2
+
m+1n − 2mn + m−1n
h2
for the Laplacian, where h=1=(N +1). We use two choices of #nite di:erence schemes for the #rst
derivative terms:


















where the latter is applicable when 6¿0; 7¿0.
The discretization of (180) with both #nite di:erence schemes for the #rst derivative terms pro-
duces a linear system of equations with a nonsymmetric coe6cient matrix A when 6 and 7 are






















where with scaling by h2; cmn = h
2fmn and the coe6cients are given by
kmn = 4; e
m
n = 1 + 9; l
m
n = 1 + ; u
m
n = 1− 9; wmn = 1−  (182)
for the centered di:erence scheme, where =6h=2 and 9= 7h=2 are the cell Reynolds numbers; and
kmn = 4 + 2(+ 9); e
m
n = 1 + 29; l
m
n = 1 + 2; u
m
n = 1; w
m
n = 1 (183)
for the upwind di:erence scheme.
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According to the interpretation of the coe6cients given in Section 4.1.1, kmn are entries of the
diagonal matrix K ; emn and l
m





entries of the strictly upper triangular matrix U . We see that for 6¿ 0 and 7¿ 0; A=K −L−U
is a nonsymmetric matrix which implies that the associated Jacobi matrix B1 = K−1(L + U) is
nonsymmetric as well but the property of 2-cyclic consistent ordering (called also Property A) is
preserved. When the values of 6¿0 and 7¿0 increase, the degree of nonsymmetry of B1 increases
as well and B1 may have complex eigenvalues. We assume that =0 on @( (or on the part of @()
which implies that A is a diagonally dominant matrix and as long as B1 is a nonnegative matrix,
its principal eigenvalue 5¡ 1 is real and %(L1) = 52, and the Sigma-SOR algorithm may be used
for determining !opt. Such a case occurs for the upwind di:erence scheme, all coe6cients of (183)
are positive for 6¿0 and 7¿0, and for su6ciently large values of 6 and 7; K−1U → 0, hence we
conclude that %(B1)→ 0. In the case of the centered di:erence scheme the coe6cients of (182) are
positive for all 06  ¡ 1 and 06 9 ¡ 1 and the Sigma-SOR algorithm may be used, when = 1
and 9=1; %(B1) = 0. For some values of 6 and 7 for which ¿ 1 and 9¿ 1, the entries of U are
negative and the dominant eigenvalue of B1 may become complex with its modulus greater than
unity which implies that %(L1)¿ 1 and the Gauss–Seidel method is divergent. Thus, when 6 and
7 increase the value of %(B1) has a decreasing behavior as long as B1 is a nonnegative matrix.
In [1] an analytic and empirical study of line iterative methods for solving the discrete convection–
di:usion equation is performed. The authors present, among other things, results of numerical ex-
periments for line Gauss–Seidel algorithms derived from the reduced system represented by the
9-point formula. They consider two strategies for line orderings in the reduced mesh structure, i.e.,
the red–black one-line diagonal ordering and the red–black two-line horizontal ordering (see [1] for
details).
For both these line-reduced Gauss–Seidel algorithms, the authors compare the bounds for %(L1),
obtained by the approach proposed in [1], with the computed values of %(L1) for the following




(1 + x2)x + 7y = 0 on ( = (0; 1)× (0; 1);
= 0 on @(:
Problem B:
−Y+ 62x = 0 on ( = (0; 1)× (0; 1);
= 0 on @(:
Problem C:
−Y+ 6(1− 2x)x + 7(1− 2y)y = 0 on ( = (0; 1)× (0; 1);
= 0 on @(:
We examine the numerical performance of the modi#ed line Gauss–Seidel algorithms considered
in the paper for solving the above three problems with h = 132 and several choices of 6 and 7. In
Tables 7–9, the computed values of spectral radii in the RGS, RLGS, RM1LGS, RM3GLS and
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Table 7
Comparison of spectral radii for Problem A, with h= 1=32
Algorithm 6 = 7 Centered di:erences Upwind di:erences
%1 R∞ E∞ %1 R∞ E∞
RGS 20 0.9253 0.0776 1.0 0.9497 0.0516 1.0
40 0.730 0.3147 1.0 0.8782 0.1299 1.0
60 0.377 0.9755 1.0 0.8065 0.2151 1.0
RLGS 20 0.8564 0.1550 2.00 0.9066 0.0981 1.90
40 0.530 0.6349 2.02 0.7891 0.2369 1.82
60 0.0998 2.305 2.36 0.6040 0.5042 2.34
RM1LGS 20 0.7563 0.2793 3.60 0.8298 0.1866 3.62
40 0.354 1.038 3.30 0.6368 0.4513 3.47
60 0.049 3.016 3.09 0.4872 0.7191 3.34
RM3LGS 20 0.6482 0.4335 5.58 0.7412 0.2995 5.80
40 0.226 1.487 4.73 0.4888 0.7158 5.51
60 0.026 3.650 3.74 0.325 1.124 5.23
RM4LGS 20 0.5955 0.5184 6.68 0.6952 0.3636 7.06
40 0.182 1.704 5.41 0.4247 0.8564 6.59
60 0.020 3.912 4.01 0.2658 1.325 6.16
R1LGS 20 0.741 0.300 3.86 0.817 0.202 3.91
reduced with 40 0.323 1.130 3.59 0.611 0.493 3.80
diagonal ord. 60 0.047 3.058 3.13 0.455 0.787 3.66
R2LGS 20 0.674 0.395 5.09 0.772 0.259 5.02
reduced with 40 0.236 1.444 4.58 0.544 0.609 4.69
natural ord. 60 0.015 4.200 4.30 0.386 0.952 4.43
RM4LGS algorithms are compared with the values (taken from Elman and Golub [1]) of spectral
radii in the R1LGS and R2LGS reduced algorithms.
As can be seen, in all algorithms and problems the value of %1 is decreasing as 6 = 7 increases
and in Problem A for 6 = 7= 60 the values of %1 are very small. For all cases in Tables 7 and 8,
and for centered di:erences in Table 9 the irreducible matrices B1 are nonnegative and the observed
decreasing behavior of %(B1) (where %(L1) = (%(B1))2), as 6 and 7 increase, is consistent with
that discussed previously for constant coe6cient problems.
For upwind di:erences in Problem C, some variable coe6cients  and 9 have values less than −1
with 6 = 40 and the corresponding entries of B1 become negative, where the number of negative
entries of B1 is increased with 6 = 60. As already mentioned, the dominant eigenvalue of B1
may be complex with the zero real part and therefore, in this case the principal eigenvalue of L1
is negative and its modulus is the spectral radius %(L1). Such a case occurs in Problem C with
6 = 60 for upwind di:erences used in the #rst #ve algorithms, where %1¿ 1 for RGS, RLGS and
RM1LGS, and %1¿ 1 for the remaining algorithms. However, the value of %1 for RM4LGS is still
lesser than for R1LGS and R2LGS; with 6 = 7 = 80 both R1LGS and R2LGS become divergent
algorithms.
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Table 8
Comparison of spectral radii for Problem B with h= 1=32
Algorithm 6 = 7 Centered di:erences Upwind di:erences
%1 R∞ E∞ %1 R∞ E∞
RGS 20 0.9906 0.0094 1.0 0.9908 0.0093 1.0
40 0.9881 0.0119 1.0 0.9885 0.0116 1.0
60 0.9860 0.0142 1.0 0.9865 0.0136 1.0
RLGS 20 0.9814 0.0188 2.00 0.9810 0.0191 2.06
40 0.9765 0.0238 1.99 0.9762 0.0241 2.08
60 0.9723 0.0281 1.99 0.9718 0.0286 2.09
RM1LGS 20 0.9657 0.0349 3.71 0.9659 0.0347 3.74
40 0.9567 0.0442 3.71 0.9577 0.0432 3.74
60 0.9490 0.0524 3.70 0.9502 0.0511 3.74
RM3LGS 20 0.9457 0.0558 5.93 0.9469 0.0546 5.88
40 0.9318 0.0707 5.92 0.9346 0.0677 5.85
60 0.9198 0.0837 5.91 0.9234 0.0800 5.84
RM4LGS 20 0.9342 0.0680 7.24 0.9360 0.0661 7.13
40 0.9174 0.0863 7.23 0.9214 0.0819 7.08
60 0.9029 0.1021 7.22 0.9082 0.0963 7.06
R1LGS 20 0.963 0.0377 4.01 0.964 0.0367 3.95
reduced with 40 0.953 0.0481 4.04 0.955 0.0460 3.98
diagonal ord. 60 0.945 0.0566 4.00 0.947 0.0545 3.99
R2LGS 20 0.951 0.0502 5.34 0.951 0.0502 5.41
reduced with 40 0.939 0.0629 5.28 0.939 0.0629 5.44
natural ord. 60 0.928 0.0747 5.28 0.928 0.0747 5.48
The divergent behavior of Gauss–Seidel algorithms, presented in Table 9, can be considered as
a special case of SOR (or SLOR) line algorithms occurring at ! = 1. As is known the spectral
radius %(L1) derived from the dominant complex eigenvalue of B1  0 is minimalized for the
underrelaxation, occurring with 0¡!¡ 1, and the analysis of convergence behavior of particular
algorithms for 0¡!¡ 1 seems to be an interesting topic for study. However, this topic can be the
subject of a separate work and it is presently under preparation.
The coe6cients E∞ have similar values and the same behavior in all problems. Moreover, the
values of E∞ for the #rst #ve algorithms are consistent with those given in Tables 1 and 2 which
shows us that the modi#ed line algorithms have also good convergence properties when they are
applied for solving problems with nonsymmetric matrices. As follows from the inspection of the
coe6cients E∞ in Tables 7–9 and modi#ed line algorithms RM3LGS and RM4LGS, derived from
the full systems, are more e6cient than the R1LGS and R2LGS algorithms, derived from the reduced
systems considered in [1].
Finally, it should be mentioned that the use of the modi#cation in the line R1LGS reduced
algorithm with the diagonal ordering, similarly as in R9M1LGS for the full system represented by
9-point formula, should provide a further increase of the ratio of convergence. By an analogy to the
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Table 9
Comparison of spectral radii for Problem C with h= 1=32
Algorithm 6 = 7 Centered di:erences Upwind di:erences
%1 R∞ E∞ %1 R∞ E∞
RGS 20 0.9608 0.0400 1.0 0.9612 0.0396 1.0
40 0.9234 0.0797 1.0 0.9273 0.0755 1.0
60 0.8862 0.1208 1.0 div: — —
RLGS 20 0.9239 0.0792 1.98 0.9251 0.0779 1.97
40 0.8553 0.1563 1.96 0.8682 0.1459 1.93
60 0.7909 0.2346 1.94 div: — —
RM1LGS 20 0.8641 0.1460 3.65 0.8646 0.1455 3.68
40 0.7518 0.2853 3.58 0.7602 0.2741 3.63
60 0.6546 0.4238 3.51 div: — —
RM3LGS 20 0.7938 0.2309 5.78 0.7945 0.2301 5.81
40 0.6408 0.4450 5.58 0.6516 0.4283 5.67
60 0.5204 0.6531 5.41 0.7889 1.2371 —
RM4LGS 20 0.7563 0.2793 6.99 0.7573 0.2780 7.02
40 0.5864 0.5338 6.70 0.5988 0.5129 6.79
60 0.4593 0.7780 6.44 0.5810 0.5429 —
R1LGS 20 0.854 0.1578 3.95 0.871 0.1381 3.49
reduced with 40 0.733 0.3106 3.90 0.780 0.2485 3.29
diagonal ord. 60 0.629 0.4636 3.84 0.703 0.3524 —
R2LGS 20 0.813 0.2070 5.18 0.833 0.1827 4.60
reduced with 40 0.669 0.4020 5.04 0.723 0.3244 4.30
natural ord. 60 0.553 0.5924 4.90 0.634 0.4557 —
R9M1LGS algorithm, such a modi#cation does not increase the number of Tops per mesh point,
and by the extrapolation of the results given in Tables 1 and 2 for 9-point formula, it seems that
the value of E∞ should be increased to about 10 in the modi#ed line R1LGS reduced algorithm
with the diagonal ordering.
6. Concluding remarks
In this paper we have presented a class of modi#ed versions of the standard line iterative algo-
rithms for solving linear systems arising from discretizations of both self-adjoint and nonself-adjoint
two-dimensional elliptic partial di:erential equations. We have also performed a large number of
numerical experiments that examine the convergence behavior of particular algorithms. The ex-
perimental results show that these modi#ed line algorithms, when used for linear problems with
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symmetric and nonsymmetric matrices, converge faster than the standard line methods for the full
and reduced systems.
As demonstrated in Section 5, the proposed modi#ed algorithms are especially e6cient in hexa-
gonal and triangular geometries of mesh used frequently in the neutron di:usion theory, represented
here by Eq. (152), and applied widely in the analysis of criticality of nuclear reactors [7].
As was observed in numerical experiments and convergence behavior, the modi#ed line SOR
algorithms with the point relaxation are always more e6cient than with the line relaxation used
commonly in line SOR algorithms; moreover, algorithms with the point relaxation require lesser
numbers of Tops per mesh point. The use of modi#cation in line SOR algorithms having the property
of 2-cyclic consistent ordering causes the loss of this property, which eliminates the use of the
Sigma-SOR algorithm for determining !opt. It seems that this is due to the recurrence dependence of
coe6cients  at a given mesh point on the values of  computed previously for all mesh points with
fewer indices, and it is concluded from the case of the TM1SL algorithm which has no recurrence
dependence of  but this algorithm preserves the property of 2-cyclic consistent ordering.
The determination of !opt in modi#ed line SOR algorithms can be done by means of the OMEST
procedure described in Section 5.1.3.2. In comparison with the Sigma-SOR algorithm, the OMEST
procedure requires two additional computations of spectral radii for di:erent values of ! in order
to determine the coe6cients B and C in Eq. (169) approximating the behavior of the spectral
radius %! versus ! for 16!6!opt. The e6ciency of both the Sigma-SOR and OMEST procedures
depends on a suitable choice of !’s around the value of !2 minimalizing the subdominance ratio
and undoubtedly, an experience gained with iterative method computations is helpful when using
these techniques for estimating !opt. Thus, the prediction of !2, allowing us to determine !opt with
minimum computational work is an essential topic. From the analysis of many problems, it can be
concluded that 0:95!opt6!260:96!opt for point SOR algorithms and 0:93!opt6!260:94!opt for line
SOR algorithms, in the case of modi#ed line SOR algorithms 0:96!opt6!260:97!opt but it requires
a good estimate of !opt. The problem of estimating !2 by using suitable norms for determining
values of subdominance ratio is su6ciently well solved in [5] for applications. Fortunately, as can
be seen in numerical experiments presented in Tables 3–5 there is a quite broad interval of !
around !2, allowing us to choose suitable values of !. Usually, the OMEST procedure as well as
the Sigma-SOR algorithm provide good results when !’s are chosen in the interval
0:93!opt6!60:98!opt: (184)
The accuracy of !opt determined by means of the OMEST procedure depends also on di:erences
between values of the three !i used for computing the coe6cients B; C and the eigenvalue / by
the formulas given in (172), and as these di:erences increase the accuracy of !opt is increasing.
Usually, di:erences between values of neighboring !i equal to 0:02–0:03 provide the value of !opt
with #ve signi#cant #gures, and Eq. (169) approximates excellently also the behavior of the curve
denoted by .− in Fig. 12. It is worth mentioning that when /1 is very close to unity, the value of
the minimum spectral radius obtained by the OMEST procedure is consistent with that computed by
formula (159).
The values of spectral radii shown in Tables 3–5 were obtained by the observation of the behavior
of ‖(t+1)‖∞ in iteration processes as a secondary result during the study of convergence properties of
considered algorithms, which is equivalent to the power method computations by using the maximum
norm. As shown in [5], the rate of convergence in the power method can be signi#cantly improved by
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the use of the Aitken extrapolation so that the numbers of the power method iterations can be reduced
at least two times in comparison with the numbers given in Tables 3–5, and the computational work
by determining !opt by the OMEST procedure may be a small part of the computational work
required for obtaining the solution with using !opt.
Finally, it should be mentioned that the authors tested the OMEST procedure in many di:erent
algorithms and they #nd it a very useful tool for determining !opt in a general case for which the
authors do not know any other method for a priori estimation of !opt. As demonstrated in many
numerical experiments, the proposed modi#ed line SOR algorithms provide solutions with lesser
computational work and signi#cantly increased rate of convergence in comparison with the standard
methods. This aspect of increased rate of convergence has an important meaning from the viewpoint
of reliability of solutions. Iterative solutions obtained with a greater rate of convergence are closer
to the “true” solution than slower convergence solutions for which the convergence criterion may
be satis#ed further from the “true” solution.
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