Abstract. We solve the metrisability problem for generic threedimensional projective structures.
Introduction
Let M be a connected smooth oriented three-dimensional manifold. Suppose ∇ a : T M → ∧ 1 ⊗ T M is a torsion-free connection. We shall say that a symmetric covariant 2-tensor g ab is a metric if and only if it is nondegenerate (irrespective of its signature). In this article we find necessary and sufficient local conditions, for a generic connection ∇ a (precisely in the sense of Corollary 1), in order that there be a metric g ab whose geodesics coincide with the geodesics of ∇ a as unparameterised curves. The two-dimensional case was solved in [2] . The three-dimensional case has an entirely different character. Obstructions to metrisability in the three-dimensional case were found in [4] to which we refer for notational details and background here omitted. As explained in [4] , we may always fix a volume form ǫ bcd and normalise ∇ a so that ∇ a ǫ bcd = 0. Henceforth, we shall suppose this has been done. We shall refer to connections with the same unparameterised geodesics as projectively equivalent.
The following theorem was proved in the two-dimensional case by R. Liouville [12] and in general by Mikeš [15] following observations of Sinjukov [16] (see also [5] ). In three dimensions we have: Theorem 1. For the existence of a metric whose Levi-Civita connection is projectively equivalent to ∇ a , it is necessary and sufficient to have a 2010 Mathematics Subject Classification. 53A20. This work was supported by the Simons Foundation grant 346300 and the Polish Government MNiSW 2015-2019 matching fund. It was carried out whilst the author was at the Banach Centre at IMPAN in Warsaw for the Simons Semester 'Symmetry and Geometric Structures.' I would also like to thank, firstly, Katharina Neusser, who was a Simons Professor during this semester, for many useful remarks concerning the metrisability problem, secondly, Maciej Dunajski for pointing out that my original proof of Theorem 3 was incomplete, and, thirdly, Felipe Contatto and Maciej Dunajski for many useful remarks concerning Theorem 4. non-degenerate symmetric tensor σ ab such that
This 'metrisability equation' may be investigated by prolongation and it emerges that if σ bc satisfies (1), then [4, Equation (13)]
where
c is the trace-free tensor defined by (3) 2ǫ
and ǫ abc is dual to ǫ abc (normalised such that ǫ abc ǫ abc = 6, for example). The tensor V ab c is equivalent to the usual projectively invariant Weyl tensor and, as is shown in [4, Theorem 1.3] , if σ bc is non-degenerate and (2) holds, then the projectively invariant tensor
The vanishing of Q ab c is the primary obstruction to metrisability and in this article we shall show that in this case, under some mild genericity assumptions on the projective structure, we can find further necessary conditions that are sufficient for a complete solution to the metrisability problem.
It is useful to make some preliminary observations on the solution space to the metrisabilty equation (1) as follows. Lemma 1. Suppose ρ bc and σ bc are symmetric 3 × 3 matrices and that
for some covectors f a and h a , and some vector κ c . Then κ c = 0.
Proof. Without loss of generality, choose a frame so that f 3 = h 3 = 0. Then (5) implies that 0 = δ 3 (3 κ c) , from which κ c = 0 is immediate. 
It follows from Lemma 1 that
and linear independence forces ∇ a f = ∇ a h = 0, as required.
The Plücker relations
Suppose W is a 6-dimensional real vector space and V ∈ ∧ 2 W. We shall say that V is simple if and only if V = ρ ∧ σ for some ρ, σ ∈ W. Consider V ∧ V ∈ ∧ 4 W, which evidently vanishes if V is simple. The converse is shown in [6] :
Theorem 2. The tensor V is simple if and only if V ∧ V = 0.
We may employ the theory of highest weights to classify the irreducible representations of SL(3, R). Specifically, we may follow the notation of [1] in writing the general such representation as
and we may read (4) as
From Theorem 2 we obtain the following.
Lemma 3. With Q ab c as in (4), we have
Proof. It suffices to recognise the right hand side of (6) as V = ρ ∧ σ, which is immediate by Schur's lemma as soon as it is non-zero.
Indeed, a route to the vanishing of Q ab c in [4] was to show that if (2) holds and σ ab is invertible, then
for some symmetric contravariant 2-tensor ρ ab . In particular, if we define the degree of mobility of a metric to be the dimension of the solution space of its associated metrisability equation, then we obtain an immediate proof of the following theorem (due to Kiosak and Mikeš [10, 11] ).
Theorem 3. The degree of mobility of a three-dimensional metric can only be 1, 2, or 10.
Proof. If V abc vanishes identically, then the structure is 'projectively flat' and prolongation shows that solution space of (1) may be identified with
, which has dimension 6 + 3 + 1 = 10. Otherwise, the projectively invariant Weyl tensor V ab c determines, by means of (7), span{ρ ab , σ ab } from which any solution of the metrisability equation must be taken. Lemma 2 completes the proof.
Although not strictly relevant to the metrisability problem, similar arguments bound the dimension of the solution space to (1) without supposing a non-degenerate solution. These arguments yield Theorem 4 below and, for its proof, we shall need the following Lemmata.
Lemma 4. Suppose W is a linear subspace of 2 R 3 consisting entirely of degenerate matrices. Then dim W ≤ 3. Suppose dim W = 3. Then, generically, we can find a basis for R 3 such that
and, otherwise, find a basis so that
Proof. This result was shown by Loewy and Radwan [13] to whom the terminology W 1 and W 2 is also due.
Lemma 5. In the terminology of the previous lemma, suppose
and that
for some covectors f a , h a , g a , and some vector κ c . Then κ c = 0.
Proof. Normalised as in Lemma 4, it follows that 0 = δ 3 (3 κ c) , from which κ c = 0 is immediate.
Theorem 4.
Suppose that the solution space to (1) consists entirely of degenerate tensors σ bc . Then the dimension of this space is at most 3.
Proof. If ρ bc , σ bc , τ bc are three linearly independent solutions, pointwise of type W 1 , then, by Lemma 4, any other solution must be of the form f ρ bc + hσ bc + gτ bc , in which case
and Lemma 5 implies that f, h, g are all constant. We are left with the possibility that somewhere on M, and hence in an open subset, we have three linearly independent solutions, pointwise of type W 2 . In this case, it follows from Lemma 4 that, locally, there is a non-vanishing vector field θ b , uniquely determined up to scale, so that all solutions to (1) have the form σ bc = θ (b φ c) for some other vector field φ c . Fixing such a field θ b , it follows by simple linear algebra that, wherever θ b and φ c are pointwise linearly independent,
once more and decomposing the result into its irreducible parts, we find that, in particular,
where F a ≡ ǫ abc ∇ b ω c . Therefore, if there are three linearly independent solutions of type W 2 , then
and tracing over In fact, the proof of Theorem 4 shows that the only way that the dimension of the solution space to (1) can be 3 is if all solutions are locally of type W 1 . It is shown in [4] that this possibility is realised, by both the Egorov projective structure [7] and also by another family of structures, the so-called 'Newtonian' projective structures. Contatto [3] has recently extended the Newtonian structures to all higher dimensions n, showing that, for these structures, all solutions to the metrisability equation are degenerate and that the dimension of this space is n(n − 1)/2. Contatto conjectures that this is the maximal dimension for degenerate solutions and proves this under the assumption that there is a non-zero 1-form ω c such that σ bc ω c = 0 for all solutions σ bc (in other words, that this space is pointwise Loewy-Radwan [13] type W 1 ). (By contrast, if there is a non-degenerate solution, then the submaximal dimension of the solution space is smaller [9, 10, 15] , namely n(n − 1)/2 − (n − 2).)
Local solutions
As already stated, the aim of this article is to find local solutions to the metrisability equation (1) . The proof of Theorem 3 provides a good illustration of how this works since it is only where the Weyl tensor V ab c is non-zero that (7) 
Extracting the scale of a solution
The plan, in the remainder of this article, is to consider the pencil (9) determined by V ab c and, where possible, extract from it a non-degenerate solution to the metrisability equation (1) . The ultimate step in such an extraction is to pin down the scale of a solution as follows (cf. [14] ).
In order that hσ bc solve (1) for some smooth non-vanishing function h, it is firstly necessary that the 1-form ω a ≡ σ bc (∇ a σ bc ) • be exact, where σ bc denotes the inverse of σ bc . Secondly, it is both necessary and sufficient that
Proof. Let us note the following identity:
Therefore, in case that hσ ab solves (1),
∇ a log h and is, therefore, exact. Substituting back into (1) gives (10), as required.
Testing non-degeneracy
Assuming that the projective Weyl tensor V ab c is non-zero and yet Q ab c = 0, as we may, Lemma 3 implies that V ab c = ρ d(a σ b)e ǫ cde and that any such tensors ρ bc and σ bc are linearly independent. We can construct an arbitrary linear combination of ρ bc and σ bc by the formula
for an arbitrary symmetric 2-tensor T ab . It may happen that all such linear combinations are degenerate. If so, the projective structure defined by ∇ a cannot be metrisable. Indeed, some examples of this phenomenon are given in [4] , especially the Egorov projective structure [7] . We may eliminate this possibility as follows.
Theorem 6. In order that the projective structure defined by ∇ a with Weyl curvature V ab c be metrisable it is necessary that the composition
where det(τ bc ) ≡ τ ab τ cd τ ef ǫ ace ǫ bdf , not vanish identically.
With Theorem 6 in place, we may use the formula (13) to construct a rank 2 sub-bundle of • • 0 2 with the property that any solution of (1) is necessarily a section of this bundle. It remains to devise a test to determine whether a section f ρ bc + hσ bc of this sub-bundle can solve the metrisability equation (1) . If, for some reason, we are reduced to sections hσ bc of a non-degenerate line sub-bundle, then Theorem 5 applies.
Testing for solutions
As in §4, we may construct from V ab c , in accordance with (7), two linearly independent symmetric contravariant 2-tensors ρ bc and σ bc with σ bc non-degenerate and be assured that the solution to (1) that we seek is necessarily from the pencil (9), i.e. of the form f ρ bc + hσ bc . It is shown by linear algebra in Appendix A that, in the generic case, we may suppose, without loss of generality, that (14) • σ bc is invertible, • σ bc ρ bc = 0, • ρ bc ξ b = 0, for some smooth ξ b = 0.
Substituting f ρ bc + hσ bc into (1), we obtain
Contracting ξ a ξ b ξ c into (15) yields
We may eliminate ξ a ∇ a h from these equations to obtain
Notice that the smooth functions
are completely determined by the normal form (14) . We have proved the following result concerning the pencil (9) determined by V ab c .
Theorem 7.
Suppose ρ ab and σ ab are in normal form (14) . In order that f ρ bc + hσ bc satisfy the metrisability equation, it is necessary that
where φ and ψ are canonically determined by (14) according to (16) .
Corollary 1. Wherever one of φ or ψ defined by (16) is non-zero, we may determine whether the projective structure is metrisable.
Proof. On {φ = 0} we may write f = −hψ/φ and conclude that the purported solution of (1) has the form
If σ ab − (ψ/φ)ρ ab is singular, then the projective structure cannot be metrisable. Otherwise, we may invoke Theorem 5 to decide the matter. If φ vanishes identically, then hψ = 0 and on {ψ = 0} we conclude that h = 0. In this case our purported solution of (1) is f ρ ab . This is singular so our projective structure is not metrisable.
Corollary 2.
We have solved the metrisability problem for generic threedimensional projective structures.
Proof. It remains to show that φ does not vanish for a generic metrisable structure. This stipulation is manifestly open on the suitably many jets of a projective structure and it remains to check that there is at least one structure for which φ does not vanish identically. In other words, we need just one non-trivial example where our algorithm succeeds. Such an example is given in the following section.
An example
In this section we carry out in detail our algorithm for finding a metric in the projective class of a given connection. Consider the torsion-free connection given in local coördinates (x 1 , x 2 , x 3 ) = (x, y, z) by
where ∂ a ≡ ∂/∂x a and
x xy + z xy + 2z (xy + z)z x xy + z 0 0
If we take ǫ abc to be the volume form with
then ∇ a ǫ bcd = 0 and a straightforward computation gives
for the Weyl tensor V will do. From the pencil (9), the combinatioñ
is singular and thenσ
so thatσ abρ ab = 0. So now we haveσ ab andρ ab from the pencil in the required normal form (14) and we may choose ξ a = [1, 0, 0] to compute the smooth functions φ and ψ from (16) . It turns out that
(1 + x 2 ) 9 so then, according to (18), if there is to be any solution of the metrisability equation (1), then it must be of the form hσ ab , wherê
Theorem 5 now applies and we should computê
which is
as required for a solution to (1) . Indeed, we conclude from (12) that, in order for hσ ab to solve (1), it must be that
and so we may take
The upshot of all this is that, if there is to be a solution to (1) , then up to an overall constant, it must be
One easily verifies that this is, indeed, a solution from which it follows that this example of a projective structure is metrisable. In fact, up to an overall constant, the metric in question is
Appendix A. Normal forms Our aim here is to find a local normal form for a pair of elements from a non-singular pencil {f ρ ab + hσ ab } of symmetric contravariant 2-tensors on a smooth 3-manifold, where non-singular means that one element, say σ ab , from the pencil is non-singular. We are asking only for preferred frames: it is a question of linear algebra concerning pencils of symmetric matrices. For n×n matrices, suitable normal forms may be found in [17] . In what follows we provide a more direct analysis for 3 × 3 matrices. As regards their application to the metrisability problem, we shall need only the consequence that, generically, we may normalise ρ ab and σ ab so that the conditions (14) hold. More precisely, we shall find that, generically and up to scale, there is exactly one possible choice or exactly three possible choices for a degenerate ρ ab from the pencil and, for each such choice, up to scale, just one non-singular σ ab from the pencil such that σ ab ρ ab = 0 and, up to scale, just one non-zero ξ a such that ρ ab ξ a = 0. Moreover, the construction is effective (since finding eigenvectors of a 3 × 3 matrix entails solving only a cubic polynomial) and the normalised (ρ ab , σ ab , ξ a ) may be chosen to depend smoothly on the base manifold (since, generically, the roots of a polynomial depend smoothly on its coefficients). For the remainder of this appendix we shall work with matrices rather than tensors. In these terms, it is Lemma 7 below that is needed for the normalisation (14) . Suppose H and N are real symmetric 3 × 3 matrices. If H is definite, then it is well-known that N may be orthogonally diagonalised with respect to H. More precisely, it means that we may find A ∈ GL(3, R) such that
The following lemma deals with the case that H is indefinite.
Lemma 6. Suppose H and N are real symmetric 3 × 3 matrices with H non-degenerate but indefinite. Then we may find A ∈ GL(3, R) such that
these four possibilities being mutually exclusive.
Proof. If we follow the usual proof in case that H is definite, the only breakdown occurs when an eigenvector H −1 N turns out to be null. It is also possible that two eigenvalues occur as a complex conjugate pair. Thus, the generic normal form for N is diagonal over C, as listed first and second. For the other two possible normal forms
is an eigenvector of H −1 N and is null. These two cases correspond to the possible non-diagonal Jordan canonical forms for H −1 N. Details are left to the reader.
Let us now consider a pencil Π ≡ {sN + tH} of real symmetric 3 × 3 matrices. Following [17] , we shall say that such a pencil is non-singular if one of its elements is non-singular. Without loss of generality, let us suppose that H is non-singular and consider the homogeneous cubic polynomial C 2 ∋ (s, t) → χ(s, t) = det(sH −1 N + t Id).
Notice that χ(s, t) = 0 if and only if sN + tH is non-singular. Therefore, to require that χ(s, t) has three distinct zeroes on CP 1 is independent of choice of H. It is a property only of the pencil Π and we shall refer to such pencils as regular .
Lemma 7. Suppose Π ≡ {sN + tH} is a non-singular regular pencil of real symmetric 3×3 matrices. Then we may find N ∈ Π and ξ ∈ R 3 \{0} such that Nξ = 0. Each such N determines, uniquely up to scale, a nonsingular H ∈ Π such that trace(H −1 N) = 0. This normal form (N, ξ, H) can be arranged to depend smoothly on the pencil Π.
Proof. Whether Π is regular or not, it is clear from the normal forms (19) and in Lemma 6 that, after a change of basis determined by the matrix A, we may replace N by N ∓ λH so that, without loss of generality, these normal forms are achieved with the + sign for H and with λ = 0 in N. Calculating χ(s, t) in each case, we find the following cubic polynomials t(t + µs)(t + νs) or t(t + µs)(t − νs) or t[(t + αs) 2 + β 2 s 2 )
or t 2 (t + µs) or t has a unique solution for t, namely t = µ + ν 2µν or t = ν − µ 2µν or t = λ + µ 2λµ or t = α α 2 + β 2 , respectively. Regularity of the pencil ensures that the numerator in these expressions is non-zero. Also, in this case, smooth dependence of (N, ξ, H) on the pencil is clear from smooth dependence of the normal forms because regularity means that the eigenvalues of H −1 N are distinct and hence depend smoothly on the pair (N, H).
