At the present time it is often stated that the maximum likelihood or the Bayesian method of phylogenetic construction is more accurate than the neighbor joining (NJ) method. Our computer simulations, however, have shown that the converse is true if we use p distance in the NJ procedure and the criterion of obtaining the true tree (Pc expressed as a percentage) or the combined quantity (c) of a value of Pc and a value of Robinson-Foulds' average topological error index
Introduction
One of the most successful areas of molecular study of evolution has been the construction of phylogenetic trees (Gojobori and Bernardi 2000; Nei and Kumar 2000; Felsenstein 2004 ). At present, there are four major methods of tree construction, that is, parsimony (Fitch 1971; Hartigan 1973) , neighbor joining (NJ; Saitou and Nei 1987) , maximum likelihood (ML ; Felsenstein 1981) , and Bayesian (Ronquist and Huelsenbeck 2003) methods. The parsimony method is less popular than the others, because the detailed reconstruction of past evolutionary history becomes increasingly difficult as the evolutionary time increases. Several computer simulations have suggested that among the remaining three methods the ML or Bayesian method is more efficient than the NJ method in obtaining the true tree (Kuhner and Felsenstein 1994; Guindon and Gascuel 2003) . In contrast, Tateno et al (1994) , Takahashi and Nei (2000) , and Rosenberg and Kumar (2001) found cases where NJ performs better than ML.
In these studies, NJ trees are commonly constructed by using corrected and continuous distance estimates based on mathematical models. Actually, the standard errors of corrected evolutionary distances are larger than those of the uncorrected p distances, and this has been one of the reasons why a poor performance of the NJ method has occurred.
Another factor for a low performance of NJ was variation of substitution rates among sites (Guindon and Gascuel 2002) , where a gamma variable is often used. We should, therefore, re-examine the performance of NJ relative to that of the other methods. Because the performance of NJ depends on the standard errors of the distance estimates used (Sch€ oniger and von Haeseler 1993; Takahashi and Nei 2000) , NJ with p distance (NJp method) is expected to give a good performance. Another advantage of the NJp method is that it is applicable to any mathematical model including compositional genes.
In the ML and Bayesian methods of tree making, it is necessary to use a certain mathematical model, but in reality it is unlikely that any type of mathematical model is applicable to the entire regions of DNA for a long evolutionary time. This is particularly problematic when many different DNA regions of a gene or different genes of a genome are used in constructing phylogenetic trees (Roch and Steel 2015) . If we consider these situations, it is possible that the NJ method of tree construction with p distance (NJp method) shows a better performance. For these reasons, it would be interesting to conduct computer simulations considering a range of evolutionary scenarios. If these simulations show that the NJp method is better than or as good as the ML and Bayesian method, it will simplify the current practice of phylogenetic analysis considerably, because the NJp method is technically much simpler than the latter methods.
In recent years many authors have considered the evolution of compositional genes or mosaic genes, in which a gene (or genome) consists of several DNA regions (e.g., Ota and Nei 1994; . These types of genes have been typically analyzed by considering only one homologous region of DNA for all species used. However, because the other regions also have some phylogenetic information, all regions should be used for tree construction.
In this study, we assume that each gene consists of 1-6 DNA regions and different DNA regions evolve independently after sequence divergence, whether they belong to different populations or to the same population. Therefore, the differences between DNA regions are expected to increase as time goes on. In ML or Bayesian methods, one DNA sequence may be chosen from each population because of the large computational time required and therefore an incorrect tree may be obtained. If polymorphic sequences exist in a population, one has to have all or most of the polymorphic sequences and examine which model fits the data best. In this article, it is also assumed that the best datafit model is the model to be adopted, following Posada and Crandall's (2001) spirit. Note that, like the ML and Bayesian methods, the NJp method is a tree-making method, where the branching pattern of genes and branch lengths are determined. It should also be noted that one DNA region can be long and cover one entire gene or that each DNA region can be short but the entire DNA regions may compose one gene. In the latter case the entire gene is mosaic and the similarity between two genes can be measured by the overall nucleotide or amino acid similarity of the genes. Of course, a particular DNA region may be different from the other regions and the entire set of DNA regions is considered to be a newly added or the corresponding region was newly lost.
In this article, the performances of the NJp, ML, and Bayesian methods are compared first under the assumption that a specific substitution model applies to a given DNA region and examine how well each of the tree-making methods performs in recovering the true tree topology. The other one is to study the performances of the three methods for the case where different DNA regions evolve in different ways, and a tree topology is constructed by using all DNA regions. In this article, we focus on the construction of the correct tree topology, measuring the accuracy of the tree produced by the empirical probability of obtaining the correct tree topology (Pc) (the number of replications giving the correct topology divided by the total number of replications Â 100) and by Robinson and Foulds' (1981) topological error index (d T ) of the tree obtained (see also Penny and Hendy 1985) . In general, if Pc is high and d T is low or c is high, the tree is considered to be reliable.
Results
In this study, we set up a given model tree and examine how accurately different tree-making methods recover the model (true) tree. Following the previous studies (e.g., Kuhner and Felsenstein 1994; Takahashi and Nei 2000) , we first generated the model tree with 30 DNA sequences ( fig. 1A) using the branching process. In this case the total number of expected nucleotide substitutions from the root to the tip of the tree was assumed to be 1.0 per site. Once the model tree was determined, we generated a set of 30 DNA sequences of a given length following Hasegawa et al. (1985) nucleotide substitution model with the gamma parameter of a ¼ 1. This model will be called the Hasegawa-Kishino-Yano (HKY) þ G model in the following. We considered 600, 1,200, or 6,000 nt per sequence and let the sequences evolve following the model tree in figure 1A . The initial nucleotide sequences were randomly generated by using the nucleotide frequencies as specified in figure 1 .
In this simulation, we constructed 100 replicate trees for each model tree and each substitution model used. We used the computer program PHYLIP (Felsenstein 2005) and PAML (Yang 2007) for constructing NJ trees and PHYML (Guindon and Gascuel 2003) for constructing ML trees. We used MrBayes (Ronquist and Huelsenbeck 2003) for constructing Bayesian trees. In the case of Bayesian trees, the computational time required was enormous, so that the number of replicate trees obtained was often smaller than 100, as mentioned later. The sample trees were generated by various tree construction methods (Saitou and Nei 1987; Sch€ oniger and von Haeseler 1993; Tateno et al. 1994; Takahashi and Nei 2000) . At this point, it should be noted that the construction method of NJ trees is slightly different from that of the minimum evolution trees (Rzhetsky and Nei 1993) . In the former, the principle of additive trees is required for each step of finding neighbors and a least-squares approach (ordinary least squares [OLS] method) is used for constructing a tree (Saitou and Nei 1987; Studier and Kepler 1988; Gascuel and Steel 2006) .
The results of this simulation are presented in table 1. In the case of 600 nt, the probability of obtaining the correct topology (Pc) or c was low, but both Pc and c rapidly increased as the number of nucleotides increased. The d T value was high when the number of nucleotides was small, but it decreased when the number of nucleotides was large. In the case of the NJ method with 600 nt, NJ trees showed the highest Pc and the smallest d T value despite the fact that the initial DNA sequences were generated by using the HKY þ G model. Actually, we also used the Jukes-Cantor (JC) and Kimura's 2-parameter (K2P) models without the gamma variable, because some authors (e.g., Takahashi and Nei 2000) showed that a simpler method often produces a better performance. Indeed, in table 1 the JC and K2P models show smaller d T values than the HKY þ G model when the NJ procedure is used.
However, this was not the case when the ML method was used, and the d T values were similar for all the six substitution models considered here. Furthermore, the ML (HKY þ G) model, which is often used in an ML analysis, did not show the largest Pc value despite the fact the initial sequence data were obtained by using the HKY þ G model. This has occurred apparently because ML trees were obtained by maximizing the likelihood by changing various parameter values NJp, ML, and Bayesian Methods . doi:10.1093/molbev/msw042 MBE irrespective of the initial values. Nevertheless, the d T values were similar to those of the NJp method. Table 1 shows the results for 1,200 nt and 6,000 nt as well. Although the Pc value is now higher than that for the case of 600 nt and the d T value is lower than that of 600 nt, the conclusion about the relative efficiencies of the three treemaking methods is essentially the same. In other words, the accuracies of ML and Bayesian trees are essentially the same as that of the NJp method. These results are interesting because we can now say that the simple NJp method produces phylogenetic trees more efficiently or as efficiently as the ML or Bayesian method. However, before we reach this conclusion more generally, we have to know whether this conclusion is applicable to the case of various types of model trees and different nucleotide substitution models. Actually, although their purpose was different from ours and was to examine the efficiencies of different tree search algorithms for parsimony, minimum evolution, and ML trees, Takahashi and Nei (2000) had studied our problem by considering various molecular clock and nonmolecular clock FIG. 1. Model trees used for computer simulations. (A) Thirty-sequence tree was generated by using the branching process. The total number of nucleotide substitutions from the root to the tip of the tree was 1.0 per nucleotide site. The HKY model of nucleotide substitution with a gamma parameter of (a) ¼ 1.0 was used under the assumption of molecular clock. The frequencies of nucleotides A, T, C, and G were assumed to be f A ¼ 0.15, f T ¼ 0.15, f C ¼ 0.35, and f G ¼ 0.35, respectively, with a transition/transversion rate ratio of 4.0. The number of nucleotides per sequence was assumed to be 600, 1,200, or 6,000, and 300 replicate trees were obtained to evaluate the efficiencies of different tree-making methods. (B), (C), and (D) Genic sequences of 6 DNA regions (R 1 , R 2 ,. . ., R 6 ) each with 600 nt were assumed to evolve following the phylogenetic tree given on the left-hand side of the figure. Here, the expected numbers of nucleotide substitutions for branches a, b, c, d, e, f, g, h, i, j, and k were 0.1, 0.2, 0.2, 0.3, 0.4 0.5,0.6, 0.7, 0.8, 0.9, and 1.0, respectively. Note that tree D represents a case of high degree of sequence divergence, and the expected distance between the bottom sequence and an upper one is 2.0 per site. In this simulation the Tamura-Nei model of nucleotide substitution with a gamma variable of a ¼ 1 was used for original sequence generation, and the substitution parameters for the six DNA regions were as follows. Region R 1 :
Genic sequences of six genes each with 600 nt were assumed to evolve following the tree structure given on the left-hand side of the figure. The substitution patterns of the six DNA regions were the same as those of figure 1B. Yoshida and Nei . doi:10 .1093/molbev/msw042 MBE cases. Their assumption for making nonmolecular clock trees was similar to that of Kuhner and Felsenstein (1994) and was to assume that a branch length of a tree obtained under the assumption of a molecular clock is now changed to vary according to a gamma variable with a ¼ 1 (see Takahashi and Nei 2000 for details) . At any rate, their results showed that the NJp method has the highest Pc and the lowest d T values for both constant and nonconstant rate cases. Furthermore, a similar conclusion had also been obtained by a small-scale study of Saitou and Nei (1987) (see their tables 3 and 6). Therefore, these studies make our conclusion stronger.
We now focus on the efficiencies of tree-making methods considering different substitution models. We first considered the efficiency of Hasegawa et al. (1985) model with a gamma variable (HKY þ G model). In this case, a particular model of nucleotide substitution is used (see Nei and Kumar 2000, chapters 6-8) . Table 1 shows the results when the initial DNA sequences were generated by the HKYþ G model but the trees were constructed by using various substitution models. In the case of the NJ procedure the probability of obtaining the correct topology (Pc) is low when genes with 600 nt are used, but it goes up to the order of 96% when 6,000 nt are used. In contrast, d T is 2.48 to 7.06 for NJ and about 2.6 for ML when 600 nt are used.
MrBayes gives somewhat different values of Pc and d T values even if 100 replications (15 days of computer computation for this method in table 1 only) were conducted. However, these differences appear to reflect the expected variation in the presence of sampling errors. Actually, because of a large computational time required, we computed the Pc and c values for the initial 20 replications. They were Pc ¼ 20% and c ¼ 20% for 600 nt, Pc ¼ 35% and c ¼ 34% for 1,200 nt, and Pc ¼ 90% and c ¼ 90% for 6,000 nt. If we consider this amount of chance variation, our Pc and c values in table 1 are not necessarily underestimates. At any rate, they clearly indicate that the Bayesian method gives a similar Pc and d T values as those of the ML method and a longer computational time does not necessarily help to increase the accuracy of Bayesian trees. For this reason we computed only 20 replications for this method in tables 2-4.
One might suspect that the best data-fit method would be the ML (HKY þ G) method because the initial sequences were generated by this method, but it is not because Pc is 
nt
1,200 nt 6,000 nt NOTE.-The Tamura-Nei (TN) model with a ¼ 1 was used for generating sequence data. Results from 100 replications are presented except for the Bayesian method. In the case of 3,600 nt, the entire sequences were generated by assuming the substitution pattern of region 1.
NJp, ML, and Bayesian Methods . doi:10.1093/molbev/msw042 MBE neither the highest nor d T is the lowest. This again shows that the NJp method is better than the ML and Bayesian methods in producing the correct tree. Figure 1B is for studying the effects of compositional genes (or mosaic genes), and table 2 shows the results of the study. In this case, the NJ p procedure shows the highest Pc and the lowest d T value. This finding remains the same whether different DNA regions are used or not. Actually, both Pc and c values are higher when all DNA regions are considered than when one homologous DNA region is considered. Thus, our conclusion about compositional genes is the same as that of noncompositional genes. This finding indicates that compositional genes could be more useful than noncompositional genes for identifying the best tree-making method. In table 2, the Pc and d T values for different DNA regions are also presented. Obviously, they are nearly the same on the average, but they also show considerable variation among the DNA regions because of random mutation and genetic drift. Figure 1C is for studying the effects of the number of DNA regions in a gene, and the results of the study are presented in table 3. In this table the entire set of six DNA regions is first considered, and then regions 2, 3, and 4 are considered separately. It is clear that Pc or c is higher when all regions are considered than when each region is considered separately. This indicates that the whole gene is better than each homologous DNA region in phylogenetic analysis, even if the content of total gene varies considerably with the DNA region.
Of course, this result might be due to the fact that the total length of all DNA regions is longer than that of an individual DNA region. We therefore conducted another simulation, considering the length of one long DNA region with 3,600 nt, which is equal to the sum of the nucleotides for six individual DNA regions. The result of this study is presented in the column of "3,600" of table 2. It is clear that the accuracy of tree construction is now very high in all methods examined and the high accuracy of trees for the combination of six regions, we have seen earlier was mainly due to the length of the gene. However, our earlier observation is still interesting, because it indicates that we can use the entire compositional gene without worrying whether it is compositional or not.
Nevertheless, our result depends on the tree structure given on the left side of the figure. We therefore conducted another simulation for the tree structure given on the left side of figure 1D . The results of the simulation are presented in NOTE.-Results from 100 replications are presented except for the Bayesian method. In the case of 3,600 nt, the whole sequences were generated by assuming the substitution pattern of region 1. The TN þ G model with a ¼ 1 was used for generating the DNA sequence data. Table 3 . Probability of Obtaining the Correct Topology (Pc), Topological Error Index (d T ), and c Value for Model Tree C in Figure 1 . NOTE.-The TN þ G model with a ¼ 1 was used for generating sequence data. Results from 100 replications are presented except for the Bayesian method. In the cases of region 2, 3, and 4, the trees were constructed for 15, 12, and 9 DNA sequences out of all 18 sequences, respectively, because the other regions are missing in the remaining sequences.
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Discussion
In this article, we have seen that the NJp method is generally better than the ML and Bayesian methods in obtaining the correct topology (Pc) or a high value of c. This has occurred partly because we used the criterion Pc or c. However, unlike the ML value or the AIC (Akaike information criterion), which is applicable only for the ML method, our criterion can be used for any method, whether the tree is constructed by the NJ or ML procedure. Therefore, our conclusion should be acceptable as a general procedure. Of course, if there is any method that shows a higher value of Pc or c, we should seriously consider the adoption of the method in tree construction.
The initial purpose of this study was to find a quick method for constructing a reliable tree for a large data set, because it would be increasingly important in the future to analyze a large data set. Since the NJ procedure is one of the simplest tree-making methods, we believe we have achieved our initial purpose at least partially.
In Saitou and Nei's (1987) article it is stated that they used the principle of minimum evolution in their construction of trees. In practice, however, they used the principle of additive trees and the OLS estimates of evolutionary distances, as indicated by Studier and Kepler (1988) and Gascuel and Steel (2006) . Since the divergence of real genes often occurs as a birth-death process (Nei and Rooney 2005) or a niche filling process (Nei 2013, p. 9 and 186) in evolution and these processes are similar to additive evolution of genes in phylogenetic construction, this might be the reason why the NJp method generally performed better than the ML procedure. Although there are many mathematical papers (e.g., Levy et al 2006) on this point, we are not going to argue about their merits and demerits in this article.
However, we should discuss the discrepancy between our conclusion and Guindon and Gascuel's (2003) . First, using a function of d T , namely, b ¼ d T /(2(m À 3)) as a criterion of goodness of fit of a model to data, Guindon and Gascuel (2003) contended that the ML method is better than the NJ method. Here b takes a value between 0 and 1, and a smaller value is supposed to be better. However, they never computed NJp, which shows the highest Pc or c value. Instead, apparently considering the K2P model, they used the b value for comparing NJ and ML trees. In this case, because the b value was generally smaller for ML trees than for NJ trees, they concluded that ML is better than NJ. However, the opposite conclusion is obtained if we use the NJp method (see tables 1-4 of this article, tables 2 and 3 of Takahashi and Nei 2000, and tables 3 and 6 of Saitou and Nei 1987) . The p distance is not normally computed in ML methods, but it is easily computable for NJ methods. It is therefore possible to compare the Pc or c values between the NJp and ML methods, but they did not. For this reason, Guindon and Gascuel obtained the opposite conclusion. Also see the results of extra simulations about ML JC, ML 2K2P, and ML TN in tables 1 and 2, which were conducted at the time of studying ML trees.
Second, their average difference in b between the NJ and ML procedures was very small, and they had to simulate 5,000 trees each tree composed of 40 sequences to reveal the difference in b. Yet the average difference in b between NJ and ML trees was only 0.1 when the p distance between two sequences was about 0.5. This suggests that b has a large standard error. In fact, Bryant and Steel (2009) showed that the distribution of d T or b is very wide and close to a Poisson distribution. For the unreliability of b or d T for comparing different tree-making methods, see also the article by Russo et al (1996) . In our case the Pc for the NJp method was almost always higher than that of the ML procedure. Here, the relationship between b and c is given by c ¼ Pc (1 À b) or by b ¼ 1 À c/Pc. Because the values of Pc and c are always close to each other, b must be very small.
Of course, whether c is better than Pc or not is debatable. Mathematically Pc is not dependent on d T , but in practice it includes the sampling error of the tree obtained and therefore Pc could be a sufficient quantity for measuring the reliability of the tree obtained. It should also be noted that if we consider the unreliability of the b value we may not need the c value. However, since Pc and c are highly correlated with each other, we used both of them here.
It should also be noted here that we are not the first to use the Pc value for measuring the accuracy of a tree. This criterion was used by Tateno et al. (1982) , Sourdis and Krimbas (1987) , Saitou and Nei (1987) , and Takahashi and Nei (2000) . We are merely suggesting that a combination of the NJp method and Pc is important in finding the efficient tree-making method and that in this case the NJp method is generally better than the ML and Bayesian methods. Here, we have not considered branch length errors seriously, but we believe these errors are of the secondary importance. Saitou and Nei (1987) were ambiguous about their recommendation of p or the corrected distance d so that many authors have NJp, ML, and Bayesian Methods . doi:10.1093/molbev/msw042 MBE used corrected distances continuously without realizing that it has a significant effect on tree making. Tamura et al. (2004) argued that the accuracy of obtaining the correct trees is higher when the transition/transversion rate ratio is estimated by their simultaneous estimation (SE) method than when it is estimated by the independent estimation method. Their contention is generally true, but in our case the NJp method was better than the others even if we did not consider the SE method. Therefore, it does not create any problem for our conclusion. Of course, one may incorporate the SE method into our procedure to strengthen our conclusion.
If our conclusion that the NJp method is generally better than the ML or Bayesian method is accepted, we can simplify our phylogenetic construction considerably because the NJp method is a technically much simpler than the others. Of course, our conclusion may not hold in some cases. In these cases one can compute Pc or c and then choose the best treemaking method available.
One of the surprising results in our computer simulations is that the accuracy of the Bayesian method does not necessarily increase with the increase of computational time. In our case a simulation of about 20 replications seemed to be sufficient for evaluating the Pc or c value. This suggests that the Bayesian tree has a relatively small variance of tree obtained. Of course, in the case of the Bayesian method one replication requires a considerable amount of computational time.
