Abstract-A rigorous signal detection theoretic analysis is used to improve detectability of land mines. The development is performed for sensors that integrate time-domain information to provide a single data point (standard metal detector), those that provide a sampled portion of the time-domain waveform, and those that operate at several discrete frequencies. This approach is compared to standard thresholding techniques, and it is shown to provide substantial improvements when evaluated on measured data.
I. INTRODUCTION
T HE GOAL of any detection system is to achieve a high detection rate while minimizing the number of false alarms. While many mine detectors achieve the first of these goals, it is often at the cost of a prohibitively large false alarm rate. This often results from the fact that mine detectors simply seek anomalies, which may occur as a result of mines or clutter, and do not incorporate any knowledge of the statistics of the sensor response to mines and clutter. In this paper, a Bayesian decision-theoretic approach to the detection of mines is presented that incorporates the statistical properties of both the target and clutter. Results are presented for three different classes of electromagnetic induction (EMI) devices: integrated time-domain, time-domain, and frequency-domain. Detectors for each class of device are derived theoretically and evaluated based on data obtained in the field. In particular, we consider the Geonics EM61, an integrated timedomain, pulsed-induction device; the Geonics EM61-3D, a prototype, multichannel time-domain, pulsed-induction device; and Geophex's GEM-3, a prototype, broadband, frequencydomain device. Our first goal is to determine whether, at a fixed detection rate, a Bayesian decision-theoretic approach substantially reduces false alarm rates relative to the standard thresholding techniques commonly used on such data. In addition to determining whether such an approach is useful for mitigating false alarms, we investigate the degree to which additional knowledge of the time-or frequency-domain signatures (EM61-3D and GEM-3, respectively) could be used within the same Bayesian detection framework to improve perManuscript received September 29, 1997; revised June 8, 1998 . This work was supported by the Army Research Office under Grant DAAH04-96-1-0448 (Demining MURI).
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Publisher Item Identifier S 0196-2892(99) 00841-4. formance over that obtained with the more standard integrated time-or frequency-domain measurements (EM61). Using signal detection theory, the physics of each of the EMI systems is incorporated into the detector explicitly. The signal detection-theoretic approach prescribes a method for optimally processing the signals for detection and identification in an uncertain or random environment. When applied correctly, this approach guarantees optimal performance in the sense of minimum probability of error, or maximum detection rate for a given false alarm rate. Additionally, signal detection theory can be used to incorporate a priori knowledge concerning the set of values that parameters of the environment or the signal can take on. This approach provides both an improved detection algorithm and quantitative performance evaluation measures in the form of a functional relationship between probability of detection ( ) and probability of false alarm ( ), termed the receiver operating characteristic (ROC). We present results in which the statistical, Bayesian approach significantly outperforms (lower for the same ) the standard threshold detector on the data obtained from the DARPA backgrounds clutter data collection experiment [1] , which was sponsored by the Defense Advanced Research Projects Agency.
In the remainder of this paper, the data and the sensors that were used for this analysis are described. The underlying physics of the EMI sensors is reviewed briefly and followed by a discussion of the detection strategies. In addition to describing the Bayesian detection strategies, the standard techniques commonly applied to the data are described and their relationship to the Bayesian techniques are addressed. Finally, the results of the Bayesian and standard detection techniques for each of the three sensors are discussed.
II. REVIEW OF UNDERLYING PHYSICS
EMI systems generally operate at very low frequencies ( 1 MHz) at which the displacement-current component to the near-field loop-induced fields can often be ignored. Therefore, such systems are relatively insensitive to dielectric discontinuities and primarily sense changes in conductivity and permeability. Thus, EMI systems are of primary use for the detection of mines with substantial metal content, or for unexploded ordnance (UXO), which generally contain significant metal. Traditional EMI systems are of little or no use for purely dielectric targets (mines).
Nevertheless, most mines have at least some metal content, and EMI systems are currently the only fieldable sensors for detecting such targets. Moreover, when operated in the time-or 0196-2892/99$10.00 © 1999 IEEE wideband frequency-domain, EMI systems afford the potential for target discrimination, which mitigates the need to dig up each piece of metal detected. In particular, it has been shown [2] - [5] that the pulsed-EMI response from a general conducting, permeable target can be expressed as (1) Thus, the target response is characterized as a sum of -weighted, exponentially damped modes. In practice, the lowest mode dominates the response, and only one exponential term ( ) need be considered. Moreover, theoretical and experimental data demonstrate that is unique to each metal type and is a function of conductivity and permeability. It is this phenomenon we wish to exploit to distinguish targets from clutter. The amplitude of the response corresponds to the excitation level, and it is a complicated function of, among other things, the distance between the target and sensor and the orientation of the target. In this initial work, we chose to normalize the amplitude of the response to unity to focus on the discrimination capability inherent in the decay rate, as well as to avoid uncertainty in the target to sensor distance. Thus, hereafter, .
III. DETECTOR DESIGN

A. Integrated Time-Domain Sensors
In order to improve detection performance, we consider utilizing signal detection theory to incorporate the statistics of the target and clutter into the detector design. The signal model that is adopted assumes that the sensor integrates the voltage induced in the receive coil from an initial time to some final time by sampling the received signal and summing the samples to a scalar value , i.e., (2) where . Finally, it is assumed that the sensor is subject to additive noise at each sample point so that the received data can be modeled as (3) 1) Known Parameter Case: The detector will be formulated in terms of a binary hypothesis test assuming equally likely hypotheses.
denotes the target-present hypothesis, and denotes the null, or no-target-present, hypothesis. The likelihood ratio test (LRT) to be performed on the received data is defined as (4) where and are the probability density functions describing the received data under and , respectively [6] . If , where is a threshold set to achieve a certain false alarm rate, , is chosen, whereas, if , is chosen. If and are Gaussian distributions with identical variances, but different means, the likelihood ratio test reduces to the standard threshold test. However, when these assumptions are not met, a threshold test is not, in general, optimal.
In order to effect a likelihood ratio detector, it is necessary to obtain a valid estimate of the probability density functions of the data under and . Under ideal conditions, in which both the clutter and targets are completely homogeneous, under and under ( is thus representative of the target, while is induced by the background, e.g., soil). In this case, and are assumed to be constant and known. Under these assumptions and assuming that the sensor is subject to additive Gaussian noise , with zero mean and known variance , then under the received signal, , is (5) and under the received signal is (6) (The variance was computed from the data described in Section IV-A by calculating the variance in the responses obtained when the measurements were obtained at a single location multiple times prior to the beginning of the data collection.) Under these assumptions, the density functions follow a Gaussian distribution, or and , where and . When , the threshold detector is in fact optimum.
2) Unknown Parameter Case: When the parameters and are not known exactly, or are known to vary spatially, the probability density distributions under the two hypotheses will not be as described above. Since targets and clutter are rarely homogeneous, we expect that these assumptions are not met in practice; this was confirmed upon inspection of the EM61 data from the DARPA study. In this case, the LRT becomes [6] ( 7) where and are the probability density functions describing and , respectively. In the mine detection problem, it is usually possible to develop estimates of these probability density functions prior to initiating the detection process either by gathering data and estimating the density functions, or by employing a priori information regarding the metal content, and thus decay rates, of the targets in question. In this instance, the former approach was taken, both since a "calibration area" was provided in the data set (see Section IV-A for a description) and the statistical nature of the clutter process was expected to vary across the data collection sites. In order not to overfit the measured data, the parameters of either a Gaussian model (i.e., mean and variance) or a uniform model (i.e., upper and lower limits) were estimated from the data. This approach was followed for all of the sensors. In all cases, the performance did not vary significantly as a function of the statistical form of the model that was used.
To simplify the notation, let and . For the case of additive white Gaussian noise, the LRT can be expressed as (8) where the limits of integration and are determined from the appropriate density functions and may be plus or minus infinity in some cases.
Although this integral can be calculated via Monte Carlo integration [7] , we will prove that when the mean of the density function of is less than the mean of the density function of (i.e., responses to targets decay more slowly on the average than responses to the background or clutter), this likelihood ratio is a monotonic function of , and therefore is a sufficient statistic [6] . Thus, if the likelihood ratio is a monotonic function of , a threshold test of the received data is optimal, even when the parameters of the data are uncertain. To prove this relationship, we take the derivative of the likelihood ratio with respect to the received data and show that it is always greater than zero. Writing as , we need to demonstrate that (9) Taking the appropriate derivatives (10) Simplifying, and combining the integrals (11) Because probability density functions are always greater than or equal to zero, is always greater than or equal to zero if the first term of the above equation is greater than zero. When , the first term is positive and . If is not always less than , but the mean of is less than the mean of , the double integral can be divided into four areas of integration as (12) In the first, third, and fourth integrals, , so these contribute only positive area to . For example, in the first integral, and ; thus, . In the second integral, the fact that and are integrated over identical regions, coupled with the additive nature of and similarity in form of and results in a contribution of zero from this term since (13) Therefore, for the previously noted assumptions on the parameters involved.
This analysis has shown that, for integrated time-domain sensors, such as the EM61 operating under the assumption of Gaussian sensor noise with known statistics, the optimal processor for the detection of targets is a simple threshold statistic. This result follows directly from the likelihood ratio when the target and clutter responses are known exactly. However, even under conditions of uncertainty, as long as the rate of decay of target signatures is slower on average than that of clutter, the likelihood ratio is a monotonic function of the integrated response, and thus the optimal processor is still a threshold test. It will be shown in the next section, however, that, if the entire signal is available for processing, the optimal processor is not a threshold test performed on the integrated data values.
B. Time-Domain Sensors
In addition to incorporating a model of the received waveform into the detector formulation, we exploit the fact that an EMI device is effectively a "change detector," as long as the size of the objects of interest are small with respect to the spacing of the response measurements. This approach implicitly incorporates the assumption that the background clutter is spatially correlated. For simplicity, it is assumed that, when no target is present, the statistics of the responses at two adjacent points are the same. However, if a small metal and/or permeable target is present, the response at the two locations will necessarily be different. The target must be small with respect to the spacing of the response measurements to ensure that target responses are not observed at sequential measurement locations.
By taking this approach, it is not necessary to specify the target response exactly, as would be the case for a matched filter [6] . This approach also avoids limiting the detector to searching for a particular decay rate, which corresponds to looking for a particular type of metal. Instead, this approach allows the uncertainty in the ground surface, composition of the mine, and its placement in the surrounding environment to be incorporated into the design of the processor.
Let be the normalized, sampled, received signal at location on a site, where
Again, is assumed to be a white Gaussian noise process with known statistics associated with the sensor, and as before (15) Note that under the no-target, or null hypothesis ( ), is associated with the response of the ground, or a clutter object, whereas under the target hypothesis, , is determined by the target response. If is a single, known constant for targets, and a different, known constant for clutter , the optimum test is a matched filter [6] , or correlation receiver, in which the received signal is correlated with the difference between a decaying exponential due to a target and that due to clutter, or (16) It is important to note that, under these assumptions, the optimal processing approach is a weighted sum of the received data, and not an unweighted sum, such as that performed by integrated EMI sensors. However, modeling and experimental results, such as those obtained in the DARPA experiment, indicate that the decay rates across targets and clutter are quite variable. Therefore, the matched filter approach is not necessarily optimal.
An alternate approach can be obtained by assuming that the operator travels linearly in the direction, targets are small with respect to the data sampling rate, and the terrain characteristics are slowly varying in space. Note that, although this approach is not appropriate without modification for targets that extend across multiple spatial locations, it is useful to help screen out clutter items that are extended in space. Given these assumptions, under (17)
where is assumed to be an independent, identically distributed Gaussian random process with zero mean and known variance (estimated as described in the previous section). Under where and are the probability density functions of the received data vector under and , respectively. As before, when , is chosen, whereas when , is chosen. Since the distribution of the received signal is dependent on the parameters and under , and on under , and these parameters are unknown, if we let and , the LRT becomes as in (23), shown at the bottom of the page, where and are the probability density functions associated with the decay times and . In this case, Monte Carlo integration [7] is utilized to calculate the decision statistic specified above.
This decision statistic can be computationally expensive since Monte Carlo integration of the integrals can, in some cases, take many iterations to converge. Therefore, the suboptimal generalized likelihood ratio test (GLRT) has also been formulated [6] . This formulation avoids the evaluation (23) of the multidimensional integration and results in a simplified detector. In the GLRT formulation, the maximum likelihood estimate for each of the unknown parameters (in this case, and ) is used in the formulation of the likelihood ratio. For this problem, the GLRT has the form (24) Here, and are the maximum likelihood estimators [6] for and , and they can be estimated from the appropriate . In this case, the likelihood estimator for the mean is simply the sample mean [6] and this estimator in (24) is applied to the data obtained in the calibration area (see Section IV-A).
In order to determine whether the change detector formulation provides an improvement in performance over a pixel-by-pixel Bayesian approach, the performance using the likelihood ratio for the pixel-by-pixel case was also evaluated. In this case, Monte Carlo integration was used to evaluate (25)
The GLRT formulation for the pixel-by-pixel analysis is equivalent to that shown in (24). In all cases, parameters of the a priori density functions, such as , were estimated from the data measured in the calibration area (see Sections IV-A and III-A).
C. Wideband Frequency-Domain Sensors
In order to effect a likelihood ratio detector for each of the components of a frequency-domain sensor (in-phase and quadrature measured for each frequency), as well as for the entire data set, it is again necessary to obtain a valid estimate of the probability density functions of the data under and . Based on the data that were gathered with the GEM-3 system during the DARPA experiment, we will restrict the development to the case in which data are measured at two frequencies, resulting in four components. If each of the recorded components is a deterministic, known quantity for all targets and types of clutter, and is subject to additive, zeromean Gaussian noise, denoted , under , the th received component can be modeled as (26) In the case of the GEM-3, denotes the in-phase component at 4050 Hz, denotes the quadrature component at the same frequency, etc. Under , the th received component can be modeled as (27) where . In this idealized case, the threshold detector is in fact optimal.
However, in the case in which the parameters and are not known exactly, or are known to vary spatially, the probability density distributions will be more complicated in general than described above. Since targets and clutter are rarely homogeneous, we expect that these assumptions are in general not valid (confirmed through data collected with the GEM-3 during the DARPA experiment). To mitigate this problem, two approaches have been taken. In the first, the density functions are estimated from the collected data, using both parametric [8] and nonparametric [9] approaches (similar to the approach used for the time-domain and integrated timedomain sensors). These density functions are then used to form the likelihood ratio test. A second approach, which does not rely so directly on the data, invokes the Gaussian assumption, with parameters assumed unknown. In this case, the likelihood ratio test becomes (28) where and are the probability density functions for and , respectively. Again, the parameters of these density functions were estimated from data taken in the calibration area for each site (see Section IV-A). More specifically (29)
Monte Carlo integration is used to evaluate the integrals in the above equation.
The same two approaches were used to develop a detector for the full data set (in-phase and quadrature at 4050 and 12 270 Hz). In the first approach, the multidimensional density functions are estimated from the collected data and these density functions are then used to form the likelihood ratio test. In the second approach, the Gaussian assumption is used, but the parameters of the distribution are assumed to be unknown.
D. Threshold Detectors and Other Suboptimal Detectors
In order to address whether the complexity of the optimal receiver results in significant performance improvements, and to compare the results of the model-based processor to those of other processors, several other simplified detection strategies are investigated. In these approaches, the physics of the target and ground responses are utilized to realize ad hoc detection strategies [10] - [12] .
When the clutter and target data follow Gaussian distributions with identical variances, but different means, the LRT reduces to the standard threshold test for unidimensional data, or to the matched filter in the multidimensional case. A threshold test is commonly applied to EMI data, and it thus was evaluated for the EM61 data, along with each of the individual components of the GEM-3. The detection performance of a matched filter was also analyzed for the EM61-3D. For the matched filter, the received signal was correlated with the difference between a "known" signal (the "known" signal was extracted from the data of targets that were emplaced in the site) and the average clutter signal. Similar results to those described below were obtained for all "known" target signals.
Under the hypothesis that the ground is less conductive than potential targets, the rate of decay of the clutter signatures will be faster than that of the targets (this neglects anthropic clutter with significant metal content). Several detectors may be formulated to exploit this observation. One such detector is an energy detector, which was applied to the EM61-3D and the GEM-3 data. In addition, for the EM61-3D, a decay rate estimator was formulated. In the results presented here, a least-squares estimate of the rate of decay applied [7] .
IV. EXPERIMENTAL DETAILS
A. Data
The objective of the background clutter data collection experiment [1] was to collect data to aid in the understanding of the effects of clutter on system performance. During the course of the experiment, data were collected using four types of sensors: ground penetrating radar (GPR), EMI, magnetometer, and infrared (IR). Data were collected at four sites, distributed over two locations (Fort Carson, CO, and Fort A. P. Hill, VA). The locations represented three different soil types, along with substantial variability in man-made contamination (anthropic clutter). Three of the four sites had a small amount of anthropic clutter, while at one of the sites (Fort A. P. Hill) the amount of such was substantial. In addition to the indigenous anthropic clutter, a few synthetic calibration targets, unexploded ordnance (UXO) items, and land mines were emplaced on each site.
A typical layout for a test site is illustrated in Fig. 1 . The site measured 125 100 m and consisted of three areas: a center square, side bars, and a calibration area. The center square, measuring 100 100 m, was intended primarily for clutter characterization, although 15 calibration targets were placed there to aid equipment calibration and location registration.
Replicas of the calibration targets, along with synthetic UXO items and land mines were emplaced in the red, blue, yellow, and orange side bars on the site. A complete description of the targets and their deployment can be found in [1] . In general, the red lane consisted of copies of the registration targets, other targets for calibration, and system-stressing targets. The blue side bar contained UXO and demagnetized spheres, the yellow side bar contained mines, IR calibration sources, and dielectric targets. The orange side bar consisted of a combination of these and other targets. The total area of the blue yellow and orange side bars was 1300 m . The calibration area consisted of a 30 15 m portion of the red, blue, and yellow side bars. The locations and descriptions of the targets in the calibration area (14 of which could be seen by EMI systems) and the center square (ten of which could be seen by EMI systems) were released to the public, the remaining locations (blue, yellow, and orange side bars) were not disclosed. In the analyses that are described below, only data from the calibration areas and the center square are processed to evaluate performance of the various detectors.
B. Sensors
In this paper, we consider data from three classes of EMI sensors: sensors that integrate time-domain information to provide a single data point (standard metal detector), those that provide a sampled portion of the time-domain waveform, and those that operate at several discrete frequencies.
The first system, the Geonics EM61, consists of a singlechannel pulsed induction system with a 0.5-m transmitter coil positioned approximately 0.3 m above the ground. Data are received in both the transmitter coil and a second receiver coil that is located 0.4 m above the transmitter. The system operates at a center frequency of 75 Hz; the received signal is integrated from 0.18 to 0.87 ms after each transmit pulse, and the result, a single data point, is stored for later processing. Data were collected along survey lines spaced 0.5 m in the easterly direction and 0.2 m on the average in the northerly direction.
The second sensor, the Geonics EM61-3D, is a prototype three-component time-domain induction system having a 1- The third system that was analyzed was Geophex's prototype GEM-3 sensor [13] . The GEM-3 is a monostatic, multifrequency EMI instrument. The GEM-3 can function as a time-or frequency-domain sensor; however, for the DARPA data collection project, the frequency-domain capabilities were used exclusively. Data acquisition parameters for all four test sites included a 10-Hz sampling rate and two transmit frequencies, 4050 and 12 270 Hz. The data used for detection in the subsequent analysis consist of in-phase and quadrature readings at each transmit frequency. Data were collected along survey lines spaced 0.5 m apart in the easterly direction and 0.17 m on the average in the northerly direction.
V. RESULTS
In this section, the results of the different detection strategies are discussed. The raw data were analyzed by dividing each site into an appropriate grid based on the sampling rate of each of the sensors, and then averaging all signals recorded within each grid point. In the interest of space, data from only one site is presented in the figures for each sensor, although variability in performance across sites is discussed.
A. Integrated Time-Domain Sensor: EM61
As was expected based on the analysis presented in Section III-A, Fig. 2 indicates no difference between the performance achieved using the Bayesian processor and a standard thresholding technique. This results because the likelihood ratio is a 
B. Time-Domain Sensor: EM61-3D
The superiority of the single pixel Bayesian processor, as compared to standard thresholding and various ad hoc techniques, is demonstrated for the EM61-3D in Fig. 3 . The performance of the GLRT processor is approximately equivalent to that of the single-pixel Bayesian formulation. It is interesting to note that the energy detector is superior to the ad hoc processors based on the decay rate and the matched filter (not shown since the performance was almost identical to that of the decay-rate processor); this is likely a result of the significant variability in target and clutter signatures, not taken into account by either of the ad hoc processors. In addition, the Bayesian change detector formulation provides improved performance over the pixel-by-pixel formulation. Absolute performance of the different approaches varies across sites, and it is poorest at Firing Point 20, Ft. A. P. Hill, VA, known to be the most cluttered site. The detection rate for the Bayesian change detector formulation is larger than that of more standard approaches by a factor of between 1.4 and 2 at a fixed false alarm rate of 5%, depending on the site.
C. Wideband Frequency-Domain Sensor: GEM-3
Fig . 4 illustrates the improvement in performance of the Bayesian approach relative to standard threshold techniques for the individual components measured by the GEM-3. Substantial improvements are observed for all components except the 12 270 Hz in-phase component, for which the performance of the two approaches is equivalent. In some cases, detection performance at a false alarm rate of 5% can be improved by a factor of two to three. Similar performance improvements were observed across all four sites, with some variability in absolute level of performance. In all cases, the 12 270 Hz data results in the best detection performance, regardless of the site. It is possible that the improved detection at 12 270 Hz (over that at 4050 Hz) is a result of differences in skin-depth effects between target and clutter that are only observable at higher frequencies. This result suggests that careful selection of the transmitting frequencies [14] , based on the physics of the underlying process, may allow additional improvements in detection performance. Fig. 5 illustrates the improvement in performance obtained when the entire data set is processed using the Bayesian approach, as compared to the best performance achievable with a single component (dashed line, 12 270 Hz, in-phase). The fused data set provides better detection performance across all sites than that achievable with a single component.
VI. CONCLUSIONS
We have presented results which indicate that a rigorous, Bayesian signal detection theoretic analysis can be used to improve detectability of a set of targets, including land mines and some small UXO objects using EMI sensors over standard thresholding techniques. A suite of EMI sensors was evaluated, including those that integrate time-domain information to provide a single data point (standard metal detector), those that provide a sampled portion of the time-domain waveform, and those that operate at several discrete frequencies.
Theoretical analyses of the statistical nature of the signal obtained from standard metal detectors indicated that this signal was in fact monotonic with the likelihood ratio. Thus, a threshold detector is the optimal processor for a sensor that integrates the time-domain waveform to generate a single data point. Using data obtained from the DARPA experiment, the performance of the likelihood ratio processor and a threshold detector were evaluated and shown to be equivalent. This indicated that the assumptions used to derive the LRT and its equivalence to a threshold test were valid, at least for the data in question.
When a sampled version of the induced time-domain response from the target is available for processing, further theoretical analysis indicated that an integration of the timedomain waveform is not the optimal form of processing. In this case, the optimal processor was implemented and its performance was compared not only to the performance of the threshold test, but to several ad hoc processors that have been suggested in the literature [11] , [12] . The results of this analysis indicated that a Bayesian detector operating on the data exceeded that of either the threshold detector or the ad hoc strategies tested. In addition, a Bayesian approach developed using the notion that such sensors are effectively change detectors provided an additional improvement in detection performance.
Similar results were obtained for a Bayesian detector designed to process the measured frequency response from a target. The form of the detector did not reduce to a threshold test, and in all but one case, in which the performance of the two detectors was equivalent, the performance of the Bayesian detector far exceeded that of the threshold test. In addition, a detector designed to process all of the frequency data concurrently performed significantly better than the detectors designed to operate on the single-frequency data. The results from this analysis indicated that detection performance is a function of frequency and that careful selection of operating frequencies may result in further improvements in detection performance [14] .
In the development of the likelihood ratios, probability density functions for the data, and for the parameters upon which the signals depended, were required. In general, these density functions were derived from the data that was acquired by each sensor in a calibration area, in which the location of the targets was known and the background, or clutter, was typical to that contained in the remainder of the test site. To avoid "overfitting" the data, parameters of two general classes of density functions, a Gaussian and a uniform, were estimated and the performance achieved using the different density functions was compared to evaluate the robustness of the methodology. The performance of these systems was only slightly affected by the selection of the density function, which is similar to results obtained in other studies [14] . It was necessary, however, to estimate these density functions separately for each site, particularly for the clutter statistics, since these statistics varied substantially across sites. Using an estimate of the density functions based on one of the sites at a different site usually degraded the performance substantially.
Although target responses to EMI systems have been studied both experimentally and theoretically [2] - [5] , [10] , it is only recently that multichannel time-and frequency-domain sensors have become available so that the Bayesian approach to detector design can be exploited. The DARPA experiment enabled a more complete characterization of statistics, thus aiding in the design of such detectors. We have shown that the approach provides improved detection performance over standard detection technique. In addition, the results presented here indicate that detection performance is improved if the entire time-domain signal, or multifrequency data are utilized since this allows exploitation of the phenomenology embedded in the signatures. The theoretical development of the statistically based algorithm, along with the proof of concept application of the detector formulation to the DARPA data, combined to yield encouraging progress toward the problem of mine detection.
