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a b s t r a c t
Fault-tolerant broadcasting and secure message distribution are important issues for
network applications. It is a common idea to designmultiple spanning trees with a specific
property in the underlying graph of a network to serve as a broadcasting scheme or
a distribution protocol for receiving high levels of fault-tolerance and security. An n-
dimensional folded hypercube, denoted by FQn, is a strengthening variation of hypercube
by adding additional links between nodes that have the furthest Hamming distance. In,
[12], Ho(1990) proposed an algorithm for constructing n+ 1 edge-disjoint spanning trees
each with a height twice the diameter of FQn. Yang et al. (2009), [29] recently proved that
Ho’s spanning trees are indeed independent, i.e., any two spanning trees have the same
root, say r , and for any other node v ≠ r , the two different paths from v to r , one path
in each tree, are internally node-disjoint. In this paper, we provide another construction
scheme to produce n+ 1 independent spanning trees of FQn, where the height of each tree
is equal to the diameter of FQn plus one. As a result, the heights of independent spanning
trees constructed in this paper are shown to be optimal.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
An n-dimensional folded hypercube, denoted by FQn, is an enhanced n-dimensional hypercube with one extra link
between nodes that have the furthest Hamming distance. With the hardware overhead being 1/n, FQn offers a proportional
or substantial improvement over the standard hypercube of the same dimensionality in terms of communication
parameters, such as average distance, message traffic density, communication bandwidth, and communication time
delay, etc. [6,12]. To serve as a basis of communication including one-to-all/all-to-all broadcasting and one-to-all/all-to-
all personalized communication, Ho [12] suggested a construction of multiple spanning trees in FQn to utilize for the
broadcasting scheme or communication protocol. Two (rooted) spanning trees are said to be edge-disjoint if they are rooted
at the same node and share no common directed edges. A result showed that all n + 1 spanning trees of FQn constructed
in [12] are edge-disjoint and the height of each tree is twice the diameter of FQn. There are still some constructions of a set
of pairwise edge-disjoint spanning trees in a particular family of interconnection networks [3,8,9,13,17,20,28].
Recently, data broadcasting connectedwith a securitymechanismhas proven indispensable and has received a great deal
of attention for distributing securemessages [1,25]. For this reason, a construction ofmultiple spanning trees associatedwith
properties stronger than that of being edge-disjoint is essential in this situation. Regarding multiple spanning trees as its
distribution protocol, every message at the source node (i.e., the root) is separated into several parts in the distributing
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Fig. 1. A 4-dimensional folded hypercube FQ4 .
process. Accordingly, the different parts of a message are sent safely from the source node to different nodes via the
distribution protocol such that every node can correctly obtain its own part of the message and keep the message secret
from every other node in the transmission path. To achieve such an aim, we rely on the construction of independent spanning
trees (ISTs for short). Two spanning trees in a graph G are said to be independent if they are rooted at the same node r such
that, for each node v ≠ r in G, the two different paths from v to r , one path in each tree, are internally node-disjoint. A set
of spanning trees of G is independent if they are pairwise independent.
Zehavi and Itai [35] conjectured that for any node r in a k-connected graph G, there exist k ISTs of G rooted at r . Therefore,
all subsequent researches devoted to the construction of a set of ISTs with any node r as the common root and such that the
cardinality of the set of ISTs matches the connectivity of G. Although the problem is hard for general graphs, the conjecture
has been confirmed for k-connected graphs with k ⩽ 4 (see [15] for k = 2, [4,35] for k = 3, and [5] for k = 4). Also, several
results are known for some special classes of graphs. Especially, the graph classes related to interconnection networks, such
as product graphs [24], planar graphs [14], chordal rings [16,31], de Bruijn and Kautz digraphs [10,11], hypercubes [26,34],
star graphs [25], recursive circulant graphs [32,33], multidimensional torus [27], odd graphs [18], hyper-stars and folded
hyper-stars [30]. There is a surprise to us that till now no further results related to ISTs have been acquired for other
variations of hypercubes except for locally twisted cubes [21,22] and folded hypercube [29]. Yang et al. [29] showed that
indeed all spanning trees of a folded hypercube constructed in [12] are independent. In this paper, we revisit the problem
of constructing ISTs on folded hypercubes. For FQn, we propose an algorithm of constructing n + 1 ISTs each with height n
2
 + 1 (i.e., the diameter of FQn plus one). This is an improvement over the result of [12,29] and the ISTs we constructed
are optimal in the sense that heights are minimized.
The rest of this paper is organized as follows. Section 2 formally gives the definition of folded hypercubes and presents
our construction scheme of ISTs. Section 3 shows the correctness of the proposed algorithm. The final section contains our
concluding remarks.
2. Constructing spanning trees in folded hypercubes
An n-dimensional hypercube, denoted by Qn, is a graph consisting of 2n nodes represented by binary strings of length n
from 0 to 2n − 1. Two nodes in Qn are adjacent if and only if their corresponding binary strings differ in exactly one bit. An
n-dimensional folded hypercube, denoted by FQn, is basically a Qn enhanced with extra links between any two nodes whose
binary strings are complements of each other. Fig. 1 shows the graph FQ4, where dotted lines represent complement links.
El-Amawy and Latifi [6] showed that FQn is (n+1)-regular (n+1)-connected and has diameter
 n
2

. Ma and Xu [23] proved
that FQn is node-symmetric and edge-symmetric. For more results related to folded hypercubes, the reader can refer to
[2,7,12,19,29,36,37].
Let V (G) and E(G) be the node set and edge set, respectively, of a graph G. Two paths P and Q joining the same nodes x
and y are said to be internally disjoint, denoted by P ‖ Q , if V (P) ∩ V (Q ) = {x, y} and E(P) ∩ E(Q ) = ∅. A spanning tree T in
a graph G is a connected subgraph containing all nodes of G and without forming a cycle. For x, y ∈ V (T ), the unique path
from x to y is denoted by T [x, y]. Moreover, if T is a spanning tree with r as its root and a node x ≠ r , then the parent of x is
denoted by parent(T , x). Thus, two spanning trees T and T ′ with the same root r are ISTs (respectively, edge-disjoint) if and
only if T [x, r] ‖ T ′[x, r] (respectively, parent(T , x) ≠ parent(T ′, x)) for every node x ∈ V (T ) \ {r}.
Since FQn is node-symmetric, without loss of generality, we may consider node 0 as the common root of ISTs. Also, since
FQn has connectivity n+ 1, the root in every spanning tree has a unique child. For 0 ⩽ i ⩽ n− 1, we denote a tree as Ti if it
takes 2i as the unique child of its root. In particular, we denote T∗ as the tree that takes 2n− 1 as the unique child of its root.
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Fig. 2. A set of independent spanning trees on FQ4 .
For example, five ISTs rooted at node 0 for FQ4 are shown in Fig. 2. For conciseness, we may represent a node in FQn by its
decimal value.
To represent a path of FQn, we adopt the notation x
+2i−→ y if x+2i = y (or x −2i−→ y if x−2i = y) and x ∗−→ y if x+y = 2k−1
to mean that nodes x and y are adjacent in the path. For instance, we have T3[14, 0] = 14 −2
2−→ 10 −21−→ 8 −23−→ 0 in Fig. 2.
Let I = {n − 1, n − 2, . . . , 1, 0} and suppose that x(≠ 0) ∈ FQn is any node with binary string x = xn−1xn−2 · · · x0.
For each b ∈ {0, 1}, we define Hbx = {i ∈ I : xi = b}. Further, we write H0x (i, i′) = {j ∈ H0x : i > j ⩾ i′} and
H1x (i, i
′) = {j ∈ H1x : i > j ⩾ i′} to mean the restricted sets of H0x and H1x , respectively. Let next x(i) be a one-to-one
mapping of I ∪ {∗} onto H0x ∪ H1x ∪ {∗} given by
nextx(i) =

maxH0x (i, 0) if i ≠ ∗, xi = 0, |H0x | ⩽ n/2, and H0x (i, 0) ≠ ∅.
∗ if i ≠ ∗, xi = 0, |H0x | ⩽ n/2, and H0x (i, 0) = ∅.
i if i ≠ ∗, xi = 0, and |H0x | > n/2.
maxH1x (i, 0) if i ≠ ∗, xi = 1, |H1x | ⩽ n/2+ 1, and H1x (i, 0) ≠ ∅.
maxH1x (n, i) if i ≠ ∗, xi = 1, |H1x | ⩽ n/2+ 1, and H1x (i, 0) = ∅.
i if i ≠ ∗, xi = 1, and |H1x | > n/2+ 1.
maxH0x (n, 0) if i = ∗, |H0x | ⩽ n/2, and H0x ≠ ∅.
∗ if i = ∗, and (|H0x | > n/2 or H0x = ∅).
The above function means that we consider H0x ∪ {∗} and H1x as two ordered sets and regard ‘∗’ as the smallest element
in H0x ∪ {∗}. For i ∈ H0x ∪ {∗} (respectively, i ∈ H1x ), if the number of ‘0’ (respectively, of ‘1’) is no more than a half of x, then
the function maps i to the next position of ‘0’ (respectively, of ‘1’) in the cyclic order of x; otherwise, the function maps i to
itself. For instance, we consider x = 1011001 ∈ FQ7. Clearly, H0x = {5, 2, 1},H1x = {6, 4, 3, 0}. Since |H0x | ⩽ 7/2 and |H1x | ⩽
7/2 + 1, we have nextx(5) = 2,nextx(2) = 1,nextx(1) = ∗,nextx(∗) = 5,nextx(6) = 4,nextx(4) = 3,nextx(3) = 0,
and nextx(0) = 6. Also, if we consider x = 01001 ∈ FQ5, then H0x = {4, 2, 1},H1x = {3, 0}. Since |H0x | > 5/2 and
|H1x | ⩽ 5/2+ 1, we have nextx(i) = i for i ∈ {4, 2, 1, ∗},nextx(3) = 0 and nextx(0) = 3.
We now propose the following algorithm to construct n+ 1 spanning trees T0, T1, . . . , Tn−1, T∗ with 0 as their common
root in FQn. The construction can be carried out by describing the parent of every node in each spanning tree Ti. For each
node x(≠ 0) ∈ FQn with binary string x = xn−1xn−2 · · · x0, we perform the following procedure:
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Table 1
The parent of a node x(≠ 0) ∈ FQ4 in T3 .
x Binary string j = nextx(3) 2j parent(T3, x)
0 0000 – – –
1 0001 3 8 9
2 0010 3 8 10
3 0011 2 4 7
4 0100 3 8 12
5 0101 1 2 7
6 0110 0 1 7
7 0111 ∗ – 8
8 1000 3 8 0
9 1001 0 1 8
10 1010 1 2 8
11 1011 1 2 9
12 1100 2 4 8
13 1101 2 4 9
14 1110 2 4 10
15 1111 3 8 7
Procedure Gen-Parents(x)
begin
1: for each i ∈ I ∪ {∗} do
2: j = nextx(i);
3: if (j = ∗) then
4: parent(Ti, x) = (2n − 1)− x;
5: else
6: if (xi = 1) then
7: parent(Ti, x) = x− 2j;
8: else
9: parent(Ti, x) = x+ 2j;
10: enddo
end Gen-Parents
Example 1. From Procedure Gen-Parents, all the information for calculating the parent of each node x = x3x2x1x0(≠ 0) ∈
FQ4 in T3 is summarized in Table 1. Clearly, if x ⩽ 7, then x3 = 0. In this case,we have j = 3 and parent(T3, x) = x+23 = x+8
for x ∈ {1, 2, 4}; j = 2 and parent(T3, x) = x + 22 = 7 for x = 3; j = 1 and parent(T3, x) = x + 21 = 7 for x = 5; j = 0
and parent(T3, x) = x + 20 = 7 for x = 6; and j = ∗ and parent(T3, x) = (24 − 1) − x = 8 for x = 7. On the other
hand, if 8 ⩽ x ⩽ 15, then x3 = 1. In this case, we have j = 3 and parent(T3, x) = x − 23 for x ∈ {8, 15}; j = 2 and
parent(T3, x) = x− 22 = x− 4 for x ∈ {12, 13, 14}; j = 1 and parent(T3, x) = x− 21 = x− 2 for x ∈ {10, 11}; j = 0 and
parent(T3, x) = x− 20 = 8 for x = 9. 
3. Correctness
In what follows, we prove the validity of the trees by the reachability to the root through tracing the parent function. The
paths constructed in the following lemma would facilitate our proof of the independency.
Lemma 1. For each i ∈ I ∪ {∗}, Ti is a spanning tree rooted at 0 in FQn.
Proof. According to Procedure Gen-Parents, it is obvious that every node x(≠ 0) ∈ FQn implies x ∈ Ti. To complete the
proof, we need to show that there exists a unique path from every node x(≠ 0) to 0 in Ti. Suppose that H1x = {k ∈ I :
xk = 1} = {ks−1, ks−2, . . . , k0} with ks−1 > ks−2 > · · · > k0 and H0x = {ℓ ∈ I : xℓ = 0} = {ℓt−1, ℓt−2, . . . , ℓ0} with
ℓt−1 > ℓt−2 > · · · > ℓ0, where all index arithmetics of kp are taken modulo s and all index arithmetics of ℓq are taken
modulo t . We recall that j = nextx(i) and consider the following cases:
Case 1: i ≠ ∗, xi = 1, and |H1x | = s ⩽ n/2+ 1. In this case, we assume that i = kp for some 0 ⩽ p ⩽ s− 1. Thus j = kp−1.
By the rule, x is adjacent to x− 2j in Ti. Let y = x− 2j. Since H1y = {ks−1, ks−2, . . . , kp, kp−2, . . . , k0}, y is adjacent to y− 2j′
in Ti, where j′ = nexty(i) = kp−2. Let z = y − 2j′ . Clearly, H1z = {ks−1, ks−2, . . . , kp, kp−3, . . . , k0}. Again by the rule, z is
adjacent to z − 2j′′ in Ti, where j′′ = nextz(i) = kp−3. By this way, we can find the following unique path connecting x and
0 in Ti:
P : x −2
kp−1−→ (x− 2kp−1) −2
kp−2−→ (x− 2kp−1 − 2kp−2) −2
kp−3−→ · · · −2
kp+1−→ (2kp) −2kp−→ 0.
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Table 2
The length of the unique path Ti[x, 0] for i ∈ I ∪ {∗}.
Conditions The length of Ti[x, 0] Case in proof
i ≠ ∗
|H1x | ⩽ n/2+ 1 |H1x | Case 1
xi = 1 |H1x | > n/2+ 1 |H0x | + 3 Case 4
|H0x | ⩽ n/2 |H0x | + 1 Case 2
xi = 0 |H0x | > n/2 |H1x | + 2 Case 3
i = ∗ 0 ⩽ |H0x | ⩽ n/2 |H0x | + 1
|H0x | > n/2 |H1x | + 2 Case 5
Case 2: i ≠ ∗, xi = 0, and |H0x | = t ⩽ n/2. In this case, we assume i = ℓq for some 0 ⩽ q ⩽ t − 1. Then, either
j = ℓq−1 or j = ∗. We first consider subcase j = ℓq−1. By the rule, x is adjacent to x + 2j in Ti. Let y = x + 2j. Since
H0y = {ℓt−1, ℓt−2, . . . , ℓq, ℓq−2 . . . , ℓ0}, y is adjacent to y + 2j′ in Ti, where j′ = nexty(i) = ℓq−2. Let z = y + 2j′ . Clearly,
H0z = {ℓt−1, ℓt−2, . . . , ℓq, ℓq−3 . . . , ℓ0}. Again by the rule, z is adjacent to z + 2j′′ in Ti, where j′′ = nextz(i) = ℓq−3. We can
repeat a similar process until the path passes through a node w¯ = x+∑q−1h=0 2ℓh . Let w = (2n − 1)− w¯ and Q be the path
described as follow:
Q : x +2
ℓq−1−→ (x+ 2ℓq−1) +2
ℓq−2−→ (x+ 2ℓq−1 + 2ℓq−2) +2
ℓq−3−→ · · · +2ℓ0−→ w¯ ∗−→ w.
On the other hand, if j = ∗, then i = ℓ0 (i.e., q = 0). In this subcase, we letw = (2n− 1)− x be the vertex adjacent to x in Ti
and Q = x ∗−→ w. Now, we havewi = 1 and |H1w| = |{ℓt−1, ℓt−2, . . . , ℓq}| ⩽ n/2 in both subcases. Recall from Case 1 that
we have already shown the existence of a unique path P connectingw and 0 in Ti. Therefore, the unique path Ti[x, 0] can be
obtained by concatenating Q and P .
Case 3: i ≠ ∗, xi = 0, and |H0x | = t > n/2. In this case, |H1x | = s ⩽ n/2 and j = i = ℓq for some 0 ⩽ q ⩽ t− 1. By the rule,
x is adjacent to x+ 2i in Ti. Let y = x+ 2i. Then, yi = 1 and |H1y | = |H1x ∪ {ℓq}| = s+ 1 ⩽ n/2+ 1. From Case 1, we know
that there is a path connecting y and 0 in Ti letting P be such a path. Therefore, the unique path Ti[x, 0] can be obtained by
concatenating x
+2i−→ y and P .
Case 4: i ≠ ∗, xi = 1, and |H1x | = s > n/2 + 1. In this case, |H0x | = t < n/2 and j = i = kp for some 0 ⩽ p ⩽ s − 1. By
the rule, x is adjacent to x − 2i in Ti. Let y = x − 2i. Then, yi = 0 and |H0y | = |H0x ∪ {kp}| = t + 1 ⩽ n/2. From Case 2, we
know that there is a path connecting y and 0 in Ti and assume that P is such a path. Therefore, the unique path Ti[x, 0] can
be obtained by concatenating x
−2i−→ y and P .
Case 5: i = ∗. Recall that we regard ‘∗’ as the smallest element in H0x ∪ {∗}. If 1 ⩽ |H0x | ⩽ n/2, the proof is similar to Case
2 by setting j = ℓt−1. As a result, the desired path Q is as follows:
Q : x +2ℓt−1−→ (x+ 2ℓt−1) +2ℓt−2−→ (x+ 2ℓt−1 + 2ℓt−2) +2ℓt−3−→ · · · +2ℓ0−→ (2n − 1) ∗−→ 0.
On the other hand, if |H0x | > n/2, the proof is similar to Case 2 by setting j = ∗. Thus, the desired path can be formed by
concatenating x
∗−→ x¯ and a path Q from x¯ to 0 described as above. Finally, x ∗−→ 0 is the desired path for the case |H0x |= 0. 
According to Lemma 1, we can determine the length of the unique path Ti[x, 0] for each node x(≠ 0) ∈ FQn in every
spanning tree Ti. Table 2 shows the length of Ti[x, 0]. Therefore, we compute the height of each spanning tree in the following
lemma.
Lemma 2. For each i ∈ I ∪ {∗}, the height of Ti is ⌈n/2⌉ + 1.
Proof. Let h be the height of Ti. Wemay compute h by considering the longest path Ti[x, 0] in all situations. For Ti with i ≠ ∗,
we have Ti[x, 0] = |H1x | ⩽ n/2+ 1 in Case 1, Ti[x, 0] = |H0x | + 1 ⩽ n/2+ 1 in Case 2, Ti[x, 0] = |H1x | + 2 = (n− |H0x |)+ 2 <
(n− n/2)+ 2 = n/2+ 2 in Case 3, and Ti[x, 0] = |H0x | + 3 = (n− |H1x |)+ 3 < (n− n/2− 1)+ 3 = n/2+ 2 in Case 4. For
T∗, if 0 ⩽ |H0x | ⩽ n/2, the bound of the length of T∗[x, 0] is the same as that in Case 2. Also, if |H0x | > n/2, the bound of the
length of T∗[x, 0] is the same as that in Case 3. Consequently, h = ⌈n/2⌉ + 1, where a longest path occurs in Case 3 and 4 if
n is odd, and in all the above cases if n is even. 
Hereafter, we always assume that i, j ∈ I ∪ {∗}with i ≠ j. Let x = xn−1xn−2 · · · x0(≠ 0) ∈ FQn be any node and suppose
that P = Ti[x, 0] and Q = Tj[x, 0] are constructed in Lemma 1. For convenience, if there exists a subpath of P starting from
a node with an incoming edge labeled by ℓ and ending to a node with an outgoing edge labeled by ℓ′, then we denote such a
path by P(ℓ, ℓ′). Note that P(ℓ, ℓ′) is a null path provided ℓ = ℓ′, and P(ℓ, ℓ′) contains a single node if ℓ and ℓ′ are the labels
of two consecutive edges of P . Moreover, we write yk|P(ℓ, ℓ′) = b, where k ∈ I and b ∈ {0, 1}, to mean that yk is assigned
to b for every node y = yn−1yn−2 · · · y0 in the subpath P(ℓ, ℓ′). Similarly, we can define Q (ℓ, ℓ′) and yk|Q (ℓ, ℓ′) = b by the
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same way. For example, if P = T3[14, 0] = 14 −2
2−→ 10 −21−→ 8 −23−→ 0, then P(−22,−23) contains nodes 10 and 8. Thus,
y3|P(−22,−23) = 1 and y0|P(−22,−23) = 0. We now show the independency of spanning trees in the following lemma.
Lemma 3. For i, j ∈ I ∪ {∗} with i ≠ j, Ti and Tj are ISTs rooted at 0 in FQn for n ⩾ 3.
Proof. Suppose that x(≠ 0) ∈ FQn is any node with binary string x = xn−1xn−2 · · · x0. Let P = Ti[x, 0] and Q = Tj[x, 0]. The
aim is to show that P ∩ Q = {x, 0}. Thus, if y = yn−1yn−2 · · · y0 is any node in P \ {x, 0} and z = zn−1zn−2 · · · z0 is any node
in Q \ {x, 0}, we will prove that there exists at least a position k ∈ I such that yk ≠ zk. Without loss of generality, we may
consider the following scenarios.
Case 1: i, j ≠ ∗ and xi = xj = 1. There are two subcases as follows.
Case 1.1: |H1x | ⩽ n/2+1. From the constructed paths in Lemma 1 (for Case 1), we know that P starts with an edge labeled
by−2i′ , where i′ = nextx(i), and ends with an edge labeled by−2i. Similarly, Q starts with an edge labeled by−2j′ , where
j′ = nextx(j), and ends with an edge labeled by −2j. Note that xi′ = xj′ = 1 and it is possible i′ = j or j′ = i. Clearly,
P(−2i′ ,−2i) = P \ {x, 0} and Q (−2j′ ,−2j) = Q (−2j′ ,−2i) ∪ Q (−2i,−2j) = Q \ {x, 0}. Since xi′ has been changed to 0
when P passes through the first edge, we have yi′ |P(−2i′ ,−2i) = 0 for every node y ∈ P(−2i′ ,−2i). Also, since xi remains
unchanged until P passes through the last edge, we have yi|P(−2i′ ,−2i) = 1 for every node y ∈ P(−2i′ ,−2i). On the other
hand, since the path Q (−2j′ ,−2i) does not contain an edge with label −2i′ , we have zi′ |Q (−2j′ ,−2i) = 1 for every node
z ∈ Q (−2j′ ,−2i). Also, for every node z ∈ Q (−2i,−2j), since zi has been changed to 0whenQ passes through the edgewith
label−2i, we have zi|Q (−2i,−2j) = 0. See Fig. 3(a) for the above settings of yi, yi′ , zi and zi′ . In particular, if i′ = j or j′ = i,
we ignore the relevant subpaths in the drawing. Because the settings yi′ |P(−2i′ ,−2i) and zi′ |Q (−2j′ ,−2i) are different and
the settings yi|P(−2i′ ,−2i) and zi|Q (−2i,−2j) are different, this shows that P ∩ Q = {x, 0}.
Case 1.2: |H1x | > n/2 + 1. In this case, we have nextx(i) = i and nextx(j) = j. Thus, P (respectively, Q ) has the label
−2i (respectively, −2j) in its first edge and last edge. Since n ⩾ 3, it implies |H1x | ⩾ 3. Thus, there is a position m ∈ I such
that xm = 1 and m ≠ i, j. From the constructed paths in Lemma 1 (for Case 4), we know that P and Q must pass through
an edge with label ∗. Thus, P(−2i,−2i) = P(−2i, ∗) ∪ P(∗,−2i) and Q (−2j,−2j) = Q (−2j, ∗) ∪ Q (∗,−2j). Since xi has
been changed to 0 when P passes through the first edge, we have yi|P(−2i, ∗) = 0 for every node y ∈ P(−2i, ∗). It follows
that yi|P(∗,−2i) = 1 for every node y ∈ P(∗,−2i). Also, since the path P(−2i, ∗) never changes a bit from 1 to 0, we have
ym|P(−2i, ∗) = 1 for every node y ∈ P(−2i, ∗). It follows that ym|P(∗,−2i) = 0 for every node y ∈ P(∗,−2i). On the
other hand, since the path Q (−2j, ∗) does not contain an edge with label −2i, we have zi|Q (−2j, ∗) = 1 for every node
z ∈ Q (−2j, ∗). It follows that zi|Q (∗,−2j) = 0 for every node z ∈ Q (∗,−2j). Again, since the path Q (−2j, ∗) never changes
a bit from 1 to 0, we have zm|Q (−2j, ∗) = 1 for every node z ∈ Q (−2j, ∗). It follows that zm|Q (∗,−2j) = 0 for every
node z ∈ Q (∗,−2j). See Fig. 3(b) for the above settings of yi, ym, zi and zm. Because every node of P(−2i,−2i) contains a bit
different from the nodes of Q (−2j,−2j), P ∩ Q = {x, 0}.
Case 2: i, j ≠ ∗ and xi = xj = 0. There are two subcases as follows.
Case 2.1: |H0x | ⩽ n/2. It implies |H1x | ⩾ n/2. From the constructed paths in Lemma 1 (for Case 2), we know that P starts
with an edge labeled by +2i′ , where i′ = nextx(i), and ends with an edge labeled by −2i. Similarly, Q starts with an edge
labeled by +2j′ , where j′ = nextx(j), and ends with an edge labeled by −2j. Note that xi′ = 0 and it is possible i′ = j or
j′ = ∗. If j′ ≠ ∗, then xj′ = 0. Since |H1x | ⩾ n/2 and n ⩾ 3, there is a positionm ∈ I \ {i, i′, j, j′} such that xm = 1. Clearly,
P(+2i′ ,−2i) = P(+2i′ ,+2j) ∪ P(+2j,+2j′) ∪ P(+2j′ , ∗) ∪ P(∗,−2i)
and
Q (+2j′ ,−2j) = Q (+2j′ , ∗) ∪ Q (∗,−2i) ∪ Q (−2i,−2i′) ∪ Q (−2i′ ,−2j).
By carefully analyzing the change of bits for nodes y ∈ P(+2i′ ,−2i) and z ∈ Q (+2j′ ,−2j), the settings of yi, yi′ , zj and
zj′ in P(+2i′ ,−2i) and Q (+2j′ ,−2j), respectively, are shown in Fig. 4(a). In particular, if i′ = j or j′ = ∗, we ignore the
relevant subpaths in the drawing. We easily observe that only P(+2j,+2j′) and Q (−2i,−2i′) have the same settings. For
every node y ∈ P(+2j,+2j′), since the bit ym keeps unchanged before the edge with label ∗ being dealt with, we have
ym|P(+2j,+2j′) = 1. By contrast, for every node z ∈ Q (−2i,−2i′), since the bit zm has been changed after the edge with
label∗ is dealtwith,wehave zm|Q (−2i,−2i′) = 0. This shows that P(+2i′ ,−2i) andQ (+2j′ ,−2j)have nonodes in common,
and thus P ∩ Q = {x, 0}.
Case 2.2: |H0x | > n/2. In this case, we have nextx(i) = i and nextx(j) = j. From the constructed paths in Lemma 1
(for Case 3), P has the label +2i in its first edge and the label −2i in its last edge. Similarly, Q has the label +2j in its
first edge and the label −2j in its last edge. Since xi has been changed to 1 when P passes through the first edge, we have
yi|P(+2i,−2i) = 1 for every node y ∈ P(+2i,−2i). On the other hand, since Q (+2j,−2j) never changes a bit from 0 to 1,
we have zi|Q (+2j,−2j) = 0 for every node z ∈ Q (+2j,−2j). See Fig. 4(b) for the above settings of yi and zi. Because the
settings yi|P(+2i,−2i) and zi|Q (+2j,−2j) are different, P ∩ Q = {x, 0}.
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Case 3: i, j ≠ ∗, xi = 1 and xj = 0. There are three subcases as follows.
Case 3.1: |H1x | < n/2. It implies |H0x | > n/2. By the rule, nextx(j) = j. From the constructed paths in Lemma 1 (for Case 1
and 3, respectively), P starts with an edge labeled by−2i′ , where i′ = nextx(i), and ends with an edge labeled by−2i; while
Q has the label +2j in its first edge and the label −2j in its last edge. Note that xi′ = 1. Since the path P(−2i′ ,−2i) never
changes a bit from 0 to 1, we have yj|P(−2i′ ,−2i) = 0 for every node y ∈ P(−2i′ ,−2i). On the other hand, since xj has been
changed to 1whenQ passes through the first edge,we have zj|Q (+2j,−2j) = 1 for every node z ∈ Q (+2j,−2j). See Fig. 5(a)
for the above settings of yj and zj. Because the settings yj|P(−2i′ ,−2i) and zj|Q (+2j,−2j) are different, P ∩ Q = {x, 0}.
Case 3.2: n/2 ⩽ |H1x | ⩽ n/2 + 1. It implies n/2 − 1 ⩽ |H0x | ⩽ n/2. From the constructed paths in Lemma 1 (for Case 1
and 2, respectively), P starts with an edge labeled by−2i′ , where i′ = nextx(i), and ends with an edge labeled by−2i; while
Q starts with an edge labeled by +2j′ , where j′ = nextx(j), and ends with an edge labeled by −2j. Note that it is possible
j′ = ∗. If j′ ≠ ∗, then xj′ = 0 and Q (+2j′ ,−2j) = Q (+2j′ , ∗) ∪ Q (∗,−2j). Since P(−2i′ ,−2i) never changes a bit from
0 to 1, we have yj|P(−2i′ ,−2i) = 0 for every node y ∈ P(−2i′ ,−2i). In particular, if j′ ≠ ∗, then yj′ |P(−2i′ ,−2i) = 0
for every node y ∈ P(−2i′ ,−2i). Further, since xj′ has been changed to 1 when Q passes through the first edge, we have
zj′ |Q (+2j′ , ∗) = 1 for every node z ∈ Q (+2j′ , ∗). It follows that zj′ |Q (∗,−2j) = 0 for every node z ∈ Q (∗,−2j). Also,
since the path Q (+2j′ , ∗) does not contain edges with labels+2j, we have zj|Q (+2j′ , ∗) = 0 for every node z ∈ Q (+2j′ , ∗).
It follows that zj|Q (∗,−2j) = 1 for every node z ∈ Q (∗,−2j). See Fig. 5(b) for the above settings of yi, yj′ , zi and zj′ . In
particular, if j′ = ∗, we ignore the relevant subpaths in the drawing. Because every node of P(−2i′ ,−2i) contains a bit
different from the nodes of Q (+2j′ ,−2j), P ∩ Q = {x, 0}.
Case 3.3: |H1x | > n/2 + 1. It implies |H0x | < n/2 − 1. Since n ⩾ 3, there is a position m ∈ I \ {i} such that xm = 1.
By the rule, nextx(i) = i. From the constructed paths in Lemma 1 (for Case 4 and 2, respectively), P has the label −2i
in its first edge and last edge; while Q starts with an edge labeled by +2j′ , where j′ = nextx(j), and ends with an edge
labeled by −2j. Note that both P and Q pass through an edge with label ∗. Clearly, P(−2i,−2i) = P(−2i, ∗) ∪ P(∗,−2i)
and Q (+2j′ ,−2j) = Q (+2j′ , ∗) ∪ Q (∗,−2j). Since xi has been changed to 0 when P passes through the first edge, we have
yi|P(−2i, ∗) = 0 for every node y ∈ P(−2i, ∗). It follows that yi|P(∗,−2i) = 1 for every node y ∈ P(∗,−2i). Also, since
the path P(−2i, ∗) never changes a bit from 1 to 0, we have ym|P(−2i, ∗) = 1 for every node y ∈ P(−2i, ∗). It follows
that ym|P(∗,−2i) = 0 for every node y ∈ P(∗,−2i). On the other hand, since Q (+2j′ , ∗) never changes a bit from 1 to
0, we have zi|Q (+2j′ , ∗) = 1 and zm|Q (+2j′ , ∗) = 1 for every node z ∈ Q (+2j′ , ∗). It follows that zi|Q (∗,−2j) = 0 and
zm|Q (∗,−2j) = 0 for every node z ∈ Q (∗,−2j). See Fig. 5(c) for the above settings of yi, ym, zi and zm. Because every node
of P(−2i,−2i) contains a bit different from the nodes of Q (+2j′ ,−2j), P ∩ Q = {x, 0}.
Case 4: i ≠ ∗, j = ∗ and xi = 0. There are two subcases as follows.
Case 4.1: |H0x | > n/2. Since n ⩾ 3, there is a position m ∈ I \ {i} such that xm = 0. In this case, nextx(i) = i. From the
constructed paths in Lemma 1 (for Case 3 and 5, respectively), P has the label +2i in its first edge and the label −2i in its
last edge; while Q has the label ∗ in its first edge and last edge. Since the path P(+2i,−2i) never changes a bit from 0 to
1, we have ym|P(+2i,−2i) = 0 for every node y ∈ P(+2i,−2i). On the other hand, since xm has been changed to 1 when
Q passes through the first edge and the path Q (∗, ∗) never changes a bit from 1 to 0, we have zm|Q (∗, ∗) = 1 for every
node z ∈ Q (∗, ∗). See Fig. 6(a) for the above settings of ym and zm. Because the settings ym|P(+2i,−2i) and zm|Q (∗, ∗) are
different, this shows that P ∩ Q = {x, 0}.
Case 4.2: |H0x | ⩽ n/2. From the constructed paths in Lemma 1 (for Case 2 and 5, respectively), P starts with an edge
labeled by +2i′ , where i′ = nextx(i), and ends with an edge labeled by −2i; while Q starts with an edge labeled by +2j′ ,
where j′ = nextx(∗), and ends with an edge labeled by ∗. Note that j′ ⩾ i and it is possible i′ = ∗. Since |H1x | ⩾ n/2, there is
a positionm ∈ I \ {i, j′} such that xm = 1. In particular, if i′ ≠ ∗, then P(+2i′ ,−2i) = P(+2i′ , ∗)∪ P(∗,−2i). Since the path
P(+2i′ , ∗) does not contain edges with labels+2i and+2j′ , we have yi|P(+2i′ , ∗) = 0 and yj′ |P(+2i′ , ∗) = 0 for every node
y ∈ P(+2i′ , ∗). It follows that yi|P(∗,−2i) = 1 and yj′ |P(∗,−2i) = 1 for every node y ∈ P(∗,−2i). Also, since the path
P(+2i′ , ∗) never changes a bit from 1 to 0, we have ym|P(+2i′ , ∗) = 1 for every node y ∈ P(+2i′ , ∗) = 1. It follows that
ym|P(∗,−2i) = 0 for every node y ∈ P(∗,−2i). On the other hand, it is clear that zi|Q (+2j′ ,+2i) = 0 and zi|Q (+2i, ∗) = 1.
Also, since xj′ has been changed to 1 when Q passes through the first edge and Q (+2j′ , ∗) never changes a bit from 1 to 0,
we have zj′ |Q (+2j′ , ∗) = 1 and zm|Q (+2j′ , ∗) = 1 for every node z ∈ Q (+2j′ , ∗). See Fig. 6(b) for the above settings of
yi, yj′ , ym, zi, zj′ and zm. In particular, if j′ = i or i′ = ∗, we ignore the relevant subpaths in the drawing. Because every node
of P(+2i′ ,−2i) contains a bit different from the nodes of Q (+2j′ , ∗), P ∩ Q = {x, 0}.
Case 5: i ≠ ∗, j = ∗ and xi = 1. There are three subcases as follows.
Case 5.1: |H1x | < n/2. It implies |H0x | > n/2. Since n ⩾ 3, there is a position m ∈ I \ {i} such that xm = 0. From the
constructed paths in Lemma 1 (for Case 1 and 5, respectively), P starts with an edge labeled by −2i′ , where i′ = nextx(i),
and endswith an edge labeled by−2i; whileQ has the label ∗ in its first edge and last edge. Since P(−2i′ ,−2i) never changes
a bit from0 to 1,we have ym|P(−2i′ ,−2i) = 0 for every node y ∈ P(−2i′ ,−2i). On the other hand, since xm has been changed
to 1 when Q passes through the first edge and the path Q (∗, ∗) never changes a bit from 1 to 0, we have zm|Q (∗, ∗) = 1 for
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Fig. 3. Illustrations of Case 1 in Lemma 3.
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Fig. 4. Illustrations of Case 2 in Lemma 3.
every node z ∈ Q (∗, ∗). See Fig. 7(a) for the above settings of ym and zm. Because the settings ym|P(−2i′ ,−2i) and zm|Q (∗, ∗)
are different, this shows that P ∩ Q = {x, 0}.
Case 5.2: n/2 ⩽ |H1x | ⩽ n/2+ 1. It implies n/2− 1 ⩽ |H0x | ⩽ n/2. From the constructed paths in Lemma 1 (for Case 1 and
5, respectively), P starts with an edge labeled by−2i′ , where i′ = nextx(i), and ends with an edge labeled by−2i; while Q
starts with an edge labeled by+2j′ , where j′ = nextx(∗), and ends with an edge labeled by ∗. Note that xi′ = 1 and xj′ = 0.
Since P(−2i′ ,−2i) never changes a bit from 0 to 1, we have yj′ |P(−2i′ ,−2i) = 0 for every node y ∈ P(−2i′ ,−2i). On the
other hand, since xj′ has been changed to 1 when Q passes through the first edge and the path Q (+2j′ , ∗) never changes a
bit from 1 to 0, we have zj′ |Q (+2j′ , ∗) = 1 for every node z ∈ Q (+2j′ , ∗). See Fig. 7(b) for the above settings of yj′ and zj′ .
Because the settings yj′ |P(−2i′ ,−2i) and zj′ |Q (+2j′ , ∗) are different, this shows that P ∩ Q = {x, 0}.
Case 5.3: |H1x | > n/2 + 1. It implies |H0x | < n/2 − 1. Since n ⩾ 3, there is a position m ∈ I \ {i} such that xm = 1.
From the constructed paths in Lemma 1 (for Case 4 and 5, respectively), P has the label−2i in its first edge and last edge; if
H0x = ∅ then Q = x ∗−→ 0, otherwise Q starts with an edge labeled by +2j′ , where j′ = nextx(∗), and ends with an edge
labeled by ∗ (hereafter, we only need to consider the latter case). Clearly, P(−2i,−2i) = P(−2i, ∗)∪ P(∗,−2i). Since xi has
been changed to 0 when P passes through the first edge, we have yi|P(−2i, ∗) = 0 for every y ∈ P(−2i, ∗). It follows that
yi|P(∗,−2i) = 1 for every y ∈ P(∗,−2i). Also, since P(−2i, ∗) never changes a bit from 1 to 0, we have ym|P(−2i, ∗) = 1
for every node y ∈ P(−2i, ∗). It follows that ym|P(∗,−2i) = 0 for every node y ∈ P(∗,−2i). On the other hand, Q (+2j′ , ∗)
never changes a bit from 1 to 0, we have zi|Q (+2j′ , ∗) = 1 and zm|Q (+2j′ , ∗) = 1 for every node z ∈ Q (+2j′ , ∗). See
Fig. 7(c) for the above settings of yi, ym, zi and zm. Because every node of P(−2i,−2i) contains a bit different from the nodes
of Q (+2j′ , ∗), P ∩ Q = {x, 0}.
In the above five cases, we have shown that P ∩ Q = {x, 0}, which implies P ‖ Q . Since we arbitrarily choose x from
FQn, Ti and Tj are independent. 
According to our algorithm, every vertex can determine its parent for a specific independent spanning tree only
depending on its own label. Although Lemma 3 merely shows the independency of ISTs in FQn for n ⩾ 3, the three ISTs
of FQ2 are easily constructed. Thus, from Lemmas 1–3, we have the following theorem.
Theorem 4. For n ⩾ 2, the algorithm using ProcedureGen-Parents can correctly construct n+1 ISTs eachwith height ⌈n/2⌉+1
for FQn in O((n+ 1)2n) time. In particular, the algorithm can be parallelized on FQn by using 2n processors to run in O(n) time.
4. Concluding remarks
To develop a basis of communicationwith full bandwidth in FQn, Ho [12] constructed a set of n+1 edge-disjoint spanning
trees eachwith height twice the diameter of FQn. Yang et al. [33] recently proved that the trees constructed in [12] are indeed
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Fig. 5. Illustrations of Case 3 in Lemma 3.
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Fig. 6. Illustrations of Case 4 in Lemma 3.
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Fig. 7. Illustrations of Case 5 in Lemma 3.
independent. Evidently, the proof of independency is more difficult than that of showing edge-disjoint. In this paper, we
provide another construction scheme to produce n+ 1 ISTs of FQn, where the height of each tree is equal to the diameter of
FQn plus one, and thus significantly improves the height of the previous one. Because the common root (i.e., node 0) in each
IST has a unique child (i.e., node 2i for some i ∈ {0, 1, . . . , n−1}) which has distance ⌈n/2⌉ to an antipodal node in FQn, this
shows that the heights of ISTs in FQn are required at least ⌈n/2⌉+1. Since our construction of ISTs for FQn has attained to the
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lower bound, we conclude that the heights of ISTs constructed in this paper are optimal. Recently, a major challenge on the
issue of constructing ISTs for interconnection networks tends toward pursuing the goal of reducing the heights of ISTs (e.g.,
see [11,26,31,34]). However, research results of obtaining optimal heights of ISTs are limited. To the best of our knowledge,
no further literature exists except the result for hypercubes in [26,34] and the present paper for folded hypercubes.
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