This paper studies the geometry of multi-image perspective projection and the matching constraints that this induces on image measurements. The combined image projections define a 3D joint image subspace of the space of combined homogeneous image coordinates. This is a complete projective replica of the 3D world in image coordinates. Its location encodes the imaging geometry and is captured by the 4 index joint image Grassmannian tensor. Projective reconstruction in the joint image is a canonical process requiring only a simple rescaling of image coordinates. Reconstruction in world coordinates amounts to a choice of basis in the joint image. The matching constraints are multilinear tensorial equations in image coordinates that tell whether tokens in different images could be the projections of a single world token. For 2D images of 3D points there are exactly three basic types: the epipolar constraint, Shashua's trilinear one, and a new quadrilinear 4 image one. For images of lines Hartley's trilinear constraint is the only type. The coefficients of the matching constraints are tensors built directly from the joint image Grassmannian. Their complex algebraic interdependency is captured by quadratic structural simplicity constraints on the Grassmannian.
Introduction
Multi-image reconstruction is currently a topic of lively interest in the vision community. This paper uncovers some rather beautiful geometric structure that underlies multi-image projection, and applies it to the problem of projective reconstruction. There is only space for a brief sketch of the theory here: more detail can be found in [9] . The mathematics and notation may be a little unfamiliar, but the main conclusions are fairly straightforward: 0) The homogeneous coordinates for all the images can be gathered into a single vector and viewed as a point in an abstract projective space called joint image space. 1) The combined projection matrices define a 3D projective subspace ofjoint image space called the joint image. This is an exact projective replica of the 3D world in image coordinates. Up to an arbitrary choice of scale factors its position encodes the imaging geometry. The combined projection matrices can be viewed either as a set of image projections or as a projective basis for the joint image. 2) Algebraically, the location of the joint image is encoded by the antisymmetric four index joint image Grassmannian This work was supported by the European Community through Esprit programs HCM and SECOND.
tensor, whose components are4 x 4 minors built from projection matrix rows. 3) Projective scene reconstruction is a canonical process only in the joint image, where it reduces to a simple rescaling of image coordinates. World-space reconstruction amounts to the choice of a projective basis for the joint image. The essence of reconstruction is the recovery of a coherent set of scalings for the image coordinates of different tokens, modulo a single arbitrary overall choice of scale factors. 4) The multilinear tensorial matching constraints tell whether tokens in different images could possibly be the projections of a single world token. For 2D images of 3D points there are exactly three basic types: the bilinear epipolar constraint; Shashua's trilinear one [7] ; and a new quadrilinear four image one. The sequence stops at four because homogenized 3D space has four dimensions. For images of lines the only type of matching constraint is Hartley's trilinear one [4].
5) The matching constraints are a direct algebraic reflection of the location of the joint image. Their coefficients are tensors built from components of the joint image Grassmannian. Up to a choice of scale factors the Grassmannian is linearly equivalent to the matching tensors. 6) The matching tensors and constraints are linearly independent but algebraically highly redundant. The redundancy is encapsulated by a set of 'structural simplicity' constraints on the Grassmannian. that induce a large set of quadratic identities among the matching tensors. For m 2D images of 3D space there are ('a) linearly independent matching tensor components, but only 1 lm -15 of these are algebraically independent.
7)
We introduce an 'industrial strength' tensorial notation that (even though it may seem a little opaque at first sight) makes these and many other complex vision calculations much easier. The traditional mamx-vector notation is simply not powerful enough to express most of the concepts described here.
The geometry of the joint image was suggested by the original projective reconstruction papers of Faugeras, Luong & Maybank [I, 21, but its algebraic expression was only provoked by the recent work of Shashua [7] and Hartley 
Conventions & Notation
We will assume an uncalibrated perspective (pinhole camera) imaging model and work projectively in homogeneous coordinates. The development will be purely theoretical: there will be 'too many equations, no algorithms and no images'. Divine intervention (or more likely a graduate student with a mouse) will be invoked for low-level token extraction and matching. Measurement uncertainty will be ignored (but c.t [8] ).
Fully tensorial notation will be used, with all indices written out explicitly [6] . Writing out indices is tedious for simple expressions but makes complicated ones much clearer. Many equations apply only up to scale, denoted "-". Different Superscripts denote contravariant (point) indices and subscripts covariant (hyperplane) ones. These transform inversely under changes of basis, so that the contraction (dot product or sum over all values) of a covariant-contravariant pair is invariant. We adopt the Einstein summation convention in which indices repeated in covariant and contravariant positions denote contractions (implicit summations). The same base symbol is used for analogous things in different spaces, with x, y, . . . 
The Joint Image
The basic idea of the joint image is very simple. Suppose we are given m homogeneous projection matrices P;f* from a d-dimensional world space Pa to m Di-dimensional images P A * .
Thematricescanbestackedintoabig ( The joint image is defined canonically by the imaging geometry, up to an arbitrary choice of scale factors for the underlying projection matrices. The truly canonical structure is the set of equivalence classes of joint image space points under arbitrary rescalings, but that has a complicated stratified structure that makes it difficult to handle. So from now on we will assume that some choice of scalings has been made and work with the joint image. The m-tuples of image points that correspond to some world point are exactly those that can be rescaled to lie in the joint image [9] . No choice of basis is needed and there is no arbitrariness apart from the overall scale factors. A basis is needed only to transfer the final results from the joint image to world space. In fact, the portion of the world that can be recovered from image measurements is exactly the abstract joint image geometry.
Since the joint image is a d dimensional projective subspace its location can be specified algebraically by giving its ( d + I)-index Grassmann coordinate tensor, the joint image Grassmannian. This is an intrinsic property of the joint image geometry independent of any choice of coordinates, but in terms of the projection matrices it becomes
Here each ai runs through the combined coordinates of all the images, and the components of the tensor are just the (d+ 1) x (d + 1) minors of the (D + m) x (d + 1 ) joint projection matrix P: . We will see that these are equivalent to the complete set of matching tensor components.
As a simple example of joint image geometry [9] , for two 2D images of 3D space the fundamental matrix F A~A ?
has rank 2 and can therefore be decomposed as U A~ v,+ -V A~ U,+ where U A~ t) UA? and U A~ t) U A~ turn out to be corresponding pairs of independent epipolar lines. Combining these into joint image space row vectors uQ ( V A~ V A ? ) , the constraints uaxa = 0 = vaxQ define a 3D projective subspace of the 5D joint image space that turns out to be exactly the joint image. All joint image points satisfy the epipolar constraint F A~A~x~I x~~ = 0, and all image points that satisfy the epipolar constraint can be rescaled to lie in the joint image. The basic and reduced systems are ultimately equivalent, but we will work with the basic one as its greater symmetry simplifies many derivations.
In either case, if there are more measurements than world dimensions (D > d) the system is usually overspecified and a solution exists only when certain constraints between the projection matrices P t * and the image measurements xAi are satisfied. We will call these relations matching constraints and the inter-image tensors they generate matching tensors. The simplest example is the epipolar constraint.
On the other hand, if D < d there will be at least two more free variables than equations and the solution (if it exists) will not be unique. Similarly, if the joint projection matrix P: has rank less than d+ I the solution will not be unique because any vector in the kernel of P: can be added to a solution without changing the projections at all. So from now on we will require D 2 d and Rank(P:) = d+ 1. These conditions are necessary but not generally sufficient. However in the usual 3D to 2D case where the 3 x 4 rank 3 projection matrices have ID kernels (the centres of projection), Rank(P:) = 4 implies that there are at least two distinct centres of projection and is also sufficient for a unique reconstruction.
Recalling that the joint projection columns P: ( a = 0 , . . . 
Matching Constraints
Now we briefly sketch the derivation 191 of the matching constraints from the basic reconstruction equations. We assume Each minor involves all m images, but the system matrix is rather sparse and there are many degeneracies. In fact, any minor that involves only a single row A, from image i simply contains a constant overall factor of x", . These factors can be eliminated to reduce the system to irreducible factors involving at least two rows from each of between 2 and d + 1 images.
For 2D images of 3D space the possibilities are as follows
These represent respectively the bilinear epipolar constraint, Shashua's trilinear one [7] and a new quadrilinear four image one. Here. x A S represents a Pa vector whose non-image-i components vanish, so it is enough to antisymmetrize over the indices from each image separately. Each constraint is discussed in detail below. Recall that the Grassmannian can be expressed as IaP7' G & PzPaP7P' b c d cabcd.
Bilinear Constraints
The epipolar constraint corresponds to a 6 x 6 minor containing three rows each from two images and (antisymmetrizing separately over each image) can be written xlA1 I B1cd These equations hold for all 3 x 3 = 9 values of the free indices A2 and A3. However when A2 is projected along the xA2 direction or A3 is projected along the xA3 direction the equations are tautological because, for example, xIA2xB2I 0. So for any particular vectors xAz and xA3 there are actually only 2 x 2 = 4 linearly independent scalar constraints among the 3 x 3 = 9 equations, corresponding to the two image 2 directions 'orthogonal' to xA2 and the two image 3 directions 'orthogonal' to xA3. The trilinearconstraint can also be written in matrix notation (c$ [7] ) as By fixing suitable values of [A2B2], these equations can be used to transfer points from images 1 and 2 to image 3, i.e. to directly predict the projection in image 3 of a 3D point whose projections in images 1 and 2 are known, without any intermediate 3D reconstruction step.
Geometrically, the trilinear constraints can be interpreted as follows. As above, EABC PfPf xc is the optical ray through xA in covariant 3D coordinates. For any y A the quantity E A B C P~X~Y~ defines the 3D plane through the optical centre that projects to the image line through x A and y A . All such planes contain the optical ray of xA, and as yA varies the entire pencil of planes through this line is traced out. The constraint then says that for any plane through the optical ray of xA2 and any other plane through the optical ray of xA3, the 3D line of intersection of these planes meets the optical ray of xAl. A little geometry shows that this implies that all three of the optical rays meet in a point, so the three pairwise epipolar constraints between the images follow from the trilinear one.
E E A IBICI I B~C~A 1 A 3 treats image I specially and there are analogous image 2 and image 3 tensors G A 2 A 1 A i and G A~~~~~. These turn out to be linearly independent Of G A l A2A1 and give further linearly independent trilinear constraints on xAIxA2xA3. Together, the 3 constraint tensors contain 3 x 27 = 8 1 linearly independent components (including 3 arbitrary scale factors) and naively give 3 x 9 = 27 scalar trilinear constraint equations, of which 3 x 4 = 12 are linearly independent for any given triple xAlxA2xA3. However, although there are no linear relations between the 8 1 trilinear and 3 x 9 = 27 bilinear matching tensor components for the three images, the tensors are certainly not algebraically independent of each other. There are many quadratic relations between them inherited from the structural simplicity constraints on the joint image Grassmannian tensor I a0"'a3.
In fact, the number of algebraically independent degrees of freedom in the (3y) -component Grassmann tensor (and therefore in the complete set of matching tensor coefficients) is only 1 1 m -15 (i.e. 18 for m = 3). Similarly, there are only 2m -3 = 3 algebraically independent scalar constraint equations among the linearly independent 3 x 4 = 12 trilinear and 3 x 1 = 3 bilinear constraints on each matching triple of points.
One of the main advantages of the Grassmann formalism is the extent to which it clarifies the rich algebraic structure of this matching constraint system. The constraint tensors are essentially just the Grassmann coordinates of the joint image, and Grassmann coordinates are always linearly independent but quadratically redundant. Generically, three bilinear constraints or any three components of a trilinear one are enough to imply all of the remaining constraints for three images, although numerically and for degenerate imaging situations it turns out that the trilinear constraints are somewhat more robust than the bilinear ones 17, 31.
The constraint tensor G A~
Quadrilinear Constraints
Finally, the quadrilinear, four image Grassmannian constraint 
Further Results
The Grassmann tensor also contains the epipoles in the form The formalism also extends to lines and other types of subspace. For any number of 2D images of 3D lines the only type of matching constraint is Hartley's trilinear one [4] . The relationships between trilinear line and point constraints emerge very clearly from this approach. One can also derive the theory of homographic images of planes (2D worlds) and matching constraints for ID (linear) cameras in this way.
Matching constraints are closely associated with minimal reconstruction techniques that reconstruct world objects from = 0. Many more are listed in (91.
the absolute minimum amount of image data. In 3D there are bilinear and trilinear minimal reconstruction techniques for points and bilinear ones for lines. Reprojection of the reconstructions gives matching tensor based methods for the transfer of structure between images. Finally, given a sufficient set of matching tensors one can exhibit 'reconstruction' techniques that work directly in the joint image without reference to any world space or basis. The 'reconstructions' are somewhat implicit, but they really do contain all of the relevant structure and with a choice of basis they reduce to more familiar coordinate-based techniques.
Summary
The combined homogeneous coordinates of a set of m perspective images of a 3D scene define an abstract projective joint image space containing a 3D projective subspace called the joint image. This is a faithful projective replica of the scene in image coordinates defined intrinsically by the imaging geometry. Projective reconstruction is a canonical geometric process in the joint image, requiring only a rescaling of image coordinates. A choice of basis in the joint image allows the reconstruction to be transferred to world space.
There are multilinear matching constraints between the images that determine whether a set of image points could be the projection of a single world point. For images of 3D points only three types of constraint exist: the bilinear epipolar one, Shashua's trilinear three-image one and a new quadrilinear four-image one. For 3D lines the only type of constraint is Hartley 's trilinear three-image one.
All of the constraints fit into a single geometric object, the 4 index joint image Grassmannian tensor. This is an algebraic encoding of the location of the joint image. The matching constraints are linearly independent but algebraically dependent: structural constraints on the Grassmannian tensor induce a rich family of quadratic identities between them. However, although each subspace specifies a unique antisymmetric tensor, very few tensors specify subspaces. Those that do are called simple because they can be factorized in the form uIpo. . . uzkl for some set of ut. This occurs exactly when either of the following equivalent quadratic Grassmann simplicity relations are satisfied These structural relations obviously hold for any simple tensor because some vector always appears twice in an antisymmetrization. One can also show that they do not hold for any non-simple one. They restrict the dimensional space of (k + ])-index skew tensors to a (k + l)(d -k) dimensional quadratic subvariety that exactly parameterizes the possible subspaces. Grassmann coordinares are linearly independent but quadratically highly redundant.
