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Abstract
If −∞ < α < β <∞ let mid(α, x, β) = α if x < α, x if α  x  β, β if x > β. Let
An = Bn + Pn where Bn and Pn are n× n Hermitian matrices. We show that if ‖Pn‖2F =
o(n) then, for any [α, β], (A) ∑ni=1 |F(mid(α, λi(An), β))− F(mid(α, λi(Bn), β))| = o(n)
if F ∈ C[α, β]. (Eigenvalues numbered in nondecreasing order.) We consider the special
case where {Pn} are real Hankel matrices. We also show that if rank(Pn) = o(n) then (A)
holds for every [α, β] and F ∈ C[α, β]. Combining these results yields a result concern-
ing Cn = Bn + En + Rn, where ‖En‖2F = o(n) and rank(Rn) = o(n). We also consider the
case where the conditions on {En} are stated in terms of Schatten p-norms. Finally, we
show that if {Tn} are Hermitian Toeplitz matrices generated by f ∈ C[−, ] with mini-
mum mf and maximum Mf , (2(i − 1)− n)/n  ξin  (2i − n)/n, 1  i  n, and τn is
a permutation of {1, 2, . . . , n} such that f (ξτn(1),n)  f (ξτn(2),n)  · · ·  f (ξτn(n),n), then∑n
i=1 |F(λi(Tn))− F(f (ξτn(i),n))| = o(n) if F ∈ C[mf ,Mf ].
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1. Introduction
The following definition is due to H. Weyl [9, p. 62].
Definition 1. Two sequences of sets {ain}ni=1 and {bin}ni=1 are equally distributed in[a, b] as n→∞ if
{ain}ni=1 ⊂ [a, b], {bin}ni=1 ⊂ [a, b], n  1, (1)
and
n∑
i=1
(
F(ain)− F(bin)
) = o(n) (2)
for every F ∈ C[a, b].
In a recent landmark paper [18], Tyrtyshnikov modified Weyl’s definition by elim-
inating the restriction (1) and requiring (2) to hold for all continuous functions with
bounded support. With this definition of equal distribution he proved the following
theorem, quoted verbatim from [18].
Theorem 1 (Tyrtyshnikov). Given two sequences of complex matrices, {An} and
{A˜n}, suppose that for any  > 0 there are matrices n() such that, for sufficiently
large n, ‖n()‖2F/n   and
rank
[
A˜n − An + n()
]
 r(),
where r() is independent of n. Then the singular values of An and A˜n are equally
distributed. If An, A˜n, and n() are Hermitian, then the eigenvalues of An and A˜n
are equally distributed too.
Tyrtyshnikov and others (see, e.g., [5,6,11–13,16–20,22]) have used Theorem 1
or variations of it to obtain significant results on the asymptotic distribution of eigen-
values and singular values of structured matrices. (See also [2] for analogs of some
of these results in the context of operator theory.)
We consider the asymptotic relationship between the spectra of families of He-
rmitian matrices {An} and {Bn} related by An = Bn + En + Rn, where ‖En‖2F =
o(n) and rank(Rn) = o(n). (We will also consider assumptions on {En} in terms of
Schatten p-norms.) Unlike the hypotheses of Theorem 1, there is no parameter 
in these hypotheses. However, Tyrtyshnikov [16] has also formulated Theorem 1 as-
suming that A˜n = An + n + Rn where ‖n‖2F = o(n) and rank(Rn) = o(n), which
are the assumptions that we use. Moreover, Zamarashkin and Tyrtyshnikov [22] have
shown that these assumptions are essentially equivalent to those of Theorem 1.
Our conclusions differ from those of Theorem 1 in ways that will become clear
below. It is to be understood that all matrices throughout the rest of this paper are
Hermitian. (Conclusions concerning singular values of nonhermitian matrices can be
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drawn from results on the eigenvalues of Hermitian matrices; see [18].) A subscript
on a matrix is the order of the matrix. Eigenvalues are numbered in nondecreasing
order. We use the Landau symbols “o” and “O” in the usual way to describe asympto-
tic behavior as n→∞.
2. Preliminary definitions and results
We made the following definition in [14].
Definition 2. If (1) holds and
a1n  a2n  · · ·  ann and b1n  b2n  · · ·  bnn, n  1, (3)
then the sets {ain}ni=1 and {bin}ni=1 are absolutely equally distributed in [a, b] as
n→∞ if
n∑
i=1
|F(ain)− F(bin)| = o(n) (4)
for every F in C[a, b].
We will now extend Definitions 1 and 2 to eliminate the requirement (1). Our
extension of Definition 1 is motivated by Gray [8]. Throughout, α and β are finite,
with α < β. Following Gray, we define
mid(α, x, β) =


α if x < α,
x if α  x  β,
β if x > β.
Note that
|mid(α, x, β)− mid(α, y, β)|  |x − y|. (5)
Definition 3. The sets {ain}ni=1 and {bin}ni=1 are equally distributed as n→∞ if,
for every [α, β],
n∑
i=1
(
F(mid(α, ain, β))− F(mid(α, bin, β))
) = o(n) (6)
for every F ∈ C[α, β].
Definition 4. The sets {ain}ni=1 and {bin}ni=1 are absolutely equally distributed as
n→∞ if (3) holds and, for every [α, β],
n∑
i=1
∣∣F(mid(α, ain, β))− F(mid(α, bin, β))∣∣ = o(n)
for every F ∈ C[α, β].
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If (1) holds then (6) with α = a and β = b implies (2). Conversely, suppose
{ain}ni=1 and {bin}ni=1 satisfy the requirements of Definition 1 and F ∈ C[α, β]. Since
the function Fˆ defined by Fˆ (x) = F(mid(α, x, β)) is in C(−∞,∞) and therefore
in C[a, b],
n∑
i=1
(
Fˆ (ain)− Fˆ (bin)
) = o(n),
which is equivalent to (6). Similar remarks apply to Definitions 2 and 4.
If {ain}ni=1 and {bin}ni=1 satisfy the requirements of Definition 3 then (2) holds
for any continuous F with bounded support. To see this, we have only to note if
that [α, β] is the support of F then F(x) = F(mid(α, x, β)), −∞ < x <∞, and
invoke (6) to infer (2). Similarly, if {ain}ni=1 and {bin}ni=1 satisfy the requirements
of Definition 4 then
n∑
i=1
∣∣F(ain)− F(bin)∣∣ = o(n)
for every continuous F with bounded support.
Theorem 2. If (3) holds and
n∑
i=1
|ain − bin| = o(n), (7)
then {ain}ni=1 and {bin}ni=1 are absolutely equally distributed as n→∞.
Proof. Suppose that F ∈ C[α, β]. Let
Sn(F ) =
n∑
i=1
∣∣F(mid(α, ain, β))− F(mid(α, bin, β))∣∣. (8)
From (5) and (7),
n∑
i=1
∣∣mid(α, ain, β)− mid(α, bin, β)∣∣ = o(n),
so Sn(F ) = o(n) if F is Lipschitz continuous. Now the Weierstrass approximation
theorem implies that Sn(F ) = o(n) for any F ∈ C[α, β]. 
Corollary 1. If (1) and (3) hold then {ain}ni=1 and {bin}ni=1 are absolutely equally
distributed in [a, b] as n→∞ if and only if (7) holds.
Proof. Theorem 2 implies sufficiency. For necessity, let F(x) = x, a  x  b.
Then (4) implies (7). 
Theorem 3. Suppose that (3) holds and for n sufficiently large there are non-
negative integers pn and qn such that pn + qn = o(n) and
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ai−qn,n  bin  ai+pn,n, qn + 1  i  n− pn. (9)
Then {ain}ni=1 and {bin}ni=1 are absolutely equally distributed as n→∞.
Proof. Suppose that F ∈ C[α, β], let K be an upper bound for |F | on [α, β], and let
Sn(F ) be as in (8). Let
rn = min
{
i | 1  i  n− pn and ai+pn,n > α
}
,
sn = max
{
i | qn + 1  i  n and ai−qn,n < β
}
.
If rn does not exist then ann  α, so (9) implies that Sn(F )  2Kpn = o(n). If sn
does not exist then a1n  β, so (9) implies that Sn(F )  2Kqn = o(n). Now suppose
that rn and sn exist. Then
mid(α, ain, β) = mid(α, bin, β) if i < rn or i > sn.
Therefore Sn(F ) = 0 if rn > sn, while
Sn(F ) =
sn∑
i=rn
∣∣F(mid(α, ain, β))− F(mid(α, bin, β))∣∣
if rn  sn. If sn − rn < 2(pn + qn) then Sn(F )  4K(pn + qn) = o(n). If sn − rn 
2(pn + qn) then
Sn(F ) = S(1)n (F )+ S(2)n (F )+ S(3)n (F ), (10)
where
S(1)n (F ) =
rn+pn+qn−1∑
i=rn
∣∣F(mid(α, ain, β))− F(mid(α, bin, β))∣∣,
S(2)n (F ) =
sn−pn−qn∑
i=rn+pn+qn
∣∣F(mid(α, ain, β))− F(mid(α, bin, β))∣∣,
S(3)n (F ) =
sn∑
i=sn−pn−qn+1
∣∣F(mid(α, ain, β))− F(mid(α, bin, β))∣∣.
Then
S(1)n (F )  2K(pn + qn) = o(n) and S(3)n (F )  2K(pn + qn) = o(n).
(11)
Since
ai−qn,n  ain  ai+pn,n, qn + 1  i  n− pn,
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(9) implies that
sn−pn−qn∑
i=rn+pn+qn
|ain − bin|
sn−pn−qn∑
i=rn+pn+qn
(ai+pn,n − ai−qn,n)
 (pn + qn)(β − α) = o(n),
so (5) implies that
sn−pn−qn∑
i=rn+pn+qn
∣∣mid(α, ain, β)− mid(α, bin, β)∣∣ = o(n).
This implies that S(2)n (F ) = o(n) if F is Lipschitz continuous. This, (10) and (11)
imply that Sn(F ) = o(n) if F is Lipschitz continuous, and the Weierstrass approxi-
mation theorem implies that Sn(F ) = o(n) if F ∈ C[α, β]. 
3. Small norm perturbations
If Cn = An + En where ‖En‖2F = o(n), Theorem 1 implies that {λi(Cn)}ni=1 and{λi(An)}ni=1 are equally distributed as n→∞, in the sense of Tyrtyshnikov’s defini-
tion. If the spectral radii of {An} and {Cn} are bounded, this implies that {λi(Cn)}ni=1
and {λi(An)}ni=1 are equally distributed in some interval [a, b] as n→∞. (A slightly
weaker but essentially equivalent statement was given in [7]. See [5] for a closely
related inference from Theorem 1.) The following theorem makes a stronger conclu-
sion explicit.
Theorem 4. Suppose that Cn = An + En where ‖En‖2F = o(n). Then {λi(Cn)}ni=1
and {λi(An)}ni=1 are absolutely equally distributed as n→∞.
Proof. From Schwarz’s inequality and the Wielandt–Hoffman theorem,
n∑
i=1
∣∣λi(Cn)− λi(An)∣∣ √n
(
n∑
i=1
(
λi(Cn)− λi(An)
)2)1/2

√
n‖En‖F = o(n),
so Theorem 2 implies the conclusion. 
If H is an n× n Hermitian matrix and 1  p ∞, then the Schatten p-norm of
H [1] is defined by
‖H‖S,p =
(
n∑
i=1
λ
p
i (H)
)1/p
, 1  p <∞,
while ‖H‖S,∞ is the spectral radius of H. (It is well known that ‖H‖S,p is nonin-
creasing in p and limp→∞ ‖H‖S,p = ‖H‖S,∞.) Setting p = 2 yields the Frobenius
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norm of H, while ‖H‖S,1 is the trace norm of H. Tyrtyshnikov [18] and Tyrtyshnikov
and Zamarashkin [20] have noted that the “small norm” condition on the perturbation
matrices in Theorem 1 can also be formulated in terms of Schatten p-norms. Fasino
and Tilli [6] have obtained distributional results in which the assumptions on the
perturbation matrices are in terms of the trace norm. Serra Capizzano [12] imposed
assumptions in terms of the Schatten p-norms with 1  p ∞, and observed that
verifying these assumptions for a given sequence of perturbation matrices can be
difficult if p /= 2.
The following theorem generalizes Theorem 4.
Theorem 5. Suppose that Cn = An + En where ‖En‖pS,p = o(n) for some p in
[1,∞) or ‖En‖S,∞ = o(1). Then {λi(Cn)}ni=1 and {λi(An)}ni=1 are absolutely equally
distributed as n→∞.
Proof. Suppose that 1  p <∞. From Hölder’s inequality,
n∑
i=1
∣∣λi(Cn)− λi(An)∣∣  n1−1/p
(
n∑
i=1
∣∣λi(Cn)− λi(An)∣∣p
)1/p
. (12)
From Theorem IV.3.4 and Example IV.3.5 of [1],(
n∑
i=1
∣∣λi(Cn)− λi(An)∣∣p
)1/p
 ‖En‖S,p.
Since ‖En‖S,p = o(n1/p) by assumption, (12) implies that
n∑
i=1
∣∣λi(Cn)− λi(An)∣∣ = o(n),
so Theorem 2 implies the conclusion.
If ‖En‖S,∞ = o(1) then ‖En‖2F = o(n), so Theorem 4 implies the con-
clusion. 
If, in addition to the assumptions of Theorem 5, the spectral radii of {An} and {Cn}
are bounded, then {λi(Cn)}ni=1 and {λi(An)}ni=1 are absolutely equally distributed
in some interval [a, b] as n→∞.
4. Hankel perturbations
Suppose f and g are real-valued and in L∞[0, ],
t( = 1

∫ 
0
f (x) cos (x dx, ( = 0,±1,±2, . . . , (13)
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and
h( = 1

∫ 
0
g(x) cos (x dx, ( = 2, 3, . . .
Let Tn = (tr−s)nr,s=1 and Hn = (hr+s)nr,s=1. Then the spectral radii of {Tn} and {Tn +
Hn} are bounded [5, Theorem 3.2], so {λi(Tn)}ni=1 and {λi(Tn +Hn)}ni=1 are in some
interval [a, b] for all n. Using an argument based on Theorem 1 (with Rn = 0 for all
n), Fasino [5] obtained a result which implies that {λi(Tn)}ni=1 and {λi(Tn +Hn)}ni=1
are equally distributed in [a, b] as n→∞. The following theorem extends and
sharpens this result.
Theorem 6. Suppose that Cn = An + En where En = γn(hi+j+kn)ni,j=1, kn  −2,
γn is real, and
h( = 1

∫ 
0
h(x) cos (x dx, (  0,
with h real-valued and in L2[0, ]. Then {λi(Cn)}ni=1 and {λi(An)}ni=1 are absolutely
equally distributed as n→∞ if {γn} is bounded, or if
h( = O((−ρ) with ρ > 1/2 (14)
and
γn =


o(n2ρ−1) if 1/2 < ρ < 1,
o(n/ log n) if ρ = 1,
o(n) if ρ > 1.
(15)
Proof. From Theorem 4, we have only to show that ‖En‖2F = o(n). Since h ∈
L2[0, ], ∑∞i=0 h2i <∞. Let
n = 1
n
n∑
i,j=1
h2i+j+kn
= 1
n
n∑
(=1
(h2(+kn+1 +
1
n
2n∑
(=n+2
(2n− (+ 1)h2(+kn
<
1
n
n∑
(=1
(h2(+kn+1 +
∞∑
(=n+2
h2(+kn
 1
n
m∑
(=1
(h2(+kn+1 +
∞∑
(=m+1
h2(+kn+1 +
∞∑
(=n+2
h2(+kn (16)
if 1  m < n. If  > 0, choose m so that
∑∞
(=m+1 h2(−1 < . With m now fixed, let
n→∞ to conclude that lim supn→∞ n  . Since  is arbitrary, limn→∞ n = 0.
Therefore ‖En‖2F = o(n) if {γn} is bounded.
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If (14) holds, the first inequality in (16) implies that
n =


O(n−2ρ+1) if 1/2 < ρ < 1,
O(log n/n) if ρ = 1,
O(1/n) if ρ > 1,
so (15) implies that limn→∞ γnn = 0. Therefore ‖En‖2F = o(n) in this case
also. 
We note that (14) holds, for example, if h satisfies
|f (x1)− f (x2)|  |x1 − x2|ρ
with 1/2 < ρ < 1, or with ρ = 1 if f is of bounded variation [10, pp. 24–25].
If the spectral radii of {An} are bounded and h ∈ L∞[0, ], {λi(An)}ni=1 and{λi(An + En)}ni=1 are in some interval [a, b] for all n. Therefore they are absolutely
equally distributed in [a, b] as n→∞, by Theorem 6.
Fasino [5] also showed that if f is real-valued and in L∞[0, ], and {t(} is as
in (13), then the eigenvalues of Tn = (tr−s)nr,s=1 and (tr−s + tr+s)nr,s=1 are equally
distributed in [mf ,Mf ] as n→∞, where mf and Mf are respectively the essential
infimum and supremum of f on [0, ]. The author [14] has shown that the eigen-
values of Tn and (tr−s + tr+s−1)nr,s=1, (tr−s − tr+s−1)nr,s=1, (tr−s + tr+s)nr,s=1, and
(tr−s − tr+s)nr,s=1 are all absolutely equally distributed in [mf ,Mf ] as n→∞.
The following theorem extends and unifies these results.
Theorem 7. Let f,mf ,Mf , {t(}, and Tn be as just defined, and let
Hn = en(tr+s+kn)nr,s=1,
where en = ±1 and kn  −1. Then {λi(Tn)}ni=1 and {λi(Tn +Hn)}ni=1 are abso-
lutely equally distributed in [mf ,Mf ] as n→∞.
Proof. From the argument given in the proof of Theorem 6, ‖Hn‖2F = o(n). There-
fore Theorem 4 implies that {λi(Tn)}ni=1 and {λi(Tn +Hn)}ni=1 are absolutely equally
distributed as n→∞. From [9, p. 64], {λi(Tn)}ni=1 ⊂ [mf ,Mf ], n = 1, 2, 3, . . .
Therefore, to complete the proof we need only verify that{
λi(Tn +Hn)
}n
i=1 ⊂ [mf ,Mf ] (17)
for all n. If en = 1 then
(Tn +Hn)rs = 1

∫ 
0
f (x)
(
cos(r − s)x + cos(r + s + kn)x
)
dx
= 2

∫ 
0
f (x) cos
(2r + kn)x
2
cos
(2s + kn)x
2
dx.
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If [y1y2 · · · yn]T is a unit λ-eigenvector of Tn +Hn then
λ = 2

∫ 
0
f (x)

 n∑
r,s=1
yrys cos
(2r + kn)x
2
cos
(2s + kn)x
2

 dx.
Since
2

∫ 
0
cos
(2r + kn)x
2
cos
(2s + kn)x
2
dx = δrs, r, s = 1, 2, 3, . . . ,
it follows that
2

∫ 
0

 n∑
r,s=1
yrys cos
(2r + kn)x
2
cos
(2s + kn)x
2

 dx = 1,
which implies (17).
If en = −1 then
(Tn +Hn)rs = 2

∫ 
0
f (x) sin
(2r + kn)x
2
sin
(2s + kn)x
2
dx,
and a similar argument yields (17). 
5. Hermitian Toeplitz matrices generated by continuous functions
Let f be continuous and real-valued on [−, ], with minimum mf and maximum
Mf . Let Tn = (tr−s)nr,s=1 with
tr = 12
∫ 
−
f (x)e−irx dx, r = 0,±1,±2, . . .
For each n, choose {ξin}ni=1 so that
(2(i − 1)− n)/n  ξin  (2i − n)/n, 1  i  n. (18)
Szegö’s distribution theorem implies that {λi(Tn)}ni=1 ⊂ [mf ,Mf ] for all n, and
lim
n→∞
1
n
n∑
i=1
F(λi(Tn)) = 12
∫ 
−
F(f (x)) dx
for every F ∈ C[mf ,Mf ]. This and the definition of the Riemann integral imply that
{λi(Tn)}ni=1 and {f (ξin)}ni=1 are equally distributed in [mf ,Mf ] as n→∞. How-
ever, stronger conclusions hold. For example, Di Benedetto et al. [4] have obtained
the following result for the case where f is even.
Theorem 8. For n  1, let Tn = (tr−s)nr,s=1 with
tr = 1

∫ 
0
f (x) cos rx dx, r = 0,±1,±2, . . . ,
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where f is continuous on [0, ], with minimum mf and maximum Mf . Assume that
the measure of the set {x ∈ [0, ] | f (x) = c} is zero for all c. For mf  h  Mf ,
let φ(h) be the measure of the set {x ∈ [0, ] | f (x)  h}, and let fˆ = φ−1. Let
xin = i/(n+ 1), 0  i  n+ 1, and define fn on [0, ] as follows:
(a) fn is constant on [xin, xi+1,n), 0  i  n;
(b) fn(0) = f (0) and fn() = f ();
(c) fn(xin) = λi(Tn), 1  i  n.
Then limn→∞ fn(x) = fˆ (x), a  x  b (pointwise), and
lim
n→∞
1
n
n∑
i=1
F(λi(Tn)) = 1

∫ 
0
F(fˆ (x)) dx
for every F ∈ C[mf ,Mf ].
The authors deal separately with the case where the measure of the set {x ∈
[0, ] | f (x) = c} may be positive for some values of c; see [4].
We need the following lemma [21, p. 108].
Lemma 1. Suppose that a1  a2  · · ·  an and b1  b2  · · ·  bn. Let {(1,
(2, . . . , (n} be a permutation of {1, 2, . . . , n}, and define
Q((1, (2, . . . , (n) =
n∑
i=1
(ai − bli )2.
Then Q((1, (2, . . . , (n)  Q(1, 2, . . . , n).
Theorem 9. Under the assumptions stated at the beginning of this section, let τn
be a permutation of {1, 2, . . . , n} such that
f (ξτn(1),n)  f (ξτn(2),n)  · · ·  f (ξτn(n),n).
Then {f (ξτn(i),n)}ni=1 and {λi(Tn)}ni=1 are absolutely equally distributed in [mf ,Mf ]
as n→∞; that is,
n∑
i=1
∣∣F(λi(Tn))− F(f (ξτn(i),n))∣∣ = o(n)
for every F ∈ C[mf ,Mf ].
Proof. Let Cn be Chan’s [3] optimal circulant preconditioner for Tn; that is, the first
row of Cn is [c0, c1, . . . , cn−1], with
c( = (t−n+( + (n− ()t(
n
, 0  (  n− 1.
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Then Cn is Hermitian and, from [3],
‖Tn − Cn‖2F =
1
n
n∑
i=1
i(n− i)|ti − t−n+i |2  14
n−1∑
i=0
|ti − t−n+i |2.
Since f ∈ L2[−, ], it is straightforward to verify that ‖Tn − Cn‖2F = O(1), so
n∑
i=1
(
λi(Tn)− λi(Cn)
)2 = O(1), (19)
by the Wielandt–Hoffman theorem.
Now let
σn−1(x) = 12n
∫ 2
0
f (t)
sin2 n(x − t)/2
sin2(x − t)/2 dt, −∞ < x <∞.
Then mf  σn−1(x)  Mf , −∞  x  . From [18, Lemma 4.3], the eigenvalues
of Cn are σn−1(2i/n), 0  i  n− 1. Because of the periodicity of σn−1, this
implies that there are points x1n, x2n, . . . , xnn such that
(2(i − 1)− n)/n  xin  (2i − n)/n, 1  i  n, (20)
and
λi(Cn) = σn−1(xφn(i),n), 1  i  n,
where φn is a permutation of {1, 2, . . . , n}, chosen so that {λi(Cn)}ni=1 is non-
decreasing with respect to i. Therefore (19) is equivalent to
n∑
i=1
(
λi(Tn)− σn−1(xφn(i),n)
)2 = O(1),
so
n∑
i=1
(
λi(Tn)− f (xφn(i),n)
)2 = o(n),
since σn−1 converges uniformly to f as n→∞. This, (18), and (20) imply that
n∑
i=1
(
λi(Tn)− f (ξφn(i),n)
)2 = o(n),
since f is uniformly continuous on [−, ]. This and Lemma 1 imply that
n∑
i=1
(
λi(Tn)− f (ξσn(i),n)
)2 = o(n),
so
n∑
i=1
∣∣λi(Tn)− f (ξσn(i),n)∣∣ = o(n),
by Schwarz’s inequality. Now Corollary 1 implies the conclusion. 
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6. Low rank perturbations
Theorem 10. Suppose that An = Bn + Rn where rank(Rn) = o(n). Then
{λi(An)}ni=1 and {λi(Bn)}ni=1 are absolutely equally distributed as n→∞.
Proof. Following Tyrtyshnikov [18], we begin with the well known [21, pp. 94–97]
result that if Hˆn = Hn + cvv∗, where v /= 0 is in Cn, then
λi(Hn)  λi(Hˆn)  λi+1(Hn), 1  i  n− 1, λn(Hn)  λn(Hˆn) if c  0,
and
λ1(Hˆn)  λ1(Hn), λi−1(Hn)  λi(Hˆn)  λi(Hn), 2  i  n if c  0.
As noted by Tyrtyshnikov, applying this result repeatedly shows that if Rn has pn
positive and qn eigenvalues, then
λi−qn(Bn)  λi(An)  λi+pn(Bn), qn + 1  i  n− pn. (21)
Now Theorem 3 implies the conclusion. 
The following theorem gives a more detailed result in the case where the spectral
radii of {Bn} are bounded.
Theorem 11. Suppose that An = Bn + Rn where, for n  N,{
λi(Bn)
}n
i=1 ⊂ [a, b], (22)
and Rn has pn positive and qn negative eigenvalues, with pn + qn = o(n). Then{
λi(An)
}n−pn
i=qn+1 ⊂ [a, b], n  N, (23)
n−pn∑
i=qn+1
∣∣F(λi(An))− F(λi(Bn))∣∣ = o(n) (24)
for every F ∈ C[a, b], and
λi(An)− λi(Rn) = O(√pn + qn), i ∈ {1, . . . , qn, n− pn + 1, . . . , n}.
(25)
Proof. Clearly, (21) and (22) imply (23). Since
λi−qn(Bn)  λi(Bn)  λi+pn(Bn), qn + 1  i  n− pn,
(21) implies that
n−pn∑
i=qn+1
∣∣λi(Bn)− λi(An)∣∣ n−pn∑
i=qn+1
(
λi+pn(Bn)− λi−qn(Bn)
)
 (pn + qn)(b − a) = o(n), (26)
so (24) holds if F is Lipschitz continuous, and therefore for any F ∈ C[a, b], by the
Weierstrass approximation theorem.
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To prove (25), define
Qn =
qn∑
i=1
(
λi(An)− λi(Bn)
)2 + n∑
i=n−pn+1
(
λi(An)− λi(Bn)
)2
.
From the Wielandt–Hoffman theorem,
n∑
i=1
(
λi(An)− λi(Rn)
)2  ‖Bn‖2F =
n∑
i=1
λ2i (Bn).
Since λi(Rn) = 0 for qn + 1  i  n− pn, this implies that
Qn 
qn∑
i=1
λ2i (Bn)+
n∑
i=n−pn+1
λ2i (Bn)+
n−pn∑
i=qn+1
(
λ2i (Bn)− λ2i (An)
)
. (27)
From the mean value theorem and (26),∣∣∣∣∣∣
n−pn∑
i=qn+1
(
λ2i (Bn)− λ2i (Bn)
)∣∣∣∣∣∣ 2(max{|a|, |b|})
n−pn∑
i=qn+1
|λi(An)− λi(Bn)|
 2(pn + qn)(b − a)max[|a|, |b|].
Therefore, since
qn∑
i=1
λ2i (Bn)+
n∑
i=n−pn+1
λ2i (Bn)  (pn + qn)max[|a|2, |b|2],
(27) implies that Qn = O(pn + qn), which implies (25). 
This result was used in [15], in a situation where pn and qn are independent of n.
7. Small norm plus low rank perturbations
Applying Theorem 10 to An = Bn + Rn, then applying Theorem 5 to Cn = An +
En, and invoking the triangle inequality yields the following theorem.
Theorem 12. Suppose that Cn = Bn + En + Rn where rank(Rn) = o(n) and either
‖En‖pS,p = o(n) for some p ∈ [1,∞) or ‖En‖S,∞ = o(1). Then {λi(Cn)}ni=1 and
{λi(Bn)}ni=1 are absolutely equally distributed as n→∞.
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