In this paper, we propose and analyze a two-grid variational multiscale method for the steady natural convection problem based on two local Gauss integrations technique. This method possesses the best algorithmic characteristics of both variational multiscale method and two-grid discretization. The main idea is to first solve the nonlinear steady natural convection problem on the coarse grid, then to use the coarse grid solution to fix the nonlinear terms, and to solve a linear problem on the fine grid. Stability and optimal error estimates of the discrete solutions in both one-grid and two-grid variational multiscale formulations are established. Finally, some numerical examples are presented to verify the method's promise and testify the theoretical predictions.
Introduction
The natural convection phenomenon is present in many real situations such as room ventilation, double glass window design, etc. More importantly, it is behind the oceanic and atmospheric dynamics. where is a bounded convex polyhedral domain, the unknown functions are the velocity u, the pressure p, and the temperature T. e is a unit vector in the direction of gravitational acceleration, γ  and γ  are known functions. n is the outward unit normal to , and T = ∂ \ B where B is a regular open subset of ∂ . Pr, Ra, and k >  denote Prandtl number, Rayleigh number, and thermal conductivity parameter, respectively.
The natural convection problem (.) is an important system with dissipative nonlinear terms in atmospheric dynamics. This system not only contains the velocity and pressure, It is well known that the small viscous problem is a challenge subject due to the singularity of the numerical solutions. As a result, much attention has been appealed to the recent years. There are several numerical schemes have been developed for the simula- The paper is organized as follows. In Section , we present the notations and mathematical preliminaries for the considered problem and finite element spaces. Based on the elliptic projections of velocity and temperature, we formulate one-grid variational multiscale method, and apply the Oseen iterative scheme to linearize this nonlinear problem in Section . Section  develops and analyzes a two-grid variational multiscale Oseen iterative method. Finally, some numerical tests are presented to testify the correctness of the theoretical predictions and verify the effectiveness and efficiency of the developed method.
Preliminaries

Mathematical setting and basic results
The function spaces for the velocity u, the pressure p, and the temperature T are defined, respectively, by
where the spaces
and L  -norm ·  , H j ( ) denotes the standard Sobolev space with norm · j . The space X is endowed with the usual scalar product (∇u, ∇v) and the norm ∇u  .
The weak form of (.) reads as follows:
The following lemma and theorem provide some important results for bilinear terms a(·, ·),ā(·, ·) and the existence and uniqueness of solutions for problem (.).
Lemma . (see [] ) For all u, v, w ∈ X and S, T ∈ W , the following estimates hold.
where N  = sup  =u,v,w∈X
Theorem . (see []) Under the condition
problem (.) admits a unique solution (u, T) and satisfies
The finite element spaces
To introduce the finite element discretization of (.), we assume T μ ( ) = {K} (here μ = H, h with H h) to be a shape-regular triangulation of into triangles or quadrilaterals (if d = ), or tetrahedrons or hexahedrons (if d = ) with mesh size  < μ < . The fine mesh T h ( ) is found by a mesh refinement process of the coarse mesh. It is of worth to mention that it is not necessary for our method, nor needed for the results of our convergence theorems to hold. However, we assume the coarse and fine grids nested since it will simplify our analysis substantially. Let X μ ⊂ X, M μ ⊂ M, W μ ⊂ W be three finite element spaces associated with T μ ( ) and satisfying the following assumptions.
here and below, the letters c and C denote the general positive constants dependent at most on the coefficients of the equations and the domain, but independent of the mesh size and the iterative times m, furthermore, they are different at their different occurrences.
(A) inf-sup condition. For the finite element spaces X μ and M μ , there exists a constant β >  such that
It is noted that many mixed finite element pairs such as the Taylor-Hood element, the MINI element, and the P  -P  element satisfy the above assumptions (A) and (A). Set
It is well known that (see [] )
Under the above assumptions, the mixed finite element approximation of (.) reads:
The following theorem establishes the existence and uniqueness of the numerical solutions for problem (.) and provides the optimal L  -norm error estimates.
Theorem . (see [])
Under the assumptions of (A), (A), and some assumptions as regards the k, Pr, Ra,
The variational multiscale method based on two local Gauss integrations
In this section, we shall first formulate the variational multiscale method, and then develop the numerical scheme for the considered problem (.).
The variational multiscale method
Our variational multiscale method is based on two elliptic projection operators,
which can be defined as follows (see [] ):
and have the following properties:
where R  and R  are two spaces of polynomials of degree less than or equal to one. Based on projections  μ and  μ , we define the following stabilization terms:
where α  , α  >  are two user-defined stabilization parameters, typically chosen as α  = α  = O(μ) s (here s >  is a constant related to the finite elements used for the discretization of the considered problem). Thanks to (.) and (.), the finite element variational multiscale method for problem (.) reads as follows:
Stability and convergence of scheme (3.4)
The system (.) is nonlinear; it needs to be linearized in computations. A popular linearization process is the one based on the Newton iterative method. However, it is well known that the Newton iterative method is sensitive to the initial guess for the nonlinear iterations, i.e., to guarantee the convergence of the Newton iterations, the initial guess should be close enough to the solution (u μ , T μ ). Here we use the Oseen iterative method to solve (.).
From the definitions (.) and (.) of the projection operators
By applying the Oseen iterative method to the nonlinear problem (.) and thanks to (.) and (.), we develop the variational multiscale Oseen iterative scheme for the natural convection problem: Find an iterative solution (u
Throughout this paper, we assume that μ is small enough such that the iterative scheme (.) is convergent. In order to keep notation brief, we define
We use the Cauchy-Schwarz inequality and (.) to obtain
When n = , we get
which shows that the second inequality of (.) holds for n = . We now assume it holds for n = J and prove it holds for n = J + ,
As a consequence one finds
Taking v μ = u n μ and q μ = p n μ in the first equation of (.), and using (.), we obtain (Pr +α  ) ∇u
Due to the facts that α  >  and u  μ = , we know that (.) holds for n = . Assume that the first inequality of (.) holds for n = J.
Consequently, we obtain
which with (.) completes the proof.
Theorem . Assume that (u, T) is the nonsingular solution to the natural convection problem (.), α  and α  tend to zero as μ tends to zero. Under the condition of
Hereū, λ μ , andT are the approximations of u, p, and T in X μ , M μ , and W μ , respectively.
Remark . As the velocity u and temperature T are coupled in system (.), the error estimation for T -T n μ is coupled with the error u -u n μ .
and subtracting (.) from (.), we obtain the following error equations for the variational multiscale Oseen iterative scheme:
In the same way, we havē
From the second equation of (.), one finds
We take S μ = ε n μ using (.) to obtain
Thanks to Theorem ., (.) and Theorem . we derive that
With the help of the triangle inequality one finds
We can get the error estimation (.) for T -T n μ by taking the infimum over W μ . Now let us to prove (.). The applications of (.) and (.) lead to
Making use of Theorem . and Theorem ., we obtain (Pr +α  ) ∇ξ
To complete the proof, the bound (.) is inserted into the one of (.), this gives
Under the condition of (.) we find that
Taking the infimum overū ∈ V μ , λ μ ∈ M μ , and using (.), we get the required result (.). Now, we present the convergence of p -p n μ . Letting λ μ be an approximation of p in M μ and setting p -p
, from the first equation of (.) and (.) we get
which together with the inf-sup condition and the bounds of ∇u  , ∇u
Using the triangle inequality and taking the infimum over λ μ ∈ M μ , we finish the proof.
Corollary . Under the condition of Theorem
Remark . Corollary . shows that to ensure a good approximation, the variational multiscale Oseen iterations should converge sufficiently. Moreover, the estimator suggests the choice of the stabilization parameters α  = O(μ s ) and α  = O(μ s ) which ensure optimal convergence.
Two-grid variational multiscale method
Combining two-grid discretization strategy with the variational multiscale Oseen iterative method presented in the previous section, we develop the two-grid variational multiscale Oseen iterative method as follows.
Step . Find a coarse grid iterative solution (u
Remark . In our two-grid method, stabilization is only employed for the coarse grid nonlinear problem, while the fine grid linear problem is a standard one-step Newton linearization. Therefore, Pr, Ra, k should be in the range such that the standard linear problem on the fine grid is nonsingular and solvable.
Remark . The numerical algorithm (.) is a full linearization problem based on the Newton iterative scheme. Similarly, based on the Oseen iterative scheme, we can develop the following partial linearization problem: Find a fine grid solution (u mh , p mh , [], is used in our experiments and the linear solver UMFPACK is adopted in our program. All numerical experiments reported in this paper were performed on a PC with a core process (i-M) and GB of random access memory.
] uses less time than the numerical schemes (.) and (.). From the above tables, we can see that the two-grid variational multiscale Oseen iterative method shows a good performance for the steady natural convection equations due to this scheme not only keeping a good accuracy but also taking the least computational cost.
Thermal driven cavity problem
The problem of thermal driven cavity is used as a suitable benchmark for testing the natural convection problem in the literature. The simplicity of the geometry and the clear boundary conditions make this test attractive. The domain consists of a square cavity with differentially heated vertical walls where the right and left walls are kept at T r and T l , respectively, with T r > T l . The remaining walls are insulated and there is no heat transfer through them. The boundary conditions are no-slip boundary conditions for the velocity at four walls (u = ) and Dirichlet boundary conditions for the temperature at vertical walls. As the horizontal walls are adiabatic, we employ ∂T ∂n = . Figure  shows the physical domain of the thermal driven cavity flow problem. In this test, we follow the parameters set by Cibik and Kaya in [] and take k = , b = , T l = , and T r = . While we consider the air as the cavity filling fluid in our model, we take the fixed value Pr = .. We perform our computations for a Rayleigh number varying from   to   . The performance of the two-grid variational multiscale method (.) is compared with the famous benchmark so- Finally, we show the isotherms and streamlines of natural convection problem with the two-grid variational multiscale Oseen iterative scheme (.) at different Rayleigh numbers. We present these patterns in Figures  and . It is clear from the streamline pattern that, as the Rayleigh number increases, the circular vortex at the cavity center begins to deform into an ellipse and then breaks up into two vortices tending to approach to the corners of differentially heated sides of the cavity. Therefore, we can conclude that the flow is faster as the thermal convection is concentrated. With the increase of Rayleigh numbers, the parallel behavior of temperature isolines is distorted as these lines seem to have a flat behavior in the central part of the region. Near the sides of the cavity, isolines tend to be vertical only. The temperature slopes with Ra =  ×   at the corners of the differentially heated sides are more immersed than the case of lower Rayleigh number. We note that these graphics are also perfectly comparable with the ones given in the investigations of [, , , ]. Both the data and the graphics show the efficiency and effectiveness of the two-grid variational multiscale method. 
