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Abstract: We holographically calculate the partition functions of CFTs dual to Bruhat-
Tits trees and p-adic BTZ black holes. Along the way, we propose new spectral decom-
positions of the Laplacian operator other than the plane-wave basis on these two types of
backgrounds, with both analytical and numerical evidence. We extract the density of states
and hence entropy from BTZ partition function via inverse Laplace transform. Then the
one-loop Witten diagram is computed in the p-adic BTZ black hole background, yielding
constraints on the heavy-heavy-light averaged three-point coefficient of its boundary p-adic
CFT. Finally, for general p-adic CFTs (not necessarily holographic), we analyze the repre-
sentation theory of their global conformal group PGL (2,Qp), and discuss the suitability of
different representations as Hilbert spaces of p-adic CFT.
Dedicated to the memory of Steven Scott Gubser.
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1 Introduction
Explorations in the past three decades between the interplay of algebraic number theory
and string theory have been emerging. Once one defines the p-adic norm, a well-known
phenomenon appears in string scattering amplitudes from adelic products. We can construct
the real Veneziano amplitude A(∞)(s, t, u) for the open bosonic string theory from the
product over all prime numbers of the p-adic Veneziano amplitudes A(p)(s, t, u) [1, 2]
A(∞)(s, t, u) =
[∏
p
A(p)(s, t, u)
]−1
= B∞(1−k1 ·k2, 1−k1 ·k3) ≡
∫
R
dx|x|−k1·k2∞ |1−x|−k1·k3∞ ,
(1.1)
where |x|∞ is the usual norm in R and s, t, u are the Mandelstam variables. An interpreta-
tion of the p-adic string is given by [3], where the open string worldsheet is replaced by a
Bruhat-Tits tree (defined in Section 2.2 therein) and its boundary as the p-adic numbers.
Recently inspired by this perspective, Gubser et al. [4] proposed a toy model of a non-
Archimedean version for the Euclidean AdS/CFT correspondence. In the simplest topology,
the usual continuous bulk is replaced by an infinite, symmetric, and homogeneous (i.e., no
preferred central vertex) tree of uniform valency p+ 1. This tree, known as the Bruhat-Tits
tree (or Bethe lattice), is expressed as the left coset space
Tp ≡ PGL (2,Qp) /PGL (2,Zp) , (1.2)
where PGL (2,Qp) is the p-adic global conformal group1, whose maximal compact open
subgroup is PGL (2,Zp). The definition (1.2) is reminiscent of the hyperbolic 3-space
H3 ' SL(2,C)/SU(2) with boundary P1(C), describing Euclidean asymptotic AdS3. Ad-
ditionally, for the unramified finite Galois extension Qpn of Qp, the tree Tpn has valency
pn + 1 and boundary ∂Tpn = P 1 (Qpn). Using unramified extensions, we are not limited to
just one-dimensional boundaries but we can think of Euclidean AdSn+1 analogous to Tpn .
With this specific discretization of the bulk, one can put physical degrees of freedom
on its vertices. The simplest case is to introduce scalars. Furthermore, the tree as well as
its dual graph can be identified with tensor networks in order to study bulk reconstruction,
quantum error-correction codes [5, 6] and holographic RG flow [7].
One can study more general fields, such as spins, on the trees. The first realization of
spins in p-adic AdS/CFT was introduced by Gubser et al. [8, 9] with results on the bulk
dual to non-scalar operators and dynamical gauge fields. In particular, they computed the
holographic two-point correlator of an operator Oψ dual to a spin state |ψ〉. One of the
main conclusions was that the fermionic two-point correlator is of similar form to the scalar
1It is a totally disconnected locally compact (TDLC) group, but not compact. Its subgroup PSL (2,Qp)
is neither compact nor open.
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two-point correlator up to normalization and a non-trivial sign character resembling the
operators’ statistics.
Given these progresses, the status quo of p-adic AdS/CFT seems rather one-sided in
the sense that the p-adic CFT is not well-formulated, because a Hilbert space is absent.
Melzer [10] and Gubser et al. [4] have shed some light on its OPE structure, but its partition
function and local conformal algebra were not duly explored. As mentioned earlier, it is
very natural to describe global AdSn as a Bruhat-Tits tree. One well-known phenomenon
studied in 3D gravity is the BTZ black hole. Heydeman et al. [5] formulated a p-adic
BTZ black hole, and it serves as one motivation for this paper in the hope of extracting
meaningful information for p-adic CFTs. We calculated the bulk partition function and
showed it has many key features as in [11], such as Bekenstein-Hawking area law in 3D
gravity. We hope this partition function could initiate future works to match the boundary
CFT data.
A meaningful direction to gain more insight on the holographic p-adic CFT’s structure
is to study the constraints on the averaged three-point coefficients for p-adic BTZ black holes
as done in regular BTZ black holes [12]. We found the averaged three-point coefficient for
a p-adic BTZ black hole in the limit of large horizon l to obey a similar exponentially-
decaying behavior e−∆l as for regular BTZ black holes [12], where ∆ is a boundary CFT
data. One would hope to recover this result purely from the Lie algebra representation of
the holographic p-adic CFT. However, we make a strong argument against the existence of
a local algebra, and therefore we turn to the group representations, where a classification
theorem comes in handy. We analyze each case, and propose a way of checking which
representation of p-adic CFT fits the genus-1 bulk calculation.
The rest of this paper is organized as follow. In Section 2, we review mathematical and
physical concepts relevant to p-adic AdS/CFT. In Section 3, we solve Laplace problems on
Bruhat-Tits trees and p-adic BTZ black hole geometries via linear recurrence, and therefore
obtain the partition functions, whose various implications are discussed. In Section 4, we
calculate the one-loop Witten diagram describing the 1-to-2 scattering between two types of
bulk scalars dual to light primary fields on the boundary in the background of a p-adic BTZ
black hole, and the result imposes a constraint on potentially precise formulations on p-adic
CFTs. In Section 5, we review the representation theory on PGL (2,Qp). Furthermore, we
present an analysis on possible group representations as Hilbert spaces for p-adic CFTs.
Finally, we conclude with a discussion of the results and future directions in Section 6.
2 Summary of p-adic concepts
2.1 p-adic numbers
As mentioned in the introduction, in constructing the p-adic AdS/CFT correspondence,
the non-Archimedean field Qp plays an important role. We briefly review Archimedean and
non-Archimedean fields before discussing Qp. Let F be any field with a norm | · |F which
obeys the standard axioms2 for any x, y ∈ F [13]:
2Rigorously speaking, in algebraic geometry and algebraic number theory, these axioms define the term
“valuation” or “absolute value”, differing from the “norm” in functional analysis, whose absolute homogeneity
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1. |x|F ≥ 0 and is saturated when x ≡ 0;
2. |x · y|F = |x|F · |y|F;
3. |x+ y|F ≤ |x|F + |y|F (triangle inequality).
When F is Archimedean, its norm obeys sup (|n|F : n ∈ Z) = ∞; whereas when F is
non-Archimedean, its norm obeys sup (|n|F : n ∈ Z) = 1. The major difference between
Archimedean and non-Archimedean fields is that only the latter has ultrametricity [14]:
|x+ y|F ≤ sup (|x|F, |y|F) , (2.1)
implying that all triangles over an non-Archimedean field are isosceles.
Characteristic of F is defined as the least n such that when one adds up n copies of
1 ∈ F, one obtains zero. Naturally, Q, R, and C are fields of characteristic zero, while the set
of residue classes modulo a prime p is a field of characteristic p [15]. We are concerned with
Qp, a characteristic zero non-Archimedean field. To obtain degree n unramified extensions
Qpn , we adjoin Qp by a primitive (pn − 1)th root of unity [15].
For any prime number p, Qp is a completion of Q with respect to the p-adic norm | · |p
[14]. To define | · |p, we note that any x ∈ Qp\{0} has a unique p-adic expansion
x = . . . a3a2a1a0︸ ︷︷ ︸
in Zp
· a−1a−2 . . . avp︸ ︷︷ ︸
fractional part of x
≡
∞∑
n=vp
anp
n, (2.2)
where an ∈ {0, 1, · · · , p− 1}, and vp is the smallest index such that avp 6= 0 [2]. The p-adic
norm of x is then defined as
|x|p = p−vp . (2.3)
Notice that although 0 ∈ Qp has no p-adic expansion, we naturally define |0|p = 0.
One can ask do other completions of Q exist? The answer is given by Ostrowski’s
theorem [14]: the only non-trivial norms on Q are those equivalent to the | · |p or the
ordinary norm | · |∞. In other words, Qp and R are the only completions of Q. For
unramified extensions of Ostrowski’s theorem for Qpn , see [13, 16].
We here list notations for subsets of Qp used in later sections. We denote the multi-
plicative group of the p-adic field as Q×p ≡ Qp\{0}, the ring of integers of Qp as Zp ≡ {x ∈
Qp : |x|p ≤ 1}, and the set of units in Qp as Up ∈ Zp such that ∀x ∈ Up, |x|p = 1.
2.2 Bruhat-Tits tree
The Bruhat-Tits tree is an infinite tree structure built on equivalence classes of the Q2p-
lattice L, defined by two independent vectors u, v ∈ Q2p, such that:
L = {au+ bv ∈ Q2p|a, b ∈ Zp} . (2.4)
The equivalence relation between the two Q2p-lattices L and L′ is defined as: L ∼ L′ if
L = cL′ for some c ∈ Q×p .
Based on these definitions, a Bruhat-Tits tree is then constructed by assigning each
equivalence class of the Q2p-lattice to one vertex on the tree. It is straightforward to see
replaces the second axiom here. However, we still abuse the term “norm” throughout this paper.
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that by applying the PGL (2,Qp) group actions on a lattice equivalence class, we obtain
another equivalence class. The subgroup PGL (2,Zp) will leave a lattice equivalence class
invariant, so the Bruhat-Tits tree Tp is identified with the coset PGL (2,Qp) /PGL (2,Zp).
On the tree we also need to clarify the meaning of an edge between two vertices.
Therefore, a relation between two lattice equivalence classes L and L′ is introduced as
described in the Appendix of [17]: they are called incident if pL ⊂ L′ ⊂ L.
Using this incident relation to define edges on the Bruhat-Tits tree has two advantages.
Firstly, this relation is reflexive, so the Bruhat-Tits tree becomes unoriented, with exactly
one edge between two adjacent vertices. Secondly, PGL (2,Qp) action on the tree preserves
the incident relation between any two lattice classes, leaving the number of edges between
any two vertices invariant. If we use the edge number as a natural metric on the tree, then
we see that PGL (2,Qp) is its isometry group. This fact is significant, because in usual
AdS/CFT, the bulk isometry group is to be identified with the boundary conformal group.
Indeed, the suitable conformal group for the tree boundary P1(Qp) is the same PGL (2,Qp),
acting in a fractional linear fashion. Therefore, we consider the Bruhat-Tits tree as the only
candidate for p-adic AdS bulk.3
Apart from the formal definition, a Bruhat-Tits tree is also visualized as Figure 1 in
Figure 1: The Bruhat-Tits tree for the 3-adic numbers. The boundary ∂T3 = P 1 (Q3)
represents the infinity.
the representation as follows. From [17], we know that incident to any lattice class (u, v),
there are always p+ 1 other lattice classes: (pu, v) and (u+ nv, pv) where n ∈ Fp taking p
possible values, indicating that the Bruhat-Tits tree is homogeneous with valency p+ 1.
Given the valency, there is a good way to translate the tree into p-adic numbers.
Because any p-adic number has a unique expansion (2.2), it is determined by a unique
sequence of (an), an ∈ Fp. We assign coordinates (z, z0) on the Bruhat-Tits tree, where z0
3Iterative refinements on vertices of a Bruhat-Tits tree in the context of holography is proposed in [18].
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is the prime number p’s exponent, regarded as a level in the tree, and z is a p-adic number
up to O(z0) precision. Therefore, each path on the Bruhat-Tits tree from (z0 →∞) to the
boundary P1 (Qp) uniquely represents a p-adic number.
2.3 An invitation to p-adic CFTs
The majority of CFTs of our interests are “one-dimensional” ones, however, we will see
that all higher-dimensional p-adic CFTs are very similar to ordinary 2D CFTs. We review
Melzer’s axioms [10] on p-adic CFTs. They must have operator product algebras (OPA),
just like ordinary CFTs. The main difference between ordinary and p-adic CFTs is that
local derivatives do not exist in the latter due to Qp being totally disconnected. 4 More
explicitly, this is seen by applying Leibniz’s rule to C-valued functions over Qp, all of which
are locally constant [10]. Finally, to make the OPA complete, all fields are primary (2.9):
φ′a(x
′)(dx′)∆ = φa(x)(dx)∆, (2.5)
and the following OPE must exist
φm(x)φn(y) =
∑
a
Camn(x, y)φa(y) (2.6)
with Camn(x, y) ∈ R.
Here ∆ is the conformal dimension, dx is the Haar measure defined on Qp, and the
transformation x→ x′ ∈ P 1(Qp) is a fractional linear one:
x→ x′ = ax+ b
cx+ d
,
(
a b
c d
)
∈ GL (2,Qp) , (2.7)
so the Haar measure and scalar field transform respectively as:
dx→ dx′ =
∣∣∣∣ ad− bc(cx+ d)2
∣∣∣∣
p
dx, (2.8)
φa(x)→ φ′a
(
ax+ b
cx+ d
)
=
∣∣∣∣ ad− bc(cx+ d)2
∣∣∣∣−∆
p
φa(x). (2.9)
Since the bulk is a Bruhat-Tits tree and the boundary are p-adic numbers, evaluating
correlators are more convenient than in the ordinary case. For instance, the general two- and
three-point functions for local operators O1,O2,O3, . . .with different conformal dimensions
∆1,∆2,∆3, . . . respectively are of similar form to real CFTs’ [4]:
〈O1(z1)O2(z2)〉 = CO1O2|z12|2∆1p
, 〈O1(z1)O2(z2)O3(z3)〉 = CO1O2O3|z12|∆12p |z23|∆23p |z31|∆31p
, (2.10)
up to contact terms. Here zij ≡ zi − zj , ∆12 ≡ ∆1 + ∆2 − ∆3, and the zi-dependence is
completely fixed by the invariance under fractional linear transformations. Ultrametricity
4By totally disconnected for the p-adic numbers, we mean that two open sets are totally disjoint. Whereas
the Archimedean field R is a connected metric space.
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constrains three- and four-point functions to be exact in cross-ratios in the p-adic norm,
unlike the usual ones [4, 10]. The OPE coefficients form an associative algebra and primary
operators can have arbitrary dimensions, but the unit operator must have dimension 0.
Another property worth mentioning about p-adic CFTs is that they are automatically
unitary unlike their Archimedean counterparts. However, as opposed to finite-dimensional
representations of the local sl(2,C) in usual 2D CFTs, the p-adic global conformal group
PGL (2,Qp) lacks a Lie algebra, leading to the absence of a central charge or a good
notion of state-operator correspondence.5 Despite lacking both local conformal algebra and
descendants, we will discuss in Section 5 on allowed group representations of a p-adic CFT.
2.4 p-adic AdS/CFT and BTZ black hole
In order to construct a p-adic version of the BTZ black hole, we first review the ordinary
BTZ black hole, a classic black hole solution to the 3D Einstein equation [21]. A Euclidean
BTZ black hole is described by the following complete pseudo-Riemannian metric [22]:
ds2 =
(
r2 − r2+
)
dt2 +
1
r2 − r2+
dr2 + r2dφ2, (2.11)
where r+ is the outer horizon radius, related to the ADM energy and central charge of the
boundary CFT by [12]
r+ =
√
12E
c
− 1. (2.12)
However, a p-adic BTZ black hole cannot be formulated in a similar way. Although in
[23], Gubser et al. proposed to use edge length dynamics to formulate “gravity” (beyond
linearized) on Bruhat Tits trees, one cannot realize a BTZ black hole from this “gravity”,
because large diffeomorphisms were not included there, and the potential 1-cycle in a would-
be p-adic BTZ black hole makes it topologically different from a Bruhat-Tits tree.
Therefore, we review the p-adic BTZ black hole constructed by Schottky uniformization
proposed in [5], in which it is a quotient of the Bruhat-Tits tree (analogue of the zero-
temperature AdS3), similar to the construction of a regular Euclidean BTZ black hole [24].
In Euclidean AdS3/CFT2 at zero temperature, the bulk is identified with the hyperbolic
space H3 and the boundary is the sphere at infinity S2∞, on which its conformal group is
PSL(2,C), same as the isometry group of H3. Schottky uniformization provides us a way
to construct higher genus elliptic curves on the conformal boundary. In this complex case,
a genus-1 closed curve corresponds to T 2 torus and the solid torus bulk is topologically
equivalent to the BTZ black hole. Generally for a genus-n curve, Schottky uniformization
starts from picking a PSL(2,C) discrete subgroup called Schottky group Γ with n generators
{γ1, · · · , γn}. Each γi has fixed points in S2∞, and the genus-n curve is constructed as S2∞/Γ
after removing those fixed points. The authors in [5, 6] extended this procedure to construct
the p-adic BTZ black hole, which we will review and follow.
For a genus-1 boundary, Γ = qZ is generated by q ∈ C×. Fixed points 0,∞ of the
action by q need to be removed from P1(C) before taking the quotient. We define the
5Examples of ordinary 2D CFTs with c = 0 include special classes of logarithmic CFTs, see [19, 20].
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domain of discontinuity A = P1(C)\{0,∞} and hence the quotient C ≡ A/qZ. Meanwhile,
we also take the quotient of the bulk H3, and the total quotient space is H3/qZ ∪C, which
is visualized as a solid torus. We should mention that the generator γ can be written in
terms of parameter q = e2piiτ , where τ ∈ C is the torus’ moduli.
In the BTZ black hole (2.11), r+ is a solution-classifying parameter to be realized in
Schottky uniformization. Note that the Schottky group qZ’s generator γ can be written as:(
q
1
2 0
0 q−
1
2
)
∈ PSL(2,C). (2.13)
The Schottky parameter q is written in terms of horizon radius q = e2pir+ [5, 6], so r+ =
1
2pi log q, proportional to the Bekenstein-Hawking entropy.
A torus T 2 is the same as a complex lattice Z + τZ, τ ∈ C, while in the p-adic case,
this viewpoint is not true due to p∞ → 0 forcing many lattice equivalence classes to be
0. However, we could still select one Schottky group Γ, a discrete subgroup of PGL (2,Qp)
to form genus-n curves from P1 (Qp). The genus-one curve is the Tate uniformized elliptic
curve Eq = Q×p /qZ and genus-n curve is the Mumford curve. We demonstrate the genus-
one example by picking Γ generated by q ∈ Q×p . Again we remove its fixed points, which
are still {0,∞}, from P1 (Qp), then the total space including bulk and boundary is B =
Tp ∪
(
P1 (Qp) \ {0,∞}
)
, where Tp is the Bruhat-Tits tree from Section 2.2. The quotient
B/qZ is visualized as a graph with one regular polygon at the center. On each vertex of
the polygon, a “Bruhat-Tits” inhomogeneous subtree is attached as seen in Figure 2.
Figure 2: (l = 3, p = 3) BTZ black hole is at the center. The dotted lines represent the
Bruhat-Tits tree structure repeating itself in a fractal fashion.
This graph could also be considered as a p-adic BTZ black hole, whose horizon area is
the number of edges l of the central polygon, with l related to the Schottky parameter q
– 8 –
via l = logp |q|p.6 This also adds a restriction: |q|p > 1. In Sections 3 and 4, we will use
the above graph as the p-adic BTZ black hole and perform calculations on it.
3 Path integrals
In this section, we try to calculate the partition function of the boundary p-adic CFT
directly from the bulk by resorting to the GKPW dictionary. Recall for a boundary operator
O [25, 26]
Zgrav[φ
i
∂(x); ∂M ] =
〈
exp
(
−
∑
i
∫
ddxφi∂(x)Oi(x)
)〉
CFT on ∂M
. (3.1)
When we set field values φi∂ on the conformal boundary to be zero, it is expected to calculate
the CFT partition function.
In our case, the bulk path integral on a Bruhat-Tits tree, is
Ztree =
∫
Dφae−Stree[φa], (3.2)
where the action Stree[φa] is for massive scalar fields with sources on the tree, and the
subscript “a” labels vertices. Naturally, this action is [4]
Stree[φa] =
∑
〈ab〉
1
2
(φa − φb)2 +
∑
a
(
1
2
m2pφ
2
a − Jaφa
)
(3.3)
with a and b labelling the tree’s vertices and
∑
〈ab〉 refers to summing over adjacent vertices
on the tree, and Ja is a source.
As expected, the linearized equations of motion for a scalar field φa are(
+m2p
)
φa = Ja, (3.4)
but with a modification to the regular Laplacian. The modification is that the Laplacian
here is the lattice/graph Laplacian7 and is defined as a a positive definite operator
φa ≡
∑
〈ab〉
(φa − φb). (3.5)
With this Laplacian to our disposal, the desired partition function is easily calculable via
Zφ =
1√(
+m2p
)′ , (3.6)
where the superscript ′ means omitting zero modes, which is absent as we will see later.
6The logp denotes the ordinary logarithm with base p, not the p-adic logarithm.
7Connection Laplacian [4] and Hodge Laplacian [5, 23] are proven to be equivalent on Bruhat-Tits tree.
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Another way to obtain the partition function is through the use of a tensor network
formulation for p-adic AdS/CFT by [7]. These authors put a tensor network on the Bruhat-
Tits tree, similar to [5] but different from the dual graph in [6]. Then by making analogies
with ordinary diagonal CFTs8, their proposed “torus” partition function is9:∑
a
|q|∆a . (3.7)
Here a labels all primary fields, and ∆a’s correspond to arbitrary scaling dimensions accord-
ing to Melzer’s axioms, and are compatible with the associative operator product algebra.
Conspicuously, multiplicities here are all one, which is not the case for ordinary non-diagonal
2D CFTs.
A caveat is that our calculations are only for bulk scalar fields and not for the real
gravitational contributions to the presumably full bulk path integral.10 In the following
three subsections, we first turn off the mass m2p, and then turn it back on near the end of
this section.
3.1 Laplace problem on Bruhat-Tits trees
We first define a few concepts on the Bruhat-Tits tree to be used in later sections. On this
tree, one can arbitrarily pick the central point and assign any vertex with “depth n,” the
number of edges going outwards from the center to that vertex, and the center has depth
0.
When we talk about scalar fields on the Bruhat-Tits tree, we refer to a real-valued scalar
function globally defined on each vertex of the tree. The spectrum has been considered in
to some extent, for example in [27], and here we solve the problem in more settings.
We show the isotropy of the spectrum, i.e. the lack of angular modes, as follows: one
starts from the conformal boundary placed at a fictitious finite radial cut-off, which will
later be taken to infinity, with boundary condition φ|∂Tp ≡ φN = 0, then p of them connect
to one inner point with value φN−1. This point connects to a point further inwards with field
value φN−2. Following the definition of Laplacian (3.5) and denoting the eigenvalue of the
function φi, i = 1, . . . , N as λ, there is a local recursion relation around the valency-(p+ 1)
vertex:
p(φN−1 − 0) + (φN−1 − φN−2) = λφN−1, (3.8)
implying φN−2 = (p+1−λ)φN−1. Now at the depth n = N−1, for another point connecting
to the point with value φN−1, we suppose it has another value φ˜N−1 6= φN−1. This value
must satisfy the same relation (3.8) with a fixed φN−2. Thus, we have φ˜N−1 = φN−1.
By induction on depth n, one can show that all field values of the same depth n on the
8“Diagonal” means that torus partition functions are diagonal invariants, such as Liouville theory and
(A,A)-series minimal models, e.g. Ising model. Non-diagonal CFTs are the majority, and include logarith-
mic CFTs, ŝu(2) WZW models in D and E series, and (A,D)-, (A,D)-, (A,E)- and (E,A)-seires Virasoro
minimal models, where (A4, D4), i.e. the 3-state Potts model being the simplest one.
9To be precise, it is a genus-1 Tate curve on the boundary of Bruhat-Tits tree.
10Attempts at formulating gravity on Bruhat-Tits trees include [23], but our techniques do not apply to
calculating gravitational partition functions there.
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Bruhat-Tits tree are equal and we denote them as φn; this is due to the fact that the single
central vertex is reached in the same number of steps starting from all boundary points.
We consider the sourceless case where J = 0 in (3.4). The recursion relation starting
from n = 2 for φn now reads
p(φn−1 − φn) + (φn−1 − φn−2) = λφn−1, (3.9)
whose characteristic equation has two roots:
α± =
1 + p− λ±√(λ− p− 1)2 − 4p
2p
. (3.10)
Field value at depth n equals the general solution to (3.9)
φn = c+α
n
+ + c−α
n
−, (3.11)
we solve for coefficients c± with two initial conditions at depths 1 and 2:
φ1 =
(
1− λ
p+ 1
)
φ0, φ2 =
p+ 1− λ
p
φ1 − φ0
p
=
(
1− 2λ
p
+
λ2
p+ p2
)
φ0, (3.12)
where φ0 at the center is not fixed. The coefficients are
c± =
[
1
2
± p
2 − 1− λp+ λ
2(p+ 1)
√
(p+ 1− λ)2 − 4p
]
φ0. (3.13)
By performing various kinds of numerics, we see that surprisingly, all roots of the
degree-n polynomial equations for any p (primes and non-primes alike) are real. When n is
odd, there is one universal root λ = p+1. All roots are real regardless n being even or odd.
Also, the constant term in the polynomial φn(p, λ, φ0) is always φ0, while the coefficient
of the highest-degree term is always (−1)Nφ0/
(
pN + pN−1
)
. Then by Vieta’s formula, the
product of all roots of the polynomial in λ is
pN + pN−1 (3.14)
which is in fact insensitive to the exact boundary value of φN .
Since − log det () is radius-like divergent ∼ N , in principle we are supposed to reg-
ularize it by local counterterms. We notice that the number of boundary points is also
pN + pN−1, which dominates the number of points in the bulk for large N :
(p+ 1)pN − 2
p− 1
N→∞−−−−→ p
p− 1
(
pN + pN−1
)
. (3.15)
Giving this observation, let us first recall that in the usual AdS3/CFT2, there are several
places where various divergences appear. First, in the one-loop determinant of +m2 for
a massive scalar on H3 [28],
1
2
V ol
(
H3
) ∫ dt
t
e−(m2+1)t
(4pit)3/2
, (3.16)
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there are 1/t UV divergence and V ol
(
H3
)
IR divergence, both removable by local coun-
terterms. In another context, for the on-shell Einstein-Hilbert action with constant metric:
1
16piG
∫
d3x
√
g (R− 2Λ) = V
4piGl2
, (3.17)
where the cosmological constant Λ = −1/l2 with l being the AdS3 radius, and V is the
spacetime volume, one can introduce a height cutoff  in the upper-half space model. Then
the regularized volume becomes [29]:
V(r) = pil
3
(
r2
22
− 1
2
− ln r

)
, (3.18)
where the first boundary-area divergence can be removed by adding a boundary term local
in boundary metric, and the second logarithmic divergence can be removed by a local
counterterm.
In our case, the situation is different from these usual cases, since our boundary area
appears in eS instead of the action S. The naive speculation is that the volume (i.e. number
of vertices) on a Bruhat-Tits tree grow exponentially instead of power-law. By mimicking
the removal of boundary-area divergence above, we propose the partition function:
Ztree =
(
p
p− 1
)1/2
. (3.19)
We then investigate the behavior of the smallest and the largest eigenvalues of the
Laplacian  as N → ∞ at a fixed p. We used Newton’s method to find the upper bound
on λ1 and the lower bound on λN , and they seem to converge numerically; although inter-
mediate eigenvalues do not converge, which is natural since the number of them increases
as N increases. For example, see Figure 3 when p = 5 and N = 3, . . . , 51. Via Newton’s
method, we obtain the lower bound ∼1.52786 after 8036 iterations, and the upper bound
∼10.4721 after 474 iterations.
Now we pursue in finding the eigenfunctions on Bruhat-Tits trees. Unlike discrete
Laplacians on a multidimensional regular rectangular grid with Dirichlet boundary condi-
tions, the universal solutions to the second-order linear recurrence cannot be expressed in
terms of a linear combination of Chebyshev polynomials of the first and the second kinds
due to the nontrivial topology of Bruhat-Tits trees. The first expression in (3.12) contains
a constant term φ0, so there is no inner product over a finite real interval [−a, a] which
makes φ1 and φ2 orthogonal to each other. Another way to see this impossibility is that
there is a linear term in λ for the second expression in (3.12).
Numerically, we observe that the decay is almost exponential, but faster than the
asymptotically decay ∼ z−1/2 of Bessel functions of first and second kinds Jα(z) and Yα(z).
In Figure 4, we plot the real part11 of log (φn/φ0) , n = 1, . . . , 51, N = 51. The large but
finite negative value is an artifact that we can only compute for finite N ; ideally we should
get log 0. Notice that although their semi-log plots look almost the same, at least to the
naked eye. However, if one plots their face values, they look quite different and consistent
with the approximate orthogonality.
11The field value φn can be negative at many different depths n.
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(a) Convergence of the smallest eigenvalues. (b) Convergence of the largest eigenvalues.
Figure 3: Numerical bounds on the smallest and the largest eigenvalues via Mathematica’s
NSolve, as the fictitious boundary cutoff N increases up to 51. They agree with results
from Newton’s method.
(a) Asymptotics at the smallest eigenvalue. (b) Asymptotics at the largest eigenvalue.
(c) Asymptotics at the 7th largest eigenvalue. (d) Asymptotics at the 32th largest eigenvalue.
Figure 4: Asymptotics of Re [log (φn/φ0)] evaluated at different eigenvalues as the cutoff
N increases, with p = 41.
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On the other hand, within the exponentially decaying envelope, φn is discretely os-
cillating around zero as n increases. This oscillatory behavior is shown in Figure 5 after
stripping off the exponential envelope.
(a) Oscillation of φn/φ0 at the 15th largest eigen-
value for p = 239.
(b) Oscillation of φn/φ0 at the 33th largest eigen-
value for p = 239.
Figure 5: Oscillations of eigenvalues over the cutoff N , where red dots are data points
from Mathematica’s NSolve, and blue sinusoidal curves with phase shifts are fittings with
frequencies n i−1N−1pi for the φn/φ0 at the s
th largest eigenvalue, n = 1, . . . , N − 1, i =
1, . . . , N .
Based on numerics, for a radial cutoff at depth N , we propose the following ansatz:
φn,i = p
−n/2 cos
(
kn
i− 1
N − 1pi + ψ
)
φ0,i , (3.20)
where 1 ≤ i ≤ N labels N eigenvalues, n is the depth, and k and ψ are to be determined.
After plugging this ansatz for φn,i into the recurrence relation (3.9), we obtain:
0 =p1/2 sin
(
kn
i− 1
N − 1pi + ψ
)
+ (λi − p− 1) sin
(
k
(i− 1)(n− 1)
N − 1 pi + ψ
)
+ p1/2 sin
(
k
(i− 1)(n− 2)
N − 1 pi + ψ
)
= sin
(
k
(i− 1)(n− 1)
N
pi + ψ
)[
2p1/2 cos
(
k
i− 1
N − 1pi
)
+ (λi − p− 1)
]
.
(3.21)
The eigenvalues are asymptotically
λi = p+ 1− 2p1/2 cos
(
k
i− 1
N − 1pi
)
. (3.22)
Integer k in the frequency in (3.20) can freely vary ab initio, but by simply plotting the
spectrum {λi} agaisnt i at a fixed N , we can see that the profile is monotonically decreasing
as in Figure 6. Hence k is fixed to be 1. The validity of this frequency is numerically
tested up to p = 2477 (larger p’s do not increase computational complexity significantly).
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Figure 6: The spectrum {λi} of Laplacian  when the cutoff is N = 51, ordered from the
largest to the smallest, agreeing with (3.22) with k = 1. The horizontal axis is 1 ≤ i ≤ N ,
not cutoff N or depth n.
However, the phase shift ψ in (3.20) has to be determined numerically and is conveniently
unimportant for us.
The eigenvalues (3.22) are exact only if they correspond to φn,i in (3.20) at large depth
n (i.e. far away from the initial condition (3.12) at the center) and N → ∞. For p = 5,
we see that the largest and the smallest eigenvalues are asymptotically 6 ± 2√5. These
are consistent with results from Newton’s method as well as Vieta’s formula in the sense
that the summation of the eigenvalues (3.22) is exactly (p + 1)N . Additionally, all the
eigenvalues are confined within an interval
[−2√p, 2√p].12
Overall, this is a different spectral decomposition of Laplacian on Bruhat-Tits tree than
the plane-wave basis [3, 5, 27], in that eigenfunctions here may oscillate around zero. Also
a key feature of discrete Laplacian here on trees is that solutions to the Laplace’s equation
averaged over the circular boundary P 1 (Qp) is not equal to the value at the center, as
opposed to the continuous Laplacian.
Finally, it is a trivial exercise to change the valency to pn + 1 in the recurrence (3.9)
and repeat everything above if one wants to study the scalar on Tpn which models AdSn+1.
3.2 Laplace problem on BTZ graphs
We now turn to study the Laplace problem for BTZ black holes. Conceptually, to calculate
the determinant of Laplacian , we are not able to use its heat kernel as did in [28] for
continuous AdS3, because the BTZ graph is essentially a constant-time slice [5], and there
is no good notion of “time”.
In terms of recursion relations here, the only modification on the linear recurrence for
a BTZ graph are the initial conditions on φ1 in terms of φ0 as explained below.
The major difference between a p-adic BTZ black hole and Bruhat-Tits tree is that
the field values on the event horizon (depth 0) could be different. Given the horizon’s area
12Similarly-looking bounds on eigenvalues in the context of principal series representation of GL (2,Qp)
without boundary conditions on a Bruhat-Tits tree were obtained in [27] (Theorem 5.4.2).
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l, the field values are labeled as φ0,0, φ0,1, . . . , φ0,s, . . . , φ0,l−1, where a specific s labels a
horizon vertex as well as the entire subtree rooted at that vertex mentioned in Section 3.2.
Now, as shown in Figure 7, we go inwards from the boundary where the fields vanish
and label the field value on the layer next to the boundary as φN−1. All following discussions
are on the subtree rooted at vertex s on the horizon.
Figure 7: Going from the boundary towards the center, with the initial condition (3.23).
The initial condition on the boundary of subtree s is
φN−2,s = (p+ 1− λt)φN−1,s, t = 0, . . . , l − 1, (3.23)
where φN,s is a free parameter, and the subscript t in eigenvalue λt will be explained later:
although it shares the same range as s, it has a different physical meaning, and by definition
it does not depend on s. The linear recursion relation towards the central horizon is exactly
the “reverse” of (3.9):
φn,s + (λt − p− 1)φn−1,s + pφn−2,s = 0, 2 ≤ n ≤ N − 1, (3.24)
and the field values are
φn,s = c+,t (φN−1,s) · αn+,t + c−,t (φN−1,s) · αn−,t, (3.25)
where (c+,t (φN−1,s) , c−,t (φN−1,s)) and (α+,t, α−,t) are pairs of Galois conjugates as before.
We denote the ratio between field values on the first layer (depth 1) and those on the
horizon as k ≡ φ1,s/φ0,s. This ratio k is isotropic around the loop without a subscript s
because it is solely determined by the recursion relation (3.24) for n = 2. At the same
depth n, although φn,s may vary among subtrees rooted at different horizon vertices s, they
remain homogeneous within the same subtree as explained right below (3.8).
However, k still depends on α±,t and thus λt, so we denote it by kt(λt). We examine
the recursion relation around the event horizon:
φ0,s+2 − [(p− 1)(1− kt(λt))− λs + 2]φ0,s+1 + φ0,s = 0 (3.26)
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with the periodic boundary condition13, and intuitively all L later on will be replaced by
2L. φ0,0 = φ0,l shown in Figure 8.
Figure 8: Going around the horizon with recursive relation (3.26).
On the other hand, the necessary and sufficient condition for the existence of periodicity
in a second-order linear recurrence like (3.26) is that the two solutions r+, r− to its quadratic
characteristic equation are roots of unity (not necessarily primitive). Suppose r+ = e
2piiw
q is
the qth root of unity and r− = e
2piiw
′
q′ is the q′th root of unity, then the period is lcm(q, q′).
Our period here is l, the horizon length.
The solutions to (3.26) are:
r±,t =
1
2
{
((p− 1) (1− kt(λt))− λs + 2)±
√
[(p− 1)(1− kt(λt))− λs + 2]2 − 4
}
, (3.27)
then it is clear from Vieta’s formula that
(p− 1)(1− kt(λt))− λs + 2 = +2 cos
(
2pit
l
)
(3.28)
and √
4− [(p− 1)(1− kt(λt))− λs + 2]2 = +2 sin
(
2pit
l
)
. (3.29)
If we denote the discriminant in (3.27) as δ, then we note that it is impossible to have:
+
√
δ
2i
= sin
2pi
q
, −
√
δ
2i
= sin
2pi
q′
, 0 < q 6= q′ ≤ l, l = lcm(q, q′) > 2 (3.30)
in the exponents of roots of unity r+ and r− because
sin
2pi
q
+ sin
2pi
q′
= 2 sin
(
q + q′
qq′
pi
)
cos
(
q′ − q
qq′
pi
)
= 0 (3.31)
13We might consider anti-periodic boundary conditions for fermions as in [8]
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indicates that (q + q′)/qq′ = 0, 1 or (q′ − q)/qq′ = 1/2, 3/2. The first equation implies that
q = q′ = 2 and the second equation implies that q = 1, q′ = 2. Hence, r+ and r− are both
Lth roots of unity, and are complex conjugates to each other.
Then we have
kt(λt) = 1− 1
p− 1
(
2 cos
(
2pit
l
)
+ λt − 2
)
, t = 0, . . . , l − 1, (3.32)
with double degeneracies kt(λt) = kl−t(λl−t). To avoid overcounting, we observe that pairs
(kt(λt), λt) and (kl−t(λl−t), λl−t) correspond to the same oscillation mode along the horizon,
because t⇐⇒ l− t is equivalent to swapping solutions r+,t and r−,t to (3.27), so that upon
solving the initial conditions φ0,0 = A+B and φ0,1 = Ar+,t +Br−,t, all φ0,s’s are invariant
under this swapping. Then the maximum value of t should be bl/2c.
Let us look deeper into this kt(λt), by stepping outwards away from the horizon. Start-
ing from depth 1, we adopt the same recursion as used in the Bruhat-Tits tree case. There-
fore, the recursion relation stays the same as (3.9) for any depth n > 2 implying that α±
are unchanged as in (3.10). When n = 2, φn−2 there is replaced by φ0,s, s = 0, . . . , l − 1,
and φn−1 becomes φ1,s = kt(λt)φ0,s. Then, the initial condition gives:
c˜±,t (φ0,s) =
(
1
2
± (p+ 1)(p+ 1− λt)− 4p cos
(
2pit
L
)
2(p− 1)√(1 + p− λt)2 − 4p
)
φ0,s. (3.33)
Numerically, we observe that the coefficient of the highest degree in λt for the polynomial
φN,s =
(
c˜+,t (φ0,s) · αN+,t + c˜−,t (φ0,s) · αN−,t
)
φ0,s is (−1)Nφ0,s/
(
pN − pN−1), where α+,t and
α−,t are the same as in (3.25). Thus, the constant term is
1
pN − pN−1
(
pN + pN−1 + 2
N−2∑
i=0
pi − 2 cos
(
2pit
l
)N−1∑
i=0
pi
)
φ0,s. (3.34)
The product of all roots is independent of index s:
pN + pN−1 + 2
pN−1 − 1
p− 1 − 2
pN − 1
p− 1 cos
(
2pit
l
)
. (3.35)
Note that (3.35) is the product of eigenvalues for one specific t. In order to account for all
periods, we must multiply contributions from all t and we shift t by 1 in the product to
obtain:
dl/2e∏
t=1
{
−p
N − 1
p− 1
[
2 cos
(
2pit
l
)
+
(
−
(
2
pN−1 − 1
p− 1 + p
N−1 + pN
)/
pN − 1
p− 1
)]}
=

(
pN−1
p−1
) l
2
[
2Tl
(
pN−1(p2+1)−2
2(pN−1)
)
− 2
] 1
2
l even,(
pN−1
p−1
) l
2
[
2Tl
(
pN−1(p2+1)−2
2(pN−1)
)
− 2
] 1
2
[
pN+1+pN−1−2+2(pN−1) cos(pil )
p−1
] 1
2
l odd,
(3.36)
where Tl is the lth Chebyshev polynomial of the first kind, and we have used its reflection
symmetry Tn(−x) = (−1)nTn(x).
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For large N , we have:
√
2
(
pN
p−1
) l
2
[
Tl
(
p2+1
2p
)
− 1
] 1
2
l even,
√
2
(
pN
p−1
) l
2
[
Tl
(
p2+1
2p
)
− 1
] 1
2
[
pN−1(p2+1+2p cos(pi/l))
p−1
] 1
2
l odd.
(3.37)
Since N is really an infinite quantity, we need to fully forget all subleading terms in (3.37).
Because of this, there are no descendants and agrees with Melzer’s non-Archimedean
CFT axioms [10], and Chebyshev polynomials do not serve as counterparts of the usual
degeneracy-counting function 1/η(−1/τ) in 2D CFTs.
Furthermore, if l and p are not small, we use the explicit expression Tl(x) = cosh (larccoshx)
for x ≥ 1, then we obtain 
(
pN+1
p−1
) l
2
l even,(
pN+1
p−1
) l+1
2
(
p+1
p
)
l odd.
(3.38)
Now we can already see that det () is divergent exponentially as plN when N →∞, which
is very different from the number of boundary points l(p−2)(p−1)N−1, or the total number
of points in the BTZ graph lpN . So we cannot directly obtain a finite answer using the
similar argument which leads to (3.19), and the unregularized partition function is:14
ZBTZ =

(
p−1
pN+1
) l
4
l even,(
p−1
pN+1
) l+1
4
(
p
p+1
)
l odd.
(3.39)
Apart from the divergence, (3.39) is very similar to the partition function of a BTZ
black hole in the usual Euclidean AdS3 at leading order, as reviewed in Appendix B.
In summary, we have to undergo three recurrences to solve the Laplace problem on a
p-adic BTZ black hole:
1. From the asymptotic boundary to the horizon15, using recurrence (3.24);
2. Go around the horizon once, using recurrence (3.26);
3. From the horizon to the asymptotic boundary, using recurrence (3.9).
Since the recurrence relation (3.24) for depth n > 2 is the same as the one in Bruhat-
Tits tree (3.9), the asymptotic behavior of eigenfunction and eigenvalues stay the same as
in (3.20) and (3.22), respectively. We are still in the “evanescent wave” basis as in Section
3.1.
Now we perform the non-Wick-rotated inverse Laplace transform on the partition func-
tion (3.39) to obtain the density of states. To this end, we need to do two radical things:
14Since our divergence originates from a divergent number of eigenvalues as N →∞, one might try zeta
function regularization. However, since eigenvalues here are complicated factors of Chebyshev polynomials,
we do not see an easy way out; we hope to revisit this issue in the future.
15Skipping Step 1 results in a messy situation, as explained in Appendix A.
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• Firstly, we strip off the divergent factor in (3.39) by hand, since otherwise the density
of states to be obtained would be very negative numbers;
• Secondly, we regard l as “1/β ∼ i/τ > 0” for a non-rotating BTZ. Although in our
p-adic setup, there is no mathematically rigorous τ ∈ C, in order to do the integral
transform, we need to turn on an auxiliary imaginary part of the inverse temperature
momentarily, so that β˜ = β + iβ′, β′ ∈ R.
Then going from the canonical ensemble to the microcanonical ensemble, we have
ρ(E) = L−1
{
ZBTZ
(
β˜
)}
(E) =

1
2pii
∫ β+i∞
β−i∞ dβ˜e
β˜E (p− 1)1/4β˜ l even,
1
2pii
∫ β+i∞
β−i∞ dβ˜e
β˜E (p− 1)1/4β˜+1/4
(
p
p+1
)
l odd.
(3.40)
However, the second expression cannot be evaluated explicitly, so we focus on the high-
temperature limit as β → 0 so that 1/4β˜ + 1/4 ≈ 1/4β˜, and from now on we do not treat
even and odd l separately, because they only differ by a factor pp+1 . Then we get
ρ(E) =
ln(p− 1)
8
0F1
(
; 2;
E ln(p− 1)
4
)
+ δ(E), (3.41)
for all primes p, where 0F1 is the confluent hypergeometric limit function, and is related to
the modified Bessel function of the first kind as
Iα(x) =
(x/2)α
Γ(α+ 1)
0F1
(
;α+ 1;
x2
4
)
. (3.42)
In (3.41), we have ∝ I1
(√
E ln(p− 1)
)
, and it goes to zero as E → 0. Its asymptotic
behavior of 0F1 as x→∞ is
0F1 (;α;x) ≈ x−(α−1)/2Γ(α) e
2
√
x√
2pi
√
x
(
1− 4(α− 1)
2 − 1
16
√
x
+ . . .
)
(3.43)
so in semi-classical limit, for positive energy, we discard Dirac delta and its derivative in
(3.40). When p > 3, we have
ρ(E) ≈ ln
1/4(p− 1)√
2pi
e
√
E ln(p−1)E−3/4
(
1− 3
8
√
E ln(p− 1) +O(E
−1) + . . .
)
. (3.44)
Finally and straightforwardly, the Bekenstein-Hawking-like entropy is
S ≈
√
E ln(p− 1)− 3
4
lnE +
1
4
ln (ln(p− 1))− 1
2
ln(2pi)− . . . , (3.45)
where the second term is the famous logarithmic correction terms previously discovered
in [30, 31]. This result is also consistent with the “species problem” [32] because we are
calculating scalar fields all the time. One can also derive the Cardy-like formula [33–35] via
saddle point approximation on (3.40).
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The usual Benkenstein-Hawking entropy of black holes from Cardy-like formula has
4pi
√
Ek as the leading term [11], where k is proportional to the Brown-Henneaux central
charge 3l/2GN [36]. By comparing this with (3.45), we see that our ln(p − 1) is like k.
However this raises a puzzle, because increasing valency of the tree should increase the
curvature, corresponding to decreasing k in the continuous AdS3.16 We will discuss this
near the end.
Another standalone case of (3.41) is p = 3, since ln 2 < 0, and the asymptotic expansion
(3.43) is only true when | arg x| < pi/2. Now 0F1 is related to the Bessel function of the
first kind as
Jα(x) =
(x/2)α
Γ(α+ 1)
0F1
(
;α+ 1;−x
2
4
)
, (3.46)
and Jα(x) has the following asymptotics for real x→∞:
Jα(x) ≈
√
2
pix
cos
(
x− αpi
2
− pi
4
)
, (3.47)
so the semiclassical limit of density of states is
ρ(E)|p=2 ≈ 2
√
2
(− ln 2)3/4√
pi
E−3/4 cos
(√−E ln 2− 3pi
4
)
, (3.48)
which is a pathological result due to the oscillatory nature. It seem that a 3-adic BTZ black
hole is unstable.
The continuous integral transform (3.40) is justified because in high-temperature regime
l→∞, the separation between two adjacent discrete inverse temperatures is ∼ 1/l2. On the
other hand, if we do not perform coarse-graining, we need to do the discrete inverse Laplace
transform. Superficially, the discrete inverse Laplace transform has the same expression as
the one used in going from canonical partition function ZN (β) for N particles to grand
partition function Z(β, µ):
Z(β, µ) =
∞∑
N=0
(
eµβ
)N
ZN (β), (3.49)
but here the temperature is held fixed, and particle number is the analogue of p-adic discrete
temperature.17 Unfortunately in our case, the Z-transform does not yield a closed form so
we stick to the continuous approximation (3.40).
Let us examine more details on the density of states. At low energy E0, we integrate
the density of states (3.41) over the interval [E0, E0 + ] with a small but finite ∫ E0+
E0
dEρ(E) =
ln(p− 1)
8
0F1
(
; 2;
E ln(p− 1)
4
)∣∣∣∣E0+
E0
, (3.50)
16Since the Bruhat-Tits tree has no holonomy, defining a Riemann tensor is arduous. Yau et al. [37] were
able to define a Ricci curvature κxy on graphs without a Riemann tensor, but in terms of the edge lengths
axy, from which Gubser et al. [23] found that on-shell the tree has a constant negative Ricci curvature
κxy = −2 p−1p+1 and the edge length fluctuations are massless modes.
17This transform is also called a unilateral Z-transformation, with the less common but equivalent defi-
nition where powers are positive, same as probability generating functions.
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although there is no particle interpretation in ordinary 2D CFTs (roughly because their
correlators have no simple poles), and we expect so in p-adic CFT, in the bulk we can view
the tree as a lattice, and number of vertices equals the number of degrees of freedom (or
“particles”), which is lpN . The low-energy limit of (3.50) is
1
8
0F1
(
; 2;
ln(p− 1)E0
4
)
ln(p−1)+ 1
128
0F1
(
; 3;
ln(p− 1)E0
4
)
ln2(p−1)2 +O(3). (3.51)
Small-argument behavior of 0F1 is just 1, so we have:
1
8
ln(p− 1)+ 1
128
ln2(p− 1)2 +O(3) < 1
16
ln(p− 1)
∞∑
i=1
(i+ 1)i =
(2− )
16(− 1)2 ln(p− 1),
(3.52)
which is a constant polynomial in total number of “particles”, hence satisfying the sparsity
condition on in [38, 39] on the number of low-energy eigenstates in a gapless 1D system with
a local Hamiltonian18, hence in principle one is able to approximate the Hilbert subspace
near the ground state in the supposedly dual p-adic CFT. This may be worth investigating
in the future.
3.3 Turning on the scalar mass
The on-shell masses squared of a bulk scalar in (3.3) are real [4, 5]:
m2p = −
1
ζp(∆− 1)ζp(−∆) = −(p+ 1) + 2
√
p cosh
[(
∆− 1
2
)
ln p
]
, (3.53)
where the p-adic or “finite” local zeta function ζp(s) is defined as:
ζp(s) ≡ 1
1− p−s , (3.54)
which obtains its name because the real Riemann zeta function ζ∞(s) can be constructed
from Euler’s adelic product:
ζ∞(s) ≡
∞∑
n=1
1
ns
=
∏
primesp
ζp(s) =
∏
p
1
1− p−s . (3.55)
Then we have the Breitenlohner-Freedman (BF) bound m2BF,p = −1/ζp(−n/2)2, and
p∆± =
1
2
[
(1 + pn + 1/m2)±
√
(1 + pn + 1/m2)2 − 4pn
]
. (3.56)
Due to the inversion symmetry of ζp(s), m2 in (3.53) is invariant under ∆→ 1−∆.
We adopt the same convention on the solutions to (3.53) as in [4], i.e. ∆ = ∆+ > n/2.
Then for massless scalars, ∆ = n, so we are restricted to ∆ = 0, 1 when n = 1.
Now we hope to calculate partiton function when φ is massive, which amounts to
calculating the determinant of +m21. We relate the field polynomial φtreeN (λ) (φBTZn,s (λs)
18We thank Ning Bao for pointing out these references.
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(a) p = 5, n = 1. (b) p = 5, n = 2.
Figure 9: Scalar mass m2 as a function of conformal dimension ∆. m2 > 0 when ∆ > n.
for BTZ black holes) resulting from the boundary condition φ|∂T ≡ φN = 0 with the
“monic” (up to (−1)N ) characteristic polynomial PN (λ) =
∏N
i=1 (λi − λ) = det (− λ1) of
the Laplacian . What we have calculated in the previous two subsections are essentially
PN (0), the constant term of PN (λ), and now we perturbatively investigate PN
(−m2), i.e.
the determinant det
(
+m21
)
=
∏N
i=1
(
λi +m
2
)
.
It is important that λi’s are always greater than the BF boundmBF,pn = −1/ζp(−n/2)2,
which is mBF,p = −
(√
p− 1)2 for n = 1, whose absolute value is strictly smaller than all
eigenvalues for both Bruhat-Tits trees and BTZ black holes in (3.22). Hence, we will not
encounter issues of alternating signs upon calculating determinants of +m21.
In principle, one could possibly use minimal polynomials for Gaussian integers to study
powers of Galois conjugates. However, we will proceed in a more combinatorial approach.
3.3.1 On Bruhat-Tits trees
Since the polynomial φN (λ) in λ always has the constant term 1, we need to rescale it to
be monic up to (−1)N :
P treeN (λ) ≡ φtreeN (λ)/φtree0
N∏
i=1
λi =
(
pN + pN−1
)
φtreeN (λ)/φ
tree
0 , (3.57)
where P treeN (λ) is defined in (3.11), so that P
tree
N (0) = p
N + pN−1.
By denoting x ≡ p− λ+ 1, we can rewrite P treeN (λ) as
1
2(2p)N
n∑
k=0
(
N
k
)
xk(x2−4p)N−k−12
{[
(x2 − 4p) 12
(
1 + (−1)N−k
)]
+
p− 1
p+ 1
x
[(
(1 + (−1)N−k−1
)]}
.
(3.58)
Repeatedly applying the binomial theorem in a nested fashion gives us the following results:
• The linear term of P treeN (λ) is, since p 6= 1:(
−NpN−1 − 2
N−1∑
i=1
ipi−1
)
λ =
(N + 2p−Np2)pN − 2p
p(p− 1)2 λ, (3.59)
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which goes to −N p+1p−1pN−1λ when N is large;
• The quadratic term is
N−2∑
i=0
pi
[
(i+ 1)(i+ 2)
2
+ (i+ 1)(i+ 2)(N − i− 2)
]
λ2
=
1
2p(p− 1)4
[
(N2 −N)pN+3 − (N2 + 5N − 6)pN+2 − (N2 − 5N − 6)pN+1
+(N2 +N)pN − (4N + 6)p2 + (4N − 6)p]λ2,
(3.60)
which goes to N2 p+1
2(p−1)2 p
N−1λ2 when N is large.
So for small |m2| < 1, we have the unregularized partition function Ztree(m→ 0):
det
(
m21 +
)
= P treeN
(−m2) = (pN + pN−1)(1 + N
p− 1m
2 +
1
2
(
N
p− 1m
2
)2
+ . . .
)
=
(
pN + pN−1
)
e
Nm2
p−1 ,
(3.61)
where the regularization factor pN + pN−1 ∝ (3.15) is now manifest.
For completeness, we look into the large-mass limit, where only high-degree terms in
P treeN (λ) matter.
• The λN−1 term is −(−1)NN(p + 1)λN−1. So in order to ignore the λN−2 term, we
need m2 to be larger than N ;
• The λN−2 term is
1
2
(−1)N [N(N − 1)p2 + 2(N − 1)2p+N(N − 1)− 2]λN−2, (3.62)
which goes to 12(−1)NN2(p+ 1)2λN−2 when N is large;
• The coefficient of λN−3, a degree 3 polynomial in p involves first-order linear recur-
rence with variable coefficient for pi coefficients fN , such as
fN = fN−1 +N(N − 1)/2, (3.63)
but in the end we have
− (−1)N
{
N(N + 1)(N − 4)
6
+ 2 +
N(N − 2)(N − 3)
2
p
+
[
N(N2 − 5N + 8)
2
− 2
]
p2 +
N(N − 1)(N − 2)
6
p3
}
,
(3.64)
which goes to −16(−1)NN3(p+ 1)3λN−3 when N is large.
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Then collectively we have the unregularized partition function:
Ztree(m→∞)
=
(
pN + pN−1
)
m2N
(
1 +
N(p+ 1)
m2
+
1
2
(
N(p+ 1)
m2
)2
+
1
6
(
N(p+ 1)
m2
)3
+ . . .
)
=
(
pN + pN−1
)
m2Ne
N(p+1)
m2 ,
(3.65)
Now we discuss the conditions on ∆ when |m2| is small. In order to have 0 < −m2  1,
we write ∆ = 1 +  where  1. So we have(
1− pn−∆) (p∆ − 1) 1, (3.66)
where n denotes the unramified extension Qpn , then we get

ln
[
p1−n
2
(
2 + pn −
√
p2n + 4
)]
ln p
. (3.67)
and similarly, for ∆ = 1− , we need −1 −m2 < 0, and we get
 ln
[p
2
(
1− p−n√pn(pn − 4) )]
ln p
(3.68)
From this expression we also see that when n = 1, the smallest prime p is 5, consistent with
the result from density of states in Section 2.4.
3.3.2 On BTZ black holes
The characteristic polynomial for Laplacian on BTZ black hole is different from P treeN (λ).
It is rescaled from the field polynomial19 φBTZN,s (λt) at the cutoff depth N to
PBTZN (λt) ≡
dle∏
t=1
P˜BTZN,t (λt) =
(
pN − pN−1)l dle∏
t=1
φBTZN,s (λt) /φ
BTZ
0,s , (3.69)
so that PBTZN (λt) and P˜
BTZ
N,t (λt) are monic up to (−1)Nl and (−1)N , respectively, and
PBTZN (0) agrees with (3.36).
Let us first consider when the mass |m2| is small. The linear term in λt in P˜BTZN,t (λt)
for one specific t is[
−NpN−1 +
(
cos
(
2pit
l
)
− 1
)N−1∑
i=1
2i(N − i)pN−i−1
]
λt
=−
(
NpN−1 + 4 sin2
(
pit
l
)
N(pN + 1)(p− 1)− (pN − 1)(p+ 1)
(p− 1)3
)
λt,
(3.70)
19Here the subscript is “s” not “t”, because this polynomial depends on the initial field value φ0,s on
horizon, as written above (3.34).
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which goes to
−
(
NpN
(p− 1)2 + 4Np
N−1 sin2
(
pit
l
))
λt (3.71)
when N is large.
For small m2, we only calculate P˜BTZN,t
(−m2) up to the linear term in λt, written in
shorthand:
A cos
(
2pit
l
)
+B (3.72)
where
A ≡ −2m
2
(−(p+ 1)pN +N(p− 1) (pN + 1)+ p+ 1)
(p− 1)3 −
2
(
pN − 1)
p− 1 (3.73)
B ≡ m2NpN−1+2m
2
(−(p+ 1)pN +N(p− 1) (pN + 1)+ p+ 1)
(p− 1)3 +p
N−1+
2
(
pN−1 − 1)
p− 1 +p
N ,
(3.74)
then dle terms multiply together to be
PBTZN
(−m2) = {√2(−A/2) l2 [Tl (−B/A)− 1] 12 l even,√
2(−A/2) l2 [Tl (−B/A)− 1]
1
2 (A cos (pi/l) +B)
1
2 l odd,
(3.75)
where −B/A expanded up to the first order in m2 is
pN+2 + pN − 2p
2p (pN − 1) +
pN−1
(
pN+1 + pN − 2Np+ 2N − p− 1)
2 (pN − 1)2 m
2+O (m4) N→∞−−−−→ p2 + 1
2p
+
p+ 1
2p
m2
(3.76)
Because dTl(x)/dx = lUl−1(x), where Ul(x) is the Chebyshev polynomial of the second
kind, when both l and p are not small, we get the unregularized BTZ partition function:
ZBTZ(m→ 0) = PBTZN
(−m2) ≈

(
1 + lm
2
2p
) 1
2
(
pN+1
p−1
) l
2
(
1 + Nm
2
(p−1)2
) l
2
l even,(
1 + lm
2
2p
) 1
2
(
pN+1
p−1
) l
2
(
1 + Nm
2
(p−1)2
) l
2 (
A cos
(
pi
l
)
+B
)
l odd,
(3.77)
which recovers (3.38) when m2 = 0.
For large mass |m2|, we calculate the λN−1t term in P˜BTZN,t (λt) to be
(−1)N
(
2 cos
(
2pit
l
)
−N(p+ 1)
)
λN−1t , (3.78)
and the λN−2t term is
(−1)N
(
N(N − 1)
2
(p2 + 1) + (N − 1)2p+ 1− 2(N − 1) cos
(
2pit
l
))
λN−2t , (3.79)
– 26 –
so we have terms with the three highest degrees added up to
P˜BTZN,t
(−m2) =m2N +m2N−2(N(p+ 1)− 2 cos(2pit
l
))
+m2N−4
(
N(N − 1)
2
(p2 + 1) + (N − 1)2p+ 1− 2(N − 1) cos
(
2pit
l
))
+ . . . ,
(3.80)
and when N is large it is
C cos
(
2pit
l
)
+D, (3.81)
where
C ≡ −2m2N
(
1
m2
+
N
m4
)
, D ≡ m2N
(
1 +
N(p+ 1)(2m2 +N +Np)
2m4
)
, (3.82)
then dle terms multiply together to
PBTZN
(−m2) = {√2(−C/2) l2 [Tl (−D/C)− 1] 12 l even,√
2(−C/2) l2 [Tl (−D/C)− 1]
1
2 (C cos (pi/l) +D)
1
2 l odd,
(3.83)
where −D/C up to the first oreder in m2 is
N
4
(p+ 1)2 +
1
4
(
1− p2)m2 +O (m4)+ . . . (3.84)
so explicitly the unregularized BTZ partition function for very large m2 is
ZBTZ(m→∞) ≈
m
lN−l (1 + N
m2
) l
2
(
N(p+1)2
2 +
(1−p2)m2
2
) 1
2
l even,
mlN−l
(
1 + N
m2
) l
2
(
N(p+1)2
2 +
(1−p2)m2
2
) 1
2 (
C cos
(
pi
l
)
+D
)
l odd,
(3.85)
4 One-loop Witten diagrams
In the work by Kraus and Maloney [12], they proposed a duality between higher-energy
states on the conformal boundary and semi-classical gravity in AdS3 for the BTZ black
hole. They showed that a bulk Witten diagram with two types of perturbative (i.e., not
massive conical defects) scalar fields in the bulk is equivalent to the average value of the
three-point coefficient 〈E|O|E〉, where |E〉 is the high-energy state dual to the BTZ black
hole, and O is the operator dual to one type of the light scalars. Here, the average of the
three-point coefficient is taken over all states with energy E
〈E|O|E〉 ≡ 〈E|O|E〉
ρ(E)
, (4.1)
where ρ(E) is the density of states given explicitly by the asymptotic Cardy formula [33–
35]. In Section 2, we reviewed a way to construct a p-adic version of the BTZ black hole
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as the quotient space of the Bruhat-Tits tree by the p-adic Schottky group qZ. In this
section, we propose to use Kraus-Maloney’s technique in p-adic BTZ configuration and
calculate the analogous Witten diagram.20 This calculation provides a dual interpretation
for the boundary p-adic CFT averaged three-point coefficient, which in principle could be
independently derived from a pure CFT calculation.
4.1 Review on BTZ black hole calculation by Kraus-Maloney
In this section, we provide a brief overview of Kraus and Maloney’s results [12] on the bulk
and boundary sides, as well as list their assumptions.
4.1.1 Cardy formula for three-point coefficients in 2D CFTs
High and low energy spectra of a CFT are related by modular invariance, i.e. Z(β) =
Z ((2pi)2/β). Analogously, modular invariance can be used to refer high and low dimen-
sional operators as “heavy” and “light” respectively. This can be used to obtain results on
the asymptotic spectral density weighted by OPE coefficients. Kraus and Maloney used
modular invariance in the torus one-point function to estimate light-heavy-heavy three-
point coefficients 〈E|O|E〉 for a BTZ black hole. They proved that the averaged three-
point coefficient from the bulk in the large horizon limit and from the boundary in the
high-temperature limit agree.
The three-point coefficients are easily found by taking the inverse Laplace transform
and using the saddle point approximation in the high-temperature limit for a primary
operator O
〈O〉 = TrHS1 O e−βH =
∑
i
〈i|O|i〉 e−βEi , (4.2)
where we trace over CFT states on the thermal circle and these coefficients are constrained
by modular invariance.
The asymptotic behavior of the light-heavy-heavy coefficient is exponentially sup-
pressed. The suppression depends on the central charge c and conformal dimensions of
operators O and χ, which are light primary operators dual to AdS3 bulk scalars φO and
φχ, with energy EO, Eχ  c12 . To compute the averaged three-point function coefficient,
the last ingredient we need is the density of states which is given by the Cardy formula in
the large E limit [33–35]. In this limit, the final result of the averaged three-point function
coefficient is
〈E|O|E〉 ≈ COχχr∆O+ e−2pi∆χr+ , (4.3)
which matches precisely in the bulk calculation done in Section 4.1.2.
4.1.2 Witten diagram calculation in AdS3
The bulk theory has an interaction term φOφ2χ with coupling COχχ. The cubic vertex
integrated over the entire BTZ AdS spacetime in Figure 10 is
〈E|O|E〉 = COχχ
∫
drdtEdφ r Gbb (r; ∆χ)Gb∂ (r, tE , φ; ∆O) . (4.4)
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Figure 10: As illustrated in the Witten diagram for the regular BTZ black hole, a light
scalar field φO is emanated from the boundary to the horizon and splits into a pair of light
fields φχ that wrap around the horizon.
We want to match the integral (4.4) in the large r+ limit to the CFT result (4.3) for
the asymptotic three-point coefficient. The BTZ black hole is obtained from global AdS3
via periodic identifications (i.e. AdS3/Z under φ ∼ φ+ 2pi), which allows us to preform the
method of images to obtain the BTZ black hole propagator from global AdS3. The BTZ
black hole propagator is
Gbb
(
r, r′
)
= − 1
2pi
∞∑
n=−∞
e−∆σn(r,r′)
1− e−2σn(r,r′) , (4.5)
where σn(r, r′) is the geodesic distance between r and the nth image of r′. There is an
apparent UV-divergent tadpole for the n = 0 term; however, this can be easily cancelled
by a local counterterm and other terms n 6= 0 are finite. As we will see in Section 4.2,
this type of UV divergence is absent in the case for p-adic BTZ black holes due to the
form of the Green function, but a tadpole term remains present. Additionally, Kraus and
Maloney considered the scalar fields to be massive: EO ≈ mO  1, Eχ ≈ mχ  1 such
that mO,mχ  c.
In the large r+ limit, the averaged three-point coefficient is
〈E|O|E〉 ≈ COχχr∆O+ e−2pi∆χr+ . (4.6)
4.2 p-adic version Witten diagram calculation
Previously, we reviewed that the p-adic BTZ black hole is constructed as a quotient space
of the Bruhat-Tits tree and is visualized as a central polygon with a sub-Bruhat-Tits rooted
tree attached to each vertex of the polygon. The central polygon is the horizon of the p-adic
BTZ black hole with area l = −ordp(q) = logp |q|p and q is the generator of Schottky group
20Another name for Witten diagrams in p-adic AdS are called “subway diagrams” [4].
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qZ. Considering the construction of the p-adic BTZ black hole, we choose a new set of
coordinates (n, h) to parametrize bulk points. The label of vertices on the horizon, which
the bulk point attaches to, are represented by n = 0, 1, · · · , l− 1. Whereas h = 0, 1, · · · ,∞
represents the number of edges between the attached central vertex and that bulk point.
Under this parametrization, in order to calculate the similar Witten diagram mentioned
in [12], we replace the original integration over AdS space with a summation over all bulk
points (n, h) on the quotient space of the Bruhat-Tits tree
〈E|O|E〉 ≈ COχχ
∑
(n,h)
d(n, h)Gbb(n, h; ∆χ)Gb∂(n, h;x,∆O), (4.7)
where x ∈ Qp is the boundary coordinate of the operators O, ∆χ and ∆O are scaling
dimensions of operators χ and O. d(n, h) counts the number of vertices sharing the same
coordinate (n, h).
There are two different cases that we need to calculate separately. The first case is
both the bulk and boundary points are attached to the same central vertex. The second
case is both the bulk and boundary points are attached to different vertices. We denote
the central vertex attached by the boundary point as vertex 0, such that these two cases
are n = 0 and n 6= 0.
4.2.1 Propagators revisited in BTZ background
In Section 2, we introduced the p-adic BTZ black hole as the quotient space Tp/qZ, which is
different from the original Bruhat-Tits tree Tp. One obvious distinction is that the quotient
space loses some global symmetries.21 Remember that the normal Bruhat Tits tree has
a perfect homogeneity, and in principle, we could choose any local vertex to be a central
point. However, the p-adic BTZ background certainly has some predetermined central
vertices, which has been shown in Figure 2 as vertices of the central polygon.
Given the global symmetry breaking, we should question whether the theory defined on
the p-adic BTZ black hole would deviate from the normal Bruhat-Tits tree theory defined
by the action (3.3), and more importantly, whether the propagators (i.e. Green functions
as the main characters of Witten diagram calculation shown above) would also change.
Fortunately, by observations, we find that even though the global symmetry is broken by a
topological change, the local features of the graph are still preserved. In other words, the
valency of each vertex is still p+ 1, same as on the Bruhat-Tits tree. Meanwhile, since the
p-adic BTZ black hole is also an undirected graph with an infinite number of vertices, we
should expect the action (3.3) to still be valid in the BTZ black hole background. However,
when we compute the propagators, the equations of motion has sources inserted on some
vertices. The symmetry loss of the BTZ black hole will also cause the symmetry loss to
the solutions of these equations of motions. For instance, on the Bruhat-Tits tree, no
matter where we insert the source, due to homogeneity of the tree, the solution will be
homogeneous. However, in the BTZ black hole case, the depth of vertices, where we insert
21Global symmetries under action by the isometry group, e.g. PGL (2,Qp) in the context of Bruhat-Tits
trees. When we quotient P 1 (Qp) by the Schottky group qZ, the isometry group is then broken to a subgroup
of PGL (2,Qp).
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the source, from the horizon will indeed affect the solutions and subsequently the solutions
will be different from those on a normal Bruhat-Tits tree.
One approach to compute the propagators in the background of an ordinary Euclidean
BTZ black hole is the method of images [12, 28], which will be demonstrated in the next
subsection. Instead, we can also straightforwardly start from the solution to the equation
of motion with a source insertion. This provides us a sanity check for the use of method
of images. In general, due to the loss of symmetries, solving the equation of motion with
sources inserted in arbitrary vertices on the p-adic BTZ is arduous, but we can still use the
residual symmetries to evaluate a simple case.
Suppose we use the same action (3.3) for the p-adic BTZ background. Meanwhile, we
restrict our calculations to the case where only one current source J is coupled to the vertex
0 on the horizon, without other source couplings. The equation of motion is then:
(
+m2p
)
φi =
{
J i = C0
0 otherwise
, (4.8)
yielding the propagator:
Gbb (C0, a) =
φa
J
, (4.9)
where φa is the field value to an arbitrary vertex a and C0 represents the vertex 0 on the
horizon.
We should mention that the solution does depend on the specified boundary condition.
In order to find the same class of solutions as those on the Bruhat-Tits tree, we specify the
boundary condition:
lim
i→∂Tp
φi = 0. (4.10)
For simplicity, we set the mass mp of the scalar field φi to be 0.
In Section 3, we demonstrated a way to solve Laplace’s equation by using linear recur-
sion in the scalar fields. Here, we follow a similar technique. We denote the vertices on the
horizon as Cn where n = 0, · · · , l − 1. Consider one specific vertex Ci, the subtree rooted
at Cn is solved by using a recursion relation:
(p+ 1)φh,n = pφh+1,n + φh−1,n, (4.11)
where the vertices on the subtree are parameterized by h, the depth of a vertex with respect
to Ci. From Section 3, we know the solution to this recursion relation is:
φh,n = a+ bp
−h, (4.12)
where a, b are two free variables that are fixed by the boundary conditions. We first enforce
the boundary condition (4.10) to set a = 0, so φh,n = φCnp−h.
We also need to determine all field values φCn on the horizon. This requires us to use
the recursive equations on the horizon for n 6= 0:
(p+ 1)φCn = φCn−1 + φCn+1 +
p− 1
p
φCn (4.13)
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The equation on vertex 0 is modified by the source:
(p+ 1)φC0 = φCl−1 + φC1 +
p− 1
p
φC0 + J. (4.14)
These linear equations can solved either numerically or analytically. We demonstrate
a simple example where l = 3 and obtain the following solutions to (4.13):
φC0 =
1
p− 1p
(
1 +
2
p3 − 1
)
J
φC1 = φC2 =
1
p− 1p
p2 + p
p3 − 1J.
(4.15)
In (3.53), we gave a correspondence between the mass of a bulk scalar field and the scal-
ing dimension of a boundary operator. For a massless scalar, the corresponding scaling
dimension is ∆ = 1. Then we rewrite the propagators (4.15) in a convenient way
Gbb(C0, C0) =
ζp(2∆)
p∆
(
1 +
2
p∆l − 1
)
Gbb(C0, Cn) =
ζp(2∆)
p∆
pn + pl−n
p∆l − 1 .
(4.16)
In the subsequent subsections, we will see directly that these results are consistent with
the results given by method of images in [5] for both bulk-to-bulk and bulk-to-boundary
propagators.
4.2.2 n = 0 case
For the n = 0, the boundary point x and the bulk point b are in the same subtree rooted
at the central vertex 0. The Witten diagram in Figure 11 is what is needed to calculate the
averaged three-point coefficient.
To calculate this Witten diagram, we must determine two main factors: the bulk-to-
bulk and bulk-to-boundary propagators. Since both fields χ and O are normal perturbative
scalar fields, we directly derive the bulk-to-bulk propagator on the Bruhat-Tits tree by
finding the tree Laplacian’s Green function, which has a simple form22 [4, 5]
Gbb(z, z0;w,w0) = p
−∆d(z,z0;w,w0), (4.17)
where the function d(·, ·) gives the geodesic distance. In the previous subsection, we provide
a way to compute the Green function in p-adic BTZ background by solving the sourced
equation of motion (4.14). In general, that approach is doable but complicated. Fortunately,
the p-adic BTZ background is realized as the quotient space of the normal Bruhat-Tits tree,
so we use the method of images to solve the equations given the solutions in the parent
space. Following [12], we use the method of images to derive the bulk-to-bulk propagator
from vertex b to itself. Using the (n, h) parametrization as mentioned before, we obtain
Gbb(n, h) = p
−∆χd(b,b) + 2
∞∑
i=1
p−2∆χhp−i∆χl = 1 +
2p−2∆χh
p∆χl − 1 , (4.18)
22Here we omit the normalization factor ζp(2∆)
p∆
.
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Figure 11: (Color online) Witten diagram in the p-adic BTZ black hole (p = 3, l = 3, n =
0). Red line: the bulk-to-bulk propagator. Blue line: the bulk-to-boundary propagator.
where the summation is over all images of b under the action of the Schottky group, and
the index i is regarded as the winding number around the horizon. Comparing this result
with solution (4.16) by setting h = 0, we see the two results agree up to a normalization
factor ζp(2∆)/p∆ we omitted in the previous subsection. Notice that there is a constant 1
appearing in the bulk-to-bulk propagator. This is the tadpole term which usually causes
divergence in the normal AdS spacetime. Although it does not cause a divergence in our
case, it is still nonphysical. Fortunately, we cancel this tadpole term by adding a local
counterterm
∑
i ciφi into the action, where i is the label of bulk vertices. The renormalized
bulk-to-bulk propagator is:
Grenormbb (n, h) =
2p−2∆χh
p∆χl − 1 (4.19)
The bulk-to-boundary propagator is derived from the bulk-to-bulk propagator by mov-
ing one point to the boundary. Notice that if we were to directly take this limit in (4.17),
it would vanish due to d(z, z0;w,w0)→∞. Therefore, we need to perform a regularization
prescription provided in [4]. The bulk-to-boundary propagator on the Bruhat-Tits tree is
derived via [4]:
Gb∂(z, z0;x) = lim
δx→0
|δx|−∆p Gbb(z, z0;w,w0). (4.20)
Given a bulk point (w,w0), we denote any boundary point which is reached by an oriented
path (z, z0) → (w,w0) as y. The supremum of |y − x|p is denoted by δx. When we move
(w,w0) to the boundary point x, the limit is taken as δx → 0. Clearly, some prescription
factor |δx|−∆ →∞ is required so the bulk-to-boundary propagator does not vanish.
In [3, 5], another regularization procedure is provided. Instead of taking the asymptotic
limit of the bulk-to-bulk propagator, they regularized the geodesic distance. The main
feature there is that A. V. Zabrodin defined dreg(C, x) = 0 [3], where C is a vertex on
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the horizon and x is the boundary point in the subtree rooted at C. By inspection, we
realize that these two regularization methods are equivalent and both are consistent with
the recursive derivation in Section 4.2.1. We then say these regularizations are anomaly-free
under PGL (Qp). Setting the geodesic distance of dreg(C, x) = 0 is the same as factoring
pd(C,x)∆ out from the non-regularized propagator. pd(C,x)∆ → ∞ plays the same role as
|δx|−∆. Therefore, we freely choose one regularization approach and use the method of
images to find the bulk-to-boundary propagator. The bulk-to-boundary propagator is given
as [5]:
Gb∂(b, x) = p
−∆dreg(b,x) +
2p−∆h
p∆l − 1 . (4.21)
For the n = 0 case, we combine the two propagators to obtain the averaged three-point
coefficient
〈E|O|E〉n=0 ≈ COχχ
∑
(0,h)
d(0, h)
(
p−∆Odreg(b,x) +
2p−∆Oh
p∆Ol − 1
)
2p−2∆χh
p∆χl − 1 , (4.22)
where d(0, h) denotes the degeneracy of vertices with the coordinate (0, h). Notice that
there is a unique path from the horizon vertex 0 to the boundary point x as well as a
unique intersection point between the path from the bulk point b to the boundary point x
and the path from vertex 0 to x. In order to compute the summation, we introduce one
more parameter i to represent the intersection point between the two paths. Additionally,
the parameter i will parametrize the bulk point b. By using the parameters (n, h, i), we
rewrite the summation in terms of a nested geometrical series:
〈E|O|E〉n=0 ≈COχχ
∞∑
i=0
(
p∆Oi
2p−2∆χi
p∆χl − 1 +
∞∑
h=i+1
(p− 2)ph−i−1p∆O(2i−h) 2p
−2∆χh
p∆χl − 1
)
+ COχχ
2
p∆Ol − 1
2
(
1 + p−1
p(p∆O+2∆χ−1−1)
)
p∆χl − 1
=COχχ
 2
(
1 + p−2
p(p∆O+2∆χ−1−1)
)
(p∆χl − 1)(1− p∆O−2∆χ) +
4
(
1 + p−1
p(p∆O+2∆χ−1−1)
)
(p∆Ol − 1) (p∆χl − 1)
 .
(4.23)
In order to make the geometrical series converge for the above summations, we find
inequalities between the scaling dimensions of operator O and χ:
∆O + 2∆χ > 1,∆O < 2∆χ. (4.24)
The first inequality is automatically satisfied, as mentioned in Section 3, we use the con-
vention in [4] that ∆ = ∆+ > 1/2. The second inequality adds an extra constraint on the
dimension of the operator O. When ∆O is small enough, our calculation is well-defined
until ∆O saturates the inequality (4.24). Further regularization is required for this. How-
ever, the second inequality is only related to coefficients independent of the horizon length
l. Therefore, it will not affect the asymptotic behaviors for large l.
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4.2.3 n 6= 0 case
This case is simpler than n = 0. The Witten diagram is now visualized as Figure 12. The
Figure 12: (Color online) Witten diagram in the p-adic BTZ blac khole (p = 3, l = 3, n 6=
0). Red line: the bulk-to-bulk propagator. Blue line: the bulk-to-boundary propagator.
bulk-to-bulk propagator is the same as (4.18), while the bulk-to-boundary propagator is
slightly different [5]. We evaluate the summations (4.7) as follows:
〈E|O|E〉n6=0 ≈ COχχ
l−1∑
n=1
∑
(n,h)
d(n, h)
p∆O(l−n) + p∆On
p∆Ol − 1 p
−∆Oh 2p
−2∆χh
p∆χl − 1
= COχχ
l−1∑
n=1
p∆O(l−n) + p∆On
p∆Ol − 1
2
(
1 + p−1
p(p∆O+2∆χ−1−1)
)
p∆χl − 1
= 4COχχ
p∆Ol − p∆O
(p∆O − 1)(p∆Ol − 1)
1 + p−1
p(p∆O+2∆χ−1−1)
p∆χl − 1
(4.25)
In this case, we have no issues for divergences in the geometrical series. The only require-
ment ∆O + 2∆χ > 1 has already been shown to be satisfied in previous subsection.
After having the contributions from both n = 0 and n 6= 0 cases, we then get the full
expression for the averaged three-point coefficient:
〈E|O|E〉 = 〈E|O|E〉n=0 + 〈E|O|E〉n6=0
= 2COχχ
 1 + p−2p(p∆O+2∆χ−1−1)(
p∆χl − 1)(1− p∆O−2∆χ) + 2
1 + p−1
p(p∆O+2∆χ−1−1)(
p∆χl − 1) (p∆O − 1)

= C ′Oχχ
1
p∆χl − 1
l→∞−−−→ C ′Oχχp−∆χl
(4.26)
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The coefficient C ′Oχχ is viewed as the three-point coefficient 〈χ|O|χ〉 and absorbs all factors
independent of the horizon length l. In the last line, we show that as l→∞, the averaged
three point coefficient 〈E|O|E〉 has an asymptotic behavior with an exponential dependence
on horizon length l.
4.3 Physical implications
By comparing (4.6) with our average three-point coefficient (4.26), we find that l is a p-adic
counterpart of 2pir+ which is the outer horizon area of a normal BTZ black hole. If we
rewrite p−∆χl as e− ln p∆χl, it will become reminiscent to e−2pi∆χr+ in (4.6). However, in
the p-adic case, we miss a counterpart to r∆O+ . This term can be realized as the dominant
normalization factor r∆+ in the bulk-to-boundary propagator of a normal Euclidean BTZ
black hole [12]. Physically, it can be thought as the horizon radius being probed by the
particle O entering the bulk from the boundary. In a continuum spacetime, the horizon
radius is well defined by a Riemannian metric. Whereas in the p-adic BTZ graph, the
black hole is represented by a polygon which has no radius measured by the graph’s metric.
Therefore, when the particle φ is emanated into the p-adic BTZ background, it cannot
measure the radius of horizon as well as unable to create a term including the horizon
radius and its scaling dimension ∆O.
In Section 3, we provided calculations on the p-adic CFT partition function and density
of states. However, our knowledge is primitive on the modular transformations for p-adic
genus-1 Tate curves. If we understand the modular transformation, we can obtain the
averaged three point coefficient entirely from the CFT side. Our averaged three-point
coefficient displays an unconventional feature compared to the Euclidean BTZ case to then
indicate that the p-adic modular transformation is nontrivial. We will explore this aspect
further in future works.
5 p-adic Representations
The proposed p-adic AdS/CFT correspondence provides tools to understand some features
of the boundary p-adic CFT. However, for a general (not necessarily holographic) CFT, the
bulk/boundary duality cannot allow us to study the theory comprehensively. In order to
fully solve a general p-adic CFT, a Hilbert space interpretation is necessary. For example,
independent of the bulk calculations in Section 4, if one wants to compute the one-point
function of a primary operator O of p-adic CFT, analogous to 〈O〉τ = TrHOqL0− c24 qL0− c24
with q ≡ e2piiτ in an ordinary 2D CFT, one would hope to have p-adic exponentials, and
analogues of Virasoro generators L0 and L±1 as well as Verma modules.
In a normal quantum field theory, its Hilbert space could be constructed based on
representations of Lie algebra g associated to the global or internal symmetry group G. In
a p-adic CFT, the global symmetry group is PGL (2,Qp), so analogous to ordinary CFTs,
we should study Lie algebra representations of this group. Typically, a p-adic CFT is a
quantum field theory with complex-valued (or real-valued) fields over Qp, which restricts
our interests to a vector space V over C as the representation space. In [10], Melzer
showed the nonexistence of local derivatives over Qp. Meanwhile, in the usual context of
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Lie algebra, we can always define the exponential map exp : g → G, while in p-adic case,
the exponential function of p-adic numbers does not converge nicely [15]. Moreover, it is
a totally disconnected group, its corresponding would-be Lie algebra “pgl (2,Qp)” does not
exist. The Virasoro-like local conformal algebra never shows up.
Although we cannot find any suitable complex representation of Lie algebra, we still
hope to directly study representations of the global conformal group PGL (2,Qp). Actu-
ally, several recent papers indeed explore the power of group representations in quantizing
a theory, such as Jackiw-Teitelboim gravity [40] and spinors on AdS2 [41], in that their
Hilbert spaces can be partially23 defined by group representations of SL(2,R) × U(1)/Z
or ˜SL(2,R). There are numerous types of PGL (2,Qp) representations, so we add some
reasonable assumptions to narrow down our search list. Since all p-adic CFTs are uni-
tary [10], we expect a suitable representation to also be unitary. Notice that any unitary
irreducible representations (irreps) of PGL (2,Qp) naturally induces a GL (2,Qp) unitary
irreps, so that we could study unitary irreps of GL (2,Qp) and canonically restrict them
onto the subgroup PGL (2,Qp). Another advantage to study GL (2,Qp) comes from the
classification theorem on all of its unitary irreps. In the rest of this section, we will analyze
this theorem and evaluate the suitability of all unitary irreps as physical Hilbert spaces
over C of p-adic CFTs. Rather than being mathematically rigorous, we provide sufficient
amount of evidence.
5.1 Troubles with Lie algebras
The usual Iwasawa decomposition24 still holds for TDLC groups of our interests, such
as SL (2,Qp) or PGL (2,Qp). Any element of SL (2,Qp), the commutator subgroup of
GL (2,Qp), as presented in [5], can be decomposed into a product of special conformal
transformation, rotation, dilatation, and translation as shown respectively:(
pma b
c p−ma−1(1 + bc)
)
=
(
1 0
cp−ma−1 1
)(
a 0
0 a−1
)(
pm 0
0 p−m
)(
1 bp−ma−1
0 1
)
,
(5.1)
where a, b, c ∈ Qp and |a|p = 1. The decomposition of PGL (2,Qp) is similar, but up to a
± sign on the total determinant.25
One might believe that the exponential map from Lie algebras to the usual matrix
group GL(n,C) works for p-adic groups as well, but this is unfortunately incorrect. Indeed,
one could define a tangent space and Lie algebra functor near the identity of SL (2,Qp)
[42], but the total disconnectedness of the group poses a serious problem. For z ∈ Qp, the
p-adic exponential is defined as
exp(z) ≡
∞∑
n=0
zn
n!
, (5.2)
which diverges at the identity since the radius of convergence is |z|p < p−1/(p−1).
23Some Lie algbera data such as quadratic Casimir are still required.
24For real semisimple Lie groups, it is defined via their Lie algebras.
25Each sign sector is similar to a connected component of the usual Lorentz group SL(2,C). For the
Iwasawa decomposition of GL (2,Qp), see Proposition 4.2.1 in [14].
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Another fundamental reason is as follows. Having a tangent space Te at the identity
e of the group analytical manifold PGL (2,Qp), it is natural to introduce a one-parameter
subgroup φ : F → PGL (2,Qp), where F is a number field, which is R for usual connected
Lie groups. φ also defines vector fields on the group manifold. Moreover, one can build an
exponential map to recover local features of the group via Lie algebra. Thus,
exp : F→ PGL (2,Qp) , t 7→ etL, (5.3)
with the Lie algebra element L ∈ Te. Consequently, we must select the correct number
field F for the parameter t. R is ruled out due to the disconnectedness of p-adic groups.
The only remaining candidate is Qp. However, another issue arises when we consider the
representation of PGL (2,Qp). With the representation space V over C, we expect for
any g ∈ PGL (2,Qp), its image pi(g) ∈ GL(V ) whose entries are all C-valued. From the
exponential map, we see that the image can always be written as
pi(g) = etM , (5.4)
where M = pi(L) is the image of the Lie algebra element L.26 However, t and entries of M
are in different number fields with different norms, so the multiplication tM is forbidden,
and the Lie algebra representation over C cannot exist. Since there is no well-defined Lie
algebra or “infinitesimal generators” for the dilatation operator L0, it is a little bit dubious
to discuss a “state-operator correspondence” used in [7] and hence radial quantization.
However, we should also mention the possibility to construct a Lie algebra representa-
tion over Qp [43, 44]. In these cases, we need to consider Hilbert spaces over Qp though,
inconsistent with Melzer’s axioms for p-adic CFTs.
5.2 Admissible representations of GL (2,Qp) in general
Due to the troubles on the existence of p-adic Lie algebra, we turn our attention to group
representations. The unitarity of p-adic CFTs directs us to unitary representations, which
are subspaces of the physical Hilbert spaces as usual.
We start from the representation vector space V over C. Let GL(V ) be the space of
all automorphisms of V , and pi be the following homomorphism
pi : GL (2,Qp)→ GL(V ). (5.5)
Given an inner product27 (·, ·) on V , a unitary representation (pi, V ) of G satisfies
(pi(g) · v, pi(g) · w) = (v, w), ∀g ∈ G, v, w ∈ V. (5.6)
Clearly, this definition is relative to the prescribed inner product on V . If V is not equipped
with an inner product which makes (pi, V ) unitary, one can ask if (pi, V ) can be made unitary
by choosing an appropriate inner product [14]. To this end, a representation (pi, V ) is defined
26The Lie algebra elements are complex-valued matrices.
27Formally speaking, this is a positive-definite Hermitian form, and is equivalent to the usual pairing
between bras and kets.
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as unitarizable if there exists28 an inner product (·, ·) such that (5.6) holds. Moreover, it is
straightforward to turn a unitary representation V into a complete metric space [45, 46],
and therefore a Hilbert space; in fact the space of unitary admissible representations of
GL (2,Qp) is a proper subspace of the space of C-Hilbert representations of GL (2,Qp).
Notice that inner products here do not rely on the dual (or contragredient) representation
of V .
We further assume that we are dealing with irreps. According to the admissibility the-
orem29, all unitary irreps of a p-adic reductive group such as GL(2,Qp) [48] are admissible,
so we only consider admissible ones. This is also empirically reasonable, because at least for
real and complex Lie groups, their irreps naturally appearing in PDEs, geometry, number
theory and physics are all admissible [49]. The admissibility theorem was originally proven
in [50] and later illustrated in [51]30 (Section II.2.2). These were recently improved upon
to work for more general TDLC groups [52] and [53] (Corollary 6.30).
Now to be complete, we present the definition of an admissible representation. An
admissible representation (pi, V ) of G requires that the subspace of V fixed by any compact
open subgroup of G is finite-dimensional [14, 51, 53]. It also has to be smooth, meaning
that for v ∈ V , the function(
a b
c d
)
7→ pi
((
a b
c d
))
· v, ∀
(
a b
c d
)
∈ GL (2,Qp) (5.7)
is smooth, i.e. locally constant31 [14, 54, 55]. Furthermore, a smooth irrep is admissible
[14] (Theorem 6.1.11). Dual representations of admissible representations are all admissible
[14].
Finally we summarize the relations between various GL (2,Qp) representations in Fig-
ure 13. Automorphic representations are not considered at all, because they are adelic over
all prime numbers.
5.3 Finite-dimensional admissible representations
We start our discussion on finite-dimensional admissible irreps. These representations ap-
pear reasonable at first sight because they are consistent with the absence of descendants in
p-adic CFTs. This is also reasonable especially when there are only a finite number of pri-
maries. However, all finite-dimensional smooth irreps of GL (2,Qp) are trivial in the sense
that they are one-dimensional complex vector spaces such that the images of GL (2,Qp)
act as scalar multiplications as stated below [14].
28Existence of inner products is the first thing to look for in group representations. For example, for
SL(2,R) in JT gravity, among four types of its unitary irreps, trivial and complementary series representa-
tions are not considered [40] due to the lack of inner product. All of its finite-dimensional representations
are non-unitary as well [41].
29The original Harish-Chandra’s admissibility theorem [47] only works for real reductive Lie groups.
30In this set of lecture notes, all adjectives “irreducible” should be interpreted in the category of unitary
representations.
31It is absent on usual Lie groups, such as SU(2).
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Figure 13: Relations between different types of representations for GL (2,Qp).
Theorem Let (pi, V ) be a finite-dimensional smooth irrep of GL (2,Qp), then V ∼= C
and ∃ a multiplicative character ω: Q×p → C× such that pi(g) · v = ω(det g) · v ∀ g ∈
GL (2,Qp) , v ∈ V , where det is the usual determinant.
For the group SL (2,Qp), its linear character is 1. On the other hand, PGL (2,Qp)
consists of group elements of GL (2,Qp) identified up to a scalar factor so that the lin-
ear character ω must be constant on the determinant in order to be consistent with this
identification. Since ω is trivial, the dilatation transformation cannot be realized in this
finite-dimensional admissible representation. Hence it is not a desirable physical Hilbert
space. However, it would be interesting to see if an ensemble of primaries can be viewed as
a tensor product of one-dimensional representations.
5.4 Infinite-dimensional admissible representations
According to the Langlands-like classification theorem [14], there are three classes of infinite-
dimensional admissible representations for GL (2,Qp): supercuspidal, principal series, and
special.32 Certainly, all of them contain non-unitary cases which do not fall into this
classification, and those non-unitary cases are not of physical interests. Nevertheless, we
will introduce their unitarity-independent definitions, and save unitarity-specific definitions
to future work. In order to present the classification, we need to introduce the following
object first.
32All of them enjoy so-called Kirillov models and Whittaker models, which we will not explain or pursue
for now. For an accessible exposition on Whittaker models, see these notes [48].
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Definition For an infinite-dimensional representation (pi, V ) and a unipotent subgroup
N =
{(
1 ∗
0 1
)∣∣∣∣∣∗ ∈ Qp
}
, consider the subspace
VN = {pi(n)v − v|n ∈ N, v ∈ V }, (5.8)
then the quotient
V N ≡ V/VN (5.9)
is called the Jacquet module of V . The classification of infinite-dimensional admissible rep-
resentations is completely encoded by the dimension of V N , which is at most two [54].
When dimC V N = 0, 1, 2, the representation is supercuspidal, special or principal series,
respectively [56]. Incidentally, V N also vanishes for finite-dimensional admissible represen-
tations.
For usual 2D CFTs, states with different Virasoro levels are orthogonal and obviously
span an infinite-dimensional representation of the Virasoro algebra. Then in p-adic CFTs,
one naively would think that different vectors in the representation space V have different
energy levels. However, since we lack the necessary Casimir operators and algebra structure
to define physical observables and quanta for the states, the realization of energy levels in
a group representation is still mysterious.
5.4.1 Principal series and special representations
Principal series representations arise commonly in physics for non-compact semisimple Lie
groups, and they are also present for GL (2,Qp).
We start by defining the normalized unitary character of GL1 (Qp) ' Q×p , a continuous
function ω : Q×p → C× such that [14]
1. ω (yy′) = ω(y)ω(y′), ∀y, y′ ∈ Q×p ;
2. |ω(y)|C = 1, ∀y ∈ Q×p ;
3. ω(p) = 1.
Let s1, s2 ∈ C. Then continuous characters χ1, χ2: Q×p → C× are given by
χi(x) ≡ ωi(x)|x|sip , s = 1, 2. (5.10)
Consequently, χ = (χ1, χ2) extends to a character of the Borel subgroup B via
χ
[(
a 0
0 b
)(
1 ∗
0 1
)]
= χ1(a)χ2(b). (5.11)
Then the normalized parabolic induction of χ is the vector space:
V (χ1, χ2) =
{
f : GL (2,Qp)→ C
∣∣∣∣∣f
[(
a 0
0 b
)(
1 ∗
0 1
)
g
]
= χ1(a)χ2(b)
∣∣∣a
b
∣∣∣1/2f(g),
∀a, b ∈ Q×p , ∗ ∈ Qp, g ∈ GL (2,Qp) , f is locally constant
}
,
(5.12)
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called the principal series representation ofGL (2,Qp) induced from (χ1, χ2), andGL (2,Qp)
acts on V (χ1, χ2) by right translation:
g · f(h) = f(hg), ∀g, h ∈ GL (2,Qp) , f ∈ V (χ1, χ2) . (5.13)
According to Jacquet-Langlands [57], this representation becomes reducible if χ1χ−12 =
| · |±1. If χ1χ−12 = | · |−1, then V (χ1, χ2) contains a 1D invariant subspace W such that
V (χ1, χ2)/W is an irrep called special representation; if χ1χ−12 = |·|, then V (χ1, χ2) contains
a 1D admissible subspace also called special representation.
5.4.2 Supercuspidal representations
If the Jacquet module V N vanishes, then (pi, V ) is called a supercuspidal representation.33
Although this one-line definition looks innocent, they are in general notoriously difficult
to construct, and we present the simplest case via the so-called “compact induction” in
Appendix C. We will use quite qualitative phrases in this short subsection.
However, supercuspidal representations are mathematically desirable due to its hand-
ful of nice behaviors. They are the “native” representations of GL (2,Qp), because other
admissible representations can all be constructed by inducing a representation ρ = (ρ1, ρ2)
of a parabolic subgroup P = MN , where ρi is a supercuspidal representation of GL1 (Qp),
i.e. a character of Q×p , and the Levi subgroup M ' GL1 (Q1)×GL1 (Q1) ' Q×p ×Q×p .
Another feature is that they have nicer inner products than the other two infinite-
dimensional representations [54].
They are also the most well-behaved representations ofGL (2,Qp), i.e. that they behave
much like representations of a compact group [59]. Finally, in familiar terms for SL(2,R),
supercuspidal and special reprsentations are analogues of “discrete series” for GL (2,Qp).
5.5 Key signature for physical representations
In previous subsections, we enumerated all candidate representations for the p-adic CFT
Hilbert space. Although we made cogent arguments on the nonexistence of conformal
algebra and triviality of finite-dimensional admissible representations, there are still three
classes of infinite-dimensional irreps remaining. There is no simple reasoning we could
present to determine which one of them is the most suitable physical representation, and the
difficulty of explicit construction of supercuspidal representations makes the computation
over it tough. Fortunately, we find an important signature which could show clues as to
which are true physical representations.
In the Virasoro character formula for normal chiral CFT on a torus χ(q) = TrHqL0−
c
24 ,
q is related to the modulus of T 2 torus via q = e2piiτ . However in Section 2.4, we saw the
impossibility of defining a p-adic modulus τ ∈ Qp. Moreover, the dilatation generator L0
does not exist as discussed in Section 5.1, so the ordinary Virasoro character apparently
33The adjective “super” stands for the p-adic version of “cuspidal” in the finite field Fq case [58], which
is presented in Appendix C. For an equivalent definition in terms of integrals, see Section 6.13 of [14].
Equivalently, any irrep of GL (2,Qp) which is not a subrepresentation of any representation induced from
the Borel subgroup is supercuspidal.
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makes no sense in p-adic CFTs. Nevertheless, qL0−
c
24 viewed as a whole can be interpreted
as the representation of the dilatation transformation:(
q
1
2 0
0 q−
1
2
)
, (5.14)
which is exactly the same as the Schottky parameter in (2.13). Meanwhile, a genus-1
curve over Qp was similarly constructed via p-adic Schottky group qZ, q ∈ Q×p . Intuitively,
we could generalize the Virasoro character to p-adic CFTs by considering the image of the
Schottky group generator under a GL (2,Qp) representation pi, and using the new character
to write down an analogous partition function for genus-1 p-adic CFT:
Zp−adicCFT = TrH pi
[(
q
1
2 0
0 q−
1
2
)]
, (5.15)
where the trace function always exists because GL (2,Qp) is a TDLC group [53].
In Section 3 we have explicitly calculated p-adic CFT partition functions from bulk
path integral. In principle, we could check results there against (5.15) for all three classes
of infinite-dimensional admissible representations. This check would yield a key signature
of physical representations H, and may also demystify the connections between GL (2,Qp)
representations and Chebyshev polynomials. Another ambitious thought is to apply group
representations to possibly classify p-adic CFTs, just like ordinary minimal models, etc.
6 Summary and Outlook
We end with a summary of our results and several open questions for future exploration.
6.1 Discussion
In this paper, we found the density of states of genus-1 p-adic BTZ black holes. Avoiding
the assumption on the existence of a state-operator correspondence, we provide a new way
to calculate the genus-1 p-adic BTZ black hole partitions function via linear recurrence in
scalar fields on vertices. Regarding both accounts, we have shown several similarities to their
continuum analogues, but still realized features from Melzer’s axioms for non-Archimedean
CFTs.
Our analytical study on density of states in the high-temperature limit suggest that
scalars in BTZ background obey a Bekenstein-Hawking-like area law and the results are
analogous to the semiclassical genus-one partition function by Maloney and Witten [11].
However, one subtlety with our results are that they are unstable when p = 3. Possibly, this
might be explained from our semi-classical analysis omitting gravitational contributions.
Including gravitational effects for p-adic AdS/CFT was proposed by [23] via edge length
dynamics, however, will be saved to future work.
Additionally, we calculated the averaged three-point coefficient in a p-adic BTZ black
hole background and showed similarity with its ordinary counterpart by Kraus and Maloney,
but notion of p-adic modular transformations remain unknown [12], so that one is unable
– 43 –
to study the thermal p-adic AdS. We hope this calculation could initiate future work on
n-point coefficients of p-adic CFTs on higher-genus Mumford curves, such as heavy-heavy-
heavy three-point functions on regular genus-2 surfaces investigated in [60]. In fact, higher
genus p-adic BTZ black holes were already developed by [5] using higher rank Schottky
groups and Mumford curves.
Finally, we aim to narrow down the list of candidate Hilbert spaces for p-adic CFTs
and provide hints for quantization. From the bulk point of view, the Hilbert space over C
seems to be a very exotic one, due to Chebyshev polynomials showing up in Section 3.
6.2 Open questions
We provide a few open questions that would be interesting to explore in future work on
p-adic AdS/CFT.
We have only considered the same species of bulk scalar fields but not the possibility
of different species. Extending our bulk techniques to an ensemble of different species
of bulk scalars φi would not only be interesting (due to the existence of multi-particle
states in ordinary AdS3/CFT2 [28]), but might also shed light on p-adic CFT Hilbert space
representations. A naive guess for the boundary partition function with an ensemble of
primaries χi dual to φi would be similar to that of ordinary 2D CFTs, with multiplicities
Mij of highest-weight states |i, j〉:
Z =
∑
i,j
Mijχi(τ)χj(τ), (6.1)
i.e. summation over primaries. While from the bulk point of view, since different scalars in
the action (3.3) decouple from each other, the total partition function should be a simple
product of individual partition functions like (3.19) for Bruhat-Tits trees, or (3.39) for BTZ
black holes. The absence of descendants in p-adic CFT obscures the connection between
the summation over primaries on boundary and the product over them in bulk, which are
transparently related in ordinary AdS3/CFT2.
As we have mentioned earlier, the S-transformation on genus-1 Tate curve is still miss-
ing, so there is no good analogue of thermal p-adic AdS. We would like to study these
potential p-adic modular transformation, and even p-adic mapping class groups.
Another question is about the role of GL (n,Qp) in “p-adic” holography or in “higher-
dimensional” p-adic CFTs, the latter being somewhat studied in [61]. For ordinary higher-
dimensional CFTs, their fields can organize into Virasoro representations by parabolic (gen-
eralized) Verma modules, as stressed in [62]; they have also been used in ordinary affine
Lie algebras [63]. Although Verma modules are absent in complex representations of p-adic
groups, they have been constructed as representations on p-adic vector spaces instead of
Hilbert spaces [43]. Then maybe it is worthwhile looking into the former vector spaces.
As to the connection between calculations in Section 3 and GL(2,Qp) representations,
unexpected coincidence showed up: the determinant of Laplacian on Bruhat-Tits tree (3.14)
agrees with the volume of [14] (Chapter 9.2):
GL (2,Zp) ·
(
pN 0
0 1
)
·GL (2,Zp) (6.2)
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with respect to a Haar measure in the context of principal series representations ofGL(2,Qp).
We hope to establish or invalidate a deeper connection between them.
There are more ambitious questions. Since our auxiliary cutoffN is necessary in Section
3, then it is natural to ask what will happen to the boundary p-adic CFT when one introduce
a real cut-off on the Bruhat-Tits tree? Since there is not yet a stress tensor in p-adic CFT
[64], an analogue T T¯ deformation AdS3/CFT2 [65] seems to be unrealistic.
Finally, beyond AdS/CFT, is it possible to formulate a p-adic dS/CFT correspondence?
A precursor was given by [66] in the context of eteranal inflation with dS vacua, but not in
the context of string theory.
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A BTZ graphs revisited
In Section 3.2, if we do not use the periodic linear recurrnece on the horizon (3.26), without
loss of generality, we start from the initial condition at the φ0,s vertex:
(p− 1)(φ0,s − φ1,s) + (φ0,s − φ0,s−1) + (φ0,s − φ0,s+1) = λφ0,s, (A.1)
where φ1,s denotes the field value on the outward vertex one edge away from the horizon
point (0, s), and hence
φ1,s =
(p+ 1− λ)φ0,s − (φ0,s−1 + φ0,s+1)
p− 1 . (A.2)
Similar to what we have shown in Section 3.1, all field values φn,s, n > 1, away from
the event horizon only depend on their depths n and hence isotropic in each subtree rooted
at one horizon vertex (0, s). There is no change in the linear recurrence (3.9) for all n > 2,
and for n = 2 we have
φ2,s =
(p+ 1− λ)φ1,s − φ0,s
p
=
[λ(λ− 2p− 2) + p(p+ 1) + 2]φ0,s + (λ− p− 1)(φ0,s+1 + φ0,s−1)
p(p− 1) ,
(A.3)
then the coefficients get uncontrollably complicated as depth n increases.
B Review on the ordinary BTZ parameter
In ordinary Eulcidean AdS3, for a genus-1 gravitational saddle configuration, the modular
parameter is τ = θ+iβ, defined on the upper-half plane H2, where θ is the angular potential
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and β is the inverse temperature, then the tree-level partition function is [69]
Z = e
pik Imτ|τ |2 , (B.1)
where k is the inverse 3D Newton’s constant. For a non-rotating black hole, as in our case
θ = 0, so
Z = e
pik
β = epikr+ . (B.2)
If corrected by the one-loop contribution as in [11], we have:
Z = Z(τ)Z¯(τ¯), (B.3)
where the holomorphic piece is
Z(τ) = q
−(k−1/24)
− (1− q−)
η(−1/τ) , (B.4)
and q− ≡ e−2pii/τ . Since the partition function of 3D pure gravity is 1-loop exact [11], the
combined result is
Ztot =
e
4piImτ
|τ |2 (k−
1
24)
η
(− 1τ ) η¯ (− 1τ¯ )
[
1 + e
− 4piImτ|τ |2 − 2 cos
(
2piImτ
|τ |2
)
e
− 2piImτ|τ |2
]
(B.5)
We will use the q-Pochhammer symbol specified at q itself
(q; q)∞ ≡
∞∏
n=1
(1− qn) , (B.6)
as well as the fact that q−q¯− = e
−4pi Imτ|τ |2 and η(−1/τ) ≡ q1/24− (q−; q−)∞, a useful expression
when q ∈ R.
Hence for a non-rotating BTZ black hole, q− = q¯−, and at large r+ = 1/β, we have
e
4pik Imτ|τ |2
(q−; q−)∞(q¯−; q¯−)∞
≈ e4kpir+ . (B.7)
Instead when r+ is very small, we use the asymptotics [70]:
(q; q)∞ ≈
√
2pi
t
e
t
24
−pi2
6t , for q = e−t, t→ 0, (B.8)
so that the partition function is approximately r+e(4k−1/6)pir+ .
C An appetizer to compact induction
Compact induction is among the very first constructions of supercuspidal representations.
The standard philosophy is to induce an irrep of the group G from a representation of
a compact subgroup H ⊂ G. Avoiding most technicalities, we demonstrate this for the
– 46 –
simplest case, the symmetric group S3, adopting the approach from [72]. We will not define
terms not shown in our main text.
It is known that for a given p, there are p(p−1)/2 distinct supercuspidal representations
for SL (2,Qp) [71] (Theorem 2.5), so the supercuspidal representation for SL (2,Q2) is
unique. We start from the cuspidal representation of SL (2,F2) ∼= S3, i.e. the character ρ
with mappings: (
1 0
0 1
)
y
1
,
(
0 1
1 0
)
y
−1
,
(
1 1
0 1
)
y
−1
,
(
1 0
1 1
)
y
−1
,
(
1 1
1 0
)
y
1
,
(
0 1
1 1
)
y
1
, (C.1)
and preform compact induction on S3 to obtain the supercuspidal representation of SL(2,Q2).
We use the fact that there is a unique tamely ramified extension Q2
(
ζ3,
3√
2
)
/Q2 whose
Galois group is exactly S3, where ζ3 is a 3rd root of unity. Then the Langlands parameter
φ : Gal
(
Q2
(
ζ3,
3√
2
)/
Q2
)
→ S3 ⊆ PGL(2,C) (C.2)
corresponds to two irreps of SL (2,Q2) given by compact induction from
K1 = SL(2,Z), and K2 =
(
2 0
0 1
)
K1
(
1/2 0
0 1
)
=
(
∗ 2∗
∗/2 ∗
)
(C.3)
of the characters Ki → S3 sgn−→ {±1}.
More generally and abstractly, compact induction can be performed on Zp/pZp ∼
Z/Zp ∼ Fp as well, and supercuspidal representations obtained are called depth-zero [54].
With this, one can actually enumerate all supercuspidal representations of GL (2,Qp) [73].
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