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Abstract
Let D be a division ring of finite degree d and let n be a positive integer. If G is any soluble subgroup of GL(n, D), we prove
that G has derived length at most
9+ log2 d + (11/3) log2 n
and that G has a unipotent-by-abelian (abelian if G is completely reducible) normal subgroup of finite index dividing b(n).d2n ,
where b(n) is an integer-valued function of n only. Actually, we derive bounds rather better than those quoted above, but rather
more involved to state.
c© 2006 Elsevier B.V. All rights reserved.
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Let D be a division ring of finite degree d and consider a soluble subgroup G of the multiplicative group D∗ of D.
In [5] Shirvani produces abelian normal subgroups of G of very small index (see also [11]) and in [12] we give very
tight bounds for the derived length of G. In this current paper we partially extend these results to soluble subgroups
of GL(n, D). Of course the bounds then depend upon n as well as d. Surprisingly perhaps n and d seem to make their
contributions to these bounds fairly independently. For any soluble group G denote its derived length by dl(G).
Theorem 1. Let D be a division ring of finite degree d and characteristic p ≥ 0. If G is a soluble subgroup of
GL(n, D), then
dl(G) < 6+ log2 d + 11. log8 n if p > 0 and
dl(G) < 9+ log2 d + 11. log8 n if p = 0.
In fact we derive rather better bounds than those of Theorem 1, especially in special cases such as where G is
periodic or irreducible, see the proofs below. The bounds of Theorem 1 are obtained by consolidating our better but
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more complex bounds. The periodic improvement is worth highlighting separately, since it does not require the degree
of D to be finite and hence is independent of d .
Theorem 2. Let D be any division ring of characteristic p ≥ 0. If G is a periodic soluble subgroup of GL(n, D),
then
dl(G) < 4+ 5 log9 n if p > 0 and
dl(G) < 7+ 5 log9 n if p = 0.
When we come to the better but more complex bounds we discuss their efficiency. Suffice to say at this stage
that even in the linear case there exist finite soluble linear groups of degree n and derived length exceeding
3·7+5 log9(n−1) for all n ≥ 66 and exceeding 5·2+5 log9(n−2) for all n of the form 8.9a+2 for a ≥ 1 by Theorem
AS of Newman’s paper [3]. We will also see below that if in Theorem 1 we have n = 1, then dl(G) ≤ max{4, log2 d}.
By Theorem 5.1 of [5] (see also 3. and 9. of [11]) if G is a soluble-by-finite subgroup of D∗, then G has an abelian
normal subgroup of finite index dividing 60cd (1 if d = 1), where c 6= d divides d (and depends on G). In fact
(see [5]) the index divides bcd , where b is 1, 6, 12, 15 or 30 according to the structure of G and 60 is clearly the lcm
of these numbers. If we restrict G to always being soluble, then b = 12 suffices. Theorem 3 below partially extends
the above (note that if p > 0 we have to assume that G is soluble).
So again let D be a division ring of finite degree d. If G is a subgroup of GL(n, D), then G has a unipotent
radical u(G) and G/u(G) is isomorphic to a completely reducible subgroup of GL(n, D), (see [6] 1.3.5 and 1.3.11).
Thus in Theorem 3 we focus just on completely reducible groups. Of course in the case above where n = 1, always
u(G) = 〈1〉. (In general u(G) is nilpotent of class less than n.)
Theorem 3. There is an integer-valued function b(n) of n only with b(1) = 60, such that if D is a division ring of
degree d > 1 and characteristic p ≥ 0 and if G is a soluble-by-finite (soluble if p > 0) subgroup of GL(n, D), then
G has an abelian normal subgroup of finite index dividing b(n).
∏
1≤i≤n(cid), where each ci is a divisor of d less
than d.
Corollary. Let G be as in Theorem 3. Then G has an abelian normal subgroup of finite index dividing b(n).d2n .
If n = 1 by [5] the bound of Theorem 3 is the best possible. If d = 1 with G soluble we are in the case of the
standard Mal’cev Theorem ([7] 3.5). We give examples below which show that b(n) must be at least n!.60n .
Consider G as in Theorem 3 with G irreducible and primitive. By Part ( f ) of the Main Theorem of [9] if p = 0
and by Theorem 1.1(d) of [10] in the soluble case (and hence in particular if p > 0) there is an integer-valued
function f (n) of n only such that G has characteristic subgroups A ≤ G0 such that A is abelian, F[G0] ≤ Dn×n is a
crossed product of F[A] by G0/A and (G : G0) ≤ f (n). At the expense of enlarging f (n) we can, and will, assume
that (G : G0) divides f (n). Then we will assume we have chosen f (n) as small as possible with these properties.
Throughout this paper f (n) will denote this function.
If m is a positive integer, define bm(n) inductively by setting bm(1) = m and, if bm(r) is defined for all 1 ≤ r < n,
setting bm(n) equal to the least common multiple of all bm(r).bm(s) with r + s = n and r, s ≥ 1, of all bm(r)s .s! with
rs = n and 1 < s ≤ n and of n2. f (n) with f (n) as above. Then in Theorem 3 we can take b(n) = b60(n). If we keep
to soluble groups G, then we can use the smaller function b12(n) for b(n); indeed there is even no need to involve the
f (n) of [9] in any characteristic. If p > 0 or if d is odd we can take the even smaller function b1(n) for b(n). All this
will emerge from the proofs below.
1. Derived lengths
Following Newman [3], let σ(n) denote the maximal derived length of a completely reducible, soluble linear group
of degree n, let ρ(n) denote the maximal derived length of a soluble linear group of degree n and let pi(n) denote
the maximal derived length of a soluble permutation group of degree n. These three functions of n are determined
precisely in [3].
We also use the following notation from [12]: dl(n) is the maximal derived length of a soluble group of order n and
Dl(d, p) is the maximal derived length of a soluble subgroup of a division ring of finite degree d and characteristic
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p ≥ 0. Set
dl∗(d, n) = max{dl(dm) : 1 ≤ m ≤ n} for n ≥ 1 and
cl(n) = max{dl(c) : c | n and c 6= n} for n > 1.
Also set cl(1) = −1.
Lemma 1. Let G be a soluble group of order n and set l = [log2 n]. Then dl(G) ≤ l. Further dl(G) ≤ l − 1 provided
n > 3 and n 6= 6. Always dl(G) ≤ max{2, l − 1}.
Proof. Clearly dl(G) ≤ s ≤ l, where s is the composition length of G. If dl(G) = s ≥ 1, then (G : G ′) is prime and
(G ′ : G ′′) is prime or trivial. Also such a G is supersoluble, so G ′ is nilpotent; hence G ′ is cyclic and dl(G) ≤ 2. If
s < 1, then s = 0, n = 1, l = 0 and dl(G) = 0. If s ≥ 1, then dl(G) ≤ max{2, s − 1} ≤ max{2, l − 1}. If 2 > l − 1,
then l ≤ 2, so n ≤ 7. Clearly dl(G) ≤ l − 1 if n is 4, 5 or 7. The lemma is proved. 
Corollary. Dl(d, p) ≤ max{4, [log2 d]}.
Proof. Now Dl(d, p) ≤ max{4, 2 + cl(d)}, see the Theorem of [12]. If d = 1 the claim is trivial. If d 6= 1, there is
some c 6= d dividing d with
2+ cl(d) = 2+ dl(c) ≤ 2+max{2, [log2 c] − 1} by Lemma 1,
so 2+ cl(d) ≤ 2+max{2, [log2 d] − 2} = max{4, [log2 d]}.
(If cl(d) 6= dl(d) we can do slightly better. For then cl(d) = dl(d)− 1 by Lemma 1 of [12] and by Lemma 1 again we
have
2+ cl(d) = 1+ dl(d) ≤ 1+max{2, [log2 d] − 1} = max{3, [log2 d]}.) 
Lemma 2. σ(r)+ dl(s) ≤ σ(r)+ pi(s) ≤ σ(rs) for all positive integers r and s.
Proof. Any group of order s embeds into Sym(s), so dl(s) ≤ pi(s). There exists a field F and a soluble subgroup H of
GL(r, F) with trivial unipotent radical u(H) and derived length σ(r). Also there is a soluble subgroup K of Sym(s)
of derived length pi(s). The permutational wreath product G = Hwr K is soluble of derived length σ(r) + pi(s) by
Lemma 2 of [3].
G embeds into GL(rs, F) in the obvious way as block monomial matrices. If B is the base group of the wreath
product G, then B = H (s) ≤ GL(r, F)(s) ≤ GL(rs, F) in the obvious way. Then u(G)∩ B = u(B) ∼= u(H)(s) = 〈1〉.
But then u(G) ≤ CG(B) ≤ B since H 6= 〈1〉, so u(G) = 〈1〉. Hence G is isomorphic to a completely reducible,
soluble subgroup of GL(rs, F) and so
σ(rs) ≥ dl(G) = σ(r)+ pi(s) ≥ σ(r)+ dl(s). 
Lemma 3. Let F be a subfield of the field E of characteristic zero and N a finite subgroup of GL(n, E) such that
E1n ≤ F[N ] ≤ En×n . Let ω be a primitive root of unity over E of order the exponent of N . Then F ≤ E ≤ F(ω)
and AutF E is abelian.
Proof. Let a ∈ E . Then a1n =∑i αigi for some αi in F and gi in N . Each trace tr(gi ) is a sum of powers of ω and
a = n−1.tr(a1n) =
∑
i
(n−1αi ).tr(gi ) ∈ F(ω).
Also F(ω) is a Galois extension of F with abelian Galois group. Hence E is a Galois extension of F and its Galois
group AutF E , as an image of AutF F(ω), is also abelian. 
In some of our formulae below, the function σ(2n) naturally appears rather than the function σ(n). Actually these
two functions do not greatly differ.
Lemma 4. If n is 1, 4 or 5 then σ(2n) = 3 + σ(n). Otherwise σ(2n) is 1 + σ(n) or 2 + σ(n). If n = 8.9a then
σ(2n) = 1+ σ(n); if n = 120.9a then σ(2n) = 2+ σ(n); these two examples are for all integers a ≥ 0.
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Proof. Newman in [3] explicitly defines an integer-valued function τ(r) for all positive rational numbers r and it is
easy to read off from his definition that
1+ τ(r) ≤ τ(2r) ≤ 2+ τ(r) for all positive rationals r.
Also if r = 9a the left hand bound is achieved and if r = 15.9a the right hand bound is achieved. The relevance here
is that it turns out that the functions pi , σ and ρ can all be given in terms of τ , see Theorems A, B and C of [3]. For
example, pi(n) = τ(n) for all positive integers n.
Theorem C of [3] yields that σ(n) − τ(n/8) is 6 if n = 1, is 7 if n is one of 11 specified values lying between 4
and 63 and is 8 otherwise. For n ≤ 37 the values of σ(2n) and σ(n) can be read off from the table at the end of [3]. If
n ≥ 32 and does not lie between 57 and 63, then
σ(2n)− σ(n) = (8+ τ(n/4))− (8+ τ(n/8)) = 1 or 2.
If 57 ≤ n ≤ 63 direct calculations show that τ(n/4) = 1 + τ(n/8); use that 64.9−1 < 57/8 < 63/8 < 91 and
9 < 57/4 < 63/4 < 16. Consequently for these n we obtain
σ(2n)− σ(n) = (8+ τ(n/4))− (7+ τ(n/8)) = 2.
These calculations confirm the bounds.
For the specific examples one has just to compute τ(2n) for certain n. It follows from 16.9a−1 < 18.9a−1 < 3.9a
that τ(2.9a) = 1+ τ(9a) and from
3.9a+1 = 27.9a < 30.9a < 4.9a+1
that τ(30.9a) = 2+τ(15.9a). It follows for n = 8.9a that σ(2n) = 1+σ(n) and for n = 120.9a that σ(2n) = 2+σ(n).
The proof is complete. 
We need to recall some facts about radicals in skew linear groups. Suppose D is any division ring and G any
subgroup of GL(n, D). Then G has a stability radical s(G), the group G/s(G) is isomorphic to a completely reducible
subgrou of GL(n, D) and if G is completely reducible, then s(G) = 〈1〉, see [6] 1.3.11 and 1.1.7. In many cases G
also has a unipotent radical u(G) coinciding with s(G). These include the cases where G is locally finite ([6] 1.3.4),
where G is soluble-by-finite ([6] 1.3.4), where char D is zero ([6] 1.3.8), where D is finite dimemsional ([6] 1.3.5)
and various others. If G is locally finite, then s(G) = u(G) and is Op(G) if char D = p > 0 and is 〈1〉 otherwise.
Proposition 1. Let D be any division ring and G a periodic soluble subgroup of GL(n, D)with u(G)(= s(G)) = 〈1〉.
(a) If char D > 0, then dl(G) ≤ σ(n).
(b) If char D = 0 and the 2-subgroups of G are abelian, then dl(G) ≤ 2+ σ(n).
(c) If char D = 0, then dl(G) ≤ 2+ σ(2n).
Proof. (a) is immediate from [6] 2.3.1. From now on assume that char D = 0. Consider first the case where G is
finite. Let F denote the centre of D and N the Fitting subgroup of G. Set R = F[N ] ≤ Dn×n . Then R is semisimple
Artinian ([6] 1.1.4 and 1.1.14c), so R = ⊕1≤i≤r Ri say, where Ri is the ring of ni by ni matrices over the division
F-algebra Ei and
∑
i ni ≤ n, the latter by [6] 1.1.9. Let Fi denote the centre of Ei . By a theorem of Roquette (e.g. [4]
12.4.7) for each i either Ei = Fi or, deg Ei = 2 and Ei is the quaternion algebra (−1,−1/Fi ). In the latter case the
Sylow 2-subgroup of N cannot be abelian.
Now CG(N ) = Z , the centre of N , and clearly G/Z embeds into the F-algebra automorphism group of R. Set
H = ∩i NG(Ri ). Then G/H embeds into Sym(r); in fact G/H embeds into
Γ = {γ ∈ Sym(r) : ni = niγ and Ei ∼=F Eiγ for all i}.
By the Skolem–Noether Theorem (e.g. [1] 7.1.6) the natural map maps GL(ni , Ei ) onto the Fi -algebra automorphism
group of Ri . Any automorphism of Fi extends to an automorphism of Ei centralizing in the quaternion case the
selected quaternion group of order 8 in Ei . Thus AutF Ri is the split extension of GL(ni , Ei )/Fi ∗ 1ni by AutF Fi . By
Lemma 3 the latter is abelian. Thus H ′Z/Z embeds into the direct product ×i GL(ni , Ei )/Fi ∗ 1ni .
The above shows that dl(H ′Z/Z) ≤ max{σ(ni ) : 1 ≤ i ≤ r} if the Sylow 2-subgroup of N is abelian and is at
most max{σ(2ni ) : 1 ≤ i ≤ r} in general. Also dl(G/H) ≤ pi(r). More precisely dl(G/H) ≤ dl(Γ ) = max{pi(r j ) :
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1 ≤ j ≤ s}, where the r j are the degrees of the s orbits of Γ . Order the Ri so that 1, 2, . . . , s lie in distinct orbits of
Γ . Then using Lemma 2, if the Sylow 2-subgroup of N is abelian, we have
dl(G) ≤ 2+max{σ(n j )+ pi(r j ) : 1 ≤ j ≤ s} ≤ 2+max{σ(n jr j ) : 1 ≤ j ≤ s} ≤ 2+ σ(n).
In general the same argument yields that dl(G) ≤ 2+ σ(2n).
If G is finite this proves (b) and (c) of the proposition. Now assume that G is just periodic. Necessarily G
is locally finite. Consider (b). Let w be the (2 + σ(n))-th derived word. If X is any finite subgroup of G, then
w(X) ≤ u(X) = 〈1〉, by the assumption above that char D = 0. Therefore w(G) = 〈1〉 and so dl(G) ≤ 2 + σ(G).
The proof of (c) is similar. 
Remarks. Suppose in Proposition 1 we have n = 1. Then we know what the groups G must be (see [6] 2.1.1 and
2.5.9). If char D > 0, then dl(G) ≤ 1, which agrees with the bound in the proposition. However if char D = 0,
then dl(G) ≤ 2 if the 2-subgroups of G are abelian and dl(G) ≤ 4 in general, while the proposition yields the
bounds 3 and 6 respectively. Thus the proposition is not yet the best possible. Clearly σ(n) is always attainable and
σ(2n) ≤ K + σ(n) for K ≤ 3 (≤2 if n is at least 6) by Lemma 4, so Proposition 1 is not wildly out.
Proof of Theorem 2. Firstly σ(n) < 3 · 3+ 5 log9 n for all n ≥ 1, see [3] Theorem CS and the table at the end of that
paper. Then by Proposition 1 we obtain
dl(G) < 3 · 3+ 5 log9 n if p > 0 and
dl(G) ≤ 2+ σ(2n) < 5 · 3+ 5 log9(2n) = 5 · 3+ 5 log9 2+ 5 log9 n < 7+ 5 log9 n
otherwise.
Proposition 2. Let G be a soluble subgroup of GL(n, D), where D is a division ring of finite degree d and
characteristic p ≥ 0.
(a) If p > 0, then dl(G) ≤ 2+ σ(n)+ dl∗(d, n)+ [log2(n − 1)].
(b) If p = 0 and the 2-subgroups of G are abelian, then
dl(G) ≤ 4+ σ(n)+ dl∗(d, n)+ [log2(n − 1)].
(c) If p = 0, then dl(G) ≤ 4+ σ(2n)+ dl∗(d, n)+ [log2(n − 1)].
(If n = 1 interpret [log2(n − 1)] as −1.)
Proof. We prove this proposition in stages. As the stages progress the bounds rise. Thus the earlier stages are
interesting in their own right.
(i) Suppose G is irreducible (e.g. if n = 1). Then dl(G) is at most
1+ σ(n)+ dl(dn) in Case (a),
3+ σ(n)+ dl(dn) in Case (b) and
3+ σ(2n)+ dl(dn) in Case (c).
Proof. Suppose first that G is primitive. By Section 3 of [8] there are normal subgroups A ≤ H = CG(A) with
(G : H) dividing dn and (H : A) finite. Then P = H ′ is periodic. Thus bounds on dl(P) are given by Proposition 1.
Clearly dl(G) ≤ 1+ dl(P)+ dl(dn). Thus (i) in this case follows.
Now assume that G is imprimitive. Let V1⊕· · ·⊕Vs be a minimal system of imprimitivity for G in V = D(n). Set
Hi = NG(Vi ) and S = G/∩i Hi . Then G permutes the Vi transitively, each dimDVi = n/s = r say, and S embeds
into Sym(s). Also Hi acts primitively on Vi , so dl(∩i Hi ) ≤ dl(Hi ), which is bounded as in (i) with n replaced by r .
Clearly dl(S) ≤ pi(s). Consequently in Case (a) we have
dl(G) ≤ dl(∩i Hi )+ dl(S) ≤ 1+ σ(r)+ dl(dr)+ pi(s)
≤ 1+ σ(rs)+ dl(dr) ≤ 1+ σ(n)+ dl(dn),
by Lemma 2 and using rs = n. Cases (b) and (c) are similar. 
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(ii) Suppose u(G) = 〈1〉. Then dl(G) is at most
1+ σ(n)+ dl∗(d, n) in Case (a),
3+ σ(n)+ dl∗(d, n) in Case (b) and
3+ σ(2n)+ dl∗(d, n) in Case (c).
Proof. We may assume that G is completely reducible. Then V = D(n) = ⊕i Vi , where each Vi is D–G irreducible.
Set ni = dimDVi , so∑i ni = n. Then in Case (a) by (i) we have
dl(G) ≤ max{1+ σ(ni )+ dl(dni ) : i ≥ 1} ≤ 1+ σ(n)+max{dl(dm) : 1 ≤ m ≤ n} ≤ 1+ σ(n)+ dl∗(d, n).
Cases (b) and (c) are similar. 
(iii) In general the bounds of Proposition 2 hold.
Proof. Suppose V = D(n) has composition length r as D–G bimodule, let k be the maximal dimension over D of
a D–G composition factor of V and set U = u(G). The case r = 1 is covered by (i) above, so assume r ≥ 2. Now
[V ,r U ] = 〈1〉, so U has class less than r and hence dl(U ) ≤ 1+ [log2(r − 1)]. Hence in Case (a) we have
dl(G) ≤ max{2+ σ(m)+ dl∗(d,m)+ [log2(r − 1)] : 1 ≤ m ≤ n},
≤ 2+ σ(n)+ dl∗(d, n)+ [log2(n − k)],
≤ 2+ σ(n)+ dl∗(d, n)+ [log2(n − 1)].
The proofs of (b) and (c) are similar. 
Proof of Theorem 1. Of course we derive Theorem 1 from Proposition 2. We need to estimate σ(n) and dl∗(d, n).
As we saw in the proof of Theorem 2, for all n we have σ(n) < 3 ·3+5 log9 n. Hence σ(n) < 3 ·3+ (4 ·74) log8 n <
3 · 3 + (19/12) log2 n. Also dl(m) is bounded by the number of prime divisors of m. Therefore dl(m) ≤ log2 m and
hence dl∗(d, n) ≤ max{log2(dm) : 1 ≤ m ≤ n} ≤ log2 d + log2 n.
Consequently
σ(n)+ dl∗(d, n)+ [log2(n − 1)] < 3 · 3+ log2 d + (43/12) log2 n < 4+ log2 d + 11 log8 n.
If p > 0 the result now follows from Proposition 2. If p = 0 we have
σ(2n) ≤ 3 · 3+ 5 log9(2n) = 3 · 3+ 5 log9 2+ 5 log9 n < 3 · 3+ 1 · 6+ (5/3) log2 n.
Hence
σ(2n)+ dl∗(d, n)+ [log2(n − 1)] < 5+ log2 d + (11/3) log2 n < 5+ log2 d + 11. log8 n.
The theorem now follows from Proposition 2. 
Examples. Let H be a soluble irreducible subgroup of GL(r, D) of derived length d > 0. Let V be row r -space and
W column r -space over D, regarded as H -modules in the obvious way. The following facts are elementary to check.
(a) If K is a soluble transitive subgroup of Sym(s) of derived length e, then G = Hwr K is soluble of derived
length d + e and is isomorphic to an irreducible subgroup of GL(rs, D).
(b) G =
(
H 0
V 1
)
≤ GL(r + 1, D) is soluble of derived length d + 1.
(c) G =
(
1 0 0
W H 0
D V 1
)
≤ GL(r + 2, D) is soluble of derived length d + 2,
cf. [3], Lemmas 2–4.
Hence if D = (−1,−1/Q), whereQ denotes the rationals, char D = 0, deg D = 2 and GL(n, D) has a completely
reducible soluble subgroup of derived length 4 + pi(n) for all n ≥ 1 and a soluble subgroup of derived length 5 if
n = 2 and of derived length 6 + pi(n − 2) if n ≥ 3. Clearly 4 + pi(n) can exceed σ(n), e.g. all n with 1 ≤ n ≤ 23
with n 6= 8, and 6+ pi(n − 2) can exceed ρ(n), e.g. all n with 2 ≤ n ≤ 8. More generally we can achieve
dl(G) = Dl(d, p)+ pi(n) for n ≥ 1 with G completely reducible,
dl(G) = Dl(d, p)+ 1 if n = 2 and
dl(G) = Dl(d, p)+ 2+ pi(n − 2) for n ≥ 3.
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Clearly with a suitably large d we can obtain a completely reducible G with dl(G) exceeding σ(n) and a G with dl(G)
exceeding ρ(n) for any n ≥ 1. Note that by the results of [12] Dl(d, p) is either 4 or 1+ dl(d) or 2+ dl(d).
2. Abelian normal subgroups
Proof of Theorem 3. Let D be a central division F-algebra of characteristic p ≥ 0 and finite degree d. Suppose G is
a completely reducible, soluble-by-finite subgroup of GL(n, D). We have to show the existence of the integer-valued
function b(n).
Set b(1) = 60. The claims then hold for n = 1 by [5] Theorem 5.1 (or alternatively by [11]). Suppose b(r) has
been defined for 1 ≤ r < n. If G is not irreducible we have n = r + s, where r, s ≥ 1, such that G embeds
completely reducibly into GL(r, D) × GL(s, D). Hence G has an abelian normal subgroup of finite index dividing
b(r).c1c2 . . . cr .dr .b(s).cr+1 . . . .cn .ds , where the ci are as in the statement of Theorem 3.
Suppose now that G is irreducible and imprimitive. Then we have n = rs, with 1 < s ≤ n and a decomposition
Wg1 ⊕ Wg2 ⊕ · · · ⊕ Wgs of V = D(n) such that g1 = 1, H = NG(W ) acts irreducibly on W and g1, g2, . . . , gs is
a right transversal of H to G. There is an abelian normal subgroup B/CG(W ) of H/CG(W ) of finite index dividing
b(r).c1c2 . . . cr .dr , where the ci 6= d divide d . It is easy to check that A = ∩i Bgi is an abelian normal subgroup of
G. Also G//∩g∈G H g embeds into Sym(s). Thus (G : A) divides
(b(r).c1c2 . . . cr .d
r )s .s! = (b(r)s .s!)
∏
1≤i≤n
(cid),
where ci = c j whenever i ≡ j modulo r .
Finally assume that G is irreducible and primitive. In the introduction to this paper we discussed a function f (n)
of n only such that G has characteristic subgroups A ≤ G0 with A abelian, with (G : G0) dividing f (n) and
with F[G0] ≤ Dn×n a crossed product of F[A] by G0/A. Then (G : A) divides f (n).n2d2, which in turn divides
f (n).n2dn since here n is at least 2.
Let b(n) be the least common multiple of all b(r).b(s) with r + s = n and r, s ≥ 1, of all b(r)s .s! with rs = n and
1 < s ≤ n, and of f (n).n2. Induction on n now completes the proof. 
Clearly the b(n) we have constructed in the above proof is the b60(n) of the introduction and, as mentioned there,
in special cases we can do much better. If we only consider soluble groups G clearly we need only use the function
f (n) of [10], the larger f (n) of [9] being redundant, and secondly we may set b(1) = 12 instead of 60, reducing b(n)
by a factor of 5n . Clearly no other changes to the proof are required. If p > 0 then we assume G is soluble so the
previous paragraph applies. Additionally we may set b(n) = 1, which leads to the removal from b(n) of the factor
60n . Finally if p = 0 and d is odd, again we may set b(1) = 1, so reducing b(n) by a factor of 60n . Note that in this
last case we must use the larger function f (n) of [9].
If we weaken the abelian requirement on A in Theorem 3 to central by locally-finite (and hence also to locally-finite
by abelian) we can substantially reduce the size of its index as well as weaken the hypotheses on G. In the following
theorem the subgroup H is playing the role of A in Theorem 3.
Theorem 4. Let D be a central division F-algebra of finite degree d and let G be a completely reducible subgroup
of GL(n, D) containing no non-cyclic free subgroups. Suppose A is any maximal abelian normal subgroup of G and
set H = CG(A).
(a) G/A is locally finite; H is central by locally-finite and locally-finite by abelian.
(b) There are positive integers s, n1, n2, . . . , ns with
∑
i ni ≤ n such that (G : H) divides ds .n1n2 . . . ns .s!.
(c) (G : H) divides dnn!.
(d) If G is primitive (and irreducible), then (G : H) divides dn.
Proof. (a) It follows from Tits’ Theorem (e.g. [7] 10.17) and Mal’cev’s Theorem ([7] 3.6) that G has an abelian
normal subgroup B with G/B locally finite. Then AB is nilpotent, so its centre Z has finite index in AB (see [7] 3.13,
or [7] 3.2 if you prefer). Clearly AZ is abelian and normal in G, so Z ≤ A by the maximality of A. But G/AB is
locally finite, so G/Z and G/A are too. The remainder of (a) follows from a well-known theorem of Schur.
(b) This follows easily from Section 3 of [8].
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(c) If n = rs, where r and s are positive integers, then r s .s! = ∏1≤i≤s ri , which divides (rs)! = n!. Checking
through the proof of the results quoted in (b) shows that (G : H ) divides dn .∏ j (r s jj .s j !), for certain r j and s j with∑
j r j s j ≤ n. Hence (G : H ) divides dn .
∏
j (r j s j )!, which divides dn .n!.
(d) Since G is primitive here, A is homogeneous and F[A] ≤ Dn×n is a field. Thus dimF F[A] divides dn. Then
the order of the Galois group of F[A] over F divides dn. Consequently so too does (G : H ). 
Examples. 1. Let p be any characteristic, d = qm any prime power and n any positive integer. Then in Section 4
of [8] is constructed a division ring D of characteristic p and degree d, an irreducible subgroup G of GL(n, D) and
an abelian normal subgroup A of G with the following properties.
(a) A = CG(A) = H and G/H ∼= CwrSym(n), where C is cyclic of order d; thus (G : H) = dn .n!; and
(b) if B is an abelian normal subgroup of G with G/B periodic, then CG(B) ≤ A.
Hence if B is any maximal abelian normal subgroup of G, then G/B is periodic by Theorem 4(a), so B ≤ A and
hence B = A.
If we replace Sym(n) by a soluble transitive subgroup S of Sym(n), the construction from [8] goes through, but
now with (G : H) = dn .|S|. In this case G is soluble instead of just soluble-by-finite. For example, if we choose n to
be a positive power of 2 and S to be a Sylow 2-subgroup of Sym(n), then |S| = 2n−1 and (G : H) = dn .2n−1.
2. Let G 6= 〈1〉 be a subgroup of D∗ with a unique maximal abelian normal subgroup A satisfying (G : A) = bcd ,
where, as usual, d = deg D, c 6= d divides d and b is as in 9. of [11]; that is, b = 1, 6 or 15 according
to the characteristic p of D and the structure of the periodic radical of G, apart from the exceptional case of
certain quaternion algebras in characteristic zero where b could also be 12 or 30. Then W = GwrSym(n) for
n ≥ 5 embeds into GL(n, D) as an irreducible group and has a unique maximal abelian normal subgroup B with
(W : B) = n!.(G : A)n = (bn .n!)cndn.
Examples of such groups G are given in 10. of [11] with the following values of the parameters.
b = 1, c = q, d = 3q, q any prime with q 6= p and q ≡ 2 modulo 3.
b = 1, c = 2r , d = 2r3rr, r any positive integer and p 6= 2.
b = 6, c = 2r+1, d = 2r+13rr, r any positive integer and p = 0.
b = 15, c = 2r+1, d = 2r+13rr, r any positive integer and p = 0.
b = 12, c = 1, d = 2 and p = 0.
b = 30, c = 1, d = 2 and p = 0.
In particular 60n .n! must divide the b(n) of Theorem 3.
Remarks. A cruder approach to the above and to Theorem 3 in particular leads to the following. Let E be a maximal
subfield of D. Then dimED = d and there is an F-algebra embedding of Dn×n into Edn×dn and hence a group
embedding σ of GL(n, D) into GL(dn, E) with u(Gσ) = u(G)σ . Hence there is an embedding τ of G into
GL(dn, E) with Gτ completely reducible.
Let bl(n) be the function for linear groups corresponding to the b(n) of Theorem 3. Thus a completely reducible,
soluble-by-finite (soluble in positive characteristics) linear group of degree n has an abelian normal subgroup of finite
index dividing bl(n). Actual known examples of bl(n) are huge, since they involve both the Jordan bound (e.g. the
β(n) of [7] 9.2) and the Mal’cev bound (e.g. the µ(n) of [7] 3.5) and hence involve terms like n!.12n. log n and (n!)n+1.
The above shows that the group G of Theorem 3 has an abelian normal subgroup of index dividing bl(dn),
compared with the bound b(n).d2n of the Corollary to Theorem 3, for example. The construction of bl(dn) is going at
the very least to involve terms like 2dn .ddn . Examples of Dixon in [2] show that for n = 2.4k with k any non-negative
integer we have bl(n) ≥ 2n−1.3(2n−1)/3.
There is also a cruder application of [8] to the group G of Theorem 4. Apply Theorem 1 of [8] directly to G. This
produces normal subgroups A ≤ H ≤ K of G with A central in H, H/A locally finite, (K : H) ≤ dnnn, (K : H)
dividing dn(n!)n and G/K embeddable into Sym(n). Then (G : H ) divides dn .(n!)n+1 and clearly H satisfies Part (a)
of Theorem 4.
Finally note that although the bound of Theorem 4(b) is usually strictly better than that of Theorem 4(c), it is not
always the case, even when D is a field; that is, even when d = 1. For example, take d = 1, s = 2 and n = 3 = 1+ 2.
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The bound of Theorem 4(b) is then 4 while that of Theorem 4(c) is 6. Thus one cannot deduce Theorem 4(c) from
Theorem 4(b). (Peter Cameron pointed out to me that there are very many examples like this. Also Robert Wilson
has shown that if n is a positive integer such that n1n2 . . . ns .s! divides n! whenever n1 + n2 + · · · + ns = n with all
ni ≥ 1, then n + 1 must be prime with n = 1 or n ≡ 0 modulo 4. In particular n must be 1 or even.)
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