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ABSTRACT
AUTONOMOUS MIGRATION OF VIRTUAL MACHINES
FOR MAXIMIZING RESOURCE UTILIZATION
by
Hyung Won Choi
Virtualization of computing resources enables multiple virtual machines to run on a
physical machine. When many virtual machines are deployed on a cluster of PCs, some
physical machines will inevitably experience overload while others are under-utilized
over time due to varying computational demands. This computational imbalance across
the cluster undermines the very purpose of maximizing resource utilization through
virtualization. To solve this imbalance problem, virtual machine migration has been
introduced, where a virtual machine on a heavily loaded physical machine is selected and
moved to a lightly loaded physical machine. The selection of the source virtual machine
and the destination physical machine is based on a single fixed threshold value. Key to
such threshold-based VM migration is to determine when to move which VM to what
physical machine, since wrong or inadequate decisions can cause unnecessary migrations
that would adversely affect the overall performance. The fixed threshold may not
necessarily work for different computing infrastructures. Finding the optimal threshold is
critical.
In this research, a virtual machine migration framework is presented that
autonomously finds and adjusts variable thresholds at runtime for different computing
requirements to improve and maximize the utilization of computing resources. Central to
this approach is the previous history of migrations and their effects before and after each
migration in terms of standard deviation of utilization. To broaden this research, a
proactive learning methodology is introduced that not only accumulates the past history
of computing patterns and resulting migration decisions but more importantly searches all
possibilities for the most suitable decisions.
This research demonstrates through experimental results that the learning
approach autonomously finds thresholds close to the optimal ones for different
computing scenarios and that such varying thresholds yield an optimal number of VM
migrations for maximizing resource utilization. The proposed framework is set up on a
cluster of 8 and 16 PCs, each of which has multiple User-Mode Linux (UML)-based
virtual machines. An extensive set of benchmark programs is deployed to closely
resemble a real-world computing environment.
Experimental results indicate that the proposed framework indeed autonomously
finds thresholds close to the optimal ones for different computing scenarios, balances the
load across the cluster through autonomous VM migration, and improves the overall
performance of the dynamically changing computing environment.
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CHAPTER 1
INTRODUCTION
The computational demands of an organization change over time for various reasons. The
ability to offer required computing resources under unpredictable growth demands is
challenging with the results often being unreliable. A good example is preparing for
Monday morning surges. As people start working, there is enormous stress on a multitude
of servers and applications. By mid morning, the peak will have come and gone. How high
the level reaches is unpredictable to some extent. Typically, web servers, mail servers, file
servers, and database servers are the most heavily taxed systems during these upswings in
traffic [3]. To prepare for such a spike and demand in usage, enterprises and organizations
are often forced to greatly over-provision computational infrastructure, even though the
average utilization of resources maybe typically below 15% - 20%, leaving many of
resources unused [8,9,17,26].
Conventional cluster and distributed systems consist of a set of hosts, connected to
the network, running in a static environment. Parallel and distributed processes run on
hosts, and interact with each other. These interconnected hosts communicate with
applications and exchange data and messages to complete their task requests. In these
traditional cluster and distributed systems, requests are sent to a load balancer or
dispatcher, which is located in front of backend servers. This dispatcher or front-end
balancer is directly connected to a relatively small number of servers. By placing a
dispatcher at the entry to the infrastructure, the incoming job requests can be quickly
distributed to the computing resources in a way that each server handles requests
1
2reasonably equally at any point in time [29,47]. However, this "reasonably equal"
distribution and balancing is rather difficult to achieve since it involves various parameters
such as job arrival rate, job distribution time, server status, processing time, etc.
To solve this over-provision problem and to maximize resource utilization,
numerous approaches have been introduced, including process migration, resource
virtualization, Grid computing, and recently Cloud Computing, etc. Process migration
[61,69,80,100] have been introduced since the 1980's. Process migration has been
considered an aide in solving resource utilization problems in distributed systems by
relocating a process from the source processor to the destination processor. In an ideal
situation, all the migrating processes run their own executions without any change in
computation and communication. The system can distribute the load almost evenly across
the cluster. Simple-minded static assignment of processes to each computer is not a
desirable solution for maximizing resource utilization. Even though processes are
reasonably parallelized, some of the processes need an unpredicted amount of resources.
By dynamically reassigning processes in computation, the clustered system can have
opportunities to better use resources. This dynamic assignment requires process migration
which consists of stopping a process, sending its state to the destination computer, and then
restarting this migrated process. Process migration has been implemented in many
systems, but many encountered difficulties in achieving transparent migration. The main
reason for these difficulties has been the inability to separate the process from the source
operating system and joining the migrated process to the new destination machine. Moving
a process to a destination machine is a complex procedure involving careful plan and
execution. Simple-minded migration can lose the process state and data in the course of
3migration. It is particularly difficult when the target process refers to or is referred by other
processes that are currently in the running state.
Even though it is cleanly and transparently moved to the new system, the migrated
process may still need continued interactions and communications with the source machine
to operate its task because of the dependence on processes in the source. This
communication causes the cluster system to suffer from a heavy overhead. In fact, some of
the processes in the source machine cannot be moved, because those are system-related
processes. Therefore, process migration has not been considered to be an ideal solution for
balancing the system load across the cluster and maximizing the resource utilization in the
cluster and in the distributed system.
Research and development efforts conducted to address this utilization problem
have led to adaptive infrastructure [59,73,95] that uses resource virtualization
[2,12,33,48,49, 66,70,82,83,89]. Virtualization enables multiple virtual machines or guest
operating systems to run on a physical machine or host operating system. Abstracting away
the actual hardware resources, the users have their "own" machine that can be turned on
and off at will. The benefits of virtualization are abundant, including server consolidation,
isolated computing environment, disaster recovery (easier backup and recovery), ease of
system management, kernel development, debugging and secure computing, etc.
The harnessing of resource virtualization technology to solve real-world problems
has recently been evident in numerous initiatives and projects, including Green IT [19,77],
and Cloud Computing [4,7], Grid computing [91], Autonomic computing [35,55], and
Utility computing [5,44,45,68,73]. Green computing is designed to conserve natural
resources through maximizing computing resource utilization. To protect the world and
4preventing global warming, many governments and industry utilize Green Computing
policies, including Climate Savers Computing Initiative (CSCI) [19], and the Green Grid
[77], etc. These Green Computing or Green IT projects are heavily related to efficient
resource usages. To reduce natural resources and maximize resource efficiency through
Green Computing, many approaches have been introduced by companies including Intel
and AMD [77]. Since Virtualization technology has been popular, industries have realized
this technology could support multiple fronts for Green Computing. Multiple physical
machines can be consolidated into multiple virtual machines on a single physical system,
using Virtualization. This virtualization technology, therefore, can have a significant
impact on reducing hardware requirements, which in turn can help reduce electric power
usage. However, using multiple virtual machines introduces another level of issue for
resource management.
The definition of Cloud Computing [4,7] is evolving because the technology is still
in an early stage of development. Cloud Computing is designed to provide and deliver
on-demand resources, applications, or services over the Internet. The hardware and
systems software in Data Centers are used for such services. Cloud Computing provides
the illusion or abstract of computing resources on demand, which is believed to reduce the
need of over-provisioning. Cloud Computing allows increasing resource capacity, and is
able to allocate resources dynamically without user knowledge, thereby generating
significant issues for resource utilization. Cloud Computing platfoims, for example
Amazon's Elastic Compute Cloud (EC2) [4,36], Microsoft's Azure Services Platform [63],
and Google App Engine [39], are convenient for accessing computing resources.
Customers do not have to buy physical hardware and can pay for only the requested
5processing power. Amazon's Elastic Compute Cloud offers full Linux machines with root
access and the opportunity to run any applications. Google's App Engine will let users run
any program they want, with the provided program languages and Google's database.
Overall, the underlying technology of Cloud Computing is based on virtualization. Even
though Cloud Computing provides resources on demand, it still presents drawbacks and
challenges, including reliability, management, scheduling and resource utilization
problems. Cloud Computing gives another layer on top of the virtualization environment,
thereby freeing users from the concerns arising out of this layer. This newly added layer
helps balance and schedule user requests to proper resources. Users' demands vary in time,
and some would cause heavy loads. Even a small number of requests from a small number
of users can have a serious impact on the system level, resulting in hot spots while other
system resources remained largely under utilized. These isolated hot spots can eventually
affect the entire system, resulting in poor utilization. Solving this resource utilization
problem in Cloud Computing can be a major challenge.
Virtualization techniques have a long history [1,38] of research, development and
implementation, dating back to the IBM System/360 and 370 [1,38]. Commercial
virtualization techniques and products include EMC's VMware [93,94], Microsoft's
Virtual PC and Virtual Server [43,64], IBM's Autonomic Computing [35,55], Sun's N1
Grid [88], HP's Utility Computing and Adaptive Enterprise [44,45], etc. Virtualization
techniques have also been actively pursued in open source and academic projects, such as
Xen and its hypervisor [12,66,99], User Mode Linux (UML) [30,31], Bochs [56], Plex86
[75], QEMU [13], VirtualBox, Kernel-based Virtual Machine (KVM), etc. Hardware
support for virtualization comes from Intel's Virtualization Technology [33,48,49] and
6AMD's AMD-V (formally known as Pacifica) [2,82]. These virtualization technologies are
designed to help maximize the use of the underlying computing resources at the various
levels of bare-metal machine, operating system, middleware, and applications.
These virtualization methods provide various means to abstract the resources and
hence enable the users to have the illusion of having their own machines. When many
virtual machines are deployed on a cluster of machines, controlling them can often cause
more problems than solutions [79]. Some machines will have many overloaded virtual
machines while others will not. To solve its imbalance problem, virtual machine migration
methods have been introduced, including Xen Live migration [25], VMware's VMotion
[92,94], Checkpointing [20,37] such as Berkeley Lab Checkpointing and Restart [41], etc.
Studies based on Xen's Live migration explain the benefits of using runtime VM
migration. In particular, the Proactive Fault Tolerance method reported in [66]
demonstrates the difference between Xen's Live migration and Stop&Copy-based
migration using NAS Parallel Benchmark while Sandpiper [98] illustrates how hot spots
can be mitigated using Xen's Live migration in a data center environment that has high
Web traffic.
Runtime management and control of virtual machines are indispensable especially
when a cluster of PCs with many virtual machines is used. Due to these unpredictable uses
of virtual machines, it is difficult for all machines across the cluster to sustain high
performance. One heavily loaded virtual machine can overload the entire physical machine
which in turn can hinder the overall cluster performance [46].
When the utilization of a physical machine is beyond a fixed threshold, the machine
is deemed overloaded. A virtual machine within the physical machine will be selected to
7move to a lightly loaded physical machine. This fixed threshold can become critical to
overall performance of the cluster. Not only does finding such thresholds require much
time and constant administrative intervention but more importantly the resulting threshold
may not work for different situations since the computing demands change over time.
It is precisely the purpose of this study to introduce a framework that autonomously
finds and adjusts thresholds at runtime with no human intervention. The framework is
designed to balance the loads of physical machines across the entire cluster by controlling
the granularity of virtual machines. Virtual machines on overloaded physical machines
will be dynamically moved to an under utilized physical machine. Central to our approach
is the history of migrations along with its impact on performance before and after each
migration. For each migration the standard deviation of resource utilization of the cluster is
recorded before and after migration. This combination of recording and learning provides a
reference point for future decisions. Each learning procedure allows the threshold to
incrementally approach to the optimal one. In this dissertation, host machines, host
operating systems, and physical machines are interchangeably used while virtual
machines, guest operating systems, and guest machines are also interchangeably used. The
two-level indirect dispatching framework called DRIVE [23] is devised as an application
of the framework. The incoming jobs in the DRIVE application are first grouped and
dispatched to virtual machines based on the status of virtual machines and incoming jobs.
These virtual machines are subsequently dispatched to physical machines, based again on
the status of both virtual and physical machines.
The design and implementation of an automated and dynamic VM migration
system that allows (a) the system administrators to free from manual administration and
8hence spend their time better on important issues, (b) the users to have faster responses and
results, (c) the organization to save time and money by not having to overprovision
resources that are rarely utilized. The results of this dissertation research help organizations
with computing infrastructure in which computing demands fluctuate over time. For
example, companies such as CNN or ESPN have sudden peaks in incoming traffic for
accessing presidential election results in real time. On the day Superbowl is played,
companies like ESPN would experience heavy traffic due to accessing some of the game
clips and real-time game statistics and analysis. These organizations do not regularly
overprovision and maintain the infrastructure to meet this type of demands. Organizations
with scientific computing needs can clearly benefit from the results of this research.
National labs and large-scale scientific computing centers maintain a very large number of
servers often tens of thousands to hundreds of thousands across geographically separate
locations to serve users from various parts of the country. These users submit their jobs to
the computing infrastructure through such as portable batch system (PBS). The main goal
of such batch system is to connect the jobs to the available servers. Virtualization of
physical computing servers using virtual machines and moving them to transparently and
autonomously can not only ease the burden of such mapping of jobs to servers but more
importantly increase the utilization of computing resources. The experimental results show
that the performance gain increased gradually as the overload percentage increases.
Application of the research presented in the dissertation requires User Mode Linux
and checkpointing deployed on a cluster of PCs. Specifically, ScrapBook for User-Mode
Linux (SBUML) is used for checkpointing. Substantial modifications are made to SBUML
for allowing VM migration. The current framework works on a cluster of PCs each of
9which runs UML-based virtual machines with modified SUBML checkpointing. However,
the results can be applied to different VIVI environments. For example, a cluster that runs
Xen and its hypervisor can incorporate the learning approach to maximize resource
utilization with checkpointing for Xen on VM migration.
The dissertation is organized as follows. The next chapter lists background work on
virtual machines and virtualization. Chapter 3 describes the approach to and design of the
autonomous migration of virtual machines with three configurations: fixed threshold,
variable threshold learning, and extended learning with multiple resources. The chapter
also includes a discussion of the DRIVE application to demonstrate how the framework
can be applied to distributed systems. Chapter 4 presents experimental environments,
including benchmarking suites, workload definition, benchmarking methodology, and the
initial workload distribution with the detailed examples and migration behaviors. Chapter
5 lists experimental results for the three configurations. The DRIVE application results are
also presented in the chapter. Chapter 6 analyzes the performance of the framework with
the results and Chapter 7 concludes the dissertation. The last chapter presents future work.
CHAPTER 2
BACKGROUND
This chapter gives background information on virtual machine migration. First, resource
and server utilization issues in the enterprise or real world are discussed. Second, an
overview of virtualization techniques and current popular virtualization products and
projects are introduced. Finally, the virtual machine migration will be presented.
2.1 Research on Resource Utilization
Much research has been conducted to address the resource utilization problem, as
illustrated in Figure 2.1. In the commercial side, this technology has been categorized as
"adaptive infrastructure." The N1 initiative by Sun Microsystems is a good example,
which claims their technology can dynamically and elastically manage computing
resources [88,89]. Utility computing being established by HP is centered on concepts of
treating computing resources as definable and controllable units such as electricity or water
Figure 2.1 Overloaded servers. Three servers (PC2, PC4 PC7) are heavily overloaded.
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[44,45]. The idea that when there is growing demand that an organization simply buy the
computing resources they need at the time is a growing trend. This on-demand utility
feature helps organizations reduce operating costs by allowing smaller but more efficiently
computing infrastructures rather than huge over provisioned ones. In recent years, IBM has
been actively working on their autonomic computing and self-healing architecture. These
efforts are aimed at maximizing the utilization of computing resources as well as
automatically detecting and healing the faults of the computing infrastructure [35,55,96].
Academic research has relentlessly pursued maximizing the utilization of available
computing resources in the past decades. This research has been of particular importance
due to the limited resources in academia. At the user level, an application can be manually
parallelized to run on multiple machines in an attempt to evenly distribute the computation.
This step typically entails the design and implementation of application-specific parallel
algorithms. An automatic parallelizing compiler can be designed to ease the burden on the
programmers, resulting in programmability. At the middleware level, the entire application
(or a set of processes) can be dynamically migrated to a less-loaded machine to ease the
burden on the overloaded machine. At the operating system level, a particular process that
causes overload can be migrated to an idle machine. Alternatively, other processes on an
overloaded machine can be migrated to another one so that all the resources can be made
available to the resource-intensive process. Projects such as Wisconsin's Condor
[27,58,90,91] and OpenMosix [10,11,60,65,71,78] along with Checkpointing [20] have
been deployed to migrate processes in various real settings.
The University of Wisconsin's Condor project, which sought to maximize the
utilization of limited resources within academic computing, has been an on-going initiative
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for years. Deployment of the user-level Condor middleware in various organizations
demonstrates such a goal can be attainable [58,90,91]. The Mosix middleware project is
another example of a technology that was designed to maximize the use of limited
computing resources. Its kernel-level support along with user-level middleware can
migrate active tasks to under utilized machines transparently. OpenMosix continues this
effort by adding to Mosix algorithms based on advanced market economics
[10,11,60,65,71,78]. Finally, Checkpointing process migration (CHPDX) is one of the
important pieces and examples of these types of computational approaches [20].
2.2 Virtualization
Virtualization technology, or Virtual Machine Monitor, or hypervisor, can emulate a
physical machine, and create an abstraction between hardware and guest operating systems.
This abstraction provides the isolation between hardware and guest operating systems, and
allocates platform resources, including processing, memory, and I/O operations
[21,51,87,101]. Virtual Machine (VM) can refer to an instance of emulated or virtualized
operating systems with applications and software running inside. Virtualization techniques
have a long history of research, development and implementation, dating back to the IBM
System/360 and 370 [15,28], which were used to allocate and share hardware resources for
many different users. Since then, various virtualization technologies and products have
been supported at the hardware and software levels.
Virtualized operating systems or virtual machines can run on top of host operating
systems, or can run on top of bare-metal hardware, using two different types of virtual
machine monitors, which is the computer virtualization software that allows multiple
operating systems to run on computers [72]. Two conceptual views of virtual machines are
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(a)	 (b)
Figure 2.2 Conceptual views of virtual machines: Two types of virtualizations are
shown. (a) virtual machines are running on top of a bare-metal machine, (b) virtual
machines are running on top of a host operating system.
illustrated in Figure 2.2. The first VMM class allows running directly on the hardware.
Guest operating systems run on another level above this layer. This class includes VMware
ESX server and ESXi [93,94], Microsoft Hyper-V [64], Citrix XenServer [24], etc. The
second class can be categorized with software applications running in traditional operating
systems, as illustrated in Figure 2.2 (b). The VMM in the figure provides another software
layer, on which guest operating systems run. This additional layer provides a clear
separation between guest operating systems and the host operating system. Products such
as VMware (GSX) server and workstation [94], QEMU [13], Microsoft Virtual PC [43],
Sun VirtualBox, User Mode Linux (UML) [30,31], etc. use the second approach.
2.2.1 Hardware Virtualization Support
Hardware supports for virtualization include Intel's Virtualization Technology (formerly
known as Vanderpool) [33] and AMD's AMD-V (formally known as Pacifica) [2,82]
through multi-core processors.
Virtualization enhanced by Intel Virtualization Technology, referred to as VT-x
[33], will allow a platform to run multiple operating systems on independent partitions.
One piece of physical hardware can support multiple virtualized systems. This includes
Figure 2.3 Interaction of a Virtual-Machine Monitor and guests in Intel's VT.
virtual-machine extensions (VMX) that support virtualization of processor hardware for
multiple software environments of virtual machines. Virtual Machine extensions support
virtual machines on IA-32 processors at the processor level. Intel's VT support for
virtualization is provided by a new processor operation called VMX Operation. In general,
two VMX operations are provided, including the VMX root operation and VMX non-root
operation. Transitions between VMX root operation and VMX non-root operation are
called VMX transitions. VMX transitions have two states, VM entries and VM exits. VM
entries are transitions into VMX non-root operation. Transitions from VMX non-root
operation to VMX root operation are called VM exits. Figure 2.3 illustrates the interaction
between VMM and guest software. Intel also plans to add Extended Page Tables (EPT),
which is for page table virtualization [49]. Even Intel supports at the chipset level using
VT-d technology.
AMD's virtualization technology [2] helps to allow multiple operating systems to
run on independent partitions on a single processor. AMD Virtualization technology is a
set of hardware extensions to the x86 architecture. AMD-V simplifies virtualization
solutions by reducing the burden of trapping and emulating instructions executed within a
guest operating system. AMD-V operates on AMD Athlon 64 and Athlon 64 X2, Turion 64
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X2, Opteron 2nd generation and 3rd-generation, Phenom, and newer processors. AMD
introduced a technology named "I0 Memory Management Unit" (IOMMU) for AMD-V.
It supports configuring interrupt delivery to individual virtual machines, and delivering an
I0 memory translation unit for preventing a virtual machine from using DMA. Both Intel
and AMD extend virtualization technology from mainframes to servers, desktops and
mobile computing environment.
2.2.2 Commercial Virtualization Software
Commercial products include VMware [93], Microsoft's Virtual Server [64], Sun
Containers/zones [89], Parallels, and Virtualiron.
VMware, a part of EMC, is a widely used virtual machine software suite allowing
users to create and execute virtual computers not only on the host OS but more importantly
on bare-metal x86 hardware [93]. VMware released VMware hypervisor, which becomes
the first virtualization software for emulating i386-based PC on PC hardware in 1990's. In
1999, VMware introduced virtualization to transform x86 systems into a hardware
infrastructure that offers full isolation and operating system. VMware introduced a
Figure 2.4 x86 virtualization layer in VMware products.
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virtualization technique that traps system instructions and converts them to safe
instructions that can be virtualized. VMware supports handling privileged instructions to
virtualize CPU on x86 architecture, including full virtualization using binary translation,
OS assisted virtualization or para-virtualization, and hardware-assisted virtualization.
Figure 2.4 illustrates x86 virtualization layer.
Full Virtualization translates OS Kernel code to replace non-virtualizable
instructions with new instructions. User level code is directly executed on the processor.
This full Virtualization with binary translation and direct execution, provides a full
abstraction layer to guest operating systems from the underlying bare-metal hardware.
Operating Systems (OS)-Assisted Virtualization or Para-virtualization involves modifying
the OS kernel to replace non-virtualizable instructions with hypercalls that communicate
directly with the virtualization layer hypervisor. VMware's Hardware Assisted
Virtualization cooperates with Intel Virtualization Technology (VT-x) and AMD's
AMD-V. With their own Virtualization technology, VMware introduced the following
infrastructure-level or data center products: VMware ESXi server and VMware
Infrastructure 3 with many management products [94], as shown in Figure 2.5.
Microsoft (MS) Virtual PC and Server is the virtual machine solution targeted
Virtual Center Management Server
Figure 2.5 VMware infrastructure example.
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specifically at the Windows environment [43,64]. However, Linux VMs can also be
created on a virtual server. It is based on the Virtual Machine Monitor (VMM) architecture
and lets the user create and configure one or more virtual machines. Virtual PC provides
two important features. It maintains an undo disk that lets the user easily undo some
previous operations, which enables easy data recovery. The other feature is binary
translation, which it uses to provide x86 machines on a different platform. Figure 2.6
shows the example architecture of Microsoft Virtual Server.
As a built-in virtualization technology within Solaris 10 [34,86], Sun containers
share the same OS images and drivers running on top of the Solaris kernel to provide
multiple private-execution environments [89]. Solaris Containers allow servers to be
partitioned in sub-CPU granularity. A zone in Solaris is a separated-execution environment
for software services within a Solaris instance. A zone provides a mapping from services to
platform or hardware resources. It allows applications to be isolated in a shared single
Solaris OS instance on the same system.
Figure 2.6 The general architecture of Microsoft Virtual Server.
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2.2.3 Open-source Virtualization Projects
Virtualization projects pursued in the open-source community include Xen [12,66,99],
User-mode Linux (UML) [30,31,32], Bochs [56], Plex86 [75], VirtualBox, QEMU [13],
Kernel-based Virtual Machine (KVM) and others.
Xen, apart from XenSource which is now part of Citrix, is a software layer, called
para-virtualization, which enables guest operating systems to run on a physical machine
[12]. Xen requires operating systems to be ported, while it tries to reduce the porting effort
as much as possible. User-Mode Linux (UML) is an application software layer that enables
guest Linux operating systems [16] to run on the host Linux operating system. UML, being
an application from the host's perspective, requires no modification of the underlying host
kernel [30,31], as shown in Figure 2.7. Bochs, portable open source emulation software for
x86 and AMD64 architectures, emulates the processor(s), memory, and hardware to create
virtual machines [56]. It can emulate most of the versions of x86 machines including 386 to
Pentium Pro or AMD64 CPU, including MMX, SSE, and SSE2 instructions. Bochs
emulates the Intel x86 CPU, BIOS, and standard PC peripherals. To achieve the
"portability", Bochs simulates x86 software on any platform with the overhead of
Figure 2.7 Conceptual UML architecture with layers.
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instruction translation. Although Bochs is slow for the virtual machine use, it can be used
for debugging new operating systems on very different platforms because of its portability.
Plex86, still in an early stage of development, is specifically targeted to create Linux
virtual machines for the x86 architecture that runs Linux operating systems [75]. Host OS
requires a patched Linux kernel to simulate the x86 architecture through virtualization.
Among these open-source projects are Xen and UML that are widely adopted.
UML realizes virtual machines through system calls [30,31], as illustrated in Figure
2.8. Applications or kernel processes of the virtual machine issue system calls to access the
underlying hardware resources. The system calls issued by UML processes (be it kernel or
user) are directly dispatched to the host kernel's system call table which holds the
addresses of System Calls (syscall) functions. Direct access mechanism to the host's
system call table is accomplished through virtual dynamic shared objects (VDSO) that is
initialized at the time of UML startup. There is a clear cut distinction between the host and
guest operating systems. This latest feature incorporated in 2.6 kernel is made possible by
sysenter instruction on i386 architecture. Processes on UML are executed as if they are
running on the native host OS.
Figure 2.8 Process relationship in UML architecture.
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Xen, on the other hand, realizes virtual machines through a hypervisor kernel that
runs in a tight collaboration with the host operating system. For this reason Xen, unlike
UML, requires the host OS to be ported to the Xen architecture. It is this hypervisor that
has direct access to the underlying hardware. On top of hypervisor are Xen domains on
which guest operating systems run. Xen dynamically reclaims pages of memory from some
VMs to other VMs. Guests OSs in guests domains are not allowed to access privileged
processor instructions. A special domain, Dom0, can create and terminate guest domains
(DomU) [66,99]. Figure 2.9 shows a conceptual view of Xen architecture.
The main distinction between Xen and UML is the requirement for the host
operating system to accept modifications to run multiple guest operating systems. To avoid
modify the host operating system, currently many operating system distributions provide
already the modified operating systems to users. Since UML VMs run in the user-space of
the host kernel as applications, any accidental or malicious actions by the guest OSs or
their applications can be prevented, giving an additional level of security.
Figure 2.9 Xen conceptual architecture.
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In this dissertation, a UML-based autonomous migration framework is presented.
UML is selected over Xen in this research for several reasons. First, UML provides a clear
cut distinction between host operating system and guest operating systems. Second, UML
requires no modification of host operating system while Xen requires a kernel patch
[12,66,99].
2.3 Virtual Machine Migration
Popular web sites dynamically assign and distribute a large number of client requests to the
proper servers in an effort to perform load balancing. One of techniques involves packet
rewriting such as full, half or quarter net address translation (NAT) [9,14,18,29,47,57]. The
load unbalancing approach [102], which balances loads across a cluster, is based on the
observation that using the correlation between the arrival rate and the processing rate is not
necessarily a good approach, hence resulting in un-correlating the two. A hierarchical
controller framework in [50] uses three levels of controllers to effectively manage the
power consumed by a cluster, where forecast and operating environment parameters are
used to manage the interactions between multi levels. While the front-end or
dispatcher-based approach relays client requests directly to physical machines, server
virtualization [84] offers an indirect buffering mechanism that abstracts away the
underlying physical machines for workload management.
Virtual machine migration technique enables the migration of a virtual computing
environment to another physical machine while keeping its execution state intact. Since
virtualization decouples guest operating systems from hardware, users can enjoy a uniform
computing environment on different platforms. Users' virtual machine environments may
be migrated between machines. Users cannot notice underlying hardware, and the
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Host 1 	 Host 2
Figure 2.10 Guest OS snapshot representation.
migration should be transparent to the applications. Applications do not have to be changed
since these applications are running on the top of guest operating systems, which are on the
virtualization layer [52,53,76].
To migrate a virtual machine between physical machines, it is necessary to provide
functions for saving a snapshot of the virtual machine and restoring the migrated virtual
machine states and a virtual disk [70], as illustrated in Figure 2.10.
Figure 2.11 SBUML implementation.
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In open source projects, there are Xen Live migration in Xen and SBUML project
in User Mode Linux [25,76]. ScrapBook UML (SBUML) [80,81], an extension to UML,
provides an operating system checkpointing capability that is essential to the dynamic and
autonomous migration framework. Checkpointing involves stopping and saving the
running operating system and resuming on the same machine or elsewhere. SBUML
provides such capabilities. It creates a snapshot, and this snapshot can be resumed on the
other host machine, as shown in Figure 2.10 and Figure 2.11. With modifications in
SBUML interface programs and the SBUML kernel patch, it is seamlessly integrated into
the autonomous migration framework.
On the commercial side, VMware introduced VMotion functionality in the
VMware infrastructure, as illustrated in Figure 2.12, and Microsoft proposed the Dynamic
Initiative for resource management redistributing virtual machines. Recently, VMware
released VMware Distributed Resource Scheduler [92], which continuously monitors
utilization across resource pools and allocates available resources among virtual machines
according to business needs. VMware DRS (with DPM) [92] is included in VMware
Infrastructure Enterprise, and VMware VMotion is required to implement VMware DRS.
DRS collects resource usage information for hosts and virtual machines and generates
ESX Server 1 ESX Server 2
VMWare Infrastructure
Figure 2.12 VM migration with VMotion technology in VMware infrastructure.
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recommendations for virtual-machine placement. DRS insist that it intelligently assigns
virtual machines to servers in the cluster to use the computing and memory resources.
However, how this "intelligence" recommends the redistribution of VMs is not very well
known at this moment.
CHAPTER 3
DYNAMIC OS MIGRATION FRAMEWORK
3.1 Overall Architecture
The framework shown in Figure 3.1 consists of a cluster of Linux PCs connected through a
network. Each bare-metal machine is comprised of a Linux operating system and virtual
machines with the developed modules. Vital statistics such as CPU usage are monitored
and collected in a predetermined interval by the kernel-level modules. Running on top of
the Linux kernel (or host operating system) are multiple User Mode Linux Virtual
Machines (UML VM or guest operating systems). The number of UML VMs a machine
can accommodate depends on the amount of resources in each machine, in particular
memory, CPU speed, and disk. User applications run on UML VMs. A user-level
application running on kernel modules determines how the currently active VMs are
autonomously migrated.
The detailed description of UML VMs and kernel-level modules is illustrated in
Figure 3.2. Each PC consists of VMs, SBUML interface and two to three modules
depending on its role. A PC is designated as the master PC for making decisions on
Figure 3.1 Overview of the system.
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migration while the rest as workers. PCO, the master PC, has three modules of monitoring,
decision, and migration while the remaining worker PCs each have two modules
(monitoring and migration). Included in each UML VM is a monitoring module for the
VM's utilization statistics, not the host's utilization. SBUML interface provides a bridge
between the host machine and the guest VMs for checkpointing. Monitoring modules
periodically collect utilization statistics for both host and guest machines. The decision
module of the master PC checks if any machines are overloaded. If any machine is indeed
overloaded, a VM is selected for migration. Migration modules actually move the selected
VM to the target PC.
Figure 3.2 Logical organization. Hmon = host monitor, gmon = guest monitor, mod =
module, interf = interface.
3.2 Framework with the Fixed Threshold
3.2.1 Monitoring Modules
Monitoring modules periodically query OS kernel for CPU and memory usage. Two types
of monitoring modules are used: host monitor hmon and guest monitor gmon. Hmon runs
on each host OS to collect the host's usage while gmon running on each and every guest
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Figure 3.3 gmon monitoring in PC1.
OS (VM) to collect guest VM's utilization. Gmon collects statistics from the guest's
perspective which is different from the host's. This will become apparent when explaining
the migration behaviors.
Host CPU utilization is computed using the "/proc/stat" file of the host OS. Every
second the difference is computed and accumulated for a fixed period of time. At the end of
this period, the statistics are averaged and sent to the decision module. Computing guest
OS utilization is slightly different from the host utilization. First, the usage is retrieved
from the "/proc/stat" file of the guest OS. Second, this usage is averaged over a fixed
period of time. Third, the average usage is saved on the log file (gdata) of the host OS's file
system. Writing this allows the host OS to access the guest VM's statistics. Detailed guest
monitoring module is illustrated in Figure 3.3 and 3.4.
Guest monitoring module helper, gmon helper, fetches guests' information from
the log file, and then periodically sends all VMs' information, the number of VMs and
Host's IP address to the decision module.
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Figure 3.4 gmon and the decision module: (a) gmon is periodically updating VMs'
information into gdata log file. (b) "gmon helper" fetches VMs' information and sends
to the decision module.
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To develop monitoring functionality, host and guest monitoring modules have been
developed with C and Perl versions for the efficient execution. Host monitoring module
includes "sendLoadavgs" and "sendcpumem" programs. This module gathers resource
usages in the predefined duration. For cpu usages, it checks /proc/stat file and loadavgs in
the host PC, every second. It retrieves the differences and calculates cpu usages every
second and collects cpu usages in the predefined duration. After collecting, these usages
are averaged and sent to the decision module. For memory usages, it monitors
/proc/meminfo in the given interval, averages the gathered information, and sends the
averaged memory usage to the decision module. This host monitoring communicates with
the decision or learning module via network. Guest monitoring is configured with
"g_Agent" and "fetch_gdata" programs. g_Agent is running in virtual machines, and
fetch_gdata is running on host PC. g_Agent monitors /proc/stat every second, and
calculates cpu usage of the virtual machine. During the fixed period, it gathers cpu usages
of VM, averages, and records this information to a file (gdata) in host OS. The program
fetch gdata finds virtual machines' usages through the file, which is recorded by g_Agent.
After gathering all VM usages, fetch_gdata sends these collected information to the
decision module.
3.2.2 Decision Module
The decision module on the Master PC periodically gathers all the hosts cpu utilization
from monitoring modules. If and when the utilization for some host machines goes over the
threshold for a predefined period, it is deemed that the machines are overloaded. The
decision module initiates a migration process which consists of finding the source machine,
a candidate virtual machine, and the destination machine with the lowest utilization,
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Find the source machine with
the highest load. Form a pool V.
Remove the selected
VM from the pool V.
Select a VM with the highest
usage from V and the dest
machine with the lowest usage.
Validate
if the dest machine can
handle the VM?
Send the decision results to the
source and destination machines.
Figures 3.5 The summary of decision module.
followed by actual migration. Specifically, the decision module executes the following
procedure (as also illustrated in Figure 3.5):
1. Source Machine: Identify a physical machine with the highest load among the hosts.
2. Candidate VM Pool: Form a pool of candidate VMs, V, within the source machine.
Those VMs that are below a predefined pool threshold will be part of the pool.
3. Candidate Source VM: Select a VM with the highest usage within V.
4. Destination Machine: Find a physical machine with the lowest load.
5. Validation: Check if the destination machine can accommodate the candidate source
VM. The main criterion for this checking is to determine if the anticipated usage of the
destination machine would not violate the predefined threshold if the selected VM was
indeed moved. For example, if the usage of a candidate source VM is 40% and the
usage of the destination machine is 35%, this candidate VM will not be selected since
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the anticipated total usage of the destination machine will be over a predefined
threshold, for example, 70%.
6. Decision: If the destination machine is unable to handle the source VM, remove it from
the candidate pool V and go to Step 3. If the destination machine can indeed handle the
source VM, the decision results will be sent to the source and destination machines for
actual migration.
7. Migration threshold adjustment: The predefined threshold is adjusted in steps of 5%
based on the number of actual migrations. Increasing the threshold discourages
migration.
The decision module is implemented and configured with C and Perl programs for
the efficient decision results communication. The major programs in the module are
"server" and "gather" files. These files are included in the main directory of the framework.
The fixed threshold can be set with the command line arguments or the input file. The
program "server" receives monitoring results from the monitoring modules and
communicates with the migration modules via network. The program "gather" works as a
helper function for "server" program.
3.2.3 Migration Modules
Migration modules move virtual machines. Upon receiving the decision results from the
master PC, the migration module of the source PC, migsender, initiates the first half of
migration by creating a snapshot of the selected virtual machine and packing the snapshot,
followed by sending to the destination PC.
Creating a snapshot of the virtual machine on the source PC entails three steps: (a)
create a snapshot directory, (b) suspend the guest VM selected for migration, (c) write the
current status of the VM on the directory, including process, memory, etc. Snapshot
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creation as well as resumption use SBUML interface. This SBUML interface will be
explained in the next section.
Once a snapshot directory is filled with the VM's information, the source PC will
pack the snapshot and send to the destination PC along with a signal indicating that a VM
has been sent. After sending, the packed file and snapshot directory will be removed when
the migration module receives a signal from the destination PC, indicating that the VM was
indeed delivered.
The migration module at the target PC, migreceiver and migrestore, executes the
seconds half to complete the migration. Upon receiving a signal that indicates that a VM
has been copied to itself, the module goes through unpacking the snapshot, and resuming
the execution of the guest OS, now on a different machine. Resumption and restoration are
done through SBUML interface. Upon successful completion of resumption, the module
removes the packed file and decompressed snapshot directory, and sends a signal to the
decision module to indicate that the migration is now completed. The migration module is
implemented with Perl and C programs. It communicates VMs through SBUML interface,
and transfers signals between the source and destination though network.
Detailed relationship between three main modules is described in Figure 3.6. It
shows how VM1 is sent from PC1 to PC2 and how VM1 is resumed as VM1'. Currently,
the decision module creates a decision that PC 1 is critical. The decision helper delivers this
decision to the gmon helper. This helper wakes up the migsender, and one VM's snapshot
is created. The migsender sends this snapshot with a signal for the snapshot name. In PC2,
migreceiver accepts a signal and resumes a delivered VM with the migrestore.
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Figure 3.6 The relationship between three main modules when a VM is migrated from
PC1 to PC2.
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3.2.4 SBUML Interface
SBUML is the ScrapBook User Mode Linux, which is incorporated to the autonomous
framework, mainly to the migration modules to create a snapshot and resume the delivered
Virtual Machine.
SBUML provides (1) a patch to UML and (2) API interface. For the autonomous
framework, the patch is modified for easy creation of a snapshot. This modified patch is
applied to UML patch. Kernel of virtual machines for the framework need SBUML patch
and UML patch to the original Linux Kernel. Integrating this patched Kernel with virtual
machine file system, which is Debian file system, hundreds of virtual machines for the
framework can been created. Conventional Debian file system was brought and modified
to be included in virtual machines. This file system has a directory named with "debian3C"
and it contains a base command and the actual Ext2 file system, called fs deb3C_1.ex2.
SBUML API interface is configured with many programs and commands. The
autonomous framework uses commands to suspend a VM, create a snapshot, and resume
the delivered VMs. SBUML provides around 50 programs to connect SBUML-patched
kernel and UML virtual machines. The following major programs are suspending VMs,
creating snapshots, and resuming VMs.
• Suspend and create snapshots:
a. sbumlfreeze — freeze a virtual machine.
b. sbumlsave — save a snapshot of the virtual machine.
• Restore and resume snapshots (VMS):
a. sbumlrestore — restore virtual machine from a snapshot.
b. sbumlcontinue — unfreeze virtual machine from frozen state.
. misc:
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a. sbumlcmd — send low-level commands to virtual machine through the
patched virtual machine Linux Kernel.
b. sbumlremove — stop all processes of a virtual machine and remove its states.
Including the above programs, other supporting programs have been modified and
created to be integrated for the framework, including sbuml.rc (running environment),
sbumlboot, and various commands.
Migration modules have heavily used above modified programs. When migration
module in the source PC gets a decision result with the target PC and source VM, the
module stops the running source VM using modified SBUML programs. If the source VM
is correctly halted, migration module creates the snapshot for the frozen VM. The VM
snapshot is stored in a directory with its name, status, the ancestor information, and all the
other information. For example, a snapshot directory has a name "ip151", which has an IP
address with 192.168.0.151, and it stores multiple files, including ancestors, snapshot.tarS,
status. After migration module creates a snapshot, it packs this snapshot directory to one
file and sends to the destination PC with a signal.
When migration module in the target PC receives the signal and the
packed-snapshot file, it unpacks the delivered file to temporary virtual machine holders.
Temporary virtual machine holders have directories called from ml to m20. The number of
holders is currently fixed to 20, but it can grow dynamically if all the holders are filled with
20 virtual machines. If a VM is delivered to other PC, then the VM's holder will be empty
for other transferred VM. After successfully unpacking the snapshot, migration module in
the target PC resumes this VM with the above changed SBUML commands. After
restoring this VM, migration module sends the completion result to decision module (or
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Figure 3.7 The logical overview of the framework with learning module. Hmon=host
monitor, gmon=guest monitor, mod=module, interf = interface.
learning module in the framework with learning approach). Migration modules in source
and destination PCs are heavily involved in creating snapshot files and resuming virtual
machine with SBUML interface.
3.3 Framework with Learning Approach
The decision module is combined with learning approach that autonomously finds and
adjusts the thresholds for determining candidate VMs for migration. In the learning
framework, this decision module is called the learning module. The following explains the
learning module with its algorithm and supporting modules, including monitoring and
migration modules.
3.3.1 Learning Module
The Learning module determines migration using the history matrix along with other
information. Each entry of the history matrix consists of the following: standard deviation
of CPU utilization before migration, host CPU Utilization, Source Host, Destination Host,
and standard deviation of CPU utilization after migration. The learning module works as
follows (illustrated in Figure 3.8):
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Figure 3.8 Learning procedure.
• Step 1: Obtain CPU utilization for all the hosts and VMs. Find the standard
deviation of host CPU utilization.
• Step 2: Check if there is an entry in the matrix that is the same as the current
situation in terms of both the current standard deviation and host CPU utilization. If
it does exist, check if the standard deviation after migration is less than the current
one. If true, it is projected that migration would help. An actual migration will
ensue in Step 4 below. If there is no such entry or the standard deviation after
migration is higher, Step 3 will be performed.
• Step 3: All the possible migrations are simulated to find the estimated standard
deviations after migration. Check if the smallest standard deviation is smaller than
the current one. If true, a migration will ensue in Step 4. Otherwise, go back to Step
1 to pick another candidate host machine for migration.
• Step 4: An actual migration takes place using the Source Host and Destination Host
determined in Step 2 or 3. A VM with the lowest standard deviation after migration
is selected from the host machine for migration. After actual migration, an entry in
the history matrix will be added or updated with the current information (standard
deviation of CPU utilization before migration, host CPU Utilization, Source Host,
Destination Host, and standard deviation of CPU utilization after migration).
The history is kept during the duration or lifetime of each experiment, which often
runs up to six hours. History matrix size (entries) is 11 x 100 = 1100 in the framework with
the learning approach. CPU standard deviation is 0 to maximum 10 (across 16-PC cluster).
Figure 3.9 Sample history matrix.
The total number of standard deviation is 11 integers. Each CPU standard deviation can
have up to 100 configurations or situations across the cluster. For example, for the standard
deviation 1, PC2 can have 5 for the normalized CPU utilization, PC3 may have 2, and so
on. However, for the same standard deviation 1, PC2 may have 2, PC3 have 1, etc. In terms
of the framework module's performance and evaluation purpose, currently it is limited up
to 100 entries per standard deviation. Therefore, the total number of entries is 1100 in the
framework with learning approach.
If the number of matrix entries grows over the limit which is currently set to 1100,
the first entry will be overwritten with the new entry. For example, if the matrix is full (all
1100 entries are filled) and another entry should be recorded, the first entry of the matrix
will be written with the newly obtained entry. The size of the matrix is currently fixed for
evaluation purposes but can be easily changed to adapt to different computing scenarios,
patterns and history.
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3.3.2 Monitoring and Migration Modules
Monitoring and migration modules are similar to the original framework using the fixed
thresholds. Monitoring modules periodically query operating system kernel for CPU and
memory usage from host and guest operating systems, as monitoring modules do in the
original framework, and the monitored information is gathered and delivered to the
learning module. If the decision result is "OS migration" in Step 3 and 4 of learning
procedure, this result is sent to Migration modules with the source VM and the destination
host information. After migration modules transfer VM(s) from the source to the
destination PC, as presented in the original framework, these modules send the completion
messages to the learning module, and finalize the migration procedure of VM(s).
3.4 Framework with Extended Learning Approach
VM migration is designed to move VMs from an overloaded physical machine to a lightly
loaded machine. Moving VMs will lessen the burden on the overloaded machine while
utilizing the idling physical machine. Numerous critical issues need to be addressed to
make this otherwise simple-minded VM migration approach successful. Among the issues
is an important parameter threshold that dictates what constitutes a machine overloaded or
underutilized. If the overall resource utilization of a physical machine is over a certain fixed
threshold, the machine is deemed overloaded and one or more of the VMs may be selected
for migration.
While it can select which VMs from what physical machines, the fixed threshold
approach suffers from the one-size-fits-all issue. Since the threshold is fixed, migration
decisions may not fit to various different situations. In fact, some decisions may cause
more unstable and unnecessary migrations. To solve this fixed threshold problem, a
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learning framework was introduced that finds thresholds dynamically [22]. In the proposed
framework, a simple-minded learning method was employed that consults the previous
history of migrations to find the one that suits the current situations. CPU utilization was
the key resource type for determining migrations.
In this research, the learning framework is extended in multiple fronts, including
multiple resource type, resource size, random workload distribution, and new proactive
learning. Memory utilization is now taken into consideration in determining thresholds.
Combining multiple resource types to yield a uniform and consistent metric is a challenge
that will be addressed shortly. Workload distribution is now extended to both static and
random distribution strategies that can closely simulate a realistic cluster environment.
Proactive learning approach uses a framework that takes multiple resources such as CPU
and memory. Not only does it rely on the previous history of migrations and their results,
but more importantly it proactively examines all the possible pairs of thresholds and
resource weights to find the one that best suits. The learning process iterates over time to
Figure 3.10 The logical overview of the framework with the extended learning.
Hmon=host monitor, gmon=guest monitor, mod=module, lilted= interface.
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learn from the history, reactions and trainings. If the same situation is ever encountered, an
optimal solution will be applied.
3.4.1 Normalizing Load Patterns
The monitoring module periodically collects raw CPU usage and raw Memory usage from
the physical servers. CPU usage is computed using /proc/stat file. At the same time,
Memory usage is calculated from /proc/meminfo every second. These raw values are
normalized using standard deviations to find their relative importance in detecting unusual
patterns. A standard deviation indicates how far a particular CPU or Memory usage is from
the mean. Applying the standard deviations for CPU and Memory usage, can quickly
identify how far the current pattern is from the mean, and thus make a decision on the
pattern.
Standard deviation for CPU usage is computed from the CPU utilization samples of
the NS backend servers, where each server can have 0 to 100% utilization.
Table 3.1 shows an example for CPU and Memory usages normalization through
standard deviation. The normalized CPU index is 2 when the CPU usage standard
deviation is 24. Similarly, the normalized Memory index is 3 when the Memory usage is 36.
Table 3.1 An Example for CPU and Memory Usage Normalization
Table 3.2 Pattern Matrix M
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The two indices will result in an 11x11 pattern matrix of 121 entries, each of which
represents a pattern of CPU and Memory loads.
This normalization process determines the granularity of patterns and in turn
sensitivity of learning. If, for example, the standard deviations for CPU and memory
usages are divided into every 5, there will be each 21 indices for CPU and for memory,
resulting in a 21x21 pattern matrix of 441 patterns. While they will help capture the subtle
nature of various patterns, more and finer patterns will also entail higher overhead and be
susceptible to noises. This issue will be revisited with experimental results.
3.4.2 Identifying CPU and Memory Load Patterns
A pair of normalized CPU and Memory indices uniquely defines a pattern of load. Using
these indices, a pattern matrix M is constructed to define all possible patterns. Table 3.2
shows an example 11x11 matrix with 121 patterns. Each entry has three values: CPU
weight Wcpu, Memory weight Wmem , and threshold H, where Wcpu = Wmem = 0.0, ..., 1.0,
Wei,„ + Wmem = 1, and H= 55, 65, 75, 85. Each weight indicates its relative importance with
43
respect to the other weight when making distribution decisions while threshold controls
adaptive activities.
Consider entry (3, 2) = (0.4, 0.6, 75), where the CPU weight is 0.4, the connection
weight 0.6, and the threshold 75. The entry indicates that when traffic pattern (3, 2) is
encountered, Memory will be more important than the CPU usage by 20%. The threshold
value of 75 indicates that VM(s) should be migrated if the load of a server set is beyond 75,
as explained shortly. The fact that an entry exists indicates that the particular pattern has
been encountered in the past. If an entry does not exist, no such pattern has emerged yet.
3.4.3 Framework Modules
This extended learning framework consists of migration modules, the extended learning
module, monitoring modules. In this extended framework, monitoring modules
periodically query OS kernel for CPU and memory usage. Two types of monitoring
modules are used: host monitor hmon and guest monitor gmon. Hmon runs on each host
OS to collect the host's CPU and memory usages while gmon on each and every guest OS
(VM) to collect guest VM's utilization. Gmon collects statistics from the guest's
Figure 3.11 Proactive learning procedure.
History (Pattern) Matrix Weight:Threshold Index
Normalized Usage Index
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Figure 3.12 Learning module internal matrices.
perspective which is different from the host's.
Host CPU utilization is computed using the "/proc/stat" file of the host OS. Every
second the difference is computed and accumulated for a fixed period of time. Host
Memory utilization is obtained from the "/proc/meminfo" file. The percentage of memory
usage is collected. At the end of this period, these statistics are averaged and sent to the
extended learning module. Computing guest OS utilization is similar to host utilization
using "/proc/stat" and "/proc/meminfo." The guest OS utilization is recorded on the host
OS. Monitoring modules eventually access these guest VM's statistics and send to the
extended learning module.
The extended Learning module determines migration using the history recorded in
the pattern matrix along with other information. Each entry of the history matrix consists of
weights and threshold. The learning module works as follows (Figure 3.11):
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• Step 1: Get CPU:Mem — Compute the standard deviations of CPU and memory
utilization. Normalize the deviations to find a pair of index values according to the
normalized usage index table in Figure 3.12. This pair defines a pattern.
• Step 2: Get Pattern? — Check if an entry for the pair of CPU:Mem exists in the
pattern matrix. For example, if the pair obtained above is (2,1), the History matrix
has an entry for the pair {0.4, 0.6, 65 }.
• Step 3: History Ratio:Thr — If it does, the entry with three values of cpu weight,
memory weight and threshold will be applied. For the running example, the three
values are 0.4, 0.6, and 65.
• Step 4: Learn Ratio:Thr — Otherwise, all 24 possible combinations of cpu and
memory weights will be applied to find the most suitable threshold, called
proactive learning. 24 possible combinations are drawn from six cpu weights (or
memory weights) and four thresholds; cpu: (0.0,...,1.0) x thresholds: (55, 65, 75,
85). The Weight:Threshold table shown in Figure 3.12 has six rows. The two first
two columns are a pair of cpu and memory weights while the last one holds the best
threshold for the pair up to that moment. This step will record a threshold value in
the table. For the running example, the threshold of 55 under (0.4,0.6) will be
recorded with the resulting standard deviations after migration.
• Step 5: Set CPU:Mem — Record the newly learned pattern in the pattern matrix
along with the two resulting standard deviations after migration.
• Step 6: Learn All? — Check if the all the 24 possible combinations are applied for
the current migration pattern. Again the 24 possible combinations are drawn from
six cpu weights and four thresholds.
• Step 7: Set Pattern — If indeed all the possible combinations of weight and threshold
are tried, the best one is recorded in the History (Pattern) Matrix table. The best
combination is determined with the lowest sum of the resulting standard deviations
of cpu and memory utilizations after migration.
Migration modules actually move virtual machines. Upon receiving the decision
results from the master PC, the migration module of the source PC initiates the first half of
migration by creating a snapshot of the selected virtual machine and packing the snapshot,
followed by sending to the destination PC. The migration module at the target PC unpacks
the snapshot received and resumes the execution of the guest OS.
46
3.5 Distributed Model with Applied Framework
The framework is optionally applied to the distributed system, modifying the original
virtual machine migration framework.
Figure 3.13 shows the proposed DRIVE framework which consists of three major
components: a VM repository and two dispatchers. The VM repository holds a number of
virtual machines and their status information. It acts as a buffer that holds a large number
of jobs that are to be dispatched to a small number of machines. The first dispatcher, Job
Dispatcher, takes in jobs and maps them to virtual machines. Essentially, it decides which
jobs should be dispatched to what virtual machines. Many issues need to be addressed
before any decisions may be made. The second dispatcher, VM Dispatcher, determines
how VMs are mapped to physical machines. Decisions as to which VMs to what physical
machines entail a number of issues which will be discussed shortly.
3.5.1 Job Dispatcher
The Job Dispatcher determines how jobs are to be dispatched to virtual machines. This
decision entails a distribution strategy such as the ones listed below:
Figure 3.13 The DRIVE framework.
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a) Round Robin distributes incoming jobs to VMs in the order in which they arrive in
a rotated and circular order. This strategy does not consider any characteristics of
incoming requests.
b) Weighted Round Robin distributes jobs that are weighted based on their runtime
characteristics and the load of each server.
c) Regioning (numbering) distributes numbered jobs based on their region (numbers).
The number range is divided into a number of regions based on the number of VMs.
The Job dispatcher maps jobs to VMs by computing the region for the job. For
example, for 100 VMs and 100,000 jobs each VM takes 1000 jobs. All jobs are
numbered from 1 to 100,000. Jobs 1 to 1000 are dispatched to VM1, jobs 1001 to
2000 to VM2, etc.
d) Resource Usage distributes jobs to a VM with the lowest resource usage. The Job
dispatcher periodically monitors VMs' resource usages and decides based on the
usage status. Resources monitored include CPU usage, memory usage, and
network traffic connections.
e) Least Connection schedules inbound jobs to a VM having the fewest network
connections. The Job dispatcher monitors the amount of connections across virtual
machines and chooses a VM or some VMs with the smallest number of incoming
requests. Weighted least connection applies weights to the decisions for selecting
VM(s) among VMs with the fewer number of connections.
Job dispatchers from the traditional distributed computing perspectives map a large
number of incoming requests to a small number of physical servers. The Job dispatcher in
the DRIVE framework maps a large number of incoming requests to a moderate number of
servers, where each server is a full-scale virtual machine. The ratio of the number of
requests to the number of servers for DRIVE, therefore, is much smaller than the one for
traditional single-step frameworks. This smaller ratio helps reduce the complexity of the
decision making process for the dispatcher. Suppose that a cluster of 10 machines is to
process 1 million requests. The ratio of requests to machines is 100,000. Suppose further
that a physical machine can have up to 10 virtual machines. The ratio of requests to VMs is
10,000 while the ratio of VMs to physical machines is 10. The number of VMs a machine
can have is the factor that lowers the complexity of dispatching.
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In this research, the Regioning strategy is used because defining the total amount of
work is straightforward with this strategy, as it shall be discussed shortly.
The VM Repository acts as a buffer that reduces the impact of mapping a larger
number of requests to a small number of servers. It holds various information including the
mapping between jobs to virtual machines, virtual machine status such as its "CPU"
utilization, its "memory" usage with respect to the host physical machine, etc. All these
statistics are periodically monitored and recorded in the repository. The VM dispatcher
depends heavily on these statistics.
3.5.2 VM Dispatcher
The VM Dispatcher shown in Figure 3.13 maps virtual machines to physical servers.
Recall that each VM now has jobs mapped. This dispatcher consists of three major
components: monitoring, decision, and snapshot-and-delivery.
Monitoring Modules work as the ones in the original framework. These
periodically query OS kernel for CPU and memory usage. Two types of monitoring
modules are used: host (physical) server monitor and guest (VM) monitor, as noted in the
original framework. Host monitor runs on each host server OS to collect the host's usage
while guest monitor does on each and every guest OS (VM) to collect guest VM's
utilization. Host CPU utilization is computed using the "/proc/stat" of the host OS. Every
second the difference is computed and recorded for a fixed period. Host memory utilization
is calculated with "/proc/meminfo" for the same period. At the end of this period, the host
monitor sends the statistics to the decision module. Guest monitor collects statistics from
the guest's perspective, which is different from the host's. The usage is retrieved from the
"/proc/stat" of the guest VM. This usage is collected for a fixed time, and the averaged
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usage is stored in the log file of the host OS's file system. Writing this log file allows the
decision module in VM dispatcher to access the guest VM's statistics. This difference from
the host monitor will become apparent when dispatching behaviors are discussed.
Decision Module periodically gathers all the physical servers' resource utilization
from the monitoring modules. If a physical server currently holding a small number of
VMs is determined to have enough resources to handle additional VMs, the decision
module initiates a dispatching process that consists of finding one or several candidate
virtual machines and the destination physical server with the lowest utilization and the
lowest number of VMs, followed by actual dispatch. Specifically, the decision module
executes the procedure outlined below:
1. Candidate VM in the VM Repository: Form a pool of candidate VMs, V, within the
VM Repository.
2. Candidate Source VM: Select one or more VMs with the highest usage within V.
3. Destination physical server: Find a physical server with the lowest resource usage and
the lowest number of VMs from the physical server Pool P
4. Validation: Check if the destination physical server can accommodate the candidate
source VM(s). The main criterion for this checking is to determine if the anticipated
usage of the destination machine would not violate the predefined threshold if the
selected VM(s) was indeed moved, and if the expected number of VMs is not over the
designated number.
5. If the destination physical server is unable to handle the source VM(s), remove it from
the candidate pool V and also remove the destination server from the physical server
pool P, then go to Step 2
6. If the destination server can indeed handle the source VM(s), the decision results will
be sent to the VM repository and the destination server for actual dispatch.
Snapshot and Delivery Module dispatches virtual machines. Upon receiving the
decision results from the decision module, the snapshot and delivery module initiates the
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first half of dispatching by creating a snapshot of the selected virtual machine(s) and
packing the snapshot, followed by sending to the destination server.
Creating a snapshot of the virtual machine in the VM repository entails three steps:
(a) create a snapshot directory, (b) suspend the VM selected for dispatching, (c) write the
status of the VM on the directory, including process, memory, files, etc. Once the snapshot
directory is filled with the VM's information, the VM repository will pack the snapshot and
send to the destination server. As soon as the VM repository delivers the snapshot to the
destination server, it sends a signal indicating that a VM (or several VMs) has been sent.
CHAPTER 4
EXPERIMENTAL ENVIRONMENT
4.1 Experimental Environment Overview
To test the proposed approach a cluster of 16 PCs has been set up, connected through a 100
Mbps switch. Each PC has Pentium 4 2.26 Ghz (stepping 5, bogomips 4548.19) with 1 to 2
GB memory. Linux kernel 2.4.20-6 version is used as the host operating system. Each PC
can have up to 16 UML virtual machines each of which uses Linux kernel 2.4.23. When
running the fixed threshold experiments, the total number of VMs ranges 68 to 136
depending on the configuration.
Table 4.1 Key Parameters for the Framework with a Fixed Threshold
Decision thresholds (cpu utilization %) 65%
Hosts Monitor collected cpu utilization
and calculated
every second from /proc/stat on
hosts
Monitoring period 20 seconds
Guests Guest Monitor collect every second from /proc/stat on
guests
Guest Monitor collecting duration 3 seconds
Number of guests per host 4
Number of guests on the overloaded host 8
Total number of guests 64 ~ 72
When compared various thresholds and the learning approach, the number of VMs
is increased up to 136. All VMs each have 128 MB of memory allocated. The kernel for
VMs consists of 2.4.23 Linux kernel, UML patch, and SBUML patch. SBUML is used for
freezing and restoring VMs at runtime. The size of virtual machine file system is typically
approximately 100 to 300 MB. Table 4.1 and Table 4.2 summarize the key parameters used
in the migration framework.
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Table 4.2 Key Parameters for the Framework with Fixed Thresholds and Learning
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4.1.1 Host Operating Systems
Host operating systems are configured with general Redhat Linux 9.0 with Linux Kernel
2.4.20. All the host operating systems are connected to the network. IP addresses of host
operating systems range from 192.168.0.1 to 192.168.0.16.
4.1.2 Guest Operating Systems
Guest VM is created with Linux kernel 2.4.x. Kernel is patched with User Mode Linux
patch, and then patched with SBUML. After creating the kernel for Guest OS, with this
kernel, Virtual Machines have been created with Debian 3.x and RedHat file systems.
Several different sizes of file systems are implied to create Virtual Machines. The files
systems sizes are around 100 MB in the original framework, while the sizes are around 300
MB in the learning and extended learning framework. Each VM has its own IP address and
name.
(a) 68 VMs on the cluster: four VMs per PC.
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(b) 136 VMs on the cluster: eight VMs per PC.
Figure 4.1 Two experimental hardware setups.
4.2 Benchmark Suites for the Framework
Two benchmark suites are used to test the proposed framework, which are MiBench and
SPLASH-2. 30 applications are selected from these benchmark suites, all of which run on
virtual machines. Selected applications have been used for creating workloads.
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4.2.1 MiBench
MiBench [40] is a widely used embedded benchmark suite, which consists of 27
applications.
MiBench is a set of 35 embedded applications divided into six groups, each one
targeting a specific area [40]. The six groups include 1) automotive and industrial control,
2) consumer devices, 3) office automation, 4) networking, 5) security and 6)
telecommunications. All the programs are written in the standard C source code. The
extensive data set is provided, and also many other researchers provide. MiBench provides
many data sets. Some of the small data set represents a lightweight application of the
benchmark. Other large data sets provide a real-world application. MiBench is composed
of freely available source code in public domain.
The following 21 applications are selected from MiBench suite to evaluate the
autonomous framework.
Automotive Class:
(1) basicmath (Basic math routines): This application performs simple mathematical
calculations, including cubic function solving, integer square root and angle conversions
from degrees to radians, and so on. The input data is a fixed set of constants.
(2) bitcount (Bit counting functions): The bit count application runs the bit manipulation
abilities of a processor by counting the number of bits in an array of integers. It uses five
methods including an optimized 1-bit per loop counter, recursive bit count by nibbles,
non-recursive bit count by nibbles using a table look-up, non-recursive bit count by bytes
using a table look-up and shift and count bits. The input data is an array of integers.
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(3) qsort (Qsort algorithm): The qsort runs sorting a large array of strings into ascending
order using the quick sort algorithm. The small input data set is a list of words. The large
input data set is a set of three-tuples representing points of data. Moreover, new input data
is applied to this quick sorting program.
(4) susan (Smallest Univalue Segment Assimilating Nucleus): Susan is an image
recognition application. It recognizes corners and edges in Magnetic Resonance Images of
the brain. It is a real world program, which is employed for a vision based quality assurance.
It smoothes an image and has adjustments for threshold, brightness, and so on. The small
input data is a black and white image. The large input data is a complex picture. Other input
image data is used for different types of units.
Consumer Class:
(1) jpeg (JPEG compression, decompression): This application implements JPEG image
compression and decompression. It implements JPEG baseline, extended-sequential, and
progressive compression processes. It provides a set of library routines for reading and
writing JPEG image files, plus two sample applications "cjpeg" and "djpeg", which use the
library to perform conversion between JPEG and some other popular image file formats.
The input data are a large and small color image. More image data are used for creation of
units.
(2) lame (LAME Ain't an MP3 Encoder): LAME [54] is a high quality MPEG Audio
Layer III (MP3) encoder. LAME originally stood for LAME Ain't an Mp3 Encoder.
LAME can be used to improve the psycho acoustics, noise shaping and speed of MP3. Its
features include MPEG1,2 and 2.5 layer III encoding, CBR (constant bit rate) and two
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types of variable bit rate (VBR and ABR), free format encoding and decoding, good
quality, and so on. Many different wave files are used for data inputs.
(3) mad (MPEG audio decoder): Mad is a MPEG audio decoder. It supports MPEG-1 and
the MPEG-2 extension to Lower Sampling Frequencies, and MPEG 2.5 format. It uses
small and large MP3s for inputs. Many various data are also used for inputs in the
experiments.
(4) tiff2bw (TIFF image converter to black & white): Tiff2bw converts a color TIFF image
to black and white image. Color image files are provided from the supporting benchmark
suite and others.
Network Class:
(1) dijkstra (Dijkstra's algorithm): Dijkstra benchmark constructs a large graph in an
adjacency matrix representation. It calculates the shortest path between every pair of nodes
using repeated applications of Dijkstra's algorithm.
(2) patricia (Patricia Trie implementation): Patricia trie is a data structure which is used in
the full trees with very sparse leaf nodes. Patricia tries are used to represent routing tables
in network applications. Some of the input data is a list of IP traffic from a highly active
web server for the several hours period.
Office Class:
(1) ispell (Spell check): Ispell is a fast spelling checker, which is the faster than the Unix
spell program. It provides contextual spell checking, correction suggestions, and languages
other than English. The input consists of some document from web pages.
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(2) rsynth (Speech system): Rsynth is a text to speech synthesis program. It integrates
several codes, which are related to speech synthesis, into a single program. Input data are
excerpts from an online news article.
(3) stringsearch (String search): Stringsearch program searches for given words in phrases
using a case insensitive comparison. Basic input data and other online texts are used for
this application.
Security Class:
(1) blowfish (A keyed, symmetric block cipher): Blowfish application is a symmetric
block cipher with a variable length key. Its key length can range from 32 to 448 bits. The
input data are ASCII text files with various different sizes.
(2) pgp (Pretty Good Privacy): Pretty Good Privacy (PGP) is a public key encryption
algorithm. It gives opportunities to communicate securely with people using digital
signatures and the RSA public key crypto system. The input data are small text files. PGP
is used to securely exchange a key for a block cipher, which can then encrypt and decrypt
data.
(3) rijndael (Advanced encryption standard): Rijndael is a block cipher with the option of
128-, 192-, and 256-bit keys and blocks. It is selected the National Institute of Standards
and Technologies Advanced Encryption Standard (AES). The input data and parameters
are similar to the inputs for blowfish.
(4) sha (Secure hash algorithm): SHA is the secure hash algorithm that produces a 160-bit
message digest. It exchanges cryptographic keys securely, and generates digital signatures.
Moreover, it is used in MD4 and MD5 hashing functions.
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Telecomm Class:
(1) adpcm (Adaptive Differential Pulse Code Modulation): Adaptive Differential Pulse
Code Modulation (ADPCM) is an alternative of the Pulse Code Modulation (PCM). It
takes 16-bit linear PCM samples and converts them to 4-bit samples with a compression
rate of 4:1. The input data are speech samples.
(2) CRC32 (Cyclic Redundancy Check): CRC32 executes a 32-bit Cyclic Redundancy
Check (CRC) on a file. CRC checks are used to detect errors in data and file transmission.
The data input is the sound files from the ADPCM benchmark, and various data sets are
used for the input.
(3) FFT (Fast Fourier Transform): This application performs a Fast Fourier Transform and
its inverse transform on an array of data. Digital signal processing uses Fourier transforms
to find the frequencies contained in a given signal. A polynomial function with
pseudorandom amplitude and frequency sinusoidal components are given to the input.
(4) gsm (Global Standard for Mobile communications, voice encoding/decoding): The
Global Standard for Mobile (GSM) communications is the standard for voice encoding and
decoding. It uses a combination of Time and Frequency-Division Multiple Access (TDMA
and FDMA) to encode and decode data streams. Speech samples are provided for the input.
Each of the above applications requires various input data and parameter settings.
Significant time and efforts have been expended to develop a set of benchmarking
scenarios to closely simulate a realistic computing environment.
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4.2.2 SPLASH-2
The second benchmark suite is SPLASH-2 (Stanford Parallel Applications for Shared
Memory) [97]. SPLASH-2 is the successor to the SPLASH suite, and the programs are
written assuming a coherent shared address space communication model. These
applications consist of two categories: full applications and kernels. Each of the programs
utilizes the Argonne National Laboratories (ANL) parmacs macros for parallel constructs.
Full applications include (1) Ocean Simulation, (2) Ray Tracer, (3) Hierarchical Radiosity,
(4) Volume Renderer, (5) Water Simulation with Spatial Data Structure, (6) Water
Simulation without Spatial Data Structure, (7) Barnes-Hut (gravitational N-body
simulation), (8) Adaptive Fast Multipole (gravitational N-body simulation). Its kernels'
programs include (1) FFT, (2) Blocked LU Decomposition, (3) Blocked Sparse Cholesky
Factorization, (4) Radix Sort.
The following nine applications have been selected for the experiments.
(1) Ocean contiguous and (2) non-contiguous (large-scale ocean movements): OCEAN
program simulates large-scale ocean movements based on eddy and boundary currents.
Two implementations are provided in SPLASH-2: Non-contiguous partition allocation and
Contiguous partition allocation. "Non-contiguous partition allocation" implements the
grids to be operated on with two-dimensional arrays. Data structure prevents partitions
from being allocated contiguously. "Contiguous partition allocation" implements the grids
to be operated on with three-dimensional arrays. The first dimension specifies the
processor which owns the partition. The second and third dimensions specify x and y offset
within a partition. Data structure allows partitions to be allocated contiguously. The base
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problem size for an up to 64 processors machine is a 258x258 grid, and other input data are
also used for the experiments.
(3) Cholesky (Blocked sparse matrix Cholesky factorization): This program performs
blocked Cholesky Factorization on a sparse matrix. The size of the cache (in bytes) should
be specified on the input, as well as the number of processors being used. The base problem
size for an up to 64 processors machine is the input file tk29.O, and other inputs can be
used.
(4) FFT (Complex FFT): The FFT program is a complex, one-dimensional version of the
"Six-Step" FFT. Some of optimizations include performing staggered, blocked transposes,
the matrix data structures that are padded to reduce cache mapping conflicts, and so on.
Several parameters should be specified: The number of points to transform, the number of
processors, the log base 2 of the cache line size, and the number of cache lines.
(5) LU contiguous and (6) non -contiguous (Blocked dense matrix LU factorization): The
LU program factors a dense matrix into the product of a lower triangular and an upper
triangular matrix. The factorization uses blocking to exploit temporal locality on individual
sub-matrix elements. Two implementations are provided: Non-contiguous block allocation
and Contiguous block allocation. "Non-contiguous block allocation" implements the
matrix to be factored with a two-dimensional array. Data structure prevents blocks from
being allocated contiguously. "Contiguous block allocation" implements the matrix to be
61
factored as an array of blocks. Data structure allows blocks to be allocated contiguously
and entirely in the local memory of processors.
(7) Radix (Integer radix sort): The RADIX program implements an integer radix sort.
Command line parameters can be specified, including the number of keys to sort, the radix
for sorting, and the number of processors. The radix used for sorting must be a power of
two. The base problem size for an up to 64 processors machine is 256k keys to be sorted
and a radix of 1024. The number of keys can be increased by factors of two.
(8) Water-nsquared, (9) Water-spatial (Quadratic-time simulation of water molecules):
Water-nsquared: this program is the water code in SPLASH-2. The input file has 10
parameters, including the number of molecules and the number of processors. The other
parameters should be in the supplied input file. The base problem size for an up to 64
processors machine is 512 molecules, and also input files are provided. Water-spatial: This
program solves the molecular dynamics N-body problem. This imposes a 3-d spatial data
structure on the cubical domain, resulting in a 3-d grid of boxes. All access to molecules is
through the boxes in the spatial grid, and these boxes are the units of partitioning. The input
file has 10 parameters, of which the ones you would normally change are the number of
molecules and the number of processors. The base problem size for an up to 64 processors
machine is 512 molecules, and also input files are provided.
4.3 Benchmarking Methodology
The benchmarking consists of finding three types of workloads: unit, group, and total. The
main reason for defining these workloads is for measuring the total execution times with
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Figure 4.2 Partial parameters and input data to create various units.
and without migration. Without the fixed amount of workload, it is not realistic to
quantitatively assess the merit of the autonomous migration framework.
4.3.1 Unit Workload
Unit workload is defined as the configuration of an application that takes a predefined
wallclock execution time within 1-2% tolerance. All of the 30 applications (21 from
MiBench and 9 from SPLASH) have been executed with various configurations (data and
parameters) to characterize their unit workload.
Unit workloads are created with various parameters and input data. Some of
parameters from SPLASH-2 are listed in Figure 4.2. As shown in the figure, each
• • •
Figure 4.3 Conceptual views of sample units.
application requires parameters and data. Combining these, different types of units can be
obtained. The Figure 4.3 shows some of unit concept.
Parts of sample units from unit1 to unit100 are shown on the Table 4.3. All the unit
samples from unit1 to unit100 are listed in Appendix. From 30 applications, 100 units are
created. One application can create one unit or multiple units. Even though multiple units
use same application, each unit run with different parameters and input data. Therefore,
each unit has its own characteristic.
Each unit shows the range of CPU utilization, in Table 4.3. This CPU utilization is
measured from host operating system. Some of units create very low CPU usage rates, but
others create a little high CPU usages. Moreover, each unit occupies around 12 to 15
seconds of CPU times. Using combining unit times and CPU usages, various different
workload scenarios can be created. The unit has its own memory size and behavior. For
example, unit2 and unit3 use around 16KB, while unit 4 and unit 96 use more memory,
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390KB and 418KB. These differences come from the size of applications or input data.
The memory utilization of some units is presented in the table.
Table 4.3 Part of Sample Units from unitl to unit100
Unit Number
Figure 4.4 An example group with 100 units.
4.3.2 Group Workload
Group workload is comprised of 100 unit workloads, assembled from various different
applications but not necessarily from all 30 applications. A group of 100 units can be
composed entirely of one application, in which case the application is executed 100 times.
For example, a group can consist of 1 unit of PGP, 10 units of JPEG, 20 units of Lame, 30
units of tiff2bw, and 39 units of radix. Figure 4.4 shows an example group consisting of
100 units. The x-axis is unit numbers while the y-axis is cpu utilization. For example, unit
10 is set to exhibit 37-47% cpu utilization. With variable settings of cpu utilization,
workloads can be flexibly composed.
4.3.3 Total Workload
Total workload is defined as the number of groups. For the experiments, it is set to 10.
Combining these unit and group workloads constitutes a challenge in its own right since
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how they are combined and in what order they are executed can exhibit distinctive
execution behaviors. Each unit workload is designed to take the same execution time but
that does not preclude its impact on the cluster is the same. 10 is chosen to keep the total
workload manageable.
4.4 Workload Distribution
4.4.1 Initial Static Workload Distribution
The total workload defined in Section 4.3 is divided and assigned to each of the 16 PCs.
Table 4.4 lists five scenarios of how the total workload is assigned to the cluster. In
particular, the table shows five different ways of overloading one PC, PC1. The first row
indicates that PC 1 executes 40% of the total workload while the remaining 15 PCs each
execute 4%. The last row, Scenario 5, is an extreme case where PC1 is now assigned 80%
of the total workload while all the other PCs each have merely 1.33% assigned. Again, the
table shows how one PC is overloaded.
The same initial distribution strategy applies to overloading more than one PC.
Two PCs, PC0 and PC1, can be overloaded in a similar manner as Table 4.4. Suppose two
PCs are overloaded with 40% workload. PC0 and PC1 each will have 20% workload while
the remaining 14 PCs each will have (100-40)/14 = 4.3%.
Table 4.4 Initial Workloads Assignment for Overloading One PC
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Recall that each PC can have multiple VMs. The workload assigned to each PC is
equally assigned to the virtual machines within the PC. This assignment is done in terms of
workload units. Now that each and every PC and VM has its work assigned. The cluster
starts executing the applications according to the initial distribution. As the execution
progresses, the utilization of each PC will change, some will be highly overloaded while
some under utilized. VM migrations will ensue to balance the load across the cluster.
The main purpose of VM migration is to balance the load across the entire cluster in
a way that no particular PC(s) will experience heavy loads. To this end, various
experiments have been performed to demonstrate that a few highly loaded PCs will not
hamper the entire cluster. First, the total amount of work is defined to be performed by the
cluster. This total work is fixed. Second, this total work is now unfairly and unevenly
distributed to 16 PCs regardless of migration. In particular, one to three machines have a
lot more work than others. Third, the time to finish the fixed amount of work with
migration and without migration is measured. Specifically, below two scenarios are
presented, where one PC is initially overloaded with 40% of the total workload while in the
second scenario two PCs are overloaded with 40% of the total work.
Table 4.5 shows a relative distribution of the total work across 64 VMs on 16 PCs
(Scenario A). All PCs each have four virtual machines but different workload. In summary,
PC1 has 40% of total workloads, and other PCs have 60% of total workloads. This relative
amount of work is implemented by adjusting various data and parameters of the benchmark
programs as well as the implemented utilities. With no migration, PC1 has enough work so
that they are kept busy with over 90% utilization until the work is complete. On the other
hand, other machines are under utilized with the utilization hovering around 20-60%.
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Figure 4.5 Comparison with (a) no migration and (b) migration with one PC overloaded.
One PC is overloaded in the beginning with 40% of total workload but with migration
VMs are quickly migrated to lessen the burden on the overloaded PC.
Apparently these under utilized machines will finish early. The critical path for executing
the fixed amount of work is determined by the machine that finishes last.
Table 4.5 Relative Initial Workload Distribution on 16 PCs with One PC Overloaded
Note: PC I is overloaded with 40% of the total workload.
With migration turned on, the setup is the same in the beginning but the VMs are
now freely migrated to find the best suitable machines (PCs). The critical path will be
different from the one with no migration.
Figure 4.5 (a) and (b) show the results with and without migration. The left one
shows cpu utilization with no migration while the right one with migration. As indicated
earlier, one machine (PC I) is kept busy with over 90% utilization while the rest with
20-60%. It is obvious that the total duration is determined by the machines that have the
largest amount of work. The left figure shows that PC 1 finishes last, resulting in the total
duration of 54 minutes 28 seconds (3268 seconds).
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When migration is turned on, virtual machines quickly migrate to other lightly
loaded machines (PCs) as soon as the computation starts, as shown in Figure 4.5 (b). These
migrations relieve the over-utilized PCs and therefore shorten the critical path to 19
minutes 57 seconds (1197 seconds). The improvement of using migration is
(3268-1197)/3268 = 63.37%.
Table 4.6 shows a relative distribution of the total work for Scenario B. In this run,
two PCs are highly utilized while the rest is not. Again these highly utilized machines
determine the critical path, hence the overall performance.
Table 4.6 Relative Initial Workload Distribution on 16 PCs with Two PCs Overloaded
Figure 4.6 Comparison with (a) no migration and (b) migration with two PCs overloaded.
Two PCs are overloaded in the beginning with 40% of total workload but with migration
VMs are quickly migrated to lessen the burden on the two overloaded PCs.
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two highly over-utilized machines prolong the overall duration of computation. With no
migration, it took 28 minutes 45 seconds (1725 seconds) to perform the total computation
while with migration on it took 16 minutes 36 seconds (996 seconds). The performance
improvement using migration over no migration is (1725-996)/1725 = 42.26%. This
improvement of 42.26% is less than the one seen earlier in Figure 4.6 when one machine
(PC I) was highly loaded.
4.4.2 Random Distribution
The static distribution is statically divided and fixed across the cluster. For more closed
situation to real workloads, new randomized distribution is created.
Distributions are defined randomly in Gaussian figure. The total workloads are
configured of 2000 units. After workloads are distributed to PCs, then these assigned
workloads are evenly divided into VMs on each PC.
4.5 Migration Behavior
4.5.1 Overall Migration Behavior
Benchmark programs are executed repeatedly on the cluster to watch migration behavior
and verify migrations on the framework. The parameters were adjusted with various
settings in an attempt to simulate a reasonably realistic cluster computing environment. It
was designed in a way that each batch of execution lasts an hour to ensure various
migrations to occur.
The plots in Figure 4.7 show the CPU utilization of the eight PCs over an hour
period. The x-axis shows the time in seconds while the y-axis in CPU utilization in
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Figure 4.7 CPU utilization of the cluster of eight PCs for over an hour.
percentage. All the benchmark programs started at time 0. During the time interval, 38
migrations of virtual machines took place. While the individual PC's utilization is
indistinguishable, the peaks and valleys can be identified from the figure, which represent
migrations. In the figure two pairs are marked, Migl and Mig2, to illustrate the details of a
migration.
The first pair of PC5 and PC3, marked as Migl, shows a migration that took place
during t=805 to t=815. As seen from the figure, PC5 has reached over 90% of CPU
utilization. This high utilization initiated a migration procedure and as a result, PC5 was
selected as the source. On the other hand, PC3 has the lowest CPU utilization among the
cluster, which is therefore selected as the destination.
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The second pair, Mig2, consists of PC0 and PC4. Again, PC0 has reached
approximately 90% of CPU utilization, which is therefore selected as the source while PC
4 being the destination. The migration took place during t=2500 to t=2510. In general,
those peaks that are over 70% entail migration.
Figure 4.8 shows the details of Migl between PC5 and PC3. The left side of Figure
4.8 shows a zoom-in version of the cluster, with the x-axis now spanning t=780 to t=840
seconds. The figures on the right-hand side show the utilization of individual virtual
machines on each PC. The top one, PC5, had four virtual machines until migration. Since
the CPU load of PC5 was high, VM3 was selected for migration because it has the highest
cpu utilization. After t=806, the virtual machine disappeared from PC5 since it has been
migrated to PC3.
PC3 used to have two virtual machines, VM0 and VM1 up until migration. Since
Figure 4.8 Details of Mig 1, migration from PC5 to PC3. The left figure is a zoom-in
version showing all the eight PCs while the right figures show the utilization of VMs in a
PC. The top figure shows the utilization for four VMs running on PC5.
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PC3 has the lowest CPU utilization, it was selected to receive a virtual machine from PC5.
At about t=815, VM2 appeared on PC3.
The plots on the right-hand side of Figure 4.8 show the CPU load for an individual
virtual machine. It should be noted that the CPU utilization for each virtual machine is
obtained from the VM's perspective, not from the host machine. The VM utilization from
the host's perspective can be at least twice more than what is shown in Figure 4.8 (b) and
(c) because each VM is an application from the Host's perspective, incurring at least twice
the load. Adding all the VM utilization at a particular point in time will not yield 100%
because the host operating system's CPU utilization is not included. The host machine has
a standard set of processes up and running as a normal Linux machine does. In general,
10% of VM utilization is equivalent to approximately 20-30% for the host machine. One of
the main reasons is at least twice the time to execute a system call from VM to the Host. A
system call issued by a guest will be sent to the host kernel through a virtual dynamic
shared object file.
After a VM migrated to PC3, Figure 4.8 shows that the two machines, PC3 and PC5,
are comparable in CPU utilization. This is precisely the main purpose of this research.
Balancing loads of the machines using VMs, the cluster can sustain changes in computing
demands. In this case, the machine has gone over 90% CPU utilization, which impacts
other processes on the PC. Lifting a VM from the highly utilized machine and moving to
lightly loaded one have revived the machine, thereby resulting in an overall performance
improvement. However, this balanced cpu utilization may or may not last long since the
computational loads on each machine change over time due to change in computing
demands. In such cases, VM migrations will ensue.
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Figure 4.9 Details of Mig2, migration from PC0 to PC4. The left figure is a zoom-in
version showing all the eight PCs while the right figures show the utilization of VMs in a
PC. The top figure shows the utilization for four VMs running on PC0.
Figure 4.9 shows the details of Mig2 between PCs 0 and 4. PC0 is the source while
PC4 the destination. As the left figure shows, PC0 has gone over 80% utilization while
PC4 the lowest in the cluster. In fact, PC5 has the lowest utilization at the exact moment.
However, the destination PC is determined based on the average utilization over 20
seconds. For this reason, PC4 was selected instead of PC5. The left figure shows that after
the migration both PC0 and PC4 have maintained comparable CPU utilization. The two
plots on the right-hand side show what happened to each VM before and after migration.
The top figure shows PC0 with four VMs while the bottom one with three before migration.
VM 1 of PC3 was selected for migration to PC4 since it is the one that has the highest
utilization among the four.
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Table 4.7 Relative Workload Distribution across 24 VMs on Eight PCs
Note: Two PCs, PC1 and PC2, are overloaded.
4.5.2 Eight PCs with the fixed threshold
The main purpose of VM migration is to balance the loads across the entire cluster in a way
that no particular PC(s) will experience heavy loads, which may hamper the entire cluster.
To this end, various experiments were performed that demonstrate that a few highly loaded
PCs will not hamper the entire cluster. First, the total amount of work to be performed by
the cluster is defined. This total work is fixed. Second, this total work is now unfairly and
unevenly distributed to eight PCs regardless of migration. In particular, one to two
machines have a lot more work than others. Third, the time to finish the fixed amount of
work with migration and without migration is measured.
Table 4.7 shows relative distribution of work across 24 VMs on eight PCs. All PCs
each have three virtual machines but different workload. In summary, PC1 and 2 each have
three times more work than others. This relative amount of work is implemented by
adjusting various parameters of the benchmark programs as well as our own utilities. With
no migration, PC1 and PC2 have enough work so that they are kept busy with over 90%
utilization until the work is complete. On the other hand, other machines are under utilized
with the utilization hovering around 20-30%. Apparently, these under utilized machines
will finish early. The critical path for executing the fixed amount of work is determined by
the machine that finishes last.
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Figure 4.10 Comparison with (a) no migration and (b) migration when two PCs
overloaded. Two PCs are overloaded in the beginning but with migration VMs are quickly
migrated to lessen the burden on the two overloaded PCs.
With migration turned on, the set up is the same in the beginning but the VMs are
now freely migrated to find the best suitable machines. The critical path will be different
from the one with no migration.
Figure 4.10 shows the results with and without migration. The left one shows cpu
utilization with no migration while the right one with migration. As indicated earlier, two
machines are kept busy with over 70-90% utilization while the rest with 10-30%. It is
obvious that the total duration is determined by the machines that have the largest amount
of work. The left figure shows that PC 1 and PC2 finish last, resulting in the total duration
of 105 minutes (6340 seconds).
When migration is turned on, virtual machines quickly migrate to other lightly
loaded machines as soon as the computation starts, as shown in Figure 4.10 (b). These
migrations relieve the over-utilized PCs and therefore shorten the critical path to 86
minutes. The improvement of using migration is (105-86)/105 = 18%.
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Figure 4.11 Comparison with (a) no migration and (b) migration when one PC
overloaded. One PC is overloaded in the beginning but with migration VMs are quickly
migrated to lessen the burden on the overloaded machine.
Table 4.8 shows another setup. In this run, only one PC is highly utilized while the
rest is not. Again this highly utilized machine determines the critical path, hence the overall
performance.
Figure 4.11 shows the results with migration off and on. This time the performance
gain is higher than when two machines are loaded in the beginning. It is apparent that the
single machine that is highly over-utilized prolongs the overall duration of computation.
With no migration it took 124 minutes to perform the total computation while with
migration on it took 85 minutes. The performance improvement using migration over no
migration is (124-85)/124 = 31%. This improvement of 31% is better than the one earlier in
Figure 4.10 when two machines highly loaded.
Table 4.8 Relative Workload Distribution across 25 VMs on Eight PCs
PCO PC I PC2 PC3 PC4 PC5 PC6 PC7
VM 0 1 2 0 I 2 3 0 1 2 0 I 2 0 1 2 0 1 2 0 1 2 0 1 2
Rel.
work
1115555111111111111111111
Total
work 20 3 3
3 3 3 3
Note: PC I is overloaded.
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While these performance numbers can be considered important, it is in fact not
these performance numbers that matter the most for VM migration. If one is interested in
performance gain, the problems should be designed so that they can be run in parallel on
parallel machines. The main purpose of virtualization of computing resources is to abstract
away the underlying physical machines and their configuration characteristics in a way that
the computing resources can be maximum utilized. This resulting computing platform can
thus help sustain various demands by maintaining comparable computing loads across
various computing resources while improving the overall performance.
The last two figures demonstrate that even if some machines experience very high
utilization, the situation can be mitigated in a way that the entire infrastructure can sustain
without causing a major disruption. Migration of virtual machines is designed to provide a
mechanism to build this computing infrastructure that can sustain over time even if some
machines are over-utilized.
4.6 DRIVE Framework
4.6.1 Overview of Experimental Environment
To apply the two-level dispatch into the framework a cluster of eight PCs has been set up,
and it is connected through a 100 Mbps switch.
Each PC has Pentium 4 2.26 Ghz with 1 and 2 GB memory. Linux kernel 2.4.20-6
version is used as the host operating system. Each PC can have up to 16 UML virtual
machines. The total number of VMs ranges eight to 64 depending on configuration. All
VMs each have 64 MB of memory allocated. The kernel for VMs consists of 2.4.23 Linux
kernel, UML patch, and SBUML patch [80,81]. SBUML freezes and restores VMs at
Figure 4.12 PC I is working as a VM repository.
runtime for dispatching. The size of a virtual machine file system, which is based on
Debian Linux OS, is approximately 300 MB. These small-sized VMs help creating many
VMs that can trigger numerous VM dispatches. Table 4.9 summarizes the key parameters
used in the DRIVE framework.
4.6.2 Benchmark Suites for DRIVE
Three benchmark suites and one benchmark program are used to test the proposed
framework, which are MiBench, SPLASH-2, Netperf, and Apache Bench. 30 applications
were selected for computational job requests and two applications for network and web
Table 4.9 Key Parameters for DRIVE
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traffic requests from these suites, all of which run on virtual machines.
MiBench [40] is a widely used benchmark suite with 27 applications. The
following 21 applications were selected from MiBench suite: Automotive (basicmath,
bitcount, qsort, susan), Consumer (jpeg, lame, mad, tiff2bw), Network (dijkstra, patricia),
Office (ispell, rsynth, stringsearch), Security (blowfish, pgp, rijndael, shay, Telecomm
(adpcm, CRC32, FFT, gsm). The applications listed above require various input data and
parameter settings. A set of benchmarking scenarios has been developed to closely
simulate a realistic computing environment.
The second benchmark suite is SPLASH-2 [97]. The following nine applications
are used in the experiments: ocean contiguous and non-contiguous, cholesky, fft, lu
contiguous and non-contiguous, radix, water-nsquared, and water-spatial.
The third suite is Netperf [67] for network-related jobs. This utility creates
unidirectional data transfer and request/response using TCP or UDP. Many bulks of data
can be traveled with this suite. Netperf was used to generate TCP traffic to VMs. Netperf
server programs run on the VMs while the TCP traffic is initiated by the Netperf clients
outside of the VMs.
The last benchmark program is Hypertext Transfer Protocol (HTTP) server
benchmarking utility included in Apache web server [6]. Its command-line functionality
and options are useful for creating concurrent web requests that are sent to the Apache Web
servers running on the VMs.
4.6.3 Benchmarking Methodology
In DRIVE benchmarking, similar to the workloads in the original dynamic migration
framework, the benchmarking problems are organized in a hierarchy of four types of
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workload: job, unit, class, and total, similar to the original framework. Job is defined as an
application with a particular configuration of parameters that takes a predefined wall clock
execution time with 1-2% tolerance. Unit workload is defined as an integer multiple of jobs
whereas class workload is again an integer multiple of units. In this study, the parameters
were fixed as follows: 1 unit = 20 jobs, 1 class = 10 units, and total work = 100 classes =
20,000 jobs.
The main reason for defining the four types is to build a flexible testbed that can
combine various different applications, combinations of a particular application, and
applications that show similar or opposite behaviors. For example, a unit can consist of
various different jobs (applications) or the same application with different parameter
settings. A class consists of units that have similar runtime characteristics. Applications
that exhibit CPU intensive behavior can be grouped together with different parameter
settings to form a "cpu-intensive" class. Alternatively, a class can be comprised of
applications that exhibit network intensive behaviors. Fixing the amount of workloads
drawn from the four types allows measuring the overall execution times for various
dispatching situations.
4.6.4 The Dispatchers Settings
Given now that the total workload is defined, the next step is to determine how the jobs
arrive and are dispatched to virtual machines. In this research, it is assumed that jobs arrive
regularly, every 0.5 second.
Now that jobs arrive every 0.5 second, the next step is to dispatch them to virtual
machines. As indicated earlier in job dispatcher, jobs can be dispatched in several different
ways. In the experiment, a dispatching strategy is employed in a way that the current CPU
Table 4.10 Sample Job Dispatching
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Note: Case 1 is for 4 VMs per PC while Case 2 for 8 VMs per PC
utilization of a VM is comparable. This dispatching policy is accomplished by counting the
number and type of jobs dispatched to each VM in the VM repository. Table 4.10 lists eight
sample scenarios of how the jobs are dispatched to VMs in the VM repository.
The first row in Case 1, Scenario 1, indicates that the VM repository has four VMs
for 20,000 jobs. Each VM has 5,000 jobs. The row indicates the cluster has one physical
server with four VMs. The first row in Case 2, Scenario 5, on the other hand shows that the
repository has eight VMs for 20000 jobs. Each VM now holds 2,500 jobs. The cluster has
again one physical server that holds eight VMs. The last row, Scenario 8, represents that
the VM repository holds 64 VMs each of which holds 312.5 jobs across eight physical
servers.
For evaluating and comparing comprehensive distribution behaviors across various
cluster settings, the optimal number of VMs per PC is varied, as listed in Table 4.10. The
first case is for each PC to have eventually four VMs after the DRIVE framework
dispatched VMs from the VM repository to physical servers. Scenarios 1 to 4 will
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Figure 4.13 Dispatching pattern: (a) 8-PC cluster: PC2, as a VM repository, is overloaded
in the beginning but is relieved as three VMs are dispatched to three PCs. (b) Closed-up
view for the first 500 seconds: The three dispatches (displ to PC7, disp2 to PC2, disp3 to
PC4) lower the utilization of PC1 while increase the utilization of the three PCs.
demonstrate this case. The second case is for each PC to again have eventually eight PCs.
Scenarios 5 to 8 are for the second case.
Now the dispatching of jobs to VM is complete, the remaining step is for the VM
dispatcher to find a physical server for each VM in the VM repository. The VM dispatcher
executes three steps: monitoring, decision, and snapshot-and-delivery. Executing these
three steps will result in actual migration of an entire operating system, as demonstrated in
dispatching patterns.
4.6.5 Dispatching Pattern
A set of selected benchmark programs was executed to demonstrate dispatching behaviors.
The parameters associated with the benchmark programs were varied to simulate a
reasonably realistic cluster computing environment.
Figure 4.13 (a) shows the CPU utilization of the eight PCs over a two-hour period.
The x-axis shows the execution time in seconds while the y-axis shows the CPU utilization
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in percentage. The benchmark programs started at time 0. During the time interval, three
virtual machines were dispatched.
With the framework turned on, the VMs in the repository can be freely dispatched
to find the best suitable machines. As seen in Figure 4.13 (a), virtual machines were
quickly moved from the VM repository to other machines as soon as the computation
started. In Figure 4.13 (b), three pairs were marked, disp 1, disp2 and disp3, to illustrate the
details of dispatching behaviors.
The VM dispatcher can select one to four VMs and send to a selected physical
server. Figure 4.14 illustrates the details of dispatching activities for PCs 1, 2, 4, and 7.
Figure 4.14 CPU utilization of individual VMs before and after dispatch: PC I sends
three VMs to PC7, PC2 and PC4. Disp I caused a VM in PC1 to disappear at 75-sec and
appear in PC7 at 85-sec. The newly added CPU utilization in PC7 indicates such
dispatching activities.
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Note that PC1 is the VM repository and a server at the same time. Figure 4.14 shows the
CPU utilization of individual VMs in the repository and three servers, with the x-axis
spanning t=45 to t=255 seconds. PC1, the VM Repository, initially had four virtual
machines. VM0 was selected for dispatch because it had the highest CPU utilization.
Dispatch 1 occurred during t=75 to t=85. After t=75, the virtual machine disappeared from
PC I since it was dispatched to PC7.
PC7 had three virtual machines, VM0, VM1, and VM2 until disp1. Since it had the
lowest CPU utilization with only three virtual machines, PC7 was selected to receive a
virtual machine from PC1, the VM repository. At about t=85, VM3 appeared in PC7.
The second dispatch, disp2, took place at t=130. PC1 sent a VM to PC2. This time,
VM1 of PC1 was selected. After t=130, VM1 disappeared from PC1 while VM3 appeared
in PC2 at t=140. The third dispatch, disp3, took place at t=200 between PC1 and PC4.
The plots in Figure 4.14 show CPU utilization for individual virtual machines. It
should be noted that the CPU utilization for each virtual machine is obtained from the
VM's perspective, not from the host server's. VM utilization from the host server's
perspective can be at least twice more than what is shown in Figure 4.13 because each VM
is an application from the host server's perspective, incurring at least twice the load. In
general, 10% of VM utilization is equivalent to approximately 20-30% of the host server.
One of the main reasons is at least twice the time to execute a system call from the VM to
the Host server. A system call issued by a guest VM is sent to the host server OS kernel for
execution.
CHAPTER 5
EXPERIMENTAL RESULTS
5.1 The Framework with a Fixed Threshold
This section shows experiment results with a given fixed threshold, and discusses
execution times on each PC and on the cluster.
5.1.1 Impact of Migration on Critical Path - Execution Time
The above discussed how migration fared over no migration for a few cases where some
machines are initially heavily loaded while others are not. This section will further
explicate in an attempt to generalize the earlier observation. In particular, two parameters
are varied:
• (a) the number of PCs that are initially heavily loaded and
• (b) the percentage of workload each PC is initially assigned.
In Table 4.5, only one PC was overloaded with 40% of the total amount of work,
while the rest with 60%. Now the particular PC is overloaded with w% of the total
workload, where w varies 20% to 80%. 100% work refers to the total work performed by
the entire cluster.
One step is taken further to vary the number of PCs overloaded. Instead of having
one PC overloaded with w% of the total work, p PCs will be overloaded with w% in the
beginning, resulting in w/p% of work for each of the p PCs and 100-w/(n-p)% of work for
each of the n-p PCs.
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Table 5.1 below lists a small portion of the completion times with migration and no
migration and for the total workload defined earlier using various different parameter
settings. The first column number indicates actual PC numbers, not the number of PCs. The
next big column labeled "One PC initially overloaded" lists completion times with two
different scenarios. The first one is for 60% of the total workload initially assigned to one
PC and the completion times are measured with migration on and off while the second one
for 80% of the total workload initially assigned to one PC. The third big column labeled
"two PCs initially overloaded" lists completion times when two PCs are initially
overloaded with 60% and 80% of the total workload, respectively. Figure 5.1 shows some
of the results with the two key parameters varied.
Table 5.1 Sample Completion Times in Seconds for the Total Workload
Note: Sample completion times in seconds for the total workload under various different scenarios.
mig=migration. "-" denotes that all the computing VMs on the PC are sent to other PCs.
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Figure 5.1 plots the completion times of Table 5.1 for the 60% initial overload. The
x-axis is PC numbers while the y-axis is the completion time in seconds. The thin lines
indicate the results with no migration while the thick lines with migration. Regardless of
the number of PCs initially overloaded, the completion times without migration are not
consistent as expected since the overloaded machines will take longer to complete the
workload while under utilized machines will finish quickly and remain idle. On the other
hand, the completion times are consistent across all the machines when migration is turned
on.
Consider Figure 5.1 (a) that has PC1 overloaded with 60% of the total workload in
the beginning. As expected, PC1 took close to 5,000 seconds to complete the 60% of the
total workload while all 15 other machines each took only about 400 seconds to complete,
leaving PC1 being the critical path. When migration is turned on, however, all the 16
machines exhibit relatively consistent completion times with no apparent high peaks or
critical path since the VM(s) on the overloaded machine migrated to under utilized
machines. The small peaks and valleys are due to the resolution of the number of virtual
machines. This consistent completion time is observed when two or three PCs are
overloaded to begin with. A large number of virtual machines such 10 to 20 on each PC
will smoothen the small peaks and valleys.
PC Number
(a) 1 PC initially overloaded
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PC Number
(b) 2 PCs initially overloaded
PC Number
(c) 3 PCs initially overloaded
Figure 5.1 Comparison of completion times for 60% total workload initially assigned
to (a) 1 PC, (b) 2 PCs, (c) 3 PCs, with migration on and off.
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5.1.2 Impact of Relative Workload on Performance
The impact of migration on completion time has been seen when 60% of the total workload
is initially assigned to one PC. Figure 5.2 shows the impact with initial workload ranging
20% to 80%. Again, Figure 5.2 (a) is for one PC initially overloaded while (b) and (c) are
for two and three PCs, respectively. The x-axis is the percentage of total workload initially
assigned to overloaded PC(s) while the y-axis is the largest completion time. Figure 5.1 has
plotted that some PCs finish early while some finish late depending on the machine's load.
However, the completion time in Figure 5.2 is the critical path of a PC that took the longest
time. Each plot has three curves. The top curves are completion times with no migration
while the middle ones are the ones with migration. The straight lines at the bottom indicate
ideal completion time that is obtained by dividing the total workload by the number of PCs.
The plots above indicate that as the number of overloaded PCs increases, the
longest completion time decreases without migration, as expected. However when
migration is turned on, the number of PCs initially overloaded has little impact on the
overall completion time. In fact, the overall completion times with migration are close to
the ideal execution time as the two bottom curves in each plot demonstrate. This is
precisely the purpose of VM migration, which is designed to maintain consistent loads on
all machines across the cluster. Migrating VMs dynamically to lightly loaded machines
does maintain the loads relatively similar to the average load at a point in time.
0
20 	 30 	 40 	 50	 60 	 70	 80
Percentage of the total workload (%)
(a) 1 PC initially overloaded
Percentage of the total workload (%)
(b) 2 PCs initially overloaded
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Percentage of the total workload (%)
(c) 3 PCs initially overloaded
Figure 5.2 Overall completion times with the number of PCs initially overloaded: (a)
One PC initially overloaded, (b) Two PCs initially overloaded, (c) Three PCs initially
overloaded.
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It should be noted however that Figure 5.2 (c) presents an interesting behavior at
20%. The completion time without migration (716 seconds) is slightly smaller than the one
with migration (751 seconds). The main reason for this particular exception stems from the
fact that the initial workload on each of the three supposedly "overloaded" machines is
actually smaller than the workload on each of the remaining 13 PCs. To clarify this
exception, Figure 5.3 has plotted initial workload for each machine. The x-axis shows
initial workload on the initially overloaded PCs while the y-axis shows initial workload on
each of the remaining PCs, i.e., lightly loaded PCs.
Consider Figure 5.3 (a), where only one PC is initially overloaded. Since only one
PC is initially overloaded, the remaining 15 PCs will split the remaining workload. For
example, if only one PC initially assumes 20% of the total workload, each of the remaining
15 PCs will assume (100-20)/15=5.33%. The difference between the initially overloaded
PC and lightly loaded PCs is 20-5.33=14.67%, which is substantial, indicating that the
overloaded PC will quickly send VMs to lightly loaded machines.
However, consider Figure 5.3 (c), where three PCs are initially overloaded with
20% of the total workload. Simple calculation shows that the workload on each of the three
initially overloaded machines is 20%/3=6.67% while that of the remaining "lightly loaded"
PC is (100%-20%)/13=6.15%. The difference between the amount of work done by the
so-called overloaded PCs and by the under utilized PCs is merely 0.5%. In other words, all
the PCs each have essentially the same amount of work.
Initial workload of an overloaded PC(%)
(a) 1 PC initially overloaded.
Initial workload of an overloaded PC(%)
(b) 2 PCs initially overloaded.
Figure 5.3 Initial workload distribution for overloaded and lightly loaded PCs. (a) One
PC initially overloaded (b) Two PCs initially overloaded (c) Three PCs initially
overloaded.
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If four PCs are initially overloaded with 20%, the workload on each of the four
initially overloaded machines will be 20%/4=5% while that of the remaining "lightly
loaded" PC is (100%-20%)/12-6.67%. The "overloaded" machines each have actually less
work to do than the "lightly loaded" machines. This is the main reason why more than three
PCs are not overloaded.
5.2 Thresholds vs. Learning in the Framework with Learning Module
This section represents detailed comparisons of experimental results for using various
thresholds and learning approach with different number of VMs on each PC. Two sets of
experiments are presented. The first set uses on average four VMs per PC while the second
set eight VMs per PC.
5.2.1 Four VMs on Each PC
Figure 5.4 shows the results of the first set of the experiments, where each PC has on
Figure 5.4 Four VMs on each PC.
95
average four VMs. Specifically, the overloaded PC has eight VMs while the remaining 15
PCs each have four VMs, resulting in 8 + 4x15 = 68 VM on the cluster. The x-axis shows
the percentage of the total workload on the initially overloaded PC while the y-axis shows
execution time in seconds.
The figure shows four curves: three fixed thresholds and learning. It is clear from
the figure that varying threshold results in mixed execution times. Consider when the
overloaded PC is initially set to 40% of the total workload. The learning approach and the
thresholds of 55 and 85 show similar execution time (approximately 1120 second) while
the threshold of 65 performs poorly (close to 1200 seconds). However, this observation
does not hold for different initial workloads. When the overloaded PC is initially set to
80% of the total workload, the threshold of 85 shows the worst performance (over 1300
seconds), while the other three shows almost the same execution time. It should be noted
that the results for the threshold of 75 are not included in the figure since the performance
is essentially the same as that of 65 which only makes the figure illegible.
Two observations were drawn from the figure: First, the fixed threshold method
does not yield consistent performance for different computing scenarios. This inconsistent
behavior only reinforces the premise that one threshold does not fit all cases, as expected.
Second, the learning method consistently shows performance close to the optimal,
except when the initial overloaded PC is set to 50% and 70% of the total workload. These
two cases have indicated that the learning method has very little room to maneuver in the
history matrix, given the small number of VMs. This observation has led to double the
number of VMs. In addition, the results show that the observation is indeed correct.
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Figure 5.5 Eight VMs on each PC.
5.2.2 Eight VMs on Each PC
Now on average eight VMs per PC are given, while the overloaded PC with 16 VM,
resulting in 8x15 + 16 = 136 VMs on the cluster. Figure 5.5 shows the results of the second
set of experiments. Again, the x-axis shows percentage of workload on one particular PC to
begin with while the y-axis shows execution times.
Observation shows the same or similar performance results for the three fixed
thresholds. In other words, one fixed threshold does not fit different computing scenarios.
However, it is found that the results for learning have improved as suggested earlier. The
learning results are consistently close to the optimal results with no apparent aberrations
this time. The results reaffirm the earlier premise that the more entries the history matrix
holds, the wiser the learning method becomes.
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5.2.3 No Migration vs. Migration
Experimental results are presented in terms of three key parameters: (a) the percentage of
workload each PC is initially assigned, (b) the average number of VMs on each PC, and (c)
the threshold for migration ranging 55% to 85%.
In Table 4.4, only one PC was overloaded with 40% of the total amount of work
while the rest with 60% in Scenario 1. Now that particular PC is overloaded with w% of the
total workload, where w varies 40% to 80%. 100% work indicates that the overloaded PC
is assigned 100% of the total work while others do nothing.
Table 5.2 lists a small portion of the completion times with migration and no
Table 5.2 Sample Completion Times in Seconds for 60% of Total Workload
Note: Sample completion times in seconds for the total workload under various different scenarios.
mig=migration. Initially, 60% of the total workload is assigned to the overloaded PC1.
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migration and for the total workload defined earlier using various different parameter
settings. The first row indicates actual PC numbers, not the number of PCs. The next row
labeled "4 VMs per PC" lists completion times with migration on (with thresholds) and off
for 60% of the total workload initially assigned to 1 PC with four VMs per PC. The third
row labeled "8 VMs per PC" lists completion times with eight VMs per PC.
Figure 5.6 plots the completion times of Table 5.2 for the 60% initial overload with
various thresholds. The x-axis is PC numbers while the y-axis is the completion time in
seconds. The thin (cyan) lines indicate the results with no migration while the other lines
with migration using various thresholds. The completion times without migration are not
consistent as expected since the overloaded machines will take longer to complete the
workload while under utilized machines will finish quickly and remain idle. On the other
hand, the completion times are consistent across all the machines when migration is turned
on.
Consider Figure 5.6 (a), where each PC has four VMs on average. Note that PC1 is
overloaded with 60% of the total workload in the beginning. As expected, PC I took close
to 5,000 seconds to complete the workload while all 15 other machines each took only
Figure 5.6 Comparison of completion times for 60% of the total workload initially
assigned to one PC with migration on and off: (a) 4 VMs, (b) 8 VMs per PC.
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about 400 seconds, leaving PC1 being the critical path. When migration is turned on,
however, all the 16 machines exhibit relatively consistent completion times with no
apparent aberrations or critical path since the VM(s) on the overloaded machine were
migrated to under utilized machines. The small peaks and valleys are due to the resolution,
i.e., the average number of virtual machines in each PC.
When the average number of VMs per PC is increased to eight in Figure 5.6 (b),
obtained results are consistent with Figure 5.6 (a) with a few exceptions. As expected, PC1
is still the critical path, taking 4000 seconds to complete while all 15 other machines each
took only about 300 seconds. Earlier in Figure 5.6 (a), it was found that each of the 15 PCs
took approximately 400 seconds. The difference of 100 seconds is due to the fact that a
larger number of VMs allows a larger amount of overlapping between computing and
communication. In other words, finer granularity of VMs increases an opportunity for
overlapping in packing, sending, receiving and resuming among VMs.
The observation found from the two plots shows that the fluctuation for 8-VM is
smaller than that for 4-VM, except when the threshold is 85%. This high threshold of 85%
strongly discourages migrations, resulting in higher discrepancy between those overloaded
and under-loaded. It will be seen later that this high threshold ultimately limits the
efficiency of resource utilization.
Figure 5.6 shows that the impact of migration on completion times when 60% of
the total workload is initially assigned to one PC. Figure 5.7 shows the impact with initial
workload ranging 40% to 80%. Again Figure 5.7 (a) is for one PC initially overloaded and
each PC with four virtual machines on average while Figure 5.7 (b) is for each PC with
eight virtual machines. The x-axis is the percentage of total workload initially assigned to
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Figure 5.7 Overall completion times: (a) 4 VMs, (b) 8 VMs per PC.
the overloaded PC while the y-axis is the largest completion time. Figure 5.6 has plotted
that some PCs finish early while some finish late depending on the machine's load.
However, the completion time in Figure 5.7 is the critical path of a PC that took the longest
time. The plot has five curves. The top curves are completion times with no migration
while the bottom ones are with migration using the thresholds of 55, 65, 75, and 85%.
The plots clearly indicate that the results with migration are far superior to that with
no migration. With no migration it is found that the longest completion time by the initially
overloaded PC increases as the workload of the overloaded PC increases. When migration
is turned on, however, the workloads of the initially overloaded PC have little impact on
the overall completion time. In fact, the overall completion times with migration appear
close to each other because the no-migration results are very large. In what follows, the
differences are presented.
5.2.4 Thresholds vs. Learning
Figure 5.8 shows the differences between thresholds and learning. Figure 5.8 (a) is for 4
VMs and (b) for 8 VMs per PC on average. To be more precise, the overloaded PC in
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Figure 5.8 Execution time in seconds: (a) 4 VMs, (b) 8 VMs on each PC.
Figure 5.8 (a) has eight VMs while the remaining 15 PCs each have four VMs, resulting in
8 + 4x 15 = 68 VM on the cluster. The x-axis shows the percentage of the total workload on
the initially overloaded PC while the y-axis shows execution time in seconds.
The figure shows five curves: four fixed thresholds and learning. It is clear from the
figure that varying the threshold results in mixed execution times. Consider when the
overloaded PC is initially set to 40% of the total workload. The learning approach and the
thresholds of 55, 75 and 85 show similar execution times (approximately 1120 second)
while the threshold of 65 performs poorly (close to 1200 seconds). However, this
observation does not hold for different initial workloads. When the overloaded PC is
initially set to 80% of the total workload, the threshold of 85 shows the worst performance
(over 1300 seconds), while the other three shows almost the same execution time.
Two observations are drawn from the figure: First, the fixed threshold method does
not yield consistent performance for different computing scenarios. This inconsistent
behavior only reinforces the premise that one threshold does not fit all cases. Second, the
learning method consistently yields performance close to optimal regardless of the initial
workload, except when the initial overloaded PC is set to 50% and 60% of the total
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workload. These two cases have indicated that the learning method has very little room to
maneuver in the history matrix, given the small number of VMs. This observation has led
to double the number of VMs.
There are now on average eight VMs per PC while the overloaded PC has 16 VMs,
resulting in 8x15 + 16 = 136 VMs. Figure 5.8 (b) shows the results for the four fixed
thresholds and learning. Again the x-axis shows the percentage of workload on one
particular PC to begin with while the y-axis shows execution times. It is found that the
performance results are the same or similar to the four fixed thresholds. In other words, one
fixed threshold does not fit different computing scenarios. However, it is found that the
results for learning have improved as suggested earlier. The learning results are
consistently close to optimal except for 80%, which is considered a high threshold that
discourages VM migrations. It is also found that the 8-VM results show steeper curves than
the 4-VMs. The main reason for this steeper curves stems from the very fact that the PC
that is initially overloaded is indeed overloaded. Since the PC is overloaded to begin with,
migrating 16 VMs takes longer than eight VMs, resulting in the steeper curves.
5.3 Framework with Extended Learning — Multiple Resources
Experimental results are presented in terms of the following four parameters: type of
resources, size of resources, learning method, and distribution of workloads. CPU and
Memory resources are compared by varying weights. By changing the capacity of memory
resource, the effect of the sizes of resources is shown. Extended learning methodology is
also represented with some iteration with static distributions. Finally, the distribution
strategies are differentiated from the static to the randomized one.
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5.3.1 Resource Types — CPU and Memory Utilization
CPU and memory utilization are critical types of resources in making decisions for
migration. Results are presented to explicate how the two types affect performance.
Specifically the weight of each resource is varied while the threshold is fixed.
Figure 5.9 presents a set of sample results. The x-axis is CPU weight while the
y-axis is completion time. Note that the threshold is fixed to 85% with 2 GB memory per
PC. The results are classified into three regions: (a) cpu weight=0, or memory only shown
left, (b) combination of cpu and memory, shown between 0.1 to 0.9, and (c) cpu weight=1,
or no memory weight, shown on the right.
The results demonstrate that the more resource types the better. When only one
type of resource is used, the completion times are longer, as evidenced in the regions (a)
Weight (CPU)
Figure 5.9 Effect of resource types. "80% workload" means 80% of total workload is
initially assigned to one PC. (a) cpu weight=0, (b) combination of cpu and memory, (c)
cpu we i ght=1.
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and (c).
Consider, for example, the second line from the top labeled 70. This configuration
indicates that one PC is initially overloaded with 70% of the total workload. When only
memory utilization is used for making migration decisions, the completion time is close to
5300 seconds (the left side). Similarly, when only the CPU utilization is used, the
completion time is comparable approximately 5200 seconds (the right side). However,
when both cpu and memory utilization are used, the completion time plunged to 2500
seconds (cpu util=0.8 and mem util=0.2). The improvement of over 100% is substantial for
this case. The figure demonstrates that combining cpu and memory utilization is almost
always better with few exceptions.
For 80% of the total workload initially assigned to a PC, the performance
continuously improved. In fact, memory utilization did not help since the completion time
continuously decreased as the weight of cpu utilization increased. This exception reaffirms
our premise that adjusting weights to adapt to new patterns is indeed difficult and
unpredictable, which warrants inclusion of other critical parameters such as memory size
when learning, or more precisely proactive learning.
5.3.2 Resource Size — One to Two GB of Memory
The results presented above are based on 2 GB memory per PC. The results are presented
based on 1 GB memory per PC to determine if the size of memory affects performance and
how. Figure 5.10 shows the experimental results with (a) 1GB memory and (b) 2 GB
memory. The threshold is fixed to 75% and the CPU weight is varied 0.2 to 0.9.
The figure illustrates that doubling the memory size directly affects completion
time. The completion times with 1 GB range an hour to two. On the other hand, the
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Figure 5.10 Effect of memory sizes. "80% workload" means 80% of total workload is
initially assigned to one PC. (a) 1 GB memory, (b) 2 GB memory.
completion times with 2 GB range 30 minutes to an hour. Doubling the memory size has
reduced the completion times to half. It is also found that the completions times with 1 GB
fluctuate rather widely, 30 minutes to over 2 hours. However, the results with 2 GB are
relatively consistent, not as fluctuating as in Figure 5.10 (a). The main reasons for these
two differences are (a) doubling the size renders migration decisions less difficult, (b)
some PCs find enough room to accommodate VMs that are otherwise not migrated or
migrated elsewhere, and (c) more space prevents the VMs from potential oscillations.
5.3.3 Rate of Learning
New migration patterns appear and disappear as computing demands change over time.
Some patterns appear often such that they can be learned quickly while others do not, in
which case learning takes longer or may not occur at all. The degree of appearance and
disappearance varies depending on a few key parameters such as workload distribution.
The rate of learning can be measured by giving some randomness to workload distribution.
Introducing randomness to work distribution affects progressiveness on learning which in
turn affects performance. Two sets of experimentations have been performed. The first set
Figure 5.11 Rate of learning with fixed workload distribution. "80% workload" means
80% of total workload is initially assigned to one PC.
uses a fixed regular workload distribution strategy. Work assignment is predetermined,
i.e., which machine receives what workload is known a priori. The second set uses an
irregular random workload distribution strategy. Work assignment is determined
randomly at runtime. For both cases, the total amount of workload is fixed.
Figure 5.11 presents execution results for the static workload distribution strategy.
The x-axis is learning iteration numbers while the y-axis is execution times. Learning
iteration numbers refer to the progression of learning overtime with different patterns. It is
found from the figure that most of the learning takes place in the first two iterations as the
reduction in completion time indicates. The remaining three iterations have little impact on
learning new patterns. This rapid learning is possible because the work distribution is fixed
and regular, resulting in no new patterns.
Figure 5.12 presents results that are much different from the ones shown in Figure
5.11. Note that the number of iterations is now increased to 10, compared to five in Figure
5.11. The main reason for this doubling is to give enough time to learn irregular patterns.
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Figure 5.12 Rate of learning with randomized workload distribution.
As expected, the completion times fluctuate due mainly to the fact that the computing
patterns are random and irregular, requiring not only more iterations to learn but more
completion time as well. It should be noted however that while they fluctuate, the
completion times decrease as the iterations progress, indicating that learning is taking place
and in effect although it takes longer.
5.4 Distributed System Model — DRIVE
5.4.1 Overall Execution Results
The DRIVE framework has two dispatchers. The impact of the second dispatcher is
discussed since the complexity of the second one is much higher than the first one due to
actual operating system migrations. The second job dispatcher assigns jobs to VMs
residing in the VM repository based on job numbers. Therefore, job mapping is
straightforward. The size of a VM is typically over 300 MB when zipped. The main
performance metric is execution time. As discussed earlier, experiments have been
Table 5.3 Overall Execution Times for Three Configurations
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Note: Overall execution times (seconds) for three configurations. "Ideal" refers to the situation
where requests are distributed statically and manually with no dispatcher involvement. (Conf 1 =
Configuration 1, Conf 2 = Configuration 2, Conf 3 = Configuration 3)
performed using various combinations of the four important parameters that characterize
the second dispatcher: the number of servers, the number of VMs, the frequency of
dispatching VMs, and the number of VMs to be dispatched at a time. With varying
configurations, the time taken to complete the jobs arrived at the first dispatcher to the
completion of the job on physical servers, was measured. Some of servers will finish early.
The machine that finishes last determines the critical path, which is the overall execution
time.
Table 5.3 lists some of the execution results in seconds. Configuration 1 shows
results with varying number of VMs dispatched while Configuration 2 shows results with
varying frequency of VM dispatch. Configuration 3 combines the two configurations, i.e.,
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varying frequency with the maximum number of VMs per dispatch. The columns labeled
as "ideal" list execution results based on the assumption that (a) requests are manually and
ideally assigned to VMs, and (b) VMs are pre-distributed to physical servers. Hence, no
runtime dispatching is involved for these columns. The results serve as reference points.
The following is the observation from the table that the overall execution time
decreases as
• the number of physical machines increases
• the number of VMs dispatched at a time increases
• the frequency of VM dispatches increases.
The table also presents an important behavior; doubling the eventual and optimal
number of VMs per PC adversely affects the overall performance. This is evident by
Figure 5.13 Overall execution times for the two cases.
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comparing Case 1 with Case 2. For example, the execution time of 1320 seconds drawn
from Case 1 with 8 PCs and 4 VMs is much faster than the 2123 seconds from Case 2. Or,
doubling the eventual and optimal number of VMs is not effective due to excessive
overhead for dispatching itself. It will be discussed shortly. In the mean time, Figure 5.13
summarizes the overall execution times for the three configurations. The x-axis represents
varying parameters while the y-axis shows the overall execution times in second.
5.4.2 Dispatching Time
It has been shown above that doubling the eventual number of VMs per PC adversely
affected the overall execution time due to overhead itself. The dispatching time therefore
was measured to better understand the internal workings of runtime dispatching.
Specifically, VM sending times were measured. Sending times refer to the time taken from
the moment a VM leaves the VM repository to the moment it arrives at the destination
physical server. For multiple dispatches, individual sending times are combined to find the
total sending time. Consider dispatching one VM at a time on an 8-PC cluster with four
Table 5.4 Sending Times in Seconds
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(b) 8VMs per PC case
Figure 5.14 Overall sending times.
VMs per PC. Assuming 50% of the total VMs is to be dispatched while the remaining 50%
has already been evenly distributed to begin with, this configuration requires 16 VM
dispatches. The total sending time, therefore, is the sum of the 16 sending times each of
which is obtained from the individual starting and completion times. Table 5.4 summarizes
the overall sending times for the three configurations in seconds.
From this table, the following is observed:
• the sending times decrease as the number of VMs dispatched at a time increases
with a few exceptions,
• the sending times decreases as the frequency of VM dispatches increases,
• the overall sending times increase as the number of physical machines increases,
and
• the overall sending times increase as the number of eventual VMs per PC doubled.
Table 5.5 Number of Dispatches
112
Figure 5.14 plots the overall sending times in two cases for four VMs per PC and
eight VMs per PC.
5.4.3 Number of Dispatches
While sending times listed above are critical to determining overall performance, it is the
number of dispatches that directly affects the sending times. To further understand the
internal workings of dispatches, the number of dispatches was counted for each and every
configuration. Table 5.5 lists all the numbers of dispatches.
The earlier assumption is that 50% of the total VMs are held in the repository for
dispatching while the remaining 50% has already been evenly distributed across the cluster
to begin with. Consider the first column under Configuration 1 with "4 VMs per PC."
When the cluster consists of only one PC, no dispatch obviously takes place. For two PCs,
however, there are eight VMs and 50% of them (four VMs) are held in the repository.
Sending one VM at a time will result in four dispatches, as indicated in the second row of
the same column. For four PCs, there are 16 VMs and eight of them will be dispatched,
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resulting in eight dispatches. If, however, two VMs are dispatched at a time, the number of
dispatches will be reduced to 4, as indicated in the second column under Configuration 1.
Dispatching four VMs at a time will result in four dispatches for the 8-PC cluster. A similar
dispatching argument applies to the 8-VMs/PC case, except now that the total number of
VMs doubled, so does the number of dispatches.
The three columns under Configuration 2 illustrate the relationship between the
frequency of dispatches and the number of dispatches. As seen from values, the number of
dispatches is the same regardless of the dispatch frequency because the number of VMs
dispatched at a time has not changed. Only the frequency changed.
Configuration 3 is a combination of Configurations 1 and 2, as explained earlier.
The frequency of dispatches changes while the number of VMs dispatched at a time also
changes. The first column under Configuration 3 shows the number of dispatches with 1
VM dispatched at a time in every 20 seconds. The values are the same as those listed under
both Configurations 1 and 2 since the number of VMs dispatched at a time is fixed to one.
However, the second and third columns show a significantly smaller number of dispatches
due mainly to the fact that four VMs are dispatched at a time.
Regardless of the configurations, the table illustrates that doubling the number of
VMs per PC doubled the number of dispatches. In summary, the number of dispatches is
proportional to the eventual and optimal number of VMs per PC.
CHAPTER 6
DISCUSSION
In this chapter, performance results will be discussed (a) when the framework uses the
fixed threshold, (b) when the learning approach is applied into the framework, and (c)
when the extended learning is used with multiple resources. As an optional application,
DRIVE for the distributed system will be discussed in the last section.
6.1 Framework with the Fixed Threshold
Given the initial workload for each PC, the performance gain is defined as (t -
tmig)/tno-mig, where t is the time taken to finish the work with no migration while t is
the time taken to finish the work with migration. It should be noted that the time is the
wallclock time that a PC finishes last. Figure 6.1 shows a summary of the experiments on
the 16-PC cluster. The x-axis shows the percentage of the total work while the y-axis shows
Figure 6.1 Performance gains.
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the resulting performance gain.
The plots shown in Figure 6.1 provide two insights: First, the performance gain is
inversely proportional to the number of overloaded PCs. Among the three curves is the one
at the top that has only one PC overloaded to begin with. The one at the bottom shows the
gains with three PCs overloaded to begin with. In fact, the performance gain for the
3-overloaded-PC dips below zero, indicating that the migration is not always advantageous
for certain situations. This is precisely the case since there is not much work to do and
hence there is no reason to migrate VMs.
Second, the performance gain is proportional to the percentage of overload. The top
curve shows that the performance gain is merely 40% when one PC is initially assigned
20% of the total work. However, this gain increases gradually as the work percentage
increases. When the percentage of work initially assigned on one PC is 80%, the
Table 6.1 Comparison of Two Sets of Results
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performance gain has reached 80%. The other two curves show similar performance gains.
When two PCs are initially overloaded with 80% of the total work, the performance gain
has increased to 60%.
6.2 Framework with the Learning Approach
Experiments results for the framework with learning module are discussed. This part
compares learning results with multiple thresholds results.
6.2.1 Thresholds vs. Learning: Effect of Number of VMs
The two sets of results presented above are compared to identify the impact of the average
number of VMs on each PC. Table 6.1 lists the execution times shown in Figures 5.4 and
5.5. The first column indicates the percentage of the total workload initially set to one
overloaded PC. The second to fourth columns indicate execution times for thresholds of
55%, 65% and 85%, respectively. The fifth column lists average of the three execution
times. The sixth column indicates the execution time for the learning approach while the
last column is the difference between Average and Learning.
Figure 6.2 plots the differences shown in the table. The x-axis is again percentage
of the total workload initially set to the one overloaded PC while the y-axis is the difference.
The bottom line is for four VMs per PC with the total of 68 VMs (8 + 15x4). On the other
hand, the top line is for eight VMs per PC, with the total of 136 VMs (= 16 + 15x8).
As indicated earlier, a larger number of VMs provides finer granularity of
controlling resource utilization. Migration of a VM for the 4-VM settings can change on
average the utilization by 25%. In other words, the PC that sends a VM will have the load
reduced by 25% on average while the PC that receives a VM will have the load increased
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Figure 6.2 Performance difference.
by 25%. On the hand, migration of a VM for the 8-VMs setting can change on average the
utilization by 12.5%. This difference is prominently reflected in the figure.
The top 8-VMs curve fluctuates between -12 to 26, resulting in 38 seconds while
the bottom 4-VMs curve does between -44 to 41, resulting in 85 seconds. The ratio of the
two fluctuations is 85/38=2.2. This twice the improvement does in fact conforms to the
ratio of the total number of VMs for 8-VMs setting to 4-VMs setting. Indeed, the ratio of
8-VMs setting to 4-VMs setting is 136/68=2. The result demonstrates that increasing the
number of VMs proportionally increases the overall performance by proportionally
reducing the imbalance across the cluster when threshold learning is enabled.
6.2.2 Number of Migrations on Performance
Number of VM migrations directly affects performance as each migration entails
numerous steps. This section will find the impact of number of migrations on performance.
Figure 6.3 shows numbers of migrations for various computing scenarios. The x-axis
Figure 6.3 Number of migrations: (a) 4 VMs, (b) 8 VMs on each PC.
shows the percentage of the total workload on the initially overloaded PC while the y-axis
shows number of VM migrations. The observation from Figure 6.3 is that (a) the number of
migrations is inversely proportional to thresholds, (b) the change in number of migrations
is also inversely proportional to the number of VMs, and (c) learning yields a moderate
number of migrations regardless of the computing scenarios.
Consider the results for Threshold-55 and Threshold-85 in Figure 6.3 (a). The
number of migrations for Threshold-55 is three to four times higher than that for
Threshold-85. The main reason for this large difference is "easy" migration. Since the
threshold is low, migration takes place often and unnecessarily, resulting in higher
overhead. On the other hand, the high threshold of 85% severely limits migrations while
reducing migration overhead. However, the savings in overhead does not compensate the
severe imbalance between physical machines, resulting in lower performance. Learning
solves the dilemma. The results show that learning yields a moderate number of migrations
by finding right thresholds for different computing scenarios. This is an indication that the
learning approach utilizes resources effectively and efficiently.
Table 6.2 Resource Utilization
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The number of VMs affected the number of migrations. When the number of VMs
was doubled, the change in the number of migrations has been substantially reduced, as
illustrated in Figure 6.3. For 4-VMs shown in (a), the number of migrations varies
substantially. However, for 8-VMs, the variation is small. The difference in variations is in
the fact that the smaller number of VMs causes the Ping-Pong problem. When a VM is
moved, the receiving PC can be more susceptible to overloading than other PCs, in which
case the VM that was just moved may be moved again either back to the original source PC
or yet another. This ping-pong behavior thus results in a higher number of migrations. For
8-VMs however, this ping-pong effect is not pronounced since the granularity is smaller
and a VM can fit into the receiving PC.
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6.2.3 Resource Utilization Efficiency in Learning
The results presented above have indicated that the learning method helps find the right
thresholds at runtime to increase resource utilization. This section will identify how
efficient the learning approach is compared to the fixed threshold approach and no
migration. The efficiency for resource utilization E is defined as follows:
where Sum S is the resource utilization required to complete the total workload and
is defined as S = EU; * T , where U; is the total cpu utilization and Ti is the total time taken
for PC ; .
Table 6.2 lists total resource utilization for individual PCs and Figure 6.4 plots
efficiency. The last row of Table 6.2 sums all the resource usage for each approach. The
Figure 6.4 Resource utilization efficiency.
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table demonstrates that learning yields the lowest sum (8-VMs) or the second lowest sum
(4-VMs) while other approaches vary. For 4-VMs, the difference between the lowest
(285535) and learning (302257) is 0.5%, which is small enough to be considered as noise.
Again the main reason for this low total utilization is due to the fact that the loads are
equally distributed across the cluster. Figure 6.4 summarizes the study: learning thresholds
at runtime gives the highest or close to the highest efficiency for resource utilization.
6.3 Framework with the Extended Learning
The impact of extended learning is discussed in terms of cpu utilization, memory
utilization, and combination. The learning results are compared against the best and worst
results, followed by the efficiency of learning.
6.3.1 Impact of CPU Utilization
CPU utilization indicates how loads are distributed across the cluster. Figure 6.5 shows
CPU utilization for individual PCs. The horizontal x-axis is PC numbers while the vertical
z-axis is average CPU utilization for the duration of each experiment, where each
experiment typically takes tens of minutes to over an hour. Note the axis that represents
learning progress in time. As indicated earlier, learn0 is the first iteration of learning,
learn] the second iteration, etc. There are a total of five iterations for learning.
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Figure 6.5 Impact of CPU utilization over learning iterations with 60% of initial workload
on one PC.
The figure is based on the 60% of the initial workload assigned to PC 1. It is obvious
from the figure that PC1 has the highest cpu utilization with little change over learning
iterations. Note, however, that other PCs show different cpu utilization. As learning
progresses (into the page), the cpu utilization gradually increases. For example, the cpu
utilization of PC15 gradually increases except at iteration2. This observation holds for
most of the time with very few exceptions.
At learn() for example, the cpu utilization of PC1 is essentially 100% while others'
show approximately 5% with three exceptions. At learnt, most of the PCs exhibit about
10% utilization. As learning progresses and more new patterns emerged and are learned,
VM migration is becoming more efficient as indicated by the increased utilization. At
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Iearn4, some PCs now show close to 20% utilization, which is a clear indication that
learning has been in effect over time.
6.3.2 Impact of Memory Utilization
Memory usage is another important parameter that determines the overall performance of
Figure 6.6 Impact of memory utilization over learning iterations with 60% of initial
workload on one PC.
migration decisions. The same metrics are used in plotting cpu utilization as shown in
Figure 6.6. Again, the horizontal x-axis is PC numbers while the vertical z-axis is average
memory utilization over time and five learning iterations. The figure is based on the 60% of
the initial workload assigned to PC 1.
124
The figure shows results different from the ones based on cpu utilization. First, the
memory utilization unlike the cpu utilization in Figure 6.5 is relatively constant,
approximately 50-60% across the PCs. The main reason for this high memory utilization is
mainly because each PC allocates a fixed amount of memory for VMs regardless of their
use. It should be noted however that the memory utilization shown in the figure is averaged
over time and learning iterations. For this reason, no peaks in memory usage are present in
the figure.
Second, the memory utilization increases over learning iterations. While this
behavior is consistent with cpu utilization, it is within its limit due again to the fact that a
fixed amount of memory is allocated to each VM regardless of its usage status. At learn0,
for example, the memory utilization is slightly over 50-55% across all the PCs. At learn4,
most of the PCs now exhibit approximately 55-60% utilization. As learning progressed and
more new patterns were learned, VM migration became more efficient with the increased
memory utilization. However, the rate of increase in memory utilization is smaller
compared to cpu utilization. As a result, the amount of increase in memory utilization is
approximately 5-10% while the amount of increase in cpu utilization was approximately
20%. The double amount of cpu utilization has contributed directly to the importance of
weight that has been descried earlier in the experimental results.
6.3.3 Comparison
To put the behavior of proactive learning into perspective, the learning results are
compared against the best and the worst. The completion time results are drawn from 80%
of static initial workload assigned to PC1. The best results are based on the migration
threshold of 75% with the cpu weight 0.7 while the worst ones are based on the threshold of
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Figure 6.7 CPU utilization: comparison of three settings using fixed workload
distribution.
85% with the cpu weight 0.0. CPU weight 0 indicates no migration will be determined
based on cpu utilization. Instead, migration decisions will be made based solely on
memory usage. This particular configuration is based on the numerous experimental
results. Figure 6.7 shows the comparison. Again, the horizontal line shows PC numbers
while the vertical line shows CPU utilization. The front row shows the results drawn from
the worst configuration while the middle row shows the results drawn from the best
configuration. The back row shows the results based on learning.
As it is evident from the front row, all the PCs but PC 1 are idle, showing very little
cpu utilization. The middle row on the other hand shows relative high cpu utilization of
approximately 15-20% with a few exceptions. Surprisingly, the learning based results
exhibit cpu utilization that is either comparable to or sometimes better than the results
drawn form the best manual configuration. This reinforces the premise that proactive
learning does autonomously adjust weights to adapt to new and emerging patterns, as it is
further evidenced.
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Figure 6.8 compares the three: worst, best and learning but now in terms of memory
utilization. Again the front row shows the results for the worst configuration while the
middle row for the best configuration. The back row is for learning.
The figure draws two observations. First, the memory usage for PC1 is close to
80% for the worst configuration but only 60% for the other two. The reason for this
obvious disparity is because the best manual configuration is indeed the best in terms of
VM migration. The best configuration (threshold and weight) was picked based on the
experimental results. The learning result for PC1 is also comparable to the best
configuration mainly because the configuration was learned.
Second, the memory utilization for the best and learning is relative constant across
all the PCs. This consistency clearly indicates that the VMs are evenly distributed across
PCs resulting in relatively constant memory usage. In short, the system resource is
Figure 6.8 Memory utilization: comparison of three settings using fixed workload
distribution.
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effectively utilized.
6.3.4 Efficiency
The results presented above have indicated that proactive learning indeed helps learn new
patterns in a way that the overall performance improves. This section identifies how
efficient the proactive learning approach is compared against the best and worst
configurations. A simple intuitive approach is to identify if the memory utilization of a PC
is comparable to others'. For example, PC I has 70% aggregated memory utilization over
the entire computing period while PC2 has 65% and PC3 has 72%. The differences
between the three PCs' memory utilizations are not substantial, indicating that their
utilization is high.
Computing the standard deviation of the machines' resource utilization gives the
means to define the efficiency of resource utilization. The higher the deviation, the lower
Figure 6.9 Efficiency comparison using normalized standard deviations.
128
the efficiency is. First, the standard deviation of cpu utilization is separately computed as
well as memory utilization. Since it has its own reference point, each standard deviation
needs normalization. After normalization, the two deviations are combined to represent a
unified efficiency metric.
Figure 6.9 shows the combined and normalized standard deviation of resource
utilization. The x-axis shows learning, best and worst configurations while the y-axis
shows standard deviation of resource utilization. As is evident from the figure, learning
quickly reduces the standard over time. While the deviation for learning is low except the
first iteration, it is better than the worst case by 70% and worse than the best case by 20%.
6.4 Framework for the Distributed System — DRIVE
6.4.1 Overall Improvement
Figure 6.10 summarizes the performance improvement of DRIVE in terms of speedup.
Speedup is defined as the ratio of execution time on one machine to execution time on n
machines. It should be noted that one machine does not entail any dispatching of VMs, nor
does it involve any DRIVE framework, hence the reference point.
For example, under configuration 1 with four VMs, the execution time on one
physical machine without dispatcher is 7713 seconds while that on eight machines is 1948.
The speedup, therefore, is 7713/1948=4. This speedup of 4 demonstrates that use of eight
machines improves the overall completion time by 4 times while the ideal improvement is
8 because there are eight machines. The difference between the ideal speedup and the
actual speedup is 4. Different configurations can yield different speedup and hence
reduce/enlarge the difference between the ideal and actual speedup. Consider four VMs
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Figure 6.10 Speedup for the three configurations.
and the frequency of 5 under configuration 3. It is now found that the speedup is
7713/1098=7. The difference with the ideal speedup is merely 1. These two results indicate
that the speedup can change substantially with some variation of the number of VMs
dispatched at a time and the frequency of dispatches. In the mean time, the relationship
between performance and configurations is examined in continuing parts.
Results for the second case with eight VMs/PC, however, are not as promising as
the speedup of 7. In fact, the overall performance for 8-VMs/PC is poorer than that for
4-VMs/PC because of the overhead associated with sending twice the number of VMs.
Consider now sending one VM with the frequency of 20 seconds under configuration 3.
The ratio of execution times on one physical machine to eight machines is 8816/2640=3.3.
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Earlier the speedup of 4 to 7 was presented for 4-VMs/PC. The main reason for the
difference between the speedup values is the number of VMs in the VM repository. The
first case, 4-VMs/PC on an 8-PC cluster, holds 32 VMs in the repository. However, the
second case, 8-VMs/PC holds 64 VMs in the repository. This doubling of the repository
size directly contributed to the cost of dispatching times. To be more precise, the VM
dispatcher in the first case has to send 16 VMs to physical servers to achieve the optimal
distribution while in the second case it sends 32 VMs. Obviously the dispatching time
increases in the latter case, as explained below.
6.4.2 Analysis of Configurations
Table 6.3 lists the detailed execution times for Configuration 1 of Table 5.3. As before, the
first column lists two cases, four VMs per PC and 8VMs per PC. The second column shows
the number of servers while the third column is for actual execution time without using the
second dispatcher, i.e., no VM dispatching involved. These execution times are an ideal
case, used as a reference point for comparing against those remaining columns where the
number of dispatched VMs is varied. No VM dispatching means the entire cluster is fixed
and hence will not be able to dynamically respond to changing demands. For this ideal
case, job requests are manually divided and evenly assigned to VMs on servers. This is
used for comparing against those with VM dispatching.
The three remaining columns each have four sub-columns: total completion time
for 20,000 jobs, number of VMs dispatched, VM sending time, and total dispatching time.
For example, the total times of 7713 seconds under "Ideal (no dispatcher)" and
"Dispatching 1 VM at a time" are the same since the cluster of a physical machine requires
no dispatching of VMs. However, when two physical servers are used, the two columns
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now show a slight difference (1143 seconds = 5000 - 3857). Note that the fourth column
under "Dispatching 1 VM at a time" shows the total dispatching time of 201 seconds for
two machines. The discrepancy between 201 seconds and 1143 seconds stems from two
facts:
• a) the 201 second dispatching time is an average dispatching time measured for the
two machines with multiple dispatches and
• b) these multiple dispatches take place while computing is on going. In other
words, dispatching overlaps with computing.
The following observations are found that as the number of servers increases,
• total completion time decreases,
• sending time increases proportionally,
• total dispatching time increases proportionally,
and that as the number of VMs dispatched at a time increases,
• total completion time decreases in general,
• sending time decreases with a few exceptions
• dispatching time decreases,
• the number of dispatches decreases proportionally.
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Table 6.3 Detailed Completion Times for Configuration) in Seconds for 20,000 Jobs
Note: Total dispatching time = sending time + 20 * the number of dispatches. (4VM = 4VMs per PC,
8VM = 8VMs per PC)
133
6.4.3 Roles of Total Dispatching Time
The earlier observation showed that the overall performance improves as the number of
servers increase because increasing the number of servers increased the number of VMs,
resulting in finer granularity of control. Another observation illustrated that performance
increases as the number of VMs dispatched at a time increases and as the feedback
monitoring duration decreases (dispatching frequency increases). In this section, the
performance is analyzed from the dispatching time perspective. In particular, the
dispatching time is compared with the number of VMs dispatched and the frequency of
VM dispatch.
If the number of VMs dispatched at a time increases, the total dispatching time will
proportionally increase. However, the actual total dispatching time did not proportionally
increase because (a) the total number of dispatches has decreased, and (b) these increased
number of VMs presents an increased opportunity for overlapping between computing and
dispatching.
For example, consider "Dispatching 1 VM at a time" of Table 6.3 for 4-VMs per
PC. The total dispatching time for four PCs is 315 + 8*20 =475 seconds, where 20 is the
monitoring time between dispatches. Consider now "Dispatching 2 VMs at a time." The
total dispatching time for four PCs now is 288 + 4*20 =368 seconds. It is noted the
difference between the two dispatching times to be 107 seconds, resulting in 23%
improvement. The reason for this improvement or reduction in total dispatching time is
mainly because the number of dispatches has been reduced to half. Figure 6.11 illustrates
the relationship between the total dispatching time and various other parameters.
134
The top two plots in Figure 6.11 summarize the relationship between the total
dispatching time with the number of VMs dispatched whereas the plots in the middle show
Figure 6.11 Roles of the total dispatching time.
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the relationship with the frequency of VM dispatching (feedback monitoring duration). It is
found from the top plots that as the number of PCs increases, the total dispatching time
increases as expected. However, as the number of VMs dispatched at a time increases, the
total dispatching time decreases. This decrease in the total dispatching time is the main
reason for performance improvement. In the middle plots, it is found that as the number of
PCs increases, again, the total dispatching time increases. As the frequency of VM
dispatching increases, the total dispatching time decreases, except when the frequency is 5
seconds with four PCs in Figure 6.11 (a). When the number of VMs dispatched at a time is
4 and feedback monitoring duration decreases (combining Configuration 1 and
Configuration 2) in the two plots shown on the bottom, the total dispatching time increases
as the number of PCs increases, but the ratio, compared to the first and second
configurations, is a little lower. As the feedback monitoring duration decreases with four
VMs dispatched at a time, the total dispatching time decreases a slightly more than the first
and second configurations.
It was stated earlier that the total completion time decreases as the frequency of VM
dispatches increases. This was evidenced in Configuration 2 of Figure 6.10. The higher the
frequency of VM dispatches is, the higher the performance is. The reason for this
improvement is because the server can more quickly recover the resources that are
allocated for the VMs to be dispatched.
The plots in Figure 6.11 present an important observation regarding the eventual
number of VMs per PC. Comparing all the plots in (a) with those in (b), it is found that all
the plots in (a) show consistently low total dispatching time. In fact the dispatching times in
(a) are half that of (b). Again, the main reason is that the total number of VMs has been
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Figure 6.12 Comparison of completion times.
increased to 64 for (b) compared to 32 for (a). While doubling the number of VMs indeed
doubles the total dispatching time, there are other significant side effects because of the
increased dispatching time. If the VM dispatcher does not send VMs in time or does not
find suitable servers, jobs and requests may not have adequate resources to complete. This
delay in turn creates a domino effect, which will result in added delays. Therefore, the
overall completion times for eight VMs per PC can increase more than linearly increase
due to this added domino effect. Increasing the number of VMs may not necessarily yield
the desired outcome unless critical resources such as larger memory, faster CPU clock,
and/or faster network card/switch are proportionally reinforced.
6.4.4 Resource Consumption
For looking at the resource consumption in the cluster of PCs with 1 GB memory setting,
all the PCs' completion times for each configuration are added up to find out how much
time (seconds) requests own and consume computing resources. (Consumption =
Completion time (i), 1 < i < j, j=2, 4, or 8) The results for these sums are plotted in Figure
6.12.
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Figure 6.12 shows when sending more VMs at a time the possession time of
computing resources decreases. In particular, the result of sending four VMs at a time in
8-PC cluster is better than the one of sending one VM at a time. Moreover, across three
configurations, when sending four VMs at a time with frequency 5 seconds, the sum of
PC's completion times is better than the result of configuration 1 and 2. It gives a hint that,
if the DRIVE framework uses more PCs in the cluster, the amount of resource consumption
can be reduced.
CHAPTER 7
CONCLUSIONS
Dynamic migration of virtual machines is designed to maximize resource utilization by
balancing loads across the cluster. This dissertation has presented a virtual machine
migration framework that autonomously finds and adjusts the thresholds for determining
candidate VMs for migration. The framework of selecting virtual machines from the
overloaded physical machines and migrating to the under utilized ones operates in three
different configurations: fixed threshold approach, variable threshold with learning, and
extended learning approach. Multiple experimental environments have been set up with a
cluster of 16 PCs to demonstrate the efficiency of the framework. Specifically, User Mode
Linux (UML) virtual machines have been used on top of the host Linux machines. A
physical machine has four to 16 UML VMs, resulting in 68 to 136 VMs on a cluster of 16
PCs, depending on experimental settings. Each VM has run two suites of 30 benchmark
programs that include real-world applications for daily computing.
The first approach uses predefined fixed threshold to select and migration
decisions. Monitoring daemons constantly and continuously check the utilization of all
machines. When the utilization of a particular PC goes over the predetermined fixed
threshold for a given time, the decision module selects the source VM and the destination
physical machine. The migration module actually moves the VM to the destination
machine. The second approach changes thresholds at runtime. Key to this approach is the
learning module that autonomously finds and adjusts the thresholds for selecting source
VMs and destination PCs using migration history and standard deviation of the CPU
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utilization of VMs. Finally, the learning approach was extended for dynamic migration of
VMs in multiple fronts to handle different resource types (both cpu and memory
utilization), resource size (memory), and both static and random workload distribution
towards proactive learning.
Experimental results, in general, have shown that the proposed framework moved
VMs from the overloaded machines to the lightly loaded ones autonomously and
transparently, regardless of the workload distribution and the number of overloaded
machines. The learning-based migration has consistently shown performance close to the
optimal ones. In the learning-based framework, experimental results have demonstrated
that (a) the overall performance with migration was far superior to that with no migration;
(b) the learning approach consistently performed better than the threshold approach.
Learning technique yields moderate but consistent number of migrations by finding right
thresholds for different computing scenarios. On the other hand, the fixed-threshold
approach has yielded varying number of migrations for different computing scenarios,
resulting in overall performance degradation; (c) the learning approach has yielded the
highest efficiency, 38% higher than the one of no migration, in resource utilization among
all the experimentations.
In the extended proactive learning-based framework, experimental results have
demonstrated the following: First, considering memory utilization for learning is highly
beneficial while the complexity of learning has substantially increased due to many
combinations of cpu and memory utilization. Second, doubling the size of memory has
doubled the overall performance. Third, the rate of learning for irregular and random
workload distribution is comparable to that for static workload distribution because the
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irregular computing patterns are learned. Specifically, it has been found that the impact of
both CPU and memory utilization on learning new patterns was evident: the CPU
utilization has gone up to 20% from 5% over five learning iterations while the memory
utilization has gone up by 5-10%. When three typical configurations of best, learning and
worst were compared, it has been found that proactive learning over 5 to 10 learning
iterations has shown comparable to the best configuration known in experiments.
In summary, the proposed VM migration framework has indeed autonomously and
transparently migrated VMs from the highly loaded physical machines to the lightly loaded
machines to reduce the imbalance across the cluster. Extensive experimental results have
clearly demonstrated that the framework presented in this dissertation adjusted thresholds
for the best suitable migration, and hence found the optimal thresholds using the learning
approach with the previous history, thereby maximizing the resource utilization in the
enterprise environment.
CHAPTER 8
FUTURE WORK
Future work includes (1) applying the autonomous framework to other virtualization
technologies. Currently the framework is built with User Mode Linux virtual machines.
Recently many organization and industries try to adopt Xen or KVM (Kernel-based Virtual
Machine) virtualization to research projects or products. To apply the autonomous
approach into numerous projects, the framework will be implemented with other widely
used virtualization techniques.
The second, (2) checkpointing feature will be implemented. Current framework is
incorporated with SBUML checkpointing utility. Even though it is modified to be
integrated into the autonomous framework, still the checkpointing feature, which creates
snapshots and resumes virtual machine, is required to be developed from the ground up.
The third, (3) new learning approach will be designed and introduced. Currently the
framework learns from the previous history matrix, computes and finds the optimal
solution. This learning can be extended to the higher level, including fuzzy logic, machine
and evolutionary learning, neural networks, expert system, rule-based system, etc.
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APPENDIX A
SAMPLE UNITS FROM UNIT 1 TO UNIT 100
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APPENDIX B
LIST OF SAMPLE CODES FOR DECISION AND LEARNING
This appendix lists only partial source codes of decision module for the fixed threshold,
learning approach, and the extended learning.
B.1 Server-fixed for the Fixed Threshold
This sample code shows the main function of the decision module, which works for the
fixed threshold.
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B.2 Server-learn with Learning Approach
The part of sample codes, which presents the learning approach, is presented. Learning
decision is obtained from "expect" program, and it will be applied on the cluster.
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B.3 Server-ext-learn with the Extended Learning Approach
This sample code presents how the extended and proactive learning approach is applied on
the cluster with cpu and memory usages.
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