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A MONOID FOR THE UNIVERSAL k-BRUHAT ORDER
NANTEL BERGERON AND FRANK SOTTILE
Abstract. Structure constants for the multiplication of Schubert polynomials by
Schur symmetric polynomials are known to be related to the enumeration of chains
in a new partial order on S∞, the universal k-Bruhat order. Here we present a
monoidM for this order. We show thatM is analogous to the nil-Coxeter monoid
for the weak order on S∞. For this, we develop the theory of reduced sequences
forM. We use these sequences to give a combinatorial description of the structure
constants above. We also give a combinatorial proof of some of the symmetry
relations satisfied by these constants.
1. Introduction
Let S∞ denote the infinite symmetric group consisting of permutations of {1, 2, . . . }
which fix all but finitely many numbers. In their approach to the Schubert calculus
for flag manifolds, Lascoux and Schu¨tzenberger [9, 10, 11, 12] defined Schubert poly-
nomials Su ∈ Z[x1, x2, . . . ], a homogeneous basis indexed by permutations u ∈ S∞.
By construction, the degree of Su is the length, ℓ(u), of u. We refer the reader to
[13] for an interesting detailed account of Schubert polynomials and double Schubert
polynomials. This construction has been extended to quantum Schubert polynomials
for the manifolds of complete flags [5, 7] and for manifolds of partial flags [3]. In [6],
W. Fulton generalizes all of these constructions.
It is a famous open problem to understand the multiplicative structure constants
for the Schubert polynomials and any of their generalizations. This would provide
an understanding of some Gromov-Witten invariants. From algebraic geometry, the
structure constants cwuv defined by the identity
SuSv =
∑
w∈S∞
cwuvSw
are known to be positive integers, and in some cases they reduce to the Littlewood-
Richardson coefficients. A general combinatorial construction or bijective formula for
the cwuv is not known.
It is believed that cwuv counts the number of chains from u to w in the Bruhat
order which satisfy conditions imposed by v [2]. In particular, if v is a Grassmannian
permutation with descent in k, then one can restrict the chains to a suborder: the
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k-Bruhat order ≤k on S∞ [11, 15, 2]. In [2], a study of ≤k leads to a new partial
order  on S∞ which we call the universal k-Bruhat order. This order is ranked and
has the property that a nonempty interval [u, w]k in a k-Bruhat order is isomorphic
to the interval [1, wu−1] in the universal order (independent of k). Every interval
in Young’s lattice is an interval in this universal order. The first aim of this paper is
to present a monoid M that describes the chain structure of the universal k-Bruhat
order.
The monoidM has a 0 and generators uαβ indexed by integers 0 < α < β, subject
to the relations
(1) uβγuγδuαγ ≡ uβδuαβuβγ , if α < β < γ < δ,
(2) uαγuγδuβγ ≡ uβγuαβuβδ, if α < β < γ < δ,
(3) uαβuγδ ≡ uγδuαβ, if β < γ or α < γ < δ < β,
(4) uαγuβδ ≡ uβδuαγ ≡ 0, if α ≤ β < γ ≤ δ,
(5) uβγuαβuβγ ≡ uαβuβγuαβ ≡ 0, if α < β < γ.
(1.1)
The relation between M and the order  on S∞ is obtained via a faithful repre-
sentation of M as linear operators on QS∞. Let ℓu denote the rank function of .
Let (α β) ∈ S∞ be the transposition that interchanges α and β. We define linear
operators uˆαβ by
uˆαβ : QS∞ −→ QS∞,
ζ 7−→


(α β)ζ if ℓu
(
(α β)ζ)
)
= ℓu(ζ) + 1,
0 otherwise.
(1.2)
The main results of Section 3 are summarized in the following theorem.
Theorem 1.1.
(a) The map ℓu : S∞ → N is well defined by ℓu(ζ) = ℓ(ζu)− ℓ(u) for any u and k
such that u ≤k ζu.
(b) The operators uˆαβ satisfy the relations (1.1), and a composition of operators is
characterized by its value at the identity. That is uˆα′mβ′m · · · uˆα′1β′1 = uˆαnβn · · · uˆα1β1
if and only if uˆα′mβ′m · · · uˆα′1β′11 = uˆαnβn · · · uˆα1β11.
(c) For x = uαnβn · · ·uα2β2uα1β1 ∈ M, the map x 7→ xˆ = uˆαnβn · · · uˆα2β2uˆα1β1 is a
faithful representation of M.
(d) The following map is a well defined bijection:
M −→ S∞ ∪ {0},
x 7−→ xˆ1.
(e) The universal k-Bruhat order  on S∞ is ranked by ℓu. We have η  ζ if and
only if there exists x ∈ M such that ζ = xˆη. The order  satisfies the universal
property: [u, ζu]k ∼= [1, ζ ] whenever u ≤k ζu. In particular [η, ζ ] ∼= [1, ζη−1]
whenever η  ζ.
(f) The set Ru(ζ) = {xˆ : xˆ1 = ζ} corresponds to the set of all maximal chains in
[1, ζ ]
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We call the elements of Ru(ζ) the u-reduced sequences of ζ . Parts (a) and (e)
of Theorem 1.1 are obtained in §3.2 of [2]. In Section 2, we relate Theorem 1.1 to
classical results on the weak order of S∞ and the nil-Cotexer monoid.
Recall [13] that the Schur polynomial Sλ(x1, x2, . . . , xk) = Sv(λ,k) for a unique
Grassmannian permutation v(λ, k). In Theorem E of [2], we have shown that if
cwuv(λ,k) 6= 0, then c
w
uv(λ,k) depends only on λ and ζ = wu
−1. We can thus define con-
stants cζλ such that c
w
uv(λ,k) = c
wu−1
λ whenever u ≤k w. We note that (cf. Proposition
1.1 [2])
|Ru(ζ)| =
∑
λ
fλc
ζ
λ, (1.3)
where fλ is the number of standard Young tableaux of shape λ. In Section 4 we
give a combinatorial description of the constant cwuv(λ,k) using elements of Ru(ζ). We
use this description to give a combinatorial proof of many of the symmetry relations
given in [2]. In Section 5 we discuss open problems related to the monoidM and the
constants cwuv(λ,k).
The interested reader may obtain by email from bergerna@mathstat.yorku.ca or
find at http://www.math.yorku.ca/Who/Faculty/Bergeron two appendices. One
describes a graphical representation of chains in  which greatly helps visualize the
relations (1.1) and the arguments of §3. The other describes an insertion correspon-
dence, giving a bijection between Hn,1(ζ) and H1,n(ζ). This is related to one open
problem described in Section 5.
2. orders and monoids on S∞
The weak order ≤weak on S∞ is the transitive closure of the following cover relation:
for u, w ∈ S∞, we say that w covers u in the weak order if ℓ(w) = ℓ(u) + 1 and wu
−1
is a simple transposition (α α+1). Maximal chains from the identity to w ∈ S∞
correspond to reduced sequences for w. The nil-Coxeter monoidN plays an important
role [4, 10, 13] in studying reduced sequences. The monoid N has a 0 and generators
ui indexed by integers i > 0, subject to the nil-Coxeter relations:
uαuα+1uα ≡ uα+1uαuα+1,
uαuβ ≡ uβuα, if |α− β| > 1,
uαuα ≡ 0.
(2.1)
There is a faithful representation of N as linear operators on the group algebra QS∞.
For this, let
uˆα : QS∞ −→ QS∞,
ζ 7−→


(α α+1)ζ if ℓ
(
(α α+1)ζ
)
= ℓ(ζ) + 1,
0 otherwise.
The following proposition is a reformulation of well known facts about reduced
sequences of a permutation and the weak order. See [13] for a proof of most of them.
4 NANTEL BERGERON AND FRANK SOTTILE
Proposition 2.1.
(a) The map ℓ : S∞ → N is well defined.
(b) The operators uˆα satisfy the relations (2.1), and a composition of operators is
characterized by its value at the identity. That is uˆαn · · · uˆα1 = uˆβm · · · uˆβ1 if
and only if uˆαn · · · uˆα11 = uˆβm · · · uˆβ11.
(c) For x = uαn · · ·uα2uα1 ∈ N , the map x 7→ xˆ = uˆαn · · · uˆα2uˆα1 is a faithful
representation of N .
(d) The following map is a well defined bijection:
N −→ S∞ ∪ {0},
x 7−→ xˆ1.
(e) The weak order ≤weak on S∞ is ranked by ℓ. We have u ≤weak w if and only if
there exists x ∈ N such that w = xˆu. Also [η, ζ ]weak ∼= [1, ζη−1]weak whenever
η ≤weak ζ.
(f) The set R(w) = {xˆ : xˆ1 = w} corresponds to the set of all maximal chains in
[1, w]weak. The elements of R(w) are the reduced sequences of w.
At this point we note the striking resemblance between Theorem 1.1 and Propo-
sition 2.1. The proof of Proposition 2.1 relies on the understanding of reduced se-
quences. For Theorem 1.1, the order  is new and its chains have not been studied
previously. We develop the elementary theory of the analogue of reduced sequences
for .
We note that not all orders on S∞ have such a simple monoid. In particular, the
Bruhat order ≤ on S∞ has no known monoid. Recall that w covers u in the Bruhat
order if ℓ(w) = ℓ(u) + 1 and wu−1 is a transposition (α β). In fact, very little is
known about the problem of chain enumeration for the Bruhat order. We believe
that a monoid for the Bruhat order would not satisfy conditions as simple as those
of Theorem 1.1 and Proposition 2.1.
The monoid structure for the weak order was a key factor in the following results.
Under the nil-Coxeter-Knuth relations
uαuα+1uα ≡ uα+1uαuα+1,
uβuγuα ≡ uβuαuγ , if α < β < γ,
uαuγuβ ≡ uγuαuβ, if α < β < γ,
uαuα ≡ 0,
(2.2)
the set of all reduced sequences R(w) for a permutation w ∈ S∞ is refined into
classes, called Coxeter-Knuth cells, indexed by some semi-standard tableaux. The
cardinality of a cell is the number of standard tableaux of the same shape as the
cell’s index [4, 10, 16]. This decomposition suggests an action of the symmetric group
on R(w). The symmetric function corresponding to such an action is the function
Fw introduced by Stanley in [16]. Equation (1.3) suggests the possibility of similar
structure for the monoid M and relations (1.1).
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3. k-Bruhat orders and the monoid M
The multiplicative structure of Schubert polynomials is determined by Monk’s rule
[13]:
Su(x1 + x2 + · · ·+ xk) =
∑
a≤k<b
ℓ(u(a b)) = ℓ(u) + 1
Su(a b).
Successive applications of this give
Su(x1 + x2 + · · ·+ xk)
n =
∑
w ∈ S∞
ℓ(w)=ℓ(u)+n
γ(u, w, k)Sw,
where γ(u, w, k) counts the sequences of transpositions (a1 b1), (a2 b2), . . . , (an bn)
such that w = u(a1 b1)(a2 b2) · · · (an bn) and, for all r, we have ar ≤ k < br with
ℓ
(
u(a1 b1)(a2 b2) · · · (ar−1 br−1)
)
= ℓ
(
u(a1 b1)(a2 b2) · · · (ar br)
)
+ 1.
On the other hand
(x1 + x2 + · · ·+ xk)
n =
∑
λ
fλSλ(x1, x2, . . . , xk),
where Sλ(x1, x2, . . . , xk) is the Schur polynomial indexed by a partition λ of n.
There is a unique Grassmannian permutation v(λ, k) such that Sλ(x1, x2, . . . , xk) =
Sv(λ,k) [13]. Hence
Su(x1 + x2 + · · ·+ xk)
n =
∑
λ
fλSuSv(λ,k) =
∑
w
(∑
λ
fλcwuv(λ,k)
)
Sw,
and we have ∑
λ
fλcwu v(λ,k) = γ(u, w, k). (3.1)
The equation (3.1) suggests that we should study the partial order defined by the
following relation: u ≤k w if and only if γ(u, w, k) > 0. Equivalently, this is the
partial order with covering relation given by the index of summation in Monk’s rule.
We call this suborder of the Bruhat order the k-Bruhat order. Denote by [u, w]k the
interval from u to w in the k-Bruhat order. Then γ(u, w, k) is the number of maximal
chains in [u, w]k.
These cover relations give some invariants of the k-Bruhat order. For example,
consider the following maximal chain in the 3-Bruhat order:
(3, 1, 5, 2, 6, 4) ≤3 (3, 1, 6, 2, 5, 4) ≤3 (3, 2, 6, 1, 5, 4) ≤3 (3, 5, 6, 1, 2, 4).
†
In this chain, the first three entries of the permutations do not decrease and the
other entries do not increase. Also, the second and third entries remain in the same
relative order for all permutations in the chain. This leads to a characterization of
the k-Bruhat order based on such invariants.
†Notation: For every w ∈ S∞ there exists infinitely many n such that w ∈ Sn ⊂ S∞. For any
such n we write (w(1), w(2), . . . , w(n)) to represent such a w.
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Proposition 3.1 (Theorem A of [2]). For u, w ∈ S∞, u ≤k w if and only if
(1) u(i) ≤ w(i) for i ≤ k,
(2) u(i) ≥ w(i) for i > k,
(3) (u(i) < u(j) =⇒ w(i) < w(j)) for i < j ≤ k or k < i < j.
The sufficiency of these conditions follows from the existence of a specific maximal
chain in the interval [u, w]k. We call it the CM-chain of [u, w]k.
Definition 3.2 (CM-chain). For u <k w, the CM-chain of the interval [u, w]k is
recursively defined as follows:
• If ℓ(w) = ℓ(u) + 1 then the unique chain u <k w is the CM-chain of [u, w]k.
• If ℓ(w) > ℓ(u) + 1, let a ≤ k < b be the unique integers such that
I u(a) < w(a) and w(a) = max{w(j) : j ≤ k, u(j) < w(j)},
II u(b) > u(a) ≥ w(b) and w(b) = min{w(j) : j > k, u(j) > u(a) ≥ w(j)}.
Let u1 = u(a b). The CM-chain of [u, w]k is
u = u0 <k u1 <k u2 <k · · · <k un = w,
where u1 <k u2 <k · · · <k un is the CM-chain of [u1, w]k.
It is not obvious that conditions I and II define unique integers a ≤ k < b. We
refer the reader to §3.1 of [2] for a complete proof of this fact. The symmetry in the
conditions (1)-(3) of Proposition 3.1 implies the following lemma.
Lemma 3.3 (Vertical Symmetry). Let m be any integer such that u, w ∈ Sm. Let
ω0 denote the longest element (m,m−1, . . . , 1) of Sm. Then the map Ωm : Sm → Sm
defined by Ωm(u) = ω0uω0 is an order preserving involution. That is
u ≤k w ⇐⇒ Ωm(u) ≤m−k Ωm(w).
We use Lemma 3.3 to define another specific maximal chain in the interval [u, w]k.
Given u, w ∈ Sm, apply Ωm to the CM-chain of [Ωm(u),Ωm(w)]m−k to obtain the
DCM-chain of [u, w]k. We can define it recursively, as in Definition 3.2, replacing I
and II by:
I′ u(b) > w(b) and w(b) = min{w(j) : j > k, u(j) > w(j)},
II′ u(a) < u(b) ≤ w(a) and w(a) = max{w(j) : j ≤ k, u(j) < u(b) ≤ w(j)}.
For example, if u = (2, 1, 6, 4, 3, 5) and w = (4, 5, 6, 1, 2, 3), the first step of the
procedure for the CM-chain of [u, w]3 gives us (a, b) = (2, 4). The full chain is given
below, written from bottom to top.
(4, 5, 6, 1, 2, 3) (4, 5, 6, 1, 2, 3) (4, 5, 6, 1, 2, 3)
(3, 5, 6, 1, 2, 4) (4, 3, 6, 1, 2, 5) (3, 5, 6, 1, 2, 4)
(2, 5, 6, 1, 3, 4) (4, 1, 6, 3, 2, 5) (3, 4, 6, 1, 2, 5)
(2, 4, 6, 1, 3, 5) (3, 1, 6, 4, 2, 5) (2, 4, 6, 1, 3, 5)
(2, 1, 6, 4, 3, 5) (2, 1, 6, 4, 3, 5) (2, 1, 6, 4, 3, 5)
CM-Chain A Maximal Chain DCM-Chain
Consider a maximal maximal chain of [u, w]k,
u = u0 <k u1 <k u2 <k · · · <k un = w, (3.2)
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where ui+1 = ui(ai bi). We note that if (3.2) is the CM-chain, then w(ai) > w(aj), or
w(ai) = w(aj) and w(bi) < w(bj) for all 1 ≤ i < j ≤ n. This motivates our definition
of inversion. We say that (i, j) is an inversion of the chain (3.2) if 1 ≤ i < j ≤ n and
• w(ai) < w(aj), or
• w(ai) = w(aj) and w(bi) > w(bj).
The inversion set I of a chain is the set of all its inversions. In the example above, the
inversion set of the middle maximal chain is {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4)}. {1, 2}.
Lemma 3.4. A maximal chain is the CM-chain if and only if it has no inversions.
Proof The reverse implication is clear. Consider a maximal chain with an inversion
(i, j). It suffices to show there is an i′ such that (i′, i′ + 1) is also an inversion of the
chain. If (i, i + 1) is an inversion then we are done. If (i, i + 1) is not an inversion
then either
(a) w(ai) > w(ai+1) or
(b) w(ai) = w(ai+1) and w(bi) < w(bi+1).
In the first case we have w(ai+1) < w(ai) ≤ w(aj), and in the second case we have
w(ai+1) = w(ai) < w(aj), or w(ai+1) = w(ai) = w(aj) and w(bi+1) > w(bi) > w(bj).
Thus (i + 1, j) is an inversion. By induction on j − i we conclude that there is an
i ≤ i′ < j such that (i′, i′ + 1) is an inversion of the chain.
Our next objective is to generate all the maximal chains of [u, w]k. For this we
need the definitions of ℓu and . The reader will find more details in [2].
Proposition 3.5 (Theorem E of [2]). For u ≤k w and u′ ≤k′ w′, if wu−1 = w′(u′)−1,
then v 7→ vu−1u′ induces [u, w]k ∼= [u
′, w′]k′.
Proposition 3.6 (Theorem 3.1.5 of [2]). For ζ ∈ S∞, let up(ζ) = {j : ζ−1(j) <
j} = {j1 < j2 < · · · < jk}. Let w =
(
j1, j2, . . . , jk, . . .
)
where, to the right of
jk, we put the complement of up(ζ) in increasing order. We have that [ζ
−1w,w]k is
nonempty.
We use the above two propositions to define the function ℓu. The number k in
Proposition 3.6 is the smallest possible for which [u, w]k is nonempty and w = ζu.
The length difference ℓ(w)−ℓ(u) is the same for all nonempty [u, w]k such that w = ζu.
With this in mind we define ℓu(ζ) to be the length difference ℓ(w) − ℓ(u) obtained
from any nonempty [u, w]k such that w = ζu. This shows part (1) of Theorem 1.1.
Let dw(ζ) = {j : ζ−1(j) > j}. Proposition 3.6 constructs a standard interval [u, w]k
for any ζ . Counting the inversions of u and w, and rearranging the terms we deduce
ℓu(ζ) = |
{
(i, j) ∈ up(ζ)× dw(ζ) : i > j
}
|
−|
{
(i, j) ∈ ζ−1(up(ζ))× ζ−1(dw(ζ)) : i > j
}
|
−|
{
(i, j) ∈
(
ζ−1(up(ζ))
)2
: i < j and ζ(i) > ζ(j)
}
|
−|
{
(i, j) ∈
(
ζ−1(dw(ζ))
)2
: i < j and ζ(i) > ζ(j)
}
|.
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If u ≤k ζu and u′ ≤k′ ζu′, then the isomorphism [u, ζu]k ∼= [u′, ζu′]k′ is given by
ηu 7→ ηu′. We now introduce the universal k-Bruhat order  on S∞.
η  ζ ⇐⇒
(
There exists u, k such that u ≤k ηu ≤k ζu
)
. (3.3)
Using the permutation u given by Proposition 3.6, we see that η  ζ if and only if
(1) α ≤ η(α) ≤ ζ(α) for α ∈ ζ−1
(
up(ζ)
)
,
(2) α ≥ η(α) ≥ ζ(α) for α ∈ ζ−1
(
dw(ζ)
)
,
(3)
(
η(α) < η(β) =⇒ ζ(α) < ζ(β)
)
for α < β ∈ ζ−1(up(ζ)) or α < β ∈ ζ−1(dw(ζ)).
It follows from the definition that the order  is ranked by ℓu and [1, ζη
−1] ∼= [η, ζ ]
via the map ξ 7→ ξη. The operators uˆαβ in (1.2) are defined so that uˆαβη = ζ if and
only if ζ covers η in . In particular, nonzero compositions xˆ = uˆαnβn · · · uˆα2β2uˆα1β1
such that xˆη = ζ correspond bijectively to maximal chains in [η, ζ ]:
η  uˆα1β1η  uˆα2β2uˆα1β1η  · · ·  xˆη = ζ
We note that the isomorphism [1, ζη−1] ∼= [η, ζ ] implies
xˆη = ζ ⇐⇒ xˆ1 = ζη−1. (3.4)
The isomorphism [1, wu−1] ∼= [u, w]k given by η 7→ ηu, induces an isomorphism
on chains. Given a maximal chain
u = u0 <k u1 <k u2 <k · · · <k un = w (3.5)
of [u, w]k, we adopt the following conventions.
• Let ai ≤ k < bi be such that ui+1 = ui(ai bi).
• Let αi = ui−1(ai) and βi = ui−1(bi). Hence ui = (αi βi)ui−1.
Under the isomorphism above, this defines a unique (nonzero) composition
xˆ = uˆαnβn · · · uˆα2β2uˆα1β1 (3.6)
such that wu−1 = xˆ1. Conversely, given a nonzero composition as in (3.6) such that
wu−1 = xˆ1, we define a unique maximal chain as in (3.5) where ui = (uˆαiβi · · · uˆα1β11)u.
This correspondence is used to encode maximal chains for the rest of the paper. Via
this identification, we will refer to a nonzero composition xˆ such that xˆ1 = wu−1 as
a maximal chain of [u, w]k.
Proposition 3.6 is very useful for constructing intervals in k-Bruhat orders. For ex-
ample, let ζ = (5, 4, 2, 1, 3). Proposition 3.6 gives u = (2, 1, 4, 3, 5) ≤2 (4, 5, 1, 2, 3) =
ζu. From Definition 3.2, the CM-chain is uˆ34uˆ23uˆ45uˆ14. Now if we apply the relations
(1)-(3) of (1.1) to the CM-chain we get:
uˆ34uˆ23uˆ45uˆ14 ≡ uˆ34uˆ45uˆ23uˆ14 ≡ uˆ34uˆ45uˆ14uˆ23 ≡ uˆ35uˆ13uˆ34uˆ23 ≡ uˆ35uˆ23uˆ12uˆ24.
These are all the maximal chains in the interval [u, w]k as depicted in Figure 1.
The first two equivalences are instances of the relation (3) of (1.1), the last two
are instances of relations (1) and (2) of (1.1), respectively. The second chain is the
DCM-chain.
Theorem 3.7. If u ≤k w, then any two maximal chains in [u, w]k are connected by
a series of relations (1)-(3) of (1.1). Moreover, it is never possible to apply any of
the relations (4) or (5) of (1.1) to a maximal chain.
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(3,5,1,2,4) (4,3,1,2,5)
(2,4,1,3,5) (3,1,4,2,5)
(4,5,1,2,3)
(4,1,2,3,5)
(2,1,4,3,5)
(3,4,1,2,5) (4,1,3,2,5) (4,2,1,3,5)(2,5,1,3,4)
Figure 1. The interval [(2, 1, 4, 3, 5), (4, 5, 1, 2, 3)]2.
Proof We first show that any of the relations (1)-(3) of (1.1) that can be applied to
a maximal chain
xˆ = uˆαnβn · · · uˆα2β2uˆα1β1 (3.7)
in [u, w]k results in another maximal chain. Moreover, the relations (4) and (5) can
never be applied to this chain. Given the maximal chain (3.7), let ui = (uˆαiβi · · · uˆα1β11)u
be as before, for 0 ≤ i ≤ n. Then since ui−1 ≤k ui is a cover,
(i) ui = (αi βi)ui−1 = ui−1(ai bi) with ai ≤ k < bi.
(ii) If αi < γ < βi, then u
−1
i−1(γ) < ai or bi < u
−1
i−1(γ).
Consider applying the relations (1.1) to a segment of length two in the chain (3.7).
We may assume that the segment is uˆα2β2uˆα1β1 . Suppose {α1, β1} ∩ {α2, β2} = ∅,
and assume α1 < α2, as the other case is symmetric. There are three possible
relative orders for the numbers α1, β1, α2 and β2. We consider each in turn. If
α1 < α2 < β1 < β2, the situation in relation (4) with strict inequalities, then condition
(ii) for i = 1 implies a2 = u
−1
0 (α2) < a1, and for i = 2 implies a1 = u
−1
1 (β1) < a2, a
contradiction. Now suppose α1 < β1 < α2 < β2 or α1 < α2 < β2 < β1. An example
of each case is found as a square in Figure 1. Then (i) and (ii) impose no additional
conditions on a1, a2, b1 and b2, so u0 ≤k u0(a2 b2) ≤k u0(a2 b2)(a1 b1) = u2.
Suppose one of the relations (1) or (2) of (1.1) applies to a segment of length three.
Again an example of each case is found as a hexagon in Figure 1. Both argument
are similar, so suppose that (1) applies. We have α < β < γ < δ and the segment
is uˆβγuˆγδuˆαγ . By condition (ii), the numbers α, β, γ and δ appear in u in one of the
following two orders
(
. . . , β, . . . , α, . . . , γ, . . . , δ, . . .
)
or
(
. . . , β, . . . , α, . . . , δ, . . . , γ, . . .
)
.
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Suppose we are in the first case, the argument in the second being similar. Then the
chain is (
. . . , γ, . . . , δ, . . . , α, . . . , β, . . .
)(
. . . , β, . . . , δ, . . . , α, . . . , γ, . . .
)(
. . . , β, . . . , γ, . . . , α, . . . , δ, . . .
)(
. . . , β, . . . , α, . . . , γ, . . . , δ, . . .
)
It is clear that (
. . . , γ, . . . , δ, . . . , α, . . . , β, . . .
)(
. . . , γ, . . . , β, . . . , α, . . . , δ, . . .
)(
. . . , γ, . . . , α, . . . , β, . . . , δ, . . .
)(
. . . , β, . . . , α, . . . , γ, . . . , δ, . . .
)
is also a chain. This is represented by uˆβδuˆαβuˆβγ , completing this case. To conclude
our first objective, we notice that the fourth relation, with equalities, or the fifth
relation, are clearly not possible for k-Bruhat orders, by Proposition 3.1 (1) and (2).
We now show that any two maximal chains in [u, w]k are connected by successive
uses of the relations (1.1). It suffices to show that any maximal chain xˆ is connected
to the CM-chain. For this we proceed by induction on n. If n = 1, then there is a
unique maximal chain. Let n > 1 and assume that the theorem holds for all intervals
[u′, w′]k′ such that ℓ(w
′)− ℓ(u′) < n. That is, we may assume that xˆ = yˆuˆα1β1 where
y is any maximal chain. If a1, b1 satisfy the conditions I and II of Definition 3.2 then
choosing yˆ to be the CM-chain of [u1, w]k completes the proof since then xˆ is the CM-
chain of [u, w]k. If condition I fails, then w(a1) is not maximal with u(a1) < w(a1).
In this case assume that yˆ is the CM-chain of [u1, w] so that w(a2) > w(a1). We have
two sub-cases to consider:
Case 1a: {α1, β1} ∩ {α2, β2} = ∅. We can use relation (3) of (1.1) and get
xˆ ≡ uˆαnβn · · · uˆα1β1uˆα2β2 . (3.8)
The hypothesis on y and w(a2) > w(a1) implies that uˆα2β2 is the first step of the
CM-chain of [u, w]k. We can use our induction hypothesis on [uˆα2β2u, w]k and get
xˆ ≡ zˆuˆα2β2 , t he CM-chain of [u, w]k.
Case 1b: α2 < β2 = α1 < β1. Since y is the CM-chain of [u1, w]k, we have
β2 = α3 < β3 = α4 < · · · < βm−1 = αm,
for m ≥ 3, where βm = w(a2) > w(a1) ≥ β1. Let 3 ≤ s ≤ m be such that
αs < β1 < βs. We can apply the relations (1.1) and get
xˆ = uˆαnβn · · · uˆαmβm · · · uˆαsαs cdotsuˆα2β2uˆα1β1
≡ uˆαnβn · · · uˆαmβm · · · uˆαs+1αs+1uˆαsβ1uˆβ1βsuˆα2β1uˆαs−1βs−1 · · · uˆα3β3
≡ uˆαnβn · · · uˆαmβm · · · uˆαs+1αs+1uˆαsβ1uˆαs−1βs−1 · · · uˆα3β3uˆβ1βsuˆα2β1
≡ zˆuˆα2β1 .
where, by the induction hypothesis, zˆ is the CM-chain of [uˆα1β2u, w]k. Here uˆα2β1 is
the first step in the CM-chain of [u, w]k. Hence xˆ ≡ zˆuˆα2β1, the CM-chain of [u, w]k.
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If condition I holds but condition II fails, then w(b1) is not minimal. In this case
assume that y is the DCM-chain of [u1, w]. Here, we must have that w(b2) < w(b1)
and again we have two sub-cases to consider:
Case 2a: {α1, β1} ∩ {α2, β2} = ∅. We can use the relation (3) of (1.1) and the
induction hypothesis to get
xˆ ≡ uˆαnβn · · · uˆα1β1uˆα2β2 ≡ zˆuˆα2β2, (3.9)
where zˆ is the CM-chain of [uˆα2β2u, w]k. If uˆα2β2 is the first step in the CM-chain of
[u, w]k we are done. If not, then condition I
′ on uˆα2β2 implies that only condition I
can fail in zˆuˆα2β2 and we are back to cases 1a or 1b.
Case 2b: α1 < β1 = α2 < β2. Since y is the DCM-chain of [u1, w]k, we have
α2 = β3 > α3 = β4 > · · · > αm−1 = βm,
for m ≥ 3, where αm = w(b2) > w(b1) ≥ α1. Let 3 ≤ s ≤ m be such that
βs > α1 > αs. We can apply the relations (1.1) and get
xˆ = uˆαnβn · · · uˆαmβm · · · uˆαsαs · · · uˆα2β2uˆα1β1
≡ uˆαnβn · · · uˆαmβm · · · uˆαs+1αs+1uˆα1βsuˆαsβ1uˆα1β2uˆαs−1βs−1 · · · uˆα3β3
≡ uˆαnβn · · · uˆαmβm · · · uˆαs+1αs+1uˆα1βsuˆαs−1βs−1 · · · uˆα3β3uˆαsβ1uˆα1β2
≡ zˆuˆα1β2,
(3.10)
where zˆ is the CM-chain of [uˆα1β2u, w]k. If uˆα1β2 is the first step in the CM-chain
of [u, w]k, then we are done. If not, then condition I
′ on uˆα1β2 implies that only the
condition I can fail in zˆuˆα2β2 and again we are back to cases 1a or 1b.
We now complete the characterization of compositions xˆ = uˆαnβn · · · uˆα1β1 which
correspond to maximal chains for some [u, w]k. If xˆ corresponds to a maximal chain
in [u, w]k, then wu
−1 = xˆ. Hence w = ζu where ζ = xˆ1 = wu−1. Conversely,
Proposition 3.6 shows that for any ζ ∈ S∞ we can find u and w such that w = ζu
and [u, w]k is nonempty for some k. In the following, we say that a composition
xˆ = uˆαnβn · · · uˆα1β1 is u-reduced if xˆ1 6= 0. Theorem 3.7 gives us a way of generating
all u-reduced sequences for ζ ∈ S∞; they are all connected via the relations (1)-(3) of
(1.1). To complete our study, we need to characterize the compositions xˆ such that
xˆ = 0.
Theorem 3.8. Let xˆ = uˆαnβn · · · uˆα1β1 be a composition. If xˆ1 = 0, then xˆ ≡ 0
modulo the relations (1.1).
Proof We proceed by induction on n. When n = 2, xˆ1 = 0 implies that relation
(4) applies to xˆ. Suppose n ≥ 3 and the theorem holds for all compositions of length
< n. Let yˆ = uˆαn−1βn−1 · · · uˆα1β1 and we may assume that yˆ1 = τ 6= 0.
We first characterize those w such that τ−1w ≤k w, for some k. Let up(τ) and dw(τ)
be defined as above, and let fix(τ) be the set of fixed points of τ . By Proposition 3.1,
u = τ−1w ≤k w if and only if
• up(τ) ⊆ {w(i) : 1 ≤ i ≤ k} ⊆ up(τ) ∪ fix(τ),
• for i < j ≤ k or k < i < j, if u(i) < u(j) then w(i) < w(j).
(3.11)
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The second condition implies that if α < γ are in up(τ)∪fix(τ) and τ−1(α) > τ−1(γ),
then max{w−1(α), w−1(γ)} ≤ k implies w−1(α) < w−1(γ). Similarly, if γ < β are
in dw(τ) ∪ fix(τ) and τ−1(γ) > τ−1(β) then k < min{w−1(β), w−1(γ) ≤ k} implies
w−1(γ) < w−1(β). With this and the definition of , we see that ℓu
(
(αn, βn)τ
)
6=
ℓu(τ) + 1 implies one of the following holds:
(a) αn ∈ dw(τ),
(b) βn ∈ up(τ),
(c) αn < γ < βn where τ
−1(αn) > τ
−1(γ), or τ−1(γ) > τ−1(βn).
We complete the proof by showing that each case (a), (b), or (c) implies uˆαnβnyˆ ≡ 0
modulo the relations (1.1).
If (a) holds: By Theorem 3.7 we may assume that yˆ is any maximal chain. Let
yˆ = zˆuˆα1β1 . Note that if αn ∈ dw
(
zˆ1) then the induction hypothesis applies and we
are done. We can thus assume that αn = α1. But this must be true for any maximal
chain yˆ. Since α1 = min
(
dw(τ)
)
for the DCM-chain, we have αn = min
(
dw(τ)
)
.
Now let yˆ be the CM-chain, and consider its initial segment uˆαmβm · · · uˆα1β1 where
β1 = α2 < β2 = α3 < · · · < βm−1 = αm and βm = max
(
up(τ)
)
. If
∣∣up(τ)∣∣ > 1,
then m < n− 1. Consider the next operator uˆαm+1βm+1 . Since α1 = min
(
dw(τ)
)
, we
have α1 < αm + 1, and since βm = max
(
up(τ)
)
, we have βm+1 < βm. Thus we may
apply a sequence of the relations (1)-(3) of (1.1), as in (3.10), to obtain yˆ ≡ zˆ′uˆαm+1β′
for some zˆ′ and β ′. Since αn = α1 ∈ dw
(
zˆ′1), the induction hypothesis applies to
conclude uˆαnβn zˆ
′ ≡ 0. Thus we may assume that (a) holds and
∣∣up(τ)∣∣ = 1. That is,
β1 = α2 < β2 = α3 < · · · < βn−2 = αn−1 and αn = α1. If βn < αn−1 or βn > βn−1
then we apply relation (3) to obtain uˆαnβnyˆ ≡ uˆαn−1βn−1uˆαnβnuˆαn−2βn−2 · · · uˆα1β1 ≡
uˆαn−1βn−1yˆ
′, and yˆ′ ≡ 0 by the induction hypothesis. If βn = αn−1 then we may
apply relation (2) to obtain uˆαnβnxˆ ≡ uˆαn−2βn−2uˆαnαn−2 uˆαn−2βn−1 · · · uˆα1β1 , which is
equivalent to 0 as before. Finally if αn−1 < βn ≤ βn−1 then uˆαnβnuˆαn−1βn−1 ≡ 0
If (b) holds: This case is similar to (a), the map Ωn from Lemma 3.3 can be used to
interchange the roles of conditions (a) and (b).
If (c) holds: Assume that τ−1(αn) > τ
−1(γ). The other case, τ−1(γ) > τ−1(βn), is
argued in a similar fashion using the map Ωn. We may also assume that (a) does not
hold, hence we have τ−1(γ) < τ−1(αn) ≤ αn < γ < βn and, in particular, γ ∈ up(τ).
Let γ be minimal with these properties. We may assume that yˆ is the CM-chain and
we let yˆ = uˆαn−1βn−1 zˆ and zˆ1 = σ ∈ S∞. In this case βn−1 = min
(
up(τ)
)
≤ γ. If
βn−1 < γ then the minimality of γ implies βn−1 ≤ αn. We have a four sub-cases to
consider:
(i) If βn−1 = γ and αn−1 ≤ αn, then uˆαnβnuˆαn−1βn−1 ≡ 0 is an instance of relation
(4) of (1.1).
(ii) If βn−1 = γ and αn−1 > αn, then uˆαnβnyˆ ≡ uˆαn−1βn−1uˆαnβn zˆ. Since τ
−1(γ) < αn
and x is the CM-chain, we must have βn−2 = αn−1. So αn < αn−1 = βn−2 <
γ < βn and σ
−1(βn−2) = τ
−1(γ) < αn. By the induction hypothesis uˆαnβnyˆ ≡ 0.
(iii) If βn−1 < αn, then uˆαnβnyˆ ≡ uˆαn−1βn−1uˆαnβn zˆ where σ
−1(βn−2) = τ
−1(γ). The
induction hypothesis applies and again uˆαnβn zˆ ≡ 0.
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(iv) If βn−1 = αn, then since yˆ is the CM-chain, the minimality of γ implies that
βm = γ < βn for some 1 ≤ m ≤ n− 2, with
αn = βn−1 > αn−1 = βn−2 > · · · > αm+2 = βm+1 > αm+1.
For some 1 ≤ s ≤ m we also have
γ = βm > αm = βm−1 > · · · > αs+1 = βs,
where αs = τ
−1(γ) < τ−1(αn) = αm+1. If s > 1 we may appeal to the induction
hypothesis and get uˆαnβnyˆ ≡ 0. Thus we may assume that s = 1. Also, since
α1 < αm+1 < βm+1 ≤ αn < γ = βm we may apply relations (1)-(3) as in (3.10)
to obtain
uˆαm+1βm+1uˆαmβm · · · uˆα1β1 ≡ uˆα′mβ′m · · · uˆα′1β′1uˆαm+1βm+1 ,
where γ = βm = β
′
m, β
′
m−1 = α
′
m, β
′
m−2 = α
′
m−1, . . . , β
′
1 = α
′
2 and α
′
1 = α1.
Hence we can use the induction hypothesis on uˆαnβn · · · uˆαm+2βm+2uˆα′mβ′m · · · uˆα′1β′1,
to obtain
uˆαnβn · · · uˆαm+2βm+2uˆα′mβ′m · · · uˆα′1β′1 ≡ 0,
and this concludes our proof.
Proof [of Theorem 1.1]
(a) This is a direct consequence of Proposition 3.5 and Proposition 3.6.
(b) Theorem 3.7 and Theorem 3.8 imply that the operators uˆαβ satisfy the relations
(1.1). Equation (3.4) gives the characterization part.
(c) This is a consequence of (b), Theorem 3.7, and Theorem 3.8.
(d) Injection is from part (b) and (c). Surjection is given by Proposition 3.6.
(e) Follows from the definitions of  and uˆαβ.
(f) This is a direct consequence (a)-(f) above.
The universal k-Bruhat order is a very interesting object to study on its own.
Numerous other results of [2] can be translated to the monoidM and on the universal
k-Bruhat order. We consider a few in the next section.
4. A Combinatorial description of cζλ.
We give a combinatorial description of the constants cζλ appearing in Equation (1.3)
and combinatorial proofs of many of the identities of [2]. Recall that the Schur
polynomial Sλ(x1, x2, . . . , xk) equals Sv(λ,k) for a unique Grassmannian permutation
v(λ, k). We have
SuSv(λ,k) =
∑
w
cwuv(λ,k)Sw. (4.1)
First we consider a special case of (4.1). The Schubert polynomial Sv((n),k) =
hn(x1, x2, . . . , xk) is the homogeneous symmetric polynomial on k variables. Las-
coux and Schu¨tzenberger [9] formulated a Pieri-type formula for SuSv((n),k). In [1],
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proven in [15], we have reformulated this rule. Using Theorem 1.1, we can state it
here as follows:
SuSv((n),k) =
∑
xˆ = uˆαnβn · · · uˆα1β1 6≡ 0
α1<α2<···<αn
S(xˆ1)u. (4.2)
There are now other proofs of (4.2), some of them are combinatorial [14, 17]. Let
p = (p1, p2, . . . , pr) be a sequence of r integers such that p1 + p2 + · · ·+ pr = n. We
say that a u-composition xˆ = uˆαnβn · · · uˆα1β1 weakly fits p if
α1 < α2 < · · · < αp1,
αp1+1 < αp1+2 < · · · < αp1+p2,
...
αn−pr+1 < αn−pr+2 < · · · < αn,
and for all i, we have pi ≥ 0. Let Hp(ζ) = {xˆ ∈ Ru(ζ) : ζ = xˆ1 and xˆ weakly fits p}.
Note that Hp(ζ) = ∅ if some pi < 0.
Remark 4.1. From (4.2), Hp(wu−1) is the coefficient of Sw in the product
SuSv((p1),k)Sv((p2),k) · · ·Sv((pr),k)
when all pi > 0.
Now consider the Jacobi identity [13]: for λ = (λ1, λ2, . . . , λr) a partition of n,
Sv(λ,k) = Sλ(x1, x2, . . . , xk) = det (hλi+j−i(x1, x2, . . . , xk))1≤i,j≤r , (4.3)
where h0(x1, x2, . . . , xk) = 1, hn(x1, x2, . . . , xk) = Sv((n),k) for n > 0, and hn = 0 for
n < 0. For σ ∈ Sr, let λσ =
(
λσ(1), λσ(2), . . . , λσ(r)
)
, where λσ(i) = λσ(i) + i− σ(i).
Denote by ǫ(σ) the sign of the permutation σ ∈ Sr. Expanding the determinant (4.3)
in (4.1), and using (4.2), we get
SuSv(λ,k) =
∑
σ∈Sr
ǫ(σ)SuSv((λσ(1)),k)Sv((λσ(2)),k) · · ·Sv((λσ(r)),k)
=
∑
w∈S∞
(∑
σ∈Sr
ǫ(σ)
∣∣Hλσ(wu−1)∣∣
)
Sw.
Thus
cwuv(λ,k) =
∑
σ∈Sr
ǫ(σ)
∣∣Hλσ(wu−1)∣∣ . (4.4)
This is a consequence of Theorem 1.1. From this we deduce the following proposition.
Proposition 4.2.
(1) cwuv(λ,k) = 0 if u 6≤k w, and
(2) if u ≤k w then cwuv(λ,k) depends only on λ and wu
−1.
Hence, we have that cζλ = c
w
uv(λ,k) is well defined for any u ≤k w with ζ = wu
−1. We
have
Theorem 4.3. cζλ =
∑
σ∈Sr
ǫ(σ) |Hλσ(ζ)|.
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Let us illustrate Theorem 4.3 on an example. Let ζ = (2, 5, 4, 1, 6, 3). Using
Proposition 3.6 we have (3, 1, 2, 5, 6, 4) = u ≤4 ζu = (4, 2, 5, 6, 3, 1). In Figure 2,
we have drawn the interval [u, ζu]4 and we have labeled each covering edge in the
interval by the index α of the corresponding uˆαβ . Here we have removed the commas
and parentheses to represent the permutations in a more compact form. Note that
there are 14 maximal chains in this interval.
312654412563
312564
314562
324561314652412653413562
423561 413652 324651
423651 415632 325641
425631
3 5 2
315642
3 1 3
2 4 51
3 3 1 415
15
52352 1
Theorem 4.3 gives us that
c
ζ
(2,2,1) =
∣∣H(2,2,1)(ζ)∣∣− ∣∣H(1,3,1)(ζ)∣∣− ∣∣H(2,0,3)(ζ)∣∣+ ∣∣H(1,0,4)(ζ)∣∣
+
∣∣H(−1,3,3)(ζ)∣∣− ∣∣H(−1,2,4)(ζ)∣∣ .
The sets H(−1,3,3)(ζ) and H(−1,2,4)(ζ) are both empty since the indices contains a
negative component. Looking at Figure 2, we find
H(2,2,1)(ζ) = {uˆ12uˆ35uˆ23uˆ56uˆ34, uˆ34uˆ45uˆ12uˆ56uˆ24}
and H(1,3,1)(ζ) = H(2,0,3)(ζ) = ∅. Hence c
ζ
(2,2,1) = 2. Now for λ = (2, 1, 1, 1) and
σ ∈ S4, the sequences λσ that do not contains a negative component are (2, 1, 1, 1),
(2, 1, 0, 2), (2, 0, 2, 1), (2, 0, 0, 3), (0, 3, 1, 1), (0, 3, 0, 2), (0, 0, 4, 1) and (0, 0, 0, 5). For
our example, we have
∣∣H(2,1,1,1)(ζ)∣∣ = 5, ∣∣H(2,1,0,2)(ζ)∣∣ = 2, ∣∣H(2,0,2,1)(ζ)∣∣ = 2 and all
the others are empty. Hence cζ(2,1,1,1) = 5 − 2 − 2 = 1. Using (1.3) for this example,
we get cζλ = 0 for the other λ, since 14 = 5 ∗ 2 + 4 ∗ 1 is the total number of maximal
chains.
With Theorem 4.3, we are able to show combinatorialy many of the symmetries
of the cζλ that were first shown using geometry in [2]. Let us start with symmetries
derived from algebraic structures in the cohomology of the flag manifolds. If ζ ∈ Sn ⊂
S∞, let ω0 = (n, n − 1, . . . , 3, 2, 1) be the longest element of Sn. As in Lemma 3.3,
the vertical and horizontal symmetries of (1.1) imply the following lemmas.
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Lemma 4.4. The following map (vertical symmetry) is a bijection
Ψv : Ru(ζ) −→ Ru(ω0ζω0)
uˆαnβn · · · uˆα1β1 7−→ uˆω0(βn)ω0(αn) · · · uˆω0(β1)ω0(α1)
Lemma 4.5. The following map (horizontal symmetry) is a bijection
Ψh : Ru(ζ) −→ Ru(ζ
−1)
uˆαnβn · · · uˆα1β1 7−→ uˆα1β1 · · · uˆαnβn
Given a non-degenerate hermitian form on Cn, we get an involution on the flag
manifold induced by taking orthogonal complements. On the Schubert basis, this cor-
responds to Sw 7→ Sω0wω0 and Sv(λ,k) 7→ Sv(λt,n−k), where λ
t denotes the conjugate
partition. Thus cζλ = c
ω0ζω0
λt
. Also cwuv(λ,k) is the coefficient of Sω0 in Sω0wSuSv(λ,k).
Interchanging the roles of u and w gives cζλ = c
ω0ζ
−1ω0
λ . Combining these, we get
c
ζ
λ = c
ζ−1
λt
. Here we show these identities directly from Theorem 4.3 and its dual
version.
Corollary 4.6. cζλ = c
ζ−1
λt
.
Proof We note that both (4.2) and the Jacobi identity have dual versions. For this,
let 1n denote the partition conjugate to (n), that is (1, 1, . . . , 1). From [15] or other
formulations, the reader deduces that
SuSv(1n,k) =
∑
xˆ = uˆαnβn · · · uˆα1β1 6≡ 0
α1>α2>···>αn
S(xˆ1)u. (4.5)
Here Sv(1n,k) = en(x1, x2, . . . , xk) is the nth elementary symmetric polynomial. On
the other hand, we know from [13] that
Sv(λt,k) = Sλt(x1, x2, . . . , xk) = det (eλi+j−i(x1, x2, . . . , xk))1≤i,j≤r . (4.6)
For p ∈ Zr, we define Ep(ζ) = ∅ if pi < 0 for some i, and set Ep(ζ) to be{
xˆ ∈ Ru(ζ) : α1 > · · · > αp1;αp1+1 > · · · > αp1+p2 ; . . . ;αn−pr+1 > · · · > αn
}
.
otherwise. With computations similar to (4.4), using a different expansion for the
determinant (4.6), we deduce that
c
ζ
λt
=
∑
σ∈Sr
ǫ(σ)
∣∣E←−λσ(ζ)∣∣ , (4.7)
where for p = (p1, p2, . . . , pr) we define ←−p = (pr, . . . , p2, p1). Now we note that
Ψh in Lemma 4.5 maps Hp(ζ) bijectively to E←−p (ζ−1). Hence by Theorem 4.3, the
equation (4.7) is equal to cζλ.
Corollary 4.7. cζλ = c
ω0ζω0
λt
.
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Proof We only sketch the proof here since it is very similar to that of Corollary 4.6.
First, we use a different version of (4.5), see [15]:
SuSv(1n,k) =
∑
xˆ = uˆαnβn · · · uˆα1β1 6≡ 0
β1>β2>···>βn
S(xˆ1)u.
From this we define E ′p(ζ) to be{
xˆ ∈ Ru(ζ) : β1 > · · · > βp1; βp1+1 > · · · > βp1+p2; . . . ; βn−pr+1 > · · · > βn
}
for p ∈ Nr. We deduce that
c
ζ
λt
=
∑
σ∈Sr
ǫ(σ)
∣∣E ′λσ(ζ)∣∣ . (4.8)
Finally we note that Ψv in Lemma 4.4 maps Hp(ζ) bijectively to E
′
p(ζ) and this
concludes our proof.
For an integer a, let φa : N→ N be defined by φa(i) = i if i < a, and φa(i) = i+ 1
if i ≥ a. This map φa induces an imbeding φ∗a : S∞ → S∞ where ζ
′ = φ∗a(ζ) is the
unique permutation defined by ζ ′(a) = a and φa ◦ ζ ′ = ζ ◦ φa. If fact, φa also induces
a monomorphism φ∗a : M → M where φ
∗
a(uˆαβ) = uˆφa(α)φa(β). This is obvious since
the map φ∗a sends generators to generators and preserves the relations. This shows
that φ∗a : S∞ → S∞ is also -order preserving.
Lemma 4.8. φ∗a : Ru(ζ)→ Ru(φ
∗
a(ζ)) is a bijection.
As far as we know, the next corollary was first discovered in [2] using geometry.
Corollary 4.9 (Theorem 5.1.1 of [2]). cζλ = c
φ∗a(ζ)
λ .
Proof This follows directly from Theorem 4.3 since φ∗a
(
Hp(ζ)
)
= Hp
(
φ∗a(ζ)
)
.
A. Postnikov has communicated to us that he has also found combinatorial proofs
of some of these identities, particuliarly Proposition 4.2 and Corollary 4.9.
5. Open Problems.
One of the most enigmatic identities of [2] is the following proposition:
Proposition 5.1 (Theorem H of [2]). Let γ = (1, 2, 3, . . . , n) and ζ be in Sn. Then
c
ζ
λ = c
γζγ−1
λ .
This was obtained using geometry, and as of now, we do not know how to show
this combinatorially. We note that (1.3) implies that
∣∣Ru(ζ)∣∣ = ∣∣Ru(γζγ−1)∣∣. This
suggests the existence of a bijection
ϕ : Ru(ζ) −→ Ru(γζγ
−1). (5.1)
Note that the two Posets [1, ζ ] and [1, γζγ
−1] are not necessarily isomorphic. For
example let ζ = (2, 4, 1, 3), the interval [1, γζγ−1] is a hexagon and [1, ζ ] is not, it
is a kite. For our next problem, we remark that the Jacobi identity (4.3) is invertible,
hence Proposition 5.1 implies that
∣∣Hp(ζ)∣∣ = ∣∣Hp(γζγ−1)∣∣ for any p.
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Problem 5.2. Construct a bijection ϕ as in (5.1) such that ϕ
(
Hp(ζ)
)
= Hp(γζγ−1).
A positive answer to this problem, combined with Theorem 4.3, would give a
combinatorial proof of Proposition 5.1.
Another direction of inquiry is to improve on Theorem 4.3. It is a useful combi-
natorial description of the cζλ but it is very unsatisfactory. It would be more elegant
to have a formula that does not involve signs. Using symmetric polynomials [13], we
know that
Sv((p1),k)Sv((p1),k) · · ·Sv((p1),k) = Sv(λ,k) +
∑
µ⊳λ
aλµSv(µ,k), (5.2)
where λ = λ(p) is the partition of n obtained by rearranging the numbers p1, p2, . . . , pr
in decreasing order, and ⊳ is the strict dominance order on partitions. Iterating (4.2)
and using (5.2) it becomes clear that cζλ ≤ |Hp(ζ)| for any p such that λ(p) = λ. Now,
let Dλ(ζ) =
∑
σ∈Sr
Hλσ(ζ) where the sum here denotes the disjoint union of sets. In
general, a chain xˆ of [1, ζ ] weakly fits many compositions of n. We use pairs (xˆ, σ)
to describe elements in Dλ(ζ) meaning that xˆ ∈ Hλσ(ζ). We extend the definition of
ǫ to pairs (xˆ, σ) by setting ǫ(xˆ, σ) = ǫ(σ). The Equation (4.4) can be rewritten as
c
ζ
λ =
∑
(xˆ,σ)∈Dλ
ǫ(xˆ, σ).
In many cases, we can construct an involution θ : Dλ(ζ)→ Dλ(ζ) such that
(i) θ(xˆ, σ) = (xˆ, σ) only if σ is the identity, and
(ii) if θ(xˆ, σ) 6= (xˆ, σ) then ǫ
(
θ(xˆ, σ)
)
= −ǫ(xˆ, σ).
When this happens, we get a very nice combinatorial construction of cζλ since
c
ζ
λ =
∑
xˆ ∈ Hλ
θ(xˆ,1)=(xˆ,1)
1 = |{xˆ ∈ Hλ : θ(xˆ, 1) = (xˆ, 1)}| . (5.3)
Problem 5.3. Find an involution θ : Dλ(ζ)→ Dλ(ζ) for any ζ and λ.
With λ = (2, 1, 1, 1) and ζ = (1, 4, 3, 5, 6, 2), as in Figure 2, the set Dλ(ζ) contains
nine elements. Here, it is clear how to construct θ and the only fixed point of θ is
the chain uˆ12uˆ34uˆ45uˆ56uˆ24.
It is interesting to note that among all the previously proposed conjectures to
describe the cζλ combinatorially, none works. Using the monoid M, it is relatively
easy to test them against Equation (1.3). We use Proposition 3.6 to get u ≤k w = ζu.
We then use Theorem 3.7 to produce all maximal chains in [1, ζ ] from the CM-chain.
Finally we compare the two sides of (1.3). For example, in [18], it is suggested that
if we display the numbers β1, β2, . . . , βn in a right adjusted shape λ, then c
ζ
λ counts
the number of chains that weakly fit λ and are strictly decreasing in every column
(using the β’s). A small counterexample to this is obtained using ζ = (3, 5, 4, 2, 1).
In the cases where we know how to construct the involution θ, we have used a
Schensted-like insertion algorithm. This is an explicit correspondence H(1,n)(ζ) −→
H(n,1)(ζ). For this we consider the following transformations:
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A) uˆcγuˆaαuˆbβ 7→ uˆaαuˆcγuˆbβ , if {a, α} ∩ {c, γ} = ∅ and a < b < c,
B) uˆβγuˆαβuˆβδ 7→ uˆαγuˆγδuˆβγ , if α < β < γ < δ,
C) uˆβδuˆαβuˆβγ 7→ uˆβγuˆγδuˆαγ , if α < β < γ < δ,
D) uˆcγuˆacuˆbβ 7→ uˆbβuˆcγuˆac, if {a, c, γ} ∩ {b, β} = ∅ and a < b < c,
E) uˆbβuˆacuˆcγ 7→ uˆacuˆcγuˆbβ , if {a, c, γ} ∩ {b, β} = ∅ and a < b < c,
F) uˆbβuˆaαuˆcγ 7→ uˆbβuˆcγuˆaα, if {a, α} ∩ {c, γ} = ∅ and a < b < c,
The algorithm is very simple: To a chain in H(1,n)(ζ), we keep on applying the
transformations A to F to the rightmost triples. When we stop, we have a chain in
H(n,1)(ζ). The analysis of this algorithm can be found at:
http://www.math.yorku.ca/bergeron/appendix.html.
There is one last identity of [2] that is asking for a combinatorial proof. Given η, ζ ∈
S∞, we say that the permutations are u-disjoint if for any uˆαnβn · · · uˆα1β1 ∈ Ru(ζ)
and any uˆγnδn · · · uˆγ1δ1 ∈ Ru(η) we have {α1, β1, . . . , αn, βn}∩{γ1, δ1, . . . , γn, δn} = ∅
and uˆαnβn · · · uˆα1β1uˆγnδn · · · uˆγ1δ1 6= 0. From the relations (1.1) it is clear that this
definition depends only on one choice of an element from each Ru(ζ) and Ru(η).
Proposition 5.4 (Theorem G of [2]). Given η and ζ u-disjoint, we have
c
ζη
λ =
∑
ν,µ
cλνµc
ζ
νc
η
µ,
where cλνµ is the classical Littlewood-Richardson coefficient.
Here it is not difficult to see how Ru(ζη) is related to Ru(ζ) and Ru(η). In fact
u-disjointness directly implies that [1, ζη] ∼= [1, ζ ] × [1, η]. We can use that to
relate Hp(ζη) to Hq(ζ) and Hq′(η) for some q, q
′.
Problem 5.5. For ζ, η two u-disjoint permutations, use [1, ζη] ∼= [1, ζ ] × [1, η]
and Theorem 4.3 to construct a combinatorial proof of Proposition 5.4.
We end our list with problems related to M and .
Problem 5.6. Let m = ℓu(ζ). Equation (1.3) suggests that we could:
(a) Find a representation of the symmetric group Sm on QRu(ζ) with character
given by ∑
λ
c
ζ
λχ
λ.
(b) Find a partition of Ru(ζ) similar to the one discussed after the relations (2.2).
Problem 5.7. Describe the polynomial Pn(t) =
∑
ζ∈Sn
tℓu (ζ).
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Here, let us list the first few of these polynomials:
P1(t) = 1, P2(t) = 1 + t, P3(t) = 1 + 3t+ 2t
2,
P4(t) = 1 + 6t+ 10t
2 + 6t3 + t4,
P5(t) = 1 + 10t+ 30t
2 + 40t3 + 27t4 + 10t5 + 2t6,
P6(t) = 1 + 15t+ 70t
2 + 155t3 + 195t4 + 156t5 + 86t6 + 33t7 + 8t8 + t9,
P7(t) = 1 + 21t+ 140t
2 + 455t3 + 875t4 + 1120t5 + 1038t6 + 735t7 + 406t8
+175t9 + 58t10 + 14t11 + 2t12,
P8(t) = 1 + 28t+ 252t
2 + 1120t3 + 2996t4 + 5432t5 + 7252t6 + 7562t7 + 6398t8
+4492t9 + 2652t10 + 1324t11 + 556t12 + 192t13 + 52t14 + 10t15 + t16.
It is also instructive to display the Poset (S4,). Here we represent the permutations
using disjoint cycles notation.
(124) (14)(23) (142)(243) (12)(34) (132)(134)(234) (123)
(1234) (1324) (1342) (1243) (1423) (1432)
(24) (34) (23) (14) (12) (13)
(13)(24)
e
(143)
Problem 5.8. What are the properties of the partial order . e.g. What is its
Mo¨bius function? Is any interval Cohen-Macauley?
We should mention here that the intervals contain hexagons in general, hence they
are not shellable in the classical sense.
Problem 5.9. Is it possible to find a faithful representation of M as operators on
the polynomial ring Z[x1, x2, x3, . . . ]?
This last problem is suggested by the situation for the nilplactic monoid N . For
N we have a faithful representation defined by ui 7→ ∂i, where ∂i is the divided
difference operator on Z[x1, x2, x3, . . . ].
Acknowledgment The authors are grateful to M. Shimozono and many others for
stimulating conversations.
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