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Abstract— This paper presents a switched formulation of
the suboptimal second-order integral sliding mode control law
that has recently appeared in the literature. The integral
approach maintains the good properties of the Suboptimal
Second Order Sliding Mode (SSOSM) algorithm in terms of
chattering alleviation, but, in addition avoids the reaching
phase and keeps the controlled system trajectory on the sliding
manifold since the initial time instant. Besides these features,
the switched formulation adapts the control gains in different
regions of the state space, providing the flexibility needed to
accommodate different design objectives when moving towards
the desired equilibrium. The paper discusses the properties of
the proposed algorithm on a realistic example, that is the lateral
dynamics control of a ground vehicle in which the yaw-rate
tracking is typically made difficult by parametric uncertainties
and nonlinear effects arising with large steering angles.
I. INTRODUCTION
Sliding Mode Control (SMC) is one of the most robust
control methodologies able to ensure good performance of
the controlled system in presence of a significant class of
uncertainties [1]. Yet, because of the discontinuous nature
of the SMC law, it can produce the so-called chattering
effect [2], [3], i.e., high frequency oscillations of the con-
trolled variable due to the discontinuities of the control law,
which can significantly limit the life cycle of the actuators.
Nowadays, Higher Order Sliding Mode (HOSM) control is a
well-established approach to guarantee chattering alleviation
[4]. This approach, after a transient phase, enforces a sliding
mode involving not only the so-called sliding variable, but
also its time derivatives, so that, confining the discontinuity,
necessary to steer the sliding variable to zero in a finite
time, to a derivative of the control variable, the control signal
actually fed into the plant is continuous.
Because of the continuous nature of the control action, the
HOSM control approach can be applied even to electrome-
chanical systems (see [5]–[9] and the references therein). Yet,
as discussed in [10], during the so-called reaching phase,
which is of finite but, in general, unpredictable length, the
controlled system is still sensitive to the uncertain terms.
In this paper, inspired by [11], we propose a modifica-
tion of the so-called Switched Suboptimal Second Order
This is the final version of the accepted paper submitted for inclusion
in the Proceedings of the American Control Conference, Seattle, WA, May,
2017. Work partially supported by EU Project ITEAM (project reference:
675999).
Gian Paolo Incremona and Antonella Ferrara are with Dipartimento
di Ingegneria Industriale e dell’Informazione, University of Pavia, via
Ferrata 5, 27100 Pavia, Italy (e-mail: gp.incremona@gmail.com,
antonella.ferrara@unipv.it).
Silvia Strada and Mara Tanelli are with Dipartimento di Elettronica, Infor-
mazione e Bioingegneria, Politecnico di Milano, Piazza Leonardo da Vinci
32, 20133, Milano, Italy (e-mail: silvia.strada@polimi.it,
mara.tanelli@polimi.it).
Sliding Mode (S-SSOSM) algorithm considered in [12].
It gives rise to a new version of the algorithm named
Switched Integral Suboptimal Second Order Sliding Mode
(S-ISSOSM) algorithm. The proposed control law maintains
the good properties of the original SSOSM approach [13] in
terms of chattering alleviation, but thanks to the definition
of a transient dynamics, the reaching phase occurs with a
prescribed transient time. This feature is highly beneficial
in practical applications, as it limits the time periods during
which the 2-sliding mode on the selected sliding manifold is
not enforced, making the controlled system robust from the
initial time instant.
In this work, the Integral Suboptimal Second Order Sliding
Mode (ISSOSM) approach in [11] is extended to encompass
a switched formulation, which allows modulating the control
parameters and tuning them differently according to the
current region of the state space of the auxiliary system to
which the state belongs [12]. A simulation example is pre-
sented to verify the performance of the proposed approach.
More specifically, it is applied to an automotive system
whose performance needs to be scheduled according to some
physical parameter (see [12]). Such a flexibility is herein
combined with the enhanced robustness of the ISSOSM to
provide a very effective control approach for challenging
real-life problems, and its performance are assessed on yaw-
rate control.
II. SOME PRELIMINARY ISSUES
Consider a plant which can be described by the single-
input system affine in the control variable{
x˙(t) = φ(x(t)) + γ(x(t))u(t)
y(t) = σ(x(t))
(1)
where x ∈ Ω (Ω ⊂ Rn bounded) is the state vector, the
value of which at the initial time instant t0 is x(t0) = x0,
and u ∈ R is a scalar input, while φ(x(t)) : Ω → Rn and
γ(x(t)) : Ω→ Rn are uncertain bounded functions of class
C1. Define a suitable output function σ(x(t)) : Ω → R of
class C2. This function will be the so-called sliding variable
in the following, and it is such that if system (1) is controlled
via a suitable designed control law u, then, in a finite time
tr (the so-called reaching time), σ(x(tr)) = 0 ∀x0 ∈ Ω and
σ(x(t)) = 0 ∀ t > tr. Moreover, let r be the uniform time
invariant relative degree, i.e., the order of the time derivative
of the sliding variable to explicitly obtain the control variable
u. Moreover, the sliding variable is selected such that r = 1.
Assume that there also exists a global diffeomorphism of the







such that, by artificially increasing the relative degree r, one
has 
ζ˙ = a(ζ , z) (3a)
z˙1 = z2 (3b)
z˙2 = f(ζ , z) + g(ζ , z)w
u˙ = w (3c)
σ = z1 (3d)
z(t0) = z0 (3e)
with w being an auxiliary control, and ζ ∈ Rn−r being the
internal state which is assumed to be not affected by finite
escape time phenomena and it is such that the zero dynamics
ζ˙ = a(ζ , 0) is asymptotically stable. According to [13], the
previous system (3b) is called “auxiliary system” and it is
assumed that a(·), f(·), g(·) are continuous functions such
that there exist positive known constants F , Gmin and Gmax
such that
|f(ζ, z)| ≤ F (4)
0 < Gmin ≤ g(ζ, z) ≤ Gmax . (5)
In the following, the dependence of z on x(t) and of all the
variables on t is omitted in some cases, when it is obvious,
for the sake of simplicity. Moreover, making reference to
[12], [14], we consider also the following assumptions.
1) State-space partitioning
We assume that the state space Z of system (3b) is
partitioned into k regions Ri, i = 1, . . . , k, i.e.,
Ri :=
{
(z1,i, z2,i) ∈ R2 : (6)
z1,i ≤ z1,i ≤ z1,i, z2,i ≤ z2,i ≤ z2,i
}
,
with zj,i < zj,i+1 < 0 and zj,i > zj,i+1 > 0, j =
1, 2, i = 1, 2, ..., k − 1. Finally, we introduce the
regions Zi = Ri \ Ri+1, i = 1, . . . , k − 1 and
Zk ≡ Rk, which are such that ∪i=1,...,kZi = Z ,
and we assume that in each of them it is possible
to define different upper and lower bounds for the
uncertainties. This is reasonable in practice where the
boundedness of the uncertain terms can be proved
using for instance, when possible, a trivial trial-and-
error procedure. Moreover, note that only one of the
regions, namely the innermost one Zk, contains the
origin. Differently from the approches in [12], [15],
we do not assume the existence of switching surfaces.
2) Uncertainty description
In the regions Zi, i = 1, . . . , k, the uncertain terms
are upper-bounded by known constants determined
by taking into account the shape of the regions and,
making reference to (4)-(5), i.e., ∀ i = 1, . . . , k, we
can write
|f(z(t))| ≤ F i (7)
0 < Gmin,i ≤ g(z(t)) ≤ Gmax,i . (8)
As for the outermost region, we need an assumption
on the norm of the initial condition in order to ensure
that it is bounded, even though arbitrarily large, so that
the bounds can be defined also in that region.
Relying on (3b)-(8), we can introduce a preliminary
control problem: design a feedback control law such that
∀x0 ∈ Ω, ∃ tr > 0 : σ(x(t)) = 0, ∀ t ≥ tr in spite of
the uncertainties. Before presenting the proposed S-ISSOSM
algorithm, we introduce some preliminary notions on the
adopted sliding mode control framework to allow the reader
familiarizing with the needed concepts and notation.
A. Second Order Sliding Modes
Since the relative degree of the auxiliary system (3b) is
equal to 1, in the literature, the original control objective of
zeroing the sliding variable in finite time, while guaranteeing
a chattering alleviation effect, is typically attained by using
HOSM of second order [13]. These control laws force
the system trajectory to reach in finite time the 2-sliding
manifold z1 = z2 = 0, and there remain ∀ t ≥ tr. This
problem can be solved by any 2-sliding mode controller of
the type
w(t) = UmaxΨ (z1, z2) (9)
where Ψ is a discontinuous function, and Umax > 0 is suit-
ably chosen [13] so as to ensure the finite time convergence
of the state trajectories.
B. Integral Sliding Modes
In order to improve the robustness property of classical
sliding mode control strategies, recently, Integral Sliding
Mode (ISM) methods [10], [11], [16], which enable to
generate an ideal sliding mode of the controlled system
starting from the initial time instant t0, represent an effec-
tive solution. This method consists in the definition of an
auxiliary sliding variable Σ and of a function ϕ(t), hereafter
called “transient function”, suitably chosen to fulfill some
restrictions on the transient time, that is the reaching phase.
So, thanks to the existence of a sliding mode on the integral
sliding manifold since the initial time instant, the controlled
system is invariant with respect to matched uncertainties
from that time instant. Analogously, the integral sliding mode
can be enforced by using a control law of the same type of
(9), depending on Σ and Σ˙.
III. THE NEW PROPOSAL: SWITCHED INTEGRAL
SUBOPTIMAL SECOND ORDER SLIDING MODE
In this section, the Switched Integral Suboptimal Second
Order Sliding Mode (S-ISSOSM) control methodology is
presented. The core idea is that of tuning a ISSOSM con-
troller with switching gain Umax for each region of the state
space, which is determined by different uncertainty levels
and/or by possibly different control objectives.
Consider system (3b), with the state space partitioned as
in (6) and such that for each z ∈ Zi, i = 1, . . . , k, f(z(t))
and g(z(t)) satisfy constraints (7)-(8). Starting from [11],
the proposed control approach is essentially based on the
definition of the so-called transient function [10] as follows{
ϕ(t) = (t− tr)2(c0 + c1(t− t0)), ∀t, t0 ≤ t ≤ tr
ϕ(t) = 0, ∀t > tr
(10)




−2 + 2z1(t0)T−3 (12)
while T = tr − t0 is the so-called “prescribed time”, which
allows one to steer the sliding variable z1 to zero at the time
tr, and z2(t0) is assumed to be known. Note that, from (11)
and (12), the transient function is realized such that the initial
conditions are
z1(t0) = ϕ(t0) (13)
z2(t0) = ϕ˙(t0) . (14)
Then, the second important ingredient of the algorithm is the
definition of an auxiliary sliding variable, as follows
Σ = z1(t)− ϕ(t) . (15)
Note that, by virtue of the choice of the transient function,
it results that Σ(t0) = 0.
If z ∈ Zi, i = 1, . . . , k define the control law as





where Umax,i is the control gain associated with the i-
th region Zi, Σmax are the “extremal” values, i.e., local
minima and maxima of Σ, while αi is the modulating factor.
Moreover, the control parameters Umax,i and αi = α∗i have
to satisfy the following constraints:

















with Φi being the upperbound of the drift uncertain term in
the auxiliary system when the auxiliary sliding variable is
chosen as in (15). It depends on F i in (7) and on the bound
of the transient function ϕ(t) in (10), and it could be suitably
estimated via a trial-and-error procedure.
Remark 1: Note that, in order to correctly locate at any
time instant t > t0 the auxiliary system state with respect
to the regions Ri and, possibly, to detect the maximum
Σmax, it is necessary to know the first time derivative of
the sliding variable. If this is not measurable, one can use
the Levant’s differentiator [17] to estimate it in a finite time.
The estimated z2 is however not used to close the feedback,
since in the control law (16) only z1 is involved. In case the
differentiator is used, one needs consider an initialization






































Fig. 1. Performance of a perturbed double integrator controlled via the
proposed S-ISSOSM Algorithm, with values F = 2, Gmin = Gmax =
1, sampling time ts =0.0001 s, initial conditions z10 = 4.5, z20 = 2,
tr =6 s, and initial time instant t0 =0.1 s to provide sufficient time for
the differentiator convergence. From the top: the state space {z1, z2}; the
auxiliary sliding variable Σ (solid black line), the sliding variable z1 (dashed
black line), and the transient function ϕ (dotted blue line); discontinuous
control w = u˙ (black line) and the continuous one u (blu line)
time period ending in t0, with t0 ≥ tLd, tLd being the
Levant’s differentiator convergence time (see the illustrative
example in Figure 1). 
Then, the following algorithm can be written.
S-ISSOSM Algorithm:
1) Set Σ(t) = z1(x(t))− ϕ(t).
Repeat for any t > t0, the following steps.
2) Check if z ∈ Zi, i = 1, . . . , k.





[Σmax − Σ(t)] > 0, then set α =
α∗, else set α = 1.
5) If Σ(t) is extremal, the set Σmax = Σ(t).
6) If t0 ≤ t ≤ tr, then set ϕ(t) = (t−tr)2(c0+c1(t−t0)),
else set ϕ(t) = 0.
7) Apply the control law (16) with (17)-(18).
Since the relative degree is r = 1, the control signal fed
into the plant is the output of an integrator and is continuous
with beneficial effects in terms of chattering alleviation.
IV. CASE STUDY
For the analysis of the potential that the S-ISSOSM control
approach offers in terms of robustness and performance, we
consider the problem of controlling the lateral dynamics of
vehicles by means of yaw-rate control, which is a classical
benchmark in automotive applications, see e.g., [18]–[21].
To this end, we consider the so-called single track vehicle
Fig. 2. Single track-model variables
model, [18], [22], which is depicted in Figure 2 and described
by the following equations
mv(r + β˙)=Ff + Fr
Jr˙=Ff lf + Frlr
(19)
where
m is the vehicle mass,
v is the longitudinal speed of the vehicle center of gravity (CoG)
Ff , Fr are wheel loads at front and rear axles
J is the vehicle moment of inertia
r is the yaw rate
lf , lr are the distances from the front and rear axles to the CoG
β is the vehicle sideslip angle
δ is the front wheel steering angle.
Under the assumption of small tire sideslip angles, the




where Cf and Cr are the front and rear cornering stiffnesses,
and the tires sideslip angles are given by
αf = δ − β − lfr
v
, αr = −β + lrr
v
. (21)
In view of the above relations, the vehicle dynamics in
(19) can be expressed as a second order system of the form
(1) with x = [β, r], u = δ, y = r and
A(v) =



















, C = [0 1] ,
with matrices A and B depending on the, potentially varying,
vehicle longitudinal speed v. For lateral dynamics control,
the closed-loop system must regulate the yaw-rate r(t) by
means of a suitable steering command δ(t). The general
control objective is to track a yaw rate desired response
rref(t), computed, see e.g., [20], as
rref =
v
(lf + lr) + kusv2
· δ
kus =




where kus is the vehicle understeering coefficient, [22].
For considering parametric uncertainties on the system
model, the values of the vehicle mass m and of the tyre
cornering stiffnesses Cf and Cr were varied: in the perturbed
model, the values of m and Cf were increased by 30%, while
that of Cr was decreased by the same amount.
For testing the closed-loop performance, two classical
maneuvers were considered: the fishhook and the double lane
change, see e.g., [18], [20]. For the fishhook, a handwheel
steering angle of 60 deg with time derivative of 400 deg/s was
used, while in the double lane change a handwheel steering
angle of 90 deg was selected and the sinusoidal variation has
angular frequency ω =pi/2 rad s−1.
A. Design of the S-ISSOSM controller
To analyze the closed-loop performance with the proposed
S-ISSOSM controller, the two maneuvers were simulated
at a constant value of the longitudinal vehicle speed, i.e.,
v =70 km h−1, in the perturbed case. In order to define the
auxiliary system, the sliding variable has been chosen equal
to the yaw rate error as follows z1 = rref − r, such that the
natural relative degree is equal to 1, while the transient func-
tion ϕ is obtained by selecting the prescribed convergence
time equal to T =0.05 s. Considering the perturbed single
track model, with some parameters perturbed as previously
described, we have added a sinusoidal matched disturbance
acting on the discontinuous control signal w, i.e., wm =
0.1 sin(ωwmt), with ωwm =1 rad s
−1 or ωwm =20 rad s
−1.
Hence, by using a trial-and-error procedure we have observed
that, given the initial conditions, the upperbounds Φi in (18)
and then the switching regions can be selected such that
−z1,1 = z1,1 = −z2,1 = z2,1 = 172, −z1,2 = z1,2 =
−z2,2 = z2,2 = 57, and −z1,3 = z1,3 = −z2,3 = z2,3 = 29.
Finally, the control parameters have been chosen such that
α∗1 = 1, i = 1, 2, 3, while Umax,1 = 860, Umax,2 = 573,
Umax,3 = 287. Note that, in order to verify the robustness
properties of the proposed algorithm, an initial condition
equal to r(0) = 8.6 deg has been considered.
B. Simulation Results
In this subsection the simulation results are illustrated. It
turned useful to compare the proposed algorithm with an
existing Integral Suboptimal Second Order Sliding Mode
(ISSOSM) algorithm, published in [11], the SSOSM algo-
rithm [13], both tuned with the same control gains of the
proposed S-ISSOSM control, and the H∞ control law [23],
tuned to the best of our possibilities in order to have a
fair comparison. Figure 3, from the top, shows the time
histories of the yaw rate r, and the tracking error er,
all in the fishhook maneuver when the frequency of the
matched disturbance is ωwm =1 rad s




































Fig. 3. Fishhook maneuver and disturbance with ωwm =1 rad s
−1, from
the top: time evolution of the yaw rate r, and tracking error er , when H∞,




































Fig. 4. Fishhook maneuver and disturbance with ωwm =1 rad s
−1,
from the top: time evolution of the discontinuous control w, and the





































Fig. 5. Fishhook maneuver and disturbance with ωwm =20 rad s
−1, from
the top: time evolution of the yaw rate r, and tracking error er , when H∞,






































Fig. 6. Double lane maneuver and disturbance with ωwm =1 rad s
−1,
from the top: time evolution of the yaw rate r, and tracking error er , when




































Fig. 7. Double lane maneuver and disturbance with ωwm =1 rad s
−1,
from the top: time evolution of the discontinuous control w, and the










































Fig. 8. Double lane maneuver and disturbance with ωwm =20 rad s
−1,
from the top: time evolution of the yaw rate r, and tracking error er , when
H∞, SSOSM, ISSOSM and S-ISSOSM are used, respectively
TABLE I
PERFORMANCE INDICES











the bandwidth [0, 15]rad s−1 of the system controlled via the
H∞ control. Note that, the effect of the matched uncertain
term is more evident when using the H∞ control, while
all the sliding mode controllers, in particular the proposed
S-ISSOSM one, are mostly insensitive to this sinusoidal
disturbance. Figure 4 illustrates the discontinuous control
variable w when the considered sliding mode algorithms
are applied. Then, also the continuous front wheel steering
angle, δ, directly fed into the plant, is illustrated in the same
figure. Figures 5 shows the same time histories of the yaw
rate r, and the tracking error er, when the frequency of the
matched disturbance is ωwm =20 rad s
−1, which is out of the
bandwidth [0, 15]rad s−1 of the system controlled via the
H∞ control. Note that, the proposed S-ISSOSM evidently
outperforms the others in terms of control energy. Figures
6, 7, 8 show the same time histories with the double lane
change maneuver, and considerations similar to the previous
ones can be deduced.
Finally, in order to compare the algorithms, two perfor-
mance indices have been considered: i) the root mean square
(RMS) value of the tracking error (i.e., the sliding variable),
eRMS; ii) the RMS of the control signal Ec. In Table I
the performance indices, obtained by considering all the
simulation scenarios, are reported. As expected, while the
SSOSM and ISSOSM control laws are more precise in terms
of RMS value of the tracking error, on the other hand, the
proposed S-ISSOSM control law guarantees better perfor-
mance in terms of control energy reduction with respect to
the other algorithms.
V. CONCLUSIONS
In this paper, a switched formulation of the second-order
integral sliding mode (S-ISSOSM) controller is proposed.
The integral formulation keeps the good properties of the
SSOSM algorithm in terms of chattering alleviation but, in
addition, eliminates the shortcoming of the reaching phase,
holding the controlled system trajectory on the sliding man-
ifold from the initial time instant. In addition, the switched
formulation adapts the control gains in different regions of
the state space, providing the flexibility needed to accom-
modate different design objectives when moving towards the
desired equilibrium. The novel algorithm has been tested for
the control of the lateral dynamics of a vehicle.
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