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We study the emergence of the probabilistic description in statistical mechanics from the second
law of thermodynamics on the basis of a game-theoretic formulation without probability measures.
In this paper, we consider the situation that an agent repeats the extraction of work by cyclic
operations strategically. We show that if we impose the second law of thermodynamics in this
situation, the empirical distribution must converge to the Gibbs distribution for some strategy. We
also propose a new protocol where an agent can change only a small number of parameters in the
Hamiltonian, as a more physical situation. We find that in such a restricted situation the second law
of thermodynamics implies the strong law of large numbers of the conjugate variable with respect
to the control parameter.
I. INTRODUCTION
Statistical mechanics gives a tool for calculating
macroscopic thermodynamic quantities from the Hamil-
tonian characterizing microscopic properties of the sys-
tem [1]. A fundamental assumption of statistical me-
chanics is that microscopic states are randomly sampled
according to the Gibbs distribution for the Hamiltonian.
While we can obtain statistical properties of observables,
such as means and variances, from this probabilistic as-
sumption, the assumption is also consistent with the sec-
ond law of thermodynamics. In fact, we cannot extract a
strictly positive amount of work through any cyclic pro-
cess on average if the initial probability distribution is
Gibbssian [2, 3]. This result can be regarded as a deriva-
tion of the second law of thermodynamics from statistical
mechanics. In this paper, we consider the inverse prob-
lem. Our question is how the probabilistic description
based the Gibbs distribution emerges from the second
law of thermodynamics, particularly the absence of the
perpetual motion machine of the second kind. It is a
natural question but has never been studied well.
We consider a single-particle ideal-gas engine [4] as
an elementary example to clarify our problem. A sin-
gle particle is confined in a box of volume V = L3 and
in contact with a heat bath having a temperature T . An
external agent named Skeptic attempts to extract work
from the system. Skeptic inserts a barrier at the cen-
ter of the box, x = L/2, and moves the barrier quasi-
statically to x = θL, where θ ∈ (0, 1). When the par-
ticle is on the left side (resp. right side), we set ω = 0
(resp. ω = 1). The work extracted in this process is
given by W (ω) = kBT ln 2(θ(1 − ω) + (1 − θ)ω), where
kB is the Boltzmann constant. Finally, Skeptic removes
the barrier and the system returns to the initial state
such that the overall process becomes cyclic. In the
standard framework of stochastic thermodynamics, we
assume that ω is a random variable obeying the distri-
bution P ({ω = 0}) = P ({ω = 1}) = 1/2. The expected
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value of W is then non-positive, P (W ) ≤ 0, because
P (eW/kBT ) = 1 and ex ≥ 1 + x for any x ∈ R. Here,
P (X) denotes the expectation value of a random vari-
able X with respect to P .
In this paper, to remove the expectation value from
the description, we consider the situation that Skeptic
repeats the above procedure many times. ωn ∈ {0, 1}
denotes the position of the particle in the n-th round.
We assume that Skeptic chooses the volume fraction θn ∈
(0, 1) in the n-th round depending on the past history
ω1, . . . , ωn−1 up to the (n−1)-th round. The assignment
ω1 . . . ωn−1 7→ θn for each n = 1, 2, . . . is called a strategy
for Skeptic and denoted θˆ. For a given strategy θˆ for
Skeptic, the accumulation of extracted work W θˆ is given
by
W θˆ(ω1 . . . ωn) :=
n∑
t=1
kBT ln 2(θt(1− ωt) + (1− θt)ωt).
(1)
Our concern is the asymptotic behavior ofW θˆ. As before,
we assume that ω1, ω2, . . . are independent and identi-
cally distributed random variables with P ({ωn = 0}) =
P ({ωn = 1}) = 1/2. The second law of thermodynam-
ics then holds in the sense that for any strategy θˆ, even
if Skeptic repeats his cyclic operations infinitely many
times, the total amount of extracted work from the heat
engine is bounded,
sup
n
W θˆ(ω1 . . . ωn) <∞, (2)
almost surely [5]. These are the conventional formula-
tions of the second law in stochastic thermodynamics.
Meanwhile, our question is formulated as follows. In-
stead of assuming that ωn is a random variable, we as-
sume that it is chosen by another agent named Reality
after the choice θn is made by Skeptic and we impose
that the second law of thermodynamics is valid in our
world; i.e., Reality must choose the sequence ω1ω2 . . . so
that she prevents Skeptic from extracting infinite work
from the engine. The purpose of this paper is to investi-
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2gate what type of sequences can be observed under the
constraint for Reality.
The setting can be interpreted as a game played be-
tween two players, Skeptic and Reality. In fact, the above
formulation of stochastic thermodynamics is motivated
by game-theoretic probability theory [6, 7], which is a
mathematical formulation of probability theory from a
viewpoint of the unpredictability alternative to the con-
ventional measure-theoretic one. In game-theoretic prob-
ability theory, Skeptic bets money on a sequence that
Reality prepares. We study what statistical behavior is
observed when we impose that Reality must choose a se-
quence such that Skeptic cannot make infinitely much
money. Specifically, it is possible to construct an explicit
strategy such that Skeptic’s capital grows infinitely as
long as the sequence violates a typical property, such as
the law of large numbers.
Obviously, there is an analogy between the work ex-
traction we proposed above and betting in game-theoretic
probability theory. In fact, according to Shafer and Vovk
[6, 7], there exists a strategy θˆ for Skeptic in our setting
such that if the infinite sequence ξ ∈ {0, 1}N of positions
of the particle does not satisfy the strong law of large
numbers for the empirical distribution,
lim
n→∞
1
n
n∑
t=1
ξt =
1
2
, (3)
then the second law of thermodynamics is violated; i.e.,
the accumulated work diverges:
sup
n
W (ξ1 . . . ξn) =∞. (4)
This means that if Reality attempts to retain the second
law of thermodynamics (2), she is forced to act probabilis-
tically in the sense of relative frequencies even though no
probability measure enters the setting.
In this paper, we extend the above example to a sys-
tem with a generic Hamiltonian on a finite state space.
The first extension is a standard setup in game-theoretic
probability theory. From a physical point of view, Skeptic
in this game is assumed to have an ability to generate
arbitrary Hamiltonians during cyclic operations. Apply-
ing a result obtained in game-theoretic probability the-
ory to this setting, we show that there exists a strategy
of Skeptic such that Reality has to converge the empiri-
cal distribution into the Gibbs distribution of the initial
Hamiltonian to prevent Skeptic from violating the sec-
ond law of thermodynamics. As in the case of the single-
particle ideal-gas engine, this result can be interpreted as
a statement that Reality is forced to act probabilistically
and the statistics must be consistent with the assumption
of statistical mechanics.
Although the result is impressive, the assumption that
Skeptic can prepare arbitrary Hamiltonians is too de-
manding for his ability because we control only a small
number of parameters in the Hamiltonian, such as the
magnetic field, in the usual physical situation. The main
aim of the present paper is to propose a protocol corre-
sponding to such a restricted situation and to determine
what event Skeptic can force on Reality in that situation.
This restriction weakens Skeptic’s ability, and we thus
expect that what Skeptic can force on Reality also weak-
ens. For instance, consider the situation that an allowed
operation for Skeptic is to change the magnetic field at
a specific site. We find that the Gibbs distributions for
Hamiltonians having a small number of parameters form
an exponential family and propose a new protocol where
Skeptic has to construct his strategy by changing only
these parameters. Our main contribution is that in the
new protocol there exists a strategy for Skeptic such that
Reality is forced to converge the empirical mean of the
conjugate variable with respect to the control parame-
ter onto the equilibrium value. This result suggests that
there is a hierarchy of statistical properties that Skeptic
can force on Reality according to his ability.
The remainder of the paper is organized as follows. In
Section 2 we formulate the game corresponding to the
work extraction and give an interpretation of results in
game-theoretic probability theory within our setting. In
Section 3 we propose a new protocol and prove our main
result. We end our paper with concluding remarks in
Section 4.
II. NONPARAMETRIC GAME
A. Notations
Let Ω be a finite set representing a microscopic configu-
ration space. Ω∗ := {}∪(∪∞n=1Ωn) denotes the set of fi-
nite strings over Ω, where  is the empty string. A string
over Ω with length n is written as ωn = ω1 . . . ωn ∈ Ω∗,
ωt ∈ Ω. For an infinite sequence ξ = ξ1ξ2 · · · ∈ ΩN
over Ω, ξ  n := ξ1 . . . ξn denotes the prefix of ξ with
length n. A real-valued function H : Ω → R de-
fines a Hamiltonian on the configuration space Ω. For
a positive real number β > 0, the Gibbs distribution
for the Hamiltonian H at the inverse temperature β is
defined as a probability distribution on Ω with density
gβH(ω) := e
−β(H(ω)−Fβ(H)) with respect to the counting
measure, where Fβ(H) := −β−1 ln
∑
ω∈Ω e
−βH(ω) is the
free energy.
B. Setup and Result
Consider a physical system described by an initial
Hamiltonian H and a heat bath with inverse temperature
β. According to Kelvin’s principle, which is a representa-
tions of the second law of thermodynamics, the positive
amount of work cannot be extracted by any cyclic opera-
tions, where an operation is said to be cyclic if the initial
and final Hamiltonians coincide. This principle leads to
the absence of the perpetual motion machine of the sec-
ond kind. However, the second law of thermodynamics
3may be violated for individual configurations in the fi-
nite system. Therefore, in stochastic thermodynamics,
the second law is formulated as a statement on the non-
positivity of the expectation value of the extracted work
assuming the underlying probability measure.
In this paper, we provide another formulation of the
second law of thermodynamics without requiring mea-
sure theory. Instead of introducing a probability mea-
sure, we consider repeating cyclic operations infinitely
many times. We formulate such work extraction as a
game played between two players, Skeptic and Reality.
They play a game by using the system and bath as a
heat engine. While the purpose of Skeptic is to extract
as much work as possible from the system in contact
with the bath by cyclic operations, that of Reality is to
prevent Skeptic from extracting the infinite amount of
work. First, Skeptic announces a cyclic operation in the
n-th round depending on the past history ω1, . . . , ωn−1.
Next, Reality announces a configuration ωn of the n-th
round. Finally, Skeptic changes the Hamiltonian starting
from the initial configuration ωn according to his own an-
nouncement and extracts work from the engine. When
they repeat this process infinitely many times, we ask
whether Skeptic can violate the second law of thermody-
namics or not. In this paper, we restrict ourselves to a
specific class of cyclic operations as follows.
Protocol II.1.
Parameter: an initial Hamiltonian H : Ω → R, an
inverse temperature β > 0.
Players: Skeptic, Reality.
Protocol:
W () = 0.
FOR n = 1, 2, . . . :
Skeptic announces Hˆ(·|ωn−1) : Ω→ R.
Reality announces ωn ∈ Ω.
Skeptic extracts work from the engine according to the
following protocol. (1) Skeptic quenches the Hamiltonian
adiabatically from H to Hˆ(·|ωn−1). (2) Skeptic equili-
brates the system with the inverse temperature β. (3)
Skeptic resets the system quasistatically in an isothermal
manner.
W (ωn) := W (ωn−1) + H(ωn) − Hˆ(ωn|ωn−1) +
Fβ(Hˆ(·|ωn−1))− Fβ(H)
END FOR
In Protocol II.1, Hˆ(·|ωn−1) is the Hamiltonian after
the quench when Reality chooses ωn−1 until the n-th
round. The adiabatic quench in the process (1) means
that the microscopic configuration does not change in
the process. The work extracted in the process is there-
fore given by the decrease in internal energy H(ωn) −
Hˆ(ωn|ωn−1). In the process (2), Skeptic touches the sys-
tem with the heat bath having the inverse temperature β
and the system equilibrates to the new equilibrium state
for the Hamiltonian Hˆ(·|ωn−1). Therefore, the process
(2) requires no work. In the process (3), Skeptic changes
the Hamiltonian from Hˆ(·|ωn−1) to the initial one H
quasistatically to make the whole process cyclic. The
principle of the minimum work implies that the work ex-
tracted in the process is equal to the decrease in free
energy Fβ(Hˆ(·|ωn−1))− Fβ(H). In conclusion, the total
amount of work extracted in the n-th round is given by
H(ωn)− Hˆ(ωn|ωn−1) +Fβ(Hˆ(·|ωn−1))−Fβ(H). There-
fore, W (ωn) is nothing but the accumulation of extracted
work for Skeptic up to the n-th round when Reality’s
choice is ωn. Our concern is the asymptotic behavior
of the extracted work W as n goes to infinity. The prop-
erty of W depends on Hˆ, and a function Hˆ : Ω∗ → RΩ
thus specifies a strategy for Skeptic. For a given strategy
Hˆ, W Hˆ : Ω∗ → R denotes the total amount of extracted
work when Skeptic adopts the strategy Hˆ.
A characteristic property of the protocol is that the
total amount of extracted work can be written as the
difference between logarithmic likelihood functions:
βW Hˆ(ωn) = ln qˆ(ωn)− ln gnβH(ωn), (5)
where
qˆ(ωn) :=
n∏
t=1
gβHˆ(·|ωt−1)(ωt) (6)
and gnβH(ω
n) :=
∏n
t=1 gβH(ωt). Since gβHˆ(·|ωt−1) spec-
ifies the conditional probability density conditioned on
the past history ωt−1, the product (6) gives a probabil-
ity density on Ωn. Conversely, a family {qˆ(·|ωn) : ωn ∈
Ωn, n ∈ N} of strictly positive probability densities condi-
tioned on the past histories specifies a strategy for Skeptic
through the relation gβHˆ(·|ωn)(ξ) = qˆ(ξ|ωn). Therefore,
Skeptic’s strategy Hˆ is identified with a family of con-
ditional positive probability densities. We remark that
the appearance of probability distributions here does not
imply the probabilistic behavior of Reality.
We formulate the second law of thermodynamics in
the game without relying on probability and expecta-
tion. In our setting, the violation of the second law of
thermodynamics depends on an infinite sequence over Ω
and Skeptic’s strategy. Although there are several ways
defining the violation of the second law, we say in this
paper that the second law of thermodynamics is violated
if the accumulation of the extracted work is unbounded
or diverges. See Remark III.7 for another possible defi-
nition.
Definition II.2. Let ξ ∈ ΩN be an infinite sequence over
Ω and Hˆ be a strategy for Skeptic. We say that
• ξ violates weakly the second law of thermodynamics
under the strategy Hˆ if
lim sup
n→∞
W Hˆ(ξ  n) =∞, (7)
• ξ violates the second law of thermodynamics under
4the strategy Hˆ if
lim
n→∞W
Hˆ(ξ  n) =∞. (8)
In terms of this definition, Reality must choose an in-
finite sequence ξ such that ξ does not violate the second
law of thermodynamics under Skeptic’s strategy. Con-
versely, Skeptic can force Reality to act in a certain direc-
tion by utilizing her duty.
Definition II.3. Let E ⊆ ΩN be a subset of ΩN. We say
that
• a strategy Hˆ for Skeptic forces weakly E on Reality
if for any ξ ∈ Ec, ξ violates weakly the second law
of thermodynamics under Hˆ.
• a strategy Hˆ for Skeptic forces E on Reality if for
any ξ ∈ Ec, ξ violates the second law of thermody-
namics under Hˆ.
This concept allows us to investigate what kind of
events should be observed as a result of the fact that
the second law of thermodynamics is valid in our world.
In fact, we have the following theorem.
Theorem II.4. There exists a strategy Hˆ for Skeptic
that forces
lim
n→∞ ρ(ω|ξ  n) = gβH(ω) for all ω ∈ Ω (9)
on Reality, where ρ(ω|ωn) is the empirical density for a
string ωn defined by
ρ(ω|ωn) := 1
n
n∑
t=1
1{ω}(ωt). (10)
There are several proofs of Theorem II.4 [6–8]. As
we will see later, Theorem II.4 is a special case of The-
orem III.4. Although it is a well-known statement just
rewritten in terms of thermodynamics and not new math-
ematical result, its physical meaning is interesting. This
theorem indicates that Reality is forced to act probabilis-
tically in the sense that the empirical distribution must
converge to the Gibbs distribution for any of her choices
of ξ ∈ ΩN satisfying the second law of thermodynamics.
We stress again that no probability measure enters our
setting.
III. PARAMETRIC GAME
The setting in Section 2, which is a standard setup in
the game-theoretic probability theory, is slightly strange
from a physical point of view because Skeptic is assumed
to have an ability to prepare any complicated Hamilto-
nian containing non-local and many-body interactions.
As a more physical situation, it is natural to restrict the
possible operations into changing a small number of pa-
rameters in a certain class of Hamiltonians. In this sec-
tion, we investigate what Skeptic can force on Reality in
such a situation.
A. Preliminaries: exponential family
We focus on the Hamiltonians on Ω with a certain
number of externally controllable parameters. We as-
sume that the Hamiltonians have the form βHθ(ω) :=
−θ · φ(ω) − h(ω), where the parameter θ corresponds
to the control parameters taking values in the param-
eter space Θ ⊆ Rk, φ is the conjugate variable with re-
spect to θ : Ω → Rk, · denotes the usual inner prod-
uct in Rk and h : Ω → R is the remaining part of the
Hamiltonian. Θ is assumed to be an open and con-
vex subset of Rk. Moreover, we suppose that the rep-
resentation of the Hamiltonians is minimal, i.e., both
{θi : i = 1, . . . , k} and {φi : i = 1, . . . , k} are affinely
independent. The Gibbs distribution for these Hamil-
tonians forms a minimal canonical exponential family
[9] P(Θ, φ, h), which is a family of distributions Pθ on
Ω with densities pθ(ω) := gβHθ (ω) = e
θ·φ(ω)+h(ω)−ψ(θ).
The function ψ(θ) := ln
∑
ω∈Ω e
θ·φ(ω)+h(ω) is the Massieu
function, which is related to the free energy Fβ(Hθ)
through Fβ(Hθ) = −β−1ψ(θ). The function ψ(θ) is
differentiable infinitely many times and strictly convex
on Θ from the Ho¨lder inequality and the minimality.
The expectation value and covariance matrix of φ are
respectively given by Pθ(φ) = ∇θψ(θ) =: µ(θ) and
Covθ(φ) = ∇θ∇θψ(θ) = Pθ[−∇θ∇θ lnPθ] =: I(θ). I(θ)
is the Fisher information at θ for the family P(Θ, φ, h)
and positive definite over Θ. In the language of statis-
tical physics, I(θ) is the isothermal susceptibility ma-
trix and the relation Covθ(φ) = I(θ) is nothing but the
fluctuation-response relation for a static isothermal re-
sponse. The strict convexity of ψ implies that the map
θ 7→ µ(θ) is invertible and that the elements of P(Θ, φ, h)
can be reparametrized by the mapping µ 7→ Pθ. θ(µ)
denotes the inverse and Ξ := µ(Θ) the conjugate pa-
rameter space. We note that ∇µθ(µ) = I(µ) gives the
Fisher information in µ-parametrization and is equals to
Cov−1µ (φ). The Kullback-Leibler divergence between Pθ
and Pθ′ is given by
D(Pθ‖Pθ′) = (θ − θ′) · µ(θ)− ψ(θ) + ψ(θ′). (11)
Example III.1 (One-dimensional Ising model). Let N
be a positive integer. The state space of N Ising spins on
one-dimensional chain is Ω = {−1, 1}N and a configura-
tion is described by ω = (σ1, . . . , σN ), where σi ∈ {−1, 1}
denotes the state of spin at the site i ∈ {1, . . . , N}. The
Ising model under a homogeneous magnetic field is de-
scribed by the Hamiltonian βHθ = −βhex
∑N
i=1 σi −
βJ
∑N−1
i=1 σiσi+1, where hex is the external field and J
is the coupling constant. If Skeptic change only the
magnetic field uniformly, the parameter is chosen as
5θ = βhex ∈ Θ := R, the conjugate variable as the total
magnetization φ(ω) =
∑N
i=1 σi, and the remaining part
as h(ω) = βJ
∑N−1
i=1 σiσi+1. In this case, the expectation
of φ is the average magnetization µ(θ) =
∑n
i=1 Pθ(σi)
and the Fisher information is I(θ) = β−1χ, where χ is the
magnetic susceptibility. If Skeptic changes the coupling
constant J in the operation, the parameter becomes two-
dimensional vector θ = (βhex, βJ), the conjugate vari-
able φ = (
∑n
i=1 σi,
∑n−1
i=1 σiσi+1) and the remaining part
h = 0.
Example III.2 (Positive distribution). Let Ω =
{1, 2, . . . , k} be a finite set. Putting Θ = {p ∈ Rk−1 :
0 < pi < 1,
∑k−1
j=1 pj < 1}, θi = ln pi, φi = 1{i},
h = 1{k} ln(1−
∑k−1
i=1 pi), ψ(θ) = 0, we have that
pθ(i) = exp

k−1∑
j=1
θjφj(i) + h(i)
 = pi. (12)
The exponential family is therefore the family of strictly
positive distributions on Ω. The empirical mean of φ is
identified with the empirical density and the expectation
µ(θi) is given by pi for i = 1, . . . , k − 1.
B. Setup and Result
The protocol of the game is almost the same as that of
the previous nonparametric game. A crucial difference is
only that Skeptic’s strategy has to be implemented within
the exponential family P(Θ, φ, h). Moreover, we require
for technical reasons that Skeptic must choose θ from a
fixed compact convex subset Θ0 ⊆ Θ. This requirement
only weakens Skeptic’s ability and does not affect Theo-
rem III.4 if we extend the possible parameter space into
Θ.
Protocol III.3.
Parameter: an exponential family P(Θ, φ, h), a com-
pact and convex subset Θ0 of Θ, an initial parameter
θ : Ω→ R, an inverse temperature β > 0.
Players: Skeptic, Reality.
Protocol:
W () = 0. FOR n = 1, 2, . . . :
Skeptic announces θˆ(ωn−1) ∈ Θ0.
Reality announces ωn ∈ Ω
Skeptic extracts work from the engine according to the
following protocol. (1) Skeptic quenches the Hamiltonian
adiabatically from θ to θˆ(ωn−1). (2) Skeptic equilibrates
the system with the inverse temperature β. (3) Skeptic
resets the system quasistatically in an isothermal man-
ner.
W (ωn) = W (ωn−1) + Hθ(ωn) − Hθˆ(ωn−1)(ωn) +
Fβ(Hθˆ(ωn−1))− Fβ(Hθ)
END FOR
The interpretations of the above protocol and W are
the same as those for Protocol II.1. The total amount of
extracted work W θˆ := WHθˆ in this protocol under the
strategy θˆ is given by
βW θˆ(ωn) =
n∑
t=1
[
(θˆ(ωt−1)− θ) · φ(ωt)
−ψ(θˆ(ωt−1)) + ψ(θ)
]
. (13)
We expect from this expression that what Skeptic can
force is restricted to the statistics of the conjugate vari-
able φ with respect to the control parameter θ. In fact,
under Protocol III.3, Skeptic can force on Reality the
strong law of large numbers for the conjugate variable.
Theorem III.4. Assume that θ ∈ int(Θ0). There exists
a strategy for Skeptic that forces
lim
n→∞φn = µ(θ). (14)
on Reality, where φn is the empirical mean of φ defined
by
φn(ω
n) :=
1
n
n∑
t=1
φ(ωt). (15)
Since the empirical mean of φ in Example III.2 can be
identified with the empirical density, Theorem II.4 is a
special case of Theorem III.4.
C. Proof of Theorem III.4
We present a proof of Theorem III.4. By the following
lemma, it is sufficient to prove the existence of a strategy
that weakly forces (14).
Lemma III.5. Let E ⊆ ΩN be an event. In the protocol
III.3, if there exists a strategy that weakly forces E, then
there is also a strategy that forces E.
Proof. For a given strategy θˆ and a positive real number
C > 0, we define the “stopped strategy” θˆ(C) as
θˆ(C)(ωn) =
{
θˆ(ωn) if βW θˆ(ωm) < C for all m ≤ n
θ otherwise.
(16)
Let θˆ be a strategy that weakly forces E and θˆ(C)
its stopped strategy for C > 0. Consider the count-
able number of stopped strategies θˆ(2
i) for i = 1, 2, . . . .
Since θˆ(2
i)(ωn) ∈ Θ0 and Θ0 is compact, θˆ∗(ωn) :=∑∞
i=1 2
−iθˆ(2
i)(ωn) exists for any ωn ∈ Ω∗. The closed-
ness and convexity of Θ0 lead to θˆ
∗(ωn) ∈ Θ0. Hence,
the function θˆ∗ : Ω∗ → Θ0 defines a strategy for Skeptic
in Protocol III.3. We obtain from the convexity of ψ and
6Jensen’s inequality that
W θˆ
∗
(ξ  n) ≥
∞∑
i=1
2−iW θˆ
(2i)
(ξ  n). (17)
For ξ ∈ Ec, the limit limn βW θˆ(C)(ξ  n) exists and is
larger than or equal to C because supnW
θˆ(ξ  n) = ∞.
Since limn βW
θˆ(2
i)
(ξ  n) ≥ 2i for ξ ∈ Ec, limnW θˆ∗(ξ 
n) diverges to infinity for ξ ∈ Ec.
Our method of proof is based on the maximum likeli-
hood strategy. The maximum likelihood estimator θˆML :
Ω∗ → Θ0 with respect to Θ0 is defined as
θˆML(ω
n) := arg max
θ∈Θ0
ln pnθ (ω
n). (18)
We define the corresponding conjugate parameter space
Ξ0 := µ(Θ0), which is also a compact convex subset of Ξ.
The maximum likelihood estimator µˆML : Ω
∗ → Ξ of the
conjugate parameter µ with respect to Ξ0 is defined as
µˆML(ω
n) := arg max
µ∈Ξ0
ln pnθ(µ)(ω
n). (19)
Because ∇θ ln pθ(ω) = φ(ω)− µ(θ), the maximum likeli-
hood estimator θˆML and µˆML is given as the solution of
the equation
1
n
n∑
i=1
φ(ωi) = PθˆML(ωn)(φ) = µ(θˆML(ω
n)) = µˆML(ω
n)
(20)
if φn ∈ Ξ0, which does not always hold. The convexity
of − ln pnθ (ωn) with respect to θ implies that
(θ − θˆML(ωn)) · (µˆML(ωn)− φn) ≥ 0 (21)
for all θ ∈ Θ0.
The maximum likelihood estimator can be interpreted
as a strategy for Skeptic in Protocol III.3, which was orig-
inally studied in the context of universal coding and se-
quential prediction. Kot lowski and Gru¨nwald proved the
following lemma in [10].
Lemma III.6.
n∑
t=1
[
ln pθˆML(ωt−1)(ωt)− ln pθˆML(ωn)(ωt)
]
≥ −IΞ0(B + CΞ0)
2
2
lnn+O(1), (22)
where B := maxω∈Ω |φ(ω)|, CΞ0 := maxµ∈Ξ0 ‖µ‖ and
IΞ0 := maxµ∈Ξ0 ‖I(µ)‖.
By using Lemma III.6, we obtain Theorem III.4 imme-
diately.
Proof of Theorem III.4. For any strategy θˆ, βW θˆn can be
decomposed into two parts:
βW θˆ(ωn) =
n∑
t=1
[
ln pθˆ(ωn)(ωt)− ln pθ(ωt)
]
+
n∑
t=1
[
ln pθˆ(ωt−1)(ωt)− ln pθˆ(ωn)(ωt)
]
. (23)
First, we investigate the first part for θˆML. We have from
(11) and (21) that
n∑
t=1
[
ln pθˆML(ωn)(ωt)− ln pθ(ωt)
]
= nD(PθˆML(ωn)‖Pθ) + n(θˆML(ωn)− θ) · (φn − µˆML(ωn))
≥ nD(PθˆML(ωn)‖Pθ). (24)
Pinsker’s inequality gives
nD(PθˆML(ωn)‖Pθ) ≥ 2nδ(PθˆML(ωn), Pθ)2, (25)
where δ(P,Q) := 2−1
∑
ω∈Ω |P ({ω})−Q({ω})| is the to-
tal variation distance between probability distributions
P and Q. Combining Lemma III.6 with the above in-
equalities, we have that
βW θˆML(ωn) ≥ 2n
[
δ(PθˆML(ωn), Pθ)
2
−IΞ0(B + CΞ0)
2
4
lnn
n
]
+O(1). (26)
If pθˆML(ωn)(ω) does not converge to pθ for all ω,
lim supnW
θˆML(ωn) = ∞. That is, the maximum like-
lihood strategy forces weakly the convergence of pθˆML(ω)
to pθ(ω) for any ω ∈ Ω. Therefore, a necessary condition
for supnW
θˆML < ∞ is that µˆML → µ(θ). For ξ ∈ ΩN
such that µˆML → µ(θ), µˆML ∈ Ξ0 for sufficiently large n
and therefore φn → µ(θ).
We remark that the lower bound (26) has much in-
formation on the convergence (14). This implies that if
lim supnW
θˆML < ∞, then PθˆML converges to Pθ with
respect to the total variation distance with the con-
vergence rate O(
√
lnn/n) and the convergence factor√
IΞ0(B + CΞ0)
2/4.
Remark III.7. Another definition for the violation of
the second law of thermodynamics is possible. For in-
stance, we say that the second law is violated if the ex-
tracted work per round becomes positive infinitely many
times,
lim sup
n→∞
W θˆ(ξ  n)
n
> 0. (27)
Under the protocol we construct in the above proof, we
have (27) for any infinite sequence ξ violating (14) be-
7cause of (26). Therefore, Theorem III.4 is valid even if
we accept the definition (27).
Example III.8 (Free spin). Consider again Example
III.1. The conjugate parameter space is Ξ = (−N,N).
When we take a compact subset Ξ0 = [−N0, N0] of
Ξ, where 0 < N0 < N , we have that B = N and
CΞ0 = N0. The maximum likelihood estimator is
given by the empirical mean of the total magnetizations
µˆML(ω
n) = n−1
∑n
t=1
∑N
i=1 Pθ(σ
t
i) if it is in Θ0. Since
the Fisher information I(µ) with respect to µ is given
by I(θ(µ))−1, IΞ0 = max|µ|≤N0 βχ
−1(µ). For a free
Ising spin model with h = 0, the magnetic susceptibil-
ity can be calculated explicitly as β(N2−µ2)/N . Hence,
IΞ0 = N/(N
2 −N20 ) and the convergence factor is given
by
√
N(N +N0)/4(N −N0) in this case.
IV. CONCLUDING REMARKS
In this paper, we provided a game-theoretic formu-
lation of stochastic thermodynamics and showed that
there exist strategies for Skeptic that forces Reality to
act probabilistically in some sense. In the game where
Skeptic is able to prepare arbitrary Hamiltonians, Reality
is forced to make the empirical distribution converge into
the Gibbs distribution for the initial Hamiltonian. In the
game where Skeptic can change a small number of pa-
rameters in the Hamiltonian, the maximum likelihood
strategy forces the strong law of large numbers for the
conjugate variable. Before ending the paper, we discuss
future directions of the study.
First, we considered the simplest settings in stochastic
thermodynamics in this paper. It is important to pro-
vide game-theoretic formulations for more complicated
settings, such as information thermodynamics [11] and
quantum systems [12, 13]. In information thermodynam-
ics, Skeptic might use the side information provided by a
third player named Demon. We note that Refs. [14, 15]
studied the relationship between information thermody-
namics and gambling within the framework of informa-
tion theory. Meanwhile, because the quantum theory has
a probabilistic structure different from the classical one,
the problem might become more difficult. See the chapter
10.6 in [7] for game-theoretic formulations for projective
measurement and quantum computation.
Secondly, we assume in our settings that the free en-
ergy Fβ(H) of the system described by the Hamiltonian
H has the form Fβ(H) = −β−1 ln
∑
ω∈Ω e
−βH(ω). This
assumption allows us to connect the work extracted in
the quasistatic isothermal process with the microscopic
Hamiltonian. However, we should remove it to clarify the
emergence of the probabilistic structure from thermody-
namics without referring to any assumption in statistical
mechanics. Although one way to do so is to replace the
difference in free energy, Fβ(Hˆ) − Fβ(H), in Protocol
II.1 by the work in the quasistatic process defined only
in terms of mechanics, it is a challenging task because we
have to take the dynamical properties of the system into
account explicitly.
Thirdly, we investigated the asymptotic behavior of
the work extracted from a finite system as the number of
rounds n goes to infinity. Hence, our results are valid for
small systems as with stochastic thermodynamics. Mean-
while, the second law of thermodynamics is believed to
hold almost surely for macroscopic systems without re-
peating the operations. Developing the game-theoretic
formulation for macroscopic thermodynamics is a future
direction of the study.
Finally, we mention the probabilistic feature of infi-
nite sequences. Although the empirical distribution for
the simple binary sequence 01010101 . . . converges to the
uniform distribution on {0, 1}, it is not sufficiently ran-
dom according to our intuition. However, Theorems II.4
and III.4 refer to only the empirical distribution and
mean. To say that Reality acts probabilistically, we have
to require stronger conditions on the empirical statistics.
The algorithmic theory of randomness provides an ide-
alized notion of randomness on the basis of computabil-
ity theory and martingale theory [16, 17]. The equiva-
lence between measure-theoretic martingales and game-
theoretic ones [6] implies that there exists a strategy in
Protocol II.1 forcing the Martin-Lo¨f randomness, which
is a typical class of random sequences. However, this
strategy is lower semicomputable but not computable.
Therefore, if we impose the computability of strategies
that Skeptic can apply, the Martin-Lo¨f randomness can-
not be forced. We hope that the present paper provides
an insight into studying thermodynamics from the view-
points of the martingale structure and computability of
strategies.
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