We answer a few questions raised by S. Fitzpatrick concerning the representation of maximal monotone operators by convex functions. We also examine some other questions concerning this representation and other ones which have recently emerged.
Introduction
The interest of the theory of monotone operators does not arise just from the elegance of the results; it is also propelled by the number of applications, in particular for partial differential equations and variational inequalities (see [1, 2, 3, 7, 10, 24] and their bibliographies).
Several proposals have established links between maximal monotone operators and convex functions ( [4, 5, 6, 9, 8, 11, 15, 16, 18, 20] ). Some of these contributions reap advantage from these links in deriving the most important results of the theory of maximal monotone operators from known facts in convex analysis ( [16, 18, 19, 20] ). The richness of the theory of monotone operators which has given rise to a great number of works justifies an interest for these links. A first attempt along this line has been proposed in the book of Simons [18] ; the pioneering proposal of Fitzpatrick in [6] and its recent avatars enable one to give a still simpler approach.
In the present paper we relate the different approaches mentioned above and we try to answer some questions raised by Fitzpatrick in [6] . We also deal with some It has been shown in [16, Proposition 4] and [5, Theorem 3.1] that M f is monotone. In this case too, M f ⊂ Mf since c ≤f ≤ f andf ∈ . So, also in this case, it is natural to take f ∈ 0.X × X * /. Observe that for f ∈ 3.X × X * / one deduces from relation (2.1) that f .x; x * / + 1 2 f * .x * ; x/ ∀ .x; x * / ∈ X × X * ; (2.3) moreover, the definition of the conjugate shows that g f ∈ . Furthermore, Fitzpatrick [6, Theorem 2.4] proved that for f ∈ one has M f ⊂ T f . This inclusion incites us to prefer T f to M f ; however the passage from f to M f has some advantages, too.
Passages in the reverse direction are also of interest. To any nonempty subset S ⊂ X × X * one can associate the function ' S on X × X * given by
as Fitzpatrick did for the case when S is the graph of a monotone operator ([6, Definition 3.1]). In [6, Theorem 3.4] Fitzpatrick showed that if S is monotone then S ⊂ M 'S and (in this case is not sure that c ≤ ' S ) S ⊂ T 'S . Therefore equality holds if S belongs to the class Å.X/ of maximal monotone subsets of X × X 
If ' T f = f , then f is necessarily lsc; moreover, because for a monotone multifunction M we have that
However, this condition is not sufficient: just take f .x; x * / := x 2 =2 + x * 2 =2 on a Hilbert space X ; then 
Hence f is minimal.
Assume now that f is minimal in À . By Proposition 2.3 we have that M := M f is maximal monotone, from Proposition 2.4 we have that M = T f , and from Proposition 2.6 we have that ' M ≤ f . Since ' M ∈ À and f is minimal, it follows
The assertion concerning g follows from what precedes by setting f = g * and using the fact that T f = T g by (2.1) and that ' *
This is because g * ≥ f * ≥ c. Thus, if f ∈ is such that ' T f = f then f is minimal in with respect to ≤. Indeed, as observed above we have f ≤ f * , and so f ∈ À ; the conclusion follows from Corollary 2.7.
Let us subsume the preceding analysis in the following statement. 
Moreover ' is antitone (that is, reverses order) and is homotone (that is, preserves order). For each M ∈ Å.X/, the inverse image
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Burachik and Svaiter [4, 5] considered, for M ∈ Å.X/, the class
In [6, Theorem 3.10] it is proved that ' M is minimal in the class À .M/, a property weaker than Corollary 2.7. Propositions 2.3 and 2.6 show that for M ∈ Å.X/,
The first equality is the main result of [5] ; since M f is monotone for each f ∈ , as recalled above, given f ∈ À .M/, we have M = M f by maximality. The fact that From the preceding equality, we obtain also that
result established in [4] . By Proposition 2.6, the function ¦ T defined in the beginning of [21, Section 2] coincides with M when X is reflexive.
Martínez-Legaz and Théra [12] introduced the class of functions
where
f / and conversely this equality yields f ≥ c. Because f ≤ f + Ã B. f / , we have that
This is practically [12, Theorem 2] which is stated for X a Banach space; one must observe that in this case, in the definition of 8.X / one must endow X * with the weak * topology (and the result remains valid for X a separated locally convex space). Now let us introduce the class of functions
where, as above,
Note that for g ∈ 9.X / the function f := g * belongs to 8.X /. Conversely, for any f ∈ 8.X / we have f * ∈ 9.X /. It follows that
Thus, for each g ∈ 9.X / we have
Questions about operations
Let M; N : X X * be monotone multifunctions and Þ > 0. Then the multifunctions
and Þ M, M + N are monotone; Þ M is maximal monotone when M is so, but M + N is not necessarily maximal monotone when M and N are so. For every .x; x * / ∈ X × X * we have
For what concerns the sum, we need to use a partial convolution for functions on a product space, as in [16] and [20] . Consider g; h : X × Y → R and define [22, page 15] , for a subset S of X we write x ∈ ic S to mean that the affine manifold A := aff S generated by S is closed and x belongs to the relative algebraic interior i S of S (that is the algebraic interior of S in A: x ∈ i S if and only if for every a ∈ A there exists some " > 0 such that x + t .a − x/ ∈ S for t ∈ [−"; "]). Thus ic S is empty when aff S is not closed.
As observed in [16] , from the very definitions, we have that c M+N = c M £ 2 c N , and so, by (3.1), and the fact that M £ 2 N is convex and less than c M+N ,
In the next result we adapt the proof of [20, Lemma 5.3 (b) ] to the case of a maximal monotone multifunction defined on X ×Y , where Y is another reflexive Banach space. [10] for every z * ∈ Y ⊥ 0 , which implies that y − v; z 
PROOF. It is obvious that g is convex (as the performance function associated with a convex function).
Assume that f is lsc and 0
Then is a closed convex process (in fact its graph is a closed linear subspace) and which implies that .x; x * / ∈ M * . Conversely, if .x; x * / ∈ M * then * .x; x * / = x; x * . From (3.7) we get some y * ∈ Y * with ' * F .x * ; y * ; x; 0/ = x; x * = .x; 0/; .x * ; y * / . Again using Proposition 2.3 with f = F = ' * F , we obtain that .x; 0; x * ; y * / ∈ F, and so .x; x * / ∈ G. Hence G is maximal monotone. In particular, G is nonempty, and so 0 ∈ Pr Y .F/. [12] Let y ∈ ic .Pr Y .dom ' F //. Replacing F by F := F − .0; y; 0; 0/, it is obvious that G is replaced by G = {.x; x * / ∈ X × X * | ∃y * ∈ Y * : .x; y; x * ; y * / ∈ F}, and, by [20, Lemma 5.4 nonempty, by (3.4) 
Thus, the argument of the preceding paragraph shows that the first equality in (3.6) holds.
Since ' F is lsc and the spaces are complete, by [22, Proposition 3. The preceding proof yields * as a representative function of the new operator G. That output and the whole of the preceding lemma can be given with an arbitrary representative f of F instead of ' F .
is a representative of G (that is, g ∈ À and G = M g ) and the infimum in (3.9) is attained.
PROOF. We first prove that (3. 
But, by Proposition 2.4, f * is also a representative of F, and so, applying the preceding argument with f replaced by f * , we find that g * * .
x; x * / = min{ f * * .x; 0; x * ; y * / | y * ∈ Y * } = g.x; x * / as f = f * * and the infimum in (3.9) is attained. Thus g ∈ 0.X × X * / and, as in the proof of the preceding lemma, we check that g ≥ c and g * ≥ c , that is, g ∈ À and that M g = G.
Now, let us focus our attention on a construction which involves an element A of the space L.X; Y / of continuous linear operators from X into Y and a monotone multifunction 
as easily checked, taking U : x + . x + x * − 1/ 2 =4 if x + x * > 1:
