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In science you want to say something that nobody knew before,
in words which everyone can understand.
Paul Adrien Maurice Dirac
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Abstract
This thesis is about the improvement of software tools and methods for analyzing high reso-
lution γ-ray spectroscopy data of intermediate energy Coulomb excitation experiments at the
PreSPEC-AGATA setup. In the past, pioneering experiments have been done in the RISING cam-
paign at GSI. The PreSPEC-AGATA setup has been the next step in the evolution of this type of
experiments, with better and more complex instrumentation, leading to higher sensitivity and
resolution. This work is relevant for for the preparation of the even more demanding future
HISPEC setup at the upcoming FAIR facility. HISPEC experiments will study low-lying excited
states of nuclei far from stability, in order to test the validity of nuclear structure models in that
area of the nuclear chart.
More complex instrumentation results in more complex data analysis programs. In order to
deal with the complexity involved in developing such software for the upcoming experiments, a
more systematic approach to the development process is needed. Within this work, a software
framework was developed to facilitate a systematic and clean software design. This might
be helpful for upcoming NUSTAR experiments at FAIR, where a large number of independent
detector systems have to be integrated into a big setup. The design of the framework is discussed
in the second chapter of this thesis.
One important reaction mechanism for the HISPEC experiments is Coulomb excitation at
energies of around 150MeV/u. Because of the purely electromagnetic nature of the interaction,
Coulomb excitation is described well by theoretical models. In the third chapter of this thesis,
a numerical simulation program for relativistic ion-ion collisions was developed that solves the
coupled channel equations for electric Coulomb excitation.
In the fourth chapter, the relevant detector systems of the PreSPEC setup are presented, and
the calibration of them is discussed. A main aspect of the work was the development of im-
proved ways to analyze data from these devices, and, if possible to provide semi-automatic
implementations for their calibration.
In the last chapter, the total efficiency of the PreSPEC-setup was determined for a typi-
cal Coulomb excitation experiment, and the possibility to measure projectile excitation cross-
sections relative to a target excitation cross-section is demonstrated.
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Zusammenfassung
Der Fokus dieser Arbeit liegt in der Verbesserung von Programmen und Methoden zur Analyse
von hochauflösenden γ-Spektroskopie-Daten der Coulomb-Anregungsexperimente, die mit dem
PreSPEC-AGATA-Aufbau bei mittleren Energien durchgeführt wurden. Erste derartige Experi-
mente wurden während der RISING Kampagne an der GSI durchgeführt. Der PreSPEC-AGATA
Experimentaufbau stellte die nächste Stufe in der Entwicklung dieser Experimente dar, bei dem
durch Verbesserungen in der Instrumentierung eine Erhöhung der Sensitivität und der Auflö-
sung ermöglicht wird. Der Inhalt dieser Arbeit ist ein Beitrag zur Vorbereitung von weiter
verbesserten Experimenten mit exotischen Atomkernen an dem geplanten HISPEC-Aufbau an
der im Bau befindlichen FAIR Beschleunigeranlage. In diesen Experimenten sollen niedrig
liegende, angeregte Zustände in Atomkernen jenseits des Tals der Stabilität untersucht wer-
den.
Verbesserte Instrumente führen zu größerer Komplexität bei der Durchführung und Daten-
analyse der Experimente. Eine systematische Vorgehensweise bei der Softwareentwicklung ist
nötig, um die damit verbundene Komplexität zu bewältigen. Im Rahmen dieser Arbeit wurde
ein Software-Framework entwickelt, dass bei der sauberen und systematischen Erstellung von
Datenanalyse-Software hilft. Solch ein Framework kann insbesondere bei kommenden NUSTAR
Experimenten hilfreich sein, bei denen viele unabhängig voneinander entwickelte Detektorsys-
teme in einen großen Aufbau integriert werden sollen. Das Design des Software-Frameworks
wird im zweiten Kapitel dieser Arbeit vorgestellt.
Ein wichtiger Reaktionsmechanismus bei den HISPEC Experimenten ist die Coulomb-
Anregung bei kinetischen Energien von etwa 150MeV/u. Coulomb-Anregung kann als rein
elektromagnetischer Prozess gut theoretisch beschrieben werden. Im dritten Kapitel der Ar-
beit wurde ein numerisches Simulationsprogramm für relativistische Schwerionenkollisionen
entwickelt, welches die gekoppelten Differenzialgleichungen für die elektrische Coulomb-
Anregung löst.
Im vierten Kapitel wird der PreSPEC-AGATA Aufbau mit seinen Teilsystemen präsentiert und
die Kalibrierung der Einzelsysteme wird diskutiert. Ein wichtiger Aspekt war dabei, wenn
möglich, semi-automatische Algorithmen zu implementieren, die die Kalibrierung vereinfachen.
Im letzten Kapitel wird die Gesamteffizienz des PreSPEC-Aufbaus für ein typisches
Coulombanregungs-Experiment bestimmt sowie die Möglichkeit der relativen Messung von
Target- und Projektilanregungsquerschnitten demonstriert.
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1 Introduction
The atomic nucleus is a self-bound many-body system of strongly interacting N neutrons and
Z protons. It has a positive charge of q = e Z , a mass m ≈ Au which is proportional to the
number of nucleons A = Z + N , and a radius R ≈ 1.2 fm · A1/3 [1, 2, 3]. In our surrounding
environment most nuclei are in the ground state, but they have a rich amount of excited states
including single or few nucleon excitations as well as collective motions involving many or all
nucleons. Each state in a nucleus can be characterized by an excitation energy E, spin and
parity quantum numbers Jpi, and electric and magnetic multipole moments describing electrical
charge and current distributions and spin orientations of nucleons. Any non-stationary charge
or current distribution interacts with electromagnetic fields, and the nucleus is no exception.
External electromagnetic fields of a certain frequency can cause transitions between different
states.
Information about internal charge and current distributions can be obtained by studying the
response of nuclei to electromagnetic fields. If it is possible to expose a nucleus to a well-known
time dependent electromagnetic field, and if it is further possible to measure the probability
of different nuclear excitation modes that are populated after the application of the field, the
charge and current distributions of these modes can be deduced by employing the theory of
electromagnetism. The calculation can be done with a high accuracy and relatively small com-
putational effort by means of perturbation theory due to the small electromagnetic coupling
constant α≈ 1/137.
An appropriate time-dependent electromagnetic field for the excitation of a nucleus is created
during the fly-by of a charged particle in a nuclear collision process. If the distance of the two
colliding particles is larger than the range of nuclear forces throughout the entire collision tra-
jectory, the process is undisturbed by nuclear interactions that are far more difficult to calculate
than electromagnetic interactions. As a result, each of the two colliding nuclei can be in an ex-
cited state induced by a very well known time dependent electromagnetic field. This technique
of producing nuclei in excited states is called Coulomb excitation [4, 5].
One way of observing the final state of the nucleus after the excitation process is the measure-
ment of the γ-radiation, which is emitted from a nucleus while it decays back into the ground
state [6]. Spectroscopy of the γ-radiation allows to deduce the excitation energy of the nu-
cleus and, in many cases, the exact excited state that was populated after the excitation process.
Coulomb excitation in conjunction with γ-ray spectroscopy is applied since the 1950s [7], and a
large body of data has been collected since then using beams and targets of naturally occurring
stable isotopes.
In the late 1970s and 1980s, experiments with isotopes further away from the line of stability
were done. A set of anomalies were observed in the semi-magic exotic neutron-rich nuclei
with Z ≪ N = 20, including an unexpected ground state spin and deformation of 31Na [8]
and the extremely low excitation energy of the 2+1 state of
32Mg [9] . This observation was
in disagreement [10] with predictions of the popular nuclear shell model [11, 12], an effective
theory that accounts for the occurrence of exceptionally tightly bound isotopes having particular
numbers of protons and neutrons, the so-called magic numbers [13]. In the context of this
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model, the phenomenon of changed magic numbers in certain exotic isotopes is nowadays called
shell evolution [14]. This was one important results leading to an increased effort to support
experiments with even more exotic isotopes.
In the 1970s, the in-flight technique for radioactive ion beam (RIB) production was developed
at the Bevalac accelerator at the Lawrence Berkeley Laboratory (LBL, now LBNL) [15]. In-flight
RIB facilities use reactions between stable isotopes to produce a cocktail beam of fast moving
exotic nuclei, of which the isotope of interest is selected in a magnetic separator and guided to
the experiment.
In the 1990s, experiments at National Superconducting Cyclotron Laboratory (NSCL) with the
A1200 Separator [16] and at the RIKEN Accelerator Research Facility used radioactive beams
from the in-flight method in conjunction with Coulomb excitation and γ-ray spectroscopy with
NaI Scintillation detector arrays [17, 18, 19]. Similar experiments were developed around
the same time at GSI, using the Fragment Separator (FRS) for in-flight separation and the
Crystal Ball NaI-array for γ-ray detection [20]. Because of the high projectile velocity of around
v/c ≈ 0.3 to 0.5 this technique is called intermediate energy Coulomb excitation. The high
particle velocity leads to many problems such as increased atomic background radiation levels
and unwanted fragmentation reactions which make it necessary to identify the outgoing isotope
after the reaction. In addition, large Doppler broadening of the measured γ-radiation limits the
spectroscopic resolution.
At all the facilities, these experiments were further developed to deal with the mentioned
problems. GSI continued in the 2000s with the RISING fast-beam experiments [21], using
high-purity Germanium detectors for γ-ray detection in order to improve the resolution of spec-
troscopic results, and the CATE E-∆E telescope for identification of the outgoing isotopes.
In the 2010s, the PreSPEC experiments at GSI had a focus on Coulomb excitation and frag-
mentation reaction studies using in-flight RIBs from the FRS. The next generation γ-ray detec-
tion array AGATA [22] was used for γ-spectroscopy and an improved E-∆E-ToF detector, called
LYCCA [23], identified the outgoing isotopes. The PreSPEC experimental campaign was the
stage for the work presented in this thesis, as well as a preparation phase for future HISPEC
experiments at the FAIR facility that are planned to happen in the 2020s.
The continuous progress in instrumentation was done in collaboration with different insti-
tutes in different countries, contributing with various detector systems to the experimental
setup. Integrating these detectors into one working system was difficult, especially regard-
ing the data analysis because the interoperability of different data analysis routines was not
taken into account during their development. The second chapter of this thesis suggests a tech-
nical solution for the integration of data analysis routines for different detector systems into an
analysis program for the entire experiment. Such a system could be used in the future to improve
the interoperability of the data analysis routines for detector systems, even if the development
happens independently by different groups within a large community.
Apart from the integration of the different PreSPEC detectors into one analysis program, most
of them were new developments and the procedures for their calibration and analysis were not
optimized yet. In the fourth chapter of this work, all relevant detector systems are discussed,
with a focus on improvements in the processing of the LYCCA data, including new calibration
procedures. The S424 PreSPEC experiment was intended to measure performance parameters
of the setup and is discussed in the fifth chapter. Data from the Coulomb excitation part of this
experiment were analyzed and the absolute efficiency of the setup is determined. Furthermore,
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it is shown that in this kind of experiment the target excitations can be used as normalization
reference for the projectile excitation.
An improved numerical calculation for the process of Coulomb excitation at intermediate
energies is presented in the third chapter. It allows to determine the accuracy of often used
approximations in the analysis of typical PreSPEC Coulomb excitation experiments.
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2 Software framework for event-based
data analysis
The main experimental data that was analyzed within this thesis was measured with a rel-
atively complicated setup. During the work on this data set, and based on experience with
other experimental setups, the necessity for a more systematic treatment of this kind of data
became apparent. This chapter contains an independent presentation of a fairly generic soft-
ware framework called Elder [24] that is the result of a design process in order to simplify the
PreSPEC-AGATA data analysis, but also the development of future data analysis software pack-
ages. A software infrastructure for theses kinds of experiments should provide the following set
of features:
1. The system should have a modular design that reflects modular nature of the experiment,
including the detectors and the front-end electronics. Truly independent modules require
interfaces that support high-level data exchange.
2. It should be simple to extend the functionality of the whole system by adding new inde-
pendent algorithms and front-end electronics modules as independent building blocks.
3. The composition of these building blocks should be as simple as possible. Especially during
the development phase, the changes should also be visible as fast as possible, preferably
without compilation of any source code.
4. Visualization of data should be as simple as possible, including the creation of gated his-
tograms with arbitrary conditions.
Existing software systems are inappropriate, because they fail to provide at least one of these
essential features. For example, Cracow [25] has a focus on item 4., but customizability and
composition of the algorithms is not part of its user interface. Users are confined to one fixed
analysis. UCESB [26] has a focus on 1., 2., and 3., but limits itself to the treatment of front-end
electronics and the unpacking of the data and does not help with the composition of analysis
algorithms for data reduction. NARVAL [27] fullfills items 1. and ostensibly 2. by providing
a freely configurable and modular system for data analysis. But it does not define a high-level
interface between the modules, and thereby creates an implicit dependency between algorithms
(fails item 2.). In addition, the configuration in XML does not fulfill the requirement of simplicity
(item 3.), and data visualization is not part of this system at all (item 4.) This chapter describes
a modular and user friendly software system was developed and tested that provides all required
features.
2.1 Generic tasks and customization points in event-based data analysis
Event-based data analysis is very common in nuclear structure research. It is a process of data
reduction, starting with list-mode data that contains events with correlated raw data from differ-
ent detectors. Typically, the process ends with histograms of highly processed and selected data,
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for example, a Doppler corrected γ-ray spectrum that appears in coincidence with a particle of
certain charge and mass. It makes sense to spend some time to identify the requirements for
analyzing this kind of data, because some aspects of event-based data analysis do not depend
on the details of the experimental setup. Within this chapter, these aspects are called “generic
tasks”. Each software program for event-based data analysis has to do these tasks in one form
or another. It is possible to factorize these generic parts of the analysis process into a reusable
software framework. Such a framework will contain solutions to all problems that are common
to any data analysis software, and will allow for easy customization of all parts that might be
specific to a particular analysis or experimental setup. The generic tasks are categorized into
four groups: raw data handling, data processing, data flow and data visualization.
Raw data handling
In each recorded event, the actual encoding of the information depends on the acquisition
system in use. Consequently, the decoding or unpacking1 part of the analysis software is not
generic and must be a point of customization. However, most of the electronics used in the
field of nuclear structure physics is modular. A specific type of ADC module can be found in
different experiments, and the encoding of data from that specific module is always the same.
Furthermore, the modules are grouped into readout units that correspond to their physical
arrangement in crates2. These readout units are groups of modules that are handled together
by the acquisition system and their encoded raw data is written sequentially into one block of
the raw data section of the event. Two generic tasks can be identified that can be implemented
in a generic framework.
• Given access to the raw data of a readout unit inside one event, the analysis software has
to unpack all data from the modules inside that readout unit in sequence.
• The software has to handle all readout units inside one event systematically. Such a read-
out unit is often given by the physical arrangements of readout modules in crates
At the same time, it must be possible to customize the specific parts of the data decoding
process. There are two points of customization.
• The details of the raw data unpacking depends on the type of modules used and is un-
known to the framework. It has to be possible to extend the framework by adding specific
module unpacking subprograms, so called unpackers.
• The composition of readout units and electronic modules therein is specific to each setup.
The software framework has to provide means to compose available unpacking programs
into sequential groups.
The first point is so general, that the only way to offer users of the framework full flexibility, is
to use a general purpose language for this part of the customization process. As the framework
itself is written in C++ the unpackers have to be provided by users in the form of C++ code.
The second customization point is conceptually simple. It can be done by enumerating the
mounted modules inside one readout unit and give each module a unique name. For simplicity,
this is done using a domain specific language (DSL). Listing 2.1 shows an example of how the
composition of unpackers is done in the Elder-DSL.
1 Unpacking is the process of extracting amplitudes and other recorded information from the raw data word
bit-patterns written by the data acquisition system.
2 in nuclear structure physics the VME standard is mostly used
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Figure 2.1.: Schematic representation of
necessary steps to analyze a single event.
Raw data is grouped in diﬀerent readout
units (red boxes), containing raw data of
diﬀerent physical acquisition modules (ADC,
TDC and QDC). Unpacked data is copied to
data processing nodes (blue boxes). The
directional and acyclic nature of the graph
(green background) is obvious, and repre-
sents a generic structure of all analysis pro-
grams. It is also indicated that the access
of the raw data source is not generic (blue
background), since the data format can-
not be known by the framework developer.
It could also come from diﬀerent sources,
such as files on a hard drive or it could be
streamed over the network.
Data processing and reduction
Once the raw data is converted into meaningful numbers, such as signal amplitudes or time
differences, the following steps of the data analysis process are commonly referred to as data
reduction. This can be for example: calibration of ADC values, the calculation of position
information from a particle tracking detector, or the Doppler correction of recorded γ-rays based
on the measured particle velocity and the γ-ray emission angle. Many of these procedures are
very well encapsulated in the sense that they require a given amount of input data to perform a
calculation and produce a well defined set of output data. Output data of one algorithm serve
as input data to other procedures. Such a structure can be described as a directed graph with
data processing and reduction at its nodes and data flow along its edges. The graph has to be
acyclic to guarantee a finite analysis time. A schematic drawing of the analysis process is shown
in figure 2.1.
Data flow
It is an important design goal, that the development of data reduction algorithms is indepen-
dent of the particular environment where the algorithm is being used. The motivation for this
is a reduction of work that is needed to integrate new algorithms into existing data analysis
software of a hosting experimental facility. It was observed in practice that it is time consuming
and error prone to integrate external algorithms into the software system of the hosting facility
if the interface for data exchange is different in the algorithm and the hosting program. The
added conversion layers3 decrease the readability and maintainability of the program. As ex-
periments are growing in size and complexity this problem will only become larger. Moreover,
most detectors are not stationary after development and are used at different facilities, where
the integration work has to be done again. An ideal situation would be, if all facilities and all
detector developers would agree on a common data exchange format and would use a system
3 usually written in a rush, just before the beam-time starts
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that enforces compliance to that format. The Elder framework developed in this work shows
one possible way to realize such a standard.
In the context of data exchange on a directed graph, this goal can be achieved by using a
limited set of high-level data types for the information flow between data processing nodes.
Any finite set of data types is limiting the possibilities of input and output data layout. A
trade-off has to be made between simplicity of the framework development on the one hand,
favoring fewer different data types, and the possibilities available to algorithm developers on
the other hand, favoring more different data types. Other aspect of this trade-off is the running
speed of the final analysis program: a very flexible data type can perform slower in situations
where a simpler data type would be sufficient. In the actual design, two different data types are
provided that will be discussed in detail in the following section. The task of describing the data
flow between the nodes of the directed graph is conceptually very simple. That is why the graph
layout was integrated in the same DSL that is already used to compose unpacking modules for
the raw data. Listing 2.1 shows how unpacked data from a crate is copied into a processing
node in the Elder-DSL.
Data visualization
Data visualization is identified as another generic task of event-based data analysis. It is
important for the diagnosis of experimental setups to look at histograms of particular quantities
in the data flow of the analysis graph. The framework should allow the creation of a histogram
by simply mentioning the value that should be filled into the histogram. Everything else, such
as the range or binning of the histogram, can be done automatically. Creation of histograms is
integrated into the same DSL that is used for unpacking and data flow definition. Listing 2.1
shows the creation of a x-y correlation histogram and an energy histogram of a double-sided
silicon strip detector.
A very similar generic visualization system was already realized in the Cracow program [25]
written by Jerzy Gre˛bosz. However, Cracow does not offer a customization of data unpacking
or data processing.
Closely connected to the task of visualization is the task of conditional analysis. Often, some
quantity inside the data flow is decisive for the treatment of other data. As an example, the
outgoing particle identification detector system calculates the charge of the outgoing particle
after passing the reaction target. Based on this number, the type of nuclear reaction can be
determined and the treatment of the data from γ-detectors might depend on that. Usually,
these decisions are done based on one or two dimensional ranges that have to be displayed
as an overlay on top of one or two dimensional spectra of the value that is tested against that
range. The need to define these one or two dimensional conditions on histograms is so common,
that it should be part of the framework. Many tools for visualizing histograms and conditions
are available. In order to respect user preferences, the actual way of visualizing should not be
fixed to a certain program or library, even if the creation of histograms and their association to a
condition should be handled by the framework. To achieve this, the actual visualization tool is a
customization point. The framework provides a C++ application programming interface (API)
for this purpose. Most visualization tools allow to be adapted for different experiments, and any
such tool4 can make use of the Elder framework functionality by calling Elder-API functions.
4 if the adaptation is done in C++
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Figure 2.2.: A simplified subset of the PreSPEC setup, which is used to present the Elder features.
A schematic drawing of the LYCCA target DSSSD readout and data acquisition is shown on the
left hand side. The detector provides 32 signals on each side, which are pre-amplified before
being processed by a shaper/CFD. On the right hand side, a schematic drawing of the physical
arrangement of the DAQmodules inside a VME crate can be seen. This points out the modularity
of the readout electronics, and the similarity of the physical crate and the crate block in the Elder-
DSL script in listing 2.1.
2.2 Design of the software framework
Based on the previous section, a software framework was designed and written in C++. In this
chapter design decisions will be discussed and the functionality will be presented. The main
features are introduced by means of examples. The framework is called Elder and is publicly
available [24]. It is intended to be used by other C++ programs. The software framework
contains three main components:
• A parser for the Elder-DSL Grammar that reads Elder-DSL scripts, such as listing 2.1, and
build the corresponding analysis graph.
• An API that makes Elder functionality available to other programs.
• A set of general data analysis algorithms.
2.2.1 Data flow description with the Elder-DSL
As presented in the introduction 2.1, three of four groups of generic tasks are only descriptive
and do not involve complex algorithms: the arrangement of modules in crates, the data flow in
the analysis graph, and the list of data that has to be visualized in histograms. Instead of using
the general purpose language C++ for these types of user customization, a much simpler do-
main specific language (DSL), the Elder-DSL, was defined with simplicity and user friendliness
as the main goal. As a simple example, the LYCCA target DSSSD readout is presented5. This
example will give an overview of how the Elder framework is used in practice. The DSSSD setup
is shown in figure 2.2. The complete analysis topology can be specified in an Elder-DSL script
as shown in listing 2.1.
1 using LYCCA # Load a shared library with name libelderptLYCCA.so .
5 see section 4.1 for a description of the LYCCA detector system
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23 crate TargetTofCrate # Specify a DAQ readout unit and name it: TargetTofCrate.
4 procid 1 # A number to identify the correct part of the raw data.
5 module adc1 LYCCA.ADC # Sequentially unpack data of two ADCs, using the ADC
6 module adc2 LYCCA.ADC # unpacker defined in the LYCCA shared library.
7 module tdc1 LYCCA.TDC # The module keyword is followed by the module name and
8 # and the unpacker type.
9 # Missing modules are ignored. The three multi−hit TDCs
10 # will not be unpacked.
11 end # finalize the readout unit with the ’end’ keyword
12
13 # The first processing node for data reduction: The DSSSD analysis algorithm
14 # is defined inside the LYCCA shared library as a class with name ‘Dsssd’.
15 processor TargetDSSSD LYCCA.Dsssd # Node name is "TargetDSSSD".
16 p_amplitudes[0:31] <- TargetTofCrate.adc1[0:31] # Take the ADC raw values
17 # (p−side)
18 n_amplitudes[0:31] <- TargetTofCrate.adc2[0:31] # and from the (n−side).
19 # Note the simultaneous
20 # assignment of 32
21 # values in a single line .
22 histogram x:y # Define a 2D−histogram and fill it with the particle coordinates.
23 histogram dE # Define a 1D−histogram and fill it with energy loss information.
24 end # Finalize the processing node with the ’end’ keyword.
Listing 2.1: Elder-DSL example, showing the unpacking and processing of data of the PreSPEC
target DSSSD detector. The analysis topology is described by a graph with two nodes. One
unpacking unit (crate) and one processing node (processor). The description of the sequential
unpacking is as modular as the electronics (see figure 2.2).
Nodes of the analysis graph are defined by two building blocks: crates and processors. In
listing 2.1, there is one node of each kind. Each block starts by the corresponding keyword,
crate or processor, followed by a unique node name, and each block ends with the end key-
word. For the processor block, the unique name of an algorithm must follow. Algorithms for
LYCCA analysis are provided by shared libraries filenames such as libelderptLYCCA.so in list-
ing 2.1 for the library with name LYCCA. Libraries are activated inside an Elder-DSL script by
using them.
For the selection of the subset of raw data that is passed to a crate node, the procid keyword
can be used. Sometimes, not all DAQ modules are producing data for all trigger conditions. In
such cases, the module line can be extended by listing the trigger numbers when it should be
unpacked. For example,
module adc1 LYCCA.ADC triggers 1 2
would only take action in an event where the trigger condition was 1 or 2.
Information flow between nodes is given by the edges in the graph. These are defined in
the receiving node, which is the TargetDSSSD in listing 2.1. The algorithm specifies what in-
formation it needs as inputs in order to work. In the case of the LYCCA.Dsssd processor, the
information is the amplitude of the p-side and n-side strip of the detector. The information about
input and output values of any processor must be part of the processor library documentation
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(libLYCCA.so in this case). The connection between the node TargetTofCrate.adc1 and the
TargetDSSSD.p_amplitudes is established in line 16 of listing 2.1 with the assignment symbol
<-, an arrow that points in the direction of data flow. The DSSSD detector is read by two 32-
channel ADCs, and the cabling was systematically done, such that strip number 0,1,2,... of the
detector was plugged into channel 0,1,2,... of the ADC.
The Elder-DSL script exploits the modular nature of raw data unpacking as far as possible.
Consider the setup in figure 2.2, but an additional DSSSD detector is added. The detectors are
named A and B, respectively. The DAQ-team mounts two more ADC modules and one more
TDC module into the crate. In order to adapt the analysis software for the changes in hardware,
the Elder-DSL script has to be updated from listing 2.1 to the following:
1 using LYCCA
2
3 crate DsssdCrate
4 procid 1
5 for $DET in A B # Modules for the DSSSD detectors A and B.
6 module adc1_$DET LYCCA.ADC # The suffix $DET is replaced with A and B
7 module adc2_$DET LYCCA.ADC # within the for block
8 module tdc1_$DET LYCCA.TDC
9 end
10 end
11
12 # Create two processing nodes for DSSSD detectors. Give them the suffix A and B
13 for $DET in A B
14 processor TargetDSSSD_$DET LYCCA.Dsssd # Node names are "TargetDSSSD_A"
15 # and "TargetDSSSD_B".
16 p_amplitudes[0:31] <- DsssdCrate.adc1_$DET[0:31]
17 n_amplitudes[0:31] <- DsssdCrate.adc2_$DET[0:31]
18
19 histogram x:y # Define a 2D−histogram and fill it with the particle coordinates.
20 histogram dE # Define a 1D−histogram and fill it with energy loss information.
21 end # Finalize the processing node with the ’end’ keyword.
22 end
Listing 2.2: The Elder-DSL script after updating the experimental setup to have two DSSSD
detectors.
The readout structure of the experiment becomes obvious when written in that way, much more
than in a lengthy lookup table, possibly hard-coded inside the analysis program, where all mod-
ules are written explicitly. If there are cabling mistakes, or intended exceptions to the systematic
cabling, these will be obvious to the reader of the Elder-DSL script, because the exceptions are
treated as such in the code and have to be written outside of the for block. An Elder-DSL script
is a functional summary of the signal routing and hardware setup for an experiment that can
be read and understood by anyone without much effort. It facilitates development and mainte-
nance compared to the development and maintenance of an analysis program written entirely
in C++, or any other general purpose language, where all kinds of problems unrelated to the
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data flow and unpacker composition can occur, and where the structure of the code may vary
depending on the personal style of the developer.
Data types on the graph
As mentioned in the introduction of this chapter, high level data types are needed to achieve
complete independence of the analysis algorithms. Any fixed set of available data types is
a compromise between development effort for the framework development, efficiency in the
execution and flexibility in the algorithm development. In any case, the available types must be
expressive enough to handle any practically relevant case of data transfer. That means, at least
one complex data type must be there to handle any thinkable situation. Simpler types can be
added to increase efficiency and user friendliness for particular situations. The Elder framework
in its current state contains two data types, a complex and a simple one.
Single values
The simplest, yet relevant piece of information that can move along the graph edges is a single
floating point number. Each such value has a globally unique name as a static6 property. Such
a number is produced by one node in the graph, and copied along the graph edges to one or
more nodes that need this specific number as input. In some cases, a computation cannot be
reasonably done if an input value is missing. For that reason, each value has a Boolean flag that
contains information about the validity of the number. If an algorithm produces a number as
output, it’s valid-flag is automatically set by the framework. In all other cases, this flag remains
invalid and all following algorithms in the data flow path can check that flag to prevent doing
computations with invalid input data. Note that in many current analysis software systems,
magic numbers7 are used for this purpose. This is bad practice, because the magic number
can fall inside the range of valid input data of a data processing stage. It may also happen,
that at one place the check for the magic number is forgotten, or a variable is accidentally not
initialized with the correct value. If such a value propagates a calibration step, it might not be
recognizable as the default value anymore and produce artifacts in the result.
A histogram of a single value can be created inside the Elder-DSL script by writing
histogram x inside a processor block. For each event, where the valid flag of x is true, the
value of x is sorted into the corresponding histogram. A two dimensional histogram, containing
a correlation plot of two valid single values x and y, can be created by writing histogram x:y
inside a processor block. In this case, for each event the tuple (x,y) is sorted into the histogram
if both, x and y are valid. Single value assignment is done using the arrow <- operator, which
copies the content of the right hand side to the left hand side.
Elder arrays
Single values are only theoretically sufficient to do all possible analysis tasks. For a larger
number of similar signals, single values are very inconvenient. The Elder framework provides
a second data type called array. Each array has a unique static name. Elder arrays are lists
of pairs of a floating point value and an integer index, where the index is limited to a range
from zero to N − 1. That makes N another static property of an array. Arrays can be inputs
6 the same for each event
7 typically large positive or negative numbers
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Figure 2.3.: Four examples of valid arrays with diﬀerent static names A,B,empty,C, index ranges
10,10,10,1, and diﬀerent dynamic lengths 6,4,0,6, respectively. In the array with name C, the
index is useless. Another data type without index would be more appropriate in this case. But
such a data type is not implemented in Elder yet.
or outputs of algorithms and their static properties, name, and index range N , are part of the
processor implementation. The array length, i.e. the number of (value, index) tuples is a
dynamic8 property of the array. The array length has no upper limit and multiple entries inside
the array may have the same index. All entries in an array are valid, therefore, array entries
do not need a valid flag. Examples of valid arrays and their content are given in figure 2.3. In
practice, arrays may contain data from a simple ADC module with multiple channels, where the
index would refer to the ADC channel number and the value would correspond to the measured
amplitude in that channel. Because the same index can occur multiple times in an array, it can
store data from more complicated modules such as a multihit-TDC module. Another use case is
to handle data from a γ-ray detector array, where the index would refer to the detector number
and the value represents the measured amplitude in that detector.
Visualization of arrays is more complicated than for single values. Consider an array with
name array and index range N . Inside a processor block in an Elder-DSL script, the syntax
histogram array causes the creation of N histograms, indexed from 0 to N−1. For each event,
all (value, index) pairs of the array are sorted into the histograms by putting the value into
the histogram addressed by index. In order to sort all values into one histogram, independent
of their index, a helper processor must be used. This processor is part of the libelderstd.so
library as part of the Elder software package. Listing 2.3 shows how to do this using a for block.
Correlation histograms of arrays with names array1 with length l1 and array2 with length
l2 can be created in different ways. This is already pointed out in a systematic way by Jerzy
Gre˛bosz in [25]. In Elder, there are four different possible meanings of the correlation of two
arrays: blind pairs, pairs, combinations and all combinations. The meaning of this is explained
in figure 2.4. They correspond to different treatment of the entries based on their indices. Blue
arrows represent the tuples of values, that are sorted into the 2D histogram.
• The first way of creating tuples is called blind pairs, and the Elder-DSL syntax for this is
histogram array1:array2. In this case, indices are ignored. The first tuple is created by
the first entry of array1 and the first entry of array2. The second tuple is created by the
second entry of both arrays, and so on. For each event, there will be min (l1, l2) tuples
created and filled into the histogram. Using blind pairs makes sense, only if both arrays
8 may be different for each event
19
1 processor Proc Library.ProcessorA
2 # Provides an array output: array (length = 3).
3 histogram array # create 3 histograms
4 end
5 using std
6 processor Helper std.array
7 for $i in [0:2]
8 entry[0] <- Proc.array[$i]
9 end
10 # the for block will be expanded to
11 # entry[0] <− Proc.array[0]
12 # entry[0] <− Proc.array[1]
13 # entry[0] <− Proc.array[2]
14 histogram entry # creates a single histogram
15 end
Listing 2.3:Workaround to create a single histogram of an array with diﬀerent indices.
are intentionally created without meaningful indices. This way would be more natural for
a data type without indices9, which does not exist in the current version of Elder.
• The second way is called pairs, and builds the tuples by finding all pairs of entries with
the same index. The Elder-DSL syntax for this form of array correlation is histogram
array1::array2, with two colons. An application of this kind of correlation is for example
the energy-time correlation of a detector array. In that case, the index would correspond
to detector number. If energy information is contained inside an array energy, time in-
formation is contained in another array time, and the indices of both arrays consistently
refer to the detector numer, the energy-time correlation plot can be created by writing
histogram energy::time.
• The third way is called combinations, and builds the tuples by taking all pairs of entries
with different indices. A use case for this is the creation of a γ-γ-coincidence matrix
for a γ detector array. For a symmetric matrix, all detectors10 are contained in a single
array gamma_array. The matrix can be created by writing histogram gamma_array:::
gamma_array. In case of a non symmetric matrix, different detector groups must be
assigned to different arrays, e.g. gamma_groupA and gamma_groupB. The matrix will
then be created by writing histogram gamma_groupA:::gamma_groupB or histogram
gamma_groupB:::gamma_groupA. The resulting histograms are transposed, but otherwise
identical.
• The fourth way is called all combinations, and builds tuples from all possible pairs, ignoring
indices. This can be useful if two detectors measure the same quantity, for example the
x-position of a particle. If both detectors have multi-hit capability, the correlation of both
x positions can be seen by writing histogram xpos1::::xpos2, with four colons. This
9 see the definition of multi-values below
10 including all indices
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Figure 2.4.: In any case, creating a 2D histogram from two arrays requires the formation of value
tuples that are sorted into the histogram. There are four diﬀerent meanings of doing this with
Elder arrays. In each of these cases, blue arrows form tuples from the values in the array entries
they point to.
mode of correlation would be more natural for an array type without indices, which does
not exist in the current version of Elder.
Multi-values
This data type does not exist in Elder, but would be a useful future addition. It could be used
in all cases where arrays are used without referring to the indices, for example in correlation
histograms using blind pairs and all combinations. The multi-value type would be identical to
the array type, but without the index field. Naturally, the syntax histogram mv would create
one histogram that will get all entries of the multi-value mv. In case of correlation histograms,
there would be two modes, pairs and combinations, that would be equivalent to the blind pairs
and all combinations of the array type. At the same time, this would as well reduce the cor-
relation modes for arrays to the two modes, pairs and combinations, while blind pairs and all
combinations could be removed.
Assignment
Given the two data types, arrays and single values, the rules of data assignment have to
be defined. Assignments are possible between both types in both directions. The rules are
designed to be intuitive. Their definition is given by the enumeration of all possibilities in
listing 2.4. Arrays can contain multiple entries with the same index. In case of an assignment
like val <- A.array[2], the value of valwill be equal to the last value with index 2 in A.array.
Information can be lost in such an assignment. If a specific hit selection of an array has to be
done, the selection scheme should be implemented inside a processor as part of a custom
library that is experiment specific, as described in the next paragraph.
1 processor A Library.ProcessorA
2 # Provides a single value output: value1.
3 # Provides a single value output: value2.
4 # Provides an array output: array (index range N = 5).
5 end
6
7 processor B Library.ProcessorB
8 # Has a single value input: val .
9 # Has an array input: arr (index range N = 4).
10
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11 # Assign single value to single value.
12 val <- A.value1
13 # Assign single value to array index.
14 arr[1] <- A.value1 # insert an entry into array with index 1 and value equal to A.value1.
15 arr[2] <- A.value1 # insert an entry into array with index 2 and value equal to A.value1.
16 arr[3] <- A.value2 # insert an entry into array with index 3 and value equal to A.value2.
17 # Assign array index to array index.
18 arr[1] <- A.array[0] # insert all entries of A.array with index 0 into array
19 # and change index to 1.
20 arr[2] <- A.array[1] # insert all entries of A.array with index 1 into array
21 # and change index to 1.
22
23 arr[1:2] <- A.array[0:1] # Assign multiple indices sequentially,
24 # equivalent to the two previous lines .
25 arr[1:2] <- A.array[1:0] # Same as above, but reversed:
26 # arr[1] <− A.array[1]
27 # arr[2] <− A.array[0]
28 # Invalid assignment trigger an error condition
29 arr[0:3] <- A.array[0:4] # ERROR: inconsistent index range
30 arr[10] <- A.value1 # ERROR: allowed indices are only [0],[1],[2], or[3]
31 # Assign array indices to single values.
32 # In case of multiple entries with index 2, the last value is taken.
33 val <- A.array[2] # Take last entry with index=2, and copy it’s value into val.
34 # Note that in case of multiple entries with index=2, information
35 # is lost .
36 end
Listing 2.4: Assignment rules for Elder data types. In all cases, Elder-DSL will check if the correct
number of channels were assigned (lines 25, 26 in listing 2.4) and signal an error to the user if
the index ranges are inconsistent.
2.2.2 Adding analysis algorithms
Until now, it was assumed that the analysis algorithms already exist, and were used as building
blocks of the analysis. This section introduces the basic mechanism of defining new processors.
It also explains the relation between the names of inputs and outputs (single values and ar-
rays) in the Elder-DSL script and the corresponding values in the C++ code of the algorithm
implementation. This mechanism is what makes true modular development possible.
Class declaration
All algorithms are represented by C++ classes that inherit from the elder::process::
Processor base class, provided as part of the Elder-API. Listing 2.5 shows the C++ header
file for a simplified version of an analysis algorithm for a double sided silicon strip detector
(DSSSD) with 32 strips on each side. This processor was used in the Elder-DSL script in listing
2.1. The purpose of this example is to present some of the main features of the Elder API and
how to write algorithms that can be used in Elder-DSL scripts.
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1 #ifndef DSSSD_HPP_
2 #define DSSSD_HPP_
3 #include <elderpt.hpp>
4 class DSSSD : public elderpt::process::Processor {
5 public:
6 // The processor initialization .
7 virtyal void initialize();
8 // The process method where the algorithm is implemented.
9 virtual void process();
10 // The interface documentation is part of the class declaration.
11 enum InputArray { // list all input arrays to this processor as C++ enumeration
12 amplitude_p, // adc amplitudes of p−side channels.
13 amplitude_n, // adc amplitudes of n−side channels.
14 };
15 enum Output {
16 x, // x−position
17 y, // y−position
18 dE, // energy loss
19 }
20 enum Coefficients {
21 cal_p, // calibration coefficients for p−side channels.
22 cal_n, // calibration coefficients for n−side channels.
23 }
24 };
25 #endif
Listing 2.5: A very simple processor for DSSSD analysis.
The enumerations are used to list all input and output data of the algorithm, and at the same
time, establish a link between C++ data and the names to access it in the Elder-DSL script.
That makes the header of an Elder processor file a useful piece of documentation by itself. In
addition to the enum values, a processor class must provide an initialization and a process
method.
Processor initialization
Inside the initializationmethod, the enum values are passed as arguments to Elder macros,
to notify the base class elderpt::process::Processor of the inputs and outputs and their
names, as can be seen in lines 6-14 of listing 2.6. After all enum values are treated, the init()
method has to be called. If parameters, conditions or calibration coefficients were defined, the
corresponding methods (in this case only read_coefficients()) have to be called.
1 void DSSSD::initialize()
2 {
3 // specify inputs
4 NAME_INPUT_ARRAY(amplitude_p, 32); // fix the index range to 32
5 NAME_INPUT_ARRAY(amplitude_n, 32);
6 // specify outputs
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7 NAME_OUTPUT_CHANNEL(x);
8 NAME_OUTPUT_CHANNEL(y);
9 NAME_OUTPUT_CHANNEL(dE);
10 // specify calibration coefficients
11 NAME_COEFFICIENTS_ARRAY(cal_p, 32);
12 NAME_COEFFICIENTS_ARRAY(cal_n, 32);
13 // read calibration coefficients from file
14 read_coefficients();
15 }
Listing 2.6: Constructor implementation of a very simple processor for DSSSD detectors.
There are also macros NAME_OUTPUT_ARRAY(name,N) and NAME_INUPT_CHANNEL(name), for the
definition of output arrays and input single values. Both are not used in this example. These
macros will provide the enumerated values as interface to the Elder graph framework, such
that in an Elder-DSL script an assignment amplitude_p[0:31] <- DsssdCrate.adc1[0:31]
is possible. Calling read_coefficients() opens a file, that should contain the calibration
coefficients for this algorithm as defined by the macro NAME_COEFFICIENTS_ARRAY(name,N).
If no such file exists, it is created containing default values. Comments in that file can be
introduced with the hash character #, and go until the end of the line. Each line starts with
a character string that specifies the name of the coefficient, followed by a list of floating point
numbers. These numbers are interpreted as coefficients of a polynomial. The first number is the
coefficient for order zero, the second number for the coefficient of order one, and so on. If the
coefficient was defined using the array macro NAME_COEFFICIENTS_ARRAY(cal_n, 32), there
will be 32 lines containing the same coefficient name and an index in square brackets like this:
1 cal_p[0] 1.6 1.05
2 cal_p[1] 0.4 1.31
3 # ...
4 cal_p[31] -0.1 1.12
5
6 cal_n[0] 1.4 0.92
7 # ...
8 cal_n[31] 0.1 0.87
Listing 2.7: A file with calibration coeﬃcients for DSSSD calibration. Here, two numbers per
coeﬃcient are given, i.e. a linear calibration is used. Higher order polynomial calibration can be
used by writing more numbers in the list of coeﬃcients.
The file name of this calibration file is derived from the name of the processor node inside the
Elder-DSL, with the .cal extension. The forward slash / character is allowed inside processor
names, to organize the calibration files in directories. If the calibration file with the coefficients
does not exist, it is created with default values 0 1 for all coefficients. Besides calibration coeffi-
cients, Elder-DSL processors can have two more data files with parameters for algorithms: condi-
tions .con and parameters .par. They are used in the same way as calibration coefficients, only
that their initialization inside the C++ class constructor is done with NAME_CONDITION_ARRAY(
condition_name, 32), NAME_PARAMETER_ARRAY(parameter_name, 32), read_conditions(),
and read_parameters(), respectively. There are versions of the macros without the _ARRAY ex-
tension. In this case there are no indexing square brackets after the name in the corresponding
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file. The framework does all book-keeping, such as memory allocation and file handling, so that
the user can focus on implementing an algorithm, and only has to specify his needs in terms of
input, output and parameters. In addition, any algorithm implemented in this way can be used
in any context inside an Elder-DSL script without making any modifications to C++ code. That
is what is meant by truly modular and reusable design.
Algorithm implementation
The starting point of any algorithm defined using the Elder-API is the process-method inside
the processor class. When that method is called within the Elder framework, all parameters are
already available and the input data from the current event is present. It remains to explain how
to access the input data, as well as the parameters/coefficients/conditions, and how to provide
the computed results as output of the processor node to the framework which will copy it to all
successive processors in the analysis graph.
1 // implementation of the algorithm
2 void DSSSD::process() {
3 // loop over all p−side entries and get index and value
4 double xpos;
5 double ypos;
6 double energy_loss;
7 for (int i = 0; i < input_array_size(amplitude_p); ++i) {
8 // This is the way to
9 int index = input_array_index(amplitude_p, i); // loop over any array:
10 double value = input_array_value(amplitude_p, i); // extract index and value
11 // based on the entry index i .
12 double energy = calibrate(cal_p, value, index);
13 // ... determine xpos
14 }
15 for (int i = 0; i < input_array_size(amplitude_n); ++i) {
16 // do the same for n−side and ypos
17 // ...
18 }
19 // fill the outputs of the processing node
20 set_output(x, xpos);
21 set_output(y, ypos);
22 set_output(dE, energy_loss);
23 }
Listing 2.8: Reading the input and providing the output for the simple DSSSD processor. Note the
way of looping over the array amplitude_p. The for-loop variable i enumerates all array entries,
and the number of entries is obtained by calling the method input_array_size(amplitude_p).
The index and value can then be obtained from the i-th array entry.
The valid flag for the output values is automatically set to true if the method set_output(
ouput_name, value) is called. If single values for input are used, the accessing method
would be input_valid(single_value_name) for the valid flag and the method input_value
(single_value_name) for it’s value. To access output arrays, the method with name
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fill_output_array(array_name,index,value) can be used. Table 2.1 summarizes the us-
age of input/output data and parameters inside processors.
2.2.3 Adding module unpackers
As described in section 2.2.1, two types of nodes are present in the data flow graph: processors
and crates. Processors contain algorithms for data reduction and crates are the source of the
data flow. The concept of crate-nodes is inspired by the modular nature of data acquisition with
modules in (VME-) crates. This is so common, that it is a core concept in the Elder-DSL to
combine modules in crates, using the Elder-DSL keywords crate and module (see listing 2.1).
The Elder API provides an interface for raw data unpackers. Like the interface for processors,
unpackers have to be C++ classes that inherit from the elder::unpack::Unpacker class, which
is part of the Elder-API. Every raw data unpacking code written as a C++ class using the Elder-
API can be used as module in an Elder-DSL script.
Inside each unpacker class, the method unpack_data(const uint32_t *data_ptr, const
uint32_t *data_end) has to be implemented. When the analysis is running, the Elder frame-
work will select from the raw data all readout units that match a given crate block. It will
then pass a pointer to the first word of the raw data from the matching readout unit as first
argument to the unpack_data method of the first unpacker module inside the crate block. The
second argument to that method is a pointer to a position right after the last valid raw data word
of the matching readout unit. This should be used by the unpack_data() method to prevent
reading beyond the valid data range. The return value of unpack_data() is a pointer after the
last 32-bit word that was read. This pointer is passed as first argument to the unpack_data()
method of the next unpacker module in the crate block. In this way, all unpacker modules are
processing the raw data in a sequential way. In addition to the unpack_data() method, the
clear() method has to be implemented. This should reset the internal state of the class11. The
clear() method is called by the framework before unpack_data() is called. In addition, there
are six more methods to implement. Two of them are used to provide some static data about
the unpacker to the Elder framework. These are:
• int num_channels() returns the number of different signal channels of this module. Oc-
casionally modules produce multiple information per channel, e.g. energy and time. In
this case, the unpacker can provide the energy and time information at different channel
indices. For example, a module can provide energy and time information for each hit in
each of its 8 channels. The unpacker can then provide 16 output channels, where channels
0 to 7 will contain energy information and channels 8 to 15 will contain time information.
• int raw_range() returns an integer that defines the number of bins in the raw spectrum
created by the Elder framework if raw spectra are enabled for a crate.
• bool jitter() returns a boolean that determines if a random jitter is added to each value
(see below). This method has a default implementation that returns true.
There are three methods for data access. Data access to unpackers is similar to Elder arrays.
After unpacking is done, each unpacker has a list of hits of (channel, value) pairs. The pairs
correspond to the (index, value) pair in Elder arrays. The different naming convention is used,
11 If the class has no internal state, this method can be empty
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because it is more common to talk about channels of electronic modules, rather than indices of
electronic modules. Another difference is, that values are not floating point numbers (double)
but 32-bit unsigned integers, because electronic modules tend to output integer values.
• size_t size() returns the number of hits in the module.
• int channel(size_t i) returns the channel of the i-th hit.
• uint32_t value(size_t i) returns the value of the i-th hit. If the jitter() method (see
above) returns true (which is the default implementation), the Elder framework will add
a uniformly distributed random number in the range [0,1[ to the returned value to avoid
aliasing.
The definition of an unpacker class depends very much on the details of the raw data format.
Therefore, no example will be given here, but common cases are contained as examples in the
Elder software package [24].
2.2.4 The Elder API for analysis programs
The Elder package contains an API that can be used by another program to parse Elder-DSL
scripts and use the Elder framework to analyze the data. The API consists of four classes:
elderpt::control::Controller, elderpt::control::Event, elderpt::control::Subevent,
and elderpt::viscon::Interface.
The elderpt::control::Controller is initialized with a std::string that contains the file-
name of an Elder-DSL script. During initialization, the elderpt::control::Controller will
create a data structure in memory that represents the analysis graph as described by that script.
After initialization, the program can read raw data event by event12, and analyze it using the
Elder-DSL graph. The raw data has to be converted into a format that can be passed to the
elderpt::control::Controller object. From that point, all analysis steps are handled by that
object. The raw data format to which the program has to convert, is similar to the raw data
format of the multi branch system (MBS), which is described in chapter 8 of [28], and repre-
sented by an object of type elderpt::control::Event. Each event contains information about
the recording time and the trigger condition. This information can be given to the constructor of
elderpt::control::Event. An event object contains a list of elderpt::control::Subevents,
and each subevent holds the raw data of one read out unit, i.e. concatenated raw data from
all modules inside that readout unit. Subevents are uniquely identified by a set of numbers
that are called procid, type, subtype, control, and subcrate. The names for the identifying
numbers were adopted from MBS data structures, and are used in Elder-DSL scripts inside the
crate blocks to select the appropriate section of raw data. For example, in listing 2.1, the state-
ment procid 1 was used to refer to the DSSSD part of the raw data. Other DAQ systems might
identify different sections of the raw data in other ways, and an appropriate mapping has to be
implemented when filling the event object. The constructors of event and subevent classes are
shown in listing 2.9.
1 elderpt::control::Event(uint32_t number,
2 uint32_t type,
12 The reading of raw data is not part of the Elder framework, because the representation of the data format is
completely up to the user.
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3 uint32_t trigger,
4 uint32_t time, // absolute time in seconds
5 uint32_t msec, // milisecond fraction of time
6 uint64_t timestamp); // absolute time in best possible
7 // resolution from the DAQ system
8
9 elderpt::control::Subevent(uint32_t procid,
10 uint32_t type,
11 uint32_t subtype,
12 uint32_t control,
13 uint32_t subcrate,
14 uint32_t length,
15 const uint32_t *data);
Listing 2.9: Constructors of event and subevent objects.
After the raw data and all related information have been copied into the event object, it can
be passed to the Controller object by calling the three methods control.clear(), control
.unpack(myInterface, event), and control.process(myInterface) in that order. The first
function will clear information from the previous event, the second will unpack the raw data,
and the third will pass all data along all edges of the analysis graph.
The argument myInterface is an interface object for visualization of histograms an condi-
tions. If the program has the possibility to create and display histograms, the Elder framework
can make use of these possibilities by means of an interface class called elderpt::viscon
::Interface. The namespace elderpt::viscon is an abbreviation for “visualization and
conditions”. The client program has to define a class that inherits from elderpt::viscon::
Interface, and can define the following 8 methods:
• virtual int hist1d_create(const char *name, const char *title,
const char *axis, int n_bins, double left, double right)
• virtual void hist1d_fill(Histogram1DHandle h, double value)
• virtual Histogram2DHandle hist2d_create(const char *name,
const char *title, const char *axis1, int n_bins1, double left1,
double right1, const char *axis2, int n_bins2, double left2,
double right2)
• virtual int cond1d_create(const char *name, double left, double right,
Histogram1DHandle h)
• virtual void cond1d_get(Condition1DHandle h, double &left, double &right)
• virtual void hist2d_fill(Histogram2DHandle h, double value1, double value2)
• virtual int cond2d_create(const char *name,
const std::vector<double> &points, Histogram2DHandle h)
• virtual void cond2d_get(Condition2DHandle h, std::vector<double> &points)
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If any method is not defined, the respective functionality will be missing in the program, but
the analysis is still able to run. For example, if only 1D-histograms are needed, it is sufficient
to implement only the two methods related to 1D-histograms. If no visualization of gates is
needed, the condXX methods do not need to be implemented. The xx_create methods return
an integer value, that must be a unique identifier of the created histogram. That same integer
is passed to the xx_fill methods, to identify the histogram that the framework wants to fill.
Note that there is additional functionality implemented in terms of the one and two dimensional
histograms. The ratemeter and waveform display depends on the availablility of 1D histograms,
and the picture display depends on the availability of 2D histograms.
The outline of a typical main() function of a front-end program can be seen in listing 2.10.
1 #include <elderpt.hpp>
2 #include <vector>
3 #include <MyHistogram.hpp>
4 class MyInterface : public elderpt::viscon::Interface
5 {
6 // a typical implementation
7 std::vector<MyHistogram> histograms;
8 virtual int hist1d_create(/* ... */) // see above
9 {
10 int handle = histograms.size();
11 histograms.push_back(MyHistogram(/* ... */));
12 return handle
13 }
14 virtual void hist1d_fill(Histogram1DHandle h, double value)
15 {
16 histograms[h].fill(value);
17 }
18 };
19
20 int main()
21 {
22 MyInterface myInterface;
23 elderpt::control::Controller
24 control("toplevel_analysis.config", myInterface);
25
26 // open raw data file
27 // ...
28
29 // loop over all raw data events
30 // and fill event structure
31 for (int e = 0; e < n_events; ++e)
32 {
33 elderpt::control::Event event(/* ... */); // see listing 2.9
34 for (int s = 0; s < n_subevents; ++s)
35 {
30
36 // get subevent raw data
37 // ...
38 elderpt::control::Subevent subevent(/* ... */); // see listing 2.9
39 event.push_back(subevent);
40 }
41
42 // pass event structure to Elder framework
43 control.clear();
44 control.unpack(myInterface, event); // all unpacking done
45 control.process(myInterface); // analysis done
46 }
47 }
Listing 2.10: Example of the outline of a front-end program using the Elder framework for data
processing.
For further information, refer to the example implementations of elderpt::viscon::
Interface classes in [24].
2.3 Conclusions
This chapter presented the key points of the Elder software framework design, which achieves
the goals mentioned in the introduction: a robust implementation of reappearing task in the de-
velopment of data analysis software, together with customization points for anything that really
differs between different setups. Simple examples were used to describe how this framework
can be used for data analysis with an Elder-DSL script, and how to write C++ programs using
the Elder-API.
Based on some experience with the implementation I can make the statement, that any anal-
ysis system using the Elder framework is a lot easier to maintain, understand, extend and use,
than typical programs that were written entirely in C++. Even if the implementation of a C++
program is modular, it is still easier to follow an Elder-DSL script than a C++ code in order to
understand the structure of the data flow. The framework helps to develop new systems fast and
with less possibilities to make mistakes, because existing components can be reused without any
effort due to the high degree of modularity. Furthermore, the framework encourages the use of
standardized parameter and calibration files.
Current usage
• During the PreSPEC campaign in 2014, the main tool for online analysis was a collection of
tools that contained already the major features of the elder framework. What is published
in [24] is the pure framework with slight improvements. The original PreSPEC analysis
tools were distributed and are available inside the PreSPEC collaboration (see chapter A).
• The PreSPEC analysis tools were used to analyze all data presented in this work in the
following chapters.
• It is currently in use at the university of Cologne to analyze data from the local MBS system
[29].
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• To test the flexibility of the API, a program was written in collaboration with M.L. Cortés,
which allows to replay raw data from the REX-Isolde facility and allows to use Elder-DSL
scripts for the analysis.
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3 Nuclear collision dynamics and Coulomb
excitation
In low-energy nuclear structure research, the majority of collision experiments is of the fixed
target type, where a beam with known properties (energy, momentum, charge) is shot on a
macroscopic piece of matter, typically a foil, and the collisions happen randomly with a certain
cross section. Among this type of experiments, many use beam energies of below 10MeV/u,
corresponding to a velocity of v/c < 0.145, which can be considered as non-relativistic. In
recent times, more experiments use energies of around a few hundred MeV/u, where v/c ≈ 0.5
and relativistic effects become important. The reason for the high beam energy is the demand
for experiments with beams of unstable, exotic nuclei which are often produced in reactions
of a stable beam with a thick primary target and a subsequent selection of the desired isotope
by a fragment separator. Higher energy is needed to maximize the production cross section of
the desired isotope, to increase its transmission through the spectrometer with limited angular
acceptance, and to allow thicker secondary reaction targets to compensate for the low beam
intensity. These experiments are in the so called intermediate energy regime and are likely to be
a major fraction of the upcoming nuclear structure experiments at the FAIR facility.
The aim of most of these experiments is to create inelastic reactions between the beam and
target nuclei. This is useful to either study the reaction itself, or the subsequent decay of the nu-
cleus to learn something about its structure. One important reaction mechanism is based on the
mutual electromagnetic interaction of colliding nuclei and is called Coulomb excitation. In such
a process, the distance between collision partners has to be larger than the range of the nuclear
interaction to ensure a purely electromagnetic excitation. Because Coulomb excitation is caused
by the time dependent fields of the collision partners along their trajectories, this chapter starts
with a fully relativistic numerical simulation of these trajectories, similar to [30]. The resulting
trajectories and fields are used to do a numerical coupled channel calculation of the excitation
amplitudes of the nuclei without imposing any approximation. Common approximations are
for example v/c ≪ 1 in the so called classical Coulomb excitation [5] or the approximation
of straight line trajectories at higher energies [31] which is often used in relativistic Coulomb
excitation. The computer program developed in this chapter reproduces the results of both
approximations and allows to calculate results for all intermediate situations.
3.1 Relativistic dynamics
In this section, the well-known equations of motion of charged particles in electromagnetic fields
are applied to describe the process of two-body collisions.
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The fundamental quantity in the special theory of relativity is the Lorentz-covariant four vec-
tor. For the solution of the problems discussed here, the relevant four vectors are:
position: (xµ) =

c t
x⃗

(3.1)
velocity: (uµ) =
d
dτ
(xµ) = γ
d
d t
(xµ) = γ

c
v⃗

(3.2)
momentum: (pµ) =

E/c
p⃗

= m (uµ) = mγ

c
v⃗

(3.3)
electromagnetic potential: (Aµ) =

φ
A⃗

, (3.4)
with the relativistic factor γ= 1/(1− (v/c)2)1/2. The notation xµ indicates the µ-th component
of the four-vector, while (xµ) represents the vector itself. For the electromagnetic quantities, the
Gauss system is used because it simplifies the discussion of electromagnetic dynamics with four-
vectors. In this system electric and magnetic fields have the same units, which seems natural as
they emerge from the same four-vector potential. For the elementary charge e2 the expression
αħh c = 1.44MeVfm is used because it evaluates to the same number in SI and Gauss units. This
allows to evaluate the formulas using a SI-aware calculator, such as GNU units [32].
3.1.1 Equations of motion
The relativistic equation of motion of a charged particle in an external electromagnetic field is
(see for example [30])
dpµ
dτ
=
q
c
Fµν uν with F
µν = ∂ µAν − ∂ νAµ =

0 −E⃗T
E⃗ B

and B=
 0 −Bz ByBz 0 −Bx−By Bx 0
 ,
(3.5)
where pµ and uν are the four vectors of momentum and velocity, and E⃗ and B⃗ are the three
vectors of the external electric and magnetic field vectors, respectively.
It is convenient to derive a differential equation for the three-velocity, depending on the three-
vectors E⃗, B⃗ and v⃗ . By inserting the explicit expressions (3.2,3.3) for pµ and uν in (3.5),
d v⃗
d t
=
q
mγ

E⃗ + β⃗ × B⃗ − β⃗  β⃗ · E⃗ with β⃗ = v⃗
c
. (3.6)
The first term in (3.6) is the electrostatic acceleration, the second term is the Lorentz force of a
charged particle inside an external magnetic field, and the third term is preventing any electric
field to accelerate a charged particle beyond the speed of light.
3.1.2 Retarded electromagnetic fields
A relativistic description of the dynamics of particles has to take into account the finite speed
(of light) with which any change in the dynamical situation of one particle is propagating to-
wards the collision partner. This effect is called retardation and is visualized in figure 3.1.
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Laboratory system
b
CM system
−R⃗
Figure 3.1.: A scattering pro-
cess of 80Kr (red) at Ekin =
150MeV/u on 197Au (blue)
with an impact parameter
b = 15 fm in diﬀerent ref-
erence frames. Thick col-
ored lines show particle tra-
jectories. Black arrows indi-
cate the retardation eﬀect by
pointing from a particle’s po-
sition at time t (dark circle)
to it’s collision partner’s posi-
tions at an earlier time tret.
The derivation for the equations for the retarded electromagnetic fields is given for example in
[33]. It starts from the covariant expression of the four vector potential, the Liénard-Wiechert
potentials:
Aµ (r⃗, t) =
q uµret
uνret Rν
or φ (r⃗, t) =
q
R− R⃗ · β⃗ret
, A⃗(r⃗, t) =
q β⃗ret
R− R⃗ · β⃗ret
, (3.7)
where β⃗ret = β⃗source(tret). From (3.7) follow the E⃗ and B⃗ fields at the particle’s location r⃗ at time
t, caused by the collision partner on a location r⃗ret at time tret:
E⃗ (r⃗, t) =
q
 
e⃗R − β⃗ret

R2 γ2
 
1− β⃗ret · e⃗R
3 + q e⃗R ×
 
e⃗R − β⃗ret
× ˙⃗βret
c R
 
1− β⃗ret · e⃗R
3 (3.8)
B⃗ (r⃗, t) = e⃗R × E⃗ , (3.9)
where R =
R⃗ , e⃗R = R⃗R and R⃗ = r⃗ − r⃗ret. The retarded time tret is implicitly defined by the
relation
c (t − tret) = r⃗ − r⃗ret , (3.10)
which expresses the fact that any change in the movement of the collision partner has to prop-
agate some distance with the speed of light c before it can take effect on the motion of another
particle at a different location. The position r⃗ret = r⃗source(tret) is given by the location of the
field-creating particle at the retarded time, while the position r⃗ = r⃗probe(t) refers to the position
and time where the field is probed.
Equation (3.8) has two terms, of which the first one describes the field of a non-accelerated
charged particle. The second term vanishes for uniform motions, and is proportional to the ac-
celeration. It describes the emission of electromagnetic waves, known as synchrotron radiation.
As it turns out in section 3.2.2, this is a minor contribution in the collision problem.
The solution of equation (3.10) is problematic in numerical calculations of particle dynamics,
because the simulation will start a point t0 in time, but information from the past tret < t0
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are needed to calculate forces at time t0. This fact reduces the application of such numerical
computations to situations, where at the start of the simulation, any mutual interaction is small
enough to be neglected. Fortunately, this is the case for the two-particle collision, where only
scattering orbits are of interest. The same technique could not be applied to make relativistic
simulations of bound orbits and it is interesting to realize that an apparently simple numerical
problem of two moving particles in a bound orbit is so difficult.
3.2 Numerical scattering solutions of the relativistic Kepler problem
The numerical simulation of the relativistic two-body collision process has three main tasks: de-
termination of the retarded time by solving (3.10), implementation of the equations of motion,
and the numerical integration of the coupled differential equations.
3.2.1 Implementation
As units of measurement, the program uses zs for time, fm for length, and MeV for energy. In
order to solve (3.10) for tret, the simulated trajectories of both particles have to be memorized
from the starting time t0 until the current simulation time t. Further, it must be possible to
get the trajectory at any time tret < t0 before the simulation has started by extrapolating the
starting conditions into the past, assuming that all interactions that happened were negligible.
The simulation is done in discrete steps in time, serving as supporting points of the particle
trajectory. Because trajectories need to be computed at any tret, also between two supporting
points, fifth-order splines are used to interpolate between the two closest supporting points to
get precise values for rret and vret. The order of five is determined by demanding a smooth
function of the trajectory itself and its first and second derivative, which correspond to position,
velocity and acceleration, respectively. For both particles, the value of tret has to be determined.
This can be done using bisection on a given time interval [ta,i, tb,i] along the trajectory of the
collision partner, starting with the full history [ta,0, tb,0] = [t0, t]. Each time the interval is split
in two equal parts [ta,i, tm,i], [tm,i, tb,i] with tm,i = (ta,i + tb,i)/2 and the condition
c (t − tm)< r⃗probe(t)− r⃗source(tm) (3.11)
it is tested. In case (3.11) is true, tb,i+1 = tm,i, otherwise ta,i+1 = tm,i. The iteration continues
until tb,i − ta,i < ϵ and tret = tm,i is taken as solution of (3.10). For the following calculations,
ϵ = 5 · 10−12 was used as limit.
Knowing tret, the coupled equation of motions for the movement of the projectile follow from
equation (3.5)
d r⃗proj
d t
= v⃗proj(t) (3.12)
d v⃗proj
d t
=
qproj
mproj γproj(t)

E⃗
 
r⃗proj, t

+ β⃗proj × B⃗
 
r⃗proj, t
− β⃗proj  β⃗ · E⃗  r⃗proj, t (3.13)
dτproj
d t
=
t
γproj(t)
. (3.14)
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The equations for the target are obtained by swapping the indices proj and targ in equations
(3.12-3.14). Given that the trajectory is confined to a two-dimensional plane, the vector quan-
tities in (3.12-3.14) are non-zero in two dimensions, and including the equation for the proper
time (3.14), there are in total ten coupled differential equations.
Integrating these coupled differential equations is nowadays easy, using advanced and freely
available numeric libraries, such as the GNU scientific library (GSL) [34]. The GSL provides a va-
riety of integration algorithms for coupled differential equations of which the Explicit embedded
Runge-Kutta-Fehlberg (4, 5) method (RKF45) [35] was chosen. The numbers in the parentheses
refer to the order of the integration (fourth order) and error estimation (fifth order), respec-
tively. RKF45 provides adaptive step size control to achieve the desired precision in the end
result and is advertised in the GSL manual as good general purpose integrator.
3.2.2 Verification of the simulation
In each numerical simulation, it is important to ensure the correctness and to quantify the
accuracy of the results. If analytic solutions for special cases of the problem are known the
simulation can be precisely tested against them for these cases. In the case of relativistic two-
particle collisions, another way to verify a solution is possible. The simulation can run in two
different reference frames and the results from both simulations can be compared after boosting
them into the same system. Both verification methods are applied in the following and confirm
the correctness of the implementation.
Analytic solutions are available in the non-relativistic limit [5] where 1 ≫ v/c, and for ex-
treme forward scattering which is the case for fast projectiles with v/c ≈ 1, or for projectiles
with a large impact parameter. The latter case is covered by the straight-line approximation
[31]. For intermediate velocities, where none of the aforementioned conditions is valid, solu-
tions are available [36] for large mass asymmetry, i.e. mtarg ≫ mproj.
Rutherford trajectories, the non-relativistic limit
In the first case, the trajectories are given as the classical Kepler hyperbolas. The following
parameterization (3.16), using the parameter w defined in (3.15), is taken from [5]
t =
a
v
(b sinhw+w) , r = a (b coshw+ 1) , (3.15)
x = a (coshw+ b) , y = a
p
b2 − 1 sinhw , z = 0 , (3.16)
and is valid for the center-of-mass (CM) system, where t is the time, r =
r⃗proj − r⃗targ is the
distance of the collision partners, b the impact parameter and the parameter a is half the dis-
tance of closest approach of the two particles. This half-distance of closest approach is defined
by the strength of electromagnetic repulsion, the initial relative velocity v and the reduced mass
µ= (mprojmtarg)/(mproj +mtarg) as
a =
Zproj Ztargαħh c
µ v 2
. (3.17)
The scattering angle in the laboratory frame is related to the impact parameter b by
tan

ϑ
2

=
a
b
. (3.18)
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Figure 3.2.: Comparison of the analytic results with numeric solution, based on the relative devi-
ation between the two positions at a given time t. The picture on the left hand side shows an
overlay of all simulated trajectories (colored lines) and the corresponding Rutherford trajectory
(dashed line). On the right hand side, the deviation of the simulated from the analytic solution
is plotted over time. Diﬀerently colored lines represent simulations using diﬀerent integration
intervals (t ∈ [−T, T]).
Figures 3.2 and 3.3 show the agreement of the simulation with the Rutherford solution using
80Kr on 197Au at 0.01MeV/u at an impact parameter of b = 40 fm with varying integration
intervals t ∈ [−T, T]. The required relative precision in the integration routine was 10−6. The
simulation was performed in the CM-frame and the comparison was done using the relative
distance of projectile and target r⃗proj − r⃗targ. In the simulation, the initial projectile velocity is
along the x-axis. For a comparison with the analytical result of the Rutherford parameterization,
the final simulated trajectory has to be rotated by half the simulated scattering angle ϑ/2. It can
be seen, that the agreement is in general good, and that it is important for low velocities to start
the integration early enough, i.e with a large value of T , because the momentum change caused
by a tiny field at large distances can have a big relative impact if the particle is moving slowly.
The agreement is better for smaller velocities, as it is expected by the non-relativistic nature of
the analytical solution.
Straight line approximation
The second analytic extreme case is the straight line approximation at high projectile velocity
v/c ≈ 1 or large impact parameter, where the target is assumed to be stationary and the projec-
tile is moving exactly on a straight line with distance b to the target. A scattering angle ϑ can
be defined by calculating the transverse momentum transfer ∆p due to the field of the target
and ϑ ≈ ∆p/p, where p = γm v is the momentum of the incoming projectile. This results in
the following formula for the scattering angle (see for example [21])
ϑlab =
2 Zproj Ztarαħh c
mproj v 2 γ b
(3.19)
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Figure 3.3.: Same situation as in figure 3.2, only the integration interval is constant (T = 100 fs),
while the kinetic energy of the projectile is varied. Because the simulation is fully relativistic, it
agrees with the non-relativistic analytic trajectories only at low energies.
The following discussion is similar to [33]. In the rest frame of the projectile, the resulting field
that is caused by the collision partner is the Lorentz-boosted electric field of a stationary charge
E⃗ = q
r⃗
r3
, B⃗ = 0 , (3.20)
where r3 =
 
b2 + γ2 v 2 t2
3/2
for the straight line movement. The transformation of the elec-
tric and magnetic field is given by F ′αβ = ΛαµΛβν Fµν. Applied on (3.20), this results in the
following equations for the E⃗ and B⃗ vectors:
Ex(t) =
−qγ v t
(b2 + γ2 v 2 t2)3/2
, Ey(t) =
qγ b
(b2 + γ2 v 2 t2)3/2
, Bz(t) =
qγ bβ
(b2 + γ2 v 2 t2)3/2
,
(3.21)
while the other components are zero (Ez = Bx = By = 0). Equations (3.21) are valid in the
rest frame of the field-probing particle and the field-creating particle with change q moves with
velocity v along the x-axis at y = b. In [31], an improvement to equations (3.21) and (3.19)
is introduced by taking into account the displacement of target and projectile, caused by the
mutual repulsion in transversal direction during fly-by. The expression for a modified impact
parameter, using the reduced mass µ, is given as
b′ = b+ pi
2
Zproj Ztargαħh c
µ v 2 γ
. (3.22)
In order to make a quantitative comparison of the simulation results with the straight line ap-
proximation, not the points on the trajectory but rather the field and the scattering angle is
chosen. The simulated fields have to be transformed into the rest frame of the particle on which
they act and have to be evaluated at the proper time τ (3.14) of the particle. In this case, the
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Figure 3.4.: On the left hand side, the strength of the electric and magnetic field components
are plotted in the projectile rest frame for an initial kinetic energy of 400MeV/u. Colored lines
represent numerical results of the relativistic simulation, and the dashed, black lines are calcu-
lated using equations (3.21) of the straight line (s.l.) approximation with the displaced impact
parameter from equation (3.22). The relative diﬀerence of simulated and analytic field strengths
can be seen on the right hand side.
agreement is good for very large velocities, as can be seen in figure 3.4. The projectile and target
isotopes were the same as described in figure 3.2. The impact parameters were chosen to be
b = 15 fm and the x-axis points in the direction of the initial projectile velocity. Better agreement
is achieved for higher impact energies, as the straight-line approximation becomes more accu-
rate. The deviation from the straight-line field (3.21) and simulation is below 1% in the time
frame of close proximity. The agreement confirms a correct implementation of the equations of
motion and Lorentz transformation of the fields. Note that figure 3.4 looks identical, regardless
of being simulated in the laboratory frame or the center-of-mass (CM) frame of reference. In
order to get a full overview of the transition between Rutherford and straight line approxima-
tion, one can plot the resulting scattering angle over the kinetic energy of the projectile. This
is done in figure 3.5 in the laboratory and in the center-of-mass frames. Figure 3.6 shows the
same situation at a fixed incident kinetic energy of the projectile and various impact param-
eter. The simulation agrees with the approximative results at the low and high energy limit.
Another valuable information that can be obtained from these pictures is the range of validity
of the approximations and the quantitative difference to a rigorous numerical simulation with-
out approximations. The performance of both, Rutherford and straight-line approximations, is
surprisingly good. For the considered case, only in the energy range between 50MeV/u and
300MeV/u the deviation from the true scattering angle is larger than 1% and stays below 5%
for all energies if the correct approximation is chosen.
The infinite mass limit
The relativistic two-particle scattering problem has an analytic solution if one of the two
masses is much larger than the other one (mtar ≫ mproj), or equivalently, if one mass is infinite
[37]. In this approximation, the equations (3.15) and (3.16) are valid, only the half distance of
closest approach a has to be replaced by a/γ, where gamma is γ= 1/
p
1− β2. This is used as a
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Figure 3.8.: Relative dif-
ference of the scatter-
ing angles from simula-
tions in laboratory and
CM frame. The quan-
tity ϵ is the relative ac-
curacy requested from
the RKF45 solver.
third test case for the numerical solution. One of the most extreme cases is the elastic scattering
of a proton on 208Pb, of which the simulation results can be seen in figure 3.7 over a wide range
of energies with a fixed impact parameter.
Consistency of the results obtained in diﬀerent reference systems
The three previous methods rely on the comparison of simulation results for special cases to
the analytic results that are available for these cases. An independent method of verification of
results does not rely on special cases. The simulation can be executed in two different reference
frames and both results can be compared after they have being transformed into the same
reference frame. This will be shown here by comparing the obtained scattering angles of a
simulation in the laboratory frame and the center of mass frame. Given the momentum four
vector (3.3), one can see that v⃗ = p⃗/(E c). In the case of a two-particle system, the velocity of
the center of mass can be determined in the same way from the total momentum four vector
pproj + ptarg. One obtains
v⃗CM = c
p⃗proj + p⃗targ
Eproj + Etarg
. (3.23)
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Figure 3.8 shows a comparison of the scattering angle ϑCM, obtained in a simulation in the CM
frame and in the laboratory frame. For lower energies, an explanation of the deviation might
be a too short integration interval. For energies above 10GeV/u the stability of the integration
becomes an issue. Too small solver accuracy does not yield a stable solution in this region. This
is, however, not relevant for any practical purpose.
3.3 Coulomb excitation
Coulomb excitation is the process of exciting intrinsic degrees of freedom of a nucleus during the
collision with another nucleus by means of the time dependent mutual electromagnetic field that
is created by the collision partner. In the semi-classical theoretical description of the Coulomb
excitation process the particle movement can be approximately described in terms of classical
trajectories instead of quantum mechanical wave functions. The Sommerfeld parameter is a
quantitative measure that indicates whether that description is valid. It compares the dimension
of the De Broglie wave length λ = h/p = h/(µ v ) of the particles with their minimum spatial
separation in a collision process. In this case the spatial separation is given by the distance of
closest approach in a central collision, and the Sommerfeld parameter is defined in the non-
relativistic case as
η=
2αħh c Zproj Ztarg
ħh v . (3.24)
For η ≫ 1 a description of the excitation process with classical trajectories is justified. This is
the case for practically all Coulomb excitation experiments with heavy ions. For example, in the
collision of 80Kr on 197Au at v = 0.5 c the Sommerfeld parameter is η ≈ 102. Further, the semi-
classical description of Coulomb excitation has two main ingredients: a particle trajectory with a
time dependent perturbative field, and the quantum mechanical tool of time dependent pertur-
bation theory. The trajectories and the corresponding fields have been calculated in the previous
section and are available in the most general form as a result of the numerical calculation. In
the following, the time dependent perturbation theory is discussed.
3.3.1 Time dependent perturbation theory
Quantum mechanical perturbation theory describes transition probabilities between eigenstates
of an unperturbed system
Hˆ0 |n〉= En |n〉 , (3.25)
induced by a small, time dependent, additional potential Vˆ (t), see for example chapter 41 of
[38]. The resulting transition probability is given by the expression
cn→m =
1
iħh
∫ ∞
−∞
eiωmn t 〈m| Vˆ (t) |n〉 d t with ωmn = Em − Enħh . (3.26)
If more than one excited level is of relevance, one can write a system of differential equations for
the time evolution of the occupation probabilities cn(t), the so called coupled channel equations
dcm(t)
d t
=
1
iħh
∑
n
eiωmn t 〈m| Vˆ (t) |n〉 cn(t) . (3.27)
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r⃗r⃗2(t)
ρ(r⃗)
q2
d3r
Figure 3.9.: Schematic visualization of the interaction of
a nucleus with the scalar monopole field of its collision
partner. A small volume element inside the charge dis-
tribution ρ(r⃗) interacts with the point charge q2. This
has to be integrated over the charge distribution in or-
der to get the total interaction. The strength of the po-
tential is indicated by the red color being proportional
to ln(φ). The blue area indicates the charge distribu-
tion, which has the coordinate system (blue arrows)
in its center. The dotted circle represents the numeri-
cal integration on a sphere with radius rϵ = 0.1 fm of
equation (3.33)
The time dependent potential energy Vˆ (t) represents the interaction of the nucleus with the
electromagnetic field that is created by the collision partner. It has an electrical and a magnetic
component of which only the electrical one is considered here:
V (t) = VE(t) + VM(t) with VE(t) =
∫
φ(t, r⃗ − r⃗2)ρ(r⃗) d3r (3.28)
VE(t) depends on the charge distribution ρ of the excited nucleus and the time dependent scalar
potential φ of the collision partner, which is located at position r⃗2 from the perspective of the
excited nucleus. The expressions are all valid in a coordinate system that is at the center of the
charge distribution of the excited nucleus. The situation is shown schematically in figure 3.9 for
the scalar potential. Note that this is a simplified picture, because retardation is neglected. The
detailed way of calculating the potential including retardation is described in section 3.3.2.
Another way of describing the potential energy is in terms of the contributions from different
multipole moments MEλµ of the charge distribution
V (t) =
∑
λµ
SEλµ(t)MEλµ , (3.29)
where SEλµ(t) are the multipole components of the field at the center of the charge distribu-
tion. This becomes clear by looking at the examples of electrical monopole and dipole: the
potential energy of a charge distribution with only an electrical monopole moment inside an
electrical potential only depends on the height of the potential function at the center of the
charge distribution, i.e. the monopole moment of the potential function at that point, while the
potential energy of a charge distribution with only an electrical dipole moment depends only on
the gradient of the potential function, i.e. the dipole moment of the potential function.
In spherical coordinates, the classical multipole moments of an electric charge distribution
are defined as
MEλµ =
∫
rλ Y ∗λµ(ϑ,ϕ)ρ(r⃗) d3r . (3.30)
In quantum mechanics, the multipole moments are expectation values of the multipole operator
MEλµ = 〈m| MˆEλµ |n〉
= 〈Im,Mm| MˆEλµ |In,Mn〉= (−1)In−Mn

In λ Im−Mn µ Mm

i(−λ)


Im
iλ MˆEλ In︸ ︷︷ ︸
∈R
, (3.31)
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which can be expressed in terms of the reduced matrix elements using the Wigner-Eckard the-
orem. The factor iλ in the reduced matrix elements is a phase convention in the nuclear wave
function and makes the matrix elements real numbers, as described in [5, appendix E]. These
matrix elements fulfill the following symmetry relation

Im
iλ MˆEλ In= (−1)λ+In−Im 
In iλ MˆEλ Im . (3.32)
The multipole components of an electrical potential can be calculated by
SEλµ(t) = limr→0
1
rλ
∫
Ω
φ(t, r⃗(ϑ,ϕ, r))Yλµ(ϑ,ϕ)dΩ . (3.33)
In the case of Coulomb excitation, the time dependence of the potential function is created by
the relative movement of the nuclei along their orbits. Therefore, the quantity SEλµ(t) is also
called orbital integral. There are also contributions from the magnetic multipoles MMλµ and
magnetic orbital integrals SMλµ(t), which are not discussed here.
With (3.32) and (3.29), the coupled channel differential equation (3.27) becomes
dcm(τ)
dτ
=
αħh c
iħh
∑
nλµ
eiωmn τ (−1)In−Mn

In λ Im−Mn µ Mm

i(−λ)


Im
iλ MˆEλ In SEλµ(τ) cn(τ) .
(3.34)
Note that the equations (3.34) are correct even in the relativistic case because they are now
written in terms of the proper time τ in the rest frame of the excited nucleus, and that the
potential φ has to be transformed into the rest frame as well before calculating SEλµ.
One general and helpful observation about coupled channel calculations can be found if the
system of equations (3.27) is written in terms of a matrix multiplication:
dc⃗(t)
d t
= M(t) c⃗(t) with Mnm(t) =
1
iħh e
iωmn t 〈m| Vˆ (t) |n〉 . (3.35)
The matrix M has to fulfill one property that can be derived by demanding that the sum of occu-
pation probabilities
∑
m |cm|2 has to be one, as it is the case for any probability distribution. This
condition can be written in the vector formulation: c⃗† c⃗ = 1. It follows from this requirement,
that the time derivative dd t c⃗
† c⃗ must vanish, which in turn requires Mi j = −M∗ji, i.e. M has to be
anti-hermitian.
3.3.2 Numerical solution
In order to solve (3.34) in the most general case, the same GSL integration routine that was
already successfully applied to the trajectories is used again. However, one can not rely on the
adaptive step size control of the integrator, because the interaction strength is nonzero only for a
very short period of time around the point of closest approach. A free running integrator would
increase the step size, because it is integrating zero all the time. Then it would jump with large
steps over the relevant part of the time evolution. In order to prevent this, the time steps of the
trajectory calculation are imposed to the algorithm. Only if the algorithm demands a smaller
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step size, which can happen around the point of closest approach, the step size request of the
algorithms is granted. The integration routine works with the simulation frame time variable t,
so the set of differential equations has to be transformed from the time τ in the rest frame of
the excited nucleus to the simulation time t by
dcm
d t
=
dcm
dτ
dτ
d t
=
dcm
dτ
1
γ
, (3.36)
where γ is the relativistic factor of the excited nucleus in the simulation frame of reference.
The potential φ can be calculated from the relative position and velocity that is available in the
simulation frame of reference at any time t. If at the beginning of the simulation at t0 only an
initial state n (e.g. the ground state) was populated cm = δmn, then, at the end of the simulation
(tend), the occupation probabilities represent what is also called excitation amplitude
an→m = cm(tend) . (3.37)
The remaining problem is the correct numerical calculation of the orbital integral SEλµ(τ)
in (3.33). The limit r → 0 can not be realized. Instead, a small value of rϵ = 0.1 fm is used.
The spherical surface integral (3.33) is calculated using the Lebedev-Laikov quadrature [39],
where the integral is approximated by a finite sum over points r⃗LL(ϑi,ϕi) on the surface of a
unit sphere and corresponding weights:∫
Ω
f (r⃗(ϑ,ϕ)) dΩ≈ 4pi∑
i
wi f (r⃗LL(ϑi,ϕi)) . (3.38)
A Fortran program [40] was used to calculate tables of points and weights. For each Lebedev-
Laikov integration point r⃗proj(t) + r⃗LL(ϑi,ϕi) on the sphere at simulation time t, the potential
φ from equation (3.7) has to be calculated. The retarded time tret = tret(t, r⃗probe(t) + rϵ r⃗LL)
at which the velocity and position of the collision partner has to be evaluated is different for
different points on the sphere. It depends on the simulation time t, as well as the position
r⃗proj+ r⃗LL where the field is probed, i.e. the position of the field probing nucleus plus the current
Lebedev-Laikov integration point on the integration sphere. When the retarded time for the
integration point is known, the two relevant quantities R⃗ and βret for the evaluation of (3.7) can
be determined. After the lookup of these values in the history of the trajectory, they have to be
transformed into the rest frame of the excited nucleus. This is done by forming the following
four vectors, as in (3.1) and (3.2). 
u′µret

= γ c

1
β⃗source(tret)

and
 
R′µret

=

c (t − tret)
r⃗probe(t) + rϵ r⃗LL − r⃗source(tret)

. (3.39)
Note that R′µ is a light-like Lorentz vector. A multiplication of both four vectors with the Lorentz
boost matrix Λµν(β⃗probe) transforms them into the rest frame of the excited, field probing nu-
cleus
Rµ = Λµν R
′ν and uµ = Λµν u′ν , (3.40)
and the quantities R⃗ and β⃗ret can be extracted from the boosted vectors. Here, R
µ is a “real” four
vector (with four components) because the integration sphere has points outside the reaction
plane.
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For completeness, the general Lorentz boost matrix is given here as a function of the three
velocity β⃗ = v⃗/c. Only the matrix elements on and on top of the diagonal are given, because
the matrix is symmetric.
 
Λµν

=

γ −γβ1 −γβ2 −γβ3
. . . 1+ (γ− 1) β21|β⃗|2 (γ− 1)
β1 β2
|β⃗|2 (γ− 1)
β1 β3
|β⃗|2
. . . . . . 1+ (γ− 1) β22|β⃗|2 (γ− 1)
β2 β3
|β⃗|2
. . . . . . . . . 1+ (γ− 1) β23|β⃗|2
 (3.41)
3.3.3 Analytic solution for the straight line approximation
For fast projectiles, an analytical solution of (3.26) can be obtained by using the electromagnetic
potential from equation (3.21), assuming only single step excitation, as shown in [31]. The
result is an analytical solution for the excitation amplitudes
an→m = −i Z αħh cħh v γ
∑
piλµ
Gpiλµ
 c
v

(−1)µ Kµ(ξ(b′))
p
2λ+ 1kλ 〈Im,Mm| Mˆpiλµ |In,Mn〉 , (3.42)
where for electric excitation (pi= E) and µ≥ 0
GEλµ
 c
v

= iλ+µ
p
16pi
λ(2λ+ 1)!!

(λ−µ)!
(λ+µ)!
1/2 c
v
2 − 1−1/2
×

(λ+ 1)(λ+µ)
2λ+ 1
Pµ
λ−1
 c
v

− λ(λ−µ+ 1)
2λ+ 1
Pµ
λ+1
 c
v

(3.43)
and for magnetic excitations (pi= M) and µ≥ 0
GMλµ
 c
v

= iλ+µ+1
p
16pi
λ(2λ+ 1)!!

(λ−µ)!
(λ+µ)!
1/2 c
v
2−1/2
µ Pµ
λ
 c
v

(3.44)
and for µ < 0
GEλ−µ
 c
v

= (−1)µ GEλµ
 c
v

and GMλ−µ
 c
v

= −(−1)µ GMλµ
 c
v

. (3.45)
The functions Kµ are the irregular modified cylindrical Bessel function of order µ, and P
µ
λ
(x)
are the associated Legendre functions evaluated at x > 1. The adiabaticity parameter ξ(b′)
depends on the impact parameter and the incident kinetic energy, and compares the oscillation
frequency of the nuclear excitation with the time scale of the electromagnetic perturbation
ξ(b′) = ω b
′
v γ
. (3.46)
Note that the modified impact parameter b′ from equation (3.22) is used to take into account
the displacement of the closest approach due to mutual repulsion.
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Equation (3.42) will be used here to verify the correctness of program for the numerical
integration of the coupled channel equations. Figure 3.10 shows the result of calculating |an→m|2
for the excitation of the 2+1 state in
80Kr projectile a 197Au target nucleus at 616.6keV, a reduced
matrix element of 61.8 efm2, and an impact parameter of b = 20 fm. The z-axis is pointing
into the initial beam direction for both calculations. Numerical results are available for Ekin <
5GeV/u. The agreement is good up to the highest possible energy for the |2,±2〉 sub-states,
where a major fraction of the occupation probability is found. Deviations are seen in the small
values for the less populated |2,±1〉 and |2,0〉 sub-states. Good agreement can be seen in the
values up to ≈ 200MeV/u, in the sense that the numeric solution approaches the analytic one,
if the absolute value is larger than 10−4. The reason for the discrepancy at higher energies for
the less populated states is not yet fully understood. The results are insensitive to variations in
the finite size of rϵ in the tested range of 0.1 fm to 1 fm. Also the number of integration points
on the sphere, 110 or 50, does not influence the result in any significant way. The deviation
probably points to a small systematic error in the calculation that seems to be relevant only for
high energies and small excitation amplitudes.
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Figure 3.10.: Top panel: Comparison of the numerical results (solid lines) of the excitation ampli-
tudes with equation (3.42) (dashed lines). Bottom panel: Relative diﬀerences between numerical
and analytical result. The black lines show the sum of all m-sub-states.
3.3.4 Multi-step Coulomb excitation
For intermediate and high energy Coulomb excitation experiments, the fraction of nuclei that
show multi-step excitation is negligible. This is shown in figure 3.11, where the sum of the exci-
tation amplitudes of the first 4+1 and 2
+
1 states are compared for the same setting as before:
80Kr
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projectile, 197Au target, and an impact parameter of b = 20 fm. The reduced matrix elements
are 

2+1
iλ MˆEλ0+1 = 61.8 efm2 and 
4+1 iλ MˆEλ2+1 = 113.6 efm2 , (3.47)
obtained from known B(E2) values. It can be seen that the probability of finding the nuclus
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a 4
+ 1
/
a 2
+ 1
Ekin [MeV/u]
Figure 3.11.: Ratio of 4+1 excitation and 2
+
1 excitation in Coulomb excitation of a
80Kr projectile on
a 197Au target at various energies. For intermediate and high energy ranges above ≈ 50MeV/u,
the 4+1 excitation amplitude is below 1%.
in the 4+1 state after the collision is less than 1% for energies above 50MeV/u and is therefore
usually negligible in the analysis of experimental data, because typical experimental errors are
larger.
3.3.5 Cross sections
Excitation amplitudes allow to calculate excitation cross sections by integrating them over all
possible impact parameters
σIn→Im(bmin) =
2pi
2 In + 1
∫ ∞
bmin
∑
Mn,Mm
a|In,Mn〉→|Im,Mm〉(b)2 b db , (3.48)
where bmin is the minimum possible impact parameter for safe Coulomb excitation. For
b < bmin, nuclear interaction sets in and starts to interfere with the electromagnetic excita-
tion process. If the initial kinetic energy is below the Coulomb barrier, the nuclei cannot come
close enough for nuclear interactions to influence the process, even for b = 0. For the projectile
energy range between Ekin = 10MeV/u and Ekin = 3GeV/u, the cross section for the Coulomb
excitation of the first 2+1 state in
80Kr on a gold target is shown in figure 3.12. Only the matrix el-
ement of the first 2+1 state in (3.47) was considered, i.e. no multistep excitation can take place.
The minimum impact parameter in the integration of (3.48) was chosen to be bmin = 15 fm. One
can see that for a projectile energy of Ekin = 150MeV/u, the deviation of the analytical formula
is only in the order of ≈ 3%, confirming again that the use of this approximation is justified in
this energy region. For a projectile energy of 50MeV/u the deviation is ≈ 10%, which is already
above typical experimental uncertainties.
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Figure 3.12.: Comparison of cross section calculated numerically (solid line) and using equation
3.42 (dashed line). The top panel shows the absolute values, while the bottom panel shows
the relative diﬀerence between both calculations. The cross section is underestimated by the
analytical formula by more then 5% for projectile energies below 100MeV/u.
3.3.6 DWEIKO
DWEIKO [41, 42] is a computer program that solves the coupled channel equation numerically
using the fields from the straight line approximation (3.21). In addition to the electromagnetic
interaction, DWEIKO introduces an optical potential that allows the approximative treatment of
nuclear excitations, allows to calculate nuclear-Coulomb interference, and takes into account
the exit channels of the reactions when the incoming isotope is destroyed in the course of the
nuclear reaction. This optical potential is chosen to be of the Woods-Saxon type. Width and
smoothness parameters of this potential can be tuned to match the experimental data, as can
be seen in figure 5.15 of section 5.6.5. Mainly because of the optical potential, all cross-section
calculations for the experiment analysis in the following chapters were done using DWEIKO.
3.3.7 Summary
A computer program was written that calculates a numerical solution to the coupled differential
equations for relativistic motion of two colliding, charged, point-like particles in their mutual,
retarded electromagnetic fields. The calculation of the trajectories is basically a reimplementa-
tion of a similar program that was written as early in 1987 by Matzdorf et al. [30]. On top of
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the trajectories, the nuclear coupled channel equation is solved based on the relativistic electro-
magnetic fields. This has been done for the first time and extends the set of Coulomb excitation
programs by one that can calculate the Coulomb excitation process at arbitrary energies. The
program has the same limitations as similar programs using a semi-classical description. It is
only applicable in cases where the Sommerfeld η parameter is large and the assumption of clas-
sical trajectories is justified. In the context of the rest of this work it was used to verify the
correctness of the straight line approximation as used in DWEIKO, which was applied to the
analysis of experimental data. It might be useful for future precision Coulomb experiments in
the energy range between 10MeV/u and 50MeV/u, where the gap between Rutherford trajec-
tories and straight line approximation is. It was written in the modern D programming language
in a modular way that makes it easy to extend its functionality. The program is available under
the GPL license on github [43].
The program as it is now, cannot calculate magnetic excitations. They are planned to be added
in the future. Finally, it would be good to investigate the reason for the discrepancy between the
numerical results of the program and the analytic straight line solution for the low excitation
amplitudes above ≈ 200MeV as shown in figure 3.10.
51
4 The PreSPEC experimental setup
The PreSPEC experimental setup [44] is the successor of the RISING (Rare ISotopes INvestiga-
tion at GSI) fast beam setup [21], and the predecessor of the HISPEC (HIgh resolution in flight
SPECtroscopy) [45] setup at the presently constructed FAIR (Facility for Antiproton and Ion Re-
search) [46] facility. All these experiments are designed to perform in-beam γ-ray spectroscopy
of exotic nuclei after in-flight separation with the GSI fragment separator (FRS) [47] for RISING
and PreSPEC, and with the Super-FRS [48] for HISPEC. The particle beam is injected into the
FRS from the SIS18 synchrotron with kinetic energies up to 1GeV/u for Uranium [49]. Typical
production targets at the beginning of the FRS have a thickness of a few mm and are made of
beryllium. A drawing of the complete setup at GSI, including the FRS beam line, is shown in
figure 4.1.
The primary beam and the reaction products from the production target enter the ion optics
of the FRS where a subset of reaction products is separated from the primary beam, and the
selected particles are identified one by one. The need to identify each individual beam parti-
cle limits the rate of usable secondary beams of in-flight separators to about 105 particles per
second (pps), depending on the acceptable rates in the particle identification detectors. At the
end of the FRS, the beam passes a secondary target, where Coulomb excitation or fragmenta-
tion reactions happen between the beam and target nucleus. In order to compensate the low
beam intensity, this target has to be very thick, typically in the order of few hundred mg/cm2.
Such thick targets are possible because of the high particle velocity in the order of v ≈ 0.5 c. A
High-Purity Germanium detector array is measuring the emitted γ-radiation in coincidence with
the identified beam particles. In order to select different reaction channels in the target, the
outgoing particles have to be identified. This is done with the Lund-York-Cologne CAlorimeter
(LYCCA), which combines a time-of-flight (ToF) measurement and a ∆E-E telescope to perform
mass and charge identification. The achievable mass resolution in LYCCA allows unambiguous
isotope identification only up to mass A ≈ 50. In HISPEC, it is planned to use LYCCA in com-
bination with a magnetic dipole spectrometer, in order to enhance the mass resolution. LYCCA
was commissioned in October 2010, week 37, during the S363 beam time at GSI. Since then,
a number of experiments has been performed using LYCCA (see table 4.1). A significant part
of this thesis was devoted to the improvement and simplification of the calibration and data
analysis of this device. This is discussed in detail in the following section 4.1.
For γ-ray detection, Euroball cluster detectors were used as HPGe detector array in the Pre-
SPEC experiments in the years 2010 and 2011. From 2012 on, the AGATA (Advanced GAmma-
ray Tracking Array) [22] was mounted. AGATA is an array of 36-fold segmented HPGe (high-
purity germanium) detectors that are capable of measuring the individual interaction points x⃗γ
of the detected γ-quanta inside the crystal material with a spatial accuracy of ∆ x⃗γ ≤ 5mm,
using pulse-shape analysis techniques. AGATA will be described in section 4.2.
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Experiment Date prim. Beam Description
S363 (Eu-Cl) Sep. 2010 64Ni LYCCA-0 commissioning
Oct. 2010 86Kr
S369 (Eu-Cl) Oct. 2010 238U 88Kr Coulex
S372 (Eu-Cl) Nov. 2010 124Xe 104Sn Coulex
S378 (Eu-Cl) May 2011 54Cr PreSPEC liquid H2-target test
S391 (Eu-Cl) May 2011 54Cr PreSPEC Plunger/AGATA test
S377 (Eu-Cl) May 2011 36Ar Coulex 33Ar
S424 (AGATA) Apr. 2012 50Ti PreSPEC-AGATA technical
May. 2012 132Xe commission
June. 2012 238U
S424 (AGATA) Aug./Sep. 2012 80Kr PreSPEC-AGATA performance
commissioning: Coulex & sec.
fragmentation of 80Kr
S429 (AGATA) Sep./Oct. 2012 208Pb Coulex of 2+1 state in the Pb region
S426 (AGATA) Oct. 2012 86Kr Spin-flip transition in 85Br
with M1-Coulex
S430 (AGATA) Oct. 2012 86Kr Pygmy Dipole resonance in 64Fe
S433 (AGATA) Oct. 2012 58Ni Coulex of the band-terminating 12+
yrast trap in 52Fe
S428 (AGATA) Nov. 2012 238U Shape evolution in neutron-rich
Zr isotopes A=≈ 96 Zr with DSAM
lifetime measurements
S431 (AGATA) Nov. 2012 238U Proton hole states in 132Sn
and N = 82 shell structure
S429 (AGATA) Mar. 2014 238U continuation
S426 (AGATA) Mar. 2014 86Kr continuation
S430 (AGATA) Mar. 2014 86Kr continuation
S434 (AGATA) Apr. 2014 58Ni B(E2) measurements in the A= 46
isobaric T = 1 triplet
Table 4.1.: Overview of PreSPEC, PreSPEC-AGATA, and related experiments at GSI. The data
shown in this work is from the PreSPEC-AGATA performance commissioning experiment (bold
font). From 2012 on, an increasing number of AGATA detectors were used as HPGe γ-ray spec-
trometer. Previously, Euroball Cluster detectors were used.
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4.1 The Lund-York-Cologne Calorimeter Array (LYCCA)
The task of the LYCCA detector system is the identification and tracking of outgoing projectiles
after the reaction in the secondary target. It is one of the detector systems for the HISPEC ex-
periments, which are part of the NUSTAR collaboration at GSI/FAIR. LYCCA was build as the
successor of the Calorimeter Telescope (CATE) [51] of the RISING [21] in-beam γ-ray spec-
troscopy experiments at GSI. CATE was capable of determining the nuclear charge Z and the
direction of the outgoing particles using a position sensitive ∆E-E detector array with 9 mod-
ules. LYCCA extends this capability with a time-of-flight (ToF) measurement and allows to
determine additionally the mass A and the velocity β of the outgoing projectile.
In the previous experiments, good isotope identification was only achieved for experiments
with relatively light ions (A≈ 36 [52], A≈ 54 [23]) and/or for only a fraction of the available
detectors [23]. In [53] (A ≈ 96), no distinct mass peaks could be resolved and in [54] the
mass information of LYCCA was not used at all. The difficulty of analyzing LYCCA data arises
mainly from the high segmentation of all detector subsystems: 144 CsI-crystals, 16 DSSSD de-
tectors, each with 2 × 16 strips, and 76 scintillators for the time-of-flight measurement. High
segmentation is needed, because smaller detectors are cheaper and easier to build than large
ones. Another advantage is the capability to handle higher rates, because the rate is distributed
among the individual segments of the CsI and DSSSD arrays. Calibrating a detector system gets
more difficult with increased detector segmentation. Therefore, the development of new algo-
rithms to perform a high quality calibration of the different LYCCA detector systems is necessary
for a reliable operation of the device. If possible, these calibrations should work automatically,
and the results should be reliable without too much human supervision. Semi-automatic cal-
ibration procedures were developed for the LYCCA ToF detectors in section 4.1.3, and for the
DSSSD detectors in section 4.1.4. A proper, absolute calibration of the CsI detectors is shown in
section 4.1.6, which was never done before. A suggestion to extract more information about the
mass and charge of the ions from the measured quantities by taking advantage of correlations is
shown in 4.1.7. These developments are important in order to have any chance analyzing data
from experiments with heavier ions, e.g. S429 experiment, performed in September 2012 (see
table 4.1).
4.1.1 Overview of the detector system
In the following, a brief description of the LYCCA detector setup will be given. This description
follows [23] and [55] where more details can be found about the LYCCA setup.
LYCCA consists of independent detectors: the ToF detector system, the E-∆E wall and the tar-
get DSSSD detector. The drift distance of the ToF system is defined by two independent circular
Saint-Gobain BC-420 plastic scintillation detectors with 270 mm diameter and 1 mm thickness,
read out by 32 Hamamatsu R7400U photomultiplier tubes (PMTs) (figure 4.2 a). The detec-
tors are labeled as ToF-start and ToF-stop in figure 4.1. One additional quenched Saint-Gobain
BC422Q(0.2%) plastic scintillator read out by 12 Hamamatsu R9880-210 PMTs (figure 4.2 c)
can be placed inside the secondary target chamber in order to measure the difference between
incoming and outgoing velocity (ToF-target in figure 4.1). The PMTs are arranged around the
scintillators to collect the scintillation light and produce time signals. The required time resolu-
tion of the ToF measurement is achieved by combining independent time measurements of the
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a)
c) e)
d)b)
Figure 4.2.: a) ToF-Start / ToF-Stop detector, reprinted from [55], Copyright (2011) with per-
mission from Elsevier. Target DSSSD b), ToF-Target detector, c) LYCCA wall assembly d) and
LYCCA wall module e), reprinted from [23], Copyright (2013) with permission from Elsevier. The
arrangement of these detectors can be seen in figure 4.1.
scintillation light from all NPMT PMTs with a resolution of σPMT to get a combined time with
a resolution of σt = σPMT/
p
NPMT. It will be shown in section 4.1.3, how a good estimate of
the ToF detector performance can be obtained. Before combining the individual timing mea-
surements, the propagation time of the scintillation light from the impact point of the heavy
ion to the PMT has to be taken into account. In section 4.1.3 it will be shown how to use this
propagation time to extract additional position information from the LYCCA ToF detectors.
The E-∆E wall (figure 4.2 d) is build out of E-∆E modules that have one double-sided silicon
strip detector (DSSSD) for ∆E and position measurement, and nine CsI:Tl scintillators for ki-
netic energy measurement in one housing (figure 4.2 e). The scintillators have a square-shaped
front face area of 19.4×19.4mm2 and two different thicknesses of 33mm or 10mm for different
beam energies and are coupled with tapered light guides to 10.3× 10.3mm large silicon pho-
todiodes for read out. In section 4.1.6, the process of correctly calibration these scintillators is
described. DSSSD detectors are square-shaped with outer dimensions of 60.1×60.1mm2 and a
thickness of 300−320µm. Their active area is 58.5×58.5mm2 large and divided into 32 strips
on the p-side and the n-side. Strips on opposite sides are perpendicular to each other so that the
ion-position can be determined from the intersection point of p-side and n-side strips. Section
4.1.4 describes a new calibration technique for DSSSDs that works automatically and is in many
ways superior to the calibration with sources or a mono-energetic beam. In the experimental
PreSPEC campaigns in 2012 and 2014, 16 LYCCA-wall modules were used. According to the
LYCCA technical design report [56], the design goal of the detector system resolution is:
∆EDSSSD
E
= 0.5% (FWHM) ,
∆ECsI
E
= 0.5% (FWHM) , ∆ToF < 50ps (FWHM) . (4.1)
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4.1.2 Principle of operation
For ion identification with the LYCCA device, A and Z have to be derived from measurements of
total kinetic energy Ekin = ∆EDSSSD + ECsI, the energy loss ∆EDSSSD in the thin silicon detector
of thickness ∆x and the particle velocity β . The specific energy loss can be determined by
|dE/dx | = ∆EDSSSD/∆x . The aim is to achieve for all these detectors an absolute calibration
to be able to get a global identification of all detected isotopes. Absolute calibration means in
this context the conversion from detected signal amplitudes to physical quantities, for example
in the case of the CsI wall detectors an energy value in units of MeV.
Determining Z from β and∆EDSSSD measurements
The mean energy loss of charged particles in matter due to the interaction with target elec-
trons is described by the Bethe formula [57]­
−dE
dx
·
= K
Ztar
Atar
Z2
β2

1
2
ln
2me c
2β2γ2Wmax
I2
− β2 − δ(βγ)
2

, (4.2)
and depends on the target mass Atar and charge Ztar number, the mean ionization potential I ,
and the particle charge number Z and velocity β = v/c. The maximum energy transfer for
particles with mass M in a single collision Wmax is given by
Wmax =
2mec
2β2γ2
1+ 2γme/M + (me/M)2
. (4.3)
The quantity K = 4piNA r2e mec
2 is composed of fundamental constants, including the classical
electron radius re = e2/(4piϵ0mec2). With a value of K = 0.307MeVmol
−1 cm2 and A in units of
gmol−1, the result of (4.2) will be in units of MeV/(g/cm2). The term δ(βγ) is a correction for
very high energies that is not considered here.
A more accurate description of the energy loss is available in the ATIMA computer program
[58]. It is valid over a larger energy range and also predicts angular and energy straggling
effects. For the Bethe formula (4.2) and the ATIMA program, the energy loss was calculated for
80Kr particles in silicon over a large energy range. The result is shown in figure 4.3. In order to
determine Z , equation (4.2) can be approximated by a power law and an empirical formula for
the measured energy loss can be obtained:
∆E =
dEdx
 ∆x ∝ Z2f (β(Ekin,m)) ≈ χ Z2βκ (4.4)
with two empirically determined constants χ and κ. The energy loss as described by equation
(4.4) compares very well to the ATIMA values inside an interval β ∈ [0.3,0.8], as can be seen
in figure 4.3. Values for κ and χ can be obtained by a nonlinear fit of equation (4.4) to the
ATIMA calculations, and the results are: κ = 1.535(4) and χ = 1.547(6) · 10−3 MeVg/cm2 . The
chosen interval, where the power law approximation is good, is sufficiently large for most types
of experiments that use LYCCA for particle identification. Equation (4.4) can be rearranged to
get a formula for Z
Z =
√√
∆EDSSSD
βκ
χ
(4.5)
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Equation (4.2)
a)
κ= 1.588
χ = 1.501 · 10−2 MeVmg/cm2
Ekin [MeV/u]
ATIMA (78Br,76Se,74As,72Ge on Si)
χ Z
2 Ekin
MeV
κ
b)
κ= 0.638
χ = 0.109 MeVmg/cm2
Figure 4.3.: The thick, black line shows the loss of 80Kr particles in silicon as calculated with
the ATIMA program [58]. Thin, black lines are the ATIMA result for lighter isotopes. Panel
a) shows the velocity dependence, while panel b) shows the kinetic energy dependence. The
blue line is obtained with the Bethe formula (4.2). Both, ATIMA and the Bethe formula are in
good agreement above 150MeV/u. Over a large range of kinetic energies (≈ 15MeV/u to ≈
200MeV/u), the ATIMA energy loss has the form of a power law (red line for the β dependence
and green line for the Ekin dependence).
With equation (4.5), one can directly obtain the nuclear charge number Z of the particle in
an event. In figure 4.4 a) a correlation plot is shown for β and ∆EDSSSD from experimental
data, together with equation (4.4) for different Z . Note that the values of κ and χ that fit the
experimental data are slightly different than the ones fitted to the ATIMA calculation.
Determining A from β and Ekin measurements
For mass identification, the relation between kinetic energy, mass and velocity can be directly
used:
Ekin = (γ(β)− 1)mc2 m=Au⇒ A= Ekin(γ(β)− 1)u c2 . (4.6)
This requires a correct calibration of all CsI detectors, which is challenging because CsI has
a Z dependent, non-linear light yield for heavy ions [59], [60]. Section 4.1.6 explains how
the calibration of the CsI detectors was done. Figure 4.4 b) shows a correlation plot of β and
Ekin, where the different masses can be seen. After correct calibration, the lines in the data are
consistent with the description by the kinetic energy formula (4.6).
Finally, obtained values for A and Z can be combined into a LYCCA particle identification plot
as can be seen in figure 4.5. The distribution of isotopes observed in experiment S424 reached
from the primary beam 80Kr, down to some aluminum isotopes around mass A= 27.
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Figure 4.4.: Panel a): ∆E-β histogramwith logarithmic axis and color scaling, showing measured
data from the calibrated LYCCA detectors. The data is from runs 481-508 of the S424 experiment
in 2012 with a particle gamma trigger condition. It is possible to identify diﬀerent Z values on
distinct lines that approximately follow power laws as in equation (4.4) represented by dashed
lines for diﬀerent values of Z . Panel b): Histogram of β -Ekin data. Dashed lines represent the
theoretical velocity dependence of Ekin. Distinct lines in the data are diﬃcult to see because of
the limited resolution of the LYCCA detectors.
Z
A
0
4
8
12
16
20
24
28
32
36
0 10 20 30 40 50 60 70 80
1
10
100
a)
Z
A
31
32
33
34
35
36
64 66 68 70 72 74 76 78 80 82
50
100
150
200
250
300
350
400
450b)
Kr
Br
Se
As
Ge
Figure 4.5.: a) Final LYCCA particle identification plot. b) Zoom into the region of the incoming
isotope 80Kr.
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Figure 4.6.: Principle of multiple measure-
ments of the same incident heavy ion event
on a circular sheet of plastic scintillator.
The drawing represents the layout of the
LYCCA ToF-start or ToF-stop detector. 32
PMTs surround the scintillator in eight
groups of four. Heavy ion impacts generate
scintillation light which is guided through
the scintillator to the PMTs. In the drawing,
the impact position is closer to PMT-1 and
further away from PMT-13. The respective
signals will have a diﬀerent time oﬀset
(t1 for PMT-1, and t13 for PMT-13) that
has to be corrected, before the measured
time values are averaged to obtain the ion
impact time tion.
heavy ion
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4.1.3 Time-of-flight detectors
LYCCA performs a time-of-flight measurement using two or three circular scintillation detec-
tors: the first one is located 1419(5)mm before the target position, the second one is located
115(5)mm before the target, and the third one is placed in front of the ∆E-E wall, 3597(5)mm
after the target. The second one was inside the target chamber and was removed in some of
the experiments to reduce the amount of matter in the target chamber. In this section, it will
be discussed how to calibrate the time-of-flight system. In a first step, all PMTs in each detector
have to be calibrated for the ion-position dependent light propagation time from the ion impact
position to the PMT. In a second step, an offset calibration for the three detectors is needed to
calculate the particle velocity from the three measured times.
Intrinsic calibration of time-of-flight detectors
LYCCA time-of-flight detectors achieve a high timing accuracy well below 30ps (FWHM) by av-
eraging multiple timing measurements of the same event. In case of the start and stop detectors,
there are 32 time signals per event that are combined to a single value for the time tion when the
ion penetrated the detector. Figure 4.6 shows the principle of operation of such a detector. Op-
tical photons created at the point r⃗ion, where the ion hits the detector need to propagate to the
PMT. The propagation time is assumed to be a linear function of the distance di =
r⃗ion − r⃗PMT,i
between the ion position and the position r⃗PMT,i of PMT-i. It is further assumed that the light
propagates with the effective velocity v inside the scintillator. The problem is straight forward
if rion and v are known. The propagation time can be corrected by
t i,cor. = t i − (oi + di/v ) , (4.7)
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where the time offset oi can be used to align all corrected times to zero. Given NPMT corrected
time measurements, the best estimate for tion is given by the average of all these times:
tion =
1
N
N∑
i=0
t i,cor. . (4.8)
Eﬀective velocity and light propagation time correction
The total distance traveled by the light is longer then the distance di between the ion impact
point and the PMT-i, because light inside the scintillator is conducted by total reflection at the
inner surface. BC-420 has a refraction index of n = 1.58 [61] which corresponds to a critical
angel of ϕcrit. = 39.27 °, measured to the scintillator surface normal. For photons emitted at
ϕcrit., the way to the scintillator is longer by a factor of 1/ sin(ϕcrit.) = 1.58. The additional
distance can be treated as a decrease in the effective velocity along the two dimensional sheet
of scintillator material. Depending on the angle at which most of the light will reach the PMT,
the effective velocity can be between sin(ϕcrit.) c/n ≤ v ≤ c/n, in numbers 0.4 c ≤ v ≤ 0.63 c.
In practice, it is best to determine v from the experimental data by plotting the PMT time over
the PMT-ion distance. The ion position can be obtained from the LYCCA target and wall DSSSD
tracking in case of the ToF-stop detector, or the FRS TPC and the LYCCA target DSSSD tracking
in case of the ToF-start detector. For the ToF-target detector, one can take directly the target
DSSSD position without introducing large errors because the detectors are only separated by a
few cm.
An additional problem arises from the fact that the TDCs (CAEN v1290 [62] ) are accurate
down to 25ps only for differences of two synchronized channels. For a single time measurement,
all channels have a correlated jitter. In order to create a correlation plot of the propagation
distance and time, a synchronized reference time has to be subtracted in order to remove the
jitter and to determine the value of v and oi. In [55], the PMTs were treated in pairs, each
one serving as synchronized reference for the other. However, with the value of tion, a much
more precise reference is available. The downside is, that before v and oi were determined,
the value of tion cannot be calculated. It turned out that an initial guess of oi = 0 and v = c/3
works good enough to create correlation plots of di and t i. From these correlation plots, better
values of oi and v can be extracted. This procedure can be repeated a few times until the
resulting calibration does not improve any further. Some correlation plots for the ToF-stop
detector can be seen in figure 4.7. The effective velocity v has different values for different
PMTs. For the ToF-start detector the range of measured values for vi was [0.34 c, 0.51 c], for the
ToF-target detector it was [0.26 c, 0.78 c] and for the ToF-stop detector it was [0.28 c, 0.54 c].
These intervals clearly contain values that are outside the interval of [0.4 c, 0.63 c] as calculated
before. This inconsistency was not further investigated, because the ToF detector performance
reached its specifications.
The arrival time tion of the ion is calculated as the non-weighted average of all PMT signals
that have a resolution better than a given acceptance threshold, using equation (4.8). If the
PMT resolution is known, it would be possible to use the weighted average to calculate tion. In
this way, the introduction of an acceptance threshold is not needed. However, the iterative pro-
cedure to determine oi and vi was unstable if weighted averages were used. Also, the resulting
performance is not significantly worse if non-weighted averages are used as is shown figure 4.8
of the next section.
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Figure 4.7.: Examples of correlation plot of distance between PMT and ion impact point di and
the time delay after the ion impact t i − tion for PMT-5, PMT-15 and PMT-28. Dashed lines repre-
sent the extracted oi and vi.
Intrinsic determination of the time resolution
One outstanding feature of the LYCCA ToF detectors is their ability to determine the time
resolution without any external time reference, using the following procedure. First, the time
resolution ∆t i,cor. of all PMTs will be calculated using tion as time reference. Then, the time
resolution of tion can be calculated from all ∆t i,cor.. The uncertainty of tion is much smaller
(∆tion ≈ 30ps) than the uncertainty of t i,cor. (∆t i,cor. ≈ 130ps), and can be ignored in the
calculation. The signal amplitude in the PMT depends on the Z of the detected ion and therefore
influences the achievable time resolution which depends on the noise σ, amplitude A and rise-
time trise of the signal
∆tion ∝ σ triseA . (4.9)
This means, that the best time resolution can be expected for the highest Z ions. The time
resolution presented here was done with a Z = 36 gate in the LYCCA particle identification and
is valid only for this case. The amplitude of the scintillation light depends on Z2, therefore the
expected time resolution for different elements varies with Z as ∆tion ∝ 1/Z2.
From the t i,cor. distributions of each PMT (see figure 4.8 a)), the variance was determined.
The resolution of the full detector is calculated with a Monte Carlo method by drawing random
samples from Gaussian distributions with the measured variances and calculating their non-
weighted average. The detector resolution is the width of the resulting distribution of average
values. These numbers were also compared with the achievable resolution using weighted av-
erages. Figure 4.8 b) summarizes the time resolution information for each of the tree detectors
and shows t i,cor. distributions for all PMTs of the ToF-start detector.
The resulting values are compared with the design value of ∆tdesign ≤ 35.4ps = 50ps/p2
in Tab. 4.2. The design value was calculated from the desired ToF resolution of 50ps and
the assumption that ToF is measured with two identical detectors. ToF-start and ToF-stop are
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Figure 4.8.: Left: Histograms of t i,cor. for all PMTs of the LYCCA ToF-start detector with a gate
on Z = 36 and a 80Kr beam. It can be seen from the width of the distributions, that some PMTs
perform significantly worse then the rest. Right: Standard deviation of t i,cor. for each PMT in
each detector. Diﬀerent Detectors are shown in diﬀerent colors. The black dashed line is at the
acceptance threshold above which a PMT was not considered in the calculation of tion. Colored
solid lines show the resulting standard deviation of the non-weighted average of the accepted
PMTs. Colored dashed lines show the possible standard deviation if a weighted average would
have been calculated using all PMTs.
detector ∆tdesign (FWHM) ∆tExp. (FWHM)
ToF-start ≤ 35.4ps 23.5ps
ToF-target ≤ 35.4ps 56.4ps
ToF-stop ≤ 35.4ps 28.2ps
Table 4.2.: Summary of the LY-
CCA ToF detector performance.
ToF-start and ToF-stop are clearly
within their specifications. ToF-
target is about a factor of two
worse than the two big detec-
tors.
clearly better then their design values, but ToF-target is worse by roughly a factor of two. How-
ever, ToF-target could only use half of the PMTs, either because of complete failures, or the
PMT time resolution was above the acceptance threshold. If all twelve ToF-target PMTs could
have been used, performance would have been better by a factor of ≈ p2 better, resulting in
∆tToF-target,12 PMT = 39.6ps which would almost match its design value.
Position sensitivity of the time-of-flight detectors
Having all PMT signals aligned and calibrated as shown in the previous paragraph, it is pos-
sible to extract particle position information from the time signals. This technique relies on the
fact that the t i,cor. distributions are centered around zero if the particle position is correct. If the
particle position is unknown, a particle position x , y can be assumed and the variance
Varx ,y({t i,cor.}) =
¬
t2i,cor.
¶− 
t i,cor.2 (4.10)
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Figure 4.9.: Correla-
tion of the x position
of the particles,
measured with the
LYCCA ToF-stop de-
tector and the LYCCA
wall-DSSSD detectors.
The gaps in xDSSSD
correspond to the
area between two
adjacent DSSSDs.
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of the set {t i,cor.} of NPMT time signals from that event. This variance depends on x and y and
can be interpreted as likelihood function of the particle position. The particle position can be
obtained by taking a reasonable starting point, e.g. x0, y0 at the center of the detector, and
move the coordinates towards the minimum of Varx ,y with a certain step size h. The parameter
h was initially chosen to be h = rsctl./7, where rsctl. is the radius of the scintillation disk. When
the minimum is found, the step size can be divided by two and the minimum can be searched
again. Repeating this procedure until the step size is below a certain threshold (2mm in this
case). The values of x and y can then be taken as the position where the ion penetrated the
scintillator. This is a novel technique to obtain particle position information and was published
in [63].
In order to estimate the achieved position resolution, the particle position from the ToF-stop
detector can be compared with the position from the wall-DSSSD detectors as reference. The
correlation in x-position determined from wall-DSSSD and ToF-stop can be seen in figure 4.9.
This was done in [63] and after careful tuning of all parameters for a single run, a position
resolution of ∆x = 6.7mm and ∆y = 5.1mm could be achieved. The position resolution
is worse than the width of wall-DSSSD strips, which is 2 × 1.8mm = 3.6mm, but not even
by a factor of two. Using this technique, detectors of similar type could be used in applications
where both, position and extremely precise time measurements are needed. Using recent silicon
PMTs, such a detector could be much cheaper than a similar sized DSSSD array. The quality of
the position determination depends on the quality of the intrinsic calibration of the detector.
For that reason, a correlation plot as shown in Fig 4.9 can be used as a tool for ToF-detector
diagnostics during an experiment.
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Calibration of the velocity measurement
From the time measurements at different positions, the outgoing particle velocity can be calcu-
lated using the simple formula
βout =
zstop − ztarget
(tstop − ttarget) c , (4.11)
where the quantities z and t refer to positions along the beam line and the times measured at
these positions by the respective ToF-target and ToF-stop detectors. The positions of ToF-target
and ToF-stop detectors are known on an absolute scale. The time information is subject to
some unknown influences, e.g. processing time of the front-end electronics and discriminator
thresholds. Therefore, the measured time signals have to be corrected by a fixed time offset
that has to be determined before equation (4.11) can be applied. The offset can be found by
using information from the γ-ray spectrometer. In the Doppler correction of the γ-ray data, the
velocity βout at which the radiation was emitted from the outgoing particle is required. The value
of βout can either be taken event by event from the LYCCA ToF measurement, or by assuming a
mean particle velocity 〈βout〉 for all particles. The energy of the emitted γ-rays from the decay
of the 2+1 state in
80Kr is 616.6keV. The mean particle velocity 〈βout〉 can be chosen such, that
the energy after Doppler correction is correct. This value can be used to tune the ToF offset
such that it is in agreement with the mean value of the velocity from the LYCCA ToF system.
The resulting LYCCA velocity calibration is good enough for global particle identification with
LYCCA.
The resolution of the ToF-target detector was inferior to the other two timing detectors. To
achieve a better resolution for β it is desirable to use the information from the ToF-start detector
and measure the longer flight distance xstop − xstart. Doing so, introduces a systematic error,
because the particle velocity before the target chamber is higher than the velocity after the
target chamber. If an equation similar to (4.11) is used
βeff. =
zstop − zstart
(tstop − tstart) c , (4.12)
the result is effective velocity between the two outer timing detectors, but not βout. The best
possible way to obtain the velocity after the target from the three times tstart, ttarget, and tstop
would involve a model of the stopping power in the target area and a fit to the most likely
velocity before and after the target that also agrees with the observed scattering angle in the
target area. This was not done in the present work, but instead, an empirical correction was
applied. First, the time offset for tstart was adjusted such that the peaks in the distributions
of βout and βeff. are at the same value. Using that offset would result in a wrong incoming
particle velocity βin. Then, an empirical correction was applied by comparing the correct but
low resolution βout from equation (4.11) with the more accurate but not correct βeff. from
equation (4.12). The correction can be written as
βeff.,cor. =
§
(βeff. − β0) ·α< + β0 for βeff. ≤ β0 , α< = 1.29
(βeff. − β0) ·α> + β0 for βeff. > β0 , α> = 1.08 with β0 = 0.513 , (4.13)
and is such that the correlation plot of both quantities (see figure 4.10) is along the βout =
βeff.,cor. diagonal.
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Figure 4.10.: Panel a) shows a correlation plot of βout and βeﬀ.. In panel b), an empirical correc-
tion was done that eﬀectively corrects the shape of this plot to be diagonal, shown as a dashed
line.
Finally, the weighted average of βout and βeff.,cor. is calculated and is used as the particle ve-
locity β . The β distribution of heavy ions as measured in the S424 experiment for the secondary
fragmentation of 80Kr on a beryllium target is shown in figure 4.8. The observed peak width is
an upper limit for the LYCCA β resolution: ∆β/β < 0.53% (FWHM), i.e. the achieved value is
at least as good as the design value.
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Figure 4.11.: Velocity distribution histograms for diﬀerent isotopes. It can be seen that the more
exotic reactions yield broader velocity distributions. The dashed line shows a Gaussian fit to the
velocity distribution of the primary beam. The width is an upper limit of the resolution of the
LYCCA velocity measurement: ∆β/β < 0.53% (FWHM)
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4.1.4 DSSSD calibration
The DSSSDs of LYCCA have two tasks: spatial tracking and energy-loss measurement of the
ions. The position of an ion in the DSSSD is determined by the segment that was hit. This is
different than the position determination in the CATE Si-detectors, which used non-segmented
Si-detectors that were covered with a resistive layer and signal read-out on the four corners of
the detector [51]. The position was determined by the amplitude ratio of signals at the corners
of the detector.
Compared to the CATE Si-detctors, the position determination in the LYCCA DSSSDs is easier,
because it is determined by the strip number on the p-side and n-side. For energy-loss mea-
surements, the high segmentation is not helpful, because each segment needs to be calibrated.
Another disadvantage of the high segmentation is the low active area of a single strip. This leads
to long measurement times if traditional calibration techniques with known sources or known
beam energies are used. These techniques rely on a sufficient number of events in each single
analog channel, in order to determine one (ore more) peak positions that determine the gain
of the respective channel. This procedure was successfully done for LYCCA (see [64]), but con-
siderable amounts of expensive beam-time have been spend for the calibration. An additional
disadvantage of the traditional calibration technique is the amount of manual work required to
do it. If there are only few counts in the calibration spectrum, the peak positions have to be
verified by humans, even if automatic peak finding algorithms are used.
Automatic intrinsic calibration of the LYCCA DSSSD detectors
This section presents a technique that was developed within this work, which allows to achieve
an intrinsic calibration of a DSSSD detectors in a reliable way, using production data without
any particular energy distribution. Intrinsic calibration means that an event with a given energy
deposition will result in the same detected amplitude, regardless which pixel was hit. The term
gain-matching is also used in this context.
The method uses the correlation between signal amplitudes measured on both sides of the
detector. This correlation is always present, because both signals are originating from the same
particle. This underlying principle, the determination of calibration coefficients from p-side and
n-side correlations, can be applied to all kinds of DSSSDs used in nuclear or particle physics.
However, the presented implementation is very simple and relies on a relatively large strip
width, i.e. this implementation cannot be used for micro-strip detector calibration. The simple
implementation turned out to be sufficient for achieving good results with LYCCA DSSSDs. This
technique was published in [65], and the following text is a slightly modified version of that
reference. A different implementation of the same principle, which would also work for micro-
strip detectors, was done by Stahl [66].
Underlying principle
Each ion that passes through the bulk material of a DSSSD causes charge carriers to be created
along its trajectory. These charge carriers drift towards the electrodes along the electrostatic
field lines and create electrical signals. As in any segmented detector, the measured signal
amplitudes of a single segment (strip) of the DSSSD depend on the relative position of the strip
to the hit position on the detector. The largest signal will appear on the strip that was closest to
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Figure 4.12.: Schematic drawing of a
square-shaped DSSSD detector, being hit
by a heavy ion. While passing through the
bulk silicon, energy is transferred to elec-
trons, which are drawn by the bias voltage
towards the segmented electrodes in the
shape of perpendicular strips (indicated in
red). The hit position of the ion can be
estimated by the intersection point of the
p-side an n-side strips. The signal height in
both strips is correlated, because they are
collecting holes and electrons of the same
event.
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the particle impact. Cross-talk between different channels in the front-end electronic can modify
the signal amplitudes of all channels. The presented algorithm neglects cross-talk and assumes
that there are events in the data set, where the deposited energy
E = si Ai , (4.14)
in the detector is proportional to a signal in channel i of amplitude Ai, and that all other channel
amplitudes are negligible, i.e. single-strip hits:
Ai ≫ A j for i ̸= j . (4.15)
The slope factor si is the only calibration coefficient for a given channel i. In section 4.1.4 the
formalism will be generalized (4.14) to include an offset in the energy dependence. Note that
the limitation to events that fulfill equation (4.15) is due to the chosen implementation. In
principle, the possibility to obtain an intrinsic calibration of a DSSSD by using the correlation
between p-side and n-side does not demand the exclusion of any events.
Given a DSSSD with Np and Nn strips on the p-side and n-side, respectively, each event that is
registered in a given pixel will create a signal with amplitude Ap in the strip number p on the p-
side and a signal with amplitude An in strip number n on the n-side (n, p = 1 . . .Nn,p). Assuming
that both strips measure the same deposited energy E in the active area of the detector, one can
write
Ep = sp Ap , En = snAn and Ep = En = E , (4.16)
with sp and sn being the calibration coefficients for the p-th p-side strip and the n-th n-side strip,
respectively. The correlation between the amplitudes on both sides allows to assume that Ap and
An are linearly related. Under the assumption that equation (4.14) is valid, i.e. the calibration
has no offset, and the relation between the two measured amplitudes is also linear without
offset
Ap = SpnAn . (4.17)
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Figure 4.13.: The relation between Ap and
An for one single pixel of the detector is
shown as thick, solid line with slope Spn. In
general, this line does not coincide with the
diagonal (dotted line) because both chan-
nels have diﬀerent, linear dependence on
the deposited energy. In a) no oﬀset is
present, while in b) an oﬀset Opn is allowed
(see section 4.1.4).
Spn
Spn
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The slope Spn = Ap/An of this line can be experimentally determined for each pixel of the
detector, based on a given set of measured events where the particle hit the respective pixel. A
schematic representation of these relations can be seen in figure 4.13.
For each pixel, this slope Spn can be determined from a correlation plot of the amplitudes Ap
and An. Figure 4.14 a) shows such a plot for all pixels of the LYCCA target DSSSD, where all
different slopes are superimposed. The correlation of Ap and An is the reason why no monoen-
ergetic source is needed: each single event contains information about the calibration factors sp
and sn of both strips that were hit. After determining Spn-values for all of the Np Nn pixels of the
detector, these values can be used to get a set of Np+Nn calibration coefficients {sp, sn} that best
reproduces the set of measured {Spn}. Both sets are related by
Spn =
sn
sp
, (4.18)
which follows from Eqs. (4.16,4.17). One way of finding a set of 2N calibration parameters
{sp, sn} is to minimize the following expression
χ2 =
∑
p,n
 
Spn − snsp
∆Spn
!2
, (4.19)
where ∆Spn is the uncertainty for the pixel slopes Spn as obtained from the measured data.
The set of calibration parameters that minimize (4.19), also fulfill the condition (4.16) and
therefore represent the best set of intrinsic calibration coefficients for a given input data set, if
the simplifying assumptions are valid.
The presented method works only, if some conditions are fulfilled: Correlations between p-
side and n-side signals have to be present, i.e. both sides have to be read by the data acquisition
and there must be intersection point of the segments of both sides. A sufficient amount of single-
strip events have to be present, where equation (4.15) is valid. Events with inter-strip hits on
one or both sides will contribute to the background and should be excluded from the calibration
procedure.
Implementation
The presented implementation uses two essentially independent steps: First, the determina-
tion of Spn and the uncertainty ∆Spn for each pixel from measured data, using the correlation
between Ap and An. Second, the calculation of a set of calibration coefficients {sp, sn} based on
the set of {Spn,∆Spn} from the first step. The former is done using a Bayesian [67] approach,
and the latter is done by using a nonlinear least squares fit algorithm.
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Determination of Spn
For all pixels, the slope coefficient Spn = Ap/An is calculated from the data obtained from M
selected events in the detector, each event consisting of two amplitude measurements Ap,i,An,i
that fulfill (4.15). One could determine Spn by a straight line fit to the 2d-distribution of all
amplitude pairs using a χ2 minimization procedure The slope of that line would correspond to
Spn. In practice, the resulting Spn has a systematic error, because the χ
2 minimization procedure
assumes a Gaussian distribution of the individual points around the fitted function, and the
result can be significantly changed if some points violate this assumption. There are several
suggestions in [67] to overcome this problem. In the presented implementation the probability
distribution for the quantity of interest Spn was calculated directly by repeated application of
Bayes’ theorem (4.20). This is simple to implement, because all that is needed, is a point-by-
point multiplication of two functions for each event, namely the multiplication of the probability
distribution for Spn based on all previous events with the likelihood function of the current event.
After multiplication, a normalization step follows to create a valid probability distribution that
can be used in the next event.
The posterior probability distribution for Spn is written as prob
 
Spn
 {Ap,An}M. Such
a distribution exists for all pixels of the detector. The notation was adopted from [67],
where prob(x |y) dx is a function of the variable x that gives the probability of having x
in the interval [x , x + d x], given the condition or information y . The subset {Ap,An}i :={Ap,1,An,1,Ap,2,An,2, . . . ,Ap,i,An,i} is defined as the data obtained from the first i measured
events. Obviously, {Ap,An}M is the set of all measured events. The most likely value for the
slope parameter Spn and its error ∆Spn for each p and n can be obtained from the mean and
variance of the final posterior distribution. As mentioned above, the computation of the final
distribution prob
 
Spn
 {Ap,An}M is done iteratively by multiplying it with the likelihood func-
tion of each event. After each multiplication, the width of the distribution becomes narrower
and the uncertainty of Spn shrinks. The iteration starts with an initial guess for the prob0
 
Spn

distribution, in this case uniform within reasonable limits Smin and Smax . These limits should
cover all occurring values of Spn, which can be guessed from the maximum expected ratio of
gains in all channels: Smin < min(sn/sp) and Smax > max(sn/sp). For example, if the smallest
gain is expected to be no less than 10 times the largest gain, Spn can have any value in the
interval [0.1,10]. The multiplication of prob0
 
Spn

with the likelihood function is the direct
application of Bayes’ theorem [67, 68, 69]
probi
 
Spn
{Ap,An}i = probi  Spn L  Ap,i,An,iSpn
prob
 
Ap,i,An,i
 , (4.20)
with the commonly used terminology [67]: probi
 
Spn
{Ap,An}i  is called posterior distribution,
probi
 
Spn

is the prior distribution, L
 
Ap,i,An,i
Spn the likelihood function and prob  Ap,i,An,i
is a normalization factor that is also called evidence of the measured data. Index i indicates
the iteration step. After each multiplication, the normalized posterior distribution becomes the
prior for the next data point
probi+1
 
Spn

= probi
 
Spn
{Ap,An}i  , (4.21)
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and the final distribution is obtained at the last iteration. The likelihood function is chosen to
be a Cauchy-Lorentz distribution with width w
L
 
Ap,i,An,i
Spn∝ 1
w2 +

log
Ap,i
An,i
− logSpn
2 . (4.22)
This particular choice for the likelihood function was inspired by the treatment of data with
outliers in [67].
The posterior distribution has to be approximated by K points between Smin and Smax and
stored during the complete procedure. This has to be done because there is no analytic ex-
pression for the intermediate shape of the distribution. Finally, according to the central limit
theorem, it will approach a Gaussian distribution. The number of points K depends on the cho-
sen limits Smin,max and the desired accuracy of the final result. Values are in the order of a few
thousand work good in practice.
Computing a set of calibration coeﬃcients
The minimization of (4.19) is done with the nonlinear least squares fit provided by the GNU
Scientific Library [34]. The set of fit parameters is {sp, sn}, and the input data is the complete set
of measured parameters {Spn} and the uncertainties {∆Spn}. One out of the Np+Nn parameters
has to be fixed in order to find a unique solution. This was done by fixing the last p-side
slopes to 1. The algorithm attempts to minimize equation (4.19) with respect to the remaining
Np + Nn − 1 parameters. After convergence is reached, the resulting parameter set describes
the best intrinsic calibration coefficients for the individual strips relative to each other on a
common arbitrary scale. The scale is determined by the channel of which the slope was set
to 1. The algorithm works automatically in the following sense: Once a good parameter set
(K ,Smin,Smax ,w) is found for a detector, intrinsic calibration coefficients can be found for it
by analyzing any measured data set. The procedure does not require human assistance or
supervision. The consistency of the outcome could be checked by looking at a histogram like
the one shown in 4.14 b). Failures in the procedure could also be detected by checking that no
extreme values of calibration parameters are obtained, i.e. values that are too close to Smin or
Smax .
Oﬀset determination
The method can be extended to take offsets in the calibration function into account. An offset o
is added to equation (4.14)
E = o+ s A . (4.23)
If offsets are allowed in the energy dependence of the amplitude, the linear dependence between
Ap and An is also allowed to have an offset Opn. This changes equation (4.17) into (see figure4.13
b)
Ap = Opn + SpnAn . (4.24)
The determination of Opn and Spn, can be achieved with two-dimensional probability density
functions p
 
Spn,Opn
 {Ap,An}. The basic procedure is the same as described in 4.1.4, only that
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the number of supporting points of the distribution is larger, as it is two-dimensional. For the
same reason, the calculation is much slower, because the point-wise multiplication takes more
time. The likelihood function has to be extended from (4.22) to be two-dimensional as well,
taking into account the correlation between offset and slope:
L
 
Ap,i,An,i
Spn,Opn∝ 1
w2 +

log
Ap,i−Opn
An,i
− logSpn
2 . (4.25)
For the numerical approximation, a range of possible offset parameters Opn has to be specified
by two additional parameters, Omin and Omax . These limits have to be chosen such, that they
include all occurring Opn as defined in (4.26). Even if the numerical approximation of the two-
dimensional posterior distribution requires significantly more memory and computation time
than in the one-dimensional case, it is possible on nowadays desktop computers.
The calculation of the calibration coefficients for each strip has to be modified as well. All
relevant quantities are related as in equation (4.18), but with an additional equation for the
offset:
Spn =
sn
sp
and Opn =
on − op
sp
. (4.26)
With the modified relations of equation (4.26), the set of 2Np + 2Nn − 2 calibration parame-
ters {op, sp, on, sn} can be found by minimizing equation (4.27), which is an extended form of
equation (4.19):
χ2 =
∑
p,n
 
Spn − snsp
∆Spn
!2
+
Opn − on−opsp
∆Opn
2 . (4.27)
where Spn,Opn and∆Spn,∆Opn are mean and variance of the final distribution p
 
Spn,Opn
 {Ap,An}.
This time, two parameters have to be fixed to find a unique solution, for example the offset and
slope of the last strip on the n-side oN = 0 and sN = 1.
The effect of the intrinsic selfcalibration can be seen for the Target-DSSSD detector in figure
4.14.
Possible Improvements
The procedure described here, requires the user to find good parameters for the range of the
probability distributions and their density of points. If the range is not known, the user has
to choose a wide and fine enough grid for the representation of the distribution and pays with
longer computation time and more memory consumption. Therefore, it would be a significant
improvement in performance and usability, if the probability distributions would be adaptive in
range and density of points. With such an improvement implementation, the only remaining
parameter would be the width w of the likelihood function in Eqs. (4.22,4.25).
4.1.5 Absolute calibration of the LYCCA DSSSD detectors
The procedure as described in this section was applied to all of the individual wall DSSSD
detectors. After that, the spectra of all 16 detectors were scaled by hand to achieve a DSSSD
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Figure 4.14.: Comparison of the p-side and n-side amplitudes of the target-DSSSD detector of
LYCCA, on the left hand side without calibration coeﬃcients applied, and on the right hand
side using the coeﬃcients obtained by the intrinsic selfcalibration method. The improvement is
obvious: In the uncalibrated detector, each pixel has a diﬀerent slope of the n-p-side correlation.
After calibrations, all slopes are aligned.
gain matching. A final scaling factor was applied, such that the 80Kr component of the fragments
was at the same energy as the ATIMA prediction as shown in figure 4.3 for the measured velocity.
Note that the amount of work for absolute calibration was reduced by a factor of 32, because
of the intrinsic calibration. Furthermore, no special calibration runs are needed to apply this
procedure. Consequently applying this technique leaves more valuable beam time for physics
data taking.
4.1.6 CsI calibration
In a first step, all 144 CsI spectra were gain matched by hand, such that the peak of the 80Kr
component of the fragments were at the same position in all of their raw spectra. Then, a
scaling factor was applied to match the kinetic energy as calculated from the measured β for
80Kr. CsI scintillators have a non-linear light yield when exposed to heavy-ion radiation. If
the CsI signal should match the kinetic energy of the projectile regardless of the isotope, the
energy dependent light yield has to be calibrated. The Z and energy dependence of the light
yield response of CsI to heavy ions was measured for example in [59] and [60] for energies
up to 1250MeV and Z ≤ 54. For higher energies it is claimed that the light yield behaves
linear. During the calibration of LYCCA, it was observed that this is not so for heavy ions in
typical PreSPEC experiments. An important part of the absolute calibration of the CsI detectors
was thus the determination of the non-linearity and Z dependence of the CsI light yield for
heavy ions up to 15GeV. LYCCA allows to calibrate its own light yield curve only using its
own data during a production run. Qualitative particle identification can be achieved without
absolute calibration of all detector systems by gating on the structures in the correlation spectra.
These can be used to identify isotopes for each event. Using a calibrated velocity measurement,
together with the isotope gates, allows the calculation of the kinetic energy of the heavy ion in
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each event. By correlating the kinetic energy with the CsI amplitude which is proportional to
the light yield, one can measure the light yield curve for all detected elements. Since the energy
of the recoils after the reaction in the secondary target is widely distributed, one can obtain light
yield curves for all elements over a large range of kinetic energy. This data can be used to fit
an empirical parameterization of the dependence of the kinetic energy Ekin(LCsI, Z) on the light
yield LCsI and the element Z . Such a function can be used to get an absolute calibration of the
CsI detectors that is needed for particle identification.
The data and the fitted parameterization are shown in figure 4.15. For observed range of ion
energies, the CsI light yield is not linear anymore. In the phenomenological parameterization
it was assumed that the data behaves linearly with one slope below a certain threshold, and
linearly with another slope above that threshold. Both regions are smoothly connected with a
smoothness parameter σ. The fitted parameterization uses this two-slope model for one value
of Z . Z dependence is introduced by scaling the resulting curve with Zκ, which introduces
another parameter.
ECsI = Λσ (α LCsI,ζ+ ξ LCsI) Z
κ (4.28)
with Λσ ( f , g) = −σ ln
 
e− f /σ + e−g/σ

, (4.29)
where the function Λσ is the “smooth minimum” function. The fitting procedure to all data
results in the following values for the parameters:
α=0.1473(3)MeV (4.30)
ζ=503(4)MeV
ξ=0.0849(4)MeV
σ =104(3)MeV
κ=0.5788(4)
The Z dependence can be explained, at least partially, by the energy loss in the LYCCA ToF-stop
and DSSSD detctors that are directly in front of the Csi crystals. Higher values of Z have a
larger stopping power (∝ Z2), and the remaining kinetic energy in the Csi detectors is smaller.
A comparison with the parameterization of the CsI light yield of ref. [60] shows qualitative
agreement with the measured LYCCA data. The measurements in that reference were done with
energies up to 50MeV/u, and the parameterization differs mainly in the smaller Z dependence
compared to the LYCCA data, which indicates thinner dead-layer in their setup. The curvature at
the bottom end of the energy spectrum cannot be observed with LYCCA because of the different
energy range. The only major difference is the non-linearity for higher energies in the LYCCA
setup, and it is not clear if that is an effect of the Csi material or of the PIN diodes that were used
for the readout. Regardless of the exact reasons, a correction of the CsI signals for non-linearity
and Z dependence is needed in order to get a global mass calibration as shown in figure 4.4 b).
4.1.7 Bayesian LYCCA isotope identification
This section describes how the correlation between quantities measured by LYCCA can be ex-
ploited to decrease the uncertainty of particle identification. This is of great interest as it would
increase the range of possible experiments towards higher masses and charges, at no additional
cost in intrumentation.
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Figure 4.15.: Kinetic energy Ekin of ions in correlation to their observed light yield LCsI in the CsI
detectors. Data points were extracted from Z -gated Ekin-LCsI histograms as shown in the inset
for Z = 28. Error bars are scaled down by a factor two for better visibility. Information about
the kinetic energy is obtained from A and β using equation (4.6) minus the measured energy
loss in the DSSSD. Black, dashed lines show the asymptotic behavior for Z = 36. The thick solid,
black lines are drawn using the parameterization of the CsI light yield from ref. [60], which was
fitted to data at lower energies. The upper curve is for Z = 36, and the lower curve for Z = 20.
Note that it is diﬃcult to compare both parameterizations, because the light yield may be scaled
by an arbitrary factor. However, it is obvious that the Z dependence is diﬀerent.
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The classification of events that are represented by multidimensional vectors is known as
multivariate analysis. In this case the event vector consists of the measured quantities by LYCCA
(β ,∆E, LCsI), and the different classes are two positive integer values for the mass and charge:
(A, Z). In this section, a classifier for LYCCA data is developed based on the Bayes’ theorem. It
calculates for each event the probability to belong to class (A, Z). The event is then assigned
to the class with maximum probability (Amax, Zmax). This method is known in the literature as
projective likelihood estimator, or classifier, or also as naive Bayes estimator [70].
Almost all research about the general problem of multivariate analysis and the optimization of
classifiers is done in particle physics. For some (unknown) reason, it is uncommon to use such
techniques in the field of nuclear structure research. In nuclear structure research, one uses
mainly the “polygonal cut” classifier, which is the simplest of all thinkable classifiers. In view
of the fact that the LYCCA device was used up to, and even beyond its specified limit for mass
and charge resolution, in particular in the experiment S429 (see table 4.1), and in view of the
overall expenses for all these experiments, it is well justified to spend some time in developing
more advanced techniques for event classification.
The underlying idea is to use the available information (β ,∆E, LCsI) in the best possible way
in order to infer the quantity of interest (Amax, Zmax). This reduces the uncertainty in particle
assignment, because it makes use of the physical correlation between the measured quantities.
This can be seen as a generalization of the fact that repeated, independent measurements of
any quantity reduce the uncertainty in the final best estimate for that quantity.
As shown in the previous sections, analytical expressions for the relations between all of the
quantities measured by LYCCA are known. These relations allow the direct computation of the
probability to obtain the measured vector (β ,∆E, LCsI) in an event, assuming that the ion had a
given velocity, charge and mass: (β0,A, Z). Doing this for all possible values of (β0,A, Z) inside
a reasonable range around the conventionally determined1 values allows to determine the most
likely ion species, as well as it’s most likely velocity β0.
Formalism
The formalism is using conditional probability distributions as already introduced in section
4.1.4. In the following, (β ,∆E, LCsI) denotes the vector of measured data by LYCCA: velocity,
energy loss and CsI light-yield, respectively. Given this data vector, probability distributions
can be calculated for the true value of the quantities: (β0,A, Z). In order to illustrate this,
consider the simplified example of a reduced data vector (β ,∆E), and a classification limited to
the integer value of Z . The relation between these quantities ∆E(β , Z) is known and given by
equation (4.4). The likelihood for having measured (β ,∆E), given a true velocity and charge
number (β0, Z), is given by the two dimensional, uncorrelated Gaussian distribution
prob (β ,∆E|β0, Z) = 12piσβ σ∆E exp
−1
2

β − β0
σβ
2
− 1
2
 
∆E0 −χ Z2βκ
σ∆E
!2 . (4.31)
There is no correlation, because β and ∆E are measurements from two independent detector
systems. The most likely value for Z can be found by searching for the global maximum of
equation (4.31). This is visualized in figure 4.16. Equation (4.31) can be used as likelihood
1 In principle, call combinations of (β0,A, Z) should be considered, however, in practice it is sufficient to only
compute the values around the conventionally determined values.
76
∆
E
[M
eV
]
β
data point
300
320
340
360
380
400
420
440
0.45 0.47 0.49 0.51 0.53
a)
Z =
36
Z =
35Z =
34Z =
33Z =
32
ln
(p
ro
b
(β
∆
E|β
0
Z
))
[a
.u
.]
β0
Z = 35
Z = 34
Z = 33
0.45 0.47 0.49 0.51 0.53
b)
Figure 4.16.: Visualization of the described formalism to gain information from two independent
measurements of correlated quantities. In panel a), an event was detected (magenta point)
with known uncertainties. Combinations of physically possible values are drawn as dashed lines.
These combinations are parameterized by the nuclear charge Z and the “true” velocity β0. Panel
b) shows the result of evaluating equation (4.31) for three diﬀerent values of Z and β0. From the
curves it is clear that the highest absolute probability is reached for Z = 34. It can also be seen
that the maximum of the probability curve for Z = 34 is slightly shifted to the left, i.e. taking all
information into account, best estimate of the particle velocity is also improved.
function in Bayes’ theorem to calculate the posterior probability distribution for the particles
velocity and charge number (β0, Z).
In order to extend the formalism to all three quantities, equations (4.6) and (4.28) have to
be included and the likelihood function is then:
prob (β ,∆E, ECsI|β0,A, Z) = 1(2pi)3/2 σβ σ∆EσLCsI
(4.32)
×exp
−12

β − β0
σβ
2
− 1
2
∆E −χ Z2βκ0
σ∆E
2 − 1
2

(γ− 1)Au c2 −
=Ekin︷ ︸︸ ︷
(ECsI(LCsI) +∆E)
σLCsI
2 ,
where ECsI(LCsI) is given by equation (4.28). Equation (4.32) is the likelihood function for the
measurement of a certain LYCCA event. Using Bayes’ theorem, the probability distribution for
(β0,A, Z) can be obtained:
prob (β0,A, Z |β ,∆E, ECsI) = prob (β ,∆E, ECsI|β0,A, Z) prob (β0,A, Z)prob (β ,∆E, ECsI) (4.33)
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Figure 4.17.: Histogram of the probablity
of the most likely assignment for A and Z
using the presented method. The fraction
of events in each colored area is given. It
can be seen that 61.3% of the events can
have a combination of A and Z assigned,
which has probability of more than 90%
to be true. Already 75.5% of the A and
Z assignments have a probability of more
than 80% (the sum of the magenta and
green area).
which is proportional to the likelihood function (4.32) if a uniform prior distribution is assumed.
The maximum of (4.32) can be determined numerically for every event. Because equation
(4.33) is a probability distribution, it has to be normalized to one:∫
β0
dβ0
∑
A
∑
Z
prob (β0,A, Z |β ,∆E, ECsI) = 1 . (4.34)
One can use (4.34) in order to calculate the evidence, i.e. the normalization factor, and get a
quantitative value of the probability for each combination (A, Z):
prob (β ,∆E, Ekin) =
∫
β0
dβ0
∑
A
∑
Z
prob (β ,∆E, ECsI|β0,A, Z) . (4.35)
This allows other parts of the analysis to specify an isotope condition in terms of a required
probability for a certain isotope, such as prob(A = 74, Z = 34|β ,∆E, ECsI) > x , where x is a
percentage, and the probability can be computed by marginalizing the β0 dependence:
prob(A, Z |β ,∆E, ECsI) =
∫
β0
dβ0 prob (β0,A, Z |β ,∆E, ECsI) . (4.36)
The integral and the summation in (4.35) can be calculated numerically for each event. Figure
4.17 shows the probability distribution for the most likely combination of A and Z as obtained
with the described method for all events.
Figure 4.18 emphasizes the difference between the Bayesian classifier and the “graphical cut”
classifier. Here, the conventional particle identification plot is shown without any gate, and with
two different conditions on the particle assignment probability. It can be seen, that the selection
of events is not always sharp in the (A, Z) representation.
Figures 4.19 and 4.20 show, how the total charge and mass histograms can be separated in
individual histograms that are associated to a single value of A or Z . This shows again, that the
distributions of most likely assignments are overlapping.
78
ZA
31
32
33
34
35
36
37
71 72 73 74 75 76 77
a) all events
A
71 72 73 74 75 76 77
b) 0.8< p ≤ 1.0
A
71 72 73 74 75 76 77
0
100
200
300
400
500
600
700
800
c) 0.5< p ≤ 0.8
Figure 4.18.: Visualization of the eﬀect on the conventional particle ID histogramwhen gated on
diﬀerent assignment probabilities: the histogram in panel a) shows the conventionally obtained
particle ID. In panel b), the histogram contains only events where the assignment probability
p := prob (Amax, Zmax|β ,∆E, ECsI) was at least 80%. In panel c) only events with p less than
80% are shown. These three histograms point out the diﬀerence between a classifier defined
by a graphical cut in the A vs. Z histogram and the Bayesian classifier: in the latter case, as can
be seen in b) and c) there is no sharp cut between the diﬀerent peaks. Note that event if the
peaks in panel c) are in the middle between two integer numbers, the events therein are still
assigned to a mass and charge number with a probability of more than 50%, according to figure
4.17.
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Figure 4.19.: The total nuclear charge distribution, as determined by equation (4.5) of particles
after the secondary reaction target with a particle-γ trigger is shown by the black histogram.
The colored histograms show the charge distribution, determined by (4.5), if the likelihood was
largest for a fixed value of Z . Here, the advantage might not be obvious, but in the case of a
more severe overlap of the peaks, as is the case for themass distribution in figure 4.20, the events
can be assigned to the most likely value, even if they are closer to the center of a neighboring
peak.
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Figure 4.20.: The total nuclear mass distribution, as determined by equation (4.6) of particles
after the secondary reaction target with a particle-γ trigger is shown by the black histogram.
The colored histograms show the mass distribution, determined by (4.6), if the likelihood was
largest for a fixed value of A.
Discussion
It is difficult to make a direct comparison between the conventional and the Bayesian method
to determine A and Z with LYCCA. However, there are some obvious advantages of the Bayesian
method: First, in principle, the value for β0 at which prob(β0,A, Z |β ,∆E, ECsI) has its maximum,
should be a better estimate for the particle velocity than the value of β as it was measured by
the time-of-flight detectors because correlated information from the DSSSD and CsI detectors
are folded into the final value of β0. More additional information comes from the fact that A and
Z have to be integer values, constraining the space of possible combinations of the measured
quantities. The improved value of the particle velocity can help to make a more precise Doppler
correction of the measured γ-rays. Second, as shown in figures 4.18, 4.19 and 4.20, the Bayesian
classifier allows for a more precise, more quantitative and more efficient particle selection. The
precision and quantification comes from the fact that the gate is not a hand-drawn line around a
diffuse spot in a histogram, but a mathematical statement of how likely an A and Z assignment
should be. The efficiency should be increased because of the increased resolving power of
LYCCA if all available information, including the correlations between all measured quantities,
are used. This becomes even more important in the case of experiments with heavier ions, where
the limited resolution of LYCCA does not allow to see any structure in the particle identification
plots. Even without visible structures, a Bayesian classifier allows to make quantitative decisions
if an event is to be treated as background or signal event.
The downside of the quantitative estimate of probabilities is, that they are only correct if all
included quantities are correct. This is particularly true for the uncertainties in the measure-
ments: σβ σ∆EσLCsI. The quantitative value of the probability of the assignment of (Amax, Zmax)
depends very strongly on these uncertainties. Further, the likelihood function (4.32) assumes
that all uncertainties are Gaussian with known width. This is not necessarily the case. However,
even if the interpretation as probability is not quantitatively correct, the calculated value can
still be used as an event classifier.
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4.2 The Advanced Gamma Tracking Array (AGATA)
From 2012 on, the AGATA detector is used as the main γ-ray spectrometer in the PreSPEC setup.
Only few details about this detector will be given here. More information is available in [71]
and [22].
AGATA is a high-purity germanium (HPGe) γ-ray detector array, which is developed, build and
maintained by an European collaboration of nuclear physics research institutes, represented by
the AGATA Collaboration Council (ACC) (for more information, visit the ACC website [72]).
The detector system is designed to overcome known deficiencies of the previous generation
of Compton-suppressed HPGe arrays, where each HPGe crystal of the array is surrounded by
scintillation material that acts as active anti Compton shield, as shown in figure 4.21 b). A signal
in the surrounding scintillator in coincidence with a signal in the surrounded HPGe detector
will identify events, in which only a fraction of the photon energy was deposited inside the
germanium. These events would contribute to the background in the spectrum and can be
rejected. The shielding scintillators take a considerable fraction of the total solid angle and limit
the total peak efficiency of the detector array to no more than 10% [73].
In AGATA, pulse-shape analysis (PSA) and γ-ray tracking are applied to overcome these limi-
tations. With PSA, the locations of the γ-ray interactions inside the germanium crystals can be
determined, and a γ-ray tracking algorithm reconstructs the most likely time ordering of these
interactions to obtain the track of the photon inside the detector. A tracking setup is schemati-
cally shown in figure 4.21 c). PSA techniques require segmented detectors, because the position
information is only obtained by analyzing the shape of several segment signals. In a detector
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Figure 4.21.: Schematic explanation of the benefits of pulse-shape analysis and γ-ray tracking
over the use of BGO anti-Compton shields. The example shows the response of two HPGe
detectors on two photons if one of the photons cross-scatters into another detector: a) non-
segmented, non-shielded detectors, where both detectors detect a wrong amplitude in the
shown case. b) non-segmented, Compton shielded detectors, where one detector measures
the correct amplitude, and the other detector reading is suppressed. c) Segmented tracking de-
tector array, where the interaction points inside the crystals are reconstructed with pulse-shape
analysis (PSA) and the most likely photon paths are calculated. The energy of the incoming
photons is calculated as the sum of the energy deposition at the interaction points along each
track.
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Figure 4.22.: Geometry of one
AGATA crystal and the contact
segmentation. Blue lines indicate
segment boundaries. The seg-
ment labeling uses numbers 1-6
for the diﬀerent rings, and let-
ters from A to B for the sections
in each ring.
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array with PSA and γ-ray tracking, there is no need for active anti-Compton shields, because
scattering from one detector to the other will be considered in the track reconstruction, and is
not different from the track reconstruction within one crystal. This allows to fill almost the full
solid angle of 4pi with high resolution germanium detector material, which is expected to result
in a total efficiency of about 50%. An additional advantage for the present case of in-beam γ-ray
spectroscopy is the high angular resolution in the detection of the γ emission angle because of
the ability to determine the first interaction point in the crystal with high accuracy. This reduces
one source of uncertainty in the Doppler correction of the detected γ-rays. In the RISING HPGe
array, which did not have PSA, this uncertainty was reduced by increasing the distance of the
detectors to the target at the cost of reduced detection efficiency.
AGATA HPGe crystals are made of n-type HPGe material, with closed-ended coaxial shape,
segmented outer p+ contacts with 6 rings and 6 segments (see fig. 4.22), and an inner n+ core
contact. The position sensitivity is achieved by analyzing the rising edge of the pre-amplifier
signals from all 37 contacts, which depends on the charge carrier movement inside the crystal
volume, and thereby carries information about the position of charge carrier creation by the
detected photon. All pre-amplifier signals are recorded with flash ADCs at a sampling rate
of 100 MHz and 14-bit resolution. Position information is obtained by the method of pulse-
shape comparison, where the 100 first samples of all 37 pre-amplifier signals are compared
against a data base with simulated signal shapes corresponding to different interaction points.
That database covers the complete crystal volume with a grid size of 2 mm in all 3 spatial
dimensions.
4.2.1 Calibration
AGATA requires in addition to the gain calibration for each segment and each core, a correction
of the cross-talk between all electrical signals of each crystal, a time alignment of the digitized
pre-amplifier signals and a correction for charge carrier trapping in crystal defects caused by
fast neutrons. These corrections depend on adjustable parameters that have to be optimized.
All relevant data to do these corrections, including the digitized signal waveforms, are recorded
and allow a so called replay of the data with different parameters. This allows to optimize the
performance of the AGATA spectrometer after the experiment. Improvements in energy and
position resolution can be expected after optimizing the parameters of PSA, which should be
done in order to achieve the best possible result. Details about the steps involved in AGATA data
replay can be found in [74] and the references therein.
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However, this was not the focus of the present work, and all shown results will rely on the
online configuration of the AGATA analysis as it was configured during the experiment.
4.2.2 Simplified γ tracking scheme
Instead of the γ-ray (MGT) tracking that calculates the most likely path of the photon inside
the germanium crystal, a simplified scheme was applied, where the first interaction point inside
the crystal is assumed to be the one with the highest energy deposition of all interaction points.
The incident photon energy is assumed to be given by the core energy signal, i.e. it is assumed
that the photon deposited its full energy inside one single crystal. The full tracking should
be slightly more efficient (see [75]) than the simplified scheme because of the cross-crystal
Compton scattering. Because of the low expected benefit, the simplified scheme is preferred in
the presented analysis.
4.3 PreSPEC data acquisition
Even though the data acquisition system (DAQ) was certainly not part of this work, some knowl-
edge information about it is needed in order to analyze PreSPEC-AGATA data. In the following,
details about the DAQ system are discussed as far as they are relevant for the data analysis.
More information about the hardware and the trigger logic can be found in [76], or in identical
form in chapter 3 of [53].
The Multi-Branch System (MBS) [77, 78] was used to acquire data from the FRS, LYCCA and
HECTOR, while AGATA has its custom DAQ system based on NARVAL (Nouvelle Acquisition
temps-Réel Version 1.2 Avec Linux) [27].
4.3.1 MBS
MBS was developed at GSI and introduced in 1994, to serve as a general purpose data acquisi-
tion system, suitable to most experiments at the facility. It is a combination of hard and software
systems to read out and combine the data from several VME2 crates. All VME crates in the sys-
tem need to have one TRIVA module [79] and a MBS compatible crate controller, such as RIO3
or RIO4 embedded Power Architecture computer. MBS reads data from all separate VME crates
and combines them into a single event. The data readout is trigger based and can distinguish up
to 14 different triggers, numbered from 1 to 14. Each trigger initiates a data readout of a subset
of data, and is created based on the presence of coincident signals in one or more detectors in
the setup. For example, in the PreSPEC setup, a signal in scintillator S41 in coincidence with
at least one signal in AGATA, created the trigger 7. The same signals, and additional signals in
at least one LYCCA Wall DSSSD and a signal in the LYCCA ToF-Start detector created the trigger
9. Triggers are prioritized according to their number, i.e. if all conditions for trigger 7 and for
trigger 9 are fulfilled, the event will obtain number 9. Always the highest of all possible trigger
numbers will be chosen for any given event. The logic circuitry, which generated trigger num-
bers from coincident signals was implemented inside the FPGA of a VULOM4 VME module with
the TRLO firmware [80, PHN-IS-EE-03]. During the readout process, the acquisition system
2 MBS also supports different systems, such as CAMAC
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is busy and cannot be triggered again for a duration that depends on the amount of data to
be read out. This is the so-called dead-time period. The time between two successive events
cannot be shorter than the dead-time. The fraction of time, when the system is busy is called
dead-time ratio, and the fraction of time when the system is not busy is called life-time ratio.
The implications of this are discussed for two different runs of the S424 experiment in section
5.6.7.
4.3.2 AGATA
Data flow
The AGATA detector comes with custom detector support system (DSS), custom front-end
electronics (FEE) and custom data acquisition system (DAQ). The front-end consists of custom
pre-amplifiers for the core and segment signals and custom digitizer modules. There is one
digitizer module for each crystal, with 38 channels for the 36 segment signals and two core
signals. The digitizers are sampling with 100 MSPS and continuously stream sampled data
through a fiber-optic link to custom pre-processing cards in Advanced Telecom Computing Ar-
chitecture (ATCA) crates. The pre-processing cards apply conventional digital moving window
deconvolution filters to the two independent low and high gain core signals to extract energy
information3. The pre-processing cards are connected to the global trigger and synchronization
system (GTS), which distributes a global clock signal over a network with tree topology from
the root node to all connected pre-processing cards and to the AGAVA module which will be
described below. Pre-processing and AGAVA modules are located at the leaf positions of the tree
with identical distance (number of intermediate nodes) to the root node. The global clock is
synchronized to the sampling clock in the digitizers, so each recorded signal trace has a global
GTS timestamp. The GTS timestamp has 48-bits and a resolution of 10ns. It will overflow after
≈ 781hours, i.e. a full experiment can be done with each event having an absolute and unique
time stamp with 10 ns resolution. In principle, GTS can also take trigger decisions, but this
possibility was not used in the PreSPEC-AGATA setup because of the high latency of the digital
electronics compared to the analog trigger generation from the measured particle signals. The
GTS root node was configured to validate all trigger requests generated by the AGAVA module
inside the MBS system and write all AGATA crystals with a core signal above a noise threshold.
The MBS γ trigger was created from discriminated inspection line signals of the digitizers mod-
ules. The inspection lines duplicate the core signal at the digitizer input. This was done to get a
low latency γ trigger that comes at approximately the same time as all other trigger signals from
HECTOR, LYCCA and FRS. The trigger from the inspection lines is the main AGATA γ trigger.
From the preprocessing cards, the validated data is transferred, again with an optical link,
to custom PCI Express interface cards in the computers of the processing farm. The computers
in the farm run the NARVAL (Nouvelle Acquisition temps-Réel Version 1.2 Avec Linux ) [27]
system, configured to perform a certain number of task for the individual crystal data: prepro-
cessing, pulse-shape analysis, neutron-damage correction. This is called local level processing.
In other setups with AGATA, the processing continues by merging the data from individual crys-
tals to form a complete γ event with all interaction positions in the detector array, on which
γ-ray tracking is applied. The tracking algorithm needs the source position of the γ-ray, which
3 The energy information can be used to make a trigger decision, but in the PreSPEC setup the γ trigger is
created in a different way
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is known in other setups by the position of the beam on the target. In the PreSPEC setup, the
beam spot is very large, and the position of each γ emitting projectile has to be determined by
the LYCCA target DSSSD. In order to analyze DSSSD data on the NARVAL farm, the MBS data
has to be streamed into the farm. This data transfer was only working online during the last
beam time in 2012 (S428 and S431), after experiment S424 was already over. For that reason
another approach was used: AGATA data was stored at the crystal level (one adf file per crystal),
and the software for offline analysis was opening all AGATA data files and the MBS data file at
the same time, merging the events based on the GTS timestamp and analyzing the combined
γ-particle data. In this approach the γ-ray tracking algorithm had to be integrated in the offline
analysis software.
Data format
offset size C type meaning
(bytes) (bytes)
0 4 uint32_t length of the frame in 32-bit words (header included)
4 4 uint32_t specifies the frame content (0xfa010102 for PSA frame)
8 4 uint32_t event number
12 8 uint64_t GTS timestamp
Table 4.3.: Content of the adf frame header.
From the point of data analysis, the most important information is the format of the data
written on disk during the experiment. For AGATA, the data format is in principle documented
inside the GammaWare user manual [81, Appendix B]. But that reference does not completely
match the data on disk from the S424 experiment. Therefore, the format of AGATA data at the
crystal level, i.e. what NARVAL writes after local level processing, is fully documented here.
AGATA adf files are a series of frames, with a common frame header and different frame
contents. The frame header always contains four numbers as shown in table 4.3. Each adf file
usually starts with a configuration-frame, containing human readable information about the file
structure, i.e. wich frame types are present. If the structure of the file is known, that frame can
be completely skipped. In the case of local level storage of all crystals, the configuration frame
is followed exclusively by PSA frames until the end of the file. The PSA frame’s contents are
shown in table 4.4. There are other adf frames defined, but they are not relevant for the data
analysis as presented in this work.
In general, it was tried to make the analysis in the simplest possible way, also with respect
to the used software. One reason, why this was difficult is the fact that during the PreSPEC
campaign, data was written in at least three different ways: separated AGATA and MBS data,
merged AGATA and MBS data on the NARVAL side and merged AGATA and MBS data on the
MBS side. That illustrates the severe lack of standards and documentation in the PreSPEC and
AGATA collaboration. In view of the future use of AGATA at FAIR in the HISPEC experiments, the
persons in charge of the project should take care to prevent these unnecessary complications.
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offset size C type meaning
(bytes) (bytes)
0 2 uint16_t AGATA crytsal ID (number in the range 0 ... 179)
2 2 uint16_t crystal status field
4 4 float E0, energy from the low gain core preamlifier
8 4 float E1, energy from the high gain core preamlifier
12 4 float T0, time from the low gain core preamlifier
16 4 float T1, time from the high gain core preamlifier
20 2 uint16_t not used
22 2 uint16_t NPSA: number of PSA hits in current event
24 2 uint16_t not used
26 2 uint16_t not used
28 2 uint16_t not used
NPSA times the following data: n= 0 ...NPSA − 1
30+ n · 42 4 float e : energy of the interaction point
34+ n · 42 4 float t : time of the interaction point (always 0)
38+ n · 42 4 float x : position of the interaction point
42+ n · 42 4 float y
46+ n · 42 4 float z
50+ n · 42 4 float ∆e : corresponding uncertainties (always 0)
54+ n · 42 4 float ∆t
58+ n · 42 4 float ∆x
62+ n · 42 4 float ∆y
66+ n · 42 4 float ∆z
70+ n · 42 2 uint16_t not used
Table 4.4.: Content of the PSA frame header.
4.3.3 Coupling of AGATA to the VME
AGATA uses the GTS system for time stamp distribution and trigger validation. It is forseen that
AGATA is used together with VME based systems. In practice the VME system is connected to the
GTS tree with a custom VME module: AGATA Ancillary VME Adapter (AGAVA) [22, section 7].
The AGAVA module can be a leaf in the GTS tree. At the same time it is controlled and read-out
from the host VME system, MBS in this case. The front panel allows to sent trigger requests to
the GTS root node. In the case of the PreSPEC setup, the validated MBS trigger was sent to the
AGAVA module and the GTS root node was configured to accept all triggers from AGAVA.
Oﬄine data merging
As data from each AGATA crystal and from the MBS system are recorded in separate files, the
triggered event has to be build using the GTS timestamp that is available in all of the separate
data files. The merging algorithm is described in the following.
From all available sources, the next event is read and the timestamps from all these events
are compared. The smallest of these timestamps defines the beginning of a time window of a
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given width of typically 3 µs. All other read events that have a timestamp which falls inside
this window, are used to build the merged event. All sources that contributed to the merged
event are reading their next event. Now, the process repeats, and the smallest timestamp of all
events is searched. This algorithm assumes, that the timestamps of events in each source are
increasing, and that each source contributes only with multiplicity one or zero to any event.
Particle-γ time diﬀerence
It is essential to correlate the time of measured photons to a particle in the reaction chamber.
This indicates, that γ radiation is actually coming from the projectile and not from a background
source. The AGATA data acquisition (NARVAL) and MBS are only loosely coupled by distributed
GTS timestamps with 10 ns resolution. For the particle-γ time correlation, a higher timing
accuracy is desired. Therefore, the particle time Tp signal is measured with respect to the
arrival of the GTS timestamp TGTS(MBS)in the MBS system: ∆tGTS(MBS),p = Tp− TGTS(MBS). In the
AGATA system, the γ time ∆tGTS(AGATA),γ = Tγ − TGTS(AGATA) is already given with respect to the
GTS timestamp TGTS(AGATA). The particle-γ time difference can then be calculated from the four
quantities inside each event as
∆tp,γ = TGTS(AGATA) − TGTS(MBS) +∆tGTS(AGATA),γ −∆tGTS(MBS),p . (4.37)
In the data set, no time-walk correction was performed online during the experiment. The time
resolution is thus not optimal yet. A typical fast in-beam energy-time correlation plot can be
seen in Fig. 5.7. All important distinct structures are labeled. It is important to note that the
major contribution of background radiation is induced by the projectile impact on the target, or
detector material in proximity to the target. A narrow time gate can only distinguish between
the prompt, the delayed beam induced, and the random γ-rays. The prompt background that
is created at the exact same time as the γ-rays of interest from the projectile and target nucleus
cannot be removed from the final spectrum. In this particular case the random background was
increased by the presence of a 60Co source, which can be subtracted from the data.
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5 Analysis of the S424 experiment
The motivation of the S424 experiment was to test the performance of the complete PreSPEC
setup by measuring known reactions in two types of experiments: Coulomb excitation and sec-
ondary beam fragmentation. In this section, the process of analyzing data from this experiment
is described. Since this was no experiment to measure any unknown nuclear quantity, the em-
phasis is to describe a consistent picture of the physics processes involved during the experiment.
A quantitative analysis of the Coulomb excitation cross-section ratio of the projectile and target
excitation is presented. The beam was chosen to be equivalent to the primary beam 80Kr in
order to remove the FRS from the analysis and focus on the novelties of the setup. Furthermore,
the lifetime of the first excited 2+1 state is 8.3ps, which is not too short so that the decay happens
primarily after leaving the target at the velocity as measured by LYCCA, and it is not too long so
that the decay vertex is not too much behind the target (in average 1.2mm for v = 0.5 c.
During the PreSPEC experimental campaign, the number of AGATA crystals was increasing.
The AGATA crystal arrangement for the S424 experiment can be seen in figure 5.1.
5.1 Experiment parameters
The analysis in this chapter is for a subset of runs of the S424 experiment. A 80Kr primary
beam from the SIS-18 synchrotron with on-spill intensities between ≈ 5000part./s up to ≈
15000part./s. The spill length was ≈ 8 s and the spill period was ≈ 13.3 s. The FRS was tuned
to the primary beam, focused on the 380mg/cm2 thick gold target at the S4 focal point. The
beam energy at the target center was 156.15MeV/u. In this chapter, two different runs will
be considered: AGATA run 14 with corresponding lmd files 326-421, and AGATA run 20 with
corresponding lmd files 449-466. During run 14, 1.058 · 108 particles were delivered to the
setup in 10.6 hours of beam, corresponding to an average particle rate of 2756 particles per
second. During run 20, 2.450 · 108 particles were delivered to the setup in 8.6 hours of beam,
10o
20o
30o
40o
50o
60o
Figure 5.1.: The actual AGATA crystal ar-
rangement in the S424 experiment as seen
from the center of the target chamber, look-
ing downstream. Polar angles are indicated
up to 60◦ by the red circles. The cen-
ter of the circles corresponds to the central
beam axis. The crystals are arranged in dou-
ble and triple cryostats, as indicated by the
thick, black lines. Two cryostats, one double
and one triple, had a missing A-type (red)
crystal.
88
corresponding to an average particle rate of 7733 particles per second. The in-spill rate for both
runs was about a factor of two higher than the average rate.
5.2 Qualitative description of processes in the target area
In this section, processes in the target area are qualitatively described, to motivate the event
selection criteria that are later applied to the data in order measure the γ-ray yields.
One 80Kr projectile enters the setup through the S41 scintillator and creates a particle trigger
signal. That trigger signal indicates to the data acquisition, that a particle entered the setup. On
its way to the gold target, the particle passes the LYCCA ToF-start detector, the entrance foil of
the evacuated target chamber, the LYCCA DSSSD detector, and the LYCCA ToF-target detector.
While passing all that matter, mostly atomic interactions between the projectile and the solid will
happen. The term atomic interaction refers to the interaction between the beam nucleus and
the electrons in solid matter. The probability for Coulomb excitation is low, because the detector
material in front of the target is made out of low-Z material (Ti, Si, C and H). Sometimes, nuclear
interactions between the projectile and detector or target nuclei happen and the projectile can
be excited, fragmented or completely disintegrated, depending on the impact parameter of the
collision. In Coulomb excitation experiments, a “good” event would be the excitation of the
projectile inside the high-Z gold target due to electromagnetic interaction only. In secondary
fragmentation experiments, a “good” event would be the fragmentation of the projectile inside
a low-Z beryllium target.
Rutherford scattering and atomic interaction
Cross-sections for nuclear reactions are in general very small and most of the projectiles will
pass the target material without any nuclear excitation. In this case, the projectile will have
mainly interactions with the target electrons, creating atomic radiation, and with the nucleons
via multiple Rutherford scattering, creating angular and energy straggling. The emitted radia-
tion consists of low energy photons and scattered electrons. The photon spectrum is composed
of: target X-rays, radiative electron capture (REC), primary bremsstrahlung (PB), secondary
electron bremsstrahlung (SEB) and projectile X-rays, if the projectile is not fully stripped. The
energy of emitted electrons is low enough to be stopped either inside the target or the vacuum
Figure 5.2.: Atomic background radiation
created as the projectile passes through any
kind of matter. In the case of Rutherford
scattering, this is the only kind of radia-
tion emitted. The time diﬀerence between
the distinct flashes cannot be resolved by
the AGATA detector. The average number
Nphoton of photons in each of the flashes
depends on the projectile energy, the tar-
get material and the projectile isotope. In
case of 150MeV/u 80Kr on the gold target
Nphoton ≈ 50.
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chamber, contributing to the SEB creation. How this kind of radiation is created in the PreSPEC
setup is schematically shown in figure 5.2.
Coulomb excitation
In case of Coulomb excitation of even-even projectiles, the excitation process depends on the
kinetic energy of the projectile: for low energies below ≈ 100MeV/u, single step 2+1 excitation
is the dominating process, while for energies above ≈ 300MeV/u excitation of the giant res-
onances dominates [82]. In case of excitation into the 2+1 state, only one single γ-ray will be
emitted. If the transition energy is above the atomic background region, the γ-ray multiplicity
above the atomic background region is expected to be one, the particle (neutrons or protons)
multiplicity is expected to be zero. This process is schematically drawn in figure 5.3. In case
of excitation into a giant resonance, the particle emission branching ratio is large. Therefore,
these events can be identified by means of the particle identification in LYCCA. In the rare case
of pure electromagnetic decay of a giant resonance, the γ-ray multiplicity with energies above
the atomic background region will be larger than one.
Nuclear excitation
Nuclear excitation without particle knockout from the projectile can happen if the closest
distance between projectile and target is below the range of nuclear interactions. This case
looks similar to the genuine Coulomb excitation, only that the excitation mechanism is not
purely electromagnetic. Instead of a virtual photon, a virtual pion is exchanged.
Fragmentation reactions
If the projectile passes the target such that the matter distributions are very close or even over-
lap, nuclear fragmentation occurs. At typical PreSPEC energies, this process can be described
by quantum-mechanical molecular dynamic models [83]. In the collision, projectile and target
get into a highly excited state, and the decay can be qualitatively separated in two processes.
First, a dynamically determined, fast process, which happens before the system can equilibrate.
In this process, many nucleons and some light clusters escape the system. Second, a statisti-
cal process, where the equilibrated residue evaporates nucleons to cool down. This process is
schematically drawn in figure 5.4. Evaporated neutrons will be visible inside the HPGe detectors
as Ge(n,n′γ)Ge reactions. Charged particles will deposit a lot of energy inside the HPGe detec-
target
projectile
target and/or
projectile in
excited state at most one
photon per
nucleus
no nucleon emission
Figure 5.3.: Stages of the nuclear Coulomb excitation reactions in the case of excitation of the
first excited state.
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Figure 5.4.: Stages of the nuclear fragmentation reactions. The pictures are a qualitative and
schematic reproduction of figure 36 in [83], where a gold-gold collision at 200MeV/u is shown
for diﬀerent impact parameters.
tors and will always saturate the ADC. Particles emitted in small forward angles will hit LYCCA,
but do not deposit enough energy to be detected if their charge number Z is below ≈ 10. In
case of very small collision parameters, or even central collisions, the resulting piece of nuclear
matter is highly excited and undergoes nuclear multifragmentation [84]. The cross section for
this process is very small, but in this case multiple intermediate mass fragments (IMF) can be
seen in the LYCCA Wall. An indication that the charged particles seen by AGATA are actually
coming from the nuclear fragmentation reaction, is the correlation between the lost mass of
the projectile in the reaction and the multiplicity of ADC-saturating events in AGATA. Assuming
that the main reason for AGATA ADC saturation is a charged particle, the multiplicity of that is
approximately equal to the detected charged particle multiplicity. This correlation is shown in
figure 5.5
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Figure 5.5.: Correlation between the
multiplicity of AGATA ADC saturation
and the distribution of lost mass in the
reaction between projectile and tar-
get nucleus. The more mass is lost, the
higher is the detected charged particle
multiplicity.
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Figure 5.6.: Overall picture of the prompt γ-ray spectrum from AGATA for a 150 MeV/u 80Kr
beam on a 380mg/cm2 thick gold target, using the core signals, i.e. no γ-ray tracking. Both axis
have logarithmic scaling to show all features.
Multi-hit events
It was observed, that more than one 80Kr-like particle is passing through the target area
within one triggered event. In such a case, there is no simple way of establishing a correlation
between the detected γ-rays and the particles. Due to the high segmentation of the LYCCA
wall detector, and the multi-hit capability of the LYCCA-ToF detectors, it may in principle be
possible to disentangle these events and extract multiple good events out of a multi-hit event.
The success of experiment S426 depends on the successful implementation of such a technique.
In general, it was observed that the multi-hit event rate increased with the primary particle rate.
In all other RISING or PreSPEC experiment analysis so far, all multi-hit events were rejected.
5.3 Properties of γ-ray spectra
A typical γ-ray spectrum from an in-beam experiment, recorded with HPGe detectors, can be
seen in figure 5.6. The black histogram has no further condition applied, apart from the particle-
γ trigger condition. The region below 500 keV, indicated by the gray background, is dominated
by atomic background radiation, that is induced by the interaction of the projectile with the
target electrons and from the X-ray radiation from the target atoms, as described in the previous
subsection. Because of the high multiplicity of X-ray photons, sum energy peaks of two X-
ray photons appear. The region from 700 keV up to 1000 keV, as indicated by the blue box,
is the region of interest for the Coulomb excitation of 80Kr. Because of the Doppler effect,
radiation from the de-excitation of the 2+1 state at 616.6keV shifted into that energy region.
This region is dominated by peaks that are induced by Ge(n,n′γ) and Al(n,n′γ) (contained
in the germanium encapsulation) reactions, indicating a high neutron flux in the proximity of
the AGATA detectors. These neutrons are created in nuclear reactions of projectile and target
nuclei, which is why these peaks are largely suppressed if the projectile stays intact, as shown
by the red spectrum. Also protons are created in these nuclear reactions, but they deposit much
more energy inside the germanium crystal. These signals are in general outside the dynamic
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Figure 5.7.: Correlation plot of AGATA particle-γ time diﬀerence and AGATGA γ energy. The
upper panel shows the full dynamic energy range of the AGATA FEE. The lower panel is a zoom
to the most relevant energy region for in-beam γ spectroscopy. Signatures of diﬀerent features
in the spectrum are labeled. Note that the random continuum is rather small compared to the
prompt background and is, in this case, dominated by the Compton continuum of the 60Co
source that was present during this experiment.
range of the ADC in the digitizer, and the corresponding energy events accumulate at the end
of the spectrum. The end of the dynamic range was different for each detector, thus each peak
corresponds to one detector. Also for these peaks, a drastic reduction is observed when applying
the condition of having no fragmentation of the projectile, because the main source of high
energy deposition in the AGATA crystals are charged particles from fragmentation reactions.
Figure 5.7 shows a correlation plot of the γ energy and the particle-γ time difference.
5.4 Doppler Eﬀect
The projectile velocity in PreSPEC-like experiments is large enough to cause a significant
Doppler effect on the emitted γ-rays. For the emission of γ-radiation, the Doppler effect
causes a change in energy and emission angle with respect to the velocity vector. It can be
calculated by applying a Lorenz boost to the momentum 4-vector of a photon (pµ) = (E/c, p⃗).
For a photon with rest mass m= 0, the energy momentum relation is E = c |p⃗|, and the momen-
tum 4-vector can be written as (pµ) = |p⃗| (1, p⃗/ |p⃗|). In a cylindrical coordinate system (e⃗z, e⃗ρ,
e⃗φ), in which the nucleus moves along the z-direction, the photon momentum can be written as
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p⃗ = |p| (e⃗z ·cosϑ+ e⃗ρ ·sinϑ). Applying the Lorentz boost matrix to the 4-vector in the laboratory
frame Λµν p
ν
lab = p
µ
rest, yields the 4-vector in the rest frame of the nucleus
Elab
c
 γ 0 −β γ0 1 0
−β γ 0 γ
 1sinϑlab
cosϑlab
= Elab
c
γ (1− β cosϑlab)sinϑlab
γ (cosϑlab − β)
= Erest
c
 1sinϑrest
cosϑrest
 , (5.1)
from which the two known equations for the change in energy and angle can be obtained:
Erest =Elab
1− β cosϑlabp
1− β2 (5.2)
cosϑrest =
Elab
Erest
cosϑlab − βp
1− β2 =
cosϑlab − β
1− β cosϑlab . (5.3)
If radiation is emitted in the rest frame of a moving nucleus with a distribution Wrest(ϑrest), this
distribution is transformed into another distribution seen in the laboratory frame Wlab(ϑlab):
Wrest(ϑrest) sinϑrest dϑrest =Wrest(ϑrest(ϑlab)) sin(ϑrest(ϑlab))
dϑrest
dϑlab
dϑlab (5.4)
= Wrest(ϑrest(ϑlab))
1− β2
(1− β cosϑlab)2︸ ︷︷ ︸
:=Wlab(ϑlab)
sinϑlab dϑlab , (5.5)
and after inserting equation (5.3), the final equation is obtained
Wlab(ϑlab) =Wrest

arccos

cosϑlab − β
1− β cosϑlab

1− β2
(1− β cosϑlab)2 . (5.6)
Doppler Correction
The continuous position sensitivity of AGATA allows to see the Doppler Effect at different
polar angles θ of γ-ray emission. The polar angle is measured with respect to the outgoing
particle velocity vector, as shown in figure 5.8.
The Doppler effect has an impact on the achievable energy resolution of mono-energetic γ-
rays. After correction of the Doppler shift, the resulting γ-ray energy in the nuclear rest frame
Figure 5.8.: Polar angle of γ-ray emission with respect to the
projetile velocity vector. Its uncertainty is determined by the
position uncertainties∆xγ and∆xpart..
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depends on the three quantities Elab, ϑlab and β . They are measured with uncertainties ∆Elab,
∆ϑlab and∆β . By Gaussian propagation of errors one gets for the width of the Doppler corrected
γ-ray energy
∆Erest =
√√√
∆Elab
∂ Erest
∂ Elab
2
+

∆β
∂ Erest
∂ β
2
+

∆ϑlab
∂ Erest
∂ ϑlab
2
⇒ ∆Erest
Erest
=
√√√∆Elab
Elab
2
+

∆β
Erest
∂ Erest
∂ β
2
+

∆ϑlab
Erest
∂ Erest
∂ ϑlab
2
(5.7)
Figure 5.9 shows the impact of the three contributing terms to the total uncertainty of the
Doppler corrected energy. For the velocity uncertainty, the upper limit from section 4.1.3 was
taken. The LYCCA ToF measurement was well tuned and cannot be improved. The peak width,
as shown by the black line in figure 5.9, is dominated by the angular uncertainty, which was
assumed to be due to a 5mm (FWHM) uncertainty in the location of the first interaction point
in AGATA at the nominal AGATA distance of 235mm, which is the inner radius of the AGATA
detector sphere. The actual resolution is much worse, as can be seen by the data points that
were determined at 5 different observation angles. A fit to the data with∆ϑlab as free parameter
indicates, that the position uncertainty was ∆x = 8.4mm, again assuming the nominal inner
AGATA radius. This value is the combined uncertainty from the interaction location of the γ-ray
in AGATA ∆xγ, and the uncertainty of the projectile decay position ∆xpart.. A PSA replay of
AGATA data would probably increase the position resolution of the interaction points, which is
one of the contributions to the uncertainty ∆ϑlab. The main contributions to ∆xpart. are system-
atical errors in the target-detector geometry. It was shown by Stahl [66], that an optimization
of the geometry with respect to the γ peak resolution can be done. In such an optimization,
the Doppler correction is repeated for different offsets (x , y, z) of the target location is varied
such that the peak resolution is minimal. Both optimizations have to be done in the future, in
order to determine the achievable resolution of AGATA in the PreSPEC setup, but are outside
the scope of the present work.
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Figure 5.10.: Schematic draw-
ing of the LYCCA Wall detector
modules and the target (not to
scale). The diﬀerential solid an-
gle dΩ is increasing with the par-
ticle scattering angle as sinϑp.
This has to be taken into account
when comparing measured dif-
ferential cross-sections to calcu-
lated curves of dσdΩ .
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5.5 Scattering angle and angular straggling
The particle scattering angle can be used to determine the impact parameter of the collision.
For experiments with a collision energy above the Coulomb barrier, this information can be used
to exclude collisions with nuclear contact. In addition to the nuclear scattering process, the ob-
served scattering angle is influenced by angular straggling that always happens when an ion
passes matter as a result of multiple Rutherford scattering of the ion on the target atoms (see
[85]). The observed scattering angle distribution is the convolution of the nuclear scattering
distribution and the angular straggling distribution. For any process, the angular differential
cross-section is typically given as dσdΩ(ϑp). If this quantity is measured with the PreSPEC (or
any similar) setup, one has to take into account that the particle detection efficiency is increas-
ing with increasing particle angle ϑp, because of the full coverage of all relevant solid angles
by the particle detectors. Consequently, the particle detection system measures the quantity
dσ
dΩ(ϑp) sinϑp. This is visualized in figure 5.10, together with a histogram of particle scattering
angles with a part.-γ trigger condition. For comparison with theoretical predictions, the calcu-
lated differential cross-section has to be multiplied with sinϑp. For the two mentioned reasons,
angular straggling and the sinϑp term, the scattering angle histogram in figure 5.10 is always
zero at ϑp = 0. It also can be seen, that the particle scattering angle drops off at ϑp = 29.5mrad
which is the grazing angle of the reaction, i.e. the distance of closest approach at this angle
is identical to the sum of the two nuclear radii. No particles are detected at angles beyond
40mrad.
5.6 Coulomb excitation of 80Kr
All data shown in this section is from the AGATA runs 14 and 20 and corresponding lmd files of
the S424 experiment.
5.6.1 Background reduction
From the large amount of recorded data, only a tiny fraction was caused by the process of
interest, which is in this case Coulomb excitation of the 80Kr projectile and the 197Au target. To
get an idea of the strength of this particular signal, the non-Doppler corrected signal is drawn
as a blue square in figure 5.6. The first step in analyzing such data is the definition of criteria
to classify and select the subset of events that contribute to the signal of interest. Based on
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Figure 5.11.:Doppler corrected γ-ray spectra under diﬀerent background subtracting conditions:
A → LYCCA identification of 80Kr, B → Multiplicity of γ-rays above 450keV (in the laboratory
frame) equals one, C → time gate of 22ns around the prompt time. No significant impact on
the peak area is observed. The unconditional spectrum is scaled by a factor of 1/3. The peak
area was measured with a Gaussian least-squares fit and linear background in the light blue
region around the peak. A more rigorous determination of the final peak area is shown in
figure 5.12, the value is indicated by the gray band and dashed line in the bottom left. The red
area indicates the region of energies that does not contribute to the multiplicity count. In that
region, the γ-multiplicity condition distorts the shape of the spectrum. The dashed line shows
the excitation energy of the first 2+1 state in
80Kr at 616.6keV.
the previous discussion, there are three main criteria for the presence of a Coulomb excitation
process in the target chamber: only one single ion was present in the target area, only one single
γ-ray (above atomic background energies) and no particle was emitted in the projectile target
interaction, and the projectile was identified by LYCCA as 80Kr, i.e. no fragmentation took place.
The primary particle multiplicity can be seen in any segmented detector, such as the LYCCA CsI-
wall, or in any detector with multi-hit capability, such as the LYCCA ToF-detectors. Multiplicity
one is required in both detector systems. The γ-ray multiplicity criterion can be realized by
counting the number of γ-rays in given window inside a window similar to figure 5.7, but going
up to the high end of the γ-ray energy. The LYCCA identification criterion is the identification of
A= 80 and Z = 36.
In addition, a prompt time gate is used and a random background subtraction is done. In
this particular case, the main source of random background in the relevant energy region was
the 60Co source during the runs. This can be seen by the difference of the region above and
below the two relatively strong 60Co lines (1173keV and 1332keV) in figure 5.7. The effect
of LYCCA identification and γ-multiplicity condition on the background reduction are shown in
figure 5.11 for the Doppler corrected spectrum.
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5.6.2 Doppler corrected γ spectra
Applying all mentioned conditions and doing a random particle-γ time background subtraction,
spectra as shown in figure 5.12 can be obtained. Being able to observe both, target and projectile
excitation due to the Coulomb interaction allows to calculate the Coulomb excitation cross-
section ratio of the two nuclei. Their level-schemes are shown in figure 5.12 and the excited
state in Coulomb excitation reactions are indicated. Before comparing both γ-ray yields, the
different efficiency due to the angular distribution and energy of the γ-rays has to be taken into
account.
5.6.3 Angular distribution of γ-rays
In order to get an estimate of the influence of the γ-ray angular distribution on the detection
efficiency, the angular distribution was calculated according to the formulas found in [88, B.3].
The angular distribution is based on the analytic formulas for single step Coulomb excitation in
the straight-line approximation according to [31] from an initial state Ii to a final state I f and
the subsequent γ transition into a state I f f :
W (ϑγ) =
∑
k even,µ,L,L′
GEλµ  cv 2 gµ (ξ(bmin)) (−)µ

λ λ k
µ −µ 0

×
§
I f I f k
λ λ Ii
ª
Fk
 
L, L′, I f f , I f
 p
2k+ 1 Pk (cos (ϑ)) (5.8)
where the functions GEλµ and Kµ are the same as in section 3.3.3. The function gµ (ξ(bmin)) is
gµ (ξ(bmin)) = piξ
2
Kµ+1 (ξ(bmin)))2 − Kµ (ξ(bmin))2 − 2µ
ξ
Kµ+1 (ξ(bmin)) Kµ (ξ(bmin))

.
(5.9)
The definition of Fk
 
L, L′, I f f , I f

, as well as for the Wigner-3j and Wigner-6j symbols, can
be found for example in [89]. The formula is valid for pure E2 excitation and de-excitation.
From the solid angle coverage of the AGATA crystals, one can obtain a distribution of geometric
efficiency of AGATA. The geometric efficiency ϵgeo(ϑlab), the angular distribution W (ϑlab), and
known values for the energy dependence of the AGATA efficiency ϵ(Eγ) for γ-radiation (e.g.
from [75]), an efficiency ratio of target and projectile detection can be calculated:
ϵtot. ∝
pi∫
0
ϵgeo(ϑlab)W (ϑlab)ϵEγ(Eγ(ϑlab)) sinϑlab dϑlab (5.10)
⇒ ϵproj.
ϵtarg.
=
0.0247
0.0124
= 1.99 .
The total efficiency ϵproj. for detection of projectile γ-rays will later be used to estimate the to-
tal efficiency of the setup. The total efficiencies were numerically calculated based on the data
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Figure 5.12.:Gated AGATA γ-ray spectra. The top panel (no time background subtraction) shows
the correlation of γ-ray emission angle ϑlab and the energy. Doppler shifted lines, emitted by fly-
ing particles, are related to the emission angle as in equation (5.2). The 1173.3 keV line from the
60Co source is also visible. The lower two panels show energy spectra in the laboratory (middle)
and projectile rest frame (bottom) with a random time background subtraction applied. In the
middle panel, the 60Co line is not visible anymore. Only 511 keV electron-positron annihilation
line and the target excitation at 547.5 keV, and only one background line from an (n,n′γ) re-
action is visible. In the Doppler corrected spectrum, only the projectile excitation is visible. The
exited state in a Coulomb excitation experiment will be the lowest lying one with a large E2ma-
trix element to the ground state. Excitation on the ToF-target and DSSSD detectors are discussed
in section 5.6.8. Level scheme data from [86] and [87].
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Figure 5.13.: The AGATA eﬃciency curve, as
used in the calculation of the absolute and
relative γ-ray eﬃciencies. The parametriza-
tion is: ϵ = exp(D + E x + F x2)/N , with x =
log(Eγ/1000), and D = 6.410, E = −0.573,
F = −0.071, and N = 0.00454.
shown in figure 5.14. Energy dependent AGATA efficiency curves were taken from the core com-
mon parameterization of [75], reproduced in figure 5.13. This efficiency curve was normalized
by the integral of the geometric efficiency and scaled by the factor 16/21, because the measure-
ments in [75] were done with 21 AGATA crystals in the setup, while in S424 experiment only
16 crystals were mounted. An error estimate was not done, because uncertainties are entirely
dominated by the uncertainty of experimental peak areas. The resulting correction factor for
particle trajectory
ϵgeo(ϑlab)
Wtarg.(ϑlab)
Wproj.(ϑlab)
ϵEγ,targ.
ϵEγ,proj.(ϑlab)
Eγ,proj. = 616.6keV (boosted)
Eγ,targ. = 547.5keV
Figure 5.14.: Upper half: angular distribu-
tion of γ-radiation from target (magenta) and
projectile (green), measured with respect to
the particle trajectory. The calculation was
done using equations (5.8) and (5.6). Lower
half: AGATA single crystal photo peak eﬃ-
ciency for γ-ray detection for target (blue)
and projectile (red) radiation. AGATA az-
imuthal angular coverage (light blue) was ex-
tracted from the AGATA crystal arrangement
pattern (see figure 5.1), and is shown on the
upper and lower halves to see the relevant
parts of the other distributions. All magni-
tudes are in arbitrary units.
the efficiency can be used to calculate the cross-section ratio of target and projectile excitation,
with peak areas Aproj. = 1501(89) and Atarg. = 206(41), respectively:
σproj.
σtarg.
=
Aproj.
Atarg.
· ϵtarg.
ϵproj.
= 3.66(73) . (5.11)
The efficiency calculation contains the following simplifications, which can only be avoided
by using a detailed (Monte-Carlo) simulation of the response of the setup with Geant4:
• The dependence of the AGATA efficiency on the decay position of the projectile is not taken
into account.
• The γ-ray angular distribution was calculated with respect to the z-axis, not taking into
account the directional distribution of the outgoing particles.
• No efficiency calibration data was used, but only a combination of crystal efficiency and
solid angle coverage.
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parameter target projectile
kinematic Z 79 36
A 197 80
Einc. - 156.15 MeV/u
excitation Ig.s.
3
2 0
Iex.
7
2 2
Eex. 0.5475MeV 0.6166MeV

f
MˆE2 i 134.01 efm2 61.8 efm2
opt. potential r0 1.2 fm 1.2 fm
r0,I 1.2 fm 1.2 fm
result σ↑,clx. 108mb 442mb
Table 5.1.: Parameters
for the diﬀerential cross-
section calculation with
DWEIKO. All mentioned
parameters have been
changed with respect to
the default parameters
in the example input file.
Only one excitation was
included in the calcula-
tion because multi-step
processes are practically
not happening at these
energies.
5.6.4 Comparison with theory
For the projectile energy in the DWEIKO calculation, 156.15MeV/u was used as an estimate of
the energy in the middle of the target, based on the outgoing velocity and an ATIMA calculation.
The calculation of the nuclear E2matrix element was based on the adopted B(E2;↓) values (see
figure 5.12). One Weisskopf unit (W.u.) is defined as
1W.u.=
1
4pi

3
λ+ 3
2
e2R2λ0 =

20.5 e2fm4 for 80Kr
68.1 e2fm4 for 197Au
(5.12)
with R0 = 1.2 fm · A1/3 and λ= 2 for E2 transitions. The transition matrix element is calculated
by the relation to the B(E2) value
B(E2; Ii → I f ) = 12 Ii + 1

 f MˆE2 i2 (5.13)
With the initial Ii and final I f spins of the connected states. A summary of all relevant DWEIKO
parameters is given in table 5.1. The resulting theoretical cross section-ratio between projectile
and target is
σproj.
σtarg.
=
442mb
108mb
= 4.09 (DWEIKO) (5.14)
3.66(73) (experiment) , (5.15)
which is in agreement with the experiment. Nuclear excitation is not taken into account. The
main source of uncertainty is the small number of counts in the γ peak of the target excitation,
which is mainly due to the lack of detectors at 90◦, were the angular distribution of the target
de-excitation is large.
5.6.5 Diﬀerential cross-section
The differential cross-section dσdΩ can be extracted from the measured data to compare it to the
DWEIKO calculation. The theoretical differential cross-section does not include any angular
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straggling of the projectile in the target material. In order to compare it with experimental data,
the angular straggling has to be taken into account. The magnitude of the angular straggling
σtarget = 5.343mrad was calculated with ATIMA [58] for the 380mg/cm2 gold target. The
contributions from the 300µm thick Si-detector and the 500µm thick LYCCA ToF-target detector
are small. Also, the additional matter further upstream contributes only little, because of the
long leaver to the scattering point. In the end, a total value of σstrg. = 5.5mrad was used and
folded into the differential cross section curve from DWEIKO with a Monte-Carlo method that is
described in the following.
Values of polar angles ϑ were drawn randomly from the distribution dσdΩ sinϑ from DWEIKO.
Together with a uniformly distributed azimuthal angle ϕ, a direction vector was calculated. The
direction was then modified by drawing another pair of (ϑ,ϕ) angles, where the polar angle
was following a Gaussian distribution with width σstrg.. The direction vectors were combined
and the polar angle of the resulting vector was calculated. The resulting distribution was scaled
to have the same integral as the initial distribution. A good agreement between theory and
experiment can be seen in figure 5.15 after scaling the DWEIKO prediction to the measured
data.
σtot. = 442mb
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Figure 5.15.: The top histogram
shows an Eγ-ϑlab correlation plot,
and the bottom data is the pro-
jection of the diﬀerential cross
section in the energy region of
Doppler corrected projectile de-
excitation γ-rays. ϑlab is the par-
ticle scattering angle in the labo-
ratory frame as measured by the
particle tracking detectors. The ex-
perimental values (red boxes) are
compared with theoretical calcu-
lations with DWEIKO, with (black)
and without (blue) taking angular
straggling ofσstrg. = 5.5mrad into
account. The diﬀerential DWEIKO
cross section was fitted to the pro-
jectile data. The width of the op-
tical potential r0 (see table 5.1) in
the DWEIKO calculation was ad-
justed to fit the data.
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5.6.6 Measured total PreSPEC-AGATA eﬃciency
For the planning of future HISPEC experiments at FAIR, it is important to know the total effi-
ciency ϵtotal of the PreSPEC-AGATA setup, in order to make estimates of the required beam time.
It is defined by the following expression
Nγ = Npart. pex. ϵtotal , (5.16)
with the number Nγ of detected γ-rays of interest in the particle-gated, final spectrum, total
number Npart. of incident particles that can induce the reaction of interest, the probability pex.
for the reaction of interest to happen. In other words: the total efficiency is the probability of
seeing an event of interest, knowing that the reaction of interest has happened. For the S424
experiment, FRS identification was not needed, therefore the definition only accounts for LYCCA
and AGATA, but excludes the FRS identification efficiency. In all cases where the FRS is actually
used, the FRS identification probability would have to be accounted for in equation (5.16).
Npart. is measured by counting the signals from the last scintillation detector of the FRS (FRS
Sci41 in figure 4.1). These signals are going into a VULOM module with a TRLO firmware
[90] of the PreSPEC data acquisition. This module has 64 internal 32-bit software scalers. The
scaler values are read out in each event and can be used to get a precise value of Npart.. For the
Coulomb excitation data set of figure 5.15 this number is Npart. = 3.56(1) ·108. The value of pex.
has to be calculated from the Coulomb excitation cross-section and the target thickness of the
gold target.
pex. =
σclx. DNA
A
= 5.13(7) · 10−4 , (5.17)
with the Coulomb excitation cross-section from the DWEIKO calculation, σclx. = 442mb, the
target thickness D = 380(5)mg/cm2, Avogadro’s number NA, and the atomic mass number
of the target material A = 197g/mol. From the Doppler corrected peak area in figure 5.15,
Nγ = 1501(89) is obtained. Thus, the measured total efficiency of the PreSPEC setup is
ϵtotal = 0.0082(5) or 0.82(5)%. (5.18)
Note that this number is for the simplified tracking scheme. A small improvement can be ex-
pected if a real tracking algorithm is used. A comparison of the efficiency with different types of
tracking parameters for source measurements was done by Lalovic´ [75]. The improvement for
in-beam measurements should be similar.
Eﬃciency for low and high rate runs
The data in figure 5.12 is the sum of run 14 and run 20. The main difference between these
runs was the primary beam intensity and the γ-trigger thresholds. From the projectile peak-area
in the individual runs, values for ϵtotal can be extracted for different rates:
Npart.,14 = 1.10(1) · 108 , Nγ,14 = 585(48) , ϵtotal,14 = 1.03(8)% (5.19)
Npart.,20 = 2.46(1) · 108 , Nγ,20 = 906(61) , ϵtotal,20 = 0.72(5)% (5.20)
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quantity run 14 run 20
beam Npart. 1.100 · 108 2.456 · 108
duration 640min 528min
average rate 2756Hz 7733Hz
on-spill rate ≈ 4.5kHz ≈ 14.5kHz
lmd only Ntrig. 10 · fred. 7.103 · 107 1.989 · 108
Ntrig. 10 2.775 · 105 7.768 · 105
Ntrig. 9 1.364 · 107 6.684 · 106
after merging Ntrig. 10 · fred. 5.458 · 107 1.486 · 108
Ntrig. 10 2.132 · 105 5.803 · 105
Ntrig. 9 1.323 · 107 6.506 · 106
useful events Ntrig. 10 · fred. 3.254 · 107 7.290 · 107
Ntrig. 10 1.271 · 105 2.847 · 105
Ntrig. 9 9.820 · 106 3.812 · 106
Table 5.2.: Trigger 10 was the
particle (Sci41) trigger, reduced
by fred. = 256. Trigger
9 was the particle-γ trigger
(Sci41,LYCCA(wall DSSSD | ToF-
target),γ). Events from AGATA
and lmd-file were merged, if
and only if particle data and
γ data was available. Useful
events are defined as events
that contain all data to make a
full analysis, i.e. a full LYCCA-
ID and particle multiplicity one.
The lower number of trigger
9 events in the high-intensity
run is due to diﬀerent γ trigger
thresholds.
5.6.7 Eﬃciency considerations
Table 5.2 shows a summary of all numbers of the two runs that are of importance for the
following discussion.
Dead-time, rate, and trigger probability
If events are completely random at a given rate, the time difference distribution between suc-
cessive events has an exponential form, and its mean value is the average time between two
events and the inverse of the rate. The distribution of recorded events has the same form, but
with a sharp cut-off at the dead-time. This is illustrated in figure 5.16, where the relation be-
tween event rate and the distribution of time differences between successive events is shown.
The spill structure of the beam is clearly visible, and is a result of the SIS18 synchrotron being
filled from the UNILAC (off spill) and emptied towards the experiment (on spill). Green and red
lines represent the rate of accepted physics triggers (trigger 9: γ-Sc41-LYCCA) at two different
runs of the experiment that are different in the primary beam intensity and the γ-trigger thresh-
olds. The distribution on the right hand side of figure 5.16 can be fitted with an exponential
function and the rate can be extracted as the parameter in the exponent. The distribution has
a sharp cut-off at the DAQ dead-time of ≈ 130µs, as can be seen in the inset, which shows the
low end of the distribution.
Each particle that enters the setup, has a finite probability ptrig. to induce a trigger condition.
The dependence of the life-time ratio on the rate R and trigger probability ptrig. can be studied
with a simple model, illustrated in figure 5.17, where the dead-time is a fixed value. Events
are simulated by drawing Npart. uniformly distributed random particle times within a certain
duration D. That corresponds to a beam with rate R = Npart./D. Each particle induces a trigger
condition with probability ptrig.. Each trigger keeps the system busy for tdead, and any trigger
inside that busy period does not trigger again. The sum of all busy periods, divided by the
duration of the simulation gives the life-time ratio rlife. With this model, the relation between
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Figure 5.16.: On the left hand side is a plot of the average rate as determined from the scalers
inside the TRLO firmware of the VULOM module, shown over a time of 50 seconds. On the
right hand side, a histogram of GTS timestamp diﬀerences between successive trigger 9 events
is shown, which follows an exponential distribution down to the dead-time of tdead ≈ 130µs.
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Figure 5.17.: Example of a simulation of triggers and dead-time. The particle rate is R= 14.5kHz,
the trigger probability per particle is ptrig. = 0.2, and the dead-time is fixed to tdead = 130µs.
Each trigger starts a busy period if the system is not already busy. That period has the length
of tdead. The events (red vertical lines) in the top row triggered, and the bottom row did not
trigger. Top-row events that are inside a busy period, do not induce a new busy period.
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Figure 5.18.: Life-time ratio as a function of
the trigger probability for the two particle
rates 4.5kHz (purple) and 14.5kHz (blue),
and a fixed dead-time of tdead = 130µs.
Dashed, black lines indicate the situation for
the runs 14 and 20, where the trigger proba-
bility must have been diﬀerent.
R, ptrig., and rlife can be studied. Figure 5.18 shows the dependence of the trigger probability
on the life-time ratio at two different particle rates. The life-time ratio during the experiment
was measured by two scaler channels, one with a 10kHz pulser signal, the other one with the
same signal in anti-coincidence with the DAQ-busy signal. The ratio of these two scaler values
is directly the life-time ratio of the DAQ. This is shown in figure 5.19 for the two different runs,
and the results are rlife,14 ≈ 0.86, and rlife,20 ≈ 0.91. With the simple model described above,
figure 5.18 can be used to estimate that the trigger probability was ptrig.,14 ≈ 25% for run 14,
and ptrig.,20 ≈ 5% for run 20. The prediction of trigger rate from the simulation for run 14 with
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Figure 5.19.: Life-time
ratio rlife, measured by
a 10kHz pulser in anti-
coincidence with the
DAQ-busy signal (red).
a particle rate of R14 ≈ 4.5kHz, and a trigger probability of ptrig. = 0.25 is R14 · ptrig. = 1125Hz.
For run 20, the numbers are R20 ≈ 14.5kHz, ptrig. = 0.05, and R20 · ptrig. = 725Hz. In the
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experiment, for the runs 14 and 20, approximately half of the triggers had number 9 (Sc41-γ-
LYCCA), i.e. the results have to be divided by two. The final results are thus rtrig.9,14 = 562Hz,
and rtrig.9,20 = 362Hz, in good agreement with the observed trigger 9 rates in figure 5.16.
This discussion is based on a simplified model with a fixed dead-time. In reality, the dead-time
depends on the number of data words read by the data acquisition system and varies with the
event size. However, this simple model confirms the consistency of the written data. It also
shows that such a simple model can be used to plan experiments, in particular to estimate the
data rate that is produced by an experiment.
Another simplification in the model is the assumption of an exponential distribution of the
time between two successive particles, i.e. that the particle arrival time is uncorrelated to
previous particles. That this is not the case can be seen by estimating the life-time ratio in
a different way. Assuming random particles, the life-time ratio can be defined as the fraction
of particle triggers that happen outside a dead-time period and the total number of particles.
The former can be obtained by the number of reduced particle triggers Nred. times the reduction
factor fred., and the latter can be obtained from the hardware scalers of the particle triggers:
rpart.-life = fred. · Nred./Npart.. The reduced particle trigger is the highest priority trigger (10), is
created for one particle in fred., with fred. = 256. The reason for the reduction of the trigger
10 frequency is to reduce the data rate to an acceptable level. Results for the estimate of the
life-time ratio in this way is rpart.-life,14 = 0.646 for run 14 and rpart.-life,20 = 0.801 for run 20.
Both numbers are below the life-time ratio as measured in figure 5.19: rpart.-life,14 = 0.75 rlife,14,
and rpart.-life,20 = 0.88 rlife,20. This indicates, that particles are not randomly distributed in time.
There is an increased probability to see a particle if another particle was seen before, i.e. more
particles than expected arrive within one dead-time period. The result is an effective decrease
of the efficiency. The deviation of the particle time difference distribution from an exponential
form can also be seen in 5.16 which is not exponential towards ∆t = 0. More such histograms
can be seen in [66]. Such a behavior is bad for experiments with triggered data acquisition
systems and where particles have to be identified one-by-one: first, more particles will arrive
inside the busy window of the DAQ, and second, more events will have to be rejected because
of multiple particles. The degree of non-randomness was different for different runs, and does
apparently not necessarily get bigger for higher beam rates. The mechanism that leads to this
particle correlation is not known, and any further discussion is beyond the scope of this work.
Data merging eﬃciency
Events might get lost while merging data from MBS and AGATA. This can be estimated by
determining the number of trigger 9 events (particle-γ trigger) in the MBS data alone, and
compare it to the number of trigger 9 events with at least one matching GTS timestamp in the
AGATA data. The ratio of these two numbers represents the data merging efficiency. For the
relevant data set it was determined as ϵmerge = 0.9699, or 97%. Ideally, that number should
to be 100%. The reason for the 3% loss was not investigated. Doing so would involve the full
AGATA data acquisition system and is beyond the scope of this work.
Data selection eﬃciency
Events are discarded if there was more than one particle detected, or if for any other reason
the particle-γ information is not complete. This is caused by the limited efficiency of all detectors
that participate in the particle identification. It can be calculated as the ratio of all trigger 9
events that contribute to the final analysis, and all recorded trigger 9 events. This is called event
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Figure 5.20.: Particle multiplicity as obtained from the LYCCA ToF-stop detector. The histograms
are normalized to the number of particles, and follow very precisely an exponential distribution,
as can be seen on the logarithmic plot on the right hand side. Dashed lines show the number of
particles, i.e. the multiplicity times the frequency of the event.
selection efficiency and was determined to be ϵselect = 0.718. This number was significantly
different for the two runs, AGATA-14 and AGATA-20: ϵselect,14 = 0.743 and ϵselect,20 = 0.585.
The main difference in those two runs was the average primary particle rate:


R14

= 2.76kHz
and


R20

= 7.73kHz. The higher rate in run 20 lead to a lower fraction of events with particle
multiplicity one. Figure 5.20 shows the actual distribution of particle multiplicities in runs 14
and 20, obtained from the multiplicity in LYCCA ToF-stop scintillator. From these histograms,
the fraction of multiplicity one events can be estimated by
rm1 =
∑
m>1
m · Nm∑
m>0
m · Nm , (5.21)
where rm1 is the relative frequency of the respective multiplicity m. For run 14, rm1,14 = 0.775,
and for run 20, rm1,20 = 0.451 which is in reasonable agreement with the numbers of ϵselect.
This shows, that the multiplicity one criterion is the most important one, especially for high
intensity runs. A major gain in the total efficiency can be expected if the analysis could recover
the particle-γ correlation from the events with multiplicity m > 1. The success of experiment
S426 depends on the development of such an improvement.
γ-ray detection eﬃciency
Only a fraction of the emitted γ-radiation is detected inside AGATA, which is determined by
the photo-peak efficiency of the detector array ϵγ. In this case, it is the sum of single crystal
efficiencies, because the simplified tracking scheme was applied. This single crystal efficiency
has to be multiplied with the number of crystals and folded with the angular distribution curve
and the Doppler shifted energy distribution. Doing this in a numerical way (see section 5.6.4),
results in a value of ϵγ = 0.0247 for the projectile γ-radiation.
LYCCA eﬃciency
Just as the γ-efficiency, the LYCCA efficiency is assumed to be independent of the particle rate.
The LYCCA efficiency is mainly determined by the area between the active LYCCA wall modules.
Simple geometrical estimate would be the ratio of the active area and the total covered area.
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Based on the numbers in [23], with an active area per module of a = 58.5mm, and a gap size of
3.8mm, the geometric efficiency is ϵLYCCA ≈ ϵLYCCA,geom. = a2/(a + g)2 = 0.88. This calculation
is simplified in that the beam profile on the LYCCA wall is not taken into account. However, it is
a reasonable upper limit for the LYCCA efficiency.
Calculated eﬃciency
The total PreSPEC-AGATA efficiency ϵtotal should be equal to the product of all aforementioned
factors, and indeed
rpart.-life,14 ϵm1,14 ϵγ ϵLYCCA = ϵtotal,14
0.646 · 0.775 · 0.0247 · 0.88= 0.0109= 1.09% (measured: 1.03(8)%) (5.22)
rpart.-life,20 ϵm1,20 ϵγ ϵLYCCA = ϵtotal,20
0.801 · 0.451 · 0.0247 · 0.88= 0.0079= 0.79% (measured: 0.72(5)%) (5.23)
are in reasonable agreement with the measured values. That shows that all major contributions
to the efficiency loss were identified and can be considered in future experiments. Note that
neither the calculation, nor the measurement was using any of the FRS detectors. The FRS
detector efficiency has to be considered as well for all experiments where incoming particle
identification is required. The main contribution of the data analysis is the factor ϵm1. It might
be possible to find the correct particle-γ correlation within a certain fraction of all multi particle
events. This can increase the efficiency of the analysis in particular for experiments with higher
rates.
5.6.8 Nuclear excitation from particle detectors
This section discusses the two small peaks right next to the Doppler corrected 2+1 de-excitation
peak in figure 5.15. In that figure, they are labeled DSSSD nuclear excitation and ToF nuclear
excitation, respectively. These are also de-excitation γ-rays from the 2+1 state in
80Kr, but the
excitation took place not in the gold target but in the detector material before the gold target.
This effect was studied in by looking at another run with a 150mg/cm2 beryllium secondary
target, and a LYCCA gate on the 78Kr fragment, where the 2+1 state is at 455keV. Because
of the close distance of the AGATA crystals to the target, and the position resolution of the
detected γ-rays, it is possible to determine the origin of gamma rays emitted in-flight. The decay
position is a parameter in the Doppler correction formula. In figure 5.21, this parameter was
varied and a Doppler corrected spectrum was created for each value of this parameter. Peaks
appear at positions that correspond to decay positions of the projectile. The PreSPEC target
chamber contained the following pieces of matter: the LYCCA ToF-target detector (50mg/cm2
thick plastic scintillator), the LYCCA DSSSD (70mg/cm2 thick Si), and the secondary target
(150mg/cm2 thick Be). This is illustrated in figure 5.21 (top left). On the right hand side
of that figure, a z-position scan can be seen, where the assumed projectile decay position was
varied along the beam axis while doing the Doppler correction of the γ-radiation. Each line
of the 2-dimensional histogram represents the Doppler corrected spectrum using the respective
decay position. Peaks are forming at the location of the detector and target material. The γ-
yield corresponds to the fragmentation cross-section at the different targets. This phenomenon
has applications in other experiments, e.g. the PreSPEC experiment S426 relies on the fact that
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Figure 5.21.: The fragmentation reaction (80Kr, 78Kr 2n) happens not only in the Be target, but
also in the detector material. γ-rays of excited states in 78Kr will be emitted shortly after the
excitation point, resulting in diﬀerent emission angles for the three materials. The histogram
shows the Doppler corrected γ energy for diﬀerent assumed decay positions. Peaks form at
the positions of the matter in the target chamber. The peaks are at higher energy for earlier
excitation positions, because the projectile velocity was higher at the earlier targets.
the distinction of different decay points is possible. In this particular experiment, the Coulomb
excitation cross section is measured in two targets simultaneously. For more details refer to [66]
and [91].
5.6.9 Discussion
The results of the analysis demonstrate that the measured data is consistent with theoretical pre-
dictions. Reasons for efficiency losses were identified and are understood. The analysis shows,
that Coulomb excitation experiments can be quantitatively evaluated using the gold target as
reference point, rather than different projectiles. This was already done in other experiments
such as presented in [88], but the projectile energy was significantly lower (≈ 80MeV/u). This
is the first time that it was shown that the procedure works also at higher energies around 150
MeV/u using HPGe detectors for γ-ray detection. Recent, similar experiments at RIKEN, such
as [92] on 104Sn or previous fast-beam RISING experiments at GSI (e.g. [93] [94]) used exclu-
sively the relative measurement against a projectile reference. The usage of the target excitation
as reference has a number of advantages:
• Only one run is needed to complete the experiment. This is an advantage because in the
same time more events can be measured and the resulting error is potentially smaller. Of
course, this depends also on the ratio of cross-sections of projectile and target excitation.
• No normalization to incoming beam current is needed. As can be seen in figure 5.16, the
relation of the particle-γ trigger rate is not always trivial. The relative measurement to the
target completely excludes the different beam current as a source of uncertainty.
• Target and projectile excitation happens under the exact same conditions.
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The technique of in-beam γ-ray spectroscopy is not new. Neither is the relative measurement of
Coulomb excitation cross-sections of fast beams relative to the target excitation. The emphasis
of this work has been different: the analysis of the PreSPEC-AGATA commissioning Coulomb
excitation data shows for the first time a complete and consistent picture of the relevant pro-
cesses, including the understanding of the overall efficiency of the experimental setup. The
major impact of the efficiency loss due to multi-hit events is pointed out and quantified. Future
developments should have a focus on developing techniques to reconstruct these events. It was
shown that the measurement of Coulomb excitation cross-sections relative to target excitations
is possible for experiments after the GSI Fragment separator with the AGATA spectrometer and
beam velocities at v ≈ 0.5 c. In all previous experiments of the same type at GSI, the measure-
ments were done relative to a second beam. Further, it was shown that the main contribution of
particle-background comes from fragmentation reactions inside the detector and target material.
The presented analysis could be improved in the following ways:
• A gate on the scattering angle can be applied to achieve better peak to background ratio in
the projectile and target de-excitation lines. This might result in a more accurate experi-
mental cross-section ratio. Because of the low number of counts in the target de-excitation
peak, further reducing this yield by such a cut might also produce a less accurate result.
However, if such a cut is done, the theoretical cross section ratio has to be calculated based
on the differential cross-section curves (see figure 5.15) with similar cuts.
• A careful optimization of the AGATA pulse-shape analysis might result in a better energy
and time resolution. Tools for the replay are available. Such replays have been done by
Michelagnoli [74] Stahl [66] and Ralet [53].
• Another possible improvement is an optimization of the target and detector geometry in
the analysis. Stahl has shown in [66] that a numerical search for the best parameters is
possible if a clear peak is visible. Such a procedure could also be applied to the data of
the S424 experiment. This might result in a considerable improvement of resolution of the
Doppler-corrected projectile peak. However, it will change nothing about the uncertainty
in the target peak, which is the dominating source of uncertainty in the cross section ratio.
• A large fraction of events have to be discarded because of a particle multiplicity larger
than one. In principle, it should be possible to establish γ-particle correlations between
the multiple detected particles and recover a certain fraction of these events. One way
of achieving this could be the following: First, the position sensitivity of the LYCCA ToF
detectors can be exploited to correlate the particle time at the LYCCA wall with the E-∆ E
information. The LYCCA (A,Z) information could then be assigned to both particles. The
AGATA time resolution is good enough to assign measured γ-ray times to the respective
particle information and separate a multiplicity two event into two multiplicity one events.
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A Getting started with PreSPEC data
analysis
In this chapter, I will try to summarize useful information for people who want to analyze data
from the PreSPEC campaign.
A.1 Raw data access
If you do not have access to the raw data of the experiment, you need to contact someone from
the GSI Gamma-Spectroscopy group. At GSI, all data from the PreSPEC experimentes is stored
on the tape archive. The archive name is prespecraw. The archive can be accessed using the
gstore program. Please read the manual of that program http://web-docs.gsi.de/~expdv/
gstoreManPage.pdf1. The location of that program on any GSI Linux machine is2 /cvmfs/it.
gsi.de/gstore/gstore64 or /cvmfs/it.gsi.de/gstore/gstore3. The prespecraw archive is
accessible from the GSI user account agatadaq. You have to be logged in on that account to do
the retrieval from the archive. Typical commands are
• /cvmfs/it.gsi.de/gstore/gstore64 query "*.lmd" prespecraw "*/*"
Look for all MBS .lmd files inside the prespecraw archive that are located in
any subdirectory in any subdirectory of the root directory. This will find for ex-
ample /prespecraw/mar_2014/data/85Br_coulex_AG75_1367.lmd and /prespecraw/
feb_2014/calib/Co60_hector_agata_pos1_0281.lmd and many more
• /cvmfs/it.gsi.de/gstore/gstore64 query "*.tar" prespecraw "*/*"
Look for all .tar files (that contain all AGATA raw data from a run) inside the prespecraw
archive that are located in any subdirectory in any subdirectory of the root directory.
This will find for example /prespecraw/mar_2014/agata/run_0075_85Br_coulex.tar
and /prespecraw/feb_2014/agata/run_0011_Fe54_isomer.tar and many more.
• /cvmfs/it.gsi.de/gstore/gstore64 retr /lustre/nyx/gamma/46Cr_coulex_AR51_0388.lmd
prespecraw apr_2014/data/
This will retrieve the file 46Cr_coulex_AR51_0388.lmd from the archive prespecraw in
the subdirectory apr_2014/data/, and copy it to the destination /lustre/nyx/gamma/46
Cr_coulex_AR51_0388.lmd4.
1 In case that link is broken as you read this, try to search for “gsi gstore manpage” in the world wide web.
2 At the time of this writing.
3 In case you are working on a computer that still has no 64 bit operating system.
4 The directory /lustre/nyx/gamma/ refers at the time of this writing to the GSI Gamma-Spectroscopy directory
on the mass storage disks of the GSI Green Cube cluster computer. If directory names have changed by the
time you are reading this, consult the GSI IT department. However, the tape archive directory names should
not change.
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A.2 Match MBS and AGATA data files
For each AGATA run you have to get all .lmd files and the corresponding .tar file with all
the AGATA files. Most .lmd files have the AGATA run number in the filename (e.g. AR71),
but this is not guaranteed to be correct. In order to find the correct set of .lmd files, the GTS
timestamps have to be compared. The prespec software package contains tools to extract the
first and last GTS timestamp from an .lmd file or an AGATA run directory. These tools are called
gts_timestamp_mbs and gts_timestamp_adf, respectively. For the timestamp in the MBS (.lmd
) file, just pass the filename as command line argument. For the timestamp of an AGATA run, you
have to pass the directory name path/to/agata_run_XXXX/Data as command line argument to
the program. The /Data directory contains one subdirectory for each AGATA crystal in that run.
Both programs will output the input name, a time information of the file/directory, and two
numbers that are the first and last GTS timestamp in the respective file/directory. You should
call that program with all .lmd files of the respective experiments and all AGATA runs. With the
resulting GTS timestamps, you can find the matching .lmd files for each AGATA run.
A.3 Access to the software tools
The tools are installed under the agata14 account at GSI. You can also obtain the
prespec software package by cloning the GIT repository: git clone agatagsi@lx-pool
.gsi.de:git/prespec. For the password, you have to consult someone from the Pre-
SPEC collaboration or someone from the GSI Gamma-Spectroscopy group. A require-
ment of the prespec software package is the eventapiV50 library. You can find this
from the home directory of the agatagsi or agata14 user accounts at GSI. Copy the
eventapiV50 directory to your machine, enter the directory and type GSI_OS=Linux make.
This should compile the library. Then, the prespec toolset can be built using the GNU
autotools5. Type ./autogen.sh --prefix=/install/directory --with-gsievt-lib-path
=/path/to/eventapiV50 --with-gsievt-include-path=/path/to/eventapiV50, then type
make install. The tools preplay, gts_timestamp_mbs, and gts_timestamp_adf should be
installed now. preplay is a command line tool for data analysis. If you want to see histograms
as the data is replaying (or want to draw gates on particle-ID) you need to install the Go4 pro-
gram www.gsi.de/en/work/fairgsi/rare_isotope_beams/electronics/data_processing/
data_analysis/the_go4_home_page.htm6. In the prespec software package, you find a sub-
directory examples/Go4prespec. After both, Go4 and the prespec package are successfully
installed, enter that directory and type make. This should compile the Go4 plugin to do prespec
analysis in Go4. The prespec software package contains a subdirectory doc/PreSPEC_Tutorial
with a tutorial document. Please read that document to get started using the package. It is also
helpful to read the first chapter of this work to get familiar with the concepts of the framework,
but keep in mind that the Elder framework as described in this work is not identical to the
prespec software package. There are slight differences in the interface and in the syntax of the
Elder-DSL scripts.
5 It might be helpful to make yourself familiar with the GNU autotools
6 if that link does not work when you read this, search the worl wide web for: GSI Go4 download
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A.4 Elder-DSL script for the experiment
Usually during the campaign, snapshots of the analysis scripts have been made towards the end
of the experiment. Inside the agata14 home directory, they are in the experiments subdirectory,
for example experiments/43Ti_isomers/offline/analysis.config is the top level analysis
configuration for the 43Ti isomer analysis. The configurations are all very similar, and you can
choose as starting point for your analysis any of them. Preferably, you will chose one that was
saved during the time when the data for your analysis was taken.
A.5 Online PreSPEC forum
In case of problems, you can look in the NUSTAR/PRESPEC forum on the website https://forum.
gsi.de/index.php. Many questions have already been asked and answered. In case the forum
looks inactive, try to write an email to the forum members that were active in the past. Not
everybody is checking the forum everyday, especially if it was inactive for some time. However,
please ask all your questions in the forum, not only by mail. The more questions are answered
publicly in the forum, the greater is the chance that the next person will find an answer to
his/her question there.
A.6 Root trees
Most people will prefer to have the final steps of the analysis in their own Root script. It is
possible to create a Root tree with a subset of the data on the flow graph. Such a tree can be
created using the preplay tool. Just add the name of a processor node (MyProcessor in this
case) via the --root-add-processor=MyProcessor command line argument list when starting
preplay. This will add all inputs and all outputs of MyProcessor as leafs to the Root tree. There
is no upper limit in the number of processor names that can be added to the Root tree. If you
want to have only a single value of MyProcessor you can achieve this with following code7:
1 using UTILS libprespecUTILS.so
2 processor MyValue UTILS.SingleValue
3 value <- MyProcessor.particularValue
4 end
Listing A.1: Using an extra processor to put a single value of any processor into a Root tree
and add --root-add-processor=MyValue to the argument list of preplay. For any array, do
the same but use the UTILS.SingleArray processor type.
A.7 Developments
In my opinion, most experiments8 will require further developments of the analysis algorithms.
You can create a local library (say libpresepcMYLIB.so) containing processors with improved
7 Note that this is the syntax for the prespec package, and that there is a difference in the using key compared
to the Elder-DSL examples in the first chapter.
8 in particular for the ones with higher masses or low cross sections
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algorithms (say MyBetterDsssd). If you come up with a better version of an analysis algorithm,
e.g. a better DSSSD analaysis, it is probably best to put it in a processor that has a compatible
interface to the existing one, i.e. same inputs and outputs as far as possible. Any interface
compatible processor can just replace the existing one. Note that it is not possible that two
processors have the same name, even if they are in different libraries. In such a case, only
one of the two processors is used, with potentially very confusing consequences. This is a
shortcoming of the prespec package that was improved in the Elder package [24].
A.8 AGATA PSA replay
It is advisable for a final analysis to redo the AGATA calibration and pulse-shape processing. This
was not done in this work and I cannot give too much advice on this topic. The pulse-shape
processing might have been improved since the PreSPEC experiments. Make sure, that you have
access to the latest versions of the algorithms. Contact the AGATA collaboration for information
about the status of these developments.
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