Howard MF, Poeppel D. Discrimination of speech stimuli based on neuronal response phase patterns depends on acoustics but not comprehension. . Speech stimuli give rise to neural activity in the listener that can be observed as waveforms using magnetoencephalography. Although waveforms vary greatly from trial to trial due to activity unrelated to the stimulus, it has been demonstrated that spoken sentences can be discriminated based on theta-band (3-7 Hz) phase patterns in single-trial response waveforms. Furthermore, manipulations of the speech signal envelope and fine structure that reduced intelligibility were found to produce correlated reductions in discrimination performance, suggesting a relationship between theta-band phase patterns and speech comprehension. This study investigates the nature of this relationship, hypothesizing that theta-band phase patterns primarily reflect cortical processing of low-frequency (Ͻ40 Hz) modulations present in the acoustic signal and required for intelligibility, rather than processing exclusively related to comprehension (e.g., lexical, syntactic, semantic). Using stimuli that are quite similar to normal spoken sentences in terms of low-frequency modulation characteristics but are unintelligible (i.e., their time-inverted counterparts), we find that discrimination performance based on theta-band phase patterns is equal for both types of stimuli. Consistent with earlier findings, we also observe that whereas theta-band phase patterns differ across stimuli, power patterns do not. We use a simulation model of the single-trial response to spoken sentence stimuli to demonstrate that phase-locked responses to low-frequency modulations of the acoustic signal can account not only for the phase but also for the power results. The simulation offers insight into the interpretation of the empirical results with respect to phase-resetting and power-enhancement models of the evoked response. ). 1 In the Luo and Poeppel (2007) experiment, English stimuli were presented to native English speakers such that all processes involved in speech comprehension would be activated.
I N T R O D U C T I O N
Natural speech gives rise to a cascade of neuronal responses in the listener that reflect a multitude of computations associated with extracting and processing information contained in the input signal. When the speech signal is intelligible, these computations may include all processing elements required for comprehension, such as the analysis of acoustic, phonological, lexical, syntactic, semantic, and indexical content. The composite of these neuronal responses contributes to electromagnetic waveforms that can be observed extracranially via electroencephalographic (EEG) and magnetoencephalographic (MEG) imaging. These waveforms also inherently reflect neuronal activity unrelated to the processing of the stimulus that varies randomly across presentations, such that waveforms associated with a repeated stimulus vary greatly from trial to trial (Arieli et al. 1996; Hu et al. 2009 ). Despite this intrinsic variation, Luo and Poeppel (2007) demonstrated that phase patterns for the theta-band (3-7 Hz) frequency components of single-trial waveforms can be used to discriminate between different spoken sentences, implying the existence of phaselocked theta-band responses to stimulus features that differ across stimuli. In addition, they found that manipulations of the speech signal envelope and fine structure that reduce sentence intelligibility produce similar reductions in discrimination performance, thus revealing a relationship between theta-band phase patterns and speech comprehension. The nature of this relationship was not determined but could depend on any of the computational processes involved in speech comprehension. 1 Although Luo and Poeppel found significant dissimilarity in response phase patterns for different speech stimuli (in the theta band), they found no significant dissimilarity in power patterns, suggesting that theta-band responses involve phaseresetting of an ongoing theta oscillation, but no additive activity that would increase power (Fuentemilla et al. 2006; Hamada 2005; Penny et al. 2002) .
In this study, we hypothesize that the theta-band phase patterns in the response waveform primarily reflect processing related to acoustic properties of speech that are essential to intelligibility-i.e., slow modulations of the speech envelope (Ͻ40 Hz)-rather than processing directly related to lexical, syntactic, or semantic analysis. Our hypothesis derives from the conjunction of several findings related to slow temporal modulations. First, converging evidence indicates that the auditory cortex produces phase-locked responses to slow temporal modulations and that these responses are especially widespread and robust for theta-band modulation frequencies (Giraud et al. 2000; Liégeois-Chauvel et al. 2004; Lu et al. 2001 ). Furthermore, slow modulations of the speech envelope appear to contain the acoustic features most essential to intelligibility (Drullman 2006; Drullman et al. 1994a,b) , particularly in the theta-band where power in the temporal modulation spectrum is concentrated (Greenberg 2003 (Greenberg , 2006 Houtgast and Steeneken 1985) . In addition, theta-band modulations of the envelope are thought to be associated with syllabic structure (Greenberg 2003 ) and thus will typically differ between stimuli. Finally, phase-locking to slow modulations of the speech envelope has been observed in both EEG (Abrams et al. 2008; Aiken and Picton 2008) and MEG (Ahissar et al. 2001) responses to speech stimuli. Together, these findings suggest that slow modulations in the speech envelope evoke phase-locked responses that contribute to the poststimulus waveform, potentially creating phase patterns that are particularly salient and stimulus-differentiated in the theta band.
The hypothesis implies that theta-band phase discrimination performance for auditory stimuli that are similar to speech in terms of slow envelope modulations, but are completely unintelligible, should be comparable to that for speech stimuli. That is, the neuronal response pattern should be driven by acoustic patterns that potentially underlie intelligibility but are not an index of higher-order linguistic operations. We created such stimuli by time-inverting normal speech stimuli, a transformation that eliminates intelligibility (Saberi and Perrott 1999) while retaining the envelope modulation structure in a reversed temporal order. We then tested the hypothesis by replicating the Luo and Poeppel (2007) experiment using both normally spoken sentences and their time-inverted counterparts as stimuli and comparing discrimination performance based on power and phase of the MEG response for the two types of stimuli.
In addition to the experimental investigation, we developed a model that investigates the potential for phase-locked responses to slow modulations in the signal envelope, to account for the empirical phase-power analysis results obtained in both this and the Luo and Poeppel (2007) study. Specifically, the model allowed us to simulate single-trial response data for a set of sentence stimuli based on the hypothesis that the evoked response contains phase-locked responses to slow envelope modulations. The simulated data were then subjected to the same analyses performed on the empirical data and the results directly compared. The model deepens our understanding of the empirical results by providing evidence related to the interpretation of the phase-power findings with regard to phase-resetting and power-enhancement models of the evoked response (for a review of these models, see Sauseng et al. 2007 ).
M E T H O D S

Subjects
Six subjects (two male, mean age 25 yr, range 20 -41 yr) took part in the experiment after providing informed consent. All were righthanded (Oldfield 1971) , native English speakers, reported normal hearing, and had no history of neurological disorders. The experiment was conducted in accordance with the Institutional Review Board of the University of Maryland.
Neuromagnetic recording
The neuromagnetic data were acquired in a magnetically shielded room (Yokogawa, Hiroshima, Japan) using a 160-channel, wholehead axial gradiometer system (5 cm baseline, SQUID-based sensors; KIT, Kanazawa, Japan). MEG channels included 157 head channels plus 3 reference channels that recorded the environmental magnetic field data for noise reduction purposes. Data were continuously recorded using a sampling rate of 1,000 Hz, on-line filtered between 1 and 100 Hz, with a notch at 60 Hz.
Stimuli
The Luo and Poeppel (2007) study used a mix of male and female voices within the set of three spoken sentences to be discriminated, thus incorporating a potential confound. In this study we eliminated this confound, while continuing to use both male and female voices as stimuli, by using one set of sentences voiced by males and another voiced by females. The two sets were selected from the DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus (sampling frequency 16 kHz) such that all stimuli had lengths exceeding 4,000 ms. Set 1 sentences (male voice) were: 1) "Maybe it's taking longer to get things squared away than the bankers expected."; 2) "His tough honesty condemned him to a difficult and solitary existence."; and 3) "The most recent geological survey found seismic activity." Set 2 sentences (female voice) were: 1) "She had your dark suit in greasy wash water all year."; 2) "Ants carry the seeds so better be sure there are no ant hills nearby."; and 3) "Buying a thoroughbred horse requires intuition and expertise." Two corresponding sets of target stimuli were constructed by including a normal and a time-reversed version of each sentence. A set of 22 distractor stimuli consisted of acoustically altered versions of other sentences drawn from the TIMIT database, specifically sine-wave speech (Remez et al. 1981) or speech-noise chimaeras (Smith et al. 2002 ) based on sine-wave speech. The distractor stimuli were speech-like stimuli that had been constructed for other experiments and were used in this experiment simply as a means of reducing monotony in the total stimulus set. Only the responses to target stimuli were analyzed.
Procedure
All stimuli were delivered at a comfortable loudness level (ϳ70 dB) through plastic tubing connected to ear pieces inserted in the ear canals of the subjects (EAR Tone 3A System). Presentation of the experimental stimuli was preceded by pretesting to check subject hearing and head position. The pretest included the binaural presentation of tone stimuli (1,000 Hz, 50 ms, 131-153 per subject). The data recorded for these stimuli were used to localize channels reflecting response activity originating in the auditory cortex (see Data processing).
The experimental stimuli were presented binaurally under the control of a Presentation version 11.3 (Neurobehavioral Systems) script. Three subjects (one male) were assigned to Set 1 stimuli (male speaker) and three subjects (one male) to Set 2 stimuli (female speaker). The experiment consisted of 88 fixed-length (13,000 ms) presentations of stimulus pairs with the first stimulus presented at 500 ms, the second stimulus at 6,500 ms, and a beep signal at 11,800 ms. Each stimulus in the pair could be either a distractor or a member of the assigned stimulus set. Stimuli were presented in pseudorandom order, with each member of the assigned stimulus set presented 21 times. Subjects were instructed to decide whether the stimuli in a presentation pair were the same or different and to respond accordingly via a handheld button press following the beep. Because the sole purpose of this task was to keep subjects alert and engaged, the behavioral results were not analyzed.
Data processing
The recorded responses to the pretest tone stimuli were averaged, noise-reduced off-line using the CALM (categorization and learning module) algorithm (Adachi et al. 2001) , and base-line corrected. The results were then averaged across the six subjects and low-pass filtered (22 Hz filter, 91 point Hamming window) to extract the grand-average slow-wave response. Because the M100 (also referred to as N1m and N100m) component of the slow-wave response, generated roughly 100 ms after stimulus onset, reflects activity arising in the auditory cortex (Lütkenhöner and Steinsträter 1998) , the topography at the M100 peak (96 ms) was used to determine a set of 80 auditory cortex activity channels, with 20 selected from each quadrant (Fig. 1) .
The recorded responses to the experimental stimuli were noisereduced using the time-shift principle component analysis algorithm (TSPCA) (de Cheveigné and Simon 2007) . For each subject, responses to the three normal and the three time-reversed versions of the sentences were analyzed separately. The analysis methods used were essentially those described in Luo and Poeppel (2007) . Specifically, for each response to one of the three stimuli included in a particular analysis, spectrograms of the initial 4,000 ms, based on a 500 ms time window and 100 ms steps, were calculated for each of the 157 MEG recording channels. The resulting values for phase and power as a function of frequency and time were retained for further analysis. Three within-sentence groups were formed, each comprising the spectrogram response data for a particular sentence (21 trials). For each channel, three across-sentence groups were also constructed, each comprising the spectrogram response data for seven randomly selected trials for each of the three sentences (21 trials in total). Cross-trial phase and power coherence values for each of the three within-sentence and the three across-sentence groups were computed as
where knij and A knij are, respectively, the phase and amplitude for frequency bin i and time bin j in trial n and group k with N ϭ 21 for this analysis. Cphase is in the range of [0 1]. For Cpower, the SD of the distribution of power values is normalized by the distribution mean, to produce a similar range of coherence values for all frequency bins (SD varies directly with mean power, which is roughly proportional to 1/f). Note that a larger Cphase value corresponds to strong cross-trial phase coherence, whereas a smaller Cpower value corresponds to strong cross-trial power coherence. The cross-trial coherence values were used to compute a dissimilarity function for each frequency bin i, defined as ͪ K For this analysis, J ϭ 36 and K ϭ 3. A dissimilarity index value Ͼ0 for a frequency bin indicates larger cross-trial coherence for the within-sentence groups than for the across-sentence groups at that frequency. In other words, a positive index value means that a phase or power pattern is more dissimilar between the within-sentence groups than between the across-sentence groups. Dissimilarity index values were computed for each of the 157 MEG channels. Mean dissimilarity index values were computed across the 80 auditory cortex activity channels (see Fig. 1 ).
For each subject, the 20 channels with the highest Dphase values for the theta band (3-7 Hz, frequency bins 4 and 6 Hz), within the set of 80 auditory cortex activity channels, formed the basis of the classification analysis. In this analysis, each single-trial response observed in the top 20 channels was classified as a response to sentence 1, sentence 2, or sentence 3 by comparing the trial's theta-band phase values to the phase values for a template of three single-trial responses (one for each sentence) and determining the closest match in terms of distance. The classification for each single-trial response was computed for templates that included all possible combinations of the responses to the three sentences, excluding the response being classified (8,820 in total). The results for each set of sentence responses were divided by the total number of classifications for those responses to find the sentence's classification distribution with respect to the three template categories. A correct classification value of 0.33 corresponds to chance level, given three possible choices for each classification. Aggregate correct classification rates for both normal and reversed sentences were determined by averaging across the individual correct classification rates obtained for the three sentences in the respective stimulus sets.
Simulation model
A basic "signal plus noise" model was used to simulate the single-trial response to spoken sentences in a single MEG channel (Sauseng et al. 2007; Yeung et al. 2004 ). In this model, the response is formulated as the linear sum of phase-locked activity evoked by the stimulus that remains constant from trial to trial (signal) and background activity uncorrelated with the stimulus that varies randomly from trial to trial (noise). Thus the model is based on the finding that the relationship between ongoing and evoked activity is linear to a first approximation (Arieli et al. 1996) .
Two separate simulations were performed corresponding to two assumptions regarding the nature of the evoked response. In simulation 1, the evoked response was assumed to replicate the lowfrequency modulations of the stimulus envelope. For this formulation, the envelope of each stimulus signal was extracted by computing the magnitude of its Hilbert transform and then low-pass filtered with a 40 Hz cutoff (order 5 digital Butterworth filter with normalized cutoff frequency), to retain the modulation frequencies that produce substantial phase-locked responses in the auditory cortex. The filtered envelope was down-sampled from 16k to 1k Hz and used as the evoked response. In simulation 2, the evoked response was assumed to consist of theta-band responses to sound energy transients in the stimulus. This formulation was based on evidence that auditory transitions, including onsets (Goff et al. 1969; Hari et al. 1987; Pantev et al. 1986; Picton et al. 1974) , offsets (Davis and Zerlin 1966; Hari et al. 1987; Pantev et al. 1996; Pratt et al. 2005) , and changes of amplitude or frequency (Jones and Perez 2002; Mäkelä et al. 1987; Martin and Boothroyd 2000; Pratt et al. 2009 ) evoke a low-frequency complex in the EEG/MEG response 2 with energy concentrated in the theta band (Howard and Poeppel 2009; Hu et al. 2009; Makinen et al. 2005; Riecke et al. 2009; Stampfer and Bašar 1985) . For this formulation, sound energy transients were represented by the absolute value of the derivative of the stimulus envelope (as computed for the response in simulation 1) and the theta-band response was represented by a FIG. 1. Topography of grand-average M100 peak response to 1,000 Hz tones based on grayscale map of magnetic field absolute values from highest (white) to lowest (black). Auditory cortex activity channel set (80 channels) is indicated by white "✕" marks. single-cycle sine wave with a period of 200 ms (5 Hz). The sound energy transient representation was then convolved with the thetaband response and the result used as the evoked response.
Evoked responses were computed for each of the three stimuli included in set 1 (see Stimuli section) using both formulations. An example derivation of the two formulations is shown in Fig. 2 . For both simulations, background activity was represented as random 1/f noise characterized by a uniform distribution of phase between Ϫ and and a chi-square distribution of power around the 1/f spectrum (Little et al. 2007 ).
The mean power spectra (normalized) were computed for the envelope, the absolute value of the envelope derivative, and the convolved response for the set 1 stimuli (first 4 s, fast Fourier transform). Power was concentrated below 5 Hz for the envelope, but was more broadly distributed for the derivative formulation, extending to frequencies Ͼ5 Hz (Fig. 3A) . The convolution of the envelope derivative formulation with the transient theta-band response essentially band-pass filtered the derivative modulations, concentrating power in the theta band. Thus power for both the envelope (evoked response in simulation 1) and the convolution (evoked response in simulation 2) was concentrated below 8 Hz (Fig. 3B ).
For both simulations, 21 single-trial responses were generated for each of the three stimuli. A single-trial response was formed by adding a random 4-s segment of normalized background activity to the first 4 s of an amplitude-scaled evoked response representation with a single scaling factor applied to all three evoked responses. The data for simulation 1 were subjected to the same phase-power dissimilarity analysis performed on the empirical data and the amplitudescaling factor was manually adjusted to yield theta-band phase dissimilarity index values comparable to those observed in the top channel for the six experiment participants (index values given in RESULTS). The six scaling factors determined by this process were used to generate six sets of simulated data that could be qualitatively compared and contrasted with the empirical data. For simulation 2, the amplitude-scaling factors determined for simulation 1 were proportionally adjusted to yield theta-band phase dissimilarity index values comparable to those observed empirically. For simulation 1, the amplitude-scaling factors were 0.44, 0.44, 0.46, 0.54, 0.65, and 0.85 and for simulation 2, 0.19, 0.19, 0.20, 0.24, 0.28, and 0.37. These scaling factors produced an evoked response-to-background activity power ratio of about 7.5-8% in the theta-band for both simulations and ratios of roughly 9% for simulation 1 and roughly 1.6% for simulation 2 in the delta band.
Statistical analysis
Grand averages across the six subjects were computed for the 80-channel mean dissimilarity index results. Positivity in a grandaverage dissimilarity index value for a particular frequency bin was considered significant if two criteria were met: 1) the bin index value was positive for every subject and 2) the index value exceeded the random-effects threshold. The random-effects threshold value was set to the magnitude of the largest negative dissimilarity index value for frequency bins 2-50 Hz in a grand-average result. This determination was based on the assumption that negative dissimilarity is attributable solely to random effects and is thus representative of the magnitude of positive dissimilarity that could be attributable to random effects (in the case of power dissimilarity, 2 Hz bin values appeared to be excessively noisy and were not used as thresholds).
The grand-average correct classification rates were computed across subjects based on their aggregate correct classification rates. Z-tests were applied to the subject data to test the significance of performance above chance level (0.33) in the grand-average results for both stimulus types. The significance of the difference in correct classification performance for the two stimulus types was examined using a paired t-test (two-tailed).
A composite theta-band phase dissimilarity index value was computed for each subject as the average of the 4 and 6 Hz frequency bin values both for the top 20-channel mean and for the top channel in each hemisphere. Subject grand averages were then computed for these three (top 20 channels, top right hemisphere channel, top left hemisphere channel) composite values. The significance of the difference in the grand-average top 20 channel composite values for the two stimulus types was examined by applying a paired t-test (twotailed) to the subject data. The effects of stimulus type and hemisphere on the composite theta-band phase dissimilarity index value were examined by applying two-way repeated measures ANOVA to the subject data for the top channel in each hemisphere.
In the modeling investigation, six data sets simulating single-trial response data for the top theta phase dissimilarity channel in six subjects were generated and the grand average was computed for both simulation 1 and simulation 2. The significance of positivity in grand-average dissimilarity index values was evaluated based on 95% confidence limits as determined by bootstrap resampling (1,000 repetitions).
R E S U L T S
For normally spoken sentences, the phase dissimilarity function based on the 80 auditory cortex activity channels (Fig. 1) was consistently positive across all subjects for frequencies Ͻ11 Hz. Furthermore, the grand-average phase dissimilarity value for each frequency Ͻ11 Hz exceeded the random-effects threshold. For the grand average, phase dissimilarity peaked at 4 Hz, followed closely by 6 Hz and then 2 Hz (Fig. 4A) . Thus the highest phase dissimilarity appeared, on average, in the theta-band frequency bins (4 and 6 Hz). The power dissimilarity function was consistently positive at 46 Hz, but the grand-average value did not exceed the random-effects threshold at this frequency.
Similar results were observed for the time-reversed sentences (Fig. 4B ). In this case, consistent positivity for phase dissimilarity was limited to frequencies Ͻ9 Hz for which all grand-average phase dissimilarity values exceeded the randomeffects threshold. No consistent positive dissimilarity effects were observed for power.
The topography of theta-band phase dissimilarity for both normally spoken sentences and their time-reversed counterparts is shown in Fig. 5 . Comparison of this topography with that for the M100 response to an auditory stimulus (see Fig. 1 ) indicates that, in all cases, the channels with the highest index values were clustered in locations consistent with an auditory cortex origin. Furthermore, within-subject clustering tended to be similar for the two sentence types.
Phase and power dissimilarity functions averaged over the 20 auditory channels exhibiting the highest phase dissimilarity values for the theta band (4 and 6 Hz bins) in each subject are shown for both normal and reversed sentences in Fig. 6 . Phase dissimilarity was consistently positive in the range of 1-9 Hz, with a peak in the theta band for both stimulus types in all subjects. The power dissimilarity function was not consistently positive for any frequency. The strength of the theta-band phase dissimilarity effect varied across subjects from relatively strong index values near 0.04 to relatively weak values near 0.02. Classification performance (also shown in Fig. 6 ) based on the closest match of single trials to target templates with respect to theta-band phase for the top 20 channels varied with theta-band phase dissimilarity, as expected, and was well above chance level (0.33) for both stimulus types in all subjects [total correct classification results: 1) normal: 0.535, 0.571, 0.474, 0.402, 0.454, 0.505; 2) reversed: 0.523, 0.561, 0.538, 0.483, 0.516, 0.496]. One-tailed z-tests indicated that the grand-average correct classification rates of 0.49 for normal sentences and 0.52 for reversed sentences were significantly above chance level in both cases (P Ͻ 1.0E-14).
The composite theta-band phase dissimilarity index values (average of the 4 and 6 Hz frequency bin values) for the normal stimuli in the top channel (either hemisphere), used in the determination of the amplitude-scaling factors for the simulations as described in METHODS, were 0.0439, 0.0654, 0.0297, 0.0309, 0.0298, and 0.0362. The grand averages of these composite values for the top 20-channel mean and for the top channel in each hemisphere, together with the grand average of the percentage of trials correctly classified (aggregate), are shown in Fig. 7 . Comparison of these results for normal and reversed sentences (paired t-test, two-tailed) revealed a slight trend toward better performance for reversed sentences in both the top 20-channel mean dissimilarity values (t ϭ 1.49, degrees of freedom [df] ϭ 5, P ϭ 0.20, ␣ ϭ 0.05) and correct classification (t ϭ 1.63, df ϭ 5, P ϭ 0.16, ␣ ϭ 0.05) that did not rise to the level of significance. Analysis of the theta phase dissimilarity values for the top channel in each hemisphere using two-way ANOVA with repeated measures indicated that the slight trends toward better performance for reversed sentences and for the right hemisphere were not statistically significant: sentence type [F(1,5) ϭ 3.477, P ϭ 0.12, ␣ ϭ 0.05] and hemisphere [F(1,5) ϭ 3.477, P ϭ 0.12, ␣ ϭ 0.05]. No significant interaction between hemisphere and sentence type was observed [F(1,5) ϭ 0.105, P ϭ 0.76, ␣ ϭ 0.05].
Simulation analysis
The grand-average results for the empirical data (normal stimuli, top channel) are shown in Fig. 8A , together with the grand-average results of the phase-power dissimilarity analysis for the two simulations (Fig. 8, B and C) . The results of a phase-power dissimilarity analysis performed on six simulated data sets of single trials consisting only of background activity (no evoked response added) are also shown (Fig. 8D) . The results for background activity established baselines against which the empirical and simulated response results can be compared.
The results for simulation 1 (Fig. 8B) , which used the filtered envelope of the stimulus as the evoked response, displayed exactly the same characteristics as those of the empirical results. Specifically, significant positive phase dissimilarity (based on 95% confidence limits) was observed at low frequencies that clearly exceeded baseline level Ͻ9 Hz, but no significant power dissimilarity exceeding baseline level was observed for any frequency. Phase dissimilarity was greatest in the theta band, peaking at 4 Hz, even though evoked response power was much greater in the delta band for this simulation. The results for simulation 2 (Fig. 8C) , which used the convolution of the envelope derivative with a transient theta-band response (5 Hz sine wave) as the evoked response, were quite similar but with phase dissimilarity even more concentrated in the theta band.
D I S C U S S I O N
The results of this study strongly support the Luo and Poeppel (2007) finding that theta-band phase patterns in single trials of MEG-derived auditory cortical responses suffice to discriminate among acoustic stimuli consisting of spoken sentences. Using a different set of subjects and sentences, we observed dissimilarity indices that are a close match both quantitatively and qualitatively to those observed for the original experiment. In particular, we found consistent positive phase dissimilarity that exceeded the random-effects threshold for theta-band frequencies but no consistent positive power dissimilarity exceeding the random-effects threshold for any frequency. Likewise, classification of single-trial response data based on theta-band phase patterns produced results quite similar to those obtained previously, significantly exceeding chance performance levels. Finally, the topography associated with theta-band phase dissimilarity in the present study was also consistent in suggesting that the discriminable phase patterns originate in auditory cortex. Although we detected a trend toward right hemisphere lateralization in theta-band phase dissimilarity, as observed by Luo and Poeppel, it was not found to be significant.
The findings on phase dissimilarity are consistent with the results of a MEG study that identified the response frequencies most critical to the stimulus-response classification of a set of spoken sentences (Suppes et al. 1998) . In this study, test samples consisting of the average of five responses to a particular sentence were classified based on the closest leastsquares fit to templates formed by averaging 50 responses for each sentence. Both the test sample and the templates were filtered to find the frequencies that optimized classification performance. Best performance was obtained for a 3-to 10-Hz filter, suggesting that maximum phase pattern dissimilarity falls in this range.
The findings are also consistent with the results of a study that performed an information theoretic analysis on local field FIG. 6. Dissimilarity indices and classification performance. Subject number followed by stimulus number in parentheses shown on the left. Graph pairs shown for normal (2 left columns) and time-reversed (2 right columns) sentences. First graph in pair displays phase and power dissimilarity indices averaged across 20 auditory channels having the strongest theta-band phase dissimilarity (theta-band phase dissimilarity values circled; error bars represent SE). Second graph in pair displays fraction of trials for each sentence classified as matching template 1 (black), 2 (gray), and 3 (white) based on theta-band phase information for the 20 channels. potential (LFP) responses to naturalistic sound stimuli in the auditory cortex of alert monkeys (Kayser et al. 2008 ). This study examined the signal information provided by phase and power for response frequencies ranging from 4 to 72 Hz and found that frequencies in the theta band (4 -8 Hz) provided the most information. Furthermore, phase provided three times as much information as power.
If distinct intertrial phase or power synchronies are present for higher frequencies only over short intervals, it seems possible that dissimilarity effects at higher frequencies could be somewhat obscured by the use of the 500 ms analysis window in both this and the Luo and Poeppel (2007) study. However, the findings of Suppes et al. (1998) and Kayser et al. (2008) imply that the greatest dissimilarity effects will be found at low frequencies (in phase), regardless of analysis window size. For the same reasons, a reformulation of the dissimilarity analysis based on wavelet analysis could potentially mitigate any bias introduced by window size, but would not be expected to materially change the results.
Phase tracking and intelligibility
This study extends the finding that discriminability based on theta-band phase patterns correlates with speech intelligibility (Luo and Poeppel 2007) by providing evidence that processing associated with acoustical attributes critical to intelligibility, rather than processing associated exclusively with speech comprehension, underlies the correlation. Our results demonstrate that auditory stimuli with speech-like envelope properties but totally lacking in intelligibility-i.e., time-reversed versions of spoken sentences-can be discriminated based on theta-band phase patterns in single trials of MEG-derived auditory cortical responses as well as, or even better than, their normal counterparts. Indeed, for the two types of stimuli, we observed very similar topographical patterns for theta-band phase dissimilarity within subjects and found no significant differences in either the theta-band phase dissimilarity or the single-trial classification results. These findings support the view that theta-band phase tracking is linked to early processing in primary and secondary auditory cortex that is strongly phaselocked to stimulus acoustics and largely independent of comprehension.
Strong phase-locking is associated with the processing of acoustic transients (i.e., edges) in the auditory signal. These transients may contribute critically to speech intelligibility by permitting the signal to be parsed into chunks of appropriate granularity to support comprehension. That is to say, acoustic transients may provide a temporal structure that can be exploited by cortical processing properties to create analysis windows of appropriate size. Thus if theta-phase tracking reflects the presence of transients required for parsing the speech signal, manipulations that eliminate them will result in a decrease in both theta-phase discrimination performance and intelligibility, as observed by Luo and Poeppel (2007) . Conversely, assuming that all spoken languages incorporate such transients, the results of the present study suggest that thetaphase tracking in a particular listener will be independent of the listener's comprehension of the language, reflecting the presence of temporal structure properties that support intelligibility.
The conclusion that theta-band phase tracking is linked to early cortical processing that is strongly phase-locked to stimulus acoustics and largely independent of comprehension is consistent with EEG findings that suggest that the N1 response is independent of phonetic perception. Specifically, a study of the perception of voicing in English speakers using brief consonant-vowel (C-V) stimuli found that N1 characteristics, such as latency, amplitude, and the presence of a double peak, were not influenced by phonetic categorization of the stimulus (as indicated by a behavioral response), but rather appeared to depend principally on stimulus acoustic properties ; for related evidence, see also Gage et al. 1998) . Furthermore, a similar study that examined the neurophysiological correlates of native and nonnative phonemic categories defined by voicing found that, although behavioral discrimination of the phonemic categories differed between native and nonnative speakers, no differences were observed in N1 features between the two subject groups .
Phase and power tracking and the nature of the evoked response
The discrimination of speech stimuli based on phase patterns present in single-trial responses depends on the evoked response, that is, activity that is phase-locked to the stimulus. The exact nature of the evoked response is not yet fully understood, but proposed sources include additive activity, phase-resetting of ongoing oscillations, and baseline shifts in oscillatory activity (Fuentemilla et al. 2006; Hu et al. 2009; Jansen et al. 2003; Nikulin et al. 2007; Penny et al. 2002; Sauseng et al. 2007; Yeung et al. 2004 ). The finding of phase dissimilarity in the absence of power dissimilarity in the empirical data would appear to support a pure phase-resetting model of the evoked response. However, the same finding in the simulations, which were based on a formulation of the single-trial response that can be interpreted as an additive model (i.e., response activity added to ongoing activity), demonstrates that such a result is compatible with stimulus-evoked power enhancement. Thus the finding of dissimilarity in phase but not power patterns cannot be interpreted as evidence in favor of the pure phase-resetting model.
The somewhat counterintuitive absence of power dissimilarity in the simulated data based on the added activity model can be understood in terms of how the addition of evoked activity affects phase and power in total activity relative to background activity within an analysis window across a set of trials. The addition of evoked activity consistently shifts the phase of total activity away from the phase of the background activity, which is random, toward the phase of the evoked activity, which is fixed. As a result, the distribution of phase in total activity coheres around the phase of the evoked activity, with phase coherence varying as a function of the ratio of evoked-to-mean background power. For the ratio assumed in the simulations for theta-band power (ϳ8%), the difference in the cross-trial phase distributions should be quite salient (based on the results from 10k simulated trials; Fig. 9A ). Because the phase patterns of the stimuli differ, phase coherence will be greater for within-stimulus trial sets than that for acrossstimulus trial sets. In contrast, the addition of evoked activity to background activity produces an increase in the power if evoked activity is in-phase with background activity but a decrease if it is out-of-phase (assuming that the ratio of evoked-to-background power is Ͻ2). Consequently, the addition of evoked activity increases the cross-trial power distribution spread for total activity relative to that for background activity, resulting in a decrease in power coherence. For the relative level of evoked power assumed in the simulation, the difference in the power distributions for the 4 Hz frequency bin should be modest (Fig. 9B) , with the SD increasing from 1.76 to 1.89 for 10k simulated trials. Because the mean also increases from 1.82 to 1.98, there is actually no difference in the normalized power coherence measure used in the analysis (Cpower ϭ SD/mean), which is 0.97 for both distributions. Thus although the evoked response power patterns vary for the stimuli, power coherence for within-stimulus trial sets will be indistinguishable from coherence for across-stimulus trial sets.
The simulation results establish only that power enhancement in the poststimulus response is compatible with the phase and power dissimilarity effects observed empirically, but not that power enhancement actually occurs. In fact, the "signal plus noise" model used to simulate the single-trial response could be interpreted as a phase-resetting model. Under this interpretation, "signal" represents theta-band activity present in prestimulus activity that is phase reset in response to the stimulus (with no change in mean power), whereas "noise" represents all other background activity, including theta-band activity that is not phase-locked to the stimulus. Nevertheless, the model findings suggest that, even in the absence of significant pre-to-post stimulus power enhancement, a correlation will exist between transient changes in phase coherence and in mean power across a large set of poststimulus responses. The investigation of this possibility requires more trials per stimulus than acquired in the present experiment but will be included in a follow-up study that closely examines the power and phase characteristics of pre-versus poststimulus activity for spoken sentences.
Basis of theta-band phase pattern dissimilarity
The simulation results demonstrate that phase-locked activity evoked by the slow temporal modulations of the envelope (Ͻ40 Hz) can account for the discrimination of speech stimuli based on theta-band phase patterns. The activity could comprise a high fidelity replication of the low frequencies present in the stimulus envelope, as assumed in simulation 1. Alternatively, it could involve transient theta-band responses evoked by sound energy transitions that effectively produce an ongoing evoked response that is band-pass filtered in the theta band, as assumed in simulation 2. In the former case, the power spectrum of the evoked response would be determined by stimulus characteristics, whereas in the latter case, cortical response properties would concentrate power in the evoked response within the theta band. Because power in the modulation spectrum for normal speech is concentrated between 2 and 10 Hz (Greenberg 2003 (Greenberg , 2006 Houtgast and Steeneken 1985) , the phase-power dissimilarity analysis results for speech stimuli would be similar under either alternative. In addition, as the results of simulation 1 demonstrate, even if evoked response power is greater for delta-than that for theta-band frequencies, phase pattern dissimilarity between stimuli may be greater for theta-than that for delta-band frequencies. Thus phase dissimilarity that peaks in the theta band is consistent with, but not conclusive evidence of, the involvement of theta-band oscillatory activity in the response to auditory stimuli.
Evidence that the evoked response is not simply a highfidelity replication of the low frequencies present in the stimulus envelope but is constrained by cortical response properties that may involve theta-band oscillations was found in an investigation of the MEG response to highly compressed speech (Ahissar et al. 2001 ). The study examined the average evoked response for sets of stimuli with very similar temporal envelopes at four compression levels (0.2, 0.35, 0.5, 0.75), specified as the ratio of the duration of the compressed stimulus to the duration of the original stimulus. The study observed that the frequency spectrum of cortical-evoked modulations in the response (averaged over all accepted trials) remained the same or shifted downward even as the stimulus frequency spectrum shifted upward with increasing compression. Moreover, power was found to be concentrated in the theta band or lower, with theta-band power maintaining prominence over power in higherfrequency bands, at all compression rates. Because power in the response extracted by averaging over many trials depends, to a great extent, on the presence of phase-locked responses in the single-trial data, the findings on compressed speech imply the existence of a greater amount of phase-locked response activity within the theta band than at higher frequencies for all compression levels. Thus phase dissimilarity could be expected to continue to peak in or below the theta band rather than shift toward higher frequencies for compressed speech stimuli.
Further support for the hypothesis that the evoked response to speech involves theta-band oscillations determined by cortical processing properties is found in a study that examined the evoked response to syllables in continuous speech (Sanders and Neville 2003) . This study observed that syllable onsets evoke the theta-band response complex associated with the processing of acoustic transients (see Simulation model in METHODS). If the theta-band response reflects the existence of a cortical analysis window on a timescale of roughly 150 to 250 ms that subserves speech decoding on the syllabic level (Poeppel 2003) , then the intelligibility of compressed speech should decline dramatically as syllabic rates exceed theta-band Signal is a single one-cycle 5 Hz sine wave of amplitude 0.082 that begins at 100 ms. Noise is random1/f noise as described in METHODS. A: phase. For noise only, mean ϭ 0, SD ϭ 1.8. For noise plus signal, mean ϭ Ϫ0.12, SD ϭ 1.5. B: power. For noise only, mean ϭ 1.82, SD ϭ 1.76. For signal plus noise, mean ϭ 1.98, SD ϭ 1.89. frequencies, a prediction consistent with empirical observations (Beasley et al. 1980) . Some of the questions that cannot be resolved in this investigation can be addressed in experiments using compressed speech as stimuli. First, the results of such a study could confirm or contradict the prediction that peak phase dissimilarity will remain in the theta band even as the compression rate increases and thus provide further evidence of cortical response constraints. In addition, the results could supply a basis for determining which of the two simulation models presented here more accurately represents the qualities of the MEG response evoked by auditory stimuli. Finally, because intelligibility degrades rapidly as compression ratios exceed 0.5 (Beasley et al. 1980) , phase dissimilarity results for compressed speech could offer additional evidence that thetaband phase patterns are linked to processing that is phaselocked to stimulus features and largely independent of comprehension. 
