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Resumo
Um fibrado de Fell sobre um grupo discreto G é uma família de
espaços de Banach {Bt}t∈G munida com operações de multiplicação e
involução compatíveis com a estrutura do grupo G. Neste trabalho,
entre outros resultados, apresentaremos uma equivalência entre a cate-
goriaB dos fibrados de Fell sobre G e a categoria das coações contínuas
e injetivas do grupo quântico compacto C∗r (G) em C
∗-álgebras. No caso
em que G é abeliano, mostraremos que B é equivalente à categoria das
ações fortemente contínuas do dual de Pontryagin Ĝ em C∗-álgebras.
Palavras-chave: fibrado de Fell, grupo quântico compacto, coação,
C∗-álgebra.
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Abstract
A Fell bundle over a discrete group G is a family of Banach spaces
{Bt}t∈G equipped with multiplication and involution compatible with
the group structure of G. In this paper, among others results, we will
present an equivalence between the category B of Fell bundles over G
and the category of continuous and injective coactions of the compact
quantum group C∗r (G) in C
∗-algebras. When the group G is abelian,
we will show thatB is equivalent to the category of strongly continuous
actions of the Pontryagin dual Ĝ in C∗-algebras.
Keywords: Fell bundle, compact quantum group, coaction, C∗-
algebra.
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Introdução
A combinação de palavras Grupos Quânticos foi introduzida por
Drinfeld [4] and Jimbo [15] há quase trinta anos. Eles utilizaram o
termo quantização como um sinônimo de deformação, referindo-se
a um trabalho da época que mostrava que a álgebra dos observáveis
de um sistema mecânico quântico é uma deformação não-comutativa
da correspondente forma clássica da álgebra das funções no espaço de
fases simplético. Para melhor compreender e desenvolver este conceito
num ambiente matemático, uma das motivações foi a generalização da
dualidade de Pontryagin para grupos abelianos localmente compactos.
Procurava-se uma categoria, com uma propriedade chamada autodual
ou autoadjunta, contendo os grupos topológicos localmente compactos.
Esses objetos generalizados dessa nova categoria seriam chamados de
grupos quânticos.
A abordagem de grupos quânticos através da teoria de álgebra de
operadores remonta à década de 1970. Após os trabalhos de Takesaki,
Tannaka, Krein (ver, por exemplo, [30, 16]), o problema de encontrar
uma categoria auto-adjunta contendo os grupos localmente compactos
foi completamente resolvido de forma independente por Kac, Vainer-
man, Enock e Schwartz [5]. Mais tarde, entra em cena S. L. Worono-
wicz, com o grupo quântico SU(2) e o cálculo diferencial para grupos
quânticos compactos. Entre muitos resultados que ele obteve, um deles
foi uma definição de grupo quântico compacto que possui uma C∗-
álgebra como objeto primordial, evidenciando a importância da teoria
de C∗-álgebras [27, 28].
A teoria de C∗-álgebras também é importante no estudo das repre-
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sentações irredutíveis e das representações induzidas de grupos, uma
vez que representações unitárias de grupos correspondem a represen-
tações da C∗-álgebra do grupo [17, 9]. Neste contexo, surge o conceito
de fibrado de Fell, objeto que podem ser interpretado como uma gene-
ralização de C∗-álgebra, na tentativa de enriquecer uma ∗-álgebra de
Banach apenas com estrutura extra necessária para que os teoremas
da teoria de grupos tanto tivessem um teorema análogo, quanto fossem
corolários de um teorema na estrutura enriquecida [10, 11].
Um fibrado de Fell sobre um grupo discreto G é uma família de
espaços de Banach {Bt}t∈G munida com operações de multiplicação
e involução compatíveis com a estrutura de G. Neste trabalho, apre-
sentaremos uma equivalência entre a categoria B dos fibrados de Fell
sobre G e a categoria das coações contínuas e injetivas do grupo quân-
tico compacto C∗r (G) em C
∗-álgebras. No caso em que G é abeliano,
mostraremos que B é equivalente à categoria das ações fortemente con-
tínuas do dual de Pontryagin Ĝ em C∗-álgebras. O trabalho teve como
proposta inicial de estudo, ler e reescrever alguns resultados contidos
em [24].
No primeiro capítulo, apresentaremos definições e resultados que
podem ser vistos como ponto de partida para o estudo de coações e
fibrados de Fell. Apresentaremos a noção de C∗-álgebra envolvente a
partir de uma propriedade universal. Na sequência, construiremos a
C∗-álgebra produto tensorial minimal e mostraremos alguns resultados
da teoria básica de produto tensorial que serão fundamentais para o
desenvolvimento de todo o trabalho. Em seguida, faremos uma breve
passagem pela teoria de módulos de Hilbert. Os módulos de Hilbert
serão os espaços nos quais representaremos ∗-álgebras. Eles nos per-
mitirão, por exemplo, falar das C∗-álgebras associadas aos fibrados de
Fell.
No segundo capítulo, apresentaremos o conceito de fibrados de Fell
sobre grupos discretos e construiremos módulos de Hilbert sobre o es-
paço vetorial das secões destes fibrados. Em seguida, definiremos as
álgebras cheia e reduzida associadas aos fibrados de Fell. A cheia como
sendo a C∗-álgebra envolvente da ∗-álgebra das seções do fibrado e a re-
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duzida a partir da representação regular da ∗-álgebra das seções. Como
um caso particular, teremos as C∗-álgebras cheia e reduzida de grupos,
denotadas por C∗(G) e C∗r (G), respectivamente. Quando o grupo G é
abeliano, mostraremos que a C∗-álgebra C(Ĝ) das funções complexas
contínuas do dual de Pontryagin de G é isomorfa às C∗-álgebras cheia
e reduzida de G.
No terceiro capítulo, apresentaremos os conceitos de grupo quântico
compacto e de coação de grupos em C∗-álgebras. Veremos que as C∗-
álgebras C∗(G), C∗r (G) e C(Ĝ) possuem estrutura de grupo quântico
e no caso em que o grupo é abeliano, mostraremos que estes grupos
quânticos são isomorfos, obtendo uma correspondência entre as coações
de C∗(G), as coações de C∗r (G) e as de Ĝ.
Finalizaremos o trabalho estudando uma relação entre fibrados de
Fell sobre um grupo discreto G e coações do grupo quântico compacto
C∗r (G) em C
∗-álgebras. Mostraremos que é possível produzir coações de
C∗r (G) em C
∗-álgebras a partir de fibrados de Fell e vice-versa. No caso
em que as coações de C∗r (G) são contínuas, os fibrados a elas associados
serão também graduações para a álgebra sobre a qual se está coagindo.
Na sequência, quando as coações de C∗r (G) forem, além de contínuas,
injetivas, mostraremos que as C∗-álgebras reduzidas dos fibrados a elas
associados são isomorfas à álgebra em que se está coagindo. Estes
isomorfismos serão a chave para unirmos as coações contínuas e injetivas
do grupo quântico compacto C∗r (G) e os fibrados de Fell sobre G numa
equivalência categórica.
Para uma melhor compreensão deste trabalho, assumimos que o
leitor tenha conhecimentos básicos em C∗-álgebras, topologia e medida
e integração sobre grupos. Ver, por exemplo, [22, 29, 20, 13, 26].
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Capítulo 1
Preliminares
Este primeiro capítulo compõe o ponto de partida para o estudo
de coações e fibrados de Fell. Apresentaremos a C∗-álgebra envolvente
de uma ∗-álgebra, o produto tensorial de C∗-álgebras e o conceito de
módulo de Hilbert.
1.1 A C∗-álgebra envolvente
Esta seção inicial é dedicada à construção da C∗-álgebra envolvente
de uma ∗-álgebra admissível. A importância de tal álgebra é eviden-
ciada no Capítulo 2, no qual veremos que a ∗-álgebra das seções de
um fibrado de Fell é necessariamente admissível. Isto nos possibitará
definir a C∗-álgebra cheia de um fibrado de Fell e a C∗-álgebra cheia
de um grupo.
Definição 1.1.1. Dizemos que uma ∗-álgebra A é admissível se para
todo a ∈ A existir M ∈ R+ satisfazendo: se B é uma C∗-álgebra
e pi : A −→ B é um ∗-homomorfismo, então ‖pi(a)‖ ≤ M . Além
disso, para cada a ∈ A, denotamos a menor das cotas superiores do
conjunto {‖pi(a)‖ | pi : A −→ B é ∗-homomorfismo, B é C∗-álgebra }
por sup
pi
‖pi(a)‖.
Definição 1.1.2. Seja A uma ∗-álgebra admissível. Uma C∗-álgebra
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envolvente de A é um par (C∗(A), piA), em que C∗(A) é uma C∗-
álgebra e piA : A −→ C∗(A) é um ∗-homomorfismo tal que para toda
C∗-álgebra B e todo ∗-homomorfismo φ : A −→ B, existe um único
∗-homomorfismo φ˜ : C∗(A) −→ B satisfazendo φ˜ ◦ piA = φ.
Definição 1.1.3. Seja A uma ∗-álgebra admissível com C∗-álgebras en-
volventes (C∗(A), piA) e (C∗(A)′, pi′A). Dizemos que os pares (C
∗(A), piA)
e (C∗(A)′, pi′A) são isomorfos, se existir um isomorfismo de C
∗-álgebras
ψ : C∗(A) −→ C∗(A)′ tal que ψ ◦ piA = pi′A.
Teorema 1.1.4. Se A é uma ∗-álgebra admissível, então existe uma
C∗-álgebra envolvente de A e ela é única a menos de isomorfismo.
Prova. Primeiramente, notemos que o conjunto
N = {a ∈ A | ‖pi(a)‖ = 0, pi : A −→ B ∗ −homomorfismo e
B uma C∗ − álgebra}
é um ∗-ideal de A. Com efeito, dados a ∈ A e x ∈ N , para qualquer
∗-homomorfismo pi : A −→ B (em que B é uma C∗-álgebra), temos
que 0 ≤ ‖pi(ax)‖ ≤ ‖pi(a)‖‖pi(x)‖ = 0 e, analogamente, ‖pi(xa)‖ = 0.
Além disso, 0 ≤ ‖pi(x∗)‖ = ‖pi(x)‖ = 0. Logo, ax, xa e x∗ ∈ N . Agora,
considere a ∗-álgebra quociente A/N com a estrutura canônica:
(a+N) + (a′ +N) = a+ a′ +N, ∀a, a′ ∈ A,
(a+N)(a′ +N) = aa′ +N, ∀a, a′ ∈ A
e
(a+N)∗ = a∗ +N, ∀a ∈ A.
Agora, dados a, b ∈ A, note que se a+N = b+N , então a− b ∈ N .
Assim, para todo ∗-homomorfismo pi : A −→ B, com B uma C∗-
álgebra, temos que ‖pi(a− b)‖ = 0⇒ pi(a) = pi(b). Logo, sup
pi
‖pi(a)‖ =
sup
pi
‖pi(b)‖. Em outras palavras, esta bem definida a função
A/N 3 a+N 7−→ ‖a+N‖ := sup
pi
‖pi(a)‖ ∈ R+.
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Afirmação 1. A função A/N 3 a+N 7−→ ‖a+N‖ := sup
pi
‖pi(a)‖ ∈
R+ é um C∗-norma (norma que satisfaz o C∗-axioma).
Demonstração. Dados a, a′ ∈ A e z ∈ C, temos que
(i)
‖z(a+N)‖ = ‖za+N‖ = sup
pi
‖pi(za)‖ = |z| sup
pi
‖pi(a)‖
= |z|‖a+N‖
(ii)
‖(a+N) + (a′ +N)‖ = ‖(a+ a′) +N‖ = sup
pi
‖pi(a+ a′)‖
≤ sup
pi
‖pi(a)‖+ sup
pi
‖pi(a′)‖
= ‖a+N‖+ ‖a′ +N‖.
(iii)
‖(a+N)(a′ +N)‖ = ‖aa′ +N‖ = sup
pi
‖pi(aa′)‖
≤ sup
pi
‖pi(a)‖ sup
pi
‖pi(a′)‖
= ‖a+N‖‖a′ +N‖.
(iv)
‖(a+N)∗(a+N)‖ = ‖a∗a+N‖ = sup
pi
‖pi(a∗a)‖
= sup
pi
‖pi(a)‖2 = ‖a+N‖2.
(v)
‖(a+N)‖ = 0 =⇒ sup
pi
‖pi(a)‖ = 0 =⇒ a ∈ N.
Isto mostra a afirmação 1.
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Denote por C∗(A) a C∗-álgebra obtida a partir do completamento
de A/N relativamente a C∗-norma da afirmação acima. Além disso,
seja pi : A −→ A/N a projeção canônica, ι : A/N −→ C∗(A) a inclusão
canônica e defina piA := ι ◦ pi.
Afirmação 2. (C∗(A), piA) é uma C∗-álgebra envolvente de A.
Demostração. Se B é um C∗-álgebra e φ : A −→ B é um ∗-
homomorfismo, defina a função
φ0 : A/N −→ B
a+N 7−→ φ(a).
Note que se a + N = a′ + N , então a − a′ ∈ N , daí ‖φ(a − a′)‖ = 0.
Assim, φ(a) = φ(a′) e φ0 está bem definida. Além do mais, para todo
a ∈ A,
‖φ0(a+N)‖ = ‖φ(a)‖ ≤ sup
τ
‖τ(a)‖ = ‖a+N‖,
donde φ0 contínua. Como φ0 é ∗-homomorfismo, segue que sua única
extensão linear contínua φ˜ : C∗(A) −→ B também é ∗-homomorfismo.
Observe, ainda, que (φ˜◦ι◦pi)(a) = φ0(a+N) = φ(a) para todo a ∈ A, ou
seja, φ˜◦piA = φ˜◦ι◦pi = φ. Além disso, se existir outro ∗-homomorfismo
ψ : C∗(A) −→ B tal que ψ ◦ piA = φ, então
φ0(a+N) = φ(a) = ψ(piA(a)) = ψ((ι ◦ pi)(a)) = ψ(a+N)
para todo a ∈ A. Logo, a única extensão de φ0 à C∗-álgebra C∗(A)
é igual a ψ. Uma vez que a extensão de φ0 é φ˜, segue que φ˜ = ψ.
Portanto, φ˜ é o único ∗-homomorfismo satisfazendo φ˜ ◦ piA = φ. Isto
conclui a demonstração da afirmação 2.
Para provarmos a unicidade da C∗-álgebra envolvente (C∗(A), piA),
suponha que (C∗(A)′, pi′A) seja uma outra C
∗-álgebra envolvente de
A. Por um lado, pela definição de C∗-álgebra envolvente, existem ∗-
homomorfismos φ : C∗(A) −→ C∗(A)′ e φ′ : C∗(A)′ −→ C∗(A) tais
que φ ◦ piA = pi′A e φ′ ◦ pi′A = piA, i.e., comutam os seguintes diagramas:
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Api′A
!!C
CC
CC
CC
CC
CC
CC
CC
C
piA // C∗(A)
φ

A
piA
!!C
CC
CC
CC
CC
CC
CC
CC
C
pi′A // C∗(A)′
φ′

C∗(A)′ C∗(A).
Disso, podemos concluir que
φ′ ◦ φ ◦ piA = piA e φ ◦ φ′ ◦ pi′A = pi′A.
Ou seja, os seguinte diagramas comutam:
A
piA
!!B
BB
BB
BB
BB
BB
BB
BB
B
piA // C∗(A)
φ′◦φ

A
pi′A
!!C
CC
CC
CC
CC
CC
CC
CC
C
pi′A // C∗(A)′
φ◦φ′

C∗(A) C∗(A)′.
Por outro lado, os ∗-homomorfismos identidades IdC∗(A) e IdC∗(A)′
são os únicos tais que IdC∗(A) ◦ piA = piA e IdC∗(A)′ ◦ pi′A = pi′A, i.e,
comutam os diagramas abaixo:
A
piA
!!B
BB
BB
BB
BB
BB
BB
BB
B
piA // C∗(A)
IdC∗(A)

A
pi′A
!!C
CC
CC
CC
CC
CC
CC
CC
C
pi′A // C∗(A)′
IdC∗(A)′

C∗(A) C∗(A)′.
Pela definição de C∗-álgebra envolvente, segue que φ′ ◦φ = IdC∗(A)
e φ ◦ φ′ = IdC∗(A)′ . Assim, φ : C∗(A) −→ C∗(A)′ é um ∗-isomorfismos
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satisfazendo φ ◦ piA = pi′A. Portanto (C∗(A), piA) e (C∗(A)′, pi′A) são
isomorfas.

Observação 1.1.5. Existem outras maneiras de se construir a C∗-
álgebra envolvente universal. Em [3], por exemplo, a C∗-álgebra en-
volvente é construída a partir de ∗-álgebras de Banach, já em [1], a
C∗-álgebra envolvente é construída a partir de ∗-álgebras normadas.
1.2 Produto tensorial de C∗-álgebras
Esta seção compõe, talvez, a parte mais técnica da dissertação, en-
volvendo diversos resultados da teoria inicial de álgebra de operadores.
Construiremos C∗-álgebras, operadores e funcionais que serão funda-
mentais para a compreensão, mais adiante, dos conceitos de grupos
quânticos e coações. Apresentaremos a C∗-álgebra produto tensorial
minimal de C∗-álgebras a partir do produto tensorial algébrico entre
espaços vetoriais. Na sequência, mostraremos que é possível construir
operadores e funcionais positivos da C∗-álgebra produto tensorial a
partir de operadores e funcionais positivos das C∗-álgebras das quais
se obteve a C∗-álgebra produto tensorial. As principais referências uti-
lizadas foram [22, 29, 2].
Definição 1.2.1. Sejam H e K espaços vetoriais sobre C. O produto
tensorial algébrico entre H e K é um par (H K,ϕ), em que H K é
um espaço vetorial e ϕ : H×K −→ HK é uma função bilinear tal que
para todo espaço vetorial X e toda função bilinear f : H ×K −→ X,
existe uma única função linear f˜ : HK −→ X satisfazendo f = f˜ ◦ϕ.
Observação 1.2.2. Pode-se mostrar que o produto tensorial algébrico
existe e é único a menos de isomorfismo (ver, por exemplo, [2, Apêndice
A]). Nas mesmas condições da definição acima, porém assumindo ϕ
uma função conjugado-bilinear, é possível mostrar que existe uma única
função conjugado-linear ϕ˜ que estende ϕ ao produto tensorial (ver [12]).
Denotamos o produto tensorial algébrico (H K,ϕ) simplesmente por
H K e os elementos ϕ(x, y) por x⊗ y, em que x ∈ H e y ∈ K.
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Uma das razões pelas quais o produto tensorial será utilizado é
porque podemos obter funções lineares a partir de funções bilineares.
A noção de produto tensorial nos permite produzir novos objetos a par-
tir de objetos conhecidos. Isto ficará claro na sequência desta seção,
na qual veremos uma série de teoremas envolvendo existência de fun-
cionais, operadores, homomorfismos, etc., os quais serão importantes
para o desenvolvimento dos capítulos subsequentes.
Proposição 1.2.3. Se τ e ρ são funcionais lineares (respectivamente,
conjugado-lineares) de espaços vetoriais H e K sobre C, respectiva-
mente, então existe um único funcional linear (respect., conjugado-
linear) τ  ρ de H K em C tal que
(τ  ρ)(x⊗ y) = τ(x)ρ(y), x ∈ H, y ∈ K.
Prova. Ver seção de produto tensorial em [12].
Proposição 1.2.4. Sejam H e K espaços vetoriais e suponha que
n∑
j=1
xj ⊗ yj = 0, com xi ∈ H e yi ∈ K. Se {yi}ni=1 é linearmente
independente, então xi = 0 para i = 1, ..., n.
Prova. Ver seção de produto tensorial em [12].
Proposição 1.2.5. Se T : H −→ H ′ e S : K −→ K ′ são funções
lineares entre espaços vetoriais, então existe uma única função linear
T  S : H H ′ −→ K K ′ tal que (T  S)(x⊗ y) = T (x)⊗ S(y).
Prova. A função H ×K 3 (x, y) 7−→ T (x)⊗ S(y) ∈ H K é bilinear.
O resultado segue da definição de produto tensorial.

Observação 1.2.6. Daqui para frente, todos os espaços de Hilbert
(ou espaços com produto interno) serão considerados com o produto
interno conjugado-linear na primeira entrada.
Observação 1.2.7. Sejam H e K espaços vetoriais com produto in-
terno. Dado
n∑
i=1
xi ⊗ yi ∈ H K, sempre podemos supor, sem perda
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de generalidade, que {xi}ni=1 é ortonormal (em particular, linearmente
independente) ou que {yi}ni=1 é ortonormal. De fato, se {ej}mj=1 é
uma base para o espaço vetorial gerado pelo conjunto {yi}ni=1, então
yi =
m∑
j=1
zijej , em que zij ∈ C para i = 1, ..., n e j = 1, ...,m. Daí, pode-
mos escrever
n∑
i=1
xi⊗yi =
n∑
i=1
xi⊗
 m∑
j=1
zijej
 = m∑
j=1
(
n∑
i=1
zijxi
)
⊗ej .
Proposição 1.2.8. Sejam H e K espaços de Hilbert. Então, existe
um único produto interno 〈·, ·〉 em H K satisfazendo
〈x⊗ y, x′ ⊗ y′〉 = 〈x, x′〉〈y, y′〉
para todo x, x′ ∈ H e y, y′ ∈ K.
Prova. Seja X o espaço dos funcionais conjugado-lineares de H K
sobre C. Para cada x ∈ H e y ∈ K, considere o funcionais conjugado-
lineares ρx : H −→ C, em que ρx(x′) = 〈x′, x〉 para todo x′ ∈ H e
ρy : K −→ C, em que ρy(y′) = 〈y′, y〉 para todo y′ ∈ K. A função
ϕ : H×K 3 (x, y) 7−→ ρxρy é bilinear, daí existe um único funcional
linear M : H K −→ X tal que M(x⊗ y) = ρx  ρy para todo x ∈ H
e y ∈ K. Defina a função
〈 · , · 〉HK : (H K)× (H K) −→ C,
em que 〈u, v〉HK = M(u)(v) para todo u, v ∈ H K. Em particular,
〈x⊗y, x′⊗y′〉HK = M(x⊗y)(x′⊗y′) para todo x, x′ ∈ H e y, y′ ∈ K.
Esta função é sesquilinear, uma vez que M é linear e M(u) ∈ X para
todo u ∈ H  K. Além disso, dado z =
n∑
i=1
xi ⊗ yi ∈ H  K, com
xi ∈ H e yi ∈ K, i = 1, ..., n, seja {ei}mi=1 uma base ortonormal para o
espaço gerado pelos vetores {yi}ni=1. Assim, z =
m∑
j=1
x′j ⊗ ej para certos
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x′j ∈ H, j = 1, ...,m. Consequentemente,
〈z, z〉HK =
m∑
i,j=1
〈x′i ⊗ yi, x′j ⊗ ej〉HK
=
m∑
i,j=1
〈x′i, x′j〉〈ei, ej〉 =
m∑
j=1
〈x′j , x′j〉 ≥ 0.
Disso, segue que 〈·, ·〉HK é uma forma sesquilinear positiva e que se
〈z, z〉HK = 0, então x′j = 0 para todo j, donde z = 0. Portanto,
〈·, ·〉HK é um produto interno.
Para mostrar a unicidade deste produto interno, suponha que exista
um outro produto interno 〈〈 · , · 〉〉 para o espaço vetorial H K que
nos tensores elementares é dado por 〈〈x, x′ ⊗ y′〉〉 = 〈x, y〉〈x′, y′〉 para
quaisquer x ∈ H e y ∈ K. Então,
〈〈x⊗ y, x′ ⊗ y′〉〉 = 〈x⊗ y, x′ ⊗ y′〉HK
para quaisquer x, x′ ∈ H e y, y′ ∈ K. Assim, por linearidade, 〈〈u, v〉〉 =
〈u, v〉HK para quaisquer u, v ∈ H K. Logo 〈〈 · , · 〉〉 = 〈 · , · 〉HK .

Observação 1.2.9. Sejam H e K espaços de Hilbert. Denotaremos
por H ⊗ K o completamento do espaço de Hilbert de Hilbert H 
K segundo a norma advinda do produto interno da Proposição 1.2.8.
Neste caso, vale notar que ‖x⊗ y‖ = ‖x‖‖y‖ para todo x ∈ H e y ∈ K.
Proposição 1.2.10. Sejam H e K espaços de Hilbert e suponha que
T ∈ B(H) e S ∈ B(K). Então existe um único operador T ⊗ S ∈
B(H ⊗K) tal que
(i) (T ⊗ S)(x⊗ y) = T (x)⊗ S(y), x ∈ H, y ∈ K.
Além disso,
(ii) ‖T ⊗ S‖ = ‖T‖‖S‖.
Prova. Pela Proposição 1.2.5, existem únicas funções lineares IdH 
S : H  K −→ H  K e T IdK : H  K −→ H  K tais que
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(IdH  S)(x⊗ y) = x⊗ S(y) e (T  IdK)(x⊗ y) = T (x)⊗ y para todo
x ∈ H e y ∈ K. Vamos mostrar que estas funções são contínuas. De
fato, tome z =
n∑
i=1
xi ⊗ yi com xi ∈ H e yi ∈ K, com {xi}ni=1 um
conjunto ortonormal (ver Observação 1.2.7). Então,
‖(IdH  S)(z)‖2 =
∥∥∥∥∥
n∑
i=1
xi ⊗ S(yi)
∥∥∥∥∥
2
=
〈
n∑
i=1
xi ⊗ S(yi),
n∑
i=1
xi ⊗ S(yi)
〉
=
n∑
i,j=1
〈xi, xj〉〈S(yi), S(yj)〉
≤ ‖S‖2
n∑
i,j=1
〈xi, xj〉‖yi‖‖yj‖
= ‖S‖2
n∑
i=1
‖yi‖2 = ‖S‖2‖z‖2.
Ou seja, ‖IdH  S‖ ≤ ‖S‖. De maneita análoga, supondo {yi}ni=1
ortonormal, obtemos que ‖T  IdK‖ ≤ ‖T‖.
Considere IdH⊗S, T ⊗ IdK : H⊗K −→ H⊗K as únicas extensões
lineares contínuas de IdHS e T  IdK , respectivamente. Desse modo,
o operador composição (T ⊗ IdK)(IdH ⊗ S) ∈ B(H ⊗K), que iremos
denotar por T ⊗ S, é tal que
T ⊗ S(x⊗ y) = ((T ⊗ IdK)(IdH ⊗ S))(x⊗ y) = T (x)⊗ S(y),
para todo x ∈ H e y ∈ K. Para mostrarmos a unicidade de T ⊗ S,
suponha um outro operador V ∈ B(H ⊗K) tal que V (x⊗ y) = T (x)⊗
S(y), para todo x ∈ H e y ∈ K. Então, V (x⊗ y) = ((T ⊗ IdK)(IdH ⊗
S))(x ⊗ y) = (T ⊗ S)(x ⊗ y), para todo x ∈ H e y ∈ K, ou seja, V
coincide com T ⊗S nos tensores elementares. Uma vez que os tensores
elemetares geram H⊗K, segue que V = T ⊗S. Isso conclui o item (i).
Observe, ainda, que ‖T ⊗ S‖ = ‖(T ⊗ IdK)(IddH ⊗ S)‖ ≤ ‖T‖‖S‖,
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por construção, além de que
‖(T ⊗ S)‖ ≥ sup
‖x⊗y‖=‖x‖‖y‖≤1
‖T (x)‖‖S(y)‖
≥ sup
‖x‖≤1
‖T (x)‖ sup
‖y‖≤1
‖S(y)‖ = ‖T‖‖S‖.
Segue que ‖T ⊗ S‖ = ‖T‖‖S‖.

Proposição 1.2.11. Se A e B são ∗-álgebras, existe uma única mul-
tiplicação e uma única involução em AB tal
(i) (a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′ para todo a, a′ ∈ A e b, b′ ∈ B.
(ii) (a⊗ b)∗ = a∗⊗ b∗ para todo a ∈ A e b ∈ B. Com estas operações,
AB é uma ∗-álgebra.
Prova. (i) SejaX o espaço das funções lineares de AB em si mesmo.
Para cada a ∈ A e b ∈ B, considere as funções lineares La : A −→ A e
Lb : B −→ B, dadas por La(a′) = aa′ e Lb(b′) = bb′ para todo a′ ∈ A
e b′ ∈ B. Para todo a ∈ A e b ∈ B, por conta da Proposição 1.2.5,
LaLb ∈ X, além de que a função ϕ : A×B 3 (a, b) 7−→ La⊗Lb ∈ X
é bilinear. Pela definição de produto tensorial, existe uma única função
linear M : AB −→ X tal que M(a⊗ b) = La  Lb. Defina, então
· : (AB)× (AB) −→ AB
(c, d) 7−→ cd = M(c)(d)
É fácil de ver que esta função e bilinear associativa. Observe que (a⊗
b)(a′⊗b′) = M(a⊗b)(a′⊗b′) = Lab(a′′) = aa′⊗bb′ para todo a, a′ ∈ A
e b, b′ ∈ B.
(ii) Notemos que se
n∑
i=1
ai ⊗ bi = 0, então
n∑
i=1
a∗i ⊗ b∗i = 0. Com
efeito, seja {ej}mj=i uma base para o espaço gerado pelos vetores b1, ..., bn.
Podemos escrever bi =
m∑
j=1
zijej para únicos ecalares zij ∈ C. Logo,
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n∑
i=1
ai ⊗ bi = 0⇒
m∑
j=1
(
n∑
i=1
zijai
)
⊗ ej = 0.
Pela Proposição 1.2.4, temos que
∑n
i=1 zijai = 0 para todo j = 1, ...,m,
de modo que
∑n
i=1 zija
∗
i = 0 para todo j = 1, ...,m, ou seja,
n∑
i=1
a∗i ⊗ b∗i =
m∑
j=1
(
n∑
i=1
zija
∗
i
)
⊗ e∗i = 0.
Dessa maneira, está bem definida a função
∗ : AB −→ AB
n∑
i=1
ai ⊗ bi 7−→
n∑
i=1
a∗i ⊗ b∗i
É fácil ver que esta função é uma involução para AB.
A unicidade da multiplicação e da involução construídas acima segue
dos mesmos argumentos utilizados para mostrar a unicidade do oper-
ador T ⊗ S da proposição anterior. Por exemplo, se existir outra mul-
tiplicação • em AB tal que (a⊗ b) • (a′′) = aa′ ⊗ bb′ para quaiquer
a, a′ ∈ A e b, b′ ∈ B, então, por linearidade, • é igual a multiplicação
que construímos nesta demostração. O mesmo vale para a involução.

Observação 1.2.12. Dadas A e B ∗-álgebras, sempre que mencionar-
mos a ∗-álgebraAB, estaremos nos referindo a ∗-álgebra da Proposição
1.2.11.
Proposição 1.2.13. Sejam τ : A −→ C e ρ : B −→ C ∗-homomor-
fismos de ∗-álgebras A e B em uma ∗-álgebra C tal que τ(a)ρ(b) =
ρ(b)τ(a), parat todo a ∈ A e b ∈ B. Então existe um único ∗-homo-
morfismo τ  ρ : A  B −→ C tal que (τ  ρ)(a ⊗ b) = τ(a)ρ(b) para
todo a ∈ A e b ∈ B.
Prova. A função ϕ : A × B −→ C, (a, b) 7−→ τ(a)ρ(b) é bilinear.
Assim, existe uma única função linear τ ⊗ ρ : A  B −→ C tal que
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(τ  ρ)(a ⊗ b) = τ(a)ρ(b) para todo a ∈ A e b ∈ B. Além disso, para
quaisquer a, a′ ∈ A e b, b′ ∈ B, uma vez que τ(a′)(b) = ρ(b)τ(a′), temos
que
(τ  ρ)((a⊗ b)(a′ ⊗ b′)) = (τ  ρ)(aa′ ⊗ bb′)
= τ(aa′)ρ(bb′) = τ(a)τ(a′)ρ(b)ρ(b′)
= (τ  ρ)(a⊗ b)(τ  ρ)(a′ ⊗ b′).
Da mesma maneira, como τ(a)ρ(b) = ρ(b)τ(a) para quaisquer a ∈ A e
b ∈ B, obtemos
(τ  ρ)((a⊗ b)∗) = (τ  ρ)(a∗ ⊗ b∗) = τ(a∗)ρ(b∗)
= τ(a)∗ρ(b)∗ = (τ  ρ)(a⊗ b)∗.
A demonstração da unicidade deste ∗-homomorfismo é análoga às de-
monstrações de unicidade das proposições anteriores.

Proposição 1.2.14. Sejam A,A′, B e B′ ∗-álgebras, τ : A −→ A′ e ρ :
B −→ B′ ∗-homomorfismos. Então existe um único ∗-homomorfismo
τ  ρ : AB −→ A′B′ tal que (τ  ρ)(a⊗ b) = τ(a)⊗ ρ(b) para todo
a ∈ A e b ∈ B.
Prova. Segue da Proposição 1.2.5 e da estrutura de ∗-álgebra dada na
Proposição 1.2.11.

O próximo resultado é o passo crucial para enriquecermos o produto
tensorial com uma estrutura de C∗-álgebra.
Teorema 1.2.15. Suponha que (H, τ) e (K, ρ) sejam representações
de C∗-álgebras A e B, respectivamente. Então existe um único ∗-
homomorfismo τ  ρ : AB −→ B(H ⊗K) tal que
(τ  ρ)(a⊗ b) = τ(a)⊗ ρ(b), a ∈ A, b ∈ B.
Mais ainda, se τ e ρ são injetivas, então τ  ρ é injetiva.
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Prova. Seja idK ∈ B(K) o operador identidade. Para cada a ∈ A, pela
Proposição 1.2.10, existe um único operador τ(a) ⊗ idK ∈ B(H ⊗K)
tal que (τ(a) ⊗ idK)(x ⊗ y) = τ(a)x ⊗ y para todo x ∈ X e y ∈ Y .
Além disso, ‖τ(a) ⊗ idK‖ = ‖τ(a)‖‖idK‖ = ‖τ(a)‖. Analogamente,
porém considerando o operador identidade idH ∈ B(H), para cada
b ∈ B, existe um único operador idH ⊗ ρ(b) ∈ B(H ⊗ K) tal que
(idH ⊗ ρ(b))(x ⊗ y) = x ⊗ ρ(b)y para quaisquer x ∈ X e y ∈ Y . Além
de que ‖idH ⊗ ρ(b)‖ = ‖idH‖‖ρ(b)‖ = ‖ρ(b)‖. Sendo assim, estão bem
definidas as seguintes funções
τ ′ : A −→ B(H ⊗K), a 7−→ τ(a)⊗ idK
e
ρ′ : B −→ B(H ⊗K), b 7−→ idH ⊗ ρ(b).
Vejamos que τ ′ e ρ′ são ∗-homomorfismos. Para quaisquer a, a′ ∈ A,
x ∈ H, y ∈ K e z ∈ C, uma vez que τ é linear e a soma e multiplicação
por escalar em B(H) são as pontuais, segue que
τ ′(za+ a′)(x⊗ y) = τ(za+ a′)⊗ Idk(x⊗ y)
= τ(za+ a′)(x)⊗ y
= zτ(a)(x) + τ(a′)(x)⊗ y
= zτ(a)(x)⊗ y + τ(a′)(x)⊗ y
= zτ(a)⊗ IdK(x⊗ y) + τ(a′)⊗ IdK(x⊗ y)
= (zτ(a)⊗ IdK + τ(a′)⊗ IdK)(x⊗ y)
= (zτ ′(a) + τ ′(a′))(x⊗ y).
Por argumentos de linearidade e continuidade, vale que τ ′(za+a′)(c) =
(zτ ′(a) + τ ′(a′))(c) para todo c ∈ H ⊗ Y . Logo τ ′ é linear.
Agora, dados a, a′ ∈ A, x ∈ H e y ∈ K, como τ homomorfismo, uti-
lizando a estrutura canônica de multiplicação na álgebra B(H), temos
que
τ ′(aa′)(x⊗ y) = τ(aa′)⊗ IdK(x⊗ y)
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= τ(a)τ(a′)⊗ IdK(x⊗ y)
= (τ(a)τ(a′))(x)⊗ y
= τ(a)⊗ IdK(τ(a′)(x)⊗ y)
= τ ′(a)(τ(a′)(x)⊗ y) = τ ′(a)(τ ′(a′)(x⊗ y))
= τ ′(a)τ ′(a′)(x⊗ y).
Por argumentos de linearidade e comtinuidade note que τ ′(aa′)(c) =
τ ′(a)τ ′(a′)(c) para todo c ∈ H ⊗K. Assim, τ ′ é homomorfismo.
Além disso, dados a ∈ A, x ∈ H e y ∈ K, como τ é ∗-homomorfismo,
utilizando a estrutura canônica de involução na ∗-álgebra B(H), obte-
mos
τ ′(a∗)(x⊗ y) = τ(a∗)⊗ IdK(x⊗ y)
= τ(a∗)(x)⊗ y = τ(a)∗(x)⊗ y
= τ(a)∗ ⊗ IdK(x⊗ y)
= (τ(a)⊗ IdK)∗(x⊗ y)
= τ ′(a)∗(x⊗ y).
Por argumentos de linearidade e continuidade é possível mostrar
que τ ′(a∗)(c) = τ ′(a)∗(c) para todo c ∈ H ⊗ K. Portanto τ ′ é um
∗-homomorfismo. Prova-se similarmente que ρ′ é um ∗-homomorfismo.
Por conseguinte, como τ ′(A) comuta com ρ′(B), a Proposição 1.2.13
nos diz que existe um único ∗-homomorfismo τρ : AB −→ B(H⊗K)
tal que (τ  ρ)(a⊗ b) = τ ′(a)ρ′(b) = τ(a)⊗ ρ(b), a ∈ A e b ∈ B.
Agora, suponha que (H, τ) e (K, ρ) são fieis, i.e., injetivas e seja
c =
n∑
i=1
ai ⊗ bi ∈ ker(τ  ρ), com {bi}ni=1 linearmente independente.
Então {ρ(bi)}ni=1 é linearmente independente, já que ρ é injetiva, e
0 = (τ  ρ)(c) =
n∑
i=1
τ(ai)⊗ ρ(bi).
Afirmação. τ(ai) = 0 para todo i = 1, ..., n.
Demonstração. Seja x ∈ H e escolha uma base ortonormal {ej}mj=1
para o espaço gerado pelos vetores τ(a1)(x), ..., τ(an)(x) ∈ H . En-
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tão, existem escalares zij ∈ C tais que τ(ai)(x) =
m∑
j=1
zijej para todo
i = 1, ..., n. Se y ∈ K, temos que
0 =
n∑
i=1
(τ(ai)⊗ τ(bi))(x⊗ y) =
n∑
i=1
τ(ai)(x)⊗ ρ(bi)(y)
=
n∑
i=1
 m∑
j=1
zijej
⊗ ρ(bi)(y)
=
m∑
j=1
ej ⊗
n∑
i=1
zijρ(bi)(y).
Logo,
n∑
i=1
zijρ(bi)(y) = 0 para todo y ∈ K, e como {ρ(bi)}ni=1 é li-
nearmente independente, segue que zij = 0 para todo i = 1, ..., n e
j = 1, ...,m. Donde τ(ai)(x) = 0 para todo i = 1, ..., n. Como x ∈ H é
arbitrário, concluímos a afirmação.
Por fim, desde que τ é injetiva, a1, ..., an = 0, e portanto c = 0.
Consequentemente, ker(τ  ρ) = {0}.
A unicidade mostra-se analogamente à demonstração da unicidade
do operador T ⊗ S na Proposição 1.2.10.

Observação 1.2.16. Com isso, podemos construir uma C∗-norma em
A  B da seguinte maneira. Sejam (H, τ) e (K, ρ) as representações
universais de A e B, respectivamente. Pelo Teorema 1.2.15, existe um
único ∗-homomorfismo injetivo τ  ρ : A  B −→ B(H ⊗ K) tal que
(τ  ρ)(a⊗ b) = τ(a)⊗ ρ(b) para todo a ∈ A e b ∈ B. Assim, a função
‖ · ‖min : AB −→ R+, c 7−→ ‖(τ  ρ)(c)‖, (1.1)
está bem definida e é uma C∗-norma. Essa C∗-norma é chamada de
C∗-norma minimal.
Corolário 1.2.17. Sejam A e B C∗-álgebras. A C∗-norma ‖ ·‖min em
A  B construída acima satisfaz ‖a ⊗ b‖min = ‖a‖‖b‖ para quaisquer
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a ∈ A e b ∈ B.
Prova. Pela observação anterior e pela Proposição 1.2.10, temos que
‖a⊗b‖min = ‖(τρ)(a⊗b)‖ = ‖τ(a)⊗ρ(b)‖ = ‖τ(a)‖‖ρ(b)‖ para quais-
quer a ∈ A e b ∈ B. Como as representações universais são isométricas,
segue que ‖a⊗ b‖min = ‖τ(a)‖‖ρ(b)‖ = ‖a‖‖b‖ para quaisquer a ∈ A e
b ∈ B.

Observação 1.2.18. Denotaremos por A ⊗ B o completamento de
AB com relação à C∗-norma minimal construída acima. A C∗-álgebra
A ⊗ B é chamada de C∗-álgebra produto tensorial minimal, ou
C∗-álgebra produto tensorial espacial de A e B. Como utilizaremos
somente a C∗-norma ‖ ·‖min para o produto tensorial de C∗-álgebras, a
denotaremos apenas por ‖·‖, subentendendo que se trata da C∗-norma
minimal.
Proposição 1.2.19. Sejam (H, τ) e (K, ρ) representações arbitrárias
de C∗-álgebras A e B, respectivamente, e τρ : AB −→ B(H⊗K) o
único ∗-homomorfismo dado pelo Teorema 1.2.15. Se c ∈ AB, então
‖(τ  ρ)(c)‖ ≤ ‖c‖.
Prova. Ver [22, Teorema 6.4.4., página 197].

Teorema 1.2.20. Sejam A, B, C e D C∗-álgebras, T : A −→ C e S :
B −→ D ∗-homomorfismos. Então existe um único ∗-homomorfismo
T ⊗ S : A ⊗ B −→ C ⊗D satisfazendo (T ⊗ S)(a ⊗ b) = T (a) ⊗ S(b),
para quaisquer a ∈ A e b ∈ B. (Lembre que A⊗B denota a C∗-álgebra
produto tensorial minimal.)
Prova. A demonstração deste teorema pode ser encontrada em [22,
Teorema 6.5.1, página 210]. Ela é longa e bastante técnica, envolvendo
diversos resultados.
Proposição 1.2.21. Sejam A e B C∗-álgebras e θ : A −→ C e ω :
B −→ C funcionais positivos (portanto, limitados [22]). Então existe
20
um único funcional positivo θ⊗ω : A⊗B −→ C, tal que (θ⊗ω)(a⊗b) =
θ(a)ω(b) para todo a ∈ A e b ∈ B. Além disso, ‖θ ⊗ ω‖ ≤ ‖θ‖‖ω‖.
Prova. Sejam (Hθ, piθ) e (Hω, piω) as representações GNS associadas
aos funcionais θ e ω, respectivamente. Estas representações são constru-
tivamente cíclicas e os vetores cíclicos associados ξθ ∈ Hθ e ξω ∈ Hω,
respectivamente, são tais que
θ(a) = 〈ξθ, piθ(a)ξθ〉 e ω(b) = 〈ξω, piω(b)ξω〉,
para todo a ∈ A e b ∈ B (ver [22, Teorema 5.1.1., página 141]). Pelo
Teorema 1.2.15, existe um único ∗-homomorfismo piθ  piω : AB −→
B(Hθ⊗Hω) tal que (piθpiω)(a⊗ b) = piθ(a)⊗piω(b) para todo a ∈ A e
b ∈ B. Pela Proposição 1.2.19, podemos estender piθ piω a um ( único
) ∗-homomorfismo piθ ⊗ piω : A ⊗ B −→ B(Hθ ⊗ Hω). Com isso, está
bem definida a função
θ ⊗ ω : A⊗B −→ C
c −→ 〈ξθ ⊗ ξω, ((piθ ⊗ piω)(c))(ξθ ⊗ ξω)〉
Está função é linear, uma vez que o produto interno está sendo con-
siderado linear na segunda variável. Além disso, para todo c ∈ A⊗B,
a ∈ A e b ∈ B, temos que
(θ ⊗ ω)(c∗c) = 〈ξθ ⊗ ξω, ((piθ ⊗ piω)(c∗c))(ξθ ⊗ ξω)〉
= 〈(piθ ⊗ piω)(c)(ξθ ⊗ ξω), (piθ ⊗ piω)(c)(ξθ ⊗ ξω)〉
≥ 0
e
(θ ⊗ ω)(a⊗ b) = 〈ξθ ⊗ ξω, ((piθ ⊗ piω)(a⊗ b))(ξθ ⊗ ξω)〉
= 〈ξθ ⊗ ξω, piθ(a)ξθ ⊗ piω(b)ξω〉
= 〈ξθ, piθ(a)ξθ〉〈ξω, piω(b)ξω〉 = θ(a)ω(b).
Assim, θ ⊗ ω funcinal posittivo (e, portanto, limitado [22]).
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Sejam {uλ}λ∈Λ e {vµ}µ∈M unidades aproximadas para A e B, res-
pectivamente. Então, escrevendo (λ, µ) ≤ (λ′, µ′) em Λ×M se λ ≤ λ′
e µ ≤ µ′, temos que o par (Λ × M,≤) é um conjunto dirigido. Se
definirmos u′(λ,µ) = uλ e v
′
(λ,µ) = vµ para todo (λ, µ) ∈ Λ ×M , então
é simples verificar que a net {u′(λ,µ) ⊗ v′(λ,µ)}(λ,µ)∈Λ×M é uma unidade
aproximada para A⊗B. Por [22, Teorema 3.3.3., página 88], ‖θ⊗ω‖ =
lim(λ,µ)(θ ⊗ ω)(u′(λ,µ) ⊗ v′(λ,µ)) e, com isso,
‖θ ⊗ ω‖ = lim
(λ,µ)
(θ ⊗ ω)(u′(λ,µ) ⊗ v′(λ,µ))
= lim
(λ,µ)
θ(u′(λ,µ))ω(v
′
(λ,µ)) ≤ lim
(λ,µ)
∣∣∣θ(u′(λ,µ))ω(v′(λ,µ))∣∣∣
= ≤ lim
(λ,µ)
‖θ‖‖(u′(λ,µ))‖‖ω‖‖(v′(λ,µ))‖
≤ ‖θ‖‖ω‖.
A unicidade de θ ⊗ ω é provada similarmente à unicidade do operador
T ⊗ S da Proposição 1.2.10.

Proposição 1.2.22. Sejam A,B C∗-álgebras, θ : A −→ C um fun-
cional positivo e T : B −→ B um ∗-homomorfismo. Então existe uma
única função linear conínua θ⊗T : A⊗B −→ B tal que (θ⊗T )(a⊗b) =
θ(a)T (b) para todo a ∈ A e b ∈ B.
Prova. Uma vez que a função A × B 3 (a, b) 7−→ θ(a)T (b) ∈ B é
bilinear, existe uma única função linear θ  T : A  B −→ B tal que
(θ  T )(a⊗ b) = θ(a)T (b) para todo a ∈ A e b ∈ B.
Afirmação. θ  T é contínua.
Demonstração. Seja idA⊗T : A⊗B −→ A⊗B o ∗-homomorfismo
tal que (idA⊗T )(a⊗b) = a⊗T (b) para todo a ∈ A e b ∈ B (ver Teorema
1.2.20). Para qualquer ω funcional positivo de B, seja θ⊗ω : A⊗B −→
C o funcional positivo tal que (θ⊗ω)(a⊗b) = θ(a)ω(b) para todo a ∈ A
e b ∈ B (ver Proposição 1.2.21 ). Então, dado c =
∑
i
ai ⊗ bi ∈ AB,
temos que
‖(θ  T )(c)‖B = sup‖ω‖≤1
|ω((θ  T )(c))|
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= sup
‖ω‖≤1
∣∣∣∣∣ω
(
(θ  T )
(∑
i
ai ⊗ bi
))∣∣∣∣∣
= sup
‖ω‖≤1
∣∣∣∣∣∑
i
θ(ai)ω(T (bi))
∣∣∣∣∣
= sup
‖ω‖≤1
∣∣∣∣∣(θ ⊗ ω)(idA ⊗ T )
(∑
i
ai ⊗ bi
)∣∣∣∣∣
≤ sup
‖ω‖≤1
‖θ‖‖ω‖‖id⊗ T‖‖c‖
≤ ‖θ‖‖idA ⊗ T‖‖c‖.
Isso demonstra a afirmação. Assim, existe uma única extensão linear
contínua θ⊗T : A⊗B −→ B, e por construção (θ⊗T )(a⊗b) = θ(a)T (b)
para todo a ∈ A e b ∈ B. A unicidade da função θ ⊗ T é mostrada
similarmente à unicidade do operador T ⊗ S da Proposição 1.2.10.

Observação 1.2.23. Sejam A e B C∗-álgebras, θ ∈ A∗+, ω ∈ B∗+ e
o ∗-homomorfismo idB . As Proposições 1.2.21 e 1.2.22 nos dizem que,
para quaiquer a ∈ A e b ∈ B,
ω((θ ⊗ idB)(a⊗ b)) = ω(θ(a)b) = θ(a)ω(b) = (θ ⊗ ω)(a⊗ b).
Como as funções ω, θ ⊗ idB e θ são lineares e contínuas, bem como
AB é denso em A⊗B, temos necessariamente que ω((θ⊗ idB)(c)) =
(θ ⊗ ω)(c) para qualquer c ∈ A ⊗ B. Por motivo simétrico, porém
considerando idA, claro que θ((idA⊗ω)(c)) = (θ⊗ω)(c) para qualquer
c ∈ A⊗B.
Assim, dado c um elemento positivo de A ⊗ B, segue que ω((θ ⊗
idB)(c)) ≥ 0 para todo ω ∈ B∗+. Por [22, Teorema 3.4.3], temos que
(θ ⊗ idB)(c) ≥ 0.
Proposição 1.2.24. Sejam A e B C∗-álgebras. Para cada θ ∈ A∗+,
considere a função contínua θ ⊗ IdB : A ⊗ B −→ B, conforme a
Proposição 1.2.22. Dado c ∈ A⊗B, se (θ⊗IdB)(c∗c) = 0 para qualquer
θ ∈ A∗+ , então c = 0.
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Prova. Seja c ∈ A⊗B tal que (θ⊗id)(c∗c) = 0 para todo θ ∈ A∗+. Pela
Observação 1.2.23, para qualquer ω ∈ B∗+, temos que (θ ⊗ ω)(c∗c) =
ω((θ ⊗ IdB)(c∗c)) = 0.
Considere as C∗-álgebras como C∗-subálgebras A ⊆ B(H) e B ⊆
B(K) para certos espaços de Hilbert H e K (os da representação uni-
versal, por exemplo), e para cada par de vetores ξ ∈ H e η ∈ K, defina
os seguintes funcionais positivos,
θξ : A −→ C, a 7−→ 〈ξ, aξ〉
e
ωη : B −→ C, b 7−→ 〈η, bη〉.
Note que para todo a ∈ A e b ∈ B, tem-se
(θξ ⊗ ωη)(a⊗ b) = θξ(a)ωη(b) = 〈ξ, aξ〉〈η, bη〉
= 〈ξ ⊗ η, aξ ⊗ bη〉
= 〈ξ ⊗ η, (a⊗ b)(ξ ⊗ η)〉.
O operador a⊗ b ∈ B(H ⊗K) é o operador do Teorema 1.2.15. Segue,
por linearidade e continuidade, que para todo d ∈ A⊗B
(θξ ⊗ ωη)(d) = 〈ξ ⊗ η, d(ξ ⊗ η)〉.
Em particular, para d = c∗c, obtemos
0 = (θξ ⊗ ωη)(c∗c) = 〈ξ ⊗ η, c∗c(ξ ⊗ η)〉 = 〈c(ξ ⊗ η), c(ξ ⊗ η)〉.
Logo, c(ξ⊗η) = 0. Por fim, uma vez que ξ ∈ H e η ∈ K são arbitrários
e H K é denso em H ⊗K, segue que c(ζ) = 0 para todo ζ ∈ H ⊗K.
Portanto c = 0.

Observação 1.2.25. Para o próximo resultado, precisaremos de um
resultado técnico que diz que para qualquer espaço compacto Hausdorff
Γ e qualquer C∗-álgebra A, a função Ψ : C(Γ)  A −→ C(Γ, A), que
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nos tensores elementares é definida por Ψ(f ⊗ a)|x = (f · a)x = f(x)a
para todo a ∈ A e f ∈ C(Γ), se extende a um único ∗-isomorfismo
Ψ˜ : C(Γ)⊗A −→ C(Γ, A) (ver [22, Teorema 6.4.17, página 208]).
Proposição 1.2.26. Sejam X e Y espaços topológicos Hausdorff com-
pactos. Considere as C∗-álgebras C(X), C(Y ) e C(X×Y ) das funções
contínuas de X, Y e X×Y em C, respectivamente. Então C(X×Y ) ∼=
C(X)⊗ C(Y ).
Prova. Em vista da Observação 1.2.25, vamos considerar A = C(Y ),
Γ = X e mostrar que a função
Φ : C(X,C(Y )) −→ C(X × Y )
f 7−→ Φ(f),
em que Φ(f)(x, y) = (f(x))(y), é um ∗-isomorfismo.
A função Φ está bem definida, já que f(x) ∈ C(Y ) para quais-
quer f ∈ C(X,C(Y )) e x ∈ X. Da estrutura natural de ∗-álgebra
de C(X,C(Y )), análoga à estrutura de C(X), é fácil de ver que Φ
é ∗-homomorfismo. Vejamos, por exemplo, que Φ(f∗) = Φ(f)∗, f ∈
C(X,C(Y )). De fato, dado f ∈ C(X,C(Y )) e (x, y) ∈ X × Y ,
Φ(f∗)(x, y) = (f∗(x))(y) = (f(x))∗(y) = (f(x))(y) = Φ(f)∗(x, y).
Além disso, a função
Φ−1 : C(X × Y )) −→ C(X,C(Y ))
F 7−→ Φ−1(F ),
em que (Φ−1(F )(x))(y) = F (x, y) para todo x ∈ X e y ∈ Y , é o
∗-homomorfismo inverso de Φ. De fato, para todo F ∈ C(X × Y ),
f ∈ C(X,C(Y )), x ∈ X e y ∈ Y , temos
(Φ ◦ Φ−1)(F )|(x,y) = Φ(Φ−1(F ))(x, y) = (Φ−1(F )(x))(y) = F (x, y)
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e(Φ−1 ◦ Φ)(f)(x)|y = (Φ−1(Φ(f)))(x)|y = Φ(f)(x, y) = (f(x))(y).
É fácil ver que Φ−1 é ∗-homomorfismo, isto segue diretamente da estru-
tura natural de ∗-álgebra de C(X,Y ). Portanto, temos o ∗-isomorfismo
composição
C(X)⊗ C(Y ) Ψ˜−→ C(X,C(Y )) Φ−→ C(X × Y ),
em que, para todo f ∈ C(X) e g ∈ C(Y ),
(Φ ◦ Ψ˜)(f ⊗ g)|(x,y) = Φ(Ψ˜(f ⊗ g))|(x,y) = (Ψ˜(f ⊗ g)(x))(y)
= ((f · g)(x))(y) = (f(x)g)(y) = f(x)g(y).

1.3 Módulos de Hilbert
Os módulos de Hilbert são importantes para a teoria de C∗-álgebras.
Neste trabalho, eles compõem os espaços sob os quais representaremos
nossas ∗-álgebras. Nesta seção, mostraremos, entre outros resultados,
que o espaço dos operadores adjuntáveis sobre um módulo de Hilbert é
uma C∗-álgebra. As principais referências utilizadas foram [19, 21, 32,
1].
Definição 1.3.1. Seja A um C∗- algebra. Um A-pré-módulo de
Hilbert é um espaço vetorial E, que também é um A-módulo à direita,
munido com uma aplicação linear na segunda entrada
〈·, ·〉 : E × E −→ A
(x, y) 7−→ 〈x, y〉
chamada de A-produto interno e que satisfaz, para todo x, y ∈ E e
a ∈ A, os seguintes axiomas:
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(i) 〈x, ya〉 = 〈x, y〉a;
(ii) 〈x, y〉∗ = 〈y, x〉;
(iii) 〈x, x〉 ≥ 0, ou seja, 〈x, x〉 ∈ A+;
(iv) 〈x, x〉 = 0 =⇒ x = 0.
Observação 1.3.2. Segue, do axioma (ii) da Definição 1.3.1, que pro-
duto interno é conjugado-linear na primeira variável. E os itens (i) e
(ii) implicam
〈xa, y〉 = a∗〈x, y〉
para todo x, y ∈ E e a ∈ A. Além disso, se x = 0, então segue do item
(i) que 〈x, x〉 = 〈0, 0〉 = 〈0, 0 · 0A〉 = 〈0, 0〉0A = 0.
Observação 1.3.3. Existe, ainda, um compatibilidade entre a multi-
plicação por escalar e a operação de A-módulo em E dada por
(zx)a = x(za)
para quaiquer z ∈ C, x ∈ E e a ∈ A. Com efeito, para qualquer y ∈ E,
〈y, (zx)a〉 = 〈y, zx〉a = z〈y, x〉a = z〈y, xa〉 = 〈y, z(xa)〉
e
〈y, (zx)a〉 = z〈y, x〉a = 〈y, x〉(za) = 〈y, x(za)〉.
Pela linearidade do produto interno na segunda entrada, temos que
〈y, (zx)a− z(xa)〉 = 〈y, (zx)a− x(za)〉 = 0.
Como y ∈ E é arbitrário, obtemos (zx)a = z(xa) = x(za).
Exemplo 1.3.4. Todo espaço vetorial complexo com produto interno
é um C-pré-módulo de Hilbert.
Exemplo 1.3.5. Seja A uma C∗-álgebra. Então A é um A-pré-módulo
de Hilbert com a operação de módulo como a multiplicação de A e A-
produto interno definido por 〈a, b〉 = a∗b, a, b ∈ A.
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Como no caso de espaços de Hilbert, gostaríamos de induzir uma
norma num A-pré-módulo de Hilbert a partir do seu produto interno.
Para fazer isso, relembraremos um resultado geral da teoria de elemen-
tos positivos em C∗-álgebras.
Observação 1.3.6. Seja A uma C∗-álgebra. É possível mostrar que
um elemento autoadjunto a ∈ A é positivo se, e somente se, σ(a) ⊂
[0,∞); e se a, b ∈ A são elementos autoadjuntos com a ≤ b, então
c∗ac ≤ c∗bc para todo c ∈ A (ver [22, Teoremas 2.1.8, 2.2.4 e 2.2.5]).
Com isso, podemos mostrar que b∗a∗ab ≤ ‖a‖2b∗b para todo a, b ∈
A. Com efeito, suponha que A não possui unidade e seja A1 uma
unitização de A. Desde que o espectro de a ∈ A é por definição o
espectro de a ∈ A1, a menos possivelmente do 0 ∈ R, a positividade de
a é determinada em A1. Logo, como ‖a‖2 ·1−a∗a ≥ 0 em A1, segue que
b∗(‖a‖2 · 1− a∗a)b ≥ 0 para todo b ∈ A. Portanto b∗a∗ab ≤ ‖a‖2b∗b.
Teorema 1.3.7. (Desigualdade de Cauchy-Schwarz)Seja E um
A-pré-módulo de Hilbert e x, y ∈ E. Então
〈x, y〉∗〈x, y〉 ≤ ‖〈x, x〉‖〈y, y〉.
Prova. Sejam x, y ∈ E e a ∈ A. Pelos axiomas da Definição 1.3.1,
temos que
0 ≤ 〈xa− y, xa− y〉 = 〈xa, xa〉 − 〈xa, y〉 − 〈y, xa〉+ 〈y, y〉
= a∗〈x, x〉a− a∗〈x, y〉 − 〈y, x〉a+ 〈y, y〉
≤ ‖〈x, x〉‖a∗a− a∗〈x, y〉 − 〈y, x〉a+ 〈y, y〉.
A última desigualdade segue da observação anterior. Assim, temos dois
casos:
1. Se ‖〈x, x〉‖ = 0, então
〈x, x〉 = 0⇒ x = 0⇒ 〈x, y〉 = 0.
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2. Se ‖〈x, x〉‖ 6= 0, escolhendo a = 〈x, y〉‖〈x, x〉‖ , temos
0 ≤ ‖〈x, x〉‖ 〈x, y〉
∗
‖〈x, x〉‖
〈x, y〉
‖〈x, x〉‖ −
〈x, y〉∗
‖〈x, x〉‖〈x, y〉+
− 〈y, x〉 〈x, y〉‖〈x, x〉‖ + 〈y, y〉
⇒ 〈x, y〉∗ 〈x, y〉‖〈x, x〉‖ ≤ 〈y, y〉,
e, portanto,
〈x, y〉∗〈x, y〉 ≤ ‖〈x, x〉‖〈y, y〉.

Corolário 1.3.8. Se E um A-pré-módulo de Hilbert, então
(i) ‖x‖ := ‖〈x, x〉‖ 12 , x ∈ E, define uma norma em E e
‖〈x, y〉‖ ≤ ‖x‖‖y‖
para todo x, y ∈ E.
(ii) ‖xa‖ ≤ ‖x‖‖a‖ para todo x ∈ E e a ∈ A.
Prova. Vejamos que ‖x‖ = ‖〈x, x〉‖ 12 , x ∈ E, define uma norma em
E. Sejam x, y ∈ E e α ∈ C. Segue que
1. ‖αx‖ = ‖〈αx, αx〉‖ 12 = ‖αα〈x, x〉‖ 12 = |α|‖〈x, x〉‖ 12 = |α|‖x‖.
2. Claro que ‖x‖ ≥ 0 e o axioma (iv) da Definição 1.3.1 nos diz
‖x‖ = 0⇔ x = 0.
Pelo Teorema 1.3.7, temos que
〈x, y〉∗〈x, y〉 ≤ ‖〈x, x〉‖〈y, y〉
⇒ ‖〈x, y〉‖2 = ‖〈x, y〉∗〈x, y〉‖ ≤ ‖〈x, x〉‖‖〈y, y〉‖ = ‖x‖2‖y‖2
⇒ ‖〈x, y〉‖ ≤ ‖x‖‖y‖.
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Da desigualdade do item 3 acima, obtemos a desigualdade triangu-
lar:
‖x+ y‖2 = ‖〈x+ y, x+ y〉‖
≤ ‖〈x, x〉‖+ ‖〈x, y〉‖+ ‖〈y, x〉‖+ ‖〈y, y〉‖
≤ ‖x‖2 + 2‖x‖‖y‖+ ‖y‖2 = (‖x‖+ ‖y‖)2 ,
donde,
‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Dos itens 1, 2 e 3 acima, segue o item (i).
Além disso, dado a ∈ A, temos que
‖xa‖2 = ‖〈xa, xa〉‖ = ‖a∗〈x, x〉a‖
≤ ‖a∗‖‖x‖2‖a‖ = ‖x‖2‖a‖2,
de modo que ‖xa‖ ≤ ‖x‖‖a‖. Isso mostra o item (ii).

Definição 1.3.9. UmA-pré-módulo de Hilbert E é dito umA-módulo
de Hilbert quando E for completo relativamente à norma E 3 x 7−→
‖x‖ = ‖〈x, x〉‖ 12 ∈ R+.
Observação 1.3.10. Se E0 é um A-pré-módulo de Hilbert que não é
completo na norma, seja E o seu completamento como espaço vetorial
normado. O Corolário 1.3.8 nos diz, em particular, que tanto o pro-
duto interno, quanto a operação de A-módulo são funções contínuas,
de modo que podem ser estendidas a E. Portanto, o completamento
de um A-pré-módulo Hilbert é um A-módulo de Hilbert, neste sentido.
Exemplo 1.3.11. Todo espaço de Hilbert é naturalmente um C-módulo
de Hilbert.
Exemplo 1.3.12. Dada um C∗-álgebra A, então A é um A-módulo de
Hilbert com produto interno definido por 〈a, b〉 = a∗b, a, b ∈ A. Neste
caso a norma de A como um A-módulo de Hilbert coincide com a norma
de A como C∗-álgebra, uma vez que ‖〈a, a〉‖ = ‖a∗a‖ = ‖a‖2.
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Nas referências [19] e [21] podem ser encontrados diversos outros
exemplos de módulos de Hilbert.
Proposição 1.3.13. Sejam A uma C∗-álgebra, E um A-módulo de
Hilbert e H um espaço de Hilbert. Então existe a seguinte estrutura de
A-pré-módulo de Hilbert no espaço vetorial produto tensorial algébrico
E H:
· : E H ×A −→ E H,
que nos tensores elementares é dado por
(x⊗ ξ)a = xa⊗ ξ, ξ ∈ H, a ∈ A.
E o A-produto interno é
〈·, ·〉 : E H × E H −→ A,
que nos tensores elementares é dado por
〈x⊗ ξ, y ⊗ η〉 = 〈x, y〉〈ξ, η〉, (1.2)
para todo ξ, η ∈ H, e a ∈ A.
Prova. Desde que E é um A-módulo, é simples verificar que a operação
(x⊗ξ)a = xa⊗ξ define uma estrutura de A-módulo em EH. Vamos
provar que existe de fato um produto interno como o mencionado acima.
Para cada x ∈ E e ξ ∈ H, considere as seguintes funcões conjugado-
lineares
ρx : E −→ A, y 7−→ 〈y, x〉
e
θξ : H −→ C, η 7−→ 〈η, ξ〉.
Desde que a função E × H 3 (y, η) 7−→ ρx(y)θξ(η) ∈ A é conjugado-
bilinear, pela definição de produto tensorial, existe uma única função
conjugado-linear ρx  θξ : E  H −→ A tal que (ρx  θξ)(y  η) =
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ρx(y)θξ(η) para todo y ∈ E e η ∈ H.
Assim, denotando por V o espaço (com a estrutura pontual) das
funções conjugado-lineares de EH em A, está bem definida a função
ϕ : E ×H 3 (x, ξ) 7−→ ρx  θξ ∈ V.
Além disso, ϕ é bilinear. De fato, dados x, y, z ∈ E, ξ, η ∈ H e α, β ∈ C,
temos
ϕ(αx+ y, ξ)|(z⊗η) = (ραx+y  θξ)(z ⊗ η)
= ραx+y(z)θξ(η) = 〈z, αx+ y〉〈η, ξ〉
= α〈z, x〉〈η, ξ〉+ 〈z, y〉〈η, ξ〉
= αρx(z)θξ(η) + ρy(z)θξ(η)
= α(ρx  θξ)(z ⊗ η) + (ρy  θξ)(z ⊗ η)
= αϕ(x, ξ)|(z⊗η) + ϕ(y, ξ)|(z⊗η)
= (αϕ(x, ξ) + ϕ(y, ξ))|(z⊗η).
Analogamente, mostra-se a linearidade da segunda entrada. Daí, pela
definição de produto tensorial, existe uma única função linear M :
E H −→ V tal que M(x ⊗ ξ) = ρx  θξ para todo x ∈ E e ξ ∈ H.
Definimos, então, a função
〈·, ·〉 : E H × E H −→ A
(u, v) 7−→ M(v)(u),
que nos tensores elementares satisfaz
〈x⊗ ξ, y ⊗ η〉 := M(y ⊗ η)(x⊗ ξ) = 〈x, y〉〈ξ, η〉
para todo x, y ∈ E e ξ, η ∈ H. Resta mostrarmos que esta função
define um A-produto interno. ComoM é linear, segue que 〈·, ·〉 é linear
na segunda entrada. E dados x, y ∈ E, ξ, η ∈ H e a ∈ A temos
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(i)
〈x⊗ ξ, (y ⊗ η)a〉 = 〈x⊗ ξ, ya⊗ η〉 = 〈x, ya〉〈η, ξ〉
= 〈x, y〉〈η, ξ〉a = 〈x⊗ ξ, y ⊗ η〉a.
(ii)
〈x⊗ ξ, y ⊗ η〉∗ = 〈x, y〉∗〈ξ, η〉∗
= 〈y, x〉〈η, ξ〉
= 〈y ⊗ η, x⊗ ξ〉.
Por linearidade, os itens (i) e (ii) se estendem para E H.
(iii) Dado c =
n∑
i=1
xi ⊗ ξi ∈ E  H, considerando {ek}mk=1 uma base
ortonormal para o subespaço gerado pelos vetores ξ1, ..., ξn, pode-
mos escrever ξi =
m∑
k=1
αikek para únicos escalares αik ∈ C e
i = 1, ..., n. Assim, temos que
c =
n∑
i=1
xi ⊗ ξi =
m∑
k=1
(
n∑
i=1
xi ⊗ αikek
)
=
m∑
k=1
(
n∑
i=1
αikxi ⊗ ek
)
,
de modo que
〈c, c〉 =
〈
n∑
i=1
xi ⊗ ξi,
n∑
i=1
xi ⊗ ξi
〉
=
m∑
k=1
〈
n∑
i=1
αikxi,
n∑
i=1
αikxi
〉
.
Como E é um A-módulo de Hilbert, então 〈c, c〉 ≥ 0. Se 〈c, c〉 = 0,
então
n∑
i=1
αikxi = 0 para todo k = 1, ...,m. Logo c =
n∑
i=1
xi ⊗ ξi =
m∑
k=1
(
n∑
i=1
αikxi ⊗ ek
)
= 0.
Dos itens (i), (ii) e (iii) acima, segue que 〈·, ·〉 é um A-produto
interno para E H.

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Notação 1.3.14. Denotaremos por E⊗H o A-módulo de Hilbert obtido
do completamento de E  H relativamente à norma advinda do A-
produto interno da proposição anterior.
Definição 1.3.15. Sejam E e F A-pré-módulos de Hilbert (respecti-
vamente, A-módulos de Hilbert). Uma função f : E −→ F é dita um
homomorfismo de A-pré-módulos de Hilbert (respectivamente,
de A-módulos de Hilbert) se:
(i) Preserva a estrutura de A-módulo, ou seja, f é linear e f(xa) =
f(x)a para todo x ∈ E e a ∈ A;
(ii) Presenva o A-produto interno, isto é, 〈x, y〉 = 〈f(x), f(y)〉, para
todo x, y ∈ E.
Se, além disso, f for sobrejetiva, dizemos que f é um isomorfismo
de A-pré-módulos de Hilbert (respectivamente, de A-módulos de
Hilbert).
Observação 1.3.16. Note que qualquer homomorfismo f : E −→ F
de A-módulos é uma função contínua e injetiva. De fato, como 〈x, y〉 =
〈f(x), f(y)〉 para todo x, y ∈ E, segue que
‖x‖2 = ‖〈x, x〉‖ = ‖〈f(x), f(x)〉‖ = ‖f(x)‖2
para todo x ∈ E, de modo que f é contínua e injetiva.
Proposição 1.3.17. Sejam A uma C∗-álgebra, E0 e F0 A-pré-módulos
de Hilbert. Se f : E0 −→ F0 for um isomorfismo de A-pré-módulos de
Hilbert, então f se estende a um único isomorfismo de A-módulos de
Hilbert f˜ : E −→ F , em que E e F são A-módulos de Hilbert obtidos
dos completamentos de E0 e F0, respectivamente.
Prova. Pela observação acima, como f é homomorfismo de A-pré-
módulos, f é isométrica (em particular, contínua). Como f também
é linear, segue que f é uniformemente contínua. Então, basta con-
siderar a única extensão (linear bijetiva) f˜ : E −→ F considerando
E0 e F0 como espaços métricos. Pela continuidade das operações de
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módulo e A-produto interno em E0 e F0, é simples verificar que f é um
isomorfismo de A-módulos de Hilbert.

A partir de agora, estaremos interessados em definir a C∗-álgebra
dos operadores em um A-módulo de Hilbert.
Definição 1.3.18. Sejam E1 e E2 A-módulos de Hilbert. Um função
T : E1 −→ E2 é dita ser adjuntável se existe existe uma função
T ∗ : E2 −→ E1 satisfazendo
〈T (x), y〉 = 〈x, T ∗(y)〉, x ∈ E1, y ∈ E2.
Quando T ∗ existir o denominaremos de adjunto de T .
Proposição 1.3.19. Sejam E1, E2 e E3 A-módulos de Hilbert, T :
E1 −→ E2, S : E1 −→ E2 e R : E2 −→ E3 funções adjuntáveis e
α ∈ C. Então:
(i) T ∗ é único;
(ii) T ∗ é adjuntável e (T ∗)∗ = T ;
(iii) T + αS é adjuntável e (T + αS)∗ = T ∗ + αS∗;
(iv) RT é adjuntável e (RT )∗ = T ∗R∗;
(v) T e T ∗ são lineares e preservam a estrutura de A-módulo;
(vi) T e T ∗ são contínuos.
Prova.
(i)
Suponha que V : E2 −→ E1 seja uma outra função tal que 〈T (x), y〉 =
〈x, V (y)〉, para todo x ∈ E1 e y ∈ E2. Então,
〈x, T ∗(y)〉 = 〈x, V (y)〉 =⇒ 〈x, T ∗(y)− V (y)〉 = 0, ∀x ∈ E1
=⇒ T ∗(y)− V (y) = 0, ∀y ∈ E2
=⇒ T ∗ = V.
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(ii) Para todo x ∈ E1 e y ∈ E2, temos que
〈y, T (x)〉 = 〈T (x), y〉∗ = 〈x, T ∗(y)〉∗ = 〈T ∗(y), x〉.
Logo (T ∗)∗ = T.
(iii) Para todo x ∈ E1 e y ∈ E2, temos que
〈(T + αS)(x), y〉 = 〈T (x), y〉+ α〈S(x), y〉
= 〈x, T ∗(y)〉+ α〈x, S∗(y)〉
= 〈x, T ∗(y) + αS∗(y)〉.
Portanto (T + αS)∗ = T ∗ + αS∗.
(iv) Para todo y ∈ E3 e x ∈ E1, temos que
〈x, (T ∗(R∗(y))〉 = 〈T (x), R∗(y)〉 = 〈R(T (x)), y〉,
donde (RT )∗ = T ∗R∗.
(v) Para todo x, y ∈ E1, z ∈ E2 e α ∈ C, temos que
〈T (αx+ y), z〉 = 〈αx+ y, T ∗(z)〉 = α〈x, T ∗(z)〉+ 〈y, T ∗(z)〉
= α〈T (x), z〉+ 〈T (y), z〉 = 〈αT (x) + T (y)z〉
Como z é arbitrário, T (αx+y) = αT (x)+T (y). Analogamente, mostra-
se que T ∗ é linear.
Para todo x ∈ E1, y ∈ E2 e a ∈ A, temos que
〈T (xa), y〉 = 〈xa, T ∗(y)〉 = a∗〈x, T ∗(y)〉
= a∗〈T (x), y〉 = 〈T (x)a, y〉.
Como y é arbitrário, então T preserva A-módulo. Similarmente
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mostra-se que T ∗ preserva A-módulo.
(vi) Considere uma sequência {xi}i∈N ⊆ E1 tal que xi i−→ x ∈ E1 e
T (xi)
i−→ y ∈ E2. Para todo z ∈ E2, temos que
〈y, z〉 = lim
i
〈T (xi), z〉 = lim
i
〈xi, T ∗(z)〉 = 〈x, T ∗(z)〉 = 〈T (x), z〉.
Novamente, como z é arbitrário, y = T (x). Pelo Teorema do gráfico
fechado ( ver [29, Teorema 1.5.14, p. 19]), T é contínuo. Similarmente,
mostra-se que T ∗ é contínuo.

Notação 1.3.20. Sejam E e F A-módulos de Hilbert. O conjunto das
funções adjuntáveis T : E −→ F será denotado por L(E,F ) e quando
E = F escreveremos L(E).
Observação 1.3.21. Seja E um A-módulo de Hilbert. Em particular,
E é um espaço de Banach, de modo que podemos considerar a ∗-álgebra
B(E) dos operadores limitados sobre E segundo a norma
‖T‖ = sup
‖x‖≤1
‖T (x)‖, T ∈ B(E).
A Proposição 1.3.19 nos permite afirmar que L(E) é um subespaço
vetorial de B(E), e portanto um subespaço normado com a norma
herdada de B(E). Ainda mais, se T ∈ L(E), vimos que T ∗ ∈ L(E)
é único e (T ∗)∗ = T . Na verdade, L(E) é uma subálgebra de B(E),
relativamente a operação de composição de operadores, e a aplicação
T −→ T ∗ é uma involução em L(E).
Nosso próximo passo é mostrar que L(E) é um C∗-álgebra.
Teorema 1.3.22. Se E é um A-módulo de Hilbert, então L(E) é uma
C∗-álgebra com relação à norma de operadores.
Prova. Seja T ∈ L(E). Como B(E) é álgebra de Banach, temos
que ‖ST‖ ≤ ‖S‖‖T‖ para todo S, T ∈ B(E), em particular ‖T ∗T‖ ≤
‖T ∗‖‖T‖. Por um lado, pela desigualdade de Cauchy-Schwarz (Proposição
1.3.7), dado x ∈ E com ‖x‖ ≤ 1, temos que
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‖T (x)‖2 = ‖〈T (x), T (x)〉‖ = ‖〈x, T ∗T (x)〉‖ ≤ ‖x‖‖T ∗T (x)‖ ≤ ‖T ∗T (x)‖,
donde ‖T‖2 ≤ ‖T ∗T‖. Assim, ‖T‖2 ≤ ‖T ∗T‖ ≤ ‖T ∗‖‖T‖ implica que
‖T‖ ≤ ‖T ∗‖.
Por outro lado, como (T ∗)∗ = T , temos ‖T ∗‖ ≤ ‖(T ∗)∗‖ = ‖T‖.
Logo ‖T ∗‖ = ‖T‖ e, da desigualdade
‖T‖2 ≤ ‖T ∗T‖ ≤ ‖T ∗‖‖T‖ = ‖T‖2,
segue que ‖T ∗T‖ = ‖T‖2.
Isso nos mostra que L(E) é uma ∗-álgebra e a norma é uma C∗-
norma. Nos resta mostrar que L(E) é um subespaço fechado de B(E).
Isto segue, basicamente da involução ser contínua. De fato, dada um
sequência {Ti}i∈N ⊆ L(E) que converge para T ∈ B(E). Em particular,
{Ti}i∈N é sequência de Cauchy, de modo que {T ∗i }i∈N é sequência de
Cauchy. Assim, existe S = lim
i−→∞
T ∗i ∈ B(E). Segue, para todo x, y ∈
E, que
〈T (x), y〉 = lim
i−→∞
〈Ti(x), y〉 = lim
i−→∞
〈x, T ∗i (y)〉 = 〈x, S(y)〉,
ou seja, T é adjuntável e, portanto, L(E) é fechado.

Corolário 1.3.23. Sejam E e F A-módulos de Hilbert. Se φ : E −→ F
é um isomorfismo de A-módulos de Hilbert, então ψ : L(E) −→ L(F ),
definido por ψ(T ) = φTφ−1, T ∈ L(E), é um isomorfismo de C∗-
álgebras.
Prova. Dado T ∈ L(E), como φ−1 e φ preservam produto interno,
para todo x, y ∈ F , temos que
〈ψ(T )(x), y〉 = 〈(φTφ−1)(x), y〉 = 〈Tφ−1(x), φ−1(y)〉
= 〈φ−1(x), (T ∗φ−1)(y)〉 = 〈x, (φT ∗φ−1)(y)〉
= 〈x, (ψ(T ∗)(y)〉.
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Assim, ψ(T ) ∈ L(F ) e ψ(T ∗) = ψ(T )∗.
Além disso, dados T, S ∈ L(E), como φ−1φ = id : E −→ E, temos
que
ψ(TS) = φTSφ−1 = φTφ−1φSφ = ψ(T )ψ(S).
Se ψ(T ) = 0, então para cada x ∈ F , φ((Tφ−1)(x)) = 0 =⇒
T (φ−1(x)). Logo T (y) = 0 para todo y ∈ E, donde ψ é injetiva.
Se S ∈ L(F ), tome T = φ−1Sφ ∈ L(E). Então ψ(T ) = S, de modo
que ψ é sobrejetiva.

Proposição 1.3.24. Sejam E um A-módulo de Hilbert e H um espaço
de Hilbert, então existe um único ∗-homomorfismo injetivo ι : L(E) ⊗
B(H) −→ L(E ⊗H) que nos geradores é dado por ι(T ⊗ S)|(x⊗ ξ) =
T (x)⊗ S(ξ), T ∈ L(E), S ∈ L(H), x ∈ E e ξ ∈ H.
Prova. Pode ser encontrada em [19, p. 36]. A demonstração deste
fato é razoavelmente longa e necessecita de resultados auxiliares.
Proposição 1.3.25. Sejam E um A-módulo de Hilbert e · : A×E −→
E uma função associativa definida por (a, x) 7−→ ax, tal que 〈ax, y〉 =
〈x, a∗y〉 e ‖ax‖ ≤ ‖a‖‖x‖ para todo x, y ∈ E e a ∈ A. Então
〈x, a∗ax〉 ≤ ‖a‖2〈x, x〉,
para todo a ∈ A e x ∈ E.
Prova. Para cada a ∈ A, está bem definida a função
Ta : E 3 x 7−→ ax ∈ E.
Notemos que Ta ∈ L(E). Com efeito, dados x, y ∈ E, temos que
〈Ta(x), y〉 = 〈ax, y〉 = 〈x, a∗y〉 = 〈x, Ta∗(y)〉,
isto é, T é adjuntável e T ∗a = Ta∗ .
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Numa C∗-álgebra com unidade, os elementos positivos são sempre
menores ou iguais a sua norma multiplicada pela a unidade da álgebra
(ver [22]). Logo,
S := ‖Ta‖21− Ta∗Ta ≥ 0.
Como S ≥ 0, podemos tomar S 12 , donde
0 ≤ 〈S 12 (x), S 12 (x)〉 = 〈x, S(x)〉 = 〈x, (‖Ta‖21− Ta∗Ta)(x)〉
= 〈x, ‖Ta‖2x− a∗(ax)〉
= 〈x, ‖Ta‖2x〉 − 〈x, a∗ax〉
=⇒ 〈x, a∗ax〉 ≤ 〈x, ‖Ta‖2x〉 = ‖Ta‖2〈x, x〉.
Por hipótese ‖ax‖ ≤ ‖a‖‖x‖ para todo x ∈ E e a ∈ A, daí ‖Ta‖ ≤
‖a‖ para todo a ∈ A. Portanto,
〈x, a∗ax〉 ≤ ‖a‖2〈x, x〉, x ∈ E, a ∈ A.

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Capítulo 2
Fibrados de Fell sobre
grupos
Os fibrados de Fell sobre grupos podem ser vistos como uma genera-
lização de C∗-álgebras. Neste capítulo, apresentaremos o conceito de
fibrados de Fell sobre grupos discretos e construiremos módulos de
Hilbert sobre o espaço vetorial das secões destes fibrados. Definire-
mos as álgebras cheia e reduzida dos fibrados de Fell: a primeira, como
sendo a C∗-álgebra envolvente da ∗-álgebra das seções de suporte finito;
a segunda, a partir da representação regular da ∗-álgebra das seções.
Como um caso particular, teremos as C∗-álgebras cheia C∗(G) e re-
duzida C∗r (G) de grupos. Quando o grupo G é abeliano, mostraremos
que existem isormofismos entre C∗(G) , C∗r (G) e a C
∗-álgebra C(Ĝ)
das funções complexas contínuas do dual de Pontryagin de G. Este
resultado será particularmente interessante, porque estes isomorfismos
serão traduzidos como isomorfismos de grupos quânticos no capítulo 3.
As principais referências utilizadas foram [10, 11, 8, 1].
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2.1 As C∗-álgebras seccionais
Nesta seção, entre outras coisas, definiremos fibrados de Fell e apre-
sentaremos suas C∗-álgebras cheia e reduzida associadas.
Definição 2.1.1. Um fibrado de Fell sobre um grupo discreto G é
uma família de espaços de Banach B = {Bt}t∈G munida com operações
· : Bs ×Bt −→ Bst
(bs, bt) 7−→ bs · bt
∗ : Bt −→ Bt−1
bt 7−→ bt∗,
chamadas de multiplicação e involução, respectivamente, satisfazendo:
(i) a multiplicação é uma função bilinear e associativa;
(ii) a involução é uma função conjugado-linear, isométrica e involutiva;
(iii) ‖bt · cs‖ 6 ‖bt‖‖cs‖, para todo bt ∈ Bt, cs ∈ Bs e t, s ∈ G;
(iv) (bt · cs)∗ = c∗s · b∗t , para todo bt ∈ Bt, cs ∈ Bs e t, s ∈ G;
(v) ‖b∗t · bt‖ = ‖bt‖2, para todo bt ∈ Bt, t ∈ G;
(vi) Para todo bt ∈ Bt, t ∈ G, existe a ∈ Be tal que b∗t · bt = a∗ · a.
Observação 2.1.2. Dado um fibrado de Fell B = {Bt}t∈G, para cada
t ∈ G, o espaço Bt é chamado de fibra relativa a t ou de fibra com
entrada t. Além disso, observe que os itens (i), (ii), (iii) e (iv) da
definição acima dizem que Be é uma ∗-álgebra normada. O item (v)
diz que Be possui uma C∗-norma. Assim, da hipótese de Be ser um
espaço de Banach concluímos que Be é uma C∗-álgebra.
Exemplo 2.1.3. A família {Bt = C}t∈G munida com a multiplicação
e involução da C∗-álgebra dos números complexos é naturalmente um
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fibrado de Fell, chamado de fibrado trivial. É a partir deste fibrado que
construiremos a C∗-álgebra de um grupo (ver 2.2.1).
Exemplo 2.1.4. Seja B = {Bt}t∈G um fibrado de Fell. Considere
a família de espaços de Banach B × G = {C(s,t)}(s,t)∈G×G, em que
C(s,t) = Bs para todo s, t ∈ G. Assim, a multiplicação e a involução de
B = {Bt}t∈G induzem uma estrutura de fibrado de Fell em B×G, com
a multiplicação definida por
· : C(s,t) × C(u,v) −→ C(su,tv) = Bsu
(c(s,t), c(u,v)) 7−→ c(s,t) · c(u,v)
para quaisquer s, t, u, v ∈ G. A involução é definida por
· : C(s,t) −→ C(s−1,t−1) = Bs−1
c(s,t) 7−→ c(s,t)∗
para quaisquer s, t ∈ G. Este fibrado é chamado de fibrado produto
cartesiano de B por G e ele nos ser útil na hora de contruirmos
uma coação da C∗-biálgebra reduzida de um grupo sobre a C∗-álgebra
reduzida de um fibrado de Fell.
Definição 2.1.5. Sejam Γ um grupo e A uma C∗-álgebra. Uma ação
fortemente contínua de Γ em A é um homomorfismo de grupos α :
Γ −→ Aut(A) tal que para cada a ∈ A a função t 7−→ αt(a) é continua.
Quando o grupo G é discreto, chamamos α simplesmente de ação de G
em A.
Exemplo 2.1.6. Seja A uma C∗-álgebra, G um grupo discreto e α :
G −→ Aut(A) uma ação de G em A. Considere os espaços de Banach
At = {(a, t) ∈ A × G}, t ∈ G, com soma e multiplicação por escalar
definidos por (a, t)+(b, t) = (a+b, t) e z(a, t) = (za, t), e norma definida
por ‖(a, t)‖ = ‖a‖. Agora, definimos a multiplicação e a involução em
{At}t∈G por
(a, s)(b, t) = (aαs(b), st)
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e(a, t)∗ = (αt−1(a∗), t−1),
a, b ∈ A e s, t ∈ G. Os axiomas de fibrado de Fell seguem do fato de α
ser ação fortemente contínua. Por exemplo, desde que αt−1 : A −→ A
é um isomorfismo, em particular uma isometria, temos que ‖(a, t)∗‖ =
‖(αt−1(a∗), t−1)‖ = ‖αt−1(a∗)‖ = ‖a∗‖ = ‖a‖ = ‖(a, t)‖. Além disso,
((a, s)(b, t))∗ = (aαs(b), st)∗
= (αt−1s−1((aαs(b))
∗), t−1s−1)
= (αt−1s−1(αs(b)
∗a∗), t−1s−1)
= (αt−1αs−1αs(b
∗)αt−1αs−1(a∗), t−1s−1)
= (αt−1(b
∗)αt−1αs−1(a∗), t−1s−1)
= (αt−1(b
∗), t−1)(αs−1(a∗), s−1)
= (b, t)∗(a, s)∗,
provando o axioma (iv) da definição de Fibrado de Fell. Os outros
axiomas são similarmente verificados.
O fibrado A = {At}t∈G construído acima é chamado fibrado de
Fell produto semidireto e denotado por A×α G.
Proposição 2.1.7. Sejam A uma C∗-álgebra e G um grupo. Suponha
A = {At}t∈G uma família de subespaços fechados de A satisfazendo:
(i) As ·At ⊆ Ast para quaiquer s, t ∈ G;
(ii) A∗t = At−1 para todo t ∈ G.
Então, com a multiplicação e a involução induzidas de A, A =
{At}t∈G é um fibrado de Fell sobre G.
Prova. Os itens (i) e (ii) da hipótese nos dizem que as funções
· : As ×At −→ Ast
(as, at) 7−→ as · at
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∗ : At −→ At−1
at 7−→ at∗,
estão bem definidas. Estas funções satisfazem os itens (i) − (iv) da
Definição 2.1.1 como consequência de A ser ∗-álgebra de Banach. Os
itens (v)− (vi) seguem do fato de A ser uma C∗-álgebra.

Exemplo 2.1.8. Seja D o disco unitário {z ∈ C : |z| ≤ 1}. Considere
a C∗-álgebra comutativa das funções complexas contínuas C(D) e G o
grupo de dois elementos {0, 1}. Defina os seguintes subespaços vetoriais
fechados B0 e B1 de C(D):
B0 = {f ∈ C(D) : f(−z) = f(z), ∀z ∈ D},
B1 = {f ∈ C(D) : f(−z) = −f(z), ∀z ∈ D}.
Como a multiplicação pontual de funções pares é uma função par,
segue que B0 ·B0 ⊆ B0. Como a multiplicação pontual de funções ím-
pares é uma função par, segue que B1 ·B1 ⊆ B0. Como a multiplicação
pontual de uma função par por uma ímpar é uma função ímpar, temos
que B0 · B1 ⊆ B1 e B1 · B0 ⊆ B1. Além disso, f∗(z) = f(z) para todo
f ∈ C(D) e z ∈ D, acontece que B∗0 ⊆ B0 e B∗1 ⊆ B1. Isto é suficiente
para dizer que {B0, B1} é um fibrado de Fell sobre G = {0, 1}, com as
operações induzidas de C(D) (ver Proposição 2.1.7 ).
Exemplo 2.1.9. Seja A = M2(C) a C∗-álgebra das matrizes 2×2 com
entradas complexas. Considere os subespaços de Banach (relativamente
à norma usual de matriz) A−1, A0 e A1 gerados pelas matrizes do tipo(
0 0
∗ 0
)
,
(
∗ 0
0 ∗
)
e
(
0 ∗
0 0
)
, respectivamente. Definindo An = {0}
para n ∈ Z \ {−1, 0, 1}, é simples verificar que An · Am ⊆ An+m e que
A∗n = An para todo n,m ∈ Z. Pela proposição anterior 2.1.7, temos
que {An}n∈Z é um fibrado de Fell com as multiplicação e a involução
induzidas de M2(C). Similarmente, este exemplo pode ser generalizado
para a C∗-álgebra Mn(C) das matrizes n × n complexas. Neste caso,
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o fibrado {Am}m∈Z poderia ser definido por Ak = 0 se |k| ≥ n − 1 e
Ak = {(aij) ∈Mn(C) | aij = 0, se j − i 6= k} se k < n− 1.
Definição 2.1.10. Sejam A uma C∗-álgebra e G um grupo discreto.
Uma família linearmente independente A = {At}t∈G de subespaços
fechados de A é dita ser uma graduação para A se acontecer:
(i) As ·At ⊆ Ast para quaisquer s, t ∈ G;
(ii) A∗t = At−1 para todo t ∈ G;
(iii)
⊕
t∈G
At = A.
Exemplo 2.1.11. Seja A um C∗-álgebra graduada com graduação
{At}t∈G. Então, pela Proposição 2.1.7, A = {At}t∈G é um fibrado
de Fell sobre G.
Exemplo 2.1.12. O fibrado {An}n∈Z do Exemplo 2.1.9 é uma gra-
duação para a C∗-álgebra M2(C). Neste caso é imediato verificar que⊕
n∈Z
An = A−1 ⊕A0 ⊕A1 = M2(C).
A partir de agora, construiremos as C∗-álgebras de um fibrado de
Fell. Para isso, seja B = {Bt}t∈G um fibrado de Fell e considere o
espaço vetorial
Cc(B) =
{
ξ : G −→
⋃
t∈G
Bt : ξ(t) ∈ Bt,∀t ∈ G e supp(ξ) finito
}
com soma e multiplicação por escalar definidos pontualmente, isto é,
(ξ + η)(t) = ξ(t) + η(t)
(zξ)(t) = zξ(t),
para todos ξ, η ∈ Cc(B), z ∈ C e t ∈ G. Temos a seguinte proposição:
Proposição 2.1.13. Sej B = {Bt}t∈G um fibrado de Fell. O espaço
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vetorial Cc(B) munido com as seguintes operações:
∗ : Cc(B)× Cc(B) −→ Cc(B)
(ξ, η) 7−→ ξ ∗ η,
em que ξ ∗ η(s) =
∑
t∈G
ξ(t)η(t−1s) para todo s ∈ G.
∗ : Cc(B) −→ Cc(B)
ξ 7−→ ξ∗,
em que ξ∗(t) = ξ(t−1)∗ para todo t ∈ G, é uma ∗-álgebra. As operações
são chamadas respectivamente de multiplicação, ou convolução, e
involução.
Prova. É claro que estas operações estão bem definidas como funções.
Vamos verificar a bilinearidade da convolução. Sejam ξ, η, ζ ∈ Cc(B),
s ∈ G e z ∈ C. Então
(ξ ∗ (η + zζ))(s) =
∑
t∈G
ξ(t)(η + zζ)(t−1s)
=
∑
t∈G
ξ(t)η(t−1s) + z
∑
t∈G
ξ(t)ζ(t−1s)
= (ξ ∗ η)(s) + z(ξ ∗ ζ)(s) = (ξ ∗ η + z(ξ ∗ ζ))(s).
A linearidade do lado esquerdo mostra-se analogamente. A associativi-
dade
(ξ ∗ (η ∗ ζ))(s) =
∑
t∈G
ξ(t)(η ∗ ζ)(t−1s)
=
∑
t∈G
ξ(t)
(∑
r∈G
η(r)ζ((tr)−1s)
)
=3
∑
t∈G
ξ(t)
(∑
r∈G
η(t−1r)ζ(r−1s)
)
=4
∑
r∈G
∑
t∈G
ξ(t)η(t−1r)ζ(r−1s)
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=
∑
r∈G
(ξ ∗ η)(r)ζ(r−1s) = ((ξ ∗ η) ∗ ζ)(s).
Nas igualdades 3 e 4 acima, utilizamos respectivamente a substituição
r ↔ t−1r e o axioma de bilinearidade da multiplicação do fibrado.
Vejamos também que (ξ ∗η)∗ = η∗ ∗ ξ∗. De fato, dados ξ, η ∈ Cc(B)
e s ∈ G, temos
(ξ ∗ η)∗(s) = (ξ ∗ η)(s−1)∗ =
(∑
t∈G
ξ(t)η(t−1s−1)
)∗
=
∑
t∈G
η(t−1s−1)∗ξ(t)∗ =
∑
t∈G
η∗(st)ξ∗(t−1)
=5
(∑
t∈G
η∗(t)ξ∗(t−1s)
)
= (η∗ ∗ ξ∗)(s).
Na igualdade 5 acima, utilizamos a substituição t ↔ s−1t. As demais
propriedades da involução são facilmente verificadas.

Observação 2.1.14. A ∗-álgebra Cc(B) construída acima possui uma
norma, a saber,
Cc(B) 3 ξ 7−→
∑
t∈G
‖ξ(t)‖ ∈ R+. (2.1)
Os axiomas de norma são facilmente verificados. No caso em que B
for o fibrado trivial (ver 2.1.3), denotaremos a ∗-álgebra de Cc(B) por
Cc(G).
Agora, apresentaremos um conjunto de funções que geram a ∗-
álgebra Cc(B).
Proposição 2.1.15. Para cada t ∈ G, considere a função de espaços
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vetorias
jt : Bt −→ Cc(B)
jt(bt)|s =
{
bt se t = s
0 se t 6= s.
O conjunto {jt(bt) : t ∈ G, bt ∈ Bt} gera Cc(B). Além disso, para todo
s, t ∈ G, vale que
(i) ‖jt(bt)‖ = ‖bt‖;
(ii) js(cs) ∗ jt(bt) = jst(csbt);
(iii) jt(bt)∗ = jt−1(b∗t ).
Prova. Como cada elemento ξ ∈ Cc(B) pode ser escrito como ξ =∑
t∈G jt(ξ(t)), o conjunto de funções {jt(bt) : t ∈ G, bt ∈ Bt} gera
Cc(B). O item (i) segue das seguinte igualdades (veja a definição da
norma em Cc(B) em 2.1)
‖jt(bt)‖ =
∑
s∈G
‖jt(bt)(s)‖ = ‖jt(bt)(t)‖ = ‖bt‖.
Os itens (ii) e (iii) seguem, respectivamente, de
js(cs) ∗ jt(bt)|r = δst,rcsbt = jst(csbt)|r
e
jt(bt)
∗|r = jt(bt)|∗r−1 = δr−1,tb∗t = δr,t−1b∗t = jt−1(b∗t )|r
para todo r, t, s ∈ G, bt ∈ Bt, cs ∈ Bs.

Observação 2.1.16. Ao longo do texto, identificaremos a imagem
jt(bt) ∈ Cc(B) com o próprio bt, na intenção de simplificar a notação.
Ficará claro pelo contexto se estaremos nos referindo a bt como um
elemento pertencente a fibra Bt ou como um elemto de Cc(B). Se, por
exemplo, definirmos um operador T : Cc(B) −→ A (A uma ∗-álgebra)
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e escrevermos T (bt), então estaremos obviamente considerando bt como
um elemento de Cc(B). Raros serão os casos nos quais precisaremos ex-
plicitar a função jt, nos permitindo, portanto, este abuso de notação.
Agora demonstraremos uma proposição que nos permitirá definir o
que será a C∗-álgebra cheia de um fibrado de Fell.
Proposição 2.1.17. Sejam A uma C∗-álgebra e pi : Cc(B) −→ A um
∗-homomorfismo. Então ‖pi(ξ)‖ ≤
∑
t∈G
‖ξ(t)‖ para todo ξ ∈ Cc(B).
Consequentemente, Cc(B) é admissível e sup
pi
‖pi(ξ)‖ ≤
∑
t∈G
‖ξ(t)‖.
Prova. Observe que, pelo fato de {jt(bt)}t∈G gerar Cc(B), é suficiente
mostrar que ‖pi(jt(bt))‖ ≤ ‖bt‖ para qualquer jt(bt) ∈ Cc(B). Ve-
jamos que pi ◦ je : Be −→ A é um ∗-homomorfismo entre C∗-álgebras.
Com efeito, dados a, a′ ∈ Be, pela Proposição 2.1.15 e como pi é ∗-
homomorfismo, temos que
(pi ◦ je)(aa′) = pi(je(aa′)) = pi(je(a)je(a′))
= pi(je(a))pi(je(a
′)) = (pi ◦ je)(a)(pi ◦ je)(a′)
e
(pi ◦ je)(a∗) = pi(je(a∗)) = pi(je(a)∗) = pi(je(a))∗ = (pi ◦ je)(a)∗.
Portanto pi ◦ je é uma função contrativa. Logo, para todo t ∈ G e
bt ∈ Bt, temos que
‖pi(jt(bt))‖2 = ‖pi(jt(bt))∗pi(jt(bt))‖ = ‖pi(jt(bt)∗jt(bt))‖
= ‖pi(jt−1(b∗t )jt(bt))‖ = ‖pi(je(b∗t bt))‖ ≤ ‖b∗t bt‖ = ‖bt‖2,
donde ‖pi(jt(bt))‖ ≤ ‖bt‖.

Definição 2.1.18. A C∗-álgebra seccional cheia de um fibrado de
Fell B = {Bt}t∈G, denotada por C∗(B), é, por definição, a C∗-álgebra
envolvente da ∗-álgebra Cc(B).
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A partir de agora até o final desta seção, estaremos interessados na
construção de outra C∗-álgebra associada a um fibrado, que dependerá
de uma representação da ∗-álgebra Cc(B). Mas antes, precisamos in-
troduzir uma estrutura de módulo de Hilbert no espaço vetorial Cc(B)
e nas fibras de um fibrado de Fell B. A construção de tal representação
nos permitirá incluir a ∗-álgebra Cc(B) na C∗-álgebra cheia C∗(B).
Proposição 2.1.19. O espaço vetorial Cc(B) é um Be-pré-módulo de
Hilbert com as seguintes operações:
· : Cc(B)×Be −→ Cc(B)
(ξ, a) 7−→ (ξ · a)
em que (ξ · a)(t) = ξ(t)a para todo t ∈ G e
〈·, ·〉 : Cc(B)× Cc(B) −→ Be
(ξ, η) 7−→
∑
t∈G
ξ(t)∗η(t).
Prova. É fácil verificar que estas operações definem uma estrutura
de Be-pré-módulo de Hilbert. Isto segue diretamente da estrutura de
∗-álgebra de Cc(B).

Notação 2.1.20. Denotaremos por l2(B) o Be-módulo de Hilbert obtido
do completamento de Cc(B) relativamente à norma advinda do Be-
produto interno da proposição anterior.
Observação 2.1.21. Seja B = {Bt}t∈G um fibrado de Fell. Então
cada fibra Bt possui uma estrutura natural de Be-módulo de Hilbert,
em que a operação de Be-módulo à direita coincide com a multiplicação
à direita no fibrado e o produto interno é definido por
〈·, ·〉 : Bt ×Bt 3 (bt, ct) 7−→ b∗t ct ∈ Be.
A boa definição desta estrutura segue diretamente dos axiomas de
fibrado de Fell.
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O próximo resultado será importante em seguida para a construção
de um operador contínuo que nos levará ao encontro da definição de
C∗-álgebra seccional reduzida de um fibrado de Fell.
Proposição 2.1.22. Seja B = {Bt}t∈G um fibrado de Fell. Então,
para todo bs ∈ Bs, bt ∈ Bt e s, t ∈ G vale a relação
b∗sb
∗
t btbs ≤ ‖bt‖2b∗sbs.
Prova. Para cada s ∈ G, Bs é um Be-módulo de Hilbert com produto
interno dado por 〈bs, cs〉 = b∗scs (ver Observação 2.1.21), além de que
a multiplicação do fibrado · : Be × Bs −→ Be é bilinear associativa e
satisfaz, para todo bs, cs ∈ Bs e a ∈ Be,
〈abs, cs〉 = (abs)∗cs = b∗s(a∗cs) = 〈bs, a∗cs〉
e
‖abs‖2 = ‖〈abs, abs〉‖ = ‖(abs)∗abs‖ ≤ ‖bs‖‖a∗a‖‖bs‖
= ‖a‖2‖bs‖2 =⇒ ‖abs‖ ≤ ‖a‖‖bs‖.
Pela Proposição 1.3.25, segue que 〈bs, a∗abs〉 ≤ ‖a‖2〈bs, bs〉 para todo
bs ∈ Bs, s ∈ G e a ∈ Be. Logo,
b∗sa
∗abs ≤ ‖a‖2b∗sbs, bs ∈ Bs, s ∈ G, a ∈ Be.
Por fim, pelo axioma (vi) da definição de fibrado de Fell, para cada
bt ∈ Bt e t ∈ G, existe a ∈ Be tal que b∗t bt = a∗a. Portanto, do axioma
(v) da definição de fibrado de Fell, concluímos que
b∗sb
∗
t btbs = b
∗
sa
∗abs ≤ ‖a∗a‖b∗sbs = ‖b∗t bt‖b∗sbs
= ‖bt‖2b∗sbs
para todo bt ∈ Bt, bs ∈ Bs e t, s ∈ G.

Teorema 2.1.23. Seja B = {Bt}t∈G um fibrado de Fell. Para todo
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t ∈ G e bt ∈ Bt, a função
Λ00(bt) : Cc(B) −→ Cc(B)
ξ 7−→ bt ∗ ξ,
em que Λ00(bt)ξ|s = (bt ∗ ξ)(s) = btξ(t−1s) para todo s ∈ G, é linear e
contínua, com ‖Λ00(bt)‖ ≤ ‖bt‖. Além disso, para quaisquer t, s ∈ G,
ξ ∈ Cc(B), bt, ct ∈ Bt, ds ∈ Bs e z ∈ C, são verdadeiras as seguintes
igualdades:
(i) Λ00(bt + zct) = Λ00(bt) + zΛ00(ct);
(ii) Λ00(bt ∗ ds) = Λ00(bt)Λ00(ds);
(iii) Λ00(bt)∗ = Λ00(b∗t ).
Prova. A linearidade de Λ00(bt) é óbvia. Dado ξ ∈ Cc(B), note que
‖Λ00(bt)ξ‖2 = ‖〈Λ00(bt)ξ,Λ00(bt)ξ〉‖
=
∥∥∥∥∥∑
s∈G
(btξ(t
−1s))∗(btξ(t−1s))
∥∥∥∥∥
=
∥∥∥∥∥∑
s∈G
ξ(t−1s)∗b∗t btξ(t
−1s)
∥∥∥∥∥
≤1
∥∥∥∥∥∑
s∈G
‖bt‖2ξ(t−1s)∗ξ(t−1s)
∥∥∥∥∥
= ‖bt‖2
∥∥∥∥∥∑
s∈G
ξ(t−1s)∗ξ(t−1s)
∥∥∥∥∥
= ‖bt‖2
∥∥∥∥∥∑
s∈G
ξ(s)∗ξ(s)
∥∥∥∥∥
= ‖bt‖2‖ξ‖2.
Na desigualdade 1 acima, utilizamos o resultado da Proposição 2.1.22.
Portanto ‖Λ00(bt)‖ ≤ ‖bt‖, donde Λ00(bt) é contínua.
Ademais, dados t, s ∈ G, bt ∈ Bt, ds ∈ Bs e ξ, η ∈ Cc(B), as igual-
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dades dos itens (i), (ii) e (iii) seguem, respectivamente, dos seguintes
fatos:
1. Do fato de Cc(B) ser uma ∗-álgebra.
2.
Λ00(bt)(Λ00(ds)ξ) = bt ∗ (Λ00(ds)ξ)
= bt ∗ ds ∗ ξ
= Λ00(bt ∗ ds)ξ.
3. Observando que para todo r ∈ G vale Λ00(b∗t )η|r = b∗t η(tr),
obtemos
〈Λ00(bt)ξ, η〉 =
∑
r∈G
ξ(t−1r)∗b∗t η(r)
=
∑
r∈G
ξ(r)∗b∗t η(tr)
=
∑
r∈G
ξ(r)∗Λ00(b∗t )η|r
= 〈ξ,Λ00(b∗t )η〉.

Corolário 2.1.24. Seja B = {Bt}t∈G um fibrado de Fell. Para cada
t ∈ G e bt ∈ Bt seja Λ0(bt) : l2(B) −→ l2(B) a única extensão linear
contínua de Λ00(bt). Então, ‖Λ0(bt)‖ ≤ ‖bt‖ e
(i) Λ0(bt + zct) = Λ0(bt) + zΛ0(ct);
(ii) Λ0(bt ∗ ds) = Λ0(bt)Λ0(ds);
(iii) Λ0(bt)∗ = Λ0(b∗t ),
para quaisquer t, s ∈ G, ξ ∈ Cc(B), bt, ct ∈ Bt, ds ∈ Bs e z ∈ C.
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Prova. Segue do Teorema 2.1.23 e por argumentos de linearidade e
continuidade.

Lema 2.1.25. Seja B = {Bt}t∈G um fibrado de Fell sobre G. Se
{ui}i∈I é uma unidade aproximada para Be, então
lim
i
uibt = lim
i
uibt = bt para quaiquer t ∈ G e bt ∈ Bt.
Prova. Visto que b∗t bt ∈ Be, então lim
i
uib
∗
t bt = lim
i
b∗t btui = b
∗
t bt.
Assim,
‖btui − bt‖2 = ‖(btui − bt)∗(btui − bt)‖
= ‖uib∗t btui − uib∗t bt − b∗t btui + b∗t bt‖ −→ 0
quando i −→ ∞. Logo, lim
i
btui = bt. Mostra-se similarmente que
lim
i
uibt = bt, utilizando-se a mesma demosntração com (uibt − bt)∗ no
lugar de btui − bt.

Corolário 2.1.26. A função
Λ0 : Cc(B) −→ L(l2(B))
ξ 7−→
∑
t∈G
Λ0(ξ(t))
é um ∗-homomorfismo injetivo de ∗-álgebras, com ‖Λ0(ξ)‖ ≤
∑
t∈G
‖ξ(t)‖.
Este ∗-homomorfismo é chamado de representação regular de Cc(B).
Prova. Pelo Corolário 2.1.24, Λ0 é um ∗-homomorfismo. Para mostrar-
mos a injetividade, suponha que Λ0(ξ) = 0 para algum ξ ∈ Cc(B). En-
tão, dada uma unidade aproximada {ui}i∈I ⊆ Be, para quaisquer i ∈ I
e s ∈ G, temos que
0 = Λ0(ξ)(je(ui))|s =
∑
t∈G
ξ(t)je(ui)(t
−1s) = ξ(s)ui.
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Pelo lema 2.1.25, segue que 0 = lim
i
ξ(s)ui = ξ(s) para todo s ∈ G e,
portanto, ξ = 0. Consequentemente Λ0 é injetivo.

Definição 2.1.27. A C∗-álgebra seccional reduzida de um fibrado
de Fell B = {Bt}t∈G, denotada por C∗r (B), é, por definição, Λ0(Cc(B)) ⊆
L(l2(B)).
Observação 2.1.28. Dado um fibrado de Fell B = {Bt}t∈G, existe
um único ∗-homomorfismo Λ : C∗(B) −→ C∗r (B), pela propriedade
universal da C∗-álgebra envolvente, tal que comuta o diagrama seguinte
Cc(B)
Λ0
##F
FF
FF
FF
FF
FF
FF
FF
F
pi // C∗(B)
Λ

C∗r (B).
Isto é, Λ0 = Λ ◦ pi. Além disso, uma vez que Λ0(Cc(B)) é denso em
C∗r (B) e está contido em Λ(C∗(B)), conluímos que Λ(C∗(B)) = C∗r (B),
ou seja, Λ é sobrejetiva.
Em geral, Λ não é injetiva. Quando for, o fibrado B é dito amenable.
Na referência [6] introduziu-se a noção de fibrado amenable e uma
condição suficiente para a amenabilidade de fibrados de Fell.
Proposição 2.1.29. Seja B = {Bt}t∈G um fibrado de Fell. Para qual-
quer t ∈ G, a restrição Λ|jt(Bt) é isométrica.
Prova. Sejam t ∈ G e bt ∈ Bt. Por construção ‖Λ(jt(bt))‖ ≤
‖jt(bt)‖ = ‖bt‖. Vamos mostrar que ‖bt‖ ≤ ‖Λ(jt(bt))‖. Para isso, seja
{ui}i∈I ⊆ Be uma unidade aproximada. Por definição, ‖Λ(jt(bt))‖ =
sup
‖ξ‖≤1
‖Λ(jt(bt))(ξ)‖, ξ ∈ l2(B), logo
‖Λ(jt(bt))‖ = sup
‖ξ‖≤1
‖Λ(jt(bt))(ξ)‖ ≥ ‖Λ(jt(bt))(je(ui))‖
= ‖jt(bt) ∗ je(ui)‖ = ‖jt(btui)‖ = ‖btui‖
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para todo i ∈ I. Tomando o limite em i, pelo Lema 2.1.25, segue que
‖Λ(jt(bt))‖ ≥ lim
i
‖btui‖ = ‖ lim
i
btui‖ = ‖bt‖.
Portanto ‖Λ(jt(bt))‖ = ‖bt‖. Como t ∈ G e bt ∈ Bt são arbitrários,
obtemos que Λ|jt(bt) é isométrica.

Corolário 2.1.30. Seja B = {Bt}t∈G um fibrado de Fell. Então Cc(B)
é um sub-∗-álgebra de C∗(B).
Prova. Como a representação Λ : Cc(B) −→ C∗r (B) é injetiva, segue
que C∗(B) é um certo completamento de Cc(B) devido ao Teorema
1.1.4. Portanto, existe uma inclusão canônica de Cc(B) em C∗(B), isto
é, Cc(B) é um sub-∗-álgebra de C∗(B).

2.2 As C∗-álgebras do grupo
Neste seção, apresentaremos as C∗-álgebras cheia C∗(G) e reduzida
C∗r (G) de um grupo G. Quando G é abeliano, mostraremos que estas
álgebras são isomorfas à C∗-álgebra das funções complexas contínuas
do dual de Pontryagin Ĝ.
Definição 2.2.1. Seja G um grupo discreto. As C∗-álgebras cheia e
reduzida de G, denotadas por C∗(G) e C∗r (G), respectivamente, são,
por definição, as C∗-álgebras seccionais cheia e reduzida do fibrado
fibrado de Fell trivial {Bt = C}t∈G.
Observação 2.2.2. No caso do fibrado trivial B = {Bt = C}t∈G, é
fácil ver que o conjunto {δt}t∈G da funções δt : G 3 s 7−→ δt,s ∈ C
é uma base para a ∗-álgebra Cc(G). Com efeito, qualquer ξ ∈ Cc(G)
pode ser escrita unicamente como ξ =
∑
t∈G
ξ(t)δt. A convolução e a
involução nos elementos da base satisfazem
δt ∗ δs = δts e δ∗t = δt−1
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para todo s, t ∈ G, e δe é a unidade de Cc(G). Neste caso, o ∗-
homomorfismo injetivo
Λ0 : Cc(G) −→ L(l2(G)),
do Corolário 2.1.26, atua nos elementos da base da seguinte maneira
Λ0(δt)η|s = (δt ∗ η)|s = η(t−1s), t, s ∈ G.
Esta é chamada a representação regular de Cc(G). Denotaremos o
único ∗-homomorfismo Λ : C∗(G) −→ C∗r (G) que estende Λ0 por λ e
denotaremos λ(δt) := λt, t ∈ G. Assim, podemos ver que
λts = λ(δts) = λ(δt ∗ δs) = λ(δt)λ(δs) = λtλs,
λt−1 = λ(δt−1) = λ(δ
∗
t ) = λ(δt)
∗ = λ∗t ,
e
λ∗tλt = 1 = λtλ
∗
t
para todo t, s ∈ G. Por fim, λe = 1 é o operador identidade em C∗r (G).
Se G é um grupo discreto e abeliano, considere o grupo abeliano
dos caracteres de G
Ĝ =
{
χ : G −→ S1 : χ(st) = χ(s)χ(t),∀s, t ∈ G} .
Este grupo tem uma topologia natural que é a seguinte: χi
i−→ χ
em Ĝ se, e somente se, χi(t)
i−→ χ(t) para todo t ∈ G. No que
segue, mostraremos que Ĝ é compacto e que existe um ∗-isomorfismo
φ : C∗(G) −→ C(Ĝ), tal que φ(δt)χ = χ(t) para todo t ∈ G e χ ∈ Ĝ.
As próximas duas proposições nos permitirão mostrar que C∗(G) ∼=
C(Ĝ) quando G é abeliano.
Proposição 2.2.3. Sejam G um grupo discreto abeliano e Ĉc(G) o
conjunto dos ∗-homomorfismos unitais ϕ : Cc(G) −→ C munido com
a topologia pontual, isto é, ϕi
i−→ ϕ em Ĉc(G) se, e somente se,
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ϕi(ξ)
i−→ ϕ(ξ) para todo ξ ∈ Cc(G). Então, a função
ψ : Ĉc(G) −→ Ĝ
ϕ 7−→ ψϕ,
em que ψϕ(t) = ϕ(δt), para todo t ∈ G, define um homeomorfismo.
Prova. Note que ψ está bem definida como função, uma vez que para
todo ϕ ∈ Ĉc(G) e s, t ∈ G temos
ψϕ(st) = ϕ(δst) = ϕ(δs ∗ δt) = ϕ(δs)ϕ(δt) = ψϕ(s)ψϕ(t)
e
|ψϕ(t)|2 = |ϕ(δt)|2 = ϕ(δt)ϕ(δt) = ϕ(δt ∗ δt−1) = ϕ(δe) = 1.
Além disso, note que a função inversa de ψ é dada por ψ−1 : Ĝ 3 χ 7−→
ψ−1(χ) ∈ Ĉc(G), em que ψ−1(χ)(ξ) =
∑
t∈G
ξ(t)χ(t), ξ ∈ Cc(G). De
fato, para todo χ ∈ Ĝ e s, t ∈ G, temos que
ψ−1(χ)(δst) = χ(st) = χ(s)χ(t) = ψ−1(δs)ψ−1(δt),
ψ−1(χ)(δ∗t ) = ψ
−1(χ)δt−1) = χ(t−1) = χ(t) = ψ−1(χ)(δt),
(ψ ◦ ψ−1)(χ)(t) = ψ(ψ−1(χ))(t) = ψ−1(χ)(δt) = χ(t)
e
(ψ−1 ◦ ψ)(ϕ)(δt) = ψ−1(ψϕ)(δt) = ψϕ(t) = ϕ(δt).
Agora vamos mostrar que ψ e ψ−1 são contínuas. Suponha {χi}i∈I ⊆
Ĝ uma net tal que χi
i−→ χ em Ĝ. Assim, χi(t) i−→ χ(t) para todo
t ∈ G. Claramente, para todo ξ ∈ Cc(G), temos
ψ−1(χi)|ξ =
∑
t∈G
ξ(t)χi(t)
i−→
∑
t∈G
ξ(t)χ(t) = ψ−1(χ)|ξ,
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isto é, ψ−1 é contínua. E se {ϕi}i∈I ⊆ Ĉc(G) for uma net tal que
ϕi
i−→ ϕ ∈ Ĉc(G), então ϕi(δt) i−→ ϕ(δt) para todo t ∈ G. Logo,
ψϕi(t) = ϕi(t)
i−→ ϕ(t) = ψϕ(t) ∀t ∈ G,
ou seja, ψ é contínua.

Proposição 2.2.4. Sejam G um grupo discreto abeliano e Ĉ∗(G) o
conjunto dos ∗-homomorfismos unitais ϕ : C∗(G) −→ C munido com
a topologia pontual, isto é, ϕi
i−→ ϕ em Ĉ∗(G) se, e somente se,
ϕi(x)
i−→ ϕ(x) para todo x ∈ C∗(G). Então, a função
ρ : Ĉc(G) −→ Ĉ∗(G)
ϕ 7−→ ρϕ = ϕ˜,
em que ϕ˜ : C∗(G) −→ C é o único ∗-homomorfismo dado pela pro-
priedade universal da C∗-álgebra envolvente e que estende ϕ, define
um homeomorfismo.
Prova. Pelo Corolário 2.1.30, podemos identificar Cc(G) como uma
sub-∗-álgebra de C∗(G) (via inclusão canônica). Consequentemente,
está bem definida a função
ρ−1 : Ĉ∗(G) 3 ϕ 7−→ ϕ|Cc(G) ∈ Ĉc(G).
Além disso ρ−1 é a inversa de ρ. De fato, como para cada ϕ ∈ Ĉc(G),
ϕ˜ é sua única extensão em Ĉ∗(G), segue que
(ρ ◦ ρ−1)(ψ) = ρψ|Cc(G) = ψ˜|Cc(G) = ∀ψ ∈ Ĉ∗(G)
e
(ρ−1 ◦ ρ)(ϕ) = ρ−1(ρϕ) = ρ−1(ϕ˜) = ϕ˜|Cc(G) = ϕ ∀ϕ ∈ Ĉc(G).
Agora vamos verificar que ρ−1 é contínua. Se {ϕi}i∈I ⊆ Ĉ∗(G) for
uma net tal que ϕi
i−→ ϕ ∈ Ĉ∗(G), então ϕi(x) i−→ ϕ(x) para todo
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x ∈ C∗(G). Em particular, temos que
ρ−1(ϕi)(δt) = ϕi(δt)
i−→ ϕ(δt) = ρ−1(ϕ)(δt) ∀t ∈ G.
Por um resultado básico de álgebra de operadores, que diz que o
espectro de toda álgebra de Banach comutativa A com unidade, no
sentido do conjunto de homomorfismos não nulos de A em C (munido
com a topologia fraca-∗), é necessariamente compacto (ver [22, Teorema
1.3.5., página 15]), segue que Ĉ∗(G) é compacto.
Por um resultado conhecido de topologia, que diz que qualquer
função bijetiva contínua de um espaço topológico compacto em outro
espaço topológico Hausdorff é, necessariamente, um homeomorfismo
(ver [20, Proposição 5, p. 180]), segue que Ĉc(G) e Ĉ∗(G) são espaços
topológicos compactos e homeomorfos.

Observação 2.2.5. Seja G um grupo discreto abeliano. Das Propo-
sições 2.2.3 e 2.2.4, segue que a função σ = ρ ◦ ψ−1 : Ĝ −→ Ĉ∗(G) é
um homeomorfismo e, portanto, Ĝ também é compacto. Note também
que, para todo t ∈ G, tem-se
σ(χ)|δt = (ρ ◦ ψ−1)(χ)|δt = ρ(ψ−1(χ))|δt
= ψ˜−1(χ)|δt = ψ−1(χ)|δt = χ(t).
Uma última observação é a de que a função θ : C(Ĉ∗(G)) −→ C(Ĝ),
definida por θ(x) = x ◦ σ para todo x ∈ C(Ĉ∗(G)), é um isomorfismo
de C∗-álgebras. Isto segue diretamente do fato de σ ser um homeomor-
fismo.
Teorema 2.2.6. Seja G um grupo discreto e abeliano. Então existe
um ∗-isomorfismo φ : C∗(G) −→ C(Ĝ), chamado de transformada
de Fourier, tal que φ(δt)|χ = χ(t) para todo t ∈ G e χ ∈ Ĝ.
Prova. ComoG é discreto e abeliano, a C∗-álgebra C∗(G) tem unidade
(a saber, δe) e é comutativa. De fato, se G é abeliano e discreto,
para quaisquer s, t ∈ G, uma vez que δt ∗ δs = δts (Observação 2.2.2),
obtemos que δt ∗ δs = δs ∗ δt. Como {δt}t∈G é uma base para C∗(G),
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por linearidade e continuidade, conluímos que C∗(G) é comutativa. Em
particular, temos que δe ∗ δt = δt ∗ δe = δe. Ou seja, δe é a unidade de
C∗(G).
Pelo teorema de Gelfand (ver [22, Teorema 2.1.10., página 41]), a
função
̂: C∗(G) −→ C(Ĉ∗(G)), a 7−→ â
em que â(ϕ) = ϕ(a) para todo ϕ ∈ Ĉ∗(G), é um ∗-isomorfismo. Assim,
pela Observação 2.2.5, temos que φ := θ ◦̂: C∗(G) −→ C(Ĝ) é um
∗-isomorfismo. Além disso, para todo t ∈ G e χ ∈ Ĝ, temos que
φ(δt)|χ = (θ ◦̂)(δt)|χ = θ(δ̂t)|χ
= (δ̂t ◦ σ)|χ = δ̂t(σ(χ))
= σ(χ)|δt = χ(t).

Exemplo 2.2.7. Seja Z o grupo aditivo dos números inteiros . Con-
sidere o grupo topológico Ẑ com a topologia pontual e o grupo multi-
plicativo S1 com a topologia induzida de R2. A função ψ : S1 −→ Ẑ
definida por ψ(z)(n) = zn, z ∈ S1 e n ∈ Z, é um isomorfismo de grupos
topológicos. Uma vez que (zw)n = znwn e |zn| = |z|n = 1n = 1 para
todo z, w ∈ S1 e n ∈ Z, ψ está bem definida e é um homomorfismo
de grupos. Se, ψ(z) = ψ(w) para z, w ∈ S1, então z = ψ(z)(1) =
ψ(w)(1) = w, donde ψ é injetiva. Se η ∈ Ẑ, então η(1) ∈ S1 é tal que
ψ(η(1))(n) = η(1)n = η(n) para todo n ∈ Z, ou seja, ψ é sobrejetiva.
Além disso, se {zj}j∈J ⊆ S1 é uma net convergindo para z ∈ S1, então
znj
j−→ zn para todo n ∈ Z, de modo que ψ(zj) j−→ ψ(z) e, portanto,
ψ é contínua. Assim, pelo fato de S1 ser compacto e Hausdorff, segue
que ψ é homeomorfismo.
Com isso, naturalmente temos um ∗-isomorfismo ω : C(Ẑ) −→
C(S1), dado por ω(f)(z) = f(ψ(z)), f ∈ C(Ẑ) e z ∈ S1.
Pelo Teorema 2.2.6, temos o ∗-isomorfismo
ω ◦ φ : C∗(Z) −→ C(S1),
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que nos geradores é dado por
(ω ◦ φ)(δn)(z) = φ(δn)(ψ(z)) = δ̂n(ψ(z)) = ψ(z)(n) = zn.
Quando nos referirmos a este isomorfismo, subentenderemos o iso-
morfismo ω, denotando-o apenas por ̂: C∗(Z) −→ C(S1).
A partir de agora veremos a noção de C∗-álgebra reduzida do grupo
e mostraremos que grupos abelianos são amenable.
Definição 2.2.8. Quando λ : C∗(G) −→ C∗r (G) for injetiva, dizemos
que o grupo G é amenable.
Vamos mostrar que todo grupo discreto abeliano é amenable, porém
mencionaremos alguns resultados de análise harmônica que nos serão
úteis.
Observação 2.2.9. SejaG um grupo discreto abeliano e µ uma medida
de Haar para Ĝ tal que µ(Ĝ) = 1. É possível mostrar que:
(i) A função
〈ξ, η〉 =
∫
Ĝ
ξηdµ
define um produto interno para o espaço C(Ĝ).
Denotamos por L2(Ĝ) o espaço de Hilbert obtido pelo completa-
mento de C(Ĝ) relativamente à norma advinda do produto interno
acima (denotada por ‖ · ‖2).
(ii) Dados s, t ∈ G,
1. Se s−1t = e, então∫
Ĝ
x(s−1t)dµ(x) =
∫
Ĝ
1dµ(x) = µ(Ĝ) = 1.
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2. Se s−1t 6= e, então existe y ∈ Ĝ tal que y(s−1t) 6= 1, donde∫
Ĝ
x(s−1t)dµ(x) =
∫
Ĝ
(yx)(s−1t)dµ(x)
= y(s−1t)
∫
Ĝ
x(s−1t)dµ(x)
=⇒
∫
Ĝ
x(s−1t)dµ(x) = 0.
Estes resultados são bem conhecidos (ver, por exemplo, [26, 13]).
Teorema 2.2.10. Se G é um grupo discreto e abeliano, então G é
amenable.
Prova. Considere Cc(G) ⊆ l2(G) e defina a função F0 : Cc(G) −→
L2(Ĝ) por
F0(ξ)|x =
∑
s∈G
x(s)ξ(s), ξ ∈ Cc(G), x ∈ Ĝ.
Uma vez que esta soma é sempre finita, a função está bem definida e
é claramente linear. Pela Observação 2.2.9, para todo s, t ∈ G, temos
que
〈F0(δs),F0(δt)〉L2(Ĝ) =
∫
Ĝ
F0(δs)|xF0(δt)|xdµ(x)
=
∫
Ĝ
x(s)x(t)dµ(x) =
∫
Ĝ
x(s−1t)dµ(x)
= δs,t = 〈δs, δt〉l2(G).
Como o conjunto dos {δs}s∈G gera Cc(G), segue que F0 é isométrica.
Além disso, F′ tem imagem densa em L2(Ĝ). Para mostrarmos isto,
sejam ξ ∈ L2(Ĝ) e ε > 0. Como C(Ĝ) é denso em L2(Ĝ) relativamente
à norma ‖ · ‖2, existe η ∈ C(Ĝ) tal que
‖ξ − η‖2 < ε
2
.
Em seguida, como φ(Cc(G)) possui imagem densa em C(Ĝ) via o iso-
morfismo φ : C∗(G) −→ C(Ĝ) do Teorema 2.2.6, existe γ ∈ Cc(G) tal
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que
‖φ(γ)− η‖∞ < ε
2
.
Agora, uma vez que F0(Cc(G)) = φ(Cc(G)), temos que F0(γ) = φ(γ)
e, portanto,
‖F0(γ)− ξ‖2 = ‖F0(γ)− η + η − ξ‖2 ≤ ‖F0(γ)− η‖2 + ‖η − ξ‖2
= ‖φ(γ)− η‖2 + ‖η − ξ‖2
≤ ‖φ(γ)− η‖∞ + ‖η − ξ‖2 < ε
2
+
ε
2
= ε.
Assim, F0 se estende a um operador unitário F : l2(G)−˜→L2(Ĝ). Com
isso, também temos o ∗-isomorfismo
AdF : B(l2(G)) −→ B(L2(Ĝ))
T 7−→ F ◦ T ◦ F∗.
Agora, considere a função M : C(Ĝ) −→ B(L2(Ĝ)), Mf (ζ) = f · ζ.
Observe que M está bem definida pois, para quaiquer f ∈ C(Ĝ) e
ζ ∈ L2(Ĝ), temos que
‖Mf (ζ)‖2 =
∣∣∣∣∫
Ĝ
fζ(χ) · fζ(χ)dµ(χ)
∣∣∣∣
≤
∫
Ĝ
‖fζ(χ) · fζ(χ)‖dµ(χ)
=
∫
Ĝ
‖f(χ)f(χ)‖‖ζ(χ)ζ(χ)‖dµ(χ)
≤ ‖f‖2∞‖ζ‖22 · µ(Ĝ) = ‖f‖2∞‖ζ‖22.
Ou seja, ‖Mf (ζ)‖ ≤ ‖f‖∞‖ζ‖2. Além disso, M é um ∗-homomorfismo
pois, dados f, g ∈ C(Ĝ), ξ, η ∈ L2(Ĝ), temos que
Mfg(ξ) = (f · g) · ξ = f · (g · ξ) = Mf (Mg(ξ)) = (Mf ◦Mg)(ξ)
e
〈Mf (ξ), η〉 =
∫
Ĝ
f · ξ · ηdµ =
∫
Ĝ
ξ · fηdµ = 〈ξ,Mf∗(η)〉.
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Isto é, Mfg = Mf ◦Mg e Mf∗ = Mf ∗ para quaisquer f, g ∈ C(Ĝ).
Note também que este homomorfismo é injetivo pois, se Mf = 0 para
f ∈ C(Ĝ), então 0 = Mf (δ̂e)|x = f(x)x(e) = f(x) para todo x ∈ Ĝ.
Observe, assim, que o seguinte diagrama comuta:
C∗(G) λ //
φ

C∗r (G)
AdF

C(Ĝ)
M // B(L2(Ĝ))
Para provar isso, considere a função δ̂u ∈ C(Ĝ) definida por δ̂u(x) =
x(u) para quaiquer u ∈ G e x ∈ Ĝ. Assim, para quaisquer δs, δt ∈
C∗(G) e x ∈ Ĝ, temos que
Mφ(δs)(δ̂t)|x = φ(δs)(x)δ̂t(x) = x(s)x(t) = x(st)
= δ̂st(x) = F(δst)|x = F(λ(δs)(δt))|x
= F(λ(δs)(F∗(δ̂t)))|x = (F ◦ λ(δs) ◦ F∗)(δ̂t)|x
= (AdF ◦ λ(δs))(δ̂t)|x.
Daí, por argumentos de linearidade e continuidade, segue que M ◦ φ =
AdF ◦ λ. Logo, se λ(ξ) = 0 para algum ξ ∈ C∗(G), então ξ = 0.
Portanto λ é injetiva e, consequentemente, G é amenable.

Exemplo 2.2.11. Seja Z o grupo aditivo e abeliano dos números in-
teiros. Então, pelo Teorema 2.2.10, Z é amenable, de modo que a
função λ : C∗(Z) −→ C∗r (Z) ⊆ L(l2(Z)), que nos geradores é dada por
λ(δn)(ξ)|m = ξ(−n+m), n,m ∈ Z, ξ ∈ l2(Z),
é um ∗-isomorfismo de C∗-álgebras. Pelo Exemplo 2.2.7, denotando
por ̂̂ : C(S1) −→ C(Ẑ) o ∗-isomorfismo inverso de ̂, temos que
λ ◦ ̂̂ : C(S1) −→ C∗r (Z)
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é um ∗-isomorfismo e (λ ◦ ̂̂ )(δ̂n)(ξ)|m = ξ(−n + m), n,m ∈ Z e
ξ ∈ l2(Z).
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Capítulo 3
Coações de grupos
Neste capítulo, apresentaremos os conceitos de grupo quântico com-
pacto e de coação de grupos em C∗-álgebras. Veremos que as C∗-
álgebras C∗(G), C∗r (G) e C(Ĝ) possuem estrutura de grupo quântico e
no caso em que o grupo é abeliano, mostraremos que estes grupos quân-
ticos são isomorfos, obtendo uma correspondência entre as coações de
C∗(G), as coações de C∗r (G) e as ações fortemente contínuas Ĝ. As
principais referências utilizadas foram [31, 8, 18].
3.1 Grupos quânticos compactos
Nesta seção, veremos a definição e alguns exemplos de grupos quân-
ticos compactos.
Definição 3.1.1. Um grupo quântico compacto é um par (A,∆),
em que A é uma C∗-algebra com unidade e ∆ : A −→ A ⊗ A é um
∗-homomorfismo unital satisfazendo
(i) (∆⊗ id) ◦∆ = (id⊗∆) ◦∆
(ii) span∆(A)(1⊗A) = A⊗A = span∆(A)(A⊗ 1).
O ∗-homomorfismo ∆ é chamado de comultiplicação.
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Observação 3.1.2. Os ∗-homomorfismos ∆ ⊗ id, id ⊗∆ : A ⊗ A −→
A⊗A⊗A são os únicos ∗-homomorfismos tais que (∆⊗ id)(a⊗ a′) =
∆(a)⊗ a′ e (id⊗∆)(a⊗ a′) = a⊗∆(a′) para todo a, a′ ∈ A. Estamos
denotando por 1 ⊗ A, A ⊗ 1 como os subespaços da álgebra A ⊗ A ∼=
M(A ⊗ A) (álgebra dos multiplicadores de A ⊗ A) dos operadores da
forma 1⊗ a, a⊗ 1 : A⊗A −→ A⊗A, em que (b⊗ c)(1⊗ a) = b⊗ ca e
(b⊗ c)(a⊗ 1) = ba⊗ c para todo a, b, c ∈ A.
É comum nos referirmos a um grupo quântico compacto simples-
mente por A, subentendendo a comultilplicação ∆ no contexto em que
se estiver trabalhando. Quando trabalharmos com grupos quânticos A
e B ao mesmo tempo, especificaremos suas comultiplicações por ∆A e
∆B , respectivamente. Daqui para frente, nossos objetos de maior inter-
esse serão os grupos quânticos compactos, então quando mencionarmos
apenas grupo quântico, estaremos nos referindo a grupo quântico com-
pacto.
Definição 3.1.3. Um ∗-homomorfismo entre grupos quânticos
compactos (A,∆A) e (B,∆B) é um ∗-homomorfismo unital φ : A −→
B que satisfaz ∆B◦φ = (φ⊗φ)◦∆A. Se, adicionalmente, φ é uma função
bijetiva, dizemos que φ é um isomorfismo de grupos quânticos.
Observação 3.1.4. Estamos considerando o ∗-homomorfismo φ⊗ φ :
A⊗A −→ B ⊗B como o único tal que (φ⊗ φ)(a⊗ a′) = φ(a)⊗ φ(a′)
para todo a, a′ ∈ A (ver Proposição 1.2.20).
Antes de apresentarmos os exemplos, vejamos um resultado técnico
que nos será útil para mostrarmos que a C∗-álgebra C(Γ) da funções
complexas sobre um grupo compacto Γ admite uma estrutura de grupo
quântico compacto.
Proposição 3.1.5. Seja Γ um grupo compacto, ϕ : Γ −→ Γ um home-
omorfismo e A0 ⊆ C(Γ) um subconjunto denso. Então A0 ◦ϕ = {a◦ϕ :
a ∈ A0} ⊆ C(Γ) é denso.
Prova. Seja f ∈ C(Γ). Existe {pn}n∈N ⊆ A0 tal que pn n−→ fϕ−1.
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Então
‖pnϕ− f‖ = sup
x∈Γ
|pn(ϕ(x))− f(x)|
= sup
ϕ−1(x)∈Γ
∣∣pn(ϕ(ϕ−1(x)))− f(ϕ−1(x))∣∣
=
∥∥pn − fϕ−1∥∥ n−→ 0.

Exemplo 3.1.6. Seja Γ um grupo topológico compacto. Pela Proposição
1.2.26, podemos utilizar a identificação C(Γ) ⊗ C(Γ) ∼= C(Γ × Γ), que
nos tensores elementares é dada por (f ⊗ g)(s, t) = f(s)g(t) para todo
f, g ∈ C(Γ) e s, t ∈ Γ, para definir uma comultiplicação em C(Γ) da
seguinte maneira: ∆ : C(Γ) −→ C(Γ)⊗C(Γ), em que para todo s, t ∈ Γ
e f ∈ C(Γ)
∆(f)(s, t) = f(st).
Segue, da estrutura canônica de ∗-álgebra de C(Γ), que ∆ é ∗-homomor-
fismo unital. Novamente pelas identificações C(Γ× (Γ× Γ)) ∼= C(Γ)⊗
C(Γ)⊗C(Γ) ∼= C((Γ×Γ)×Γ) dadas pela Proposição 1.2.26, para todo
f, g ∈ C(Γ) e x, y, z ∈ G, temos que
(id⊗∆)(f ⊗ g)|(x,y,z) = (f ⊗∆(g))|(x,y,z) = f(x)∆(f)(y, z)
= f(x)g(yz) = (f ⊗ g)(x, yz)
e
(∆⊗ id)(f ⊗ g)|(x,y,z) = (∆(f)⊗ g)|(x,y,z) = ∆(f)(x, y)g(z)
= f(xy)g(f) = (f ⊗ g)(xy, z)
Daí, como id ⊗ ∆ e ∆ ⊗ id são ∗-homomorfismos entre C∗-álgebras,
vale que
(id⊗∆)∆(f)|(x,y,z) = ∆(f)(x, yz)
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e(∆⊗ id)∆(f)|(x,y,z) = ∆(f)(xy, z),
para todo f ∈ C(Γ) e x, y, z ∈ Γ. Logo,
(id⊗∆)∆(f)|(x,y,z) = ∆(f)(x, yz) = f(x(yz)) = f((xy)z)
= ∆(f)(xy, z) = (∆⊗ id)∆(f)|(x,y,z),
para todo f ∈ C(Γ) e x, y, z ∈ Γ.
Ainda mais, tomando A0 = {f ⊗ g : f, g ∈ C(Γ)} ⊆ C(Γ) ⊗ C(Γ)
e o homeomorfismo ϕ : Γ × Γ −→ Γ × Γ, (x, y) 7−→ (xy, y), pela
Proposição 3.1.5, temos que A0 ◦ ϕ = {(f ⊗ g)ϕ : f, g ∈ C(Γ)} é denso
em C(Γ)⊗ C(Γ). Mas
(f ⊗ g) ◦ ϕ|(x,y) = (f ⊗ g)(xy, y) = f(xy)g(y)
= ∆(f)(x, y)(1⊗ g)(x, y) = (∆(f)(1⊗ g))(x, y)
para todo f, g ∈ C(Γ) e x, y ∈ Γ. Assim, ∆(C(Γ))(1⊗ C(Γ)) = A0 ◦ ϕ
é denso em C(Γ) ⊗ C(Γ). Para ver que ∆(C(Γ))(C(Γ) ⊗ 1) é denso
em C(Γ) ⊗ C(Γ), basta tomar o homeomorfismo Γ × Γ 3 (x, y) 7−→
(xy, x) ∈ Γ× Γ e o mesmo A0 anterior.
Portanto, (C(Γ),∆) é um grupo quântico compacto.
Exemplo 3.1.7. Seja G um grupo discreto, considere a ∗-álgebra Cc(G)
(ver Observação 2.1.14) e defina a função ∆0 : Cc(G) −→ C∗(G) ⊗
C∗(G), que nos geradores é dada por
∆0(δt) = δt ⊗ δt.
Como para todo s, t ∈ G,
δs ∗ δt ⊗ δs ∗ δt = (δs ⊗ δs)(δt ⊗ δt)
e
δ∗t ⊗ δ∗t = (δt ⊗ δt)∗,
segue que ∆0 é ∗-homomorfismo. Pela propriedade universal da C∗-
71
álgebra envolvente, existe um único ∗-homomorfismo
∆ : C∗(G) −→ C∗(G)⊗ C∗(G)
que estende ∆0. Note que ∆ é unital pois δe ⊗ δe é a unidade de
C∗(G)⊗ C∗(G). Além disso, para todo δt ∈ C∗(G), tem-se que
(id⊗∆)∆(δt) = δt ⊗ (δt ⊗ δt) = (δt ⊗ δt)⊗ δt = (∆⊗ id)∆(δt),
ou seja, (id⊗∆)∆ = (∆⊗ id)∆.
Note também que dado δs ⊗ δt ∈ C∗(G) ⊗ C∗(G), com s, t ∈ G,
podemos escrever δs⊗ δt = (δs⊗ δs)(1⊗ δs−1t) = ∆(δs)(1⊗ δs−1t). Isto
nos diz que
C∗(G)⊗ C∗(G) ⊆ span∆(C∗(G))(1⊗ C∗(G)).
E claramente
C∗(G)⊗ C∗(G) ⊇ span∆(C∗(G))(1⊗ C∗(G)).
Por questões simétricas, prova-se que
C∗(G)⊗ C∗(G) = span∆(C∗(G))(C∗(G)⊗ 1).
Portanto (C∗(G),∆) é um grupo quântico compacto.
Exemplo 3.1.8. Dado um grupo discreto G, existe um único operador
W ∈ L(l2(G×G)) satisfazendo
W (F )(s, t) = F (s, s−1t) e W ∗(F )(s, t) = F (s, st) (3.1)
para todo F ∈ l2(G×G) e s, t ∈ G.
Este operador pode ser visto como um caso particular, quando o fi-
brado de Fell é o trivial, do operador W do (cuja existência provaremos
no) Corolário 4.1.6. Utilizando as identificações L(l2(G) ⊗ l2(G)) ∼=
L(l2(G×G)) ( ver Observação 4.1.4) e a inclusão canônica L(l2(G))⊗
L(l2(G)) ↪→ L(l2(G)⊗ l2(G)) (ver Proposição 1.3.24) , podemos definir
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a seguinte função ∆ : C∗r (G) −→ C∗r (G)⊗ C∗r (G), por
∆(x) = W (x⊗ 1)W ∗, x ∈ C∗r (G).
Afirmação: A função ∆ satisfaz a igualdade ∆(λt) = λt ⊗ λt,
t ∈ G.
Demonstração. Para todo ξ, η ∈ Cc(G), utilizando a identificação
dada pela Proposição 4.1.3, para todo r, s ∈ G, temos que
(λt ⊗ λt)(ξ ⊗ η)|(r,s) = λt(ξ)⊗ λt(η))|(r,s)
= λt(ξ)|rλt(η)|s = ξ(t−1r)η(t−1s)
= (ξ ⊗ η)|(t−1r,t−1s)
e
(λt ⊗ 1)(ξ ⊗ η)|(r,s) = (λt(ξ)⊗ η)|(r,s)
= λt(ξ)|rη(s) = ξ(t−1r)η(s)
= (ξ ⊗ η)|(t−1r,s).
Assim, para todo F ∈ Cc(G×G) e r, s ∈ G, também vale que
(λt ⊗ λt)(F )|(r,s) = (F )(t−1r, t−1s)
e
(λt ⊗ 1)(F )|(r,s) = bt(F )(t−1r, s).
Daí, dados F ∈ Cc(G×G), λt ∈ C∗r (G) e r, s, t ∈ G, segue, da definição
de W e W ∗, que
∆(λt)(F )(r, s) = (W (λt ⊗ 1)W ∗)(F )|(r,s)
= W ((λt ⊗ 1)W ∗(F ))|(r,s)
= (λt ⊗ 1)W ∗(F )|(r,r−1s)
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= W ∗(F )|(t−1r,r−1s)
= F (t−1r, t−1s)
= (λt ⊗ λt)(F )|(r,s),
donde, ∆(λt) = λt ⊗ λt para todo λt ∈ C∗r (G) e t ∈ G. Isso demonstra
a afirmação.
Segue, da afirmação, que
(id⊗∆t)∆(λt) = λt ⊗ (λt ⊗ λt) = (λt ⊗ λt)⊗ λt = (∆⊗ id)∆(λt),
para λt ∈ C∗r (G) e t ∈ G.
Além disso, para todo λt, λs ∈ C∗r (G), com s, t ∈ G,
∆(λt)(1⊗ λt−1s) = (λt ⊗ λt)(1⊗ λt−1s) = λt ⊗ λs.
Assim,
C∗r (G)⊗ C∗r (G) ⊆ pan∆(C∗r (G))(1⊗ C∗r (G)).
Como, claramente
C∗r (G)⊗ C∗r (G) ⊇ span∆(C∗r (G))(1⊗ C∗r (G)),
segue que
C∗r (G)⊗ C∗r (G) = span∆(C∗r (G))(1⊗ C∗r (G)).
Por razões de simetria C∗r (G)⊗ C∗r (G) = span∆(C∗r (G))(C∗r (G)⊗ 1).
Portanto, (C∗r (G),∆) é um grupo quântico compacto.
Proposição 3.1.9. Seja G um grupo discreto abeliano. Então, os ∗-
isomorfismos φ : C∗(G) −→ C(Ĝ) e λ : C∗(G) −→ C∗r (G), que nos
geradores são dados por φ(δt)χ = δ̂t e λ(δt) = λt (ver Teoremas 2.2.6
e 2.2.10 ), são isomorfismos de grupos quânticos. Consequentemente,
φλ−1 : C∗r (G) −→ C(Ĝ) é isomorfismo de grupos quânticos.
Prova. As estruturas de grupos quânticos de C(Ĝ), C∗(G) e C∗r (G)
são as dos Exemplos 3.1.6, 3.1.7 e 3.1.8, respectivamente. Para todo
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t ∈ G e χ, η ∈ Ĝ, temos
(∆C(Ĝ) ◦ φ)(δt)|(χ,η) = ∆C(Ĝ)(δ̂t)|(χ,η) = δ̂t(χη)
= (χη)(t) = χ(t)η(t)
= δ̂t(χ)δ̂t(η) = φ(δt)(χ)φ(δt)(η)
= (φ(δ̂t)⊗ φδ̂t)(χ, η) = (φ⊗ φ)(δt ⊗ δt)|(χ,η)
= ((φ⊗ φ) ◦∆C∗(G))(δt)|(χ,η).
Portanto,
(
C∗(G),∆C∗(G)
) ∼= (C(Ĝ),∆C(Ĝ)). E para todo δt ∈ C∗(G),
t ∈ G, temos que
(∆C∗r (G) ◦ λ)(δt) = λt ⊗ λt = (λ⊗ λ)(δt ⊗ δt)
= ((λ⊗ λ) ◦∆C∗(G))(δt),
donde
(
C∗(G),∆C∗(G)
) ∼= (C∗r (G),∆C∗r (G)).

Exemplo 3.1.10. Pelo Exemplo 2.2.7, sabemos que a função
̂ : C∗(Z) −→ C(S1),
que nos geradores é dada por δ̂n(z) = zn, para z ∈ S1 e n ∈ Z, é um
ismorfismo de C∗-álgebras. Pela proposição anterior, segue que C∗(Z)
e C(S1) são grupos quânticos isomorfos. Similarmente, como a função
λ : C∗(Z) −→ C∗r (Z) do Exemplo 2.2.11 é um ∗-isomorfismo, segue que
C∗(Z) e C∗r(Z) são grupos quânticos isomorfos.
3.2 Coações de grupos quânticos compactos
O estudo de coações é muito importante para a teoria de grupos
quânticos. Nesta seção, definiremos coações e veremos, entre outros
resultados, que coações de C∗(G) correspondem a ações fortemente
contínuas do grupo de caracteres Ĝ, no caso do grupo G ser abeliano.
Definição 3.2.1. Sejam A uma C∗-álgebra e (B,∆) um grupo quân-
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tico compacto. Um coação à direita de B em A é um ∗-homomorfismo
não-degenerado δ : A −→ A ⊗ B que fatisfaz (δ ⊗ id)δ = (id ⊗ ∆)δ.
Além disso, é dita uma coação contínua se spanδ(A)(1⊗B) = A⊗B.
Observação 3.2.2. Pode-se definir coação à esquerda por simetria,
mas neste trabalho estaremos interessandos somente nas coações à di-
reita, de modo que nos referiremos a esta somente por coação, suben-
tendendo que é à direita.
Antes dos exemplos, veremos um resultado básico que nos será útil
para mostrarmos que coações do grupo quântico C∗(G) correpondem
a ações do dual de Pontryagin Ĝ.
Proposição 3.2.3. Sejam (A,∆A), (B,∆B) grupos quânticos com-
pactos, C uma C∗-álgebra e φ : A −→ B um isomorfismo de grupos
quânticos. Se δA : C −→ C ⊗ A é uma coação de A em C, então
δB := (id ⊗ φ) ◦ δA : C −→ C ⊗ B é uma coação de B em C. Além
disso, se δA for coação contínua então δB é contínua.
Prova. Segue diretamente das definições de grupos quântico compacto,
coação e isomorfismo de grupos quanticos compactos.

Exemplo 3.2.4. Seja (A,∆A) um grupo quântico compacto. A comul-
tiplicação ∆A é naturalmente uma coação de A em A.
Exemplo 3.2.5. Seja A uma C∗-álgebra e B um grupo quântico com-
pacto. A função δ : A −→ A ⊗ B, a 7−→ a ⊗ 1 define uma coação
contínua de B em A. Com efeito, dados a, a′ ∈ A e b ∈ B, temos que
(i) δ(aa′) = (aa′ ⊗ 1) = (a⊗ 1)(a′ ⊗ 1) = δ(a)δ(a′).
(ii) δ(a∗) = (a∗ ⊗ 1) = (a⊗ 1)∗ = δ(a)∗.
(iii) δ(a)(1⊗ b) = (a⊗ 1)(1⊗ b) = a⊗ b.
(iv) (δ ⊗ id)δ(a) = (a⊗ 1)⊗ 1 = a⊗ (1⊗ 1) = (id⊗∆A)δ(a).
Esta coação é chamada de coação trivial.
76
Exemplo 3.2.6. Seja M2(C) a C∗-álgebra das matrizes 2 × 2 com
entradas complexas. Observe que podemos escrever qualquer matriz
a =
(
a11 a12
a21 a22
)
∈M2(C), como a soma a = a−1 + a0 + a1, em que
a−1 =
(
0 0
a21 0
)
, a0 =
(
a11 0
0 a22
)
e a1 =
(
0 a12
0 0
)
.
Assim, considere o grupo quântico C∗(Z) e defina a função
δ : M2(C) −→ M2(C)⊗ C∗(Z)
a 7−→
1∑
n=−1
an ⊗ δn
Vejamos que δ é um ∗-homomorfismo. Dadas a =
(
a11 a12
a21 a22
)
, b =(
b11 b12
b21 b22
)
∈M2(C), note que
δ(a)δ(b) =
[(
0 0
a21 0
)
⊗ δ−1 +
(
a11 0
0 a22
)
⊗ δ0 +
(
0 a12
0 0
)
⊗ δ1
]
=
[(
0 0
b21 0
)
⊗ δ−1 +
(
b11 0
0 b22
)
⊗ δ0 +
(
0 b12
0 0
)
⊗ δ1
]
=
(
0 0
a21b11 0
)
⊗ δ−1 +
(
0 0
0 a21b12
)
⊗ δ0 +
(
0 0
a22b21 0
)
⊗ δ−1
+
(
a11b11 0
0 a22b22
)
⊗ δ0 +
(
0 a11b12
0 0
)
⊗ δ1 +
(
a12b21 0
0 0
)
⊗ δ0
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+(
0 a12b22
0 0
)
⊗ δ1 =
(
0 0
a21b11 + a22b21 0
)
⊗ δ−1
+
(
a11b11 + a12b21 0
0 a22b22 + a21b12
)
⊗ δ0 +
(
0 a11b12 + a12b22
0 0
)
⊗ δ1
= δ

a11b11 + a12b21 a11b12 + a12b22
a21b11 + a22b21 a22b22 + a21b12


= δ(ab).
E
δ(a∗) =
=
(
0 0
a∗12 0
)
⊗ δ−1 +
(
a∗11 0
0 a∗22
)
⊗ δ0 +
(
0 a∗21
0 0
)
⊗ δ1
=
((
0 a12
0 0
)
⊗ δ1 +
(
a11 0
0 a22
)
⊗ δ0 +
(
0 0
a21 0
)
⊗ δ−1
)∗
= δ(a)∗.
Portanto δ é um ∗-homomorfismo e como δ
((
1 0
0 1
))
=
(
1 0
0 1
)
⊗δ0,
segue que δ é unital. Além disso, dado a ∈M2(C), pela associatividade
do produto tensorial, vale que
(δ ⊗ id)δ(a) =
1∑
n=−1
(an ⊗ δn)⊗ δn = (id⊗∆C∗(Z))δ(a).
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Logo, δ é uma coação de C∗(Z) em M2(C).
Observe, ainda, que pela Proposição 3.2.3, já que λ : C∗(Z) −→
C∗r (Z) é um isomorfismo de grupos quânticos, temos uma coação de
C∗r (Z) em M2(C) dada por
δ : M2(C) −→ M2(C)⊗ C∗r (Z)
a 7−→
1∑
n=−1
an ⊗ λn.
Analogamente, temos que
δ : M2(C) −→ M2(C)⊗ C(S1)
a 7−→
1∑
n=−1
an ⊗ δ̂n
é uma coação de C(S1) em M2(C), já que C∗(Z) ∼= C(S1).
Estas coações são contínuas pelo Exemplo 3.2.8 (ver o caso par-
ticular G = Z e X = {1, 2} no final do exemplo) e pela Proposição
3.2.3.
Similarmente, pode-se construir uma coação de C∗(Z) sobre a C∗-
álgebras Mn(C) das matrizes n× n complexas.
Exemplo 3.2.7. Seja G um grupo discreto e considere a C∗-álgebra
A = K(l2(G)) = span{|ξ〉〈η| : ξ, η ∈ l2(G)}
dos operadores compactos sobre l2(G), em que |ξ〉〈η| ∈ K(l2(G)) é
definido por |ξ〉〈η|(ζ) = ξ〈η, ζ〉. Considere a operador unitário W ∈
L(l2(G×G)) definido por W (ζ)|(s,t) = ζ(s, s−1t) para todo ζ ∈ l2(G) e
s, t ∈ G ( Equação 3.1). Assim como no Exemplo 3.1.8, o operador W
produz um ∗-homomofismo injetivo δ : L(l2(G)) −→ L(l2(G×G)) pela
fórmula δ(x) = W (x⊗ 1)W ∗.
Afirmação: A restrição δ|A : A −→ A ⊗ C∗r (G) é uma coção
contínua e injetiva de C∗r (G) em A, considerando A⊗C∗r (G) como uma
C∗-subalgebra de L(l2(G ×G)) via a inclusão canônica A ⊗ C∗r (G) ↪→
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L(l2(G×G)) (Observação 4.1.4 e Proposição 1.3.24).
Demostração: Note que
A = span{Mf ◦ λs : f ∈ C0(G), s ∈ G},
em que M : C0(G) −→ L(l2(G)) é a representação multiplicação:
Mf (ξ) := f ·ξ e λ : G −→ L(l2(G)) é a representação regular à esquerda
de G: λs(ξ)|t = ξ(s−1t). Para ver isso, seja B := span{Mf ◦ λs : f ∈
C0(G), s ∈ G}. Observe que
Mδs(ξ)|t = δs,tξ(t) = (δs〈δs, ξ〉)(t) = |δs〉〈δs|(ξ)|t
para todo ξ ∈ C0(G) e s, t ∈ G. Logo, por argumentos de linearidade
e continuidade, temos que Mf = |f〉〈f | para todo f ∈ C0(G), ou seja,
Mf ∈ A. Assim, desde que A é um ideal fechado de L(l2(G)) (ver
[29, p. 10]), segue que B ⊆ A. Para ver que A ⊆ B, basta notar que
para todo ξ ∈ l2(G) e s, r, t ∈ G, tem-se que |δs〉〈δt|(ξ)|r = δs,rξ(t) =
δs,rξ(ts
−1r) = (Mδs ◦ λst−1)(ξ)|r.
Agora, por argumentos semelhantes aos utilizados no Exemplo 3.1.8
(para mostrar que ∆(λt) = λt ⊗ λt), é simples mostrar que
δ(Mf ) = Mf ⊗ 1 e δ(λs) = λs ⊗ λs, (3.2)
de modo que
δt(Mfλs) = Mfλs ⊗ λs. (3.3)
Disso, segue que δ(A) ⊆ A ⊗ C∗r (G). É fácil ver, das fórmulas acima,
que δ é coação contínua. De fato, se Mfλs ⊗ λt ∈ A⊗ C∗r (G), então
δ(Mfλs)(1⊗ λs−1t) = (Mfλs ⊗ λs)(1⊗ λs−1t) = Mfλs ⊗ λt,
ou seja, A⊗C∗r (G) ⊆ spanδ(A)(1⊗C∗r (G)). Obviamente A⊗C∗r (G) ⊇
spanδ(A)(1⊗ C∗r (G)).
Note que a comultiplicação ∆ de C∗r (G) é dada por ∆(x) = W (x⊗
1)W ∗. Então, a Equação 3.2, nos diz que δ coage trivialmente em
C0(G) ∼= M(C0(G)) e pela comultiplicação ∆ em C∗r (G).
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Exemplo 3.2.8. Seja G um grupo discreto e X ⊆ G um subconjunto
qualquer. Considere o ∗-ideal C0(X) ⊆ C0(G) formado pelas funções
que se anulam fora de X e denote por l2(X) ⊆ l2(G) o subespaço
fechado das funções de l2(G) que se anulam fora de X. Considere
também, a C∗-subalgebra B := K(l2(X)) = {|ξ〉〈η| : ξ, η ∈ l2(X)} de
A = K(l2(G)) (ver exemplo anterior). Observe que B coincide com a
C∗-subalgebra pAp ⊆ A em que p é a projeção de A sobre B. Isto segue
pois, se |δt〉〈δs| ∈ A, então
(p ◦ |δt〉〈δs| ◦ p)(δr) = p(|δt〉〈δs|p(δr))
= p(δt〈δs, p(δr)〉)
= p(δt)〈p(δs), p(δr)〉
= |p(δt)〉〈p(δs)|δr
para todo r, s, t,∈ G. Logo pAp ⊆ B. Quando s, t ∈ X, a equação
acima nos diz que p ◦ |δt〉〈δs| ◦ p = |δt〉〈δs|, donde B ⊆ pAp. Uma
consequência disto é que BAB ⊆ B. De fato, BAB = (pAp)A(pAp) ⊆
pApApAp = pAppAppAp ⊆ B3 ⊆ B.
Vamos mostrar que a coação δ(x) = W (x ⊗ 1)W ∗ de C∗r (G) em A
do Exemplo 3.2.7 se restringe a uma coação (injetiva e contínua) de
C∗r (G) em B. Para isso, mostraremos que
B = span{Mf ·αt(g)λt : f, g ∈ C0(X), t ∈ G},
em que M : C0(G) −→ L(l2(G)) é a representação multiplicação:
Mf (ξ) := f ·ξ e α : G −→ Aut(C0(G)) é a ação definida por αs(f)|t :=
f(s−1t). Seja C := span{Mf ·αt(g)λt : f, g ∈ C0(X), t ∈ G}. Dados
f, g ∈ C0(X) e t ∈ G, note que Mf ·αt(g)λt = MfλtMg. Com efeito,
por um lado, temos que
(Mf ·αt(g)λt)(δs)|r = ((f · αt(g)) · λt(δs))|r
= f(r)g(t−1r)δs(t−1r).
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Por outro lado, temos que
MfλtMg(δs)|r = Mf (λt(g · δs))|r
= f(r)λt(g · δs)|r
= f(r)g(t−1r)δs(t−1r).
Agora, desde queMδs = |δs〉〈δs| para todo s ∈ X, entãoM(C0(X)) ⊆
B. Daí, como BAB ⊆ B, segue que MfλtMg ⊆ B para todo f, g ∈
C0(X) e t ∈ G. Consequentemente, C ⊆ B. Além disso, a igualdade
|δs〉〈δt| = Mδsλst−1Mδt (para todo s, t ∈ X) nos mostra que B ⊆ C.
Portanto C = B.
Feito isso, as igualdades
δ(Mf ) = Mf ⊗ 1 e δ(λs) = λs ⊗ λs, (3.4)
como no exemplo anterior, nos dizem que δ(B) ⊆ B ⊗ C∗r (G) e que δ
se restringe a uma coação δX de C∗r (G) em B. O mesmo argumento
utilizado no Exemplo 3.2.7 para mostrar que δ é contínua, também
mostra que δX é contínua. Consequentemente, δX : B −→ B ⊗ C∗r (G)
é uma coação contínua e injetiva.
Como um caso particular, seja G = Z e X = {1, 2}. Então, visto
que dim(l2(X)) = 2, temos o isomorfismo canônico B = K(l2(X)) ∼=
M2(C). Utilizando esta identificação, observe que λ−1|B =
(
0 0
1 0
)
,
λ0|B =
(
1 0
0 1
)
e λ1|B =
(
0 1
0 0
)
relativamente à base ordenada
{δ2, δ1} de l2(X). Dado a =
(
a11 a12
a21 a22
)
∈ B, sejam f, g ∈ C0(X) tais
que f(1) = 0, f(2) = a11, g(1) = a22 e g(2) = 0. Então, é fácil veri-
ficar que as matrizes (relativamente à sabe {δ2, δ1}) correspondentes a
Mf e a Mg em K(l2(X)) são
(
a11 0
0 0
)
e
(
0 0
0 a22
)
, respectivamente.
Assim, podemos escrever a = a21λ−1|B + (Mf + Mg)λ0|B + a12λ1|B.
Pela Equação 3.4, segue que a coação δX : M2(C) −→M2(C)⊗ C∗r (Z)
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é tal que
δX(a) = δX(a21λ−1|B + (Mf +Mg)λ0|B + λ1|B)
= a21λ−1|B ⊗ λ−1 + (Mf +Mg)λ0|B ⊗ λ0 + a12λ1|B ⊗ λ1
=
(
0 0
a21 0
)
⊗ λ−1 +
(
a11 0
0 a22
)
⊗ λ0 +
(
0 a12
0 0
)
⊗ λ1.
Ou seja, a coação δX coincide com a coação do Exemplo 3.2.6.
Este caso pode ser generalizado para X = {1, 2, ..., n} ⊆ Z. Es-
colhendo a base canônica {δk}k∈Z, podemos ver operadores sobre l2(Z)
como matrizes infinitas. Em outras palavras, B = K(l2(X)) ∼= Mn(C)
e uma matriz a ∈ B é vista como uma matriz infinita em K(l2(Z))
cujas entradas correspondentes aos vetores δk com k ∈ Z\X são nulas.
Na sequência, mostraremos que coações de C∗(G) correspondem a
ações fortemente contínuas do espaço dos caracteres Ĝ, no caso em que
G é abeliano. Para demonstrar isso, começamos com o seguinte
Teorema 3.2.9. Sejam Γ um grupo topológico compacto, A uma C∗-
álgebra e δ : A −→ A ⊗ C(Γ) uma coação contínua do grupo quântico
compacto (C(Γ),∆) (ver Exemplo 3.1.6) sobre A. Então, para cada
t ∈ Γ, a função αt := (id ⊗ evt) ◦ δ : A −→ A é um ∗-homomorfismo,
em que evt : C(Γ) −→ C é o ∗-homomorfismo avaliação em t. Além
disso,
(i) αst = αs ◦ αt para todo s, t ∈ Γ e αe = id;
(ii) Para cada a ∈ A, a função t 7−→ αt(a) é contínua.
Consequentemente, α é uma ação fortemente contínua de Γ em A.
Prova. Seja t ∈ Γ. Como αt é a composição de ∗-homomorfismos, αt
é um ∗-homomorfismo. Note que os ∗-homomorfismos id ⊗ evt : A ⊗
C(Γ) −→ A e δ⊗id, id⊗∆ : A⊗C(Γ) −→ A⊗C(Γ)⊗C(Γ) ∼= C(Γ×Γ, A)
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são tais que, para todo a ∈ A, f ∈ C(Γ) e s, t ∈ Γ:
1. (id⊗ evt)(a⊗ f) = af(t) = (a⊗ f)(t);
2.
(δ ⊗ id)(a⊗ f)|(s,t) = (δ(a)⊗ f)|(s,t)
= δ(a)(s)f(t) = δ(af(t))(s)
= δ((a⊗ f)(t))(s);
3.
(id⊗∆)(a⊗ f)|(s,t) = (a⊗∆(f))|(s,t)
= af(st) = (a⊗ f)(st).
Como id⊗ evt, δ ⊗ id e id⊗∆) são ∗-homomorfismos de C∗-álgebras,
para todo a ∈ A e s, t ∈ Γ, obtemos
1. (id⊗ evt)(δ(a)) = δ(a)(t);
2. (δ ⊗ id)(δ(a))|(s,t) = δ(δ(a)(t))(s);
3. (id⊗∆)(δ(a))|(s,t) = δ(a)(st).
Agora, utilizando a hipótese (δ ⊗ id)δ = (id⊗∆)δ, para todo a ∈ A e
s, t ∈ Γ, temos que
αs ◦ αt(a) = αs(αt(a)) = αs(δ(a)(t)) = δ(δ(a)t)(s)
= (δ ⊗ id)(δ(a))|(s,t) = (id⊗∆)(δ(a))|(s,t)
= δ(a)(st) = αst(a).
Observe, ainda, que eve(C(Γ)) = C. Com efeito, claro que eve(C(Γ)) ⊆
C e se z ∈ C, então f ∈ C(Γ), a função constante igual a z, é tal que
eve(f) = f(e) = z. Agora, como δ é coação contínua e id ⊗ eve é
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∗-homomorfismo, segue que
A = (id⊗ eve)(A⊗ C(Γ)) = (id⊗ eve)(spanδ(A)(1⊗ C(Γ)))
⊆ span(id⊗ eve)(δ(A)(1⊗ C(Γ)))
= span((id⊗ eve)δ(A))((id⊗ eve)(1⊗ C(Γ)))
= span((id⊗ eve)δ(A))(1⊗ C) = span(id⊗ eve)δ(A)
= (id⊗ eve)(δ(A)) = Imαe.
Segue que αe é sobrejetiva. Assim, para qualquer a ∈ A, existe b tal
que αe(b) = a, de modo que αe(a) = αe((αe(b))) = αe(b) = a. Ou seja,
αe = idA.
Por fim, sejam a ∈ A e {ti}i ⊆ Γ uma net tal que ti i−→ t ∈ Γ.
Como δ(a) ∈ A ⊗ C(Γ) ∼= C(Γ, A), temos que αti(a) = δ(a)(ti) i−→
δ(a)(t) = αt(a), donde a função s 7−→ αs(a) é contínua.

Corolário 3.2.10. Sejam G um grupo discreto abeliano, A uma C∗-
álgebra e δ : A −→ A ⊗ C(Ĝ) uma coação contínua. Então a função
αδ : Ĝ −→ Aut(A), definida por αδχ := (id ⊗ evχ) ◦ δ, é uma ação
fortemente contínua de Ĝ em A.
Prova. Segue do Teorema 3.2.9.

Veremos que existe uma recíproca deste corolário, mas para isso
precisaremos do seguinte resultado auxiliar.
Lema 3.2.11. Seja Γ um espaço topológico Hausdorff compacto, A um
C∗-álgebra e B ⊆ C(Γ, A) uma C∗-subálgebra tal que para todo a ∈ A
e x ∈ Γ, existe f ∈ B tal que f(x) = a. Então B · C(Γ) = {f · g : f ∈
B, g ∈ C(Γ)} é denso em C(Γ, A).
Prova. Pela Observação 1.2.25, sabemos que existe uma identificação
ψ : C(Γ) ⊗ A ∼= C(Γ, A), que nos tensores elementares é dada por
ψ(f⊗a) = f ·a. Como, por construção, C(Γ)A é denso em C(Γ)⊗A,
se mostrarmos que C(Γ)A ⊆ spanB ·C(Γ), então C(Γ)⊗A ⊆ spanB ·
C(Γ) e o lema estará demonstrado.
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Agora, fixemos a ∈ A e ϕ ∈ C(Γ). Por hipótese, para todo x ∈ Γ,
existe fx ∈ B tal que fx(x) = a. Assim, dado ε > 0, existem abertos
Ux, x ∈ Γ, tais que
‖fx(y)− a‖ < ε‖ϕ‖ ,
para todo y ∈ Ux e x ∈ Γ. Como {Ux}x∈Γ é uma cobertura para Γ,
existem x1, ..., xn ∈ Γ tais que Γ ⊆
⋃n
i=1 Uxi . Escolhendo {gi}ni=1 uma
partição da unidade subordinada à cobertura {Uxi}ni=1, temos que o
suporte de cada gi está contido em Uxi e que
n∑
i=1
gi(x) = 1, donde
∥∥∥∥∥
n∑
i=1
fxi(x)gi(x)− a
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
fxi(x)gi(x)− a
n∑
i=1
gi(x)
∥∥∥∥∥
≤
n∑
i=1
gi(x) ‖fxi(x)− a‖ <
ε
‖ϕ‖ .
Seja F =
∑n
i=1 fxi ·gi ∈ B·C(Γ). Utilizando a identificação ϕ⊗a = ϕ·a,
segue que ϕ · F ∈ B · C(Γ) e
‖ϕ · F − ϕ⊗ a‖ = ‖ϕ · F − ϕ · a‖ ≤ ‖ϕ‖‖F − a‖ ≤ ε.
Como a ∈ A e ϕ ∈ C(Γ) são arbitrários, concluímos, por argumentos
de linearidade, que A C(Γ) ⊆ spanB · C(Γ).

Teorema 3.2.12. Sejam A uma C∗-álgebra e α : Ĝ −→ Aut(A) uma
ação fortemente contínua. Então a função δα : A −→ A ⊗ C(Ĝ) ∼=
C(Ĝ, A) definida por δα(a)(χ) = αχ(a), χ ∈ Ĝ, é um coação contínua
e injetiva.
Prova. Primeiramente, note que o fato de α ser fortemente contínua
implica que δα(a) ∈ C(Ĝ, A) para todo a ∈ A, de modo que a função
δα está bem definida. Como αχ ∈ Aut(A) para todo χ ∈ Ĝ, evidente-
mente δα é ∗-homomorfismo. Além disso, uma vez que para todo a ∈ A
e χ, η ∈ Ĝ,
(δα ⊗ id)(δα(a))|(χ,η) = δα(δα(a)(η))(χ)
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e(id⊗∆)(δα(a))|(χ,η) = δα(a)(χη),
segue que, para todo a ∈ A e χ, η ∈ Ĝ,
(δα ⊗ id)(δα(a))|(χ,η) = δα(δα(a)(η))(χ) = αχ(δα(a)(η))
= αχ(αη(a)) = (αχη)(a) = δα(a)(χη)
= (id⊗∆)(δα(a))|(χ,η).
Logo, (δα ⊗ id)δα = (id⊗∆)δα.
Para mostrarmos que δα é contínua, considere a identificação natu-
ral C(Ĝ) ∼= 1 ⊗ C(Ĝ) ⊆ M(A ⊗ C(Ĝ)) dada por f 7−→ 1 ⊗ f . Para
todo a ∈ A e χ ∈ Ĝ, sabemos que δα(αχ−1(a)) ∈ δα(A) é tal que
δα(αχ−1(a))|χ = αχ(αχ−1)(a) = a, além de que δα(A) é uma C∗-
subálgebra de C(Ĝ, A). Assim, pelo Lema 3.2.11, podemos concluir
que spanδα(A) · C(Ĝ) = A⊗ C(Ĝ). Portanto, spanδα(A)(1⊗ C(Ĝ)) =
A⊗ C(Ĝ) e consequentemente δα é contínua.
Por fim, se δα(a) = 0, então 0 = δα(a)|1 = α1(a) = a, e δα é injetiva.

Exemplo 3.2.13. Seja Z o grupo aditivo dos inteiros. Pela Obser-
vação 3.1.10, sabemos que a função ̂ : C∗(Z) −→ C(S1), tal que
δ̂n(z) = z
n (n ∈ Z, z ∈ S1), define um isomorfismo de grupos quân-
ticos. Pelo Exemplo 3.2.6, a função δ : M2(C) −→ M2(C) ⊗ C(S1),
em que δ(a) =
∑1
n=−1 an ⊗ δ̂n, a ∈ M2(C), é uma coação (con-
tínua) de C(S1) em M2(C). Logo, pelo Corolário 3.2.10, a função
αδ : S1 −→ Aut (M2(C)), em que αδz (a) = (id⊗ evz )δ(a), a ∈ M2(C)
e z ∈ S1, é uma ação fortemente contínua de Ẑ ∼= S1 em M2(C).
Observe que para todo z ∈ S1 e a ∈M2(C), tem-se
αδz(a) = (id⊗ evz )
(
1∑
n=−1
an ⊗ δ̂n
)
=
1∑
n=−1
anδ̂n(z)
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=1∑
n=−1
anz
n.
Agora, pelo Teorema 3.2.12, a função δαδ : M2(C) −→ M2(C) ⊗
C(S1) ∼= C (S1,M2(C)), dada por δαδ(a)|z = αδz (a), a ∈ M2(C) e
z ∈ S1, é uma coação contínua de C∗(Z) ∼= C(S1) em M2(C). Uti-
lizando a identificação M2(C) ⊗ C(S1) ∼= C
(
S1,M2(C)
)
, segue que,
para todo z ∈ S1 e a ∈M2(C),
δαδ(a)|z = αδz (a) =
1∑
n=−1
anz
n = δ(a)|z
Este exemplo é interessante. Tomamos uma coação δ, e a coação
obtida da acão associada a coação δ voltou a ser a coação δ. Esta ideia
será formalizada categoricamente no próximo capítulo, explicitando a
equivalência entre as categorias aonde vivem estas ações e coações.
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Capítulo 4
Coações de grupos e
fibrados de Fell
Neste último capítulo, veremos uma equivalência entre a categoria
dos fibrados de Fell sobre um grupos G e a categoria das coações de
C∗r (G). Na primeira seção contruiremos coações de C
∗
r (G) a partir de
fibrados de Fell. Na segunda seção, faremos o contrário, construiremos
fibrados a partir de coações de C∗r (G) e veremos que dada uma coação
δ : C∗r (G) −→ A, pode-se recuperar a C∗-álgebra A a partir de δ. Na
terceira seção, formalizaremos tal equivalência categórica. As principais
referências utilizadas foram [24, 8].
4.1 Coações associadas a fibrados de Fell
Nesta seção, construiremos coações do grupo quântico compacto
C∗r (G) sobre as C
∗-álgebras C∗(B) e C∗r (B) de um fibrado de Fell B =
{Bt}t∈G.
Com este intento, dado um fibrado de Fell B = {Bt}t∈G, note que
a função
δ0B : Cc(B) −→ C∗(B)⊗ C∗r (G),
que nos elementos da base é dada por δ0B(bt) = bt ⊗ λt, é um ∗-
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homomorfismo. Assim, temos a seguinte
Proposição 4.1.1. Seja B = {Bt}t∈G um fibrado de Fell. O único
∗-homomorfismo δB : C∗(B) −→ C∗(B) ⊗ C∗r (G), que estende δ0B, é
uma coação contínua.
Prova. Primeiramente, para t ∈ G e bt ∈ Bt, tem-se que
(δB ⊗ id)δB(bt) = (δB ⊗ id)(bt ⊗ λt)
= (bt ⊗ λt)⊗ λt
= bt ⊗ (λt ⊗ λt)
= (id⊗∆rG)(bt ⊗ λt) = (id⊗∆rG)δB(bt).
Logo, (δB ⊗ id)δB(ξ) = (id⊗∆rG)δB(ξ) para todo ξ ∈ C∗(B).
Além disso, dados bt ⊗ λt ∈ C∗(B)⊗ C∗r (G), t ∈ G, também temos
que
δB(bt)(1⊗ λe) = (bt ⊗ λt)(1⊗ λe) = bt ⊗ λt.
Isto é, C∗(B)⊗C∗r (G) ⊆ spanδB(C∗(B))(1⊗C∗r (G)). Como claramente
C∗(B)⊗ C∗r (G) ⊇ spanδB(C∗(B))(1⊗ C∗r (G)), conluímos que δB é um
∗-homomorfismo não-degenerado.
Segue que δB é uma coação contínua.

Sejam B = {Bt}t∈G um fibrado de Fell e B×G = {C(s,t)}(s,t)∈G×G o
fibrado produto cartesiano (Exemplo 2.1.4). Agora, voltaremos nossas
atenções para a construção de uma coação de C∗r (G) em C
∗
r (B). Para
isso, nos próximos dois resultados, veremos que existe um isomorfismo
entre os Be-módulo de Hilbert l2(B ×G) e l2(B)⊗ l2(G).
Proposição 4.1.2. Seja B = {Bt}t∈G um fibrado de Fell. A função
ψ00 : Cc(B)× Cc(G) −→ Cc(B ×G)
(ξ, η) 7−→
∑
s,t
ξ(s)η(t)
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é bilinear.
Prova. Segue diretamente dos axiomas de fibrado de Fell.

Proposição 4.1.3. Seja B = {Bt}t∈G um fibrado de Fell. Então, a
única função linear
ψ0 : Cc(B) Cc(G) −→ Cc(B ×G)
que estende ψ00 (da proposição anterior) ao produto tensorial, isto
é, tal que ψ0(ξ ⊗ η) = ψ00(ξ, η) para todo ξ ∈ Cc(B) e η ∈ Cc(G),
é um isomorfismo de Be-pré-módulos de Hilbert. Consequentemente,
pela Proposição 1.3.17, existe um único isomorfismo de Be-módulos de
Hilbert ψ : l2(B)⊗ l2(G) −→ l2(B ×G) que estende ψ0.
Prova. Vejamos, primeiro, que ψ0 preserva produto interno. Com
efeito, dados ξ ⊗ η, ξ′ ⊗ η′ ∈ Cc(B) Cc(G), temos
= 〈ψ0(ξ ⊗ η), ψ0(ξ′ ⊗ η′)〉
=
〈∑
s,t
ξ(s)η(t),
∑
u,v
ξ′(u)η′(v)
〉
=
∑
s,t
(ξ(s)η(t))∗ξ′(s)η′(t)
=
∑
s
ξ(s)∗ξ′(s)
∑
t
η(t)∗η′(t)
= 〈ξ, ξ′〉〈η, η′〉 = 〈ξ ⊗ η, ξ′ ⊗ η′〉.
Logo ψ0 preserva Be-produto interno. Isto também mostra que ψ0 é
cotínua e injetiva.
Para mostrar a sobrejetividade, dada ξ ∈ Cc(B × G), escolha η =∑
s,t
ξ(s, t)⊗ δt ∈ Cc(B)Cc(G). Lembre que ξ(s, t) ∈ C(s,t) = Bs para
todo s, t ∈ G, de modo que podemos identificar ξ(s, t) com a função
js(ξ(s, t)) (ver a Proposição 2.1.15 ).Logo ψ0(η) = ξ.
Claramente ψ0 preserva a estrutura de Be-módulo.
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Por fim, como Cc(B)  Cc(G) é, por construção, um Be-módulo
denso em l2(B)⊗l2(G), bem como Cc(B×G) é um Be-módulo denso em
l2(B×G), a Proposição 1.3.17 nos diz que existe um único isomorfismo
de Be-módulos de Hilbert ψ : l2(B)⊗ l2(G) −→ l2(B ×G) que estende
ψ0.

Observação 4.1.4. Dado B = {Bt}t∈G uma fibrado de Fell, pelo
Corolário 1.3.23, temos que L(l2(B)⊗ l2(G)) ∼= L(l2(B ×G)).
Seja B × G o fibrado de Fell produto cartesiano e considere o Be-
pré-módulo de Hilbert Cc(B ×G).
Teorema 4.1.5. A função
W0 : Cc(B ×G) −→ Cc(B ×G)
F 7−→ W0(F )
em que W0(F )(s, t) = F (s, s−1t), para todo s, t ∈ G, é linear, contínua,
adjuntável e W0W ∗0 = W
∗
0W0 = 1.
Prova. Observe que W0 está bem definida como função, pois dada
F ∈ Cc(B ×G), sabemos que F (s, r) ∈ C(s,r) = Bs para todo s, r ∈ G.
Assim, W0(F )(s, t) = F (s, s−1t) ∈ Bs para todo s, t ∈ G. Ou seja,
W0(F ) ∈ Cc(B ×G). A linearidade de W0 segue da estrutura pontual
de espaço vetorial. A continuidade segue de que
‖W0(F )‖2 = ‖〈W0(F ),W0(F )〉‖
=
∥∥∥∥∥∑
s,t
W0(F )(s, t)
∗W0(F )(s, t)
∥∥∥∥∥
=
∥∥∥∥∥∑
s,t
F (s, s−1t)∗F (s, s−1t)
∥∥∥∥∥
=
∥∥∥∥∥∑
s,t
F (s, t)∗F (s, t)
∥∥∥∥∥
= ‖〈F, F 〉‖ = ‖F‖2,
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para todo F ∈ Cc(B ×G). Por motivos análogos, a função linear
W ∗0 : Cc(B ×G) −→ Cc(B ×G)
F 7−→ W ∗0 (F )
definida por W ∗0 (F )(s, t) = F (s, st), para todo e s, t ∈ G é contínua.
Além disso, para todo F, F ′ ∈ Cc(B ×G) , temos que
〈W0(F ), F ′〉 =
∑
s,t
W0(F )(s, t)
∗F ′(s, t)
=
∑
s,t
F (s, s−1t)∗F ′(s, t)
=
∑
s,t
F (s, t)∗F ′(s, st)
=
∑
s,t
F (s, t)∗W ∗0 (F
′)(s, t)
= 〈F,W ∗0 (F ′)〉 .
Isto mostra que W0 é adjuntável.
Por fim, para todo F ∈ Cc(B ×G) e s, t ∈ G, como
(W ∗0W0)(F )(s, t) = W
∗
0 (F )(s, s
−1t) = F (s, t)
e
(W0W
∗
0 )(F )(s, t) = W
∗
0 (F )(s, st) = F (s, t),
concluímos que W ∗0W0 = W0W
∗
0 = 1.

Corolário 4.1.6. A função linear e contínua
W : l2(B ×G) −→ l2(B ×G),
que estende W0, é adjuntável e unitária, em que W ∗ é a única extensão
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linear e contínua de W ∗0 a l2(B×G). Consequentemente W ∈ L(l2(B×
G)).
Prova. Segue do Teorema 4.1.5 e por argumentos de linearidade e
continuidade.

Observação 4.1.7. Seja B = {Bt}t∈G um fibrado de Fell. Por definição,
C∗r (B) ⊆ L(l2(B)) e C∗r (G) ⊆ L(l2(G)). Assim, pelas Proposições 1.3.24
e 1.3.23, temos que C∗r (B)⊗C∗r (G) ⊆ L(l2(B)⊗ l2(G)) ∼= L(l2(B ×G)).
Em consequência disto, enunciamos o seguinte
Teorema 4.1.8. Se B = {Bt}t∈G é um fibrado de Fell, então
δrB : C
∗
r (B) −→ C∗r (B)⊗ C∗r (G)
x 7−→ W (x⊗ 1)W ∗
é uma coação contínua e injetiva satisfazendo δrB(Λ(bt)) = Λ(bt) ⊗ λt,
para todo bt ∈ C∗(B), t ∈ G.
Prova. Dados x, y ∈ C∗r (B), temos que
δrB(xy) = W (xy ⊗ 1)W ∗ = W (x⊗ 1)(y ⊗ 1)W ∗
= W (x⊗ 1)W ∗W (y ⊗ 1)W ∗
= δrB(x)δ
r
B(y)
e
δrB(x
∗) = W (x∗ ⊗ 1)W ∗ = W (x⊗ 1)∗W ∗
= (W (x⊗ 1)W ∗)∗ = δrB(x)∗.
Assim, δrB é um ∗-homomorfismo.
Para todo ξ ∈ Cc(B) e η ∈ Cc(G), utilizando a identificação dada
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pela Proposição 4.1.3, temos que para todo r, s ∈ G,
(Λ(bt)⊗ λt)(ξ ⊗ η)|(r,s) = (Λ(bt)(ξ)⊗ λt(η))|(r,s)
= Λ(bt)(ξ)|rλt(η)|s = btξ(t−1r)η(t−1s)
= bt(ξ ⊗ η)|(t−1r,t−1s)
e
(Λ(bt)⊗ 1)(ξ ⊗ η)|(r,s) = (Λ(bt)(ξ)⊗ η)|(r,s)
= Λ(bt)(ξ)|rη(s) = btξ(t−1r)η(s)
= bt(ξ ⊗ η)|(t−1r,s)
Assim, para todo F ∈ Cc(B ×G) e r, s ∈ G, também vale que
(Λ(bt)⊗ λt)(F )|(r,s) = bt(F )(t−1r, t−1s)
e
(Λ(bt)⊗ 1)(F )|(r,s) = bt(F )(t−1r, s).
Daí, dados F ∈ Cc(B ×G), bt ∈ C∗(B) e r, s, t ∈ G segue, da definição
de W , que
δrB(Λ(bt))(F )(r, s) = (W (Λ(bt)⊗ 1)W ∗)(F )|(r,s)
= W ((Λ(bt)⊗ 1)W ∗(F ))|(r,s)
= (Λ(bt)⊗ 1)W ∗(F )|(r,r−1s)
= btW
∗(F )|(t−1r,r−1s)
= btF (t
−1r, t−1s)
= (Λ(bt)⊗ λt)(F )|(r,s),
donde, δrB(Λ(bt)) = Λ(bt)⊗ λt para todo bt ∈ C∗(B) e t ∈ G.
A partir disso, podemos concluir dois fatos:
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1. Para todo Λ(bt) ∈ C∗r (B) e λs ∈ C∗r (G), com s, t ∈ G,
δrB(Λ(bt))(1⊗ λt−1s) = (Λ(bt)⊗ λt)(1⊗ λt−1s) = Λ(bt)⊗ λs.
Assim,
C∗r (B)⊗ C∗r (G) ⊆ spanδrB(C∗r (B))(1⊗ C∗r (G)).
Como, claramente
C∗r (B)⊗ C∗r (G) ⊇ spanδrB(C∗r (B))(1⊗ C∗r (G)),
segue que
C∗r (B)⊗ C∗r (G) = spanδrB(C∗r (B))(1⊗ C∗r (G)).
2. Para cada bt ∈ C∗r (B), t ∈ G
(δrB ⊗ id)δrB(Λ(bt)) = (δrB ⊗ id)(Λ(bt)⊗ λt) = (Λ(bt)⊗ λt)⊗ λt
= Λ(bt)⊗ (λt ⊗ λt) = Λ(bt)⊗∆C∗r (G)(λt)
= (id⊗∆C∗r (G)))(Λ(bt)⊗ λt)
= (id⊗∆C∗r (G))δrB(Λ(bt)).
Dos itens 1 e 2 acima, segue que δrB é uma coação contínua.
Por fim, se δrB(x) = 0 para algum x ∈ C∗r (B), entãoW (x⊗1)W ∗ = 0.
Como W é unitário, temos que x ⊗ 1 = 0, i.e., x = 0. Portanto, δrB é
injetiva.

4.2 Fibrados de Fell associados a coações
Nesta seção, produziremos fibrados de Fell a partir de coações de
C∗r (G) em C
∗-álgebras. Quando a coação for contínua e injetiva, a
C∗-álgebra reduzida do fibrado a ela associado será isomorfa a álgebra
na qual se está coagindo. Se considerarmos, por exemplo, a coação
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δ : M2(C) −→M2(C)⊗ C∗r (Z) definida por
δ(a) =
1∑
n=−1
an ⊗ λn,
conforme o Exemplo 3.2.6, então é fácil ver que o subespaço
A0 = {a ∈M2(C) : δ(a) = a⊗ δ0}
coincide com o subespaço gerado pelas matrizes da forma
(
∗ 0
0 ∗
)
. De
fato, claro que qualquer matriz diagonal percente a A0 e se a ∈ A0,
então δ(a) = a⊗ λ0 implica que a−1 ⊗ λ−1 + a1 ⊗ λ1 = 0. Logo a−1 =
a1 = 0, pois {λ−1, λ1} é linearmente independente (ver Proposição
1.2.4). Portanto, a ∈ M2(C) é uma matriz diagonal. Similarmente,
mostra-se que os susbespaços A−1 = {a ∈ M2(C) : δ(a) = a ⊗ λ−1} e
A1 = {a ∈M2(C) : δ(a) = a⊗λ1} coincidem com os subespaços gerados
pelas matrizes da forma
(
0 0
∗ 0
)
e
(
0 ∗
0 0
)
, respectivamente. Assim,
com as operações de multiplicação e involução induzidas por M2(C),
concluímos que δA = {An}n∈Z, em que An = 0 para todo n ∈ Z \
{−1, 0, 1}, é o fibrado de Fell do Exemplo 2.1.9. Com um corolário desta
seção, teremos, neste caso, um isomorfismo entre C∗r (δA) e M2(C).
Vejamos, em primeiro lugar, que coações implicam fibrados.
Proposição 4.2.1. Se A é uma C∗-álgebra e δ : A −→ A ⊗ C∗r (G)
uma coação, então a família δA = {At}t∈G, em que At = {a ∈ A :
δ(a) = a ⊗ λt} para todo t ∈ G, é um fibrado de Fell sobre G com a
multiplicação e a involução induzidas de A.
Prova. É fácil ver que At é espaço vetorial normado para cada t ∈ G.
Vejamos que At é fechado. Com efeito, sejam t ∈ G e {ait}i∈I ⊆ At
uma net tal que lim
i
ait = at ∈ A. Então
‖ait ⊗ λt − at ⊗ λt‖ = ‖(ait − at)⊗ λt‖ ≤ ‖ait − at‖ i−→ 0.
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Consequentemente,
δ(at) = δ(lim
i
ait) = lim
i
δ(ait) = lim
i
ait ⊗ λt = at ⊗ λt,
ou seja, at ∈ At e portanto, At é fechado. Note que isso também mostra
que At é um espaço de Banach.
Além disso, como δ é ∗-homomorfismo e para quaisquer s, t ∈ G,
λsλt = λst e λ∗t = λt−1 , temos que
δ(asat) = δ(as)δ(at) = (as ⊗ λs)(at ⊗ λt) = asat ⊗ λst
e
δ(a∗t ) = δ(at)
∗ = (at ⊗ λt)∗ = a∗t ⊗ λt−1 ,
para quasiquer as ∈ As, at ∈ At e s, t ∈ G. Com isso, asat ∈ Ast e
a∗t ∈ At−1 , isto é, AsAt ⊆ Ast e A∗t ⊆ At−1 . Daí, substituindo t por
t−1, obtemos que At−1 ⊆ A∗t . Assim, com vistas à Proposição2.1.7,
δA = {At}t∈G é um fibrado de Fell.

Observação 4.2.2. O fibrado de Fell δA = {At}t∈G do teorema ante-
rior se revelará uma graduação para A se adicionarmos a hipótese de δ
ser uma coação contínua. No entanto, para demonstrar este fato, pre-
cisaremos construir certas projeções Et : A −→ At que, por seu turno,
dependem de um funcional linear contínuo chamado, muitas vezes, de
estado de Haar, a saber,
ϕ : C∗r (G) −→ C
ξ 7−→ 〈δe, ξδe〉, δe ∈ l2(G).
A linearidade deste funcional segue do fato de que a linearidade do
produto interno no C-módulo de Hilbert l2(G) é na segunda variável,
enquanto a continuidade de ϕ segue da continuidade do produto in-
terno. Este funcional é claramente positivo. A partir daí, para cada
98
t ∈ G, consideramos o seguinte funcional, evidentemente positivo,
ϕt : C
∗
r (G) −→ C
ξ 7−→ ϕ(λt−1(ξ)).
Observe que ϕt(λs) = ϕ(λt−1λs) = 〈δe, λt−1sδe〉 = δt,s para todo t, s ∈
G. Além disso, a Proposição 1.2.22 e o Teorema 1.2.20 nos dizem que
existem únicas funções lineares e contínuas id⊗ϕt : A⊗C∗r (G) −→ A,
id⊗(id⊗ϕt) : A⊗C∗r (G)⊗C∗r (G) −→ A⊗C∗r (G) e δ⊗id : A⊗C∗r (G) −→
A⊗C∗r (G)⊗C∗r (G), que agem canonicamente nos tensores elementares.
Com isso, podemos expressar dois novos fatos na seguinte proposição.
Proposição 4.2.3. Sejam A uma C∗-álgebra e δ : A −→ A ⊗ C∗r (G)
uma coação. Então, para todo t ∈ G e a ∈ A, tem-se:
(i) (id⊗ (id⊗ ϕt) ◦∆rG)(δ(a)) = (id⊗ ϕt)(δ(a))⊗ λt;
(i) ((id⊗ id⊗ ϕt)(δ ⊗ id))(δ(a)) = δ((id⊗ ϕt)(δ(a))).
Prova. Seja t ∈ G. Observe que é suficiente verificar estas igualdades
para os elementos da forma a⊗λs ∈ A⊗C∗r (G) pois, por argumentos de
linearidade e continuidade, o resultado se estende a todos os elementos
δ(a) ∈ A⊗ C∗r (G), a ∈ A. Assim,
(i) Pela Observação 4.2.2, sabemos que ϕt(λs) = δt,s para todo
t, s ∈ G. Então,
(id⊗ (id⊗ ϕt) ◦∆C∗r (G))(a⊗ λs)) = a⊗ (id⊗ ϕt)∆rG(λs)
= a⊗ (id⊗ ϕt(λs ⊗ λs)
= a⊗ λsϕt(λs) = aϕt(λs)⊗ λt
= (id⊗ ϕt)(a⊗ λs)⊗ λt.
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(ii) Pela Proposição 1.2.22 e pelo Teorema 1.2.20, obtemos
((id⊗ id⊗ ϕt)(δ ⊗ id))(a⊗ λs) = (id⊗ id⊗ ϕt)(δ(a)⊗ λs)
= δ(a)ϕt(λs) = δ(aϕt(λs))
= δ((id⊗ ϕt)(a⊗ λs)).

O próximo resultado é o passo crucial para mostrarmos que coações
contínuas implicam graduções.
Proposição 4.2.4. Se ξ ∈ C∗r (G) e ϕt(ξ) = 0 para todo t ∈ G, então
ξ = 0.
Prova. Primeiramente, a função
Φ : C∗r (G) −→ l2(G)
ξ 7−→ ξ(δe)
é claramente linear e contínua, com ‖Φ(ξ)‖ ≤ ‖ξ‖ para todo ξ ∈ C∗r (G).
Ainda, como para todo t, s ∈ G, vale λt(δs) = δt ∗ δs = δts , temos
que λt(δe) ∗ δs = δt ∗ δs = λt(δs). Somado a isso a bilinearidade e
continuidade da convolução ∗, segue que ξ(δe) ∗ η = ξ(δe ∗ η) para todo
ξ ∈ C∗r (G) e η ∈ Cc(G). Assim, se ξ(δe) = 0, então ξ(δe)∗δt = ξ(δt) = 0
para todo t ∈ G, donde ξ = 0. Ou seja, Φ é injetiva. Logo, dada
ξ ∈ C∗r (G) satisfazendo ϕt(ξ) = 0 para todo t ∈ G, obtemos
0 = ϕt(ξ) = ϕ(λt−1ξ) = 〈δe, λt−1ξδe〉 = ξ(δe)(t) = Φ(ξ)(t),
e portanto ξ = 0.

Teorema 4.2.5. Se A é uma C∗-álgebra e δ : A −→ A⊗C∗r (G) é uma
coação contínua, então a família δA = {At}t∈G é uma graduação para
A.
Prova. Pela Proposição 4.2.1, sabemos que δA = {At}t∈G é um fi-
brado de Fell, de modo que nos é suficiente mostrar que {At}t∈G é
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linearmente independente e que A0 =
⊕
t∈GAt é denso em A. Para
cada t ∈ G, considere a função linear e contínua (ver a Observação
4.2.2)
Et : A 3 a 7−→ (id⊗ ϕt)δ(a) ∈ A. (4.1)
Vejamos que Et(a) ∈ At para todo t ∈ G. Com efeito, da Proposição
4.2.3, obtemos
δ(Et) = δ((id⊗ ϕt)δ(a))
= (id⊗ id⊗ ϕt)(δ ⊗ id)(δ(a))
= (id⊗ id⊗ ϕt)(id⊗∆rG)(δ(a))
= (id⊗ (id⊗ ϕt)∆rG)(δ(a))
= (id⊗ ϕt)(δ(a))⊗ λ(δt)
= Et(a)⊗ λt,
donde Et(a) ∈ At. Além disso, caso a ∈ As, temos
Et(a) = (id⊗ ϕt)δ(a) = (id⊗ ϕt)(a⊗ λs) = aϕt(λs)
= aδt,s.
Consequentemente, E2t = Et para todo t ∈ G, e, se 0 =
∑
t∈G
at ∈ A0,
então 0 =
∑
t∈G
Es(at) = as para todo s ∈ G. Segue que {At}t∈G é
linearmente independente.
Agora, seja θ ∈ A∗+ satisfazendo θ(a) = 0 para todo a ∈ A0.
Afirmação. θ = 0.
Demonstração. Se θ(a) = 0 para todo a ∈ A0, então θ(Et(a)) = 0
para todo t ∈ G e a ∈ A. Daí, utilizando a Proposição 1.2.23, podemos
escrever
0 = θ(Et(a)) = θ((id⊗ ϕt)δ(a)) = ϕt((θ ⊗ id)δ(a)), ∀t ∈ G, a ∈ A.
Em seguida, pela Proposição 4.2.4, conluímos que (θ ⊗ id)δ(a) = 0
101
para todo a ∈ A, ou seja, (θ ⊗ id)δ(A) = {0}. Isso mostra também
que (θ ⊗ id)(δ(A)(1 ⊗ C∗r (G))) = {0} . Finalmente, como δ é coação
contínua, obtemos
{0} = span(θ ⊗ id)(δ(A)(1⊗ C∗r (G)))
⊇ (θ ⊗ id)(spanδ(A)(1⊗ C∗r (G)))
= (θ ⊗ id)(A⊗ C∗r (G)) = θ(A)C∗r (G).
Portanto θ = 0. Por um teorema conhecido de Hahn-Banach (ver [29,
Exercicio 1.5.3, item (ii), p. 19]), segue que A0 é denso em A.

Corolário 4.2.6. Seja δ : A −→ A ⊗ C∗r (G) uma coação contínua e
δA = {At}t∈G o fibrado de Fell associado (ver a Proposição 4.2.1).
Então, o ∗-homomorfismo
σA : C∗(δA) −→ A,
que nos elementos da base é dado por σA(at) = at, at ∈ At, t ∈ G, é
sobrejetivo.
Prova. De fato, se δ é uma coação contínua, o Teorema 4.2.5 implica
que A =
⊕
t∈G
At. Assim, dado a ∈ A, podemos escrever a = lim
i
∑
ti∈G
ati,
em que, para cada índice i pertencente a algum conjunto dirigido I, a
soma
∑
ti∈G
ati é finita. Daí, tomando b = lim
i
∑
ti∈G
ati ∈ C∗(δA) (lembre
da identificação 2.1.15), concluímos, por linearidade e continuidade,
que σA(b) = a.

Observação 4.2.7. Sejam A uma C∗-álgebra e δ : A −→ A ⊗ C∗r (G)
uma coação contínua e injetiva. A partir de agora, voltaremos as
atenções para dois resultados importantes, úteis para a construção de
um ∗-isomorfismo σAr : C∗r (δA) −→ A, que dependerá do ∗-homomor-
fismo σA do Corolário 4.2.6 e que, mais tarde, se revelará um dos
isomorfismos naturais necessários para provarmos a equivalência entre
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a categoria das coações contínuas e injetivas de C∗r (G) e a categoria dos
fibrados de Fell sobre G. Justamente quando δ for uma coação contínua
e injetiva, σAr será um ∗-isomorfismo.
Com este intento, será particularmente importante a projeção Ee =
(id⊗ϕ)◦δ de A sobre Ae, conforme a Equação 4.1 para t = e. Denotá-
la-emos por EAe .
Proposição 4.2.8. Se A é uma C∗-álgebra e δ : A −→ A ⊗ C∗r (G) é
uma coação injetiva, então a aplicação linear e contínua EAe = (id ⊗
ϕ) ◦ δ é fiel, isto é, EAe (a∗a) = 0⇐⇒ a = 0, a ∈ A.
Prova. Se 0 = a ∈ A então EAe (a∗a) = 0. Suponha que EAe (a∗a) = 0,
0 6= a ∈ A. Então A 3 (id⊗ ϕ)δ(a∗a) = 0.
Por conseguinte, dado um funcional positivo θ ∈ A∗+, a Observação
1.2.23 nos permite dizer que
θ((id⊗ ϕ)δ(a∗a)) = (θ ⊗ ϕ)(δ(a∗a)) = ϕ((θ ⊗ id)δ(a∗a)) = 0
e
(θ ⊗ id)δ(a∗a) ≥ 0.
Como para todo 0 ≤ y = x∗x ∈ C∗r (G), tem-se
ϕ(y) = ϕ(x∗x) = 〈δe, x∗xδe〉 = 〈xδe, xδe〉 = 0⇒ x = 0⇒ y = 0,
tomando y = (θ ⊗ id)δ(a∗a), segue que ϕ((θ ⊗ id)(δ(a∗a))) = 0, donde
(θ ⊗ id)(δ(a∗a)). Assim, devido à arbitrariedade de θ, a Proposição
1.2.24 nos diz que δ(a)∗δ(a) = 0. Como δ é injetiva, a = 0. Portanto
EAe é fiel.

Lema 4.2.9. Sejam A uma C∗-álgebra e δ : A −→ A ⊗ C∗r (G) uma
coação injetiva. Considere σA : C∗(δA) −→ A o ∗-homomorfismo do
Corolário 4.2.6 e Λ : C∗(δA) −→ C∗r (δA) o ∗-homomorfismo sobre-
jetivo da construção da C∗-álgebra reduzida (ver Observação 2.1.28).
Então, ker(Λ) = ker(σA).
Prova. Com vistas na Proposição 4.2.1, sabemos que a família δA =
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{At}t∈G é um fibrado de Fell sobre G. Pelo Teorema 4.1.8, existe uma
coação contínua e injetiva δr
δA : C
∗
r (δA) −→ C∗r (δA) ⊗ C∗r (G). Além
disso, pela Proposição 4.2.8, sabemos que EC
∗
r (δA)
e = (id ⊗ ϕ) ◦ δr
δA e
EAe = (id⊗ ϕ) ◦ δ são fiéis. Daí, por um lado, para cada x ∈ C∗(δA),
Λ(x) = 0 ⇔ Λ(x)∗Λ(x) = 0⇔ EC∗r (δA)e (Λ(x∗x)) = 0 (4.3)
e
σA(x) = 0 ⇔ σA(x)∗σA(x) = 0⇔ EAe (σA(x∗x)) = 0. (4.4)
Por outro lado, para qualquer at ∈ At, t ∈ G,
E
C∗r (δA)
e (Λ(at)) = (id⊗ ϕ) ◦ δrδA(Λ(at)) = 0
⇔ (id⊗ ϕ)(Λ(at)⊗ λt) = Λ(at)ϕ(λt) = 0
⇔2 atϕ(λt) = 0
⇔3 σ(at)ϕ(λt) = (id⊗ ϕ)(σA(at)⊗ λt) = 0
⇔ (id⊗ ϕ)δ(σA(at)) = EAe (σA(at)) = 0.
Na segunda e na terceira duplas-implicações acima utilizamos, respec-
tivamente, os fatos de Λ|At e σA|At serem injetivas. Assim, por ar-
gumentos de linearidade e continuidade, segue que EC
∗
r (δA)
e (Λ(x∗x)) =
0⇔ EAe (σA(x∗x)) = 0, para todo x ∈ C∗(δA). Portanto, das Equações
4.3 e 4.4, concluímos que Λ(x) = 0⇔ σA(x) = 0, x ∈ C∗(δA).

Teorema 4.2.10. Sejam A uma C∗-álgebra e δ : A −→ A ⊗ C∗r (G)
uma coação contínua e injetiva e δA = {At}t∈G o fibrado de Fell as-
sociado dado pela Proposição 4.2.1. Considere σA : C∗(δA) −→ A o
∗-homomorfismo do Corolário 4.2.6. Então
σAr : C
∗
r (δA) −→ A
Λ(x) 7→ σA(x)
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é um isomorfismo de C∗-álgebras.
Prova. A boa definição como função e a injetividade de σAr seguem
imediatamente do Lema 4.2.9. Como σA é ∗-homomorfismo sobrejetor,
então σAr é ∗-homomorfismo sobrejetor, e portanto um ∗-isomorfismo.

Exemplo 4.2.11. Considerando a coação δ : M2(C) −→ M2(C) ⊗
C∗r (Z) e o fibrado δA = {A−1, A0, A1} a ela associado, conforme o
exemplo discutido no início desta seção, pelo teorema acima temos que
C∗r (δA) ∼= M2(C).
Exemplo 4.2.12. Seja G um grupo discreto, A = K(l2(G)) a C∗-
álgebra dos operadores compactos sobre l2(G) e δ : A −→ A⊗C∗r (G) a
coação contínua e injetiva definida por δ(x) = W (x⊗ 1)W ∗, conforme
o Exemplo 3.2.7.
Por construção, o fibrado δA = {At}t∈G é dado por At = {a ∈ A :
δ(a) = a⊗ λt}. Então, pela Equação 3.3, sabemos que M(C0(G))λt ⊆
At para todo t ∈ G, em que M : C0(G) −→ L(l2(G)) é o ∗-homo-
morfismo multiplicação e λ : G −→ L(l2(G)) a representação regular
à esquerda de G. Para ver que At ⊆ M(C0(G))λt, relembre que At =
Et(A), em que Et = (id⊗ϕt) ◦ δ, ϕt = ϕ(λt−1) e ϕ é o estado de Haar
de C∗r (G) (ver Observação 4.2.2). Como ϕt(λs) = δt,s, temos que
Et(Mfλs) = (id⊗ ϕt)δ(Mfλs)
= (id⊗ ϕt)(Mfλs ⊗ λs)
= Mfλsδt,s = Mfλtδt,s
para todo f ∈ C0(G) e s, t ∈ G. Disso, segue que At ⊆ M(C0(G))λt.
Consequentemente,
At = M(C0(G))λt, t ∈ G.
Desde que δ é coação contínua e injetiva, pelo Teorema 4.2.10, concluí-
mos que
C∗r (δA) ∼= K(l2(G)). (4.5)
Considere, agora, o fibrado de Fell produto semidireto de C0(G)×α
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G pela translação à esquerda α : G −→ Aut(C0(G)) definida por
αs(f)|t := f(s−1t) (ver a definição de fibrado produto semidireto no
Exemplo 2.1.6). Podemos ainda mostrar que o fibrado δA = {At}t∈G
mencionado acima é isomorfo à C0(G)×αG, no sentido de que a família
de funções contínuas {pit}t∈G, definidas por
pit : (C0(G)×α G)t 3 (f, t) 7−→Mfλt ∈ At,
são bijeções que preservam a estrutura de fibrado de Fell, ou seja, para
todo s, t ∈ G e f, g ∈ C0(G), valem as relações
(i) pis((f, s))pit((g, t)) = pist((f, s)(g, t));
(ii) pis−1((f, s)∗) = pis((f, s))∗.
Note, primeiro, que para todo f ∈ c0(G) e s, t, r ∈ G, tem-se
(λsMf )(δt)|r = Mf (δt)|s−1r
= f(s−1r)δt(s−1r)
= (Mαs(f)λs)(δt)|r,
de modo que λsMf = Mαs(f)λs. Assim, também temos que (Mfλs)
∗ =
Mαs−1 (f∗)λs−1 . Consequentemente,
pis((f, s))pit((g, t)) = (Mfλs)(Mgλt)
= MfMαs(g)λsλt
= pist(fαs(g), st)
= pist((f, s)(g, t))
e
pis−1((f, s)
∗) = pis−1(αs−1(f∗), s−1)
= Mαs−1 (f∗)λs−1
= (Mfλs)
∗
= pis((f, s))
∗.
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Para cada t ∈ G, a injetividade de pit segue da injetividade de M e λ;
a sobrejetividade pit segue do fato de At = M(C0(G))λt.
Portanto, pela Equação 4.5, obtemos o isomorfismo
C∗r (C0(G)×α G) ∼= K(l2(G)).
Observação 4.2.13. Seja α uma ação fortemente contínua de um
grupo G sobre uma C∗-álgebra A. O exemplo acima discutido é in-
teressante por se aproximar da teoria de produtos cruzados, uma vez
que é possível definir o produto cruzado cheio Aoα G como sendo C∗-
álgebra C∗(A×α G), bem como o produto cruzado reduzido Aoα,r G
como sendo a C∗-álgebra C∗r (A×α G).
Mostramos que C0(G)oα,rG ∼= K(l2(G)). É possível mostrar tam-
bém que C0(G) oα G é isomorfo a K(l2(G)) (em outras palavras, que
o fibrado C0(G) ×α G é amenable), mas isso não é trivial: precisa-
se mostrar que C0(G) oα G é simples. Além disso, o isomorfismo
C0(G) oα G ∼= K(l2(G)) é válido para grupos localmente compactos;
este resultado é chamado de Teorema de Stone-Von Neumann (ver [32,
Teorema 4.24])
Exemplo 4.2.14. Sejam G um grupo discreto e X ⊆ G um subcon-
junto qualquer. Considere B = K(l2(X)) a C∗-álgebra dos operadores
compactos sobre l2(X) e δX : B −→ B ⊗ C∗r (G) a coação contínua e
injetiva definida por δX(x) = W (x⊗1)W ∗, conforme o Exemplo 3.2.8.
Pelos mesmos argumentos utilizados no Exemplo 4.2.12 para mostrar
que o fibrado δA = {At}t∈G é tal que At = M(C0(G))λt para todo
t ∈ G, mostra-se que o fibrado δXA = {AXt }t∈G associado a coação δX
é dado por
AXt = M(It)λt, t ∈ G,
em que It = C0(X) · αt(C0(X)), M : C0(G) −→ L(l2(G)) é a repre-
sentação multiplicação e α : G −→ Aut(C0(G)) é a ação definida por
αs(f)|t = f(s−1t). Pelo Teorema 4.2.10, temos que C∗r (δXA) ∼= B =
K(l2(X)).
Observação 4.2.15. No exemplo acima, não é difícil mostrar que It
é um ideal fechado de C0(X). Pode-se mostrar que o fibrado de Fell
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δXA é isomorfo ao fibrado de Fell produto semidireto C0(X) ×αX G,
em que αX denota a ação parcial que é a restrição da ação (global)
α ao ideal C0(X) ⊆ C0(G).
Uma ação parcial de G em uma C∗-álgebra D consiste numa família
de ideais Dt ⊆ D e uma família de ∗-isomorfismos γt : Dt−1 −→ Dt
tais que
(i) De = D e γe = idD;
(ii) γs(D−1s ∩Dt) = Ds ∩Dst para todo s, t ∈ G; e
(iii) (γs ◦ γt)(a) = γst(a) para todo s, t ∈ G e a ∈ D−1t ∩ Dt−1s−1 .
Este é um caso particular de ação parcial torcida definida por Exel em
[7]. Dada uma ação parcial (torcida) γ de G em D, também pode-se
construir um fibrado de Fell produto semidireto D ×γ G de maneira
similar ao para ação (ver [7, Definição 2.8] para detalhes).
4.3 Equivalência entre categorias
Até este momento, ficou evidente a interrelação entre coações de
C∗r (G) e fibrados de Fell sobre G e, caso G seja abeliano, a ações de
Ĝ. Neste seção, formalizaremos estas correspondências apresentando
uma equivalência entre a categoria das coações contínuas e injetivas
do grupo quântico compacto C∗r (G) em C
∗-álgebras, cujos morfismos
são isomorfismos de C∗-álgebras que comutam certos diagramas, e a
categoria dos fibrados de Fell sobre grupos, cujos morfismos são famílias
de funções lineares contínuas entre as fibras e que preservam a estrutura
do fibrado. No caso em que o grupo é abeliano, veremos que a categorias
das coações de C∗r (G) em C
∗-álgebras é equivalente à categoria das
ações fortemente contínuas do dual de Pontryagin Ĝ em C∗-álgebras.
Definição 4.3.1. Uma categoria C consiste nos seguintes elementos:
(i) Uma classe de objetos de C, denotada por Obj(C).
(ii) Para cada par de objetos A,B ∈ Obj(C), uma classe de morfismos
f : A→ B, denotada por HomC(A,B).
(iii) Para cada objeto A ∈ Obj(C), um morfismo identidade idA ∈
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HomC(A,A).
(iv) Uma operação de composição que associa a cada par de morfismos
(f, g) ∈ HomC(A,B)× HomC(B,C) um morfismo g ◦ f ∈ HomC(A,C)
que satisfaz os seguintes axiomas:
(iv.1) Quaisquer três morfismos f ∈ HomC(A,B), g ∈ HomC(B,C) e
h ∈ HomC(C,D) são tais que (h ◦ g) ◦ f = h ◦ (g ◦ f).
(iv.2) Para cada objeto A ∈ Obj(C), o morfismo identidade idA : A→ A
é tal que para todo morfismo f ∈ HomC(A,B) tem-se f ◦ idA = f e
para todo morfismo g ∈ HomC(B,A) tem-se idA ◦ g = g.
Exemplo 4.3.2. Seja G um grupo discreto. Considere a classe Obj(C)
dos pares (A, δ), em que A é uma C∗-álgebra e δ : A −→ A⊗ C∗(G) é
uma coação contínua e injetiva. Para cada par (A, δ), (B, γ) ∈ Obj(C)
considere a classe HomC((A, δ), (B, γ)) dos ∗-homomorfismos f : A −→
B tais que o seguinte diagrama comuta:
A
δ //
f

A⊗ C∗(G)
f⊗id

B
γ // B ⊗ C∗r (G).
Então C é um categoria, chamada categoria das coações contínuas
e injetivas de C∗r (G). Dado (A, δ) ∈ Obj(C), o ∗-homomorfismo idA :
A −→ A é o morfismo identidade em HomC((A, δ), (A, δ)). Dados
f ∈ HomC((A, δ), (B, γ)) e g ∈ HomC((B, γ), (C, θ)) é fácil ver que a
composição de ∗-homomorfismos g ◦ f : A −→ C é tal que g ◦ f ∈
HomC((A, δ), (C, θ)). As outras propriedades também são facilmente
verificadas. No caso de o grupo G ser abeliano, a Proposição 3.1.9 nos
diz que os grupos quânticos C∗r (G) e C(Ĝ) são isomorfos. Por conta
disso, definimos a categoria das coações contínuas e injetivas de
C(Ĝ com a mesma estrutura da categoria C, trocando-se C∗r (G) por
C(Ĝ).
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Exemplo 4.3.3. Seja G um grupo discreto. Considere a classe Obj(B)
dos fibrados de Fell sobre G. Para cada par de fibrados A = {At}t∈G,B =
{Bt}t∈G ∈ Obj(B), considere a classe HomB(A,B) dos morfismos
pi : A −→ B, em que pi = {pit}t∈G e pit : At −→ Bt é uma função
linear contínua satisfazendo:
(i) pist(asat) = pis(as)pit(at) para todo as ∈ As, at ∈ At e s, t ∈ G;
(ii) pit(at)∗ = pit−1(a∗t ) para todo t ∈ At e t ∈ G.
Então B é uma categoria, chamada categoria dos fibrados de
Fell sobre G. Dado B = {Bt}t∈G ∈ Obj(B), o morfismo identidade
em HomB(B,B) é dado por idB = {idBt}t∈G, em que idBt : Bt −→ Bt
é a identidade, para cada t ∈ G. Dados pi = {pit}t∈G ∈ HomB(A,B)
e pi′ = {pi′t}t∈G ∈ HomB(B, C), claramente pi′ ◦ pi = {pi′t ◦ pit}t∈G ∈
HomB(A, C). As outras propriedades são facilmente verificadas.
Exemplo 4.3.4. Seja G um grupo discreto abeliano. Considere a
classe Obj(D) dos pares (A,α) em que A é uma C∗-álgebra e α : Ĝ −→
Aut(A) é uma ação fortemente contínua. Para cada par de objetos
(A,α), (B, β) ∈ Obj(D), considere a classe HomD((A,α), (B, β)) dos
∗-homomorfismos f : A −→ B que comutam, para todo χ ∈ Ĝ, o
seguinte diagrama
A
f //
αχ

B
βχ

A
f // B.
Então, D é uma categoria, chamada de categoria das ações forte-
mente contínuas de Ĝ. Dado (A,α) ∈ Obj(D), o homomorfismo
identidade em HomD((A,α), (A,α)) é simplesmente o homomorfismo
identidade id : A −→ A e a composição de f ∈ HomD((A,α), (B, β)) e
g ∈ HomD((B, β), (C, θ)) é o homomorfismo composição g ◦ f : A −→
C.
Definição 4.3.5. Sejam C e D categorias. Um funtor covariante
F entre C e D é uma aplicação F : C → D que a cada objeto A ∈
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Obj(C) associa um objeto F (A) ∈ Obj(D) e para cada morfismo f ∈
HomC(A,B) associa um morfismo F (f) ∈ HomD(F (A), F (B)), satis-
fazendo:
(i) F (idA) = idF (A) para todo A ∈ Obj(C).
(ii) F (g ◦ f) = F (g) ◦F (f), para quaisquer morfismos f ∈ HomC(A,B)
e g ∈ HomC(B,C) com A,B,C ∈ Obj(C).
Exemplo 4.3.6. Sejam G um grupo discreto abeliano, C a categoria
das coações injetivas de C∗r (G) e F a categoria das coações contínuas e
injetivas de C(Ĝ) (ver Exemplo 4.3.2). Pela Proposição 3.1.9, φλ−1 :
C∗r (G) −→ C(Ĝ) é um isomorfismo de grupos quânticos, de modo que
coações contínuas e injetivas de C∗r (G) correpondem bijetivamente a
coações contínuas e injetivas de C(Ĝ) (Proposição 3.2.3). Para cada
coação δ : A −→ A ⊗ C∗r (G), seja δ˜ : A −→ A ⊗ C(Ĝ) a coação
correspondente. Assim, podemos definir
Φ : C −→ F
Obj(C) 3 (A, δ) 7−→ (A, δ˜) ∈ Obj(F)
HomC((A, δ), (B, γ)) 3 f 7−→ f ∈ HomF((A, δ˜), (B, γ˜))
e
Φ−1 : F −→ C
Obj(F) 3 (A, δ˜) 7−→ (A, δ) ∈ Obj(C)
HomF((A, δ˜), (B, γ˜)) 3 f 7−→ f ∈ HomC((A, δ), (B, γ)),
são funtores covariantes. Isto segue do fato de C∗r (G) ser isomorfo a
C(Ĝ).
Exemplo 4.3.7. Sejam C a categoria das coações contínuas e injetivas
do grupo quântico C∗r (G) e B a categoria dos fibrados de Fell sobre G,
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conforme os Exemplos 4.3.2 e 4.3.3. Defina
F : C −→ B
Obj(C) 3 (A, δ) 7−→ δA ∈ Obj(B)
HomC((A, δ), (B, γ)) 3 f 7−→ F (f) ∈ HomB(δA,γ B),
em que, para todo (A, δ) ∈ Obj(C), δA é o fibrado dado pela Proposição
4.2.1, e F (f) = {f |At}t∈G para todo f ∈ HomC(A,B) e A,B ∈ Obj(C).
Também defina
F−1 : B −→ C
Obj(B) 3 A 7−→ (C∗r (A), δrA) ∈ Obj(C)
HomB(A,B) 3 pi 7−→ F−1(pi) ∈ HomC((C∗r (A), δrA), (C∗r (B), δrB)),
em que, para todo A ∈ Obj(B), δrA é a coação contínua e injetiva
dada pelo Teorema 4.1.8, e F−1(pi) : C∗r (A) −→ C∗r (B) é definido nos
elementos da base por F−1(pi)(Λ(at)) = Λ(pit(at)).
Vamos mostrar que F e F−1 são funtores covariantes.
Sejam (A, δ) ∈ Obj(C) e idA ∈ HomC((A, δ), (A, δ)). Por definição
idF ((A,δ)) = {idAt}t∈G, mas idAt = idA|At para todo t ∈ G, então
F (idA) = {idA|At}t∈G = {idAt} = idF (A).
Além disso, se f ∈ HomC((A, δ), (B, γ)) e g ∈ HomC((B, γ), (C, θ))
então, por definição, F (g) ◦ F (f) = {g|Bt ◦ f |At}t∈G. Mas f(At) ⊆ Bt
para todo t ∈ G, pois
at ∈ At ⇒ γ(f(at)) = (f ⊗ id)δ(at) = (f ⊗ id)(at ⊗ λt) = f(at)⊗ λt.
Logo, (g ◦ f)|At = g(f |At) = g|Bt ◦ f |At para todo t ∈ G. Segue que
F (g ◦ f) = {(g ◦ f)|At}t∈G = {g|Bt ◦ f |At}t∈g = F (f) ◦ F (f).
Portanto, F é um funtor covariante.
Seja A ∈ Obj(B) e idA ∈ HomB(A,A). Por definição, idF−1(A) =
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idC∗r (A). Mas F
−1(idA) : C∗r (A) −→ C∗r (A) é tal que
F−1(idA)(Λ(at)) = Λ(idAt(at)) = Λ(at),
para todo at ∈ At, t ∈ G. Ou seja, F−1(idA) = idF−1(A).
Agora, dados pi ∈ HomB(A,B) e pi′ ∈ HomB(B, E), como (pi′◦pi)t =
pi′t ◦ pit para todo t ∈ G, segue que
F−1(pi′ ◦ pi)(Λ(at)) = Λ((pi′ ◦ pi)t(at)) = Λ((pi′t ◦ pit)(at))
= Λ(pi′t(pit(at))) = F
−1(pi′)(Λ(pit(at)))
= F−1(pi′)(F−1(pi)(Λ(at)))
= (F−1(pi′) ◦ F−1(pi))(Λ(at))
para todo at ∈ At e t ∈ G. Portanto F−1 é um funtor covariante.
Exemplo 4.3.8. Sejam F a categoria das coações contínuas e injetivas
de C(Ĝ) e D a categoria das ações fortemente contínuas de Ĝ. Pelo
Corolário 3.2.10 e pelo Teorema 3.2.12, sabemos que coações contínuas
e injetivas de C(Ĝ) correspondem bijetivamente a ações fortemente con-
tínuas de Ĝ. Defina, então
J : F −→ D
Obj(F) 3 (A, δ) 7−→ (A,αδ) ∈ Obj(D)
HomF((A, δ), (B, γ)) 3 f 7−→ f ∈ HomD((A,αδ), (B,αγ)),
em que αδ : Ĝ −→ Aut(A) é a ação fortemente contínua dada por
αδχ = (id⊗ evχ)δ, χ ∈ Ĝ (ver Corolário 3.2.10). Defina também,
J−1 : D −→ F
Obj(D) 3 (A,α) 7−→ (A, δα) ∈ Obj(F)
HomD((A,α), (B, β)) 3 f 7−→ f ∈ HomF((A, δα), (B, δβ)),
em que δα : A −→ A⊗C(Ĝ) ∼= C(Ĝ, A) é a coação contínua e injetiva
dada por δα(a)|χ = αχ(a), χ ∈ Ĝ e a ∈ A (ver Teorema 3.2.12).
Vejamos que J e J−1 são funtores covariantes.
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Dados (A, δ), (B, γ) ∈ Obj(F) e f ∈ HomF((A, δ), (B, γ)), sabemos
que (f ⊗ id)δ = γ ◦ f . Então, para todo χ ∈ Ĝ e a ∈ A, temos que
f(αδχ(a)) = f((id⊗ evχ)(δ(a))) = f(δ(a)(χ))
= (f ⊗ id)(δ(a))|χ = γ(f(a)) = (id⊗ evχ)(γ(f(a)))
= αγχ(f(a)).
Isto mostra que f ∈ HomD((A,αδ), (B,αγ)). Além disso, se f ∈
HomF((A, δ), (B, γ)) e g ∈ HomF((B, γ), (C, θ)), então por definição
J(id(A,δ)) = J(idA) = idA = id(A,αδ) = idJ(A,δ) e J(g ◦ f) = g ◦ f =
J(g) ◦ J(f). Portanto J é um funtor covariante.
Similarmente, mostra-se que J−1 é um funtor covariante, apenas
observamos que para todo f ∈ HomD((A,α), (B, β)), χ ∈ Ĝ e a ∈ A,
temos que
(f ⊗ id)(δα(a))|χ = f(δα(a)(χ)) = f(αχ(a))
= βχ(f(a)) = δβ(f(a))|χ,
ou seja, f ∈ HomF((A, δα), (B, δβ)).
Definição 4.3.9. Sejam C e D categorias e F,G : C → D funtores
covariantes. Uma transformação natural entre F e G é uma apli-
cação η, denota por η : F → G, que associa a cada objeto A ∈ Obj(C)
um morfismo ηA ∈ HomD(F (A), G(A)), tal que para todo morfismo
f ∈ HomC(A,B) tem-se ηB ◦F (f) = G(f) ◦ ηA. Em outras palavras, o
seguinte diagrama comuta:
F (A)
F (f) //
ηA

F (B)
ηB

G(A)
G(f) // G(B).
Se, para todo A, ηA for isomorfismo em D então η é chamado isomor-
fismo natural.
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Exemplo 4.3.10. Sejam D a categoria das ações fortemente contínuas
de Ĝ e F a categoria das coações contínuas e injetivas de C(Ĝ) conforme
os Exemplos 4.3.4 e 4.3.2, respectivamente. Considere os funtores co-
variantes J : F −→ D e J−1 : D −→ F do Exemplo 4.3.8. Para cada
objeto (A, δ) ∈ Obj(F), observe que o ∗-isomorfismo idA : A −→ A
pertence a HomF((A, δαδ), (A, δ)), pois para todo χ ∈ Ĝ e a ∈ A, temos
que
δαδ(idA(a))|χ = αδχ(a) = (id⊗ evχ)δ(a)
= δ(a)(χ) = (idA ⊗ id)(δ(a))|χ.
Além disso, para todo (A, δ), (B, γ) ∈ Obj(F) e f ∈ HomF((A, δ), (B, γ))
e a ∈ A, temos que idB((J−1 ◦ J)(f))(a) = f(a) = (idF(f) ◦ idA)(a).
Em outras palavras, o seguinte diagrama comuta:
(A, δαδ)
(J−1◦J)(f) //
idA

(B, γαγ )
idB

(A, δ)
idF(f) // (B, γ).
Logo, η : J−1 ◦ J −→ idF, dado por η((A, δ)) = idA é um isomorfismo
natural.
Analogamente, mostra-se que ε : idD −→ J◦J−1, em que ε((A,α)) =
idA é um isomorfismo natural. É suficiente observamos que idA ∈
HomD((A,αδδ), (A,α)), pois para todo a ∈ A e χ ∈ Ĝ, tem-se que
αδαχ(idA(a)) = (id⊗ evχ)δα(a) = (δα(a))(χ)
= αχ(a) = idA(αχ(a)).
Exemplo 4.3.11. Sejam C a categoria das coações contínuas e injeti-
vas de C∗r (G) e B a categoria dos fibrados de Fell sobre G, conforme
os Exemplos 4.3.2 e 4.3.3. Considere ainda os funtores F : C −→ B e
F−1 : B −→ C do Exemplo 4.3.7.
Note que para todo A = {At}t∈G ∈ Obj(B), F−1(A) = (C∗r (A), δrA),
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de modo que
F (F−1(A)) = F ((C∗r (A), δrA)) =δrAA = {A
′
t}t∈G,
em que A′t = {a ∈ C∗r (A) : δrA(a) = a ⊗ λt}. E como δrA(Λ(at)) =
Λ(at) ⊗ λt para todo at ∈ At, t ∈ G, está bem definida a família de
funções piA = {piAt }t∈G, em que
piAt : At 3 at 7−→ Λ(at) ∈ A′t.
Além disso, temos que:
1. Pela Observação 2.1.29, sabemos que ‖Λ(at)‖ = ‖at‖ para todo at ∈ At.
Ou seja, Λ|At é isométrica, portanto injetiva. Daí piAt é isométrica,
e consequentemente injetiva, para todo t ∈ G. E dado a′t ∈ A′t ⊆
C∗r (A), existe as ∈ C∗(A) tal que Λ(as) = a′t. Mas então Λ(as)⊗ λs =
δrA(Λ(as)) = δ
r
A(a
′
t) = a
′
t ⊗ λt , donde λt = λs, o que implica s = t.
Assim, piAt é sobrejetiva para todo t ∈ G.
2. Como Λ : C∗(A) −→ C∗r (A) é ∗-homomorfismo, segue que piAts(atas) =
piAt (at)pi
A
s (as) e pi
A
t−1(a
∗
t ) = pi
A
t (at)
∗ para todo as ∈ As, at ∈ At e s, t ∈
G.
Dos itens 1 e 2 acima, segue que piA é um isomorfismo entre os
fibrados A e δrAA.
Sejam A e B ∈ Obj(B) e f = {ft}t∈G ∈ HomB(A,B). Escolhendo
ηA = pi−1A = {piAt −1}t∈G e ηB = pi−1B = {piBt −1}t∈G, vejamos que o
seguinte diagrama é comutativo:
δrAA
(F◦F−1)(f) //
ηA

δrBB
ηB

A IB(f) // B.
Mas como F (F−1(f)) = {F−1(f)|A′t}t∈G, para todo Λ(at) = a′t ∈ A′t e
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t ∈ G, temos que
(piBt
−1 ◦ F−1(f)|A′t)(a′t) = piBt −1(F−1(f)(a′t)) = piBt −1(F−1(f)(Λ(at)))
= piBt
−1(Λ(ft(at))) = ft(at) = ft(piAt
−1(Λ(at)))
= (ft ◦ piAt −1)(a′t).
Ou seja, ηB ◦ (F ◦ F−1)(f) = f ◦ ηA, donde η : F ◦ F−1 −→ IB é um
isomorfismo natural.
Note, agora, que para todo (A, δ) ∈ Obj(C) tem-se (F−1◦F )(A, δ) =
F−1(δA) = (C∗r (δA), δrδA). Pelo Teorema 4.2.10, a função
σAr : C
∗
r (δA) −→ A
σAr (Λ(x)) 7−→ σA(x)
é um isomorfismo de C∗-álgebras, em que σA : C∗(δA) −→ A é o ∗-
homomorfismo do Corolário 4.2.6. Mas por construção, dado at ∈ At
e t ∈ G, tem-se que σA(at) ∈ At, ou seja, δ(σA(at)) = σA(at) ⊗ λt.
Então
((σAr ⊗ id) ◦ δrδA)(Λ(at)) = (σAr ⊗ id)(Λ(at)⊗ λt)
= σAr (Λ(at))⊗ λt = σA(at)⊗ λt
= δ(σA(at)) = (δ ◦ σAr )(Λ(at)).
Disso, decorre que σAr ∈ HomC((C∗r (δA), δrδA), (A, δ)), de modo que σAr
é um isomorfismo entre (C∗r (δA), δrδA) e (A, δ).
Por fim, mostremos que ε : IC −→ F−1 ◦ F , em que ε(A,δ) = σAr
para todo (A, δ) ∈ Obj(C), é um isomorfismo natural. Com efeito,
dados (A, δ), (B, γ) ∈ Obj(C) e f ∈ HomC((A, δ), (B, γ)), temos que
(ε(B,γ) ◦ (F−1 ◦ F )(f))(Λ(at))
= ε(B,γ)(F
−1(F (f))(Λ(at))) = ε(B,γ)(Λ(F (f)t(at)))
= ε(B,γ)(Λ(f |At(at))) = ε(B,γ)(Λ(f(at))) = σBr (Λ(f(at)))
= σB(f(at)) =
7 f(at) = f(σ
A(at)) = f(σ
A
r (Λ(at)))
= (f ◦ σAr )(Λ(at)),
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para todo at ∈ At e t ∈ G. Na igualdade 7 acima, utilizamos o fato
de f(at) ∈ Bt, pois γ(f(at)) = (f ⊗ id)(δ(at)) = (γ ⊗ id)(at ⊗ λt) =
f(at)⊗ λt. Assim, o seguinte diagrama é comutativo:
(C∗r (δA), δrδA)
(F−1◦F )(f) //
ε(A,δ)

(C∗r (γB), γrγB)
ε(B,γ)

(A, δ)
IC(f) // (B, γ).
Portanto, ε : IC −→ F−1 ◦ F é um isomorfismo natural.
Exemplo 4.3.12. Seja G um grupo abeliano. Sejam C a catego-
ria das coações contínuas e injetivas de C∗r (G) e F a categoria as
coações contínuas e injetivas de C(Ĝ). Considere, ainda, os funtores
covariantes Φ : C −→ F e Φ−1 : F −→ C do Exemplo 4.3.6. En-
tão η : Φ−1 ◦ Φ −→ idC dedinido por η((A, δ)) = idA, para todo
(A, δ) ∈ Obj(C), e ε : idF −→ Φ◦Φ−1 definido por ε((A, δ˜)) = idA, para
todo (A, δ˜) ∈ Obj(F) são isomorfismos naturais. Isto segue diretamente
do fato de C∗r (G) ∼= C(Ĝ).
Definição 4.3.13. Sejam C e D duas categorias. Dizemos que C e
D são equivalentes se existem funtores covariantes F : C → D e
G : D → C e dois isomorfismos naturais η : F ◦G→ ID e ε : IC → G◦F ,
em que F ◦G : D → D e G ◦ F : C → C são as composições de F e G,
e IC : C → C e ID : D → D denotam funtores identidades em C e D,
respectivamente, levando cada objeto e cada morfismo em si mesmo.
Teorema 4.3.14. Seja G um grupo discreto. A categoria C das coações
contínuas e injetivas do grupo quântico C∗r (G) é equivalente à categoria
B dos fibrados de Fell sobre G.
Prova. Pelos Exemplos 4.3.7 e 4.3.11, existem funtores covariantes
F : C −→ B e F−1 : B −→ C, e isomorfismos naturais η : F−1 ◦ F −→
IB e ε : IC −→ F ◦ F−1. Segue, pela definição 4.3.13, que C e B são
categorias equivalentes.

118
Teorema 4.3.15. Seja G um grupo discreto abeliano. A categoria C
das coações contínuas e injetivas do grupo quântico C∗r (G) é equivalente
à categoria D das ações fortemente contínuas de Ĝ.
Prova. Do Exemplo 4.3.12, temos que C é equivalente a categoria
F das coações contínuas e injetivas de C(Ĝ) e pelo Exemplo 4.3.10,
sabemos que F é equivalente à D. Portanto, por transitividade, C é
equivalente a D.

Corolário 4.3.16. Seja G um grupo discreto abeliano. A categoria
B dos fibrados de Fell sobre G é equivalente à categoria D das ações
fortemente contínuas de Ĝ.
Prova. Segue dos Teoremas 4.3.14 e 4.3.15.

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