Abstract. We show that the cost (length) Of the shortest traveling salesman tour through n points in the unit square is, in the worst case, aopt v/n + o (x/-n), where 1.075 atsPopt <= 1.414. The cost of the minimum 4+ O(4), where matching of n points in the unit square is shown to be, in the worst case, a opt 0.537 mat <0.707 Furthermore, for each of these two problems there is an almost linear time heuristic opt algorithm whose worst case cost is, neglecting lower order terms, as low as possible.
1. Introduction. Let P be a set of n points in the (Euclidean) unit square. Define a traveling salesman tour T of P as a set of n edges such that each point of P is an endpoint of exactly two edges, and the resulting graph (P, T) is connected. If n is even, then define a matching M of P as a set of n/2 edges such that each point of P is an endpoint of exactly one edge of M. If S is a tour or a matching then let cost(S) denote the sum of the lengths of the edges of S. The (Euclidean) traveling salesman (respectively, matching) problem is to find a minimum cost tour (respectively, matching).
The Euclidean traveling salesman problem is known to be NP-hard [7] , [11] while the fastest known algorithm for Euclidean matching runs in time O(n 3) [6] , [13] . This paper concerns fast heuristic algorithms for these two problems. Applications for heuristic Euclidean matching are described in [15] .
In order to evaluate a heuristic, we use the following measure" the worst-case performance of a traveling salesman heuristic A is a function fP' N--> I such that fP (n)= sup {the cost of A's tour of P}, P where P ranges over all sets of n points in the unit square. By "sup" we mean the supremum, i.e., the least upper bound; by "inf" we mean the infimum, the greatest lower bound. We use the supremum in the definition of worst-case performance because it is possible (since there are infinitely many n-point sets) that there is no n-point set P for which the cost of A's tour is maximized. If "O(nf(n))" in the statement of (2) . Examples of such functions f are [lg lg n ], lg*n, a (n, n) [18] , and so on. In other words, (2) says that for each of these two problems, there exists an almost linear time heuristic algorithm whose worst-case performance is asymptotically optimal.
The worst-case performance (as defined above) of various traveling salesman problem and matching algorithms is given in Tables I and 2 , respectively. For matching, the rectangle algorithm is the best of the simple divide-and-conquer algorithms; its worst-case behavior is analyzed in [17] (this issue, pp. 118-143)and its average-case behavior is analyzed in [14] . The greedy algorithm for matching works by iteratively matching the two closest unmatched points; the analysis of its worst-case performance is in [1] and its O(nlogn) implementation is in [4] . The spiral rack matching algorithm and its analysis are in [9] .
Our results on worst-case performance should also be compared with the known results on expected performance: (i) The expected cost of the shortest tour of n points drawn from a uniform distribution in the unit square is tsp4+O(4), for some Btsp satisfying 0.61 tsp 0.92 [2] .
(ii) The expected cost of the minimum matching of n points drawn from a uniform distribution in the unit square is Brnatn+o(n), for some /3m,t satisfying 0.25 _--< /3mt -< 0.402 [12] .
2. Lower bounds on opt and opto We will show that 2 --< a opt and that mat 1//T_-< a opt. Our strategy is to construct an infinite class of sets of points P such that any tour of P has cost at least (2//lffiff-and any matching of P has cost at least (1//)/. Let k >_-2 be an even integer. Let P be the set of points
When we say that (Vn)[f(n)<-xx/-+o(x/-n)], we mean that (::lg. Fig. 1 with k 6. The points of P are vertices of a hexagonal grid, which, incidentally, also gives the densest packing of the plane by unit circles [16] and the worst known example for the greedy matching heuristic [1] . performance is at most /n + O(1). The algorithm can be used for matching, when n is even, by taking the shorter of the two matchings contained in the tour found. Therefore the worst-case performance of the strip algorithm for matchingis bounded above by x/n-+ O(1). This will show that apPt -_< x/ and that a ompat 1/x/2.
The strip algorithm for the traveling salesman problem is a modification of one analyzed for its expected performance in [2] . We are given a set of n points in the unit square. Let r nx/-/2]. Divide the unit square into r vertical strips, each of width 1/r. Construct a tour T of the points by starting at the lowest point in the leftmost strip, going up that strip from point to point, over to the top point of the next strip, then down that strip point by point, up the next, and so on, finally returning to the starting point, as shown by the jagged line in Fig. 2 A second tour T2 is constructed in the same way, except that now the strip boundaries are shifted by 1/(2r) to the right. There are r + 1 strips used in constructing T2, each of width 1/r. In Fig. 3 , the strip boundaries for T1 are shown as solid lines, those for T2 as dashed lines. Note that the leftmost of these strips contains none of the points in its left half. Similarly, the rightmost strip contains none of the points in its right half.
The strip algorithm outputs the shorter of the two tours Tx and T2. The algorithm can be implemented in time O(n log n) by appropriately sorting the points.
To derive an upper bound on the cost of the tour produced, we will bound the sum of the horizontal and vertical components, and then use the triangle inequality.
Consider paths P and P2 defined as follows: Px starts at the bottom, on the median of the leftmost of the strips used in constructing T. P follows the median of that strip up to the top, then down the median of the next strip, up the median of the next, and so on. For each strip, for each point in that strip, the path P1 juts out to that point and then back to the median, moving at right angles, as illustrated in Fig. 4 by the jagged line. The path P2 is defined like P1, except that P2 follows the medians of the strips used to construct T2. It follows from the triangle inequality that length (Tx)-<length (P), and that length (T2)=<length (P2). We now derive an upper bound on length (Px)+ length (P2).
Consider some input point q; q must lie in some strip used for T and for P1
(shown in Fig. 5 between solid lines), and in some strip used for T2 and for P2 (shown in Fig. 5 between dashed lines). In Fig. 5 In order to avoid the sorting required by the strip heuristic, Algorithm 1 uses a slightly crude approximation, the modified strip heuristic. It is essentially the serpentine algorithm of [9] . Each column of subsquares in the grid is a strip and we traverse the subsquares by going up the first strip, down the second, up the third, and so on. The tour thus constructed visits the points in some arbitrary order that is consistent with the cell order. Figure 7 shows an example of such a tour. 4 . Perform the modified strip heuristic to find a tour of the distinguished points.
5. T' <--the union of all tours found in Steps 3 and 4. 6. Convert T' to a tour T by the method of [5] (see [13] (n)[fopt 2 Since T' is a union of tours, the degree of each vertex in T' is even so T' contains an Eulerian circuit.
Start at an arbitrary vertex and follow the order of the Eulerian circuit, but skip any previously encountered point; the result is a Hamiltonian circuit. By the triangle inequality, the cost of this Hamiltonian circuit is no more than the cost of the Eulerian circuit we started with. The cost of the Eulerian circuit is the sum of the lengths of the edges in T'. The tour produced in Step 4 by the modified strip algorithm on at most c E points has cost O(c). In Step 5, the tour T produced by the method of [5] (see [13] ) from T', the union of the tours found in Steps 3 and 4, has cost at most Y-er' length(e), by the triangle inequality. Therefore the total cost of the tour T produced by the algorithm is at most There is a dynamic programming algorithm that finds the shortest tour of r points in time O(r2r) [3] , [8] , hence in time O(z') for z >2.
Step 3 makes at most +c 2 calls on that algorithm, each with at most 4b points. Therefore the time quired by
Step 3 is [6] , [13] to find the minimum cost matching of Q pp'-Q end 4. Perform the modified strip heuristic to find a tour of the distinguished points, then find the less costly of the two matchings contained in the tour. 5. Output the union of all matchings found in Steps 3 and 4. As for the time required, the partitioning takes O(n log n) under the real RAM model of computation and O(nf(n)) if the floor function is available at unit cost" Let b and be defined by (1) and (2), respectively; note that now b (R)(ff-f(n)). There is at most one distinguished point in each subsquare, so Step 4 can be performed in time O(c 2) O(n/x/-f(n)). The total time for Algorithm 2 is thus O(n log n) without the floor function and O(nf(n)) with it.
6. Open problems. for which a a opt and a n opt 7. Acknowledgment. We gratefully acknowledge suggestions by the referee that helped sharpen one of the time bounds, improve the notation, and clarify the exposition.
