Abstract: Doping concentration is the key factor affecting the performance of infrared detectors.
INTRODUCTION
In recent years, Despite the development of the fourth-generation infrared detectors utilizing sub-band quantum transitions have made significant progresses, but in the field of high-precision infrared imaging HgCdTe infrared detectors still maintains its dominant position [1] . Its merit of high quantum efficiency and low dark current is outstanding compared with other types of infrared detectors.
Due to the complexity of HgCdTe compound, it is less understood than Si, Ge and other materials.
Increasing the yield of the devices and improving the performance of the detectors has been an important issue. Current research on HgCdTe infrared detectors focuses on the impact on the performance of HgCdTe PN junctions caused by different device physical structure and process [2] [3] .
However research on the impact on the overall performance of detectors is still little. In this paper, an important parameter for infrared detectors, response time is aimed at, whose relationship with the impurity concentration of the PN junction is theoretically analyzed. A physical quantity that characterizes response time is established through the approach of approximately solving continuity equation of one dimensional PN junctions that receive infrared radiation. Then the theoretical estimation model of RS is proposed. At last the error between the fact and the estimation model is analyzed. The result of the study contributes to the optimization design for pixels of HgCdTe infrared detectors.
THEORETICAL BASIS AND DEVICE STRUCTURE
Electrical properties of semiconductor devices is determined by solving the following three equations under boundary conditions 
An n-on-p type of photovoltaic HgCdTe midwave infrared detectors are analyzed as an example, the structure of PN junctions is shown in figure 1 . To make the paper concisely, symbols that are not annotated are written in internally general wording, which can be identified in semiconductor physics textbooks.
(2) continuity equation: Figure 1 n-on-p type of HgCdTe infrared detectors
ESTIMATION MODEL OF RESPONSE SPEED
RS describes the speed when detectors receive radiation, that is, the reciprocal of the time that the output of detectors rises until get stable. Now we establish the one-dimensional carrier drift model of PN junctions receiving radiation., shown as figure 2. Based on continuity equation (2), the depletion region of P area shows: Five approximations are given in the following:
(1) The current semiconductor manufacturing process guarantees PN junctions to be fabricated as abrupt junctions. Besides the stimulated carriers are much less than the identical majority carriers [4] .
So the stimulation results in a small injection case. Based on poisson equation
The width of N area of the n-on-p photovoltaic HgCdTe midwave infrared detector is 1um, the width of P area is 9um. The current density is uniform in the one-dimensional model, that is
operation, the drift current is much larger than the diffusion current which can be calculated by Schockley equation [5] , so we get
(4) A two-demensional IFPA has more than 100 x 100 pixels, so the area per pixel has to be small enough, a detector from sofradir company is taken as an example, whose array format is 320 x 256, and pixel size is 30um x 30um, which conclude to the assumption that every point in the very pixel receives the same radiation. Besides the integration time is such short, usually 10ns to 1us, that the ability to absorb radiation in the pixels within the exposure time is not changed. That is, I φ dose not vary with time and location refered to a single pixel in the derivation process of RS.
(5) Photovoltaic infrared detectors operate at extremly low temperature, the concentration of intrinsic carriers in HgCdTe is almost 10 25 at 77K [6] . Typical low background radiation is 10 12 /cm 2 .s, with the photoelectic conversion efficiency being 0.7 the stimulated carrier is almost 10 31 . Therefore the carriers that exist before exposure to radiation are much less than the stimulated. 
DP
Effect on the RS of DP can be seen from the above expression, the higher the DP is, the faster the detector is. The relaxation time of photoconductive detectors is n τ or p τ (determined the type of n or p) [7] . The photovoltaic is two to three orders of magnitude faster than the photoconductive, shown as figure 3 . The unit of DP in the paper is /cm 3 , the unit of RS in the paper is /s. 
ERROR ANALYSIS OF ESTIMATION MODEL
Because the approximation (1), (4) and (5) in section 3 can be strictly guaranteed, so the impact of (2) and (3) are considered only in the error calculation. The RS that is acquired through the TEM does not include the effect induced by space factors, while the fact is that with regard to a single pixel, the current density varies in different positions, the RS is the reciprocal of the rise time of the whole current that is the result of current density in various positions integrating. Table 2 shows the comparison of the RS from the TEM and the numerical computation (NC) in the range from 10 17 to 10 21 . Diversity of spatial distribution of photo-generated carriers is considered in the NC, meanwhile the drift motion is included. Parameters used to calculate the value are shown in Table 1 . As can be seen from Table 2 , the error TEM that brings increases with the DP increasing, the maximum error reaches 5.9% if the DP is 10 21 . 
CONCLUSION
This paper presents a theory of photovoltaic infrared detectors RS estimation model, based on which the relationship between response time and DP is clarified, which RS increases with the DP increasing. The error of the model is analyzed utilizing NC, the result shows that the error increases if the DP is improved. The maximum error under the current process level reaches 5.9%. The conditions on which the model is established are built under several assumptions, more complex conditions will be considered in the following work, including extreme operating situations, in order to improve the precision and enhance the robustness of the estimation model.
