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Abstract. In this paper, we classify the singularities of nonnegative solutions to fractional elliptic equation
in Ω \ {0},
where p > 1, Ω is a bounded, C 2 domain in R N containing the origin, N ≥ 2 and the fractional Laplacian (−∆) α is defined in the principle value sense. We obtain that any classical solution u of (1) is a weak solution of (−∆) α u = u p + kδ 0 in Ω,
for some k ≥ 0, where δ 0 is the Dirac mass at the origin. In particular, when p ≥ has been classified by Lions in [26] for p ∈ (1, N N −2 ), by Aviles in [1] for p = N N −2 , by Gidas and Spruck in [19] for N N −2 < p < N +2 N −2 , by Caffarelli, Gidas and Spruck in [9] for p = N +2 N −2 . When p ∈ (1, N N −2 ), Lions in [26] showed that any nonnegative solution of (1.2) is a very weak solution of −∆u = u p + kδ 0 in Ω,
for some k ≥ 0, and further noted that there exists k * > 0 such that for k ∈ (0, k * ), problem (1.3) has at least two solutions including the minimal solution and a Mountain Pass type solution; for k = k * , problem (1.3) has a unique solution; there is no solution of (1.3) for k > k * . So the solution of (1.2) has either the singularity of |x| 2−N or removable singularity when p ∈ (1, N N −2 ). In contrast with problem (1.3) with source nonlinearity, Véron in [36] showed that the semi-linear elliptic equations with absorption terms Such an object has been extended to the equations with Radon measures or boundary measure data in [5, 8, 20, 22, 23] and more related topics see references [2, 3, 7, 37] . When α ∈ (0, 1), (−∆) α is a non-local operator, which has been studied by Caffarelli and Sivestre in [11, 12, 14] , and fractional equations with measures and absorption nonlinearity in type (1.5) have been studied by Chen and Véron in [16, 17] . In the source nonlinearity case, Chen, Felmer and Véron in [15] Our interest in this paper is to classify the singularities of (1.1) and then to obtain the existence of singular solutions of (1.1) by considering the very weak solutions of corresponding problem with Dirac mass.
The classification of singularities of nonnegative solutions for (1.1) states as follows. 
where
Notice that for α = 1, by the local property of the Laplacian and Integration by Part formula, the solution u of (1.2) has the following essential estimate of the singularity of the average in sphere of the corresponding solution
where c 1 > 0 andū(r) = ∂Br(0) u(x) dω(x), then it is available to apply the Schwartz's Theorem in [30] to classify the singularity of solutions of (1.2). However, for α ∈ (0, 1), because of the nonlocal property of the fractional Laplacian, problem (1.1) can not be translated into ODE by the average sphere function. The strategy to prove Theorem 1.1 is to derive u ∈ L p (Ω) and to scale the typical test functions and by using the positiveness of the solution to derive that
We notice that k = 0 in the super critical case, i.e. p ≥ N N −2α , which means that the singularity of positive solution is not visible in the distribution sense.
From Theorem 1.1, the solution of (1.1) may have the singularity as |x| 2α−N or removable singularity at the origin. Next we consider the existence and nonexistence singular solution of (1.1) by dealing with the very weak solutions to (1.6) when p ∈ (1, (1.6 ) admits a minimal positive solution u k and a MountainPass type solution w k > u k , both solutions are classical solutions of (1.1) and satisfy (1.9) ; (ii) for k = k * , problem (1.6) admits a unique positive solution u k , which is a classical solution of (1.1) and satisfies (1.9) ; (iii) for k ≥ k * , problem (1.6) 
admits no solution.
We remark that the minimal positive solution of (1.1) is derived by iterating an increasing sequence {v n } n defined by
is the Green operator defined as
and G α is the Green kernel of (−∆) α in Ω × Ω. The properties of Green's function see Theorem 1.1 in [18] . To insure the convergence of the sequence {v n } n , we need to construct a suitable barrier function by using the estimate
, where c 2 > 0. By the analysis the stability of the minimal solution, we deduce the existence of the very weak solution in the case that k = k * and for k ∈ (0, k * ), we construct Mountain Pass solution υ k for the problem
and then the Mountain Pass type solution υ k + u k is a solution of (1.6). The paper is organized as follows. In Section 2, we show the integrability of the solution u of (1.1) and the isoltated support of operator generated by (−∆) α u − u p . Section 3 is devoted to do classification of the singularities of (1.1). Finally, in Section 4 we prove the existence and nonexistence of very weak solutions of problem (1.6).
Preliminary results
We start our analysis from the integrality of nonnegative solution u to the fractional problem (1.1). In what follows, denote by c i the positive constant with i ∈ N, G α denotes the Green's function of (−∆) α in Ω × Ω and G α [·] is the Green operator defined as
Proposition 2.1. Assume that p > 1 and u is a nonnegative classical solution of (1.1 
So for any r > 0, there exist decreasing sequence {R n } n such that R n ∈ (0, r), lim n→∞ R n = 0 and
Let v n be the solution of
where 
Since lim y→x G(x, y) = +∞ for x ∈ Ω, there exists r 0 > 0 such that G(x, y) ≥ 1 for x, y ∈ B r 0 (0), and by (2.2),
which together with (2.3) implies that u + Γ 0 = +∞ in B r 0 (0) and this is impossible. Therefore, we have that u p ∈ L 1 (Ω).
To improve the regularity, we need following regularity result.
In the searching the second solution of (1.6), Mountain Pass theorem is applied in the Hilbert space H α 0 (Ω), defined by the closure of C ∞ c (Ω) under the norm of
The corresponding inner product in H α 0 (Ω) is given as
Proposition 2.3. For s ∈ [0, 2α), the embedding:
is continuous and compact for
Proof. From Theorem 6.10 and Theorem 7.1 in [25] , it is known that the embedding
is continuous for
and is compact for
).
By using Hölder inequality, for q ∈ [1,
thus, the embedding
(2.8)
where e x = x |x| and R 0 > 0 such that Ω ⊂ B R 0 (0). From [18] , we know that
then we apply (2.8) to obtain (2.9) and (2.10).
By direct computation, we have that
Denote by L the operator related to (−∆) α u − u p in the distribution sense, i.e.
Proof. For any ξ ∈ C ∞ c (Ω), applying the Integral by Parts formula, see Lemma 2.2 in [16] , it infers that
Since ξ ∈ C ∞ c (Ω) has the support in Ω \ {0}, then there exists r > 0 such that ξ = 0 in B r (0) and if we put the ǫ > 0 small enough, we have that
where u ǫ is defined in (2.11). For x ∈ Ω \ B r (0) and ǫ < r 4 , we have that
where |x − y| > r − 2ǫ and then we have that
For x ∈ Ω \ B r (0) and ǫ < r 4 , we have that
Finally, for x ∈ Ω \ B r (0) and ǫ < r 4 , there holds that
which, together with (2.14) and (2.15), implies that
Therefore, L(ξ) = 0 for any ξ ∈ C ∞ c (Ω) with the support in Ω \ {0}.
Isolated singularities
From (2.1), then u ∈ L 1 (Ω) and for any ξ ∈ C ∞ c (Ω),
This means that the support of L is a isolated set {0} and by Theorem XXXV in [30] (see also Theorem 6.25 in [33] ) it implies that
where a = (a 1 , · · · , a N ) is a multiple index with a i ∈ N, |a| = N i=1 a i and in particular,
Proposition 3.1. Assume that p > 1 and a is multiple index. Then
In particular, if α ∈ (0,
Now we use the following test functions in (3.2),
Observe that
Fix r, we see that
Furthermore,
Therefore, we have that
On the other side, we see that
For |a| ≥ 2α, we have that
then we have k a = 0 by arbitrary of ǫ in (3.4) . Thus (3.3) holds true. In the particular of α ∈ (0, 1 2 ], since |a| ∈ N and 2α ≤ 1, then we have that k a = 0 for all |a| ≥ 1. The proof ends.
From Proposition 3.1, it implies that for α ∈ ( 1 2 , 1), the expression (3.1) reduces to
. We observe that
where g is α−harmonic function such that g(x, y) =
and
where c 8 > 0 and ρ(x) = dist(x, R N \ Ω).
, and k i ∈ N is from (3.6) . Then
Proof. Since
where g is a bounded function, then Γ must change signs if k i = 0 for some i. Now assume that there exists i such that k i = 0. We observe that
and there is t ∈ (0, 1) such that
and u p ∈ L 1 (Ω), which contradicts (2.1). Now we only have to consider the case that p < N N −2α+1 . In order to obtain the contradiction, we continue to estimate G α [u p ]. Let
We infer from u p ∈ L s 0 (Ω) with
9) where c 10 > 0. By the definition of u 1 and (3.9), we obtain
then from (3.11) and (3.8) with (2α − 1 − N )p + 2α > 2α − 1 − N , there exists some point x 0 ∈ −A t such that u(x 0 ) < 0, which is impossible since u is nonnegative solution of (1.1).
On the other hand, if s 1 < 1 2α N p, we proceed as above. Let
Inductively, we define
So there is m 0 ∈ N such that
and by Proposition 2.2 part (i), it infers that
Therefore, (3.11) holds true, it infers that u(x 0 ) < 0 for some point x 0 ∈ Ω \ {0} and we obtain a contradiction with u ≥ 0.
Proof of Theorem 1.1. From Proposition 3.1 and Proposition 3.2, there exists some k ∈ R such that u is a weak solution of (−∆)
and then
We infer from u p ∈ L t 0 (Ω) with
and then it could be improved that u is a classical solution of (1.8).
If t 1 < 1 2 N p, we proceed as above. By Proposition 2.2, u ∈ L t 2 p (Ω), where
then it deduces that u is a classical solution of (1.8).
When p ∈ (1, N N −2α ) and k = 0, form observations that lim
then it follows from Proposition 2.2 that if
, then u has asymptotic behavior c N,α k|x| 2α−N and we are done. If not, u 1 ∈ L t 1 p (Ω) and u p 1 ∈ L t 1 (Ω) with
By the Young's inequality,
where c 11 > 0. By the definition of u 1 and (3.14), we obtain
On the other hand, if t 1 < 1 2α N p, we proceed as above. Let
, where
Therefore, by the assumption that u is nonnegative, it is necessary that k > 0 and
This ends the proof.
Existence of weak solution

Minimal solution. Proof of Existence of the minimal solution in Theorem 1.2.
We first define the iterating sequence
and assuming that v n−1 ≥ v n−2 in Ω \ {0}, we deduce that
Thus, the sequence {v n } is a increasing with respect to n. Moreover, we have that
We next build an upper bound for the sequence {v n }. For t > 0, denote
where c 2 > 0 is from Lemma 2.1, then
Note that the convex function f k (t) = (c 2 tk p−1 + 1) p can intersect the line g(t) = t, if
Hence, for t p we have chosen, by the definition of w tp , we have w tp > v 0 and
for all n ∈ N. Therefore, the sequence {v n } converges. Let u k := lim n→∞ v n . By (4.1), u k is a weak solution of (1.6). We claim that u k is the minimal solution of (1.1), that is, for any positive solution u of (1.6), we always have u k ≤ u. Indeed, there holds
We may show inductively that u ≥ v n for all n ∈ N. The claim follows. Similarly, if problem (1.6) has a nonnegative solution u for k 1 > 0, then (1.6) admits a minimal solution u k for all k ∈ (0, k 1 ]. As a result, the mapping k → u k is increasing. So we may define k * = sup{k > 0 : (1.1) has minimal solution for k}, then k * is the largest k such that problem (1.6) has minimal positive solution, and
We next prove that λ * < +∞. Let (λ 1 , ϕ 1 ) be the first eigenvalue and positive eigenfunction of (−∆) α in H α 0 (Ω), see Proposition 5 in [31] then by the fact that
for some r > 0 satisfying B 2r (0) ⊂ Ω. There exists c 14 > 1 such that c 14
and we imply that
where c 15 , c 16 > 0. As a conclusion, there exists c 17 > 0 such that
Regularity of very weak of solution of (1.6) . Let u be a very weak solution of (1.6) and
and for some constant c i > 0 depending on i, we have
.
Then we obtain inductively that
We may verify that
Therefore, lim i→+∞ q i = +∞, so there exists i 0 such that N − 2q i 0 > 0, but N − 2q i 0 +1 < 0, and we deduce that
By elliptic regularity, we know from (4.8) that u is Hölder continuous in B i 0 and so is u p . Hence, u is a classical solution of (1.1).
4.2.
Stability. In what follows, we discuss the stability of the minimal solution of (1.1). 
Proof. To prove the stability when k > 0 small. When k > 0 small, the iteration procedure:
] is controlled by super solution w tp , where
So there holds u
Then it follows by Proposition 2.3 that
if k > 0 sufficient small. Then u k is a stable solution of (1.1) for k > 0 small. Now we prove the stability for k ∈ (0, k * ). Suppose that if u k is not stable, then we have that
By Proposition 2.3, σ 1 is achievable and its achieved function ξ 1 could be setting to be nonnegative and satisfies (−∆)
which is impossible. Consequently,
As a conclusion, we derive that u k is stable for k < k * .
To prove (4.9) . For any k ∈ (0, k * ), let k ′ = k+k * 2 > k and l 0 = (
p < 1, then we see that the minimal solution u k ′ of (1.1) with k ′ is stable and
where we have used k − k ′ l p 0 = 0. Thus, we have that l 0 u k ′ is the minimal solution of (1.1) and we have that
α , which together with the fact that 
Combine the mapping k → u k is increasing, then u k * = lim kրk * u k exists and
So we conclude that (1.1) has a weak solution and then (1.1) has minimal solution u k * .
To prove that u k * is semi-stable. For any ǫ > 0 and
By the arbitrary of ǫ, we have that u k * is semi-stable.
To prove the uniqueness. If problem (1.1) admits a solution u > u k * .
By the compact embedding theorem, σ 1 is achievable and its achieved function ξ 1 could be setting to be nonnegative and satisfies
Letting w = u − u k * > 0, then we have that
By the elementary inequality
which is impossible with σ 1 ≤ 1. As a conclusion, u k * is the unique solution of (1.1) with k = k * .
4.4.
Mountain-Pass type solution. For the second solution of (1.1), we would like to apply the Mountain-Pass theorem to find a positive weak solution of
where k ∈ (0, k * ) and u k is the minimal positive solution of (1.1) obtained by Thoerem 1.1. The second solution of (1.1) is derived by following proposition. Proof. We would like to employe the Mountain Pass theorem to look for the weak solution of (4.11) . A function v is said to be a weak solution of (4.11) if
The natural functional associated to (4.11) is the following
We observe that for any ǫ > 0, there exists some c ǫ > 0, depending only on p, such that
By we have that for any v ∈ H α 0 (Ω),
We observe that E(0) = 0 and let v ∈ H α 0 (Ω) with v α = 1, then for k ∈ (0, k * ), choosing ǫ > 0 small enough, it infers from (4.9) that
where c 23 , c 24 > 0 depend on k, k * and we used (2.12) in the first inequality. So there exists
We take a nonnegative function v 0 ∈ H α 0 (Ω) and then
Since the space of {tv 0 : t ∈ R} is a subspace of H α 0 (Ω) with dimension 1 and all the norms are equivalent, then Ω V 0 v 0 (x) p+1 dx > 0. Then there exists t 0 > 0 such that for t ≥ t 0 ,
where c 24 , c 25 > 0. We choose e = t 0 v 0 , we have E(e) ≤ 0. We next prove that E satisfies (P S) condition. We say that E has P.S. condition, if for any sequence {v n } in ), particularly, for q = 2. We observe that
which implies that
in Ω and in L 1 (Ω).
Then, together with lim n→∞ E(v n ) = c, we have that v n α → v α as n → ∞. Then we obtain that v n → v in H α 0 (Ω) as n → ∞. Now Mountain Pass Theorem (for instance, [29, Theorem 6 .1]; see also [28] ) is applied to obtain that there exists a critical point v ∈ H α 0 (Ω) of E at some value c ≥ β > 0. By β > 0, we have that v is nontrivial and nonnegative. Then v is a positive weak solution of v of (4.11). By using bootstrap argument in [21] , the interior regularity of v could be improved to be in H α 0 (Ω) ∩ C 2 (Ω \ {0}), since u k is locally bounded in Ω \ {0} and p < Proof of the existence Mountain-Pass type solution in Theorem 1.2. From Proposition 4.2, we obtain that there is a positive weak solution of v k of (4.11), then v k is weak solution of (4.11) and it holds that
