The retina decomposes visual stimuli into parallel channels that encode different features of the visual 22 environment. Central to this computation is the synaptic processing in a dense and thick layer of 23 neuropil, the so-called inner plexiform layer (IPL). Here, different types of bipolar cells stratifying at 24 distinct depths relay the excitatory feedforward drive from photoreceptors to amacrine and ganglion 25 cells. Current experimental techniques for studying processing in the IPL do not allow imaging the entire 26 IPL simultaneously in the intact tissue. Here, we extend a two-photon microscope with an electrically 27 tunable lens allowing us to obtain optical vertical slices of the IPL, which provide a complete picture of 28 the response diversity of bipolar cells at a "single glance". The nature of these axial recordings 29
Abstract 21
The retina decomposes visual stimuli into parallel channels that encode different features of the visual 22 environment. Central to this computation is the synaptic processing in a dense and thick layer of 23 neuropil, the so-called inner plexiform layer (IPL). Here, different types of bipolar cells stratifying at 24 distinct depths relay the excitatory feedforward drive from photoreceptors to amacrine and ganglion 25 cells. Current experimental techniques for studying processing in the IPL do not allow imaging the entire 26 IPL simultaneously in the intact tissue. Here, we extend a two-photon microscope with an electrically 27 tunable lens allowing us to obtain optical vertical slices of the IPL, which provide a complete picture of 28 the response diversity of bipolar cells at a "single glance". The nature of these axial recordings 29 additionally allowed us to isolate and investigate batch effects, i.e. inter-experimental variations 30 resulting in systematic differences in response speed. As a proof of principle, we developed a simple 31 model that disentangles biological from experimental causes of variability, and allowed us to recover 32 the characteristic gradient of response speeds across the IPL with higher precision than before. Our 33 new framework will make it possible to study the computations performed in the central synaptic layer 34 of the retina more efficiently. . This approach preserves the 61 integrity of the retinal network, but typically requires recording horizontal planes (x-y scans) at different 62 IPL levels. Since the activity at different IPL depths is recorded sequentially, it can be more difficult to 63 disentangle functional differences between the signals represented at different depths and 64 experimental factors inducing differences between scans. 65
Here, we introduce fast axial x-z scanning, a method to image across the entire IPL depth near 66 simultaneously in the intact whole-mount retina through "vertical optical slices", by equipping a 2P 67 microscope ( Fig. 1) into the laser path before the scanning unit ( Fig. 1a) ; the optical path after the scanners was left 90
unchanged. Before the ETL, the laser beam is expanded to a diameter of 15 mm using a telescope (T1, 91 a 4f-system with relay lenses RL1,2; 1 =30 mm, 2 =250 mm; for complete parts list, see Table 1 ). The 92 expanded beam is then reflected perpendicularly to the optical table by a silver mirror towards the 93 horizontally placed ETL, which is housed in a 60 mm cage plate (Thorlabs, Dachau, Germany) using a 94 custom-made adapter ( Fig. 1b ). After the laser beam passed the ETL, it is narrowed by a second 95 telescope (T2, another 4f-system consisting of relay lenses RL3,4; 3 =80 mm, 4 =30 mm) to a 96 diameter of approx. 5.6 mm, which approx. matches the size of the scanning mirrors. Telescope T2 97 relays the pupil of the ETL to a conjugate pupil on the scan mirrors. Here, RL4 needs to be positioned 98 precisely at its focal distance and in the centre of the two scan mirrors for correct refocusing of the 99 laser beam. By changing the current supplied to the ETL, it changes its optical power. According to the 100 EL-16-40-TC's specifications (see link in Table 1 of -100 and +100 mA; cf. Fig. 2B ). Due to technical limitations (i.e. size of the scan mirrors), the ∆ range 116 with largely constant laser power spanned approx. 50 µm (cf. Fig. 2C ), which is sufficient to scan across 117 the entire mouse IPL without adapting the laser power. To characterize the spatial resolution of our 118 system, we measured the point spread function (PSF) of fluorescent beads (170 nm in diameter, 119 Emission=515 nm; P7220; Invitrogen) at different axial planes. 120
Animals and tissue preparation 121
All animal procedures were performed according to the laws governing animal experimentation issued 122 by the German Government. For all experiments, we used adult mice of either sex from the following 123 lines: B6;129S6-Chat tm2(cre)Lowl J (n=3; ChAT:Cre, JAX 006410), and B6;129P2-Pvalb tm1(cre)Arbr /J (n=6; 124 PV:Cre, JAX 008069). All lines were purchased from The Jackson Laboratory (Bar Harbor, ME). The 125 transgenic lines were crossbred with the Cre-dependent red fluorescence reporter line 126
Gt(ROSA)26Sor tm9(CAG-tdTomato)Hze (Ai9 tdTomato , JAX 007905) for all experiments. Owing to the exploratory 127 nature of our study, we did not use blinding and did not perform a power analysis to predetermine 128 sample size. For details on the mouse lines as well as all on reagents, see 
Two-photon imaging 149
We used our microscope's "green" detection channel (HC 510/84, AHF, Tübingen, Germany) to record 150 iGluSnFR fluorescence, reflecting glutamate signals. In the "red" channel (ET 610/75, AHF), we detected 151 tdTomato to image the ChAT bands (in the ChAT:Cre x Ai9 mice; cf. Fig. 3B ) or RGC somata (in the PV:Cre 152
x Ai9 mouse), and SR101 fluorescence to measure fluorescence intensities along the z axis (cf. Fig. 2C ). 153
The laser was tuned to 927 nm for all fluorophores. For data acquisition, we used custom software 154 (ScanM, see ("black" background image) to 20×10 3 ("white" full field) photoisomerisations P*/s/cone. The light 164 stimulus was centred before every experiment, such that its centre corresponded to the centre of the 165 recording field. Light stimuli were generated using QDSpy, a custom visual stimulation software written 166
in Python 3 (see Table 1 ). To probe BC function, we presented 3-4 repeats of a "chirp" stimulus in two ρlocal > ρthreshold ("seed pixel"), we grouped neighbouring pixels with ρlocal > ρthreshold into one ROI. To match 179
ROI sizes with the sizes of BC axon terminals, we restricted ROI diameters (estimated as effective 180 diameter of area-equivalent circle) to range between 1 and 4 μm. 181
To register each ROI's depth in the IPL, we determined for each x-z scan the position of the On and the 182
Off ChAT band ( Fig. 3 ; see also Results). In the case of ChAT:Cre mice, ChAT bands could be imaged 183 directly due to their tdTomato fluorescence ( Fig. 3B ). We found the ChAT band positions can also be 184
reliably determined from the IPL borders, which were determined from the location of iGluSnFR-185 labelled (or, in PV:Cre x Ai9, tdTomato-labelled) somata in GCL and INL. Here, we first determined the 186 position of the IPL borders relative to tdTomato labelled ChAT bands in a subset of experiments ( Fig , where the response is estimated non-208 parametrically with 10 depth bins across the IPL for each polarity (cf. Fig 6A) , to predict ̂= 209 In the last model, we wanted to make sure that any shared variance between the two predictors would 216 be ascribed to the depth predictor -conservatively mistaking nuisance or noise from the batches rather 217 as biological signal than vice versa. To achieve this, we orthogonalized ℎ with respect to ℎ , 218 effectively by using ℎ_ = ℎ − ℎ ℎ , with ℎ denoting the projection matrix 219 onto the subspace defined by ℎ . 220
Local chirp encoding model 221
We also modelled the local chirp responses with different Linear-Nonlinear (LN) encoding models that 222 estimated the finite impulse response, i.e. a temporal receptive field, for each ROI given the chirp input 223 time series. Let denote the chirp stimulus over time, the observed response of ROI ∈ {1, … , }.
224
Then we define a temporal filter for this ROI as 225
where we set ,0,2 = 0 to represent the DC component with the sine, = 64 the temporal extent of 227 our filter reaching back 1 s in time (64 Hz), = 21 the highest frequency of the Fourier basis for our 228 kernels (i.e. well below the Nyquist, and reasonably smooth), and a temporal stretching factor. The 229 sigmoidal factor before the sum is a soft-thresholding mask that sets the last part of our filter to 0 to 230 avoid entering the next cycle when > 1. The response is then predicted as 231
Where is an offset of this ROI and * denotes convolution. We fit three models of decreasing flexibility: 233 1. A model with a separate kernel for each ROI, i.e. fixing = 1 and fitting , and for all 234
ROIs. 235 2. A model with one learned shared kernel, i.e. , = , ∀ , , , and one temporal stretch per 236 ROI, i.e. fitting for all ROIs. Additionally, each ROI learned a scalar to scale and flip (for 237
On and Off BCs) the shared kernel. 238
3. Finally, a model with a shared kernel (like model 2.) and a stretch that is a function of the ROI's 239 depth and its batch , i.e. = ℎ( , ). Firstly, using effectively only the depth and fitting 240 a weight for each depth bin (cf. Fig 6A) to model the speed of each ROI: = ∑ 1 ∈ . 241
Secondly, the same model but with an additive shift for each batch:
. And finally, with an interaction between batch and depth, i.e. separate depth bin weights 243 , for each batch:
= ∑ 1 ∈ , . 244
Estimating explained variance 245
For an observed and a predicted ̂ response, we estimated the explained variance as 246
Estimating BC synapse number in x-z slices 248
We estimated the average number of synapses (~ROIs) per BC type to be expected in an x-z scan, which 249
can be considered as a ~0.5 µm-thick optical section (cf. PSF measurements, To allow axial scanning of the retina, we inserted an ETL into the optical pathway of the 2P laser of our 263 microscope ( Fig. 1) . By electrically modulating the optical power of the ETL, the beam of the 2P laser 264 entering the microscope´s objective converges or diverges, resulting in a focus shift along the z-axis of 265 the recording. For the ETL used here, a change in electrical current is transformed into a pressure 266 change, which in turn regulates the lens volume and, thereby, the curvature of the lens surface ( Fig.  267 1A, inset). reflecting glass window (for specifications, see Table 1 ). Therefore, placing the ETL into the stimulus 288 path hampers UV stimulation, but UV stimulation is required to properly drive the mouse retina with 289 its UV-sensitive cone photoreceptors ( = 360 nm; as discussed in Franke et al. 2019). To avoid 290 these issues, we positioned the ETL horizontally in the pathway that reflects the excitation laser onto 291 the scan mirrors ( Fig. 1A, B ) (F. Voigt, F. Helmchen, personal communication). 292
To make use of the full aperture of the ETL, we pre-expanded the laser beam using a telescope system 293 (T1). After the ETL, we used a second telescope system (T2) to refocus the laser beam onto the scanning 294 mirrors. As T2 determines the beam diameter that enters the back aperture of the objective and the z-295 range of focus shift (together with the objective lens' magnification), it needs to be defined for the 296 specific microscope and the desired z-range. 297 298 299 PSFz indicate the mean ± s.d. across the three axial planes (n=9 measurements; see Table 3 ).
312
First, we evaluated the ETL's performance using a solution containing the red fluorescent dye SR101 313 ( Fig. 2A ). Our combination of custom ETL driver and optical configuration allowed for a practical focus 314 shifting range of approx. 200 µm (Methods). Importantly, the same voltage signal reliably resulted in 315 the same z position of the focal plane (s.d. < 1 µm) and when staying within a limited voltage range (e.g. 316
±0.4 V), the relationship between voltage input and z position was sufficiently linear (Fig. 2B ). However, 317
we consistently observed intensity fluctuations in the first few lines of each x-z scan frame (Fig. 2C,D) . 318
This "artefact" can be explained by the fact that for large, rapid changes in voltage input -as it happens, 319
for instance, when jumping back from the last line of a frame to the beginning (retrace) -the ETL´s 320 refractive state does not change instantaneously but requires a few milliseconds to settle (cf. Fahrbach 321 et al. 2013; Grewe et al. 2011). We dealt with this problem simply by excluding the first couple of lines 322 (~10 ms) of each frame from our analysis. In addition, we found that the fluorescence smoothly varied 323 along the z axis (Fig. 2C, left scan) . The decrease in fluorescence reflects a loss in laser power, which 324
happens when the ETL changes the beam's collimation to an extent that the beam becomes too large 325 for the scan mirrors or is partially blocked by down-stream optics. This can be improved by applying an 326 offset voltage to the ETL driver signal, such that the laser intensity peak covers the required z scan 327 range. As the intensity peak is relatively shallow, the IPL of the mouse (~40 m) can be imaged with 328 almost constant laser intensity. 329
Next, we tested whether pixel size and spatial resolution remained constant along the z axis of an x-z 330 scan suitable for capturing the complete mouse IPL (e.g. 64x40 pixels corresponding to 50x40 µm). By 331 moving the microscope's objective lens, we placed a thin fluorescent film (Methods) at different z 332 positions within an x-z scan field ( Fig. 2D) and measured the film's thickness. Apart from the artefact 333 (see above), the recorded thickness of the film remained constant, suggesting that the pixel size is 334 constant along the z axis. Finally, we quantified the spatial resolution of our system by measuring the 335 point spread function (PSF) of fluorescent beads both in the x-y plane and at different z positions 336 (Methods). This was done by first setting one of three z planes ( Fig. 2E) using the ETL and then taking 337 image stacks (using the microscope's motorized stage). The measured PSFs were around 0.4 and 1.8 338 µm along the x and z axis, respectively, and varied very little for the different ETL planes (Table 3) . 339
In summary, our ETL configuration allows for spatially (nearly) linear, fast axial imaging without 340 detectable loss in spatial resolution. 341
Axial scanning in the IPL of the mouse retina 342
Axial scans were evaluated by imaging light-evoked glutamate release from BC axon terminals (Fig. 3A) . 343 After the so-called ChAT bands, which are formed by the dendritic plexi of the cholinergic starburst amacrine 348 cells (SACs; Vaney 1984). Accordingly, a commonly used metrics for IPL depth is to define the inner 349 ("On") band as the origin (=0) and the distance to the outer ("Off") band as 1 ( Fig. 3C) which SACs were fluorescently labelled ( Fig. 3B ; for details, see Methods). We found that the relative 352 distance between ChAT bands and IPL borders was highly consistent across scans and mice (Fig. 3C) . 353 Hence, for mice lacking fluorescently labelled ChAT bands, IPL depth can be reliably estimated from the 354 IPL borders. 355 
362
The ubiquitous expression of iGluSnFR combined with axial scanning allowed sampling of glutamate 363 release at all IPL depths ( Fig. 4) . To achieve scan rates >10 Hz, we used x-z scans with 64x56 pixels (1.6 364 ms/line) at a zoom factor that yielded a pixel size of ~1 µm (Fig. 4A ). Regions of interest (ROIs) were 365 based on local image correlations with an IPL depth-dependent threshold (Methods). This ensured ROI 366 placement across the entire IPL (Fig. 4B,C) . almost evenly distributed across the IPL (Fig. 4E ), suggesting that generally we did not under-or 382 oversample certain IPL levels. However, it has been long known that BC types come at different 383 densities and vary in the size of their BC types are expected to contribute to an x-z scan (as in Fig. 4) , we calculated the average volume each 388 BC type's axon terminals occupy in an 0.5 µm (~PSFX) thick slice of the IPL using electron microscopy 389
data (Helmstaedter et al. 2013 ) and then determined the mean number of synapses in this volume 390 using published ribbon densities (Tsukamoto and Omi 2017) (Methods; Fig. 4F ). This analysis showed 391 that some BC types (i.e. X, 8 and 9) are expected to contribute only very few synaptic terminals to an x-392 z scan. 393 394 Figure 
401
Taken together, axial x-z scans allow recording glutamate signals virtually simultaneously across the IPL 402
with similarly high fidelity compared to sequential, hence time-consuming, "traditional" x-y scans. 403
While the functional diversity that can be recovered from individual x-z scans qualitatively resembles 404 that described in an earlier study (Franke et al. 2017), reliably capturing signals from BC types with low 405
terminal densities requires integrating data from multiple scans. 406
Identification of batch effects 407
We recorded local chirp light-evoked BC glutamate release from 5,379 ROIs (37 scan fields, 6 mice) 408 across the entire IPL (cf. Fig. 4E ). Of those, 3,893 ROIs passed our quality criterion as previously defined 409 in (Franke et al. 2017) and were selected for further analysis. When visually inspecting the data obtained 410 from different recordings, we noticed that the timing of recorded glutamate traces varied 411 systematically across recordings (Fig. 5A) . We refer to this variation as "batch effects" 
420
In our experiments, the variations between scans may have been caused by experimental factors such 421
as slight temperature fluctuations, as well as differences in light adaptation and/or fluorescence 422 biosensor expression. To investigate the variability in our data, we performed principal component 423 analysis (PCA) on the recorded time-series and inspected the projection onto the first two principal 424 components (PCs; Fig. 5B, C) . While On and Off BCs could be distinguished clearly based on the first PC 425 (Fig. 5B) , a substantial portion of the variability observed within On and Off BCs seemed to stem from 426 variability across recordings (Fig. 5C ). Qualitatively, these batch effects were large enough to be a 427 challenge for recovering the biological differences between cell types within the On and the Off BCs. 428 
434
We quantified the relative contribution of three factors to the total variance of the observed signal: (1) 435 polarity, i.e. whether the ROI was located in the On or Off sublamina, (2) IPL depth bin in which the ROI 436 was recorded, and (3) the batch (scan field) from which the ROI originated. To this end, we fit a series 437 of linear models (Fig. 6A) , each of which included one or more of the three factors (On/Off, IPL depth,  438 batch), and estimated the fraction of variance explained by the models (Fig. 6B,C ). The first model, 439
which captured only the polarity, accounted for 34% of the response variance. The second model, which 440 used only IPL depth as a predictor, accounted for 48% of the variance. Note that the first model is a 441 special case of the second one, obtained by splitting the IPL into On and Off sublaminae. As a third 442 model, we used polarity  batch (scan field) ID as a predictor. This model, which amounts to estimating 443 the average trace of On and Off cells in each scan field, accounted for 66% of the variance, substantially 444
outperforming the previous models that only considered the biological source of variation. Finally, 445
adding IPL depth bin as a predictor improved the explained variance only marginally (to 69%). 446
To summarize, we found that batch effects alone accounted for a larger fraction of the variance than 447 IPL depth (Fig. 6B ), which suggests that accounting for such variation can greatly facilitate any analysis 448 of functional differences between BC types beyond On vs. Off. 449
What is the nature of these batch effects? The most salient difference across the three example batches 450 was a shift in response speed (Fig. 5A ). This is especially striking in the response to the chirp's frequency 451 modulation, where the batch-averaged responses are almost entirely out of phase (Fig. 5A, bottom  452 right). We found the same temporal misalignment in the predictions of our model that considered only 453 IPL depth but ignored the batch effects (Fig. 6C ). Comparing the predicted and the recorded traces, we 454 observed that the model was too fast for the first (slow) batch, approximately aligned for the second 455 (medium) batch and too slow for the third (fast) batch. This observation is in line with a previous study 456 that reported systematic differences in the response speed of ganglion cells recorded from different 457 macaque retinae (Rhoades et al. 2019). 458 A possible explanation for shifts in response speed between experiments may be differences in 459 recording temperature. While we used a closed-loop system to keep the temperature of the tissue at 460 36°C, small temperature fluctuations in the order of ±1°C cannot be excluded. The temperature 461 coefficient ( 10 ) of biological reactions, including neural activity, is typically between 2 and 4 (cf. Hille 462 2001), therefore, following ∆ = 10 ∆ /10 , a temperature increase of 1°C may result in a 7 to 15% 463 increase in response speed, which is in the range that we estimated for the batch effects (cf. Fig. 8D ). 464
Building batch and IPL depth variations into a shared BC encoding model 465
To investigate the idea that batch effects effectively result in changes in response kinetics more directly, 466
we fit a linear encoding model and estimated the temporal receptive field kernels of the ROIs in the 467 three example scans shown before. As expected, the temporal kernels showed systematic differences 468 between the three scans that seem to be largely explained by rescaling them in time (Fig. 7A, B ). 469
Moreover, within a single batch we could still discern the underlying IPL gradient: ROIs closer to the IPL 470 centre (=lighter colours in Fig. 7C ) had their leading edge closer to zero and, hence, responded faster. 471
In addition, central ROIs displayed more biphasic kernels and, hence, responded more transiently. 472 
476
The data presented above suggest that functional differences between individual ROIs can, to a large 477 extent, be accounted for by modelling response speed, and this speed depends on two main factors: 478
(1) laminar location within the IPL and (2) batch effects due to variability between scan fields. We 479 therefore developed a very simple joint encoding model that reduces the functional differences 480 between neurons (here ROIs) to a temporal rescaling of their response kernels (Fig. 8A) . The model 481 learned exactly one response kernel that is shared among all neurons and all scan fields. In addition, it 482 allowed for a temporal rescaling of this kernel and a neuron-specific scaling of the response magnitude 483 and polarity-flip (On/Off). 484
First, we observed that sharing the same kernel shape across all ROIs and only adjusting speed, scale 485 and polarity yielded a predictive performance of 49% explained variance compared to 56% by the 486 model with an individual temporal kernel for each ROI (Fig. 8B) . While a 7% difference is not negligible, 487
the difference in complexity between the models is considerable: The latter model used more than 40 488 parameters for each ROI to specify a response kernel, whereas the former (simplified) model had 489 effectively just 3 parameters to model speed, scale and polarity for each ROI. For the remainder of the 490 paper, we focussed on this simplified model and asked how well we can predict the response speed of 491
individual ROIs based on their IPL depth and a batch-specific speed adjustment. 492
Next, we tested the effect of additionally constraining this simple model: First, we assumed that the 493 speed of each ROI is only a function of the ROI's depth in the IPL. This assumption, which meant that all 494
ROIs with the same laminar location share the same response kernel, decreased the predictive 495 performance to 40% explained variance (Fig. 8B) . Alternatively, allowing for batch effects by adding a 496 scan field-specific global shift to the speed estimates for all the ROIs in the same scan field, enabled us 497 to capture 46% explained variance. This was similar to the model that allowed each ROI its own speed 498 (49%). Additionally, including an interaction term between IPL depth and batch improved performances 499 only slightly (47%), suggesting that batch variations had similar, approximately additive effects onto the 500 speed across the IPL. 501
In summary, to the extent that variability between BCs can be modelled by differences in response 502 speed, these speed differences can almost entirely be accounted for (46% vs. 49% explained variance) 503 by laminar location within the IPL and a batch-specific global shift in response speed. 504 
511
Moreover, with this model we can give a quantitative estimate of the speed gradient across the IPL (Fig.  512 8C). In line with earlier reports ( Another potential caveat of an ETL is thermal drift, because driving the lens may slowly heat it up. Since 580 the resistance of the coil that shapes the lens' core is temperature-dependent, also the current-to-focal 581 power relationship depends on the ETL's temperature (for details, see ETL specs). We embedded our 582 ETL into a solid adapter ring made from aluminium, which seemed to have kept the ETL's temperature 583 stable enough, as we did not observe any relevant thermal drifts during the course of a recording. In 584 any case, the ETL model we used features a build-in temperature sensor that can be read out via an I²C 585 (Inter-Integrated Circuit) bus connection to monitor the ETL's temperature. 586
One consequence of the ETL being positioned upstream of the scan mirrors is a focus dependent 587 change in laser power. Because we needed a relatively small z focus range to scan across the mouse 588 IPL, we applied an offset voltage to the ETL, shifting the shallow peak in laser power to the imaging 589 range. For larger z ranges, one could automatically adjust the laser power with a sufficiently fast 590 modulator (i.e. a Pockels cell) as a function of the ETL's control signal. 591
Identification and removal of batch effects in axial scans of the mouse IPL 592
For the functional characterization of retinal cell types, our previous studies used data obtained from 593 sequential x-y recordings (Baden et al. 2016; Franke et al. 2017 ). In the IPL, one disadvantage of this 594 approach is that the sample of BC types in each individual scan greatly varies between scans, and the 595 cells recorded within any one scan will typically share similar response properties. In the middle of the 596 IPL, a third of all BC types can theoretically be recorded in an individual x-y plane (see stratification 597
profiles in Greene et al. 
